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New Perspectives in Cross-Validation
Wenda Zhou
Appealing due to its universality, cross-validation is an ubiquitous tool for model tuning
and selection. At its core, cross-validation proposes to split the data (potentially several times),
and alternatively use some of the data for fitting a model and the rest for testing the model.
This produces a reliable estimate of the risk, although many questions remain concerning how
best to compare such estimates across different models. Despite its widespread use, many
theoretical problems remain unanswered for cross-validation, particularly in high-dimensional
regimes where bias issues are non-negligible. We first provide an asymptotic analysis of
the cross-validated risk in relation to the train-test split risk for a large class of estimators
under stability conditions. This asymptotic analysis is expressed in the form of a central
limit theorem, and allows us to characterize the speed-up of the cross-validation procedure
for general parametric M-estimators. In particular, we show that when the loss used for
fitting differs from that used for evaluation, k-fold cross-validation may offer a reduction in
variance less (or greater) than k. We then turn our attention to the high-dimensional regime
(where the number of parameters is comparable to the number of observations). In such a
regime, k-fold cross-validation presents asymptotic bias, and hence increasing the number of
folds is of interest. We study the extreme case of leave-one-out cross-validation, and show
that, for generalized linear models under smoothness conditions, it is a consistent estimate of
the risk at the optimal rate. Given the large computational requirements of leave-one-out
cross-validation, we finally consider the problem of obtaining a fast approximate version
of the leave-one-out cross-validation (ALO) estimator. We propose a general strategy for
deriving formulas for such ALO estimators for penalized generalized linear models, and apply
it to many common estimators such as the LASSO, SVM, nuclear norm minimization. The
performance of such approximations are evaluated on simulated and real datasets.
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Chapter 1: Introduction
1.1 Estimators, risk and cross-validation
We will first give an informal overview of the general setup of inductive statistical learning,
and define the cross-validation estimator. We will then discuss some of the general questions
surrounding the properties and use of the cross-validation risk estimator.
Let (Xi)i∈N be a sequence of independent and identically distributed (i.i.d.) observations.
Let fn denote a statistical estimator, that is, a function X n → H, and consider a loss
function L : X ×H → H, where X and H denote the space of the data and the hypotheses
respectively (we refer the reader to section 2.1 for formal definitions). A central quantity
to the performance of our estimator is then its risk (or expected prediction error), i.e. the
expected loss on a new observation, given by:
Rn(f) = E
[
L(X0, fn(X1, . . . , Xn))
]
. (1.1)






L(Xi, f(X1, . . . , Xn)) (1.2)
can be biased and systematically underestimate the true risk, leading to overfitting. To
combat this issue, one of the most common strategy is that of data splitting.
In a data splitting procedure, the dataset is separated into a training set and a testing set.
The model is then trained on the first one and evaluated on the second one. More formally,
1






L(Xi, f(X1, . . . , Xm)). (1.3)
The performance of this estimator as an estimator of Rn depends on two sources of error.
The first one is a bias induced by the smaller size of the training set, as indeed we note that
Rˆsplitn,m is an unbiased estimator of Rm, and not Rn. The magnitude of the bias depends on
the model, and decreases as the size of the training set increases. The second source of error
is caused by the statistical fluctuation of the empirical average Rˆsplitn,m . The magnitude of this
effect decreases as the size of the testing set increases. There is thus an inherent trade-off in
the size of the training set for the data splitting estimator.
Cross-validation [78] attempts to mitigate this issue by repeatedly resampling the training
set. In its most common form – k-fold cross-validation – the procedure splits the dataset into
k blocks XB1 , . . . , XBk of equal size, and in turns holds out one block for training, and tests
on the held-out block. The cross-validated risk Rˆcvn,k is then the average of the risks across
all blocks. Similarly to the data-splitting estimator, the performance of the cross-validated
estimator depends on two sources of error: the bias, as it is an estimator of Rn(k−1)/k := Rn,k,
and the statistical fluctuations due to the empirical average.
The tradeoffs in selecting the number of folds for cross-validation are thus subtle, involving
both statistical and computational aspects, and require deep understanding of the behavior
of the cross-validated risk estimator. The present thesis attempts to provide some answers
towards better understanding such tradeoffs. In chapter 2, we characterize the variance
reduction afforded by cross-validation in the parametric asymptotics. In chapter 3, we show
that, for penalized generalized linear models, leave-one-out cross-validation achieves the
optimal rate for estimating the risk of the estimator. In chapter 4, we propose a method for
obtaining fast approximations to the leave-one-out cross-validation estimator for penalized
GLMs.
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Perhaps the most common use of the cross-validation risk estimator is that of model
selection: given a family of estimators f ∈ F , we are interested in selecting the model which
minimizes R(f), or matches the true model in some description. Using the cross-validated
risk estimator (or any predictive risk estimate) in the context of model selection introduces
additional complexities outside the scope of this thesis, we refer the reader to [4] for a survey
of results concerning cross-validation for model selection.
1.2 Thesis Outline
The results in the present thesis are separated into three chapters, which are self-contained
and can be read on their own. The results from chapter 2 contain joint work with Morgane
Austern. The results from chapter 3 are reproduced from [70]. A short version of the results
in chapter 2 have appeared in [89]. Abstracts for each of the chapters are included below.
Chapter 2: Asymptotics of cross-validation Cross validation is a central tool in
evaluating the performance of machine learning and statistical models. However, despite
its ubiquitous role, its theoretical properties are still not well understood. We study the
asymptotic properties of the cross validated-risk for a large class of models. Under stability
conditions, we establish a central limit theorem and Berry-Esseen bounds, which enable us
to compute asymptotically accurate confidence intervals. Using our results, we paint a big
picture for the statistical speed-up of cross validation compared to a train-test split procedure.
A corollary of our results is that parametric M-estimators (or empirical risk minimizers)
benefit from the “full” speed-up when performing cross-validation under the training loss.
In other common cases, such as when the training is performed using a surrogate loss or a
regularizer, we show that the behavior of the cross-validated risk is complex with a variance
reduction which may be smaller or larger than the “full” speed-up, depending on the model
and the underlying distribution. We allow the number of folds Kn to grow with the number
of observations at any rate.
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Chapter 3: Error bounds in estimating the out-of-sample prediction error using
leave-one-out cross-validation in high dimensions We study the problem of out-of-
sample risk estimation in the high dimensional regime where both the sample size n and
number of features p are large, and n/p can be less than one. Extensive empirical evidence
confirms the accuracy of leave-one-out cross validation (LO) for out-of-sample risk estimation.
Yet, a unifying theoretical evaluation of the accuracy of LO in high-dimensional problems
has remained an open problem. This paper aims to fill this gap for penalized regression in
the generalized linear family. With minor assumptions about the data generating process,
and without any sparsity assumptions on the regression coefficients, our theoretical analysis
obtains finite sample upper bounds on the expected squared error of LO in estimating the
out-of-sample error. Our bounds show that the error goes to zero as n, p→∞, even when
the dimension p of the feature vectors is comparable with or greater than the sample size
n. One technical advantage of the theory is that it can be used to clarify and connect some
results from the recent literature on scalable approximate LO.
Chapter 4: Approximate leave-one-out for high-dimensional non-differentiable
learning problems Consider the following class of learning schemes:




`(x>j β; yj) + λR(β),
where xi ∈ Rp and yi ∈ R denote the ith feature and response variable respectively, ` and R
denote the convex loss function and regularizer, β denote the unknown weights, λ denotes
the regularization parameter, and C ⊂ Rp denotes a closed convex set. Finding the optimal
choice of λ is a challenging problem in high-dimensional regimes where both n and p are
large. We propose three frameworks to obtain a computationally efficient approximation
of the leave-one-out cross validation (LOOCV) risk estimator for nonsmooth losses and
regularizers. Our three frameworks are based on the primal, dual, and proximal formulations
of the penalized GLM. Each framework shows its strength in certain types of problems. We
4
prove the equivalence of the three approaches under certain smoothness conditions. Along
with prior results, this equivalence enables us to justify the accuracy of the three methods
under such conditions. We use our approaches to obtain a risk estimate for several standard
problems, including generalized LASSO, nuclear norm regularization, and support vector
machines. We empirically demonstrate the effectiveness of our results for non-differentiable
cases.
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Chapter 2: Asymptotics of cross-validation
2.1 Introduction
Let (Xi) be a sequence of independent and identically distributed (i.i.d) observations. Consider
a statistical model that given n data points computes an estimator fn(X1, . . . , Xn). For
a loss function L, our goal is to estimate E
[
L(X˜, fn(X1, . . . , Xn))
]
where X˜ refers to an
i.i.d. copy of X1 and E denotes expectation over all randomness, the expected risk of the






fn(X1, . . . , Xn), Xi
)
, we run the risk of systematically underestimating it [42].
To avoid such issues, the most common strategy is that of data splitting.
In a data splitting procedure, the dataset is separated into a training set, and a testing
set. The model will be trained on the first one and evaluated on the second one. Formally, if
we let mn denote the size of the training set, we estimate the expected risk by (where we






L(Xi, fmn(X1, . . . , Xmn)). (2.1)
The performance of this estimator depends on two distinct sources of error. The first one
is a bias induced by the smaller size of the training set which implies that Rˆsplit estimates
the expected risk of the estimator fmn(X1, . . . , Xmn) instead of the original one fn. The
magnitude of this bias depends on the model itself and the size of the training set mn. The
second source of error is statistical and is caused by the randomness of the empirical average
Rˆsplit. The magnitude of this effect decreases as the size of the testing set increases. Thus, we
observe a trade-off: as we increase the size of the training set, we reduce the bias but increase
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the randomness (and hence the variance) of Rˆsplit. This trade-off is even more present for
high-dimensional models for which the bias may be asymptotically large.
To compensate for this issue, a second method has been proposed: K-fold cross validation.




size. The procedure successively omits the ith block, training the model on the remaining
blocks, and evaluating the risk on the left-out block. This gives us K different models with K
different estimated risks. The cross validated risk Rˆcv is then the average of those empirical
risks. Once again, there are two sources of error. The first one is a bias due to the smaller
size the training sets, which decreases with the number of folds. The second one is due to
the randomness of the estimator Rˆcv. The magnitude of the second effect and how much
it depends on the model itself and the number of folds is largely an open question. This
question is made more complicated by the dependence between the folds.
In this paper we study for general estimators, under stability conditions, the asymptotic
properties of the cross-validated risk. More specifically, we study its speed of convergence to
the expected risk and establish its limiting distribution. This is motivated by two independent
questions (i) Can one use the cross-validated risk to build asymptotically consistent confidence
intervals for the expected loss of a model? (ii) How does the performance of the cross-validated
risk compares with the data splitting estimator Rˆsplit? This question is only made more
important by the popularity of the cross validation method. In section 2.2, we prove, under
stability conditions, central limit theorems and Berry-Esseen bounds for the cross-validated
risk as well as the split risk. We allow the number of folds Kn to grow with the number of
observations n at any rate. By obtaining the limiting distribution of both the cross-validated
risk and the split risk we can exactly quantify the reduction in variance obtained by the
cross-validated procedure. In some cases – such as parametric empirical risk minimizers
trained and evaluated with the same loss – we obtain the full speed-up, meaning that the
cross-validated risk enjoys a Kn-fold reduction in variance compared to its split counterpart.
However, in other cases – such as when using surrogate losses or regularizers – the effect of
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cross-validation varies significantly depending on the class of models and the distribution
of the data on which it is trained. We present examples for which the variance reduction
is slower than “full speed-up”, as well as cases for which this is faster. Such phenomenons
are illustrated in the parametric case for which we develop a full theory in section 2.4. In
addition, in section 2.3 we give estimators for the asymptotic variances and quantify their
speed of convergence. This allows one to draw asymptotically accurate confidence intervals.
The proofs are based on an adaptation of the Stein method for central limit theorems.
2.1.1 Related work
Cross-validation is probably the most widely used method for risk estimation today in machine
learning and statistics [42, 75]. However, the analysis of the statistical improvements offered
by the cross-validated estimator compared to the data splitting estimator in a general setting
has proved difficult. Furthermore, we note that there are at least two different quantities
which may be seen as targets for the cross-validated risk estimator: 1) the average risk of the
hypotheses learned on each fold and, 2) the risk of the estimation procedure over replications
of the dataset. Previously, work has mostly focused on understanding the performance in
the case (1), whereas we consider both problems, with a heavier emphasis on the more
delicate problem (2). In the first analysis of the statistical performance of the cross-validated
estimator, Blum, Kalai, and Langford [11] show that, under mild conditions, the cross-
validated estimator performs no worse than the corresponding data splitting estimator. More
recently, Kale, Kumar, and Vassilvitskii [49] establish that, under some stability conditions,
the k-fold cross-validated estimator achieves at least an asymptotic k-times reduction in
variance. Kumar et al. [51] further improve on this result by relaxing the stability condition.
We note an important although somewhat orthogonal line of work which studies the
effect of using an empirical risk estimate (often a data-splitting estimator, a cross-validation
estimator or some other form of resampling estimator) in order to perform model selection [76,
93, 47, 55]. For a general survey of cross-validation methods in the context of model selection,
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we refer the reader to the survey by Arlot and Celisse [4]. This line of work differs to the
current investigation in several important (and complementary) aspects. 1) We are interested
in the cross-validated risk as an estimate of the risk of a specific model. This in contrast to
the previously quoted works who determine consistency of cross-validation for model selection.
2) Our results are universal for stable models; while model selection intrinsically depends on
the class of estimator considered, hence their results are model-dependent. 3) We provide
a sharp characterization of the difference between the data-splitting estimator Rˆsplit and
the cross-validation estimator RˆCV, while they often have identical behaviour when used for
model selection (particularly when Kn is constant).
Finally, we note that for some combination of models, data distributions and losses,
explicit characterizations of the variance of the cross-validated risk (or related estimators)
exist, either in asymptotic or finite sample form. For example, Burman [17] computes an
asymptotic expansion for the variance of the k-fold cross-validated risk of a homoscedastic
linear regression problem, and Celisse [20] computes exact expressions for leave-p-out cross-
validation of a number of regression, projection and density estimation problems. In this work,
we instead attempt to provide a general description of the effect of k-fold cross-validation
through a universal theorem for arbitrary stable estimators.
2.2 Main results
2.2.1 Notations and preliminaries
As the complexity of the fitted models might increase with the number of observations, the
results are presented for triangular arrays of estimators. Let (Xn) and (Yn) be two sequences
of Borel spaces. Observations will take values in Xn and estimators in Yn. Classical examples
may have Xn = Rd and Yn = Rp be euclidean spaces. We denote Xn := (Xni )i∈N a sequence
of processes of i.i.d random variables taking values in a Borel space Xn. One can think of
estimators as (measurable) functions that map observations to an element of Yn. For example
if Yn = Xn = R the following function f : (x1, . . . , xn) → 1n
∑
i≤n xi defines the empirical
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average. For all n ∈ N, we consider a sequence of estimators (fl,n : Πli=1Xn → Yn)l∈N.
The associated loss on an observation x ∈ Xn is measured by a sequence of loss functions




Xn0 , fln,n(Xn1 , . . . , Xnn ))
]
where ln is
the size of the training set.
For a set S, we let |S| denote its cardinality. We define (Kn) to be a non decreasing
sequence of integers, and for all integers n ∈ N we write (Bni )i≤Kn to be a partition ofJnK = {1, . . . , n} that satisfies the following property:
|Bni −Bnj | ≤ 1, ∀i, j ≤ Kn. (2.2)
This partition is used to define the folds: two observations Xni and Xnj are in the same fold
if i, j belong to the same Bnk for some k. We abbreviate (Xn1 , . . . , Xnn ) by Xn1:n and for all
subsets B ⊂ N we write XnB := (Xnl )l∈B. Therefore XnBni denotes all the observations in the
ith fold and XnJnK\Bni all the observations in (Xn1 , . . . , Xnn ) that are not in the ith fold.
TheKn-fold cross validated risk will involveKn different estimators, to simplify matters we
write fˆj(Xn) := fn−|Bnj |,n(X
nJnK\Bnj ) the estimators trained on XnJnK\Bnj . For a given hypothesis
f ∈ Yn, we define its risk:
Rn(f) := E(Ln(X˜n1 , f)), (2.3)
where X˜n1 denotes an independent copy of Xn1 . Similarly, we define the average loss at a











Note that Rl,n is the quantity we want to approximate. Finally, let bn(i) be the index of the
partition element i belongs to, meaning i ∈ Bnbn(i).
We wish to compare the performance of the two following estimators of the predictive
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Ln(Xni , fˆ1(Xn1:n)). (2.7)
To do so we need to make some assumption on the stability of the estimating procedure.
In this goal we write X ′ to be an independent copy of the process Xn and for all integers
i, j ∈ N the following processes Xn,i and Xn,i,j are such that
Xn,ik =





, and Xn,i,jk =






We define the following two functionals: for i, j ≤ n and i 6= j, ∇i : (X nn → R) × X nn → R
and ∇i,j : (X nn → R)×X nn → R to be such that,
∇i(f,Xn) := f(Xn)− f(Xn,i), (2.9)
∇i,j(f,Xn) := ∇i(f,Xn)−∇i(f,Xn,j). (2.10)
Finally, we let dW (P,Q) denote the Wasserstein-1 distance between two distributions P and
Q.
Following common conventions in statistics, we may omit the explicit dependency on Xn
where appropriate: for example, we may write fˆj = fˆj(Xn) for our estimator. Additionally,
although all of our results are presented in the triangular setup, we may often omit the index
n in our proofs when it is obvious from the context.
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2.2.2 Main Results




is the conditional expected loss of the (random) estimator fˆj(Xn)











it may be viewed as the average risk of the hypotheses obtained from each fold, or alternatively
viewed as the risk of an ensemble hypothesis which randomly selects one of the learnt
hypotheses on a fold. Note that it is still random as it depends on the Kn different estimates







which can be simplified to Rn−|Bn1 |,n when all blocks have the same size. When studying
the asymptotics of the cross-validated risk estimator Rˆcv, one can study its convergence to
either Rˆaveragen,Kn or alternatively to Rn,Kn . The first one requires weaker conditions, and is of
interest to characterise the performance of Rˆcv as an estimator of the risk of the ensemble
hypothesis (which is itself random). On the other hand, convergence to Rn,Kn requires
somewhat stronger conditions, and is of much broader interest. Indeed, this is the regime to
consider to understand the performance of Rˆcv in estimating the average performance of the
estimator of interest. We present results for both cases.
We start by considering the convergence of Rˆcv to Rˆaveragen,Kn . In general, characterizing
such convergence may require stability conditions on the estimators under consideration.
To express these stability conditions, we define βl,n1 (Xn) and βl,n2 (Xn) to be the following
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random variables:
βl,n1 (Xn) := ∇1
(
Ln(X˜n0 , fl,n(·1:l)), Xn
)
, (2.13)
βl,n2 (Xn) := ∇1,2
(
Ln(X˜n0 , fl,n(·1:l)), Xn
)
. (2.14)
βl,n1 (Xn) represents the stability of Ln(X˜n0 , fl,n(X1:l)) if the observation X1 were changed
for an independent copy X ′1. This quantifies the first order stability of our model. As for
βl,n2 (Xn), it quantifies the second order stability by measuring the change to βl,n1 (Xn) if the






Ln(X˜, fl,n(Xn)) | fl,n(Xn)
)]
. (2.15)
Theorem 1. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln → Yn)
be a sequence of predicting functions. Write (Kn) to be an increasing sequence, and let Nn
denote the set of at most two elements Nn = [n− n/Kn, n+ n/Kn + 1]∩N. Suppose that the
following holds.












∥∥∥βl,n1 (Xn)∥∥∥L2 = o(1); and maxl∈Nn n
∥∥∥βl,n2 (Xn)∥∥∥L2 = o(1).
H3. There exists σ21 > 0, s.t. max
l∈Nn
∣∣∣σ2l,n − σ21∣∣∣→ 0 as n→∞.







, N (0, σ21)
)
→ 0, (2.16)














Remark 1. If the folds were all of the same size, then the terms maxl∈Nn in the statement
of theorem could be deleted. However, if the folds are uneven then some estimators are trained
on datasets with exactly one more observation than the others, hence the term maxl∈Nn. We
note that at each time the maximum is taken on at most two elements.
Remark 2. Theorem 1 implies that the cross validated risks converges
√
Kn times faster to




when Kn = o(n).
Under stronger moment conditions one can prove Berry-Esseen bounds. Let Nn denote














Theorem 2. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln → Yn) be a
sequence of predicting functions. Write (Kn) to be an increasing sequence. Suppose that the
following holds:










∥∥∥βl,n1 (Xn)∥∥∥L4 = o(1); and nmaxl∈Nn
∥∥∥βl,n2 (Xn)∥∥∥L4 = o(1),
H3. There exists σ21 > 0 s.t. max
l∈Nn
∣∣∣σ2l,n − σ21∣∣∣→ 0,





























The previous two theorems characterize the speed of convergence of the cross-validated
risk to the average risk of the Kn different models Rˆaveragen,Kn . This is a random quantity and
might not be the key quantity we are interested in. The next theorem studies the speed of
convergence of the cross validated risk to the expected risk (its expectation). To state it we












∥∥∥∥E[βl,n2 (Xn) | Xn]∥∥∥∥
L4
. (2.20)
Note that in general, we expect the estimators to be close to the minimizer (among a certain
class) of Rn(f). Therefore we may expect ‖E(βl,n1 (Xn) | Xn)‖ to be smaller than ‖βl,n1 (Xn)‖.
This will notably be true for parametric models. A similar intuition is valid for βl,n2 (Xn).
Although the problem appears similar at first, convergence to Rn,Kn behaves differently
from convergence to Rˆaveragen,Kn , and the asymptotic variances will not be the same than in
theorem 1. To state the theorem more clearly, let (n(σ))n∈N and (n(d))n∈N be sequences
and consider σ1, σ2, ρ ∈ R such that:
max
l∈Nn
∣∣∣σ2l,n − σ21∣∣∣ ≤ n(σ),
max
l1,l2∈Nn
∣∣∣∣l1 Cov(L¯l2,n(X1),E(βl1,n1 (Xn) | X1))− ρ∣∣∣∣ ≤ n(σ),
max
l∈Nn








As before, we note that Nn is a set of size 2, and the maximums are not intended to denote
any form of uniform convergence, and simply account for the potentially uneven splits.
Theorem 3. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln → Yn) be a
sequence of predicting functions. Let (Kn) denote any increasing sequence. Suppose that the
following holds:
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H0. The estimators are symmetric, i.e. for all integers l, n, and for all permutations pi ∈ Sn










∥∥∥βl,n1 (Xn)∥∥∥L4 = o(1), and nmaxl∈Nn
∥∥∥βl,n2 (Xn))∥∥∥L4 = o(1),
H3. nmax
l∈Nn
∥∥∥E[βl,n1 (Xn) | Xn]∥∥∥L4 = O(1); and n 32 maxl∈Nn
∥∥∥E[βl,n2 (Xn) | Xn]∥∥∥L4 = o(1).












n(∇) + n(∆) + n(Rˆ)
)(







+ S(R)n(d) + n(σ)
} (2.22)
where σ2cv := σ21 + σ22 + 2ρ. Additionally, if Kn = o(n), then there exists C2 which does not





























where σ2split := σ21 + σ22
Remark 3. In theorem 1 the asymptotic variance of the cross-validated risk was the same as
the one of the split risk. This allowed us to conclude that the cross-validated risk converged
√
Kn times faster than the simple split between train and test. However in theorem 3 the









In particular, the value of ρ determines whether a “full” speed-up analogous to theorem 1
takes place. For ρ < 0, we observe a reduction in variance by a factor larger Kn. For ρ = 0,
we observe an exactly Kn times reduction in variance. For ρ > 0, we observe a reduction in
variance by a factor less than Kn.
Remark 4. Theorem 3 only presents a Berry-Esseen bounds. Similarly to theorem 1, a
simple central limit theorems may be obtained under weaker moment conditions. Moreover
if the loss functions Ln are uniformly bounded, i.e supn ‖Ln‖∞ <∞, then it is sufficient to
replace H1 −H3 with first moment conditions.
2.3 Estimation of the asymptotic variance and confidence intervals
In the previous section we proved central limit theorems and Berry-Esseen bounds for the
cross-validated risk. Using this, we wish to draw confidence intervals. To do so we need to be
able to estimate the asymptotic variance in a consistent manner. In this section we propose
estimators for σ21 and σ2cv; and characterize their speed of convergence to the desired quantity.
We note that estimating σ2cv is difficult in general: Bengio and Grandvalet [10] show that
no general unbiased estimator of σ2cv exist. Instead, we propose, under the same stability
conditions as theorem 3, an asymptotically consistent estimator of σcv when Kn →∞ (see
proposition 2).
Proposition 1. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X ln → Yn)
be a sequence of predicting functions. Write (Kn) to be an increasing sequence, and suppose

















Write Σ2cross := 1Kn
∑












We delay the proof to section 2.E.
We now propose an estimator of σ2cv. However, estimating ρ and σ22 is not straightforward.
Indeed, σ22 being the variance of Rn(fˆj(Xn)), for the classical empirical estimator for σ22 to
be consistent requires the number of folds Kn to grow to infinity. Furthermore, βln,n1 (Xn) is





is close to σ2cv. We denote Rˆn/2cv (x) the Kbn2 c cross validated on bn2 c
observations x1:bn2 c. We write Xˇ
i := (X1, . . . , Xi−1, Xi+bn2 c, Xi+1, . . . , Xbn2 c) the observations
X1:bn2 c where the i-th observations has been replaced by Xi+bn2 c.
Proposition 2. Let (Xni ) be a triangular array for i.i.d observations, and (fl,n : X nn → Yn)
be a sequence of predicting functions. Write (Kn) to be a non-decreasing sequence. Suppose
that the conditions of theorem 3 are respected; and let denote Rˆn/2cv (x) the Kbn2 c cross-validated







Rˆn/2cv (X)− Rˆn/2cv (Xˇ i)
]2
. (2.27)
























n 80% 90% 95%
20 0.8300 0.8920 0.9288
40 0.8316 0.9078 0.9464
100 0.8300 0.9166 0.9520
200 0.8238 0.9108 0.9516
400 0.8068 0.9058 0.9494
800 0.8176 0.9120 0.9550
Table 2.1: Simulated coverage probability for a ridge regression example.













is an asymptotically consistent 1− α confidence interval for Rn− n
Kn
. However, we note that
the estimator proposed in proposition 2 is computationally intractable for large sample sizes
and general estimators, due to the requirement of computing leave-one-out type estimates.
However, such computation of fast approximate variants of such quantities has recently
garnered much interest, especially in the context of leave-one-out cross-validation [89, 36].
In the current work, we present some preliminary results for the estimation of σ2cv for a
ridge estimator, in which case a closed-form solution for Sˆ2cv is possible (see derivation in
section 2.G.1). For illustration, we also present some simple simulation results in table 2.1.
Details of the simulation may be found in section 2.G.2. We leave further investigation to
future work.
2.4 Parametric estimation
In this section, we present examples in the class of parametric models. This is not an exhaustive
list of examples; but they illustrate the richness of behavior of the cross validated risk and
demonstrate the main points of this paper. Additionally, the universality of parametric
theory enables us to present more explicit formulas for the quantities which characterize the
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behaviour of the cross-validated risk. The conditions presented are sometimes stronger than
necessary; but make for simpler proofs which demonstrate better how to apply our theorems.









faster than the simple split risk. We use the term “full speed-up” to refer to the
case where the cross validated risk converges Kn-times faster compared to the corresponding
train-test split estimator, as if the folds were independent. This corresponds to ρ = 0. If
ρ > 0 is positive then the cross validated risk converges slower compared to the “full speed-up”
case, whereas if ρ < 0 is negative the convergence is even faster. It is therefore apparent that
the covariance term ρ is key. Intuitively one might expect than the cross-validated risk could
not, outside of pathological cases, converge more than Kn times faster than the split risk.
We demonstrate here that this is not the case.
In section 2.4.1 under mild conditions we compute ρ for parametric models; and prove
that the conditions of theorem 3 hold. In section 2.4.3 we give an illustrative example where
ρ > 0 is positive. In section 2.4.4 we study a case where ρ may take both positive and
negative values for the same estimator, depending on the data-generating distribution.
2.4.1 General properties of the cross-validated risk for parametric models.
Let (Xi)i∈N denote an i.i.d process, with Xi ∈ X . Write Ψ : X × Rd → R to be a function,
strictly-convex twice-differentiable in its second argument. Define (θˆl,n) to be the following
sequence of estimators:







Such an estimator is often called a M-estimator. We evaluate it under a loss L : X ×Rd → R
(that may be different from Ψ) which verifies the following conditions:
• For all θ ∈ Rd, ‖L(X1, θ)‖L2 <∞;
• R(θ) := E(L(X1, θ)) is continuously differentiable.
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We write Rˆcv be the cross-validated risk evaluated on the loss function L.
Proposition 3 (Computing ρ in parametric models). Let d, k ∈ N be integers, and let
(Xi) denote an i.i.d process. Write Ψ : X × Rd → R be a function strictly-convex and
twice-differentiable in its second argument. Define (θˆl,n) to be the following sequence of
estimators:











, and consider a loss a function L : X × Rd → R verifying
the conditions stated previously. Additionally, suppose that the conditions (H0) − (H3) of







∂θΨ(X1, θ∗), L(X1, θ∗)
)
. (2.32)
We delay the proof to section 2.H.
Remark 6. Note that if the model is evaluated on the same loss it has been trained on then
Ψ = L. Therefore we have ∂θR(θ∗) = 0 which implies that ρ = 0.
Conditions (H0)− (H3) of theorem 3 are respected for a large range of models. This is
notably the case under regularity conditions on the losses Ψ and L. Those conditions are
stronger than necessary and can be relaxed at the expense of a more technical proof.
Proposition 4. Let d, k ∈ N be integers, and let (Xi) denote an i.i.d process. Let Ψ :
X × Rd → R and L : X × Rd → R denote functions twice-differentiable in their second
argument. Suppose in addition that Ψ is strictly convex in its second argument. Define (θˆl,n)
to be the following sequence of estimators:







Let Rˆcv and Rˆsplit denote respectively the cross-validated risk and the split risk evaluated with
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Σ := Cov(GΨ(X1)), σ21 := Var(L(X1, θ∗)),






We delay the proof to section 2.I.
2.4.2 Example: full speed-up where Ψ = L
One particular case where the cross-validated estimator is particularly well-behaved is when
the estimator is trained on the same loss as is used for evaluation. In that case, we have
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ρ = 0, and the reduction in variance does not depend on the data-generating distribution.
Proposition 5. Let d, k ∈ N be integers; and (Xi) be an i.i.d process. Write L : X ×Rd → R
a function twice-differentiable and strictly convex in its second argument. Define (θˆl,n) to be
the following sequence of estimators:






















































, N (0, σ2)
)
→ 0. (2.40)
where σ2 := Var(L(X1, θ∗)).
We note that although proposition 5 may at first appear to include a large range of
models used in practice (given the popularity of empirical risk minimization methods), it
requires the exact same loss to be used for training and testing. In particular, many common
techniques, such as regularizers, or surrogate losses for classification, violate the assumptions
of proposition 5. In those cases, the folds may not behave as if independent, and we present
some examples below.
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2.4.3 Example: ridge regression
One of the most common cases in which the training and evaluation loss may differ is that we
may wish to use a penalizer in the training process. In this section, we present an example
which illustrates how the presence of such a penalizer in the training loss (but not in the test
loss) may affect the convergence of the cross-validated risk.
Let (Zi) and (Yi) be a sequence of i.i.d observations in respectively Rd and R; and λ ∈ R+
be a constant. Define (θˆl,n) be the following sequence of estimators:






(Yi −X>i θ)2 + λ‖θ‖2L2 . (2.41)
This estimator minimizes a penalized loss (often called ridge loss). However, we are more
often interested in evaluating its performance under the mean-squared loss. Let us write:













We define ∆θ := θ∗−θopt. For a random vector Z we let SZ denote its corresponding variance-
covariance matrix. We can use proposition 3 to analyze the behavior of the cross-validated
risk.
Proposition 6. Let (Zi) be a sequence of i.i.d observations taking value in Rd, with variance-
covariance matrix Σ2; and admitting a fourth moment. Define Yi | Zi ∼ N (Z>i θopt, σ2); and
write Xi = (Zi, Yi). Let λ ∈ R+ be a constant. Define (θˆm,n) to be the following sequence of
estimators:






(Yi − Z>i θ)2 + λ‖θ‖2L2 . (2.43)
The following holds:









n nVar Rˆsplit nVar Rˆcv Speedup
50 8.08 (0.06) 2.78 (0.02) 2.90 (0.03)
100 7.65 (0.05) 2.42 (0.02) 3.16 (0.03)
200 7.45 (0.05) 2.30 (0.01) 3.24 (0.03)
500 7.15 (0.05) 2.19 (0.01) 3.27 (0.03)
1000 7.23 (0.05) 2.14 (0.01) 3.38 (0.03)
∞ 7.140 2.124 3.362
Table 2.2: Observed performance of 2-fold cross-validation for a ridge estimator. Parentheses
denote standard error. n =∞ denotes the value computed according to proposition 6.
In the special case where X ∼ N (0, SX), we have in addition that:
σ21 = 2(∆>θ SX∆θ + σ2)2,
Σ = (∆>θ SX∆θ + σ2)SX + (SX∆θ)(SX∆θ)>,
ρ = −4(∆>θ SX∆θ + σ2)∆>θ SX(SX + λI)−1SX∆θ.
We note that here ρ < 0 in general, and its impact varies depending on the various
parameters of the underlying distribution and of the estimator. For illustration, we also
present some empirical results in table 2.2 for 2-fold cross-validation.
2.4.4 Example: linear discriminant analysis
In the context of classification, we are often interested in metrics such as the accuracy (i.e.
0 − 1 loss) or other normalized variants. Due to the non-smooth nature of the 0 − 1 loss,
models are most often trained on some smooth surrogate loss. As proposition 3 predicts,
this may lead to different behaviours in the speed of convergence of the cross-validated risk.
The example we present in this section is particularly interesting, as the value of ρ may vary
substantially depending on the true data generating distribution.
Let (Yi) be an i.i.d Bernoulli process of parameter 1/2. Let F1, F2 be two different
c.d.f admitting continuous p.d.f. g1 and g2 respectively. We write Eg1(·) (resp. Eg2(·))
the expectation taken with respect of the distributed generated by g1 (resp. by g2). Let
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µ1 = Eg1(Z) and µ2 = Eg2(Z), and assume w.l.o.g. that µ1 > µ2. Define (Xi) and (Zi) to be
the processes such that
Zi | Yi := Yig1(·) + (1− Yi)g2(·), Xi := (Zi, Yi). (2.44)
Our goal is to build a classifier that predicts the latent value of Y˜ given Z˜. In this example, we
consider the classical linear discriminant analysis method. Define µˆ1(X) := 2n
∑
i≤n Zi I(Yi = 1)
and µˆ2(X) := 2n
∑
i≤n Zi I(Yi = 0). Then given a new observation Z˜ we predict Y˜ as:
Cn(Z˜) := I
{
(Z˜ − µˆ1)2 − (Z˜ − µˆ2)2 < 0
}
. (2.45)
We denote our estimator fˆn(X) := (µˆ1(X), µˆ2(X)). In this classification framework, we wish






Proposition 7. Consider the classification setup described above. Let the number of folds be





















µ := µ1 + µ22 , ∆


























n nVar Rˆsplit nVar RˆCV Speedup nVar Rˆsplit nVar RˆCV Speedup
40 1.44 (0.01) 0.83 (0.01) 1.72 (0.02) 0.43 (0.01) 0.19 (0.00) 2.31 (0.04)
80 1.87 (0.02) 1.10 (0.01) 1.71 (0.03) 0.43 (0.00) 0.18 (0.00) 2.34 (0.03)
160 1.93 (0.04) 1.13 (0.02) 1.71 (0.04) 0.42 (0.00) 0.18 (0.00) 2.33 (0.03)
320 1.32 (0.04) 0.78 (0.02) 1.69 (0.07) 0.43 (0.00) 0.18 (0.00) 2.39 (0.04)
640 0.66 (0.02) 0.40 (0.01) 1.63 (0.08) 0.43 (0.00) 0.18 (0.00) 2.34 (0.03)
1280 0.53 (0.01) 0.33 (0.00) 1.60 (0.03) 0.44 (0.00) 0.18 (0.00) 2.41 (0.03)
2560 0.53 (0.01) 0.33 (0.00) 1.62 (0.02) 0.44 (0.00) 0.18 (0.00) 2.37 (0.03)
5120 0.53 (0.01) 0.33 (0.00) 1.62 (0.02) 0.43 (0.00) 0.18 (0.00) 2.36 (0.03)
∞ 0.534 0.326 1.638 0.438 0.185 2.367
Table 2.3: Variance of train-test split and 2-fold cross-validated accuracy for LDA. Paren-
theses denote standard error. n =∞ denotes the value computed according to proposition 7.
Proof. We report the proof to section 2.J.
In the case of LDA, we see that the potential speed-up may have a variety of behaviors,
depending on the value of ρ. For example, in the case where g1, g2 are two instances of a
gaussian location family, it is not difficult to check that ∆ = 0 and hence ρ = 0. However,
other distributions may exhibit different behaviors, and in particular, we wish to emphasize
that the observed speed-up is not a property solely of the estimator, but rather jointly of
the estimator and the distribution of the data. For example, we present two distributional
settings in table 2.3, which yield two different regimes. In the “slow” regime, we consider
a setup where F1 ∼ Γ(10, 0.15) and F2 ∼ Γ(1, 1), whereas in the “fast” regime, we consider
a setup where F1 ∼ Γ(1, 10) and F2 ∼ Γ(1, 1). We observe that the speedup for two-fold
cross-validation is slower than two in the slow regime, whereas it is faster than two in the
fast regime.
2.4.5 Counter-examples and remarks on conditions
In this paper we focused on studying the case of asymptotically normal cross-validated risk.
To do so we imposed the conditions H0 – H3. In this subsection, we give examples of cases
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where those conditions are violated and the asymptotic distribution is not normal. We
observe in those cases that the cross-validated risk behaves quite differently than when it is
asymptotically normal.
Random speed-up: nearest neighbours
We propose here, as a counter-example, an estimation framework that does not satisfy (H2)
of theorem 1 and whose cross-validated risk does not satisfy the conclusion of theorem 1.
Consider an i.i.d process (Zi)i∈N uniformly distributed Zi ∼ U [0, 1], and define for all i ∈ N:







Suppose that we wish to build a classifier for Y = I(Z ≤ 12) given an observation Z. An idea
could be to use a nearest neighbour classifier, i.e a classifier fn : [0, 1]×[0, 1]n×{0, 1}n → {0, 1}
which is defined in the following way:
fn(z, Z1:n) = Yc(z,Z1:n), ∀z ∈ [0, 1] (2.50)
where c(z, Z1:n) := arg mini≤n|Zi − z| denotes the index of the observation Zni closest to z.
The misclassification risk of this estimator will decrease to 0 at a speed of order O( 1
n
). The
non-vacuous loss function to consider is:
Ln(y, fn(z,Xn1:n)) :=
√
n× I(y 6= fn(z,Xn1:n)) (2.51)
We can estimate the expected loss, on a new observation, by a 2-fold cross-validation procedure.
However the error will not converge to a Gaussian distribution, and the “speed-up” is random.
We also remark that n(∇) does not converge to zero; and hence the conditions of theorem 1
do not hold.









∥∥∥βl,n1 (X)∥∥∥L2 = O(1).



























where we have written:
rd1 := s1N1 + s2U2, rd2 := s2N2 + s1U1,
rs1 := rd1 − 2s2N2, rs2 := rd2 − 2s1N1.
Remark 7. We note that the magnitude of
√
nRˆsplit compared to the one of
√
nRˆcv is random
as it depends on the relative size of U1, U2, N1 and N2.
We delay the proof to section 2.K.
Noiseless models
We present an example where hypothesis H3 does not hold, often called “noise-free” or
“realizable” setting, although the terminology is somewhat misleading as L(X, θˆ) does not
vanish, but rather its variance vanishes. We consider the problem of estimating a mean in a
symmetric Bernoulli model. More specifically, suppose that (Xi) is uniformly distributed on
{±1}, and our estimator is given by:










We note that in our case, with the natural loss L(x, θ) = (x− θ)2, we have that:




In particular, we have that σ2m,n → 0, which would lead to a degenerate limit in the regime of
theorem 3. Therefore we may choose to work with the rescaled loss Ln(x, µ) := √n(x− µ)2,
but we note that such a loss does not satisify the stability conditions of theorem 3.
Proposition 9. Let (Xi) be an i.i.d process with marginal Xi ∼ unif{−1,+1}. Let Ln denote
the rescaled square loss loss function Ln : (x, θ) 7→ √n(x − µ)2. The estimators (θˆm,n) are
such that they respect:























We note in particular that the limiting distribution is not normal. The proof is a direct




We first present a few known results which will be of use in our proofs. The martingale central
limit theorem is an important tool that we use to establish theorem 1. An introduction may
be found in [41], we reproduce the statement here for completeness.
Proposition 10 (Martingale Central Limit Theorem). Let (Si,n,Fi)i,n∈N be a triangular
array of martingales with martingale differences Yi,n := Si,n − Si−1,n. Suppose that:
• For all positive  > 0, we have that: ∑i≤n E[Y 2i,nI(|Yi,n| ≥ ) | Fi−1]→ 0,




Y 2i,n | Fni−1
]
P−→ σ2.
Then we have that: Si,n d−→ σZ, where Z ∼ N(0, 1).
We will repeatedly make use of the Efron-Stein inequality, which helps us prove that the
empirical variance concentrates. It is used in the proof of theorems 1 to 3, proposition 1, and
proposition 2. It is a standard tool for concentration, and a reference may be found in [13].
We reproduce the statement here for completeness.
Proposition 11 (Efron-Stein inequality). Let (Xi) be an i.i.d process taking value in X and














Finally, the proofs of theorems 2 and 3 adapt the Stein’s method for central limit theorems
(see [72] for a general introduction). It is based on the following observation that for any
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real-valued random variable W and standard normal random variable Z we have:
dW (W,Z) ≤ sup
f∈F
∣∣∣E[Wf(W )− f ′(W )]∣∣∣, (2.55)




∣∣∣ ‖f‖∞ ≤ 1, ‖f ′‖∞ ≤ √2/pi, ‖f ′′‖∞ ≤ 2}. (2.56)
2.B Proof of theorem 1
The proof for the train-test split risk is very similar to the proof the cross validated risk;
and we therefore only include the proof for the latter. For ease of notation we drop the
superindex n from the interpolating processes Xn,i and Xn,i,j; and instead write X i := Xn,i
and X i,j := Xn,i,j. Let (F ni ) denote filtration given by F ni := σ(Xn1 , . . . , Xni ), and let Kin, Sin
be defined as:








K ln(Xn) | Fi
]
, (2.58)
Y in(Xn) := Sin − Si−1n . (2.59)
Note that (Sin,Fni ) forms a triangular array of martingales. To prove the desired result we
will use proposition 10. In the rest of the proof, to simplify notations we write Kin := Kin(Xn).





















































where (a) and (b) are consequences of Jensen inequality. Using H1 we can see that if we






→ 0 then we have that for all  > 0 the following holds:∑
i≤n E
(
Y 2i,nI(|Yi,n| ≥ ) | Fi−1
)
→ 0. If j, l belongs to the same block, i.e. bn(j) = bn(l), but









K ln −K ln(X i) | XJnK\{j,l}, X i]E[Kjn(X)−Kjn(X i) | XJnK\{j,l}, X i]]
= 0.
(2.62)
If j, l belong to different blocks, i.e. bn(j) 6= bn(l) then we have that:



































∥∥∥βln,n2 ∥∥∥2L2 + n maxln∈Nn
∥∥∥βln,n1 ∥∥∥2L2 → 0. (2.65)
Therefore the first point is proven.
Remains to show that ∑i≤n E[(Y in)2 | Fni−1] P−→ σ21. Using similar arguments to previously
























Ln(X˜1, fˆj) | X
]
+ op(1). (2.67)






Ln(X˜1, fˆj) | X
]]






Ln(X˜1, fˆj(X)) | X
]
concentrates around its expectation. We
wish to use Efron-Stein inequality. However, to handle the case where Var
[
Ln(X˜1, fˆj) | X
]




x if |x| ≤M,
−M if x ≤ −M,
M otherwise.
(2.68)
Remark that g(·,M) is 1-Lipchitz for all M ∈ R+. Let (γn) be an increasing sequence such
34
that (i) γn →∞, (ii) γn maxl∈Nn







































≤ (a1) + (a2).
(2.69)









































































































∥∥∥βl,n1 (Xn)∥∥∥2L2 → 0
(2.71)
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where (a) is a consequence of the Cauchy-Swartz inequality; and (b) comes from the fact that
firstly
∣∣∣g(·, γn)∣∣∣ is upperbounded by γn and secondly that g(·, γn) is 1-Lipchitz. This implies
that ∑i≤n E[(Y ni )2 | Fni−1] P−→ σ2. We may conclude by proposition 10.
2.C Proof of theorem 2
Proof. The key idea will be to use Stein method to prove the desired result. We only present
the proof for the cross validated risk, as the other case is very similar and can be easily
deduced from the one presented here. For simplicity of notations we will drop the superindex
n when writing the processes: for example we write X instead of Xn and X i instead of X i.
Let (Fi) denote filtration given by: Fi := σ(X1, . . . , Xi), and let Kin,Wn,W in be defined
as:







W in(X) := E
[
Wn(X) | XJnK\i]. (2.74)
By abuse of notation, we write Kin = Kin(X), Wn := Wn(X) and W in := W in(X). Before







Wn(X i) | X
)
= Wn −W in. (2.75)
We are now ready to consider the main body of the proof. We recall Stein’s principle for
central limit theorems. Let Z denote a standard random normal variable and σ > 0, then:
dW (Wn, σZ) ≤ sup
H∈F
∣∣∣∣E(WnH(Wn)− σ2H ′(Wn))∣∣∣∣, (2.76)
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where dW denotes the Wasserstein distance and F denotes the set of twice-differentiable
functions with first and second derivatives uniformly bounded by 1.





















Kin[Wn −W in]H ′(Wn)− σ2H ′(Wn)
)}
= (a) + (b) + (c).
(2.77)
We bound each respective term and show that they converge to zero. To begin, note that














Kin | XJnK\i))(a2)= 0
(2.78)




measurable and to get (a2) that
E
(
Kin | XJnK\i) = 0.
Secondly, we want to upper bound (b). Let us introduce Di,jn := ∇iKjn. We remark that
it can also be written in the following fashion:














As for Kin, we abuse notations and write Di,jn = Di,jn (X). Note that







Ln(Xj, fˆbn(j)) | X i
]
. (2.81)
This implies that the following equality holds














Therefore for all integers i ≤ n, by Taylor expansion there is W˜n ∈ [Wn,W in] such that the
following holds:
|(b)| ≤
∣∣∣E(Kin[H(W )−H(W in)− [Wn −W in]H ′(Wn)])∣∣∣
≤ 12

















where to get (a) we exploited the fact that H ∈ F is in the Stein function class and therefore
that supx |H ′′(x)| ≤ 2. The following upper bound holds: ‖Kin‖3L3 ≤ S3. Therefore if we
upper bound ∑j,k 6∈Bn
bn(i)
∣∣∣∣E(|Kin|Di,jn Di,kn )∣∣∣∣ we will have successfully upperbounded eq. (2.83).
To do so we proceed differently depending: (i) if j 6= k or if (ii) j = k. We will first work on































As we have: ∇k
{
























Using a similar argument than in eq. (2.84), we can bound the first term on the right hand
side of eq. (2.86) in the following way:
∣∣∣∣E(|Kin|Di,kn ∇k{Di,jn })∣∣∣∣
=
∣∣∣∣E(∇j{|Kin|Di,kn } ∇k{Di,jn })∣∣∣∣
=



































This establishes a bound for






























then we have that:
∣∣∣∣dW (Wn, σZ)− sup
H∈F
∣∣∣E(H ′(Wn)Kni [Wn −W in]− σ2H ′(Wn))∣∣∣∣∣∣∣ ≤ δn. (2.93)
Therefore it suffices to upper bound:
sup
H∈F
∣∣∣∣E(H ′(Wn)Kni [Wn −W in]− σ2H ′(Wn))∣∣∣∣. (2.94)
Let us bound the previous quantity:
∣∣∣∣E(H ′(Wn)[∑
i≤n
































∣∣∣∣E[Var(L(Xi, fˆbn(i)) | fˆbn(i))]− σ21∣∣∣∣




where (a) is due to the fact that |H ′(u)| ≤ 1 for all u ∈ R and H ∈ F , and where (b) is a
consequence of eq. (2.82) and the triangle inequality.


































































≤ n(∇)2 + n(∆)2.
(2.96)











































Therefore we established that
dW (Wn, σZ) ≤ 2√
n
[






∣∣∣σ2l,n − σ21∣∣∣+ S[n(∇) + 2(∆)].
(2.98)
2.D Proof of theorem 3
Proof. Our proof is based on Stein’s method for central limit theorems. We present the main
proof in the case of the cross-validated risk. As the proof for the split risk is similar, we
present it inline marked by a margin delineator on the left. For ease of notation we drop the
superindex n from the processes: For exemple we write X instead of Xn and X i instead of
Xn,i.







W in(X) := E(Wn | XJnK\i). (2.100)
Similarly as in theorem 2 we abuse notations and write Wn := Wn(X) and similarly W in :=


























Wn(X i) | X
]
= Wn −W in. (2.102)
We are now ready to dive into the main body of the proof. We recall the principle lemma
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of Stein’s method. Let Z ∼ N (0, 1), then we have:
dW (Wn, σcvZ) ≤ sup
H∈F
∣∣∣E(WnH(Wn)− σ2cvH ′(Wn))∣∣∣. (2.103)





















∆i,n[Wn −W in]H ′(Wn)− σ2cvH ′(Wn)
)}
(2.104)
We will bound each term and show that it converges to zero. Similarly as in the proof of
















where to get (a) we used the fact that W in is measurable with respect to σ
(
XJnK\{i}) and to
get (b) that E
[
∆i,n | XJnK\{i}] = 0. Having bounded the first term of eq. (2.104) we now wish
to upper-bound
∣∣∣E(∆i,n[H(W )−H(W in)− [Wn −W in]H ′(Wn)])∣∣∣. Let us write:













































Using the previously established fact that ∆i,n = E
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from which we deduce that:
√








In the case of the split risk, we obtain different formulation for ∆i,n depending on which



































Our goal is to bound
∣∣∣∣E(∆i,n[H(W )−H(W in)− [Wn −W in]H ′(W in)])∣∣∣∣. To do so we use
two version of Taylor’s inequality. Let f ∈ C2 defined on the reals, then for all x ∈ R the
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following holds:
∣∣∣f(x+ h)− f(x)− hf ′(x)∣∣∣ ≤ h22 supt
∣∣∣f ′′(t)∣∣∣, (2.111)
∣∣∣f(x+ h)− f(x)− hf ′(x)∣∣∣ ≤ 2h sup
t
∣∣∣f ′(t)∣∣∣. (2.112)































≤ (ai) + (bi) + (ci).
(2.113)





∣∣∣∣E(∆i,n[H(W )−H(W in)− (Wn −W in)H ′(W in)])∣∣∣∣





















≤ (b˜i) + (c˜i) + (a˜i).
(2.114)
We bound each term in succession. First by using the inequality (x1 + x2 + x3)2 ≤
3(x21 + x22 + x23) and eq. (2.108) we obtain that:

















In the case of the split risk we have:
(a˜i) ≤ I(i ∈ B1)S3. (2.116)
The first term of eq. (2.115) is easily bounded by noting that ‖Kin‖3L3 ≤ S3. We want to bound




term. We proceed differently






























Now, from the equality:
∇k
{

























Using a similar argument than in eq. (2.117), we can bound the first term on the right hand
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side of eq. (2.120) in the following way:
∣∣∣∣E(|Kin|Di,kn ∇k{Di,jn })∣∣∣∣
=
∣∣∣∣E(∇j{|Kin|Di,kn } ∇k{Di,jn })∣∣∣∣
=



















≤ n−3/2n(∆)3. This establishes the
following bound for j 6= k:












. Moreover, the last term







≤ S × S(R)2. (2.123)
Putting everything together, we obtain the following bound for (ai):
(ai) ≤ S × S(R)2 + S3 + n(∆)2n(∇) + Sn(∇)2 +
√
nn(∆)3 + n(∆)2S. (2.124)
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We now focus on the term (bi). By the Cauchy-Schwarz inequality we have that:













































































≤ n(∇)2 + n(∆)2.
(2.126)







n(∇) + n(∆) + S + S(R)
)
. (2.127)



















































































n(∇) + n(∆) + S + S(R)
]2}
(2.131)
In the case of the split risk we obtain
∑
i≤n
























Therefore if we denote






















then we know that:
∣∣∣∣dW (Wn, σZ)− sup
H∈F
∣∣∣E(H ′(Wn)∆ni [Wn −W in]− σ2cvH ′(Wn))∣∣∣∣∣∣∣ ≤ δn. (2.134)


















then we know that
∣∣∣∣dW (Wn, σZ)− sup
H∈F
∣∣∣E[H ′(Wn)∆ni [Wn −W in]− σ2splitH ′(Wn)]∣∣∣∣∣∣∣ ≤ δn. (2.136)
Therefore, it remains for us to upper bound:
sup
H∈F
∣∣∣∣E(H ′(Wn)∆i,n[Wn −W in]− σ2cvH ′(Wn))∣∣∣∣ (2.137)
Towards this goal, we denote:





To upper bound the desired quantity it suffices to upper-bound:
∣∣∣E(H ′(W )[∑
i≤n



































) ∣∣∣ XJnK\{i})]− σ2cv∥∥∥∥
L1
≤ (d) + (e),
(2.139)
where to get (a) we used the fact that H belongs to the Stein function class, which implies
that supx∈R
∣∣∣H ′(x)∣∣∣ ≤ 1.
Respectively for the split risk we have:
∣∣∣E(H ′(W )[∑
i≤n



































) ∣∣∣ XJnK\{i})]− σ2split∥∥∥∥
L1
≤ (d) + (e).
(2.140)



























































































≤ (d1) + (d2) + (d3).
(2.143)














≤ S + S(R). (2.145)
Therefore we obtain that:






n(∆) + n(∇) + 2S + 2S(R)
)
. (2.146)
In the case of train-test split risk this becomes instead:






























































where (a) is a result from the tower property and (b) is a result of the bilinearity of the





















































































































































































































































































































gn,i | XJlK∪{i})− E(gn,i | XJl−1K∪{i}), (2.159)
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gn,i, E(gn,i | Fi)






∣∣∣∣E[Cov(gn,i, E(gn,i | XJlK∪{i}) ∣∣∣ XJnK\{i})
− Cov
(




















where to get (a) we used eq. (2.159) and the inequality (b) comes from the bilinearity







∇lgn,i | XJlK∪{i}) ∣∣∣ XJnK\{i})] = 0, (2.161)
and to get (d) we used the following upper bound:
∥∥∥∇l(gn,i)−∇l(gn,i(X i))∥∥∥
L2
≤ n(∆) + n(R)√
n
. (2.162)









gn,i, E(gn,i | Fi)



















































































































































































This is not true in general but something very similar holds. Indeed one can remark that the
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By following a similar reasoning to eq. (2.160) we can show that, for any k ≤ Kn:
∣∣∣∣(n− |Bnbn(i)|)2 Var[E(βn−|Bnk |,n1 | X1)]
∣∣∣∣− (n− |Bnbn(i)|)Var[Rn(fˆk)]
∣∣∣∣ ≤ n(R)2. (2.169)












∣∣∣∣+ 2S(R)n(d) + n(R)2
+ 2 max
l1,l2∈Nn
∣∣∣∣l2 × Cov(L¯l1,n(X1), E(βl2,n1 | X1))− ρ∣∣∣∣
+ max
l∈Nn
∣∣∣∣l × Var (Rn(fln,n(X1:ln)))− σ22∣∣∣∣.
(2.170)












∣∣∣∣+ n(R)2Kn + maxl∈Nn
∣∣∣∣l × Var (Rn(fln,n(X1:ln)))− σ22∣∣∣∣+ o( 1n).
(2.171)
58
Combining all of this together we obtain that:
∣∣∣∣E(H(W )W − σ2cvH ′(W ))∣∣∣∣




































+ 2S(R)n(d) + n(R)2 + 4n(σ)
→ 0.
(2.172)
In particular, there exists C ∈ R such that:
∣∣∣∣E(WH(W )− σ2cvH ′(W ))∣∣∣∣
≤ C
{(











+ S(R)n(d) + n(σ)
} (2.173)
In the case of split risk we have:

























Therefore there exists a real C ∈ R such that:






















2.E Proof of proposition 1
Proof. The proof consists in first upper bounding the bias of Σ2cross and then studying its
variance. For simplicity of notation we omit the superscript n: i.e we write X for Xn and X i
for Xn,i.
We have that, for all j ≤ Kn and l ∈ Bnj :
E
[(




























































Note that when conditioning on fˆj, the loss on Xk and the loss on Xl are independent.





































Therefore we have established that:
E
[(






|Bnj | − 1
|Bnj |
σ2n−|Bnj |,n, (2.181)
from which we may bound the bias of our estimator:
∣∣∣∣E[Σ2cross]− σ21∣∣∣∣ ≤ n(σ). (2.182)










































|Bnj | − 1
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where (a) and (b) are consequences of Cauchy-Schwarz inequality, and (c) is immediate from








S + I(l 6= i)|Bnbn(i)|
S. (2.185)










Therefore combined with the fact that
∣∣∣∣ 1|Bbn(i)| − Knn



























2.F Proof of proposition 2
Proof. The proof proceeds in two stages. In a first stage, we bound the difference between
E(Sˆ2cv) and σ2cv. In a second stage, we upper-bound the variance of Sˆ2cv to ensure consistency.
Note that we can assume without loss of generality that n is even. For ease of notation we
drop the superindex n from the processes: for example we write X instead of Xn and X i
instead of Xn,i. Note that as (Xl) is an process with independent entries, we can assume
without loss of generality that X i = X˜ i for all i ≤ n. We introduce the following notations:
Kin(X) := Ln(Xi, fˆbn2 (i)(X))−R(fˆbn2 (i)(X)),
Di,jn (X) := ∇jKin(X),
Fi := σ(X1, . . . , Xi),
and by abuse of notation will simply write Kin and Di,jn for respectively Kin(X) and Di,jn (X).





















































We study each term successively. To start, note that:
∣∣∣∣E[(∇1K1n)2]− σ21∣∣∣∣ ≤ ∣∣∣∣σ2|Bn1 |,n − σ21
∣∣∣∣ ≤ n2 (σ). (2.191)
We now focus on studying the two other terms of eq. (2.190). For all l 6= 1 we have by the
definition of K1n that:
E
[












The first term can be controlled immediately as:












where the equality (a) is due to the fact that:
∣∣∣∣E[∇1K1n(X l)×∇1K ln]∣∣∣∣ = 0. (2.194)
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and we will thus compare it to ρ. If l belongs to a different fold than 1, then by a telescopic
sum argument we have:

























































































where the O( 1
n
) term is a consequence of the (potentially) uneven size of the folds. Therefore


















)2] ≤ 2n2 (∆)2
n
. (2.199)
If k is different from l then we consider two different cases: (i) if they belong to the same fold,


















































where (a) is a consequence of the tower property, (b) comes from the conditional independence
of Ln(Xl, fˆbn
2
(l)) and Ln(Xk, fˆbn
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Using a telescopic sum argument we deduce that:















































)2 + 8n2 (Rˆ)2n2 .
(2.203)
We studied the case where k and l belong to the same fold. On the other hand, if k, l 6∈ Bn1

















































We analyze each term separately. First, note that we have:
∣∣∣∣E[∇1K ln ∇1Rn(fˆbn2 (k))]










Moreover, by conditional independence, we have:
∣∣∣∣E[∇1K ln ∇1Kkn]∣∣∣∣ = ∣∣∣∣E[∇1,lK ln ∇1,kKkn]∣∣∣∣ ≤ 4n2 n2 (∇)2. (2.206)
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)2 + 8n2 n2 (Rˆ)2,
(2.207)
where the term 8
n2 n2 (Rˆ)









to σ22. Towards this goal, we remark that the following
holds:


































By the definition of n
2
(d) we know that:


















Therefore eqs. (2.208) and (2.209) imply that:
























Hence using eq. (2.205), eq. (2.206) and eq. (2.210) we know that






























































where the O( 1
n
) term is a consequence of the folds being (potentially) uneven. We have thus
successfully established the following bound on the bias of Sˆcv:
















We know work on the variance. First of all we note that:










































































































































where (a) is an application of the Efron-Stein inequality and (b) is a consequence of the








≤ S + S(R). (2.217)
70





































































































2.G Confidence Interval for Ridge Regression
2.G.1 Fast computation of replace-one estimate
In general, the estimator proposed in proposition 2 is computationally intractable for large
values of n, as a naive computation requires nk different fits of the estimator, where n denotes
the number of samples and k the number of folds. For the special case of the ridge estimator,
we derive a simplification based on its specific form as a linear smoother, and the existence
of closed-form LOOCV estimates for such estimators.
More precisely, let λ > 0 be a tuning parameter, and consider the ridge estimator:






(yi − x>i θ)2 + λ‖θ‖22. (2.221)
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‖yj −Xj θˆj‖22, (2.222)
where (yj, Xj) denotes the observation data in the jth fold, and θˆj denotes the cross-validated














(yi − x>i θˆb(i))2 − (y′i − x′>i θˆb(i))2 +
k∑
j 6=b(i)




where we have written θˆj,i = θˆj(X i) the estimator trained on all folds of X i except the jth
fold. In order to efficiently compute Sˆ2cv, we are interested in computing θˆj,i efficiently for all






j + λI − xix>i + x′ix′>i
)−1(∑
j







yjxj − yixi + y′ix′i
)
,






j + λI, Up×2 =
x>i
x′>i




By the well-known Woodbury identity, we have that:
(S + UDU>)−1 = S−1 − S−1U(D−1 + U>S−1U)−1U>S−1, (2.225)
from which we may see that computing S−1 (which does not depend on i) is sufficient to
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efficiently compute θˆ(X i) for any i. More explicitly, writing:
hrs = x>r S−1xs, h′rs = x>r S−1x′s, h′′rs = x′>r S−1x′s, (2.226)







(D−1 + U>S−1U)−1 = − 1(1− hii)(1 + h′′ii) + h′ 2ii
1 + h′′ii −h′ii−h′ii hii − 1
 ,
(S + UDU>)−1 = S−1 + 1(1− hii)(1 + h′′ii) + h′ 2ii
(
(1 + h′′ii)S−1xix>i S−1
−h′iiS−1xix′>i S−1 − h′iiS−1x′ix>i S−1 + (hii − 1)S−1x′>i x′iS−1
)
.
Putting everything together, we thus deduce that:
θˆ(X i) = θˆ(X)− yiS−1xi + y′iS−1x′i
+ S
−1((1 + h′′ii)xix>i − h′iixix′>i − h′iix′ix>i + (hii − 1)x′ix′>i )θˆ
(1− hii)(1 + h′′ii) + h′ 2ii
− yiS
−1((1 + h′′ii)hiixi − h′iixih′ii − h′iix′ihii + (hii − 1)x′ih′ii)




−1((1 + h′′ii)h′iixi − h′iih′′iixi − h′iih′iix′i + (hii − 1)h′′iix′i)
(1− hii)(1 + h′′ii) + h′ 2ii
(2.227)
Simplifying somewhat, we obtain that:
θˆ(X i) = θˆ(X)− yiS−1xi + y′iS−1x′i
+ S
−1((1 + h′′ii)xix>i − h′iixix′>i − h′iix′ix>i + (hii − 1)x′ix′>i )θˆ
(1− hii)(1 + h′′ii) + h′ 2ii
− yiS
−1((hii + h′′iihii − h′ 2ii )xi − h′iix′i)




−1(h′iixi + (hiih′′ii − h′′ii − h′ 2ii )x′i)
(1− hii)(1 + h′′ii) + h′ 2ii
(2.228)
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The formula in eq. (2.228) may be leveraged to compute the estimator proposed in proposition 2
in a computationally tractable fashion.
2.G.2 Details of simulation
The simulation was performed for a ridge estimator, where the data was simulated according
to the following process:
xi ∼ N (0, SX), i ∼ N (0, σ2),
β∗ = 1√
p
(1, . . . , 1)>,
yi = x>i β∗ + i.
In table 2.1, the simulation was performed with p = 3, SX being Toeplitz with diagonal
elements being 1, 0.5 and 0.25 respectively, and σ2 = 1. For each value of n, 5000 replicates
were computed, and cross-validated risk and estimates of its variance computed.
2.H Proof of proposition 3




















































= O(1). Moreover by another application of the mean value theorem

































where (a) is a consequence of the first order optimality conditions of θˆ as a minimizer.
























































where to get (a) we exploited once again the consistency of the estimator θˆl1,n(X1:l1) as well














2.I Proof of proposition 4
Proof. The key of the proof is to exploit the strict convexity of the loss function. We denote:







By abuse of notation, we write θˆ = θˆ(X) and θˆ1 = θˆ(X1). Let ‖·‖Lp(v) denote the Lp vector
norm on Rd. We prove the desired result by checking that the conditions of theorem 3 are
satisfied. Towards this goal, we first bound
∥∥∥θˆ− θˆ1∥∥∥
L2(v)
. We assume w.l.o.g. that θˆ(X)
a.s.∈ V .
































where to get (a) we used the fact that θˆ satisfies the first-order optimality condition for






∂θΨ(X1i , θˆ(X1)) + ∂θΨ(X1, θˆ(X1))− ∂θΨ(X ′1, θˆ(X1)), (2.237)









We can use this to verify the conditions of theorem 3. Note that for any independent sample
X˜ we have:











































Now write θˆ1,2 = θˆ(X1,2), and note that there exists θ˜, θ˜2 ∈ Rk verifying respectively
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θ˜ ∈ [θˆ, θˆ1] and θ˜2 ∈ [θˆ2, θˆ1,2] such that :








































We bound each term successively. Firstly we can see that there exists f˜3 ∈ [fˆ(X1), fˆ(X1,2)]






∂θΨ(X1, θˆ2)− ∂θΨ(X ′1, θˆ2)































































































where ‖·‖op denotes the operator 2-norm. Therefore this implies that there exists θ˜ ∈ [θˆ− θˆ1]
and θ˜2 ∈ [θˆ2 − θˆ1,2] such that
n
∣∣∣∣L(X˜, θˆ)− L(X˜, θˆ1)− (L(X˜, θˆ2)− L(X˜, θˆ1,2))∣∣∣∣
≤ n
∣∣∣∣(θˆ − θˆ1)>(∂θL(X, θ˜))− (θˆ2 − θˆ1,2)>(∂θL(X, θ˜2))∣∣∣∣
≤ n














































Similarly one can prove that n(R)→ 0.































Let (Fi) be the filtration such that Fi = σ(X1, . . . , Xi). One can note that the following holds





























Using a telescopic sum argument we obtain that
∣∣∣∣E[E(∇iR(θˆl1,n) | Fi)2]− E[E(∇iR(θˆl1,n) | Xi)2]∣∣∣∣
≤∑
j≤i





































































= O(1). Moreover by another application of the mean value theorem we
































where to obtain (a) we exploited once again the consistency of the estimator θˆl1,n(X1:l1). This
implies that:
σ22 := G>RH−1ΣH−1GR, (2.254)









, Σ := Cov(∂θΨ(X1, θ∗)). (2.255)
81
Therefore we get the desired result.
2.J Proof of proposition 7
Proof. To prove the desired result we check that the conditions of Theorem 3 are respected.
We denote µˆ1(X) := 2n
∑
i≤n I(Yi = 1)Zi and µˆ2(X) := 2n
∑
i≤n I(Yi = 2)Zi and Z¯ := 1n
∑
i≤n Zi.
Let (Z˜, Y˜ ) be an independent copy of (Z1, Y1). Note that our classification rule is equivalent












Let us denote this classification region as:
R(X) :=
{











We denote X = op(Y ) if X/Y P−→ 0. If µˆ1(X)− µˆ2(X) and µˆ1(X1)− µˆ2(X1) are both positive
then the following holds:
I(z ∈ R(X))− I(z ∈ R(X1)) = I(z > Z¯)− I(z > Z¯ − 1
n
[Z1 − Z ′1]). (2.258)
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. We obtain that






































































+ 32 maxi∈{1,2} Egi |Z|
3
|µ1 − µ2|3n2 ,
(2.259)
where (b) is due to Chebyshev inequality. Therefore we have that:
n
∥∥∥∥L(Z˜, fn(X))− L(Z˜, fn(X1))∥∥∥∥
L1
= O(1), (2.260)
which implies that n(∆) = o(1) and S(R) = O(1).
We can note that conditionally on the signs of µˆ1(X) − µˆ2(X) and µˆ1(X1) − µˆ2(X1),
eq. (2.258) does not depend on X2. Therefore we have that:


























which implies that n(∇) = o(1), n(d) = o(1) and n(R) = o(1). Finally note that that if
































































where (a) and (b) are consequence of a Taylor expansion. Therefore for all ln ∈ Nn we have:
lnE
[
βln,n1 (X) | Z1
]
= Z1 − E(Z1)2 ∆ + op(1), (2.263)




















Moreover we can observe that
∥∥∥L¯l1,n(X1)−M(Z1, Y1)∥∥∥L2 → 0 where









We remark thatM(Z1, Y1) is a Bernoulli random variable with parameter q := F1(µ)+1−F2(µ).





= q(1− q) + o(1), (2.266)
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2.K Proof of proposition 8
Proof. Before diving into the proof, recall that c(z, Z1:n) = arg mini≤n|Zi − z|, and define for







i∈B s.t Zi≤ 12




i∈B s.t Zi> 12




A new observation (Z˜, Y˜ ) will be misclassified if Yc(Z˜,Z1:n) is different from Y˜ . Therefore













































X˜1 ∈ E(X ′1:2) | X ′1:2
)
, (2.270)
















Therefore using the classical Poisson limit theorem, we have that:










Moreover exploiting the fact that (Xi) i.i.d∼ unif([0, 1]) we can see that:
λXc∗1(B2),c∗2(B2)
= n4
∣∣∣∣1− [Zc∗1(B2) + Zc∗2(B2)
]∣∣∣∣ d−→ exp(1/2)




























































s1 := Yc∗1(B1) − (1− Yc∗1(B1)),
s2 := Yc∗2(B2) − (1− Yc∗2(B2)),
and note that if s1 = −1 we have Zc∗1(B1) ≤ 0.5. We now have that:
















































































rd1 := s1N1 + s2U2, rd2 := s2N2 + s1U1,
rs1 := rd1 − 2s2N2, rs2 := rd2 − 2s1N1.
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Chapter 3: Error bounds in estimating the out-of-sample
prediction error using leave-one-out cross-validation in high
dimensions
3.1 Introduction
Balancing the sensible level of model complexity against model fitness is a fundamental
challenge faced by any learning algorithm. A model that is too simple can fail to capture
the essential pattern in the data, and a model that is too complex is oversensitive to the
idiosyncrasies of the particular data, resulting in highly variable patterns that are mere
mirages in the noise. The learning algorithm’s ability to perform well on new, previously
unseen data is typically used to set the model complexity. This performance is known as the
out-of-sample error.
To be concrete, let D = {(y1,x1), . . . , (yn,xn)} be our dataset where xi ∈ Rp and yi ∈ R
denote the features and response, respectively. The goal is to obtain an estimate of the
response for a newly observed feature vector. We assume observations are independent and
identically distributed draws from some joint unknown distribution q(yi,xi). We model this
distribution as q(yi,xi) = q1(yi|x>i β∗)q2(xi), and estimate β∗ using the optimization problem




`(yi | x>i β) + λr(β)
}
, (3.1)
where ` is called the loss function, and r(β) is called the regularizer. Both the regularizer
r(β) and the regularization parameter λ have significant effects on the performance of the
estimate by controlling the complexity of the model. Hence, for picking a good regularizer,
r, or tuning the parameter λ one would like to estimate the out-of-sample prediction error,
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defined as
Errout := E[φ(yo,x>o βˆ) | D], (3.2)
where (yo,xo) is a new, previously unseen sample from the unknown distribution q(y,x)
independent of D, and φ is a function that measures the closeness of yo to x>o βˆ. A standard
choice for φ is `(y | x>β).
The problem of risk estimation has been extensively studied in the past fifty years and
popular estimates, such as k-fold cross validation [78] are used extensively in practical systems.
However, the emergence of high-dimensional estimation problems in which the number of
features p is comparable or even larger than the number of observations n, deemed many
standard techniques in-accurate. For instance, Figure 3.1 compares the estimates obtained
from k-fold cross validation for different values of k. As is clear in this figure, given the
importance of each observation in high-dimensional settings, standard techniques, such as
5-fold suffer from a large bias.
One of the existing estimates of Errout that seems to be accurate in high-dimensional












`(yj | x>j β) + λr(β)
}
, (3.4)
is the leave-i-out estimate. The simulation results reported in Figure 3.1 and elsewhere [70, 89,
77, 9, 80] have demonstrated the good performance of LO in a wide range of high-dimensional
problems. Despite the existence of extensive simulation results, the theoretical properties of
LO have not been studied in the high-dimensional settings.
In this paper, we study the expected squared error of LO in estimating the out-of-sample
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λ
Figure 3.1: Comparison of K-fold cross validation (for K = 3, 5, 7) and leave-one-out cross
validation with the true (oracle-based) out-of-sample error for the elastic-net problem where
`(y | x>β) = 12(y − x>β)2 and r(β) = ‖β‖1/2 + ‖β‖22/4. The upward bias of K-fold
CV clearly decreases as number of folds increase. yi ∼ N (x>i β∗, σ2) and xi ∼ N (0, I).








and σ2 = 2. Extra-sample test data is
yo ∼ N (x>o β∗, σ2) where xo ∼ N (0, I). The true (oracle-based) out-of-sample prediction
error is Errout = E[(yo − x>o βˆ)2|D] = σ2 + ‖βˆ − β∗‖22. All depicted quantities are averages
based on 100 random independent samples, and error bars depict one standard error.
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than one. We focus on regularized regression in the generalized linear family, and we make
no sparsity assumption on the vector of regression coefficients. In short, we obtain an
almost sharp upper bound on the error |LO − Errout|. These bounds not only show that
|LO−Errout| → 0 as n, p→∞, but they also capture the rate of this convergence. This finally
establishes what has been observed in empirical studies; LO obtains accurate out-of-sample
risk estimates even in high-dimensional problems.
An important advantage of our theoretical results is that they can be used to clarify and
connect some results from the recent literature on computationally efficient approximation to
LO. For instance, [70] showed that in the same high dimensional regime, |ALO− LO| → 0
as n, p → ∞, where ALO stands for a computationally efficient approximation of LO we
formally refer to in Section 3.1.2. A major consequence of our theory is that it shows that
ALO is a consistent estimator of Errout. We make these statements more concrete in the next
sections.
3.1.1 Notation
We first review the notations that will be used in the rest of the paper. Let x>i ∈ R1×p
stand for the ith row of X ∈ Rn×p. y/i ∈ R(n−1)×1 and X/i ∈ R(n−1)×p stand for y and X,
excluding the ith entry yi and the ith row x>i , respectively, and let X/ij be defined likewise.
Additionally, let βˆ/ij stand for the regularized estimate in (3.1) when (yi,xi) and (yj,xj) are
excluded. Moreover, define
φ˙(y, z) := ∂φ(y, z)
∂z
,














/i(·) := [¨`1(·), · · · , ¨`i−1(·), ¨`i+1(·), . . . , ¨`n(·)]>.
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Likewise, define ¨`/ij(β). The notation poly log n denotes polynomial of log n with a finite
degree. Let σmax(A) and σmin(A) stand for the largest and smallest eigenvalues of A,
respectively. We state xn = Op(an) when the set of values xn/an is stochastically bounded.
3.1.2 Computational complexity of LO and its approximation
The high computational cost of repeatedly refitting models is a major hurdle in using LO
in high dimensional settings. A typical approach to alleviate this problem analytically
approximates the leave-i-out model based on the full-data model. A large body of work has
addressed computationally efficient approximations to the leave-one-out cross validation error
for ridge regularized estimation problems (and its variants) [1, 25, 37, 66, 16, 21, 65, 19, 57,
87, 60]. Extensions to a wide array of regularizers, such as LASSO [62, 70, 77] and nuclear
norm [89] were recently studied and the validity of these approximations in estimating LO
(and its variants) were theoretically studied in [63, 9, 70, 36, 77, 92].
For example, a single Newton step around βˆ was used in [89, 70] to approximate βˆ/i by






¨`(yj | x>j βˆ) + λ∇2r(βˆ)
)−1
· xi ˙`(yi | x>i βˆ)























) ˙`(yi | x>i βˆ)




H := X(X> diag[ ¨`(βˆ)]X + λ∇2r(βˆ))−1X> diag[ ¨`(βˆ)]
This result was extended to nonsmooth regularizers. For example, [89, 70, 77] showed that
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where S is the active set of βˆ and XS is the matrix X restricted to columns indexed by
S. With minor assumptions about the data generating process and without any sparsity
assumption on the vector of regression coefficients, [70] (Theorem 3 and Corollary 1) proved
that for various regularizers and regression methods |ALO− LO| = Op(poly log nn ) in the high
dimensional setting where n/p = δ is constant while n, p→∞.
Our finite sample bounds in the next section show that with similar (easy to check)
regularity conditions, for various regularizers and regression methods, |LO − Errout| → 0
estimate go to zero as n, p → ∞ but n/p = δ is a fixed number. As a byproduct of this
result, we show that in this high dimensional regime |ALO− Errout| → 0 as n, p→∞. We
will more formally state these claims in Section 3.3.
3.2 Main results
3.2.1 Our assumptions
Our goal is to evaluate the accuracy of LO in estimating the out-of-sample prediction error
in the high-dimensional regime. Our results are valid for finite values of n and p. Later, in
order to make asymptotic conclusions, we suppose that n/p = δ is constant while n, p→∞.
We now state our assumptions for theorem 4. For simplicity of exposition, we start by
stating a strong version of our assumptions, which often requires uniform bounds. Weaker
analogues are discussed in 3.2.3. As the assumptions may appear somewhat opaque and
technical, we will discuss them in the context of usual assumptions and concrete examples of
standard generalized linear models.
Assumption 1. The vectors xi are independent zero mean vectors with covariance Σ ∈ Rp×p
such that σmax (Σ) ≤ ρ/p for a nonnegative constant ρ.
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Assumption 1 characterizes the different distributions obtained for each n and p. The
rows x>i are scaled in a way that ensures E‖xi‖22 = O(1) and Var(x>i β) = β>Σβ = O(1),
assuming that βi (for i = 1, · · · , p) is O(1), e.g. ‖β‖22 = O(p). For instance, under the linear
model yi = x>i β + i, this scaling ensures that the signal-to-noise ratio in each observation
remains fixed as n, p grow (when the noise variance is a non-zero constant). Unless we make
explicit assumptions about the sparsity of β, without the 1/p scaling, the Hessian of the
optimization problem (3.1) is dominated by the data, making the regularizer, and in turn
λ, irrelevant. In this paper, we make no sparsity assumption on the vector of regression
coefficients. For similar finite signal-to-noise ratio scalings in the high-dimensional asymptotic
analysis see [33, 34, 7, 28, 27, 5, 61, 79, 26, 70, 92]. Under this scaling, the optimal value of
λ will be Op(1) [60].
Assumption 2. We assume the functions `(y | z) and φ(y, z) are twice differentiable in z.
We also assume that `(y | z) and r(β) are convex in z and β, respectively. Let (yo,xo) be
a sample from the unknown distribution q(y,x) independent of D = {(y1,x1), · · · , (yn,xn)}.
We assume there exists constants c0 and c1, such that, for all i, j, uniformly:
c0 ≥ max
(




















φ˙(yo, tx>o βˆ + t¯x>o βˆ/i)2 | D
]
,
where D/i := D \ {(yi,xi)}, and t¯ = 1− t.
Assumption 2 characterizes the smoothness of the GLM problem (and its associated
leave-one-out versions). As we will show below there are many examples, such as logistic and
robust regression, in which we can find c0 and c1. However, in some other popular examples,
such as linear or Poisson regression, | ˙`(yi | x>i βˆ)| is a random quantity and we cannot find
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an absolute constant to dominate it everywhere. As will be discussed later in Section 3.2.3,
we can weaken Assumption 2 at the expense of a slightly stronger moment condition on the
feature vector xi.
Example 1. In the generalized linear model family, for the negative logistic regression
log-likelihood `(y | x>β) = −yx>β + log(1 + ex>β), where y ∈ {0, 1}, for φ(y, z) = `(y | z) it
is easy to show that ˙`(y | z) ≤ 2 for any y and z, leading to c0 = c1 = 2.
Example 2. Our next example is about a smooth approximation of the Huber loss used









where γ > 0 is a fixed number. If we use this loss for the linear regression problem, and set
`(y | x>β) = φ(y,x>β) = fH(y − x>β). It is easy to show that ˙`(y | z) ≤ γ for any y and z,
leading to c0 = c1 = γ.
Our next example is concerned with another popular loss function in linear regression,
namely the absolute deviation. However, since we would like our loss functions to be
differentiable, we use the following smooth approximation of the absolute deviation loss,
`(y | z) = |y − z|, introduced in [74]:
`γ(y | z) := 1
γ
(
log(1 + eγ(y−z)) + log(1 + e−γ(y−z))
)
, (3.7)
where γ > 0 is fixed.1
Example 3. For `(y | x>β) = φ(y,x>β) = `γ(y | z), we have c0 = c1 = 1. In fact, it is
straightforward to show that ˙`γ(y | z) ≤ 1 for any y and z.
1Note that limγ→∞ supy,z
∣∣|y − z| − `γ(y | z)∣∣ = 0.
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Assumption 3. For t ∈ [0, 1] define the two matrices
At,/i := X>/i diag[ ¨`/i(tβˆ/i + (1− t)βˆ)]X/i
+ λ∇2r(tβˆ/i + (1− t)βˆ),
At,/i,j := X>/ij diag[ ¨`/ij(tβˆ/ij + (1− t)βˆ/i)]X/ij
+ λ∇2r(tβˆ/ij + (1− t)βˆ/i). (3.8)















Assumption 3 characterizes the curvature of the GLM problem (and its associated leave-
one-out versions). In some examples, such as the ones that have ridge or smoothed elastic-net
as the regularizer, it is straightforward to confirm this assumption. For instance, for the
ridge regularization, r(β) = ‖β‖22/2, we have ν > λ. In Section 3.2.3, we explain how this
assumption can be relaxed (at the expense of requiring more stringent moment conditions on
xi) to cover more examples.
Having stated our assumptions, we now move on to stating our main result before
proposing a number of examples to demonstrate how this result can be applied in common
GLM cases.
3.2.2 Main theorem
Based on these assumptions we can now evaluate the accuracy of LO in estimating Errout.
The following theorem proves that the expected square error of LO in estimating Errout is
small even in high-dimensional asymptotic settings.
97














where the outer expectation is taken with respect to the data D and:
Cv = EVar[φ(yo,x>o βˆ/1) | D/1] + 2Cb
+ 2C1/2b
√







The proof can be found in section 3.B.
The only term that is not explicitly computed in terms of the constants in our assumptions
is EVar[φ(yo,x>o βˆ/i) | D/i]. Hence, to obtain an explicit quantitative bound for a specific
GLM problem requires computing this quantity. We present two examples below.
Corrolary 1. (Ridge regularized logistic regression) Consider the negative logistic regression
log-likelihood `(y|x>β) = −yx>β + log(1 + ex>β), and the regularizer r(β) = ‖β‖22/2, where
y ∈ {0, 1}. Furtherassume that xi is iid N(0,Σ), where σmax(Σ) ≤ ρp . If φ(y, z) = `(y|z),



































The proof of this corollary can be found in Section 3.C of the supplementary material.
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Corrolary 2. (Pseudo-Huber loss with strongly convex regularizer) We consider again the
pseudo-Huber loss defined in (3.6) with parameter γ. As this loss is typically used in regression
settings, we consider a linear regression model yi = x>i β∗ + i, where i denotes i.i.d. zero-
mean noise, and xi ∼ N(0,Σ) with σmax(Σ) ≤ ρp . We additionally assume that the regularizer
is strongly convex with parameter νr,2 Var() = σ2 , and 1pβ
∗>β∗ ≤ b. Under these conditions,














The proof of this corollary can be found in Section 3.D of the supplementary material.
To summarize, the examples presented in Corollary 1 and 2 satisfy the assumption needed
for Theorem 4.
3.2.3 Extensions
As we discussed in Section 3.2.1, we can weaken the assumptions without a major change in
our proofs or the main conclusions of our result. In this section, we aim to present one such
weaker set of assumptions that enables our analyses to cover several other popular examples,
such as the Poisson and linear regression.
Assumption 1′. We assume that xi are i.i.d. zero mean vectors with covariance Σ ∈ Rp×p
such that σmax (Σ) ≤ ρ/p for a non-negative constant ρ. Furthermore, there exists a fixed
number c4, such that E(‖xi‖42) ≤ c4.
Note that this assumption is more stringent than Assumption 1. However, in essence the
only extra requirement of this assumption is a bound on the fourth moments. Hence, it holds
for a wide range of random features including sub-Gaussian and sub-exponential features.
2Note that this is a fairly benign assumption in practice: it is common to introduce a slight ridge penalty
which automatically satisfies this assumption.
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Thanks to this slightly stronger moment assumption we can weaken the other assumptions.
Assumption 2′. We assume the functions `(y | z) and φ(y, z) are twice differentiable in z.
Moreover, assume `(y | z) and r(β) are convex in z and β, respectively. Let (yo,xo) be a
sample from the unknown distribution q(y,x) independent of D = {(y1,x1), · · · , (yn,xn)}.
We assume that there exist constants c˜0 and c˜1, such that for all i, j, uniformly
c˜0 ≥ E| ˙`(y1 | x>1 βˆ)|8,
















E[φ˙(yo, tx>o βˆ + t¯x>o βˆ/i)2 | D],
where D/i := D \ {(yi,xi)}, and t¯ = 1− t.
Compared to Assumption 2 that requires | ˙`(yi | x>i βˆ)| to be bounded everywhere, this
assumption requires the 8th moment of | ˙`(yi | x>i βˆ)| to be bounded. This simple modification
enables our theoretical results to be applied to a much broader set of regression techniques,
including Poisson, linear, and negative binomial regression. These three examples will be
studied later in this section.
Assumption 3′. Let At,/1 and At,/1,2 be as defined in Assumption 3. We assume that there



















Again, compared to Assumption 3, this assumption only bounds the moments of the
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minimum eigenvalue of the matrix. The following example shows an example in which it is
impossible to find a positive lower bound for the minimum eigenvalue, but still the moments
of the inverse of the minimum eigenvalue are bounded.
Example 1. Suppose that δ = n/p > 1 and that the loss function is strongly convex
with parameter c, and the regularizer is convex. Finally, suppose that xi ∼ N(0,Σ), with
σmin(Σ) = ρp . Then, there exists a fixed number ν˜ that satisfies Assumption 3
′ for large enough
values of n and p.
The proof can be found in Section 3.E of the supplementary material.
As we discussed before one can prove the accuracy of LO under Assumptions 1′, 2′, and
3′. The following theorem formalizes this claim.












where the outer expectation is taken with respect to the data D and:





φ(yo,x>o βˆ/1) | D/1
]
+ C˜b.
and C˜b = c21ρδ0c˜0v˜c4.
The proof can be found in Section 3.F of the supplementary material. As we described
before, this theorem can cover several generalized linear models, that could not be covered
by Theorem 4. We mention three important examples below.
Corrolary 3. (Square loss with elastic-net penalty) Consider the data generating mechanism
yi = xiβ∗ + i, where x>i ∼ N (0,Σ), i iid∼ N(0, σ2 ), and 1p‖β∗‖22 ≤ b. Suppose that we use
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where for γ > 0, r(β) = γβ2 + (1− γ)rα(β), and rα(β) = 1
α
(
log(1 + eαβ) + log(1 + e−αβ)
)
is












Since the proof of this claim is long, we defer it to Section 3.G of the supplementary
material.
Corrolary 4. [Poisson regression with soft-rectifying link] Consider the data-generating
mechanism yi ∼ Poisson(f(x>i β∗)), where f(z) = log(1 + ez) denotes the soft-rectifying link,
xi
iid∼ N(0,Σ), and 1
p
β∗>β∗ ≤ b. Finally, assume that r denotes the smoothed elastic-net













The proof can be found in Section 3.H of the supplementary file.
Remark 8. We have assumed here that xi is multivariate Gaussian. As might be clear to
the reader from the proof, this normality assumption on x may be relaxed to an 8th moment
assumption at the cost of a slightly more complicated proof.
Corrolary 5 (Negative-Binomial Regression). We consider the problem of negative binomial
regression with fixed shape parameter α > 0 and exponential link. Here, the negative log-
likelihood is given by:
`(y | z) = (y + α−1) log(1 + αez)− yz + C(α, y),
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where C(α, y) denotes a constant which only depends on α and y. Assume the data generating
process is such that E[y8] ≤ κ, and that φ(y, z) = `(y | z). Finally, similar to Corollary, 3 we
use the smoothed elastic-net as the regularizer. Under these assumptions, there exists a fixed












The proof can be found in Section 3.I of the supplementary material.
3.3 Connection of ALO and Errout
We mentioned in Section 3.1.2 that different approximations of LO have been proposed in the
literature to reduce the computational complexity of LO. Among such approximations, the
ALO formula introduced in (3.5), is analyzed in [70] under a similar asymptotic framework
as the one discussed in our paper:
Theorem 6. [70] Suppose that n/p = δ is constant while n, p→∞. Under the assumption
xi ∼ N(0,Σ), for the regression problems discussed in Corollaries 1, 2, 3, and 4 we have






Note that the ultimate goal of ALO is to use it as an estimate of Errout. Hence, while
Theorem 6 confirms the accuracy of ALO in approximating LO it does not explain whether
the estimates obtained by ALO or LO can be trusted in high-dimensional settings. However,
we can combine this result with Theorems 4 and 5 to prove the accuracy of ALO in estimating
Errout. Toward this goal we first prove the following claim.
Theorem 7. Suppose that n/p = δ is constant while n, p → ∞. Under the assumption
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xi ∼ N(0,Σ), for the regression problems discussed in Corollaries 1, 2, 3, and 4 we have






Proof. For a fixed number M
P














= min(Cν , C˜ν)
M2
. (3.10)
The first inequality in the above equations is due to Markov inequality, and the second
inequality is a result of Theorems 4 and 5. As we discussed in Corollaries 1, 2, 3, and 4 either
Cν or C˜ν are finite numbers. Hence, as M increases, the final probability can be reduced to
the desired level.
Before we proceed to establish the accuracy of ALO we have to clarify Theorem 7. Note
that even under the idealized (but incorrect) assumption that the individual estimates
φ(yi,x>i βˆ/i) are independent and βˆ/is are the same as βˆ, the central limit theorem indicates
that |LO−Errout| ∼ 1√n .3 Hence, we should not expect the error of LO to be op( 1√n). Therefore,
the above theorem seems to offer the sharpest result that is possible for LO. Note that the
sharpness is with regard to the rate of convergence and not the constants.
Combining the results of Theorem 5 and Theorem 7 we can finally quantify the accuracy
of ALO in estimating Errout.
Corrolary 6. Suppose that n/p = δ is constant while n, p → ∞. Under the assumption
3The notation |LO − Errout| ∼ 1√n means that we have both |LO − Errout| ∼ Op( 1√n ) and 1√n =
Op(|LO− Errout|).
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xi ∼ N(0,Σ), for the regression problems discussed in corollaries 1, 2, 3, and 4 we have






The proof of this corollary is straightforward, and is hence skipped. Note that this
corollary finally establishes the fact that ALO obtains accurate estimates of Errout. While we
have established this result for only four popular examples in this paper, Theorems 4, 5 and
Theorem 3 of [70] can be applied to a much broader class of regression problems. Hence, a
similar result is expected for such scenarios as well. Finally, we should emphasize that by
comparing Theorems 7 and 6 one may notice that the accuracy of ALO might be worse than
LO by a logarithmic factor. At this stage, it is not clear whether this difference is an artifact
of the proof of [70] or it is a real extra error that has been introduced by the approximation
of LO.
3.4 Numerical Experiments
In this section, we present two numerical experiments to show that the O( 1
n
) bound given in
Theorem 4 and 5 is sharp but not tight. Specifically, we generate synthetic data, and compare
Errout and LO for elastic-net linear regression and ridge logistic regression. In all the examples
in this section, the rows of X are N (0,Σ). Here we let Σ = I/n and φ(y, z) = `(y | z). The
code for the Figure 1 and Table 1,2 are available at https://github.com/RahnamaRad/LO.
Square loss with elastic-net penalty. We set `(y | x>β) = 12(y − x>β)2, r(β) =
(1−α)
2 ‖β‖22 + α‖β‖1 and α = 0.5. The true unknown parameter vector β∗ ∈ Rp is sparse with
k = 0.1n non-zero elements independently drawn from a zero mean unit variance Laplace
distribution, leading to Var(x>β∗) = 0.1 (regardless of the values of n and p). To generate
data, we sample y ∼ N (Xβ∗, σ2I). Here the out-of-sample error is:
Errout = E`(yo | x>o β) = σ2 + ‖Σ1/2(βˆ − β∗)‖22.
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n p MSE (SE)
40 400 0.0156 (0.0021)
80 800 0.0064 (0.0008)
120 1200 0.0039 (0.0006)
160 1600 0.0038 (0.0006)
200 2000 0.0028 (0.0004)
Table 3.1: Square loss with elastic-net penalty: MSE:= E(Errout−LO)2 (and standard errors).
As we increase n and p, we keep the ratio δ = n/p = 0.1 constant. We numerically
calculate MSE:= E(Errout − LO)2 as a function of n (and p = 10n) based on 100 synthetic
data samples, for each n, p and λ = 5. We fitted a line to model log(MSE) ∼ log(n) and
obtained a slope of -1.03 (SE= 0.04) and intercept of -0.46 (SE= 0.54) with an Adjusted
R-squared of 0.95. The slope of -1.03 (SE = 0.04) shows that the bound is sharp because it
confirms the 1/n scaling of our theory. Table 3.1 shows the numerical MSE as a function of
n and p.
Logistic regression with ridge penalty. We set `(y | x>β) = −yx>β+ log(1 + ex>β)












. Here the out-of-sample error









+ E log(1 + eW )
where Z ∼ N (0, ‖Σ1/2β∗‖22) and W ∼ N (0, ‖Σ1/2βˆ‖22).
As we increase n and p, we keep the ratio n/p = 1 constant. We numerically calculate
MSE:= E(Errout − LO)2 as a function of n (and p = n) based on 100 synthetic data samples,
for each n, p and λ = 0.1. We fitted a line to model log(MSE) ∼ log(n) and obtained a slope
of -1.00 (SE= 0.04) and intercept of 0.34 (SE= 0.27) with an Adjusted R-squared of 0.99.
The slope of -1.00 shows that the bound is sharp because it confirms the 1/n scaling of our
theory. Table 3.2 compares the numerical MSE and the theoretical bound from Theorem 4
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n p MSE (SE) Bound
100 100 0.0136 (0.0019) 63.12
300 300 0.0037 (0.0005) 21.04
500 500 0.0026 (0.0005) 12.62
700 700 0.0017 (0.0002) 9.02
900 900 0.0015 (0.0002) 7.01
1100 1100 0.0012 (0.0002) 5.74
Table 3.2: Logistic regression with ridge penalty: MSE:= E(Errout − LO)2 (and standard
errors) and the upper bound based on 3.9 in Corollary 1 of Theorem 4.
and Corollary 1. The theoretical upper bound was computed using 3.9 in Corollary 1 where
in this example, we have λ = 0.1, ρ = 1, and δ = 1, leading to Cv = 6311.52. The significant
difference between the bound and the MSE shows that the bound is not tight.
3.5 Conclusion
Leave-one-out estimators (and their approximate versions) have seen renewed interest recently
in the context of big data and high-dimensional problems. We show that, in general, leave-
one-out risk estimators have desirable statistical behaviours in the high-dimensional setting.
Although the leave-out-risk estimator itself is generally computationally intractable, this result
also implies consistency for a (growing) number of approximate leave-one-out estimators,
and demonstrate that such estimators offer a potentially good direction for building risk
estimators for high-dimensional problems.
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Chapter 3: Appendices
To simplify notation for our proofs, let us define the following vectors:
˙`
i(β) := ˙`(yi|x>i β),
˙`(β) := [ ˙`(y1|x>1β), · · · , ˙`(yn|x>nβ)]>.
3.A Background material on Gaussian random variables, vectors and matrices
In this section, we review a few important results regarding the functions of Gaussian matrices
and Gaussian vectors that are used in our examples. The first result is about the moments of
the inverse of the minimum eigenvalue of a Wishart matrix.
Lemma 1. (Lemma 19 of [92]) Let Xij i.i.d.∼ N(0, 1n), and suppose that n, p → ∞ while







Our next two lemmas are concerned with the moments of a Gaussian and χ2 random
variables:
Lemma 2. Let Z ∼ N(0, σ2). Then, we have
E(|Z|p) ≤ σp(p− 1)!!, (3.12)
where the notation p!! denotes the double factorial. Furthermore, when p is even the above
inequality is in fact an equality.
The proof of this claim is straightforward and can be found in many standard statistics
text books.
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Lemma 3. Let Z ∼ χ2k, i.e., it has a χ2 distribution with k degrees of freedom. Then, for
any integer m ≥ 1 we have
E(Zm) = k(k + 2)(k + 4) . . . (k + 2m− 2).


























φ(yi,x>i βˆ/i)− E[φ(yo,x>o βˆ) | D]
)2
≤ E (V1 + V2)2 ≤ EV 21 + EV 22 + 2
√
EV 21 EV 22 .






































































φ(y1,x>1 βˆ/1)− E[φ(y1,x>1 βˆ/1) | D/1]
)
(





φ(y1,x>1 βˆ/1)− E[φ(y1,x>1 βˆ/1) | D/1]
)2




(φ(y1,x>1 βˆ/1)− E[φ(y1,x>1 βˆ/1) | D/1])(φ(y2,x>2 βˆ/2)− E[φ(y2,x>2 βˆ/2) | D/2])
]
.
Recall that βˆ/1,2 := arg min
β∈Rp
{∑
k≥3 `(yk | x>k β) + λr(β)
}
. For some t ∈ [0, 1], the mean-value
theorem yields:
φ(y1,x>1 βˆ/1) = φ(y1,x>1 βˆ/1,2) + φ˙(y1, tx>1 βˆ/1 + (1− t)x>1 βˆ/1,2)x>1 (βˆ/1 − βˆ/1,2),
from which we have that:
E[φ(y1,x>1 βˆ/1) | D/1]
= E[φ(y1,x>1 βˆ/1,2) | D/1] + E[φ˙(y1, tx>1 βˆ/1 + (1− t)x>1 βˆ/1,2)x>1 (βˆ/1 − βˆ/1,2) | D/1]




o βˆ/1 + (1− t)x>o βˆ/1,2)x>o (βˆ/1 − βˆ/1,2) | D/1],
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where (yo,xo) is independent of D. We thus obtain that:
φ(y1,x>1 βˆ/1)− E[φ(y1,x>1 βˆ/1) | D/1]
= φ(y1,x>1 βˆ/1,2)− E[φ(yo,x>o βˆ/1,2) | D/1,2]
+ φ˙(y1, tx>1 βˆ/1 + (1− t)x>1 βˆ/1,2)x>1 (βˆ/1 − βˆ/1,2)
− E[φ˙(yo, tx>o βˆ/1 + (1− t)x>o βˆ/1,2)x>o (βˆ/1 − βˆ/1,2) | D/1].
Define the quantities A0, B0, C0 as:
A0 := E
[(
φ(y1,x>1 βˆ/1,2)− E[φ(yo,x>o βˆ/1,2) | D/1,2]
)
(






φ(yo,x>o βˆ/1,2)− E[φ(yo,x>o βˆ/1,2) | D/1,2]
)
(













φ˙(y2, tx>2 βˆ/2 + (1− t)x>2 βˆ/1,2)x>2 (βˆ/2 − βˆ/1,2)
− E
[








φ˙(y˜o, tx˜>o βˆ/2 + (1− t)x˜>o βˆ/1,2)x˜>o (βˆ/2 − βˆ/1,2)
− E
[










φ˙(y˜o, tx˜>o βˆ/2 + (1− t)x˜>o βˆ/1,2)x˜>o (βˆ/1 − βˆ/1,2)
− E
[









φ˙(y˜o, tx˜>o βˆ/2 + (1− t)x˜>o βˆ/1,2)x˜>o (βˆ/1 − βˆ/1,2)
− E
[
φ˙(y˜o, tx˜>o βˆ/2 + (1− t)x˜>o βˆ/1,2)x˜>o (βˆ/2 − βˆ/1,2) | D/2










φ˙(y1, tx>1 βˆ/1 + (1− t)x>1 βˆ/1,2)x>1 (βˆ/1 − βˆ/1,2)
− E
[




To conclude, note that:
E
[(
φ(y1,x>1 βˆ/1)− E[φ(y1,x>1 βˆ/1) | D/1]
)(
φ(y2,x>2 βˆ/2)− E[φ(y2,x>2 βˆ/2) | D/2]
)]




φ˙(y1, tx>1 βˆ/1 + (1− t)x>1 βˆ/1,2)x>1 (βˆ/1 − βˆ/1,2)
− E
[
φ˙(y1, tx>1 βˆ/1 + (1− t)x>1 βˆ/1,2)x>1 (βˆ/1 − βˆ/1,2) | D/1
])
×
φ˙(y2, tx>2 βˆ/2 + (1− t)x>2 βˆ/1,2)x>2 (βˆ/2 − βˆ/1,2)
− E
[












































where the last inequality is due to Lemma 6. Using the fact that δ = n/p, xi ∼ N(0,Σ) and
σmax(Σ) = ρ/p, we get:
E
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Proof of Lemma 5. Note that we have for all i:
E[φ(yi,x>i βˆ/i) | D/i] = E[φ(yo,x>o βˆ/i) | D/i] = E[φ(yo,x>o βˆ/i) | D].








































E[φ˙(yo, tx>o βˆ + (1− t)x>o βˆ/i)2 | D]
√





































E‖βˆ/1 − βˆ‖22 +
n− 1
n










where the last inequality is due to Lemma 6. Using the fact that δ = n/p, x1 ∼ N(0,Σ) and






















Lemma 6. If both the loss function and the regularizer are twice differentiable, then for all
i = 1, . . . , n:
‖βˆ/i − βˆ‖22 ≤
( ˙`
i(βˆ)
inft∈[0,1] σmin(J/i(tβˆ + (1− t)βˆ/i))
)2
‖xi‖22,
‖βˆ/i − βˆ/ij‖22 ≤
( ˙`
j(βˆ/i)
inft∈[0,1] σmin(J/ij(tβˆ/i + (1− t)βˆ/ij))
)2
‖xj‖22.
Proof of Lemma 6. The leave-one-out estimate, βˆ/i = βˆ + ∆/i, satisfies f/i(∆/i) = 0. The
multivariate mean-value Theorem yields







where the Jacobian is:
J/i(θ) = λ∇2r(θ) +X>/i diag[ ¨`/i(θ)]X/i.
Moreover, βˆ satisfies:
























‖βˆ/i − βˆ/ij‖22 ≤
( ˙`
j(βˆ/i)
inft∈[0,1] σmin(J/ij(tβˆ/i + (1− t)βˆ/ij))
)2
‖xj‖22.
3.C Proof of Corollary 1
We would like to use Theorem 4 to prove this corollary. Toward this goal, we first have to
prove that Assumptions 1, 2, and 3 hold, and that Var[φ(yo,x>o βˆ/i) | D/i] is bounded. Given
the fact that xi is N(0,Σ), Assumption 1 holds. As we discussed in Example 1, Assumption
2 holds as well with ν = λ. Finally, given that the regularizer is ridge Assumption 3 holds
too. Hence, the only remaining step is to check the boundedness of Var[φ(yo,x>o βˆ/i) | D/i].
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In the rest of the proof we aim to prove that:





Var[φ(yo,x>o βˆ/i) | D/i]
= Var[−yox>o βˆ/i + log(1 + ex
>
o βˆ/i) | D/i]
≤ E[(x>o βˆ/i)2 | D/i] + E[log2(1 + ex
>
o βˆ/i) | D/i]
+ 2
√
E[(x>o βˆ/i)2 | D/i]E[log2(1 + ex>o βˆ/i) | D/i]
≤ E[(x>o βˆ/i)2 | D/i] + E[(1 + |x>o βˆ/i|)2 | D/i]
+ 2
√
E[(x>o βˆ/i)2 | D/i]E[(1 + |x>o βˆ/i|)2 | D/i],
where to obtain the last inequality we have used log(1 + ez) ≤ 1 + |z|. Furthermore, since
(1 + |z|)2 ≤ 2 + 2z2, we have:
Var[φ(yo,x>o βˆ/i) | D/i]
≤ 2 + 3E[(x>o βˆ/i)2 | D/i]
+ 4(1 + E[(x>o βˆ/i)2 | D/i])
= 6 + 7E[(x>o βˆ/i)2 | D/i]




Comparing βˆ/i with the zero estimator yields, n log 2 ≥ y>/iX/iβˆ/i + 1> log(1 + eX/iβˆ/i) +
λ‖βˆ/i‖22/2. Since log(1 + ez)− z ≥ 0 for any z, we get λ‖βˆ/i‖22 ≤ n log 2. Therefore, we can
say that for ridge regularized logistic regression









regularized logistic regression, we conclude that :
Cv = EVar[φ(yo,x>o βˆ/1) | D/1] + 2Cb + 2C1/2b
√
EVar[φ(yo,x>o βˆ/1) | D/1] + Cb








































where the last equation is due to c0 = c1 = 2 (shown in Example 1) and ν = λ.
3.D Proof of Corollary 2
We would like to use Theorem 4 to prove this corollary. Toward this goal we have to
confirm Assumptions 1, 2, and 3 and prove the boundedness of E
(
Var[fH(y0,x>0 βˆ/i) | D/i]
)
.
Assumption 1 is already assumed in the corollary. Assumption 2 is also confirmed in Example
2 so that c0 = c1 = γ. Since the regularizer is assumed to be strongly convex, Assumption 3
is also automatically satisfied with ν = νr. Hence, the only remaining step is to obtain an
upper bound for E
(
Var[fH(y0,x>0 βˆ/i) | D/i]
)
. In the rest of the proof we show that:
E
(














Var[fH(yo,x>o βˆ/i) | D/i] = γ4 Var
[({
1 +
(yo − x>o βˆ/i
γ




(yo − x>o βˆ/i
γ
)2}1/2 − 1)2 | βˆ/i]
≤ γ4E
[






≤ 2γ4 + γ2E[|yo − x>o βˆ/i|2 | βˆ/i]
≤ 2γ4 + 2γ2E[y2o + (x>o βˆ/i)2 | βˆ/i]




Furthermore, we have that E[y2o | βˆ/i] ≤ ρβ
∗>β∗
p
+ Var[0] ≤ ρb+ σ2 . Additionally, note that
using the strong convexity of the regularizer, and by comparing the value of ∑j 6=i fH(yj −
x>j β) + λr(β) at βˆ/i and 0, we have that ‖βˆ/i‖22 ≤ ν−1r
∑












We may bound this quantity explicitly in terms of the covariance of x:
























ρb) + γ2(ρb+ σ2 )
)
.
4We have used the fact that fH(a) ≤ γ|a|.
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Cv = EVar[φ(yo,x>o βˆ/1) | D/1] + 2Cb + 2C1/2b
√





























































where the last equation is due to c0 = c1 = γ (shown in Example 2) and ν = νr.
3.E Proof of Example 1














Define the vectors zi = Σ−
1
2xi. Hence, zi ∼ N(0, I). Furthermore, define the matrix Z as



























is lower bounded by a constant for large values of
n, p when n/p = δ > 1 is proved in [92]. See Lemma 1 in the supplementary material.
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3.F Proof of Theorem 5
The proof of this result is very similar to the proof of Theorem 4. Hence, instead of rewriting
the proof, we only emphasize on the differences between the proofs of Theorems 4 and 5. The
strategy of the proof is exactly the same. We break the error between LO and Errout into
V1 and V2 and try to bound the second moments of these quantities. The following lemma
obtains an upper bound for the second moment of V1.

















EVar[φ(yo,x>o βˆ/1) | D/1] + c˜0c˜21ρδv˜c4
)
Proof. The proof of this lemma is similar to the proof of Lemma 4. All the steps are exactly
the same up to the point that is proved:
E
[(
φ(y1,x>1 βˆ/1)− E[φ(y1,x>1 βˆ/1) | D/1]
)(






























However, the way we would like to bound E‖βˆ/1 − βˆ/1,2‖22 here is slightly different from the
approach used in the proof of Lemma 4. According to Lemma 6 we have:
‖βˆ/1 − βˆ/1,2‖22 ≤
( ˙`
j(βˆ/1)




Hence, by using the Cauchy-Schwarz inequality twice we obtain:
E‖βˆ/1 − βˆ/1,2‖22 ≤ E|( ˙`j(βˆ/1))|8E
[
1




Using the fact that δ = n/p, x1 ∼ N(0,Σ) and σmax(Σ) = ρ/p, we thus obtain:
E
[(
φ(y1,x>1 βˆ/1)− E[φ(y1,x>1 βˆ/1) | D/1]
)(





The second Lemma aims to obtain an upper bound for the second moment of V2. This
corresponds to Lemma 5 in the proof of Theorem 4.












E‖βˆ/1 − βˆ‖22 ≤ c21ρδ0c˜0v˜c4.
Proof. Again the proof follows very similar to the steps as the proof of Lemma 5. In fact, we













Then, in order to bound E‖βˆ/1 − βˆ‖22 we use a slightly different strategy. According to
Lemma 6 we have
‖βˆ/1 − βˆ‖22 ≤
( ˙`1(βˆ)
























E‖βˆ/1 − βˆ‖22 ≤ c21ρδ0c˜0v˜c4.
3.G Proof of Corollary 3
As is clear, we would like to use Theorem 5 to prove our claim. Toward this goal, we have to
prove that Assumptions 1′, 2′, and 3′ hold. Furthermore, we have to obtain an upper bound
for the constant C˜v, which in turn requires us to bound EVar[φ(yo,x>o βˆ/1) | D/1]. Given that
xi is Gaussian, Assumption 1′ is automatically satisfied. Furthermore, since the regularizer is
elastic-net, it is straightforward to prove Assumption 3′. To see this, first note that, for all
i, j, we have almost surely:
At,/i := X>/i diag[ ¨`/i(tβˆ/i + (1− t)βˆ)]X/i + λ∇2r(tβˆ/i + (1− t)βˆ),
At,/i,j := X>/ij diag[ ¨`/ij(tβˆ/ij + (1− t)βˆ/i)]X/ij + λ∇2r(tβˆ/ij + (1− t)βˆ/i),




The only remaining steps are to prove Assumption 2′ and bound the term EVar[φ(yo,x>o βˆ/1) |
D/1]. Given that φ(yo,x>o βˆ/1) = 12(yo − x>o βˆ/1)2, we have:




o βˆ/1)4 | D/1].
Hence,








E[(yo − x>o βˆ/1)8]
)0.5
.
Hence, if we prove Assumption 2′, we have also proved that




E[(yo − x>o βˆ/1)8]
)0.5 ≤ c˜0.504 .
In the rest of this section, we focus on the proof of Assumption 2′. Note that ˙`(y,x>i βˆ) =
yi − x>i βˆ. Under these assumptions, we prove that there exists a fixed number c˜0 such that
E(yi − x>i βˆ)8 ≤ c˜0, and E(yo − x>o βˆ/i)8 ≤ c˜0.
Consider the following definitions:
βˆ = arg min
β









βˆ/i = arg min
β









Furthermore, define r0.5(β) = γ2β
2 + (1− γ)rα(β). Our optimization problem can be written
as
βˆ = arg min
β














Since y = Xβ∗ + , where  ∼ N (0, σ2I), the optimality conditions yield
X>(Xβˆ − y) + λγβˆ + λr˙0.5(βˆ) = 0.
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Hence,
βˆ = (X>X + λγI)−1X>y − λ(X>X + λγI)−1r˙0.5(βˆ).
It is then straightforward to prove that:
y −Xβˆ = (I −X(X>X + λγI)−1X>)y+λX(X>X + λγI)−1r˙0.5(βˆ)
= (I −X(X>X + λγI)−1X>)Xβ∗ + (I −X(X>X + λγI)−1X>)
+λX(X>X + λγI)−1r˙0.5(βˆ). (3.18)
Our goal is to show that all the “finite” moments of the elements of yi − x>i βˆ, including
the 8th moment required in our example, are O(1). From (3.18) we have
E|yi − x>i βˆ|k ≤ 3k−1
(
E(1− x>i (X(X>X + λγI)−1X>)Xβ∗)k
+ E|1− x>i (X>XλγI)−1X>)|k + λkE|x>i (X>X + λγI)−1r˙0.5(βˆ)|k
)
Hence, we bound each of the above three terms separately in the following lemmas:
Lemma 9. Under the assumptions of Example 3 we have







Proof. First note that
(I −X(X>X + λγI)−1X>)Xβ∗ = λγX(X>X + λγI)−1β∗. (3.19)
Hence,
1− x>i (X(X>X + λγI)−1X>)Xβ∗ = λγx>i (X>X + λγI)−1β∗.
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Define Di = (X>/iX/i + λγI)−1. According to the matrix inversion lemma we have










1 + x>i Dixi
. (3.20)
Note that conditioned on X/i the distribution of x>i Diβ∗ is a zero mean Gaussian random
variable with variance vi = ‖Σ1/2Diβ∗‖22 ≤ ρpλ2γ2‖β∗‖22. Hence, (3.20) and the moments of a
Gaussian random variable (see Lemma 2) lead to
E(|x>i (X>X + λγI)−1β∗|k | X/i) ≤ νki (k − 1)!!. (3.21)
Hence, by the law of iterated expectation, we obtain







Lemma 10. Under the assumptions of Example 3, if  ∼ N (0, σ2I), then
E|1− x>i (X>X + λγI)−1X>)|k ≤ σk (k − 1)!!.
Proof. Note that conditioned on X, the distribution of v = (I −X(X>X + λγI)−1X>) is
multivariate Gaussian with mean zero and covariance matrix σ2 (I−X(X>X+λγI)−1X>)2.
We thus have:
(I −X(X>X + λγI)−1X>)2 = I −X(X>X + λγI)−1X> − λγX(X>X + λγI)−2X>.
We define σ2i (X) =
(
1− x>i (X>X + λγI)−1xi − λγx>i (X>X + λγI)−2xi
)
σ2 . Clearly
σ2i (X) ≤ σ2 , hence,
E(|vi|k | X) ≤ σki (X)(k − 1)!! ≤ σk (k − 1)!!, (3.22)
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where the first inequality is due to Lemma 2. Hence, again by the law of iterated expectation,
we have :
E|vi|k ≤ σk (k − 1)!!.

























Proof. Since f/i(βˆ/i) ≤ f/i(0), we have
2λγ‖βˆ/i‖22 ≤ ‖y/i‖22. (3.23)
Furthermore, due to r¨0.5(β) ≤ γ + α(1−γ)2 , r˙0.5(0) = 0, and (3.23), we have
‖r˙0.5(βˆ/i)‖22 ≤
(










The first order optimality condition yields
X>X(βˆ/i − βˆ) + λr˙(βˆ/i)− λr˙(βˆ) = −xi(yi − x>i βˆ/i).
Since the minimum eigenvalue of the Hessian of r(β) is 2γ, therefore the minimum eigenvalue
of X>X + λ diag[r¨(β)] (for all β) is greater than 2λγ, leading to





This together with r¨0.5(β) ≤ γ + α(1−γ)2 yields
‖r˙0.5(βˆ/i)− r˙0.5(βˆ)‖2 ≤
(
γ + α(1− γ)2
)







|yi − x>i βˆ/i|‖xi‖2.
Define Di = (X>/iX/i + λγI)−1. According to the matrix inversion lemma we have








1 + x>i Dixi
.(3.25)
Furthermore, we have
|x>i Dir˙0.5(βˆ)| ≤ |x>i Dir˙0.5(βˆ/i)|+ |x>i Di(r˙0.5(βˆ)− r˙0.5(βˆ/i))|. (3.26)
Note that for two random variables a and b we have
E(a+ b)k ≤ 2k−1E(ak + bk).
Hence,
E(|x>i Dir˙0.5(βˆ)|)k ≤ 2k−1
(
E|x>i Dir˙0.5(βˆ/i)|k + E|x>i Di(r˙0.5(βˆ)− r˙0.5(βˆ/i))|k
)
. (3.27)








1 + α(1− γ)2γ
)
|yi − x>i βˆ/i|
≤ 12λ2γ
(
1 + α(1− γ)2γ
)
‖xi‖22(|yi|+ |x>i βˆ/i|). (3.28)
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Hence,

















E(‖xi‖2)2k(E|yi|2k + E|x>i βˆ/i|2k) (3.29)
Furthermore, we have









2 ≤ 1.5 `2 , where the last
inequality is according to the assumption p > 2(`− 2).
2. Note that yi ∼ N(0,β>Σβ+σ2 ). Furthermore, β>Σβ+σ2 ≤ ρβ
>β
p
+σ2 . Hence, using














≤ c‖y/i‖222nλγ , where the last inequality is due to (3.23). Hence, we have






Since yi i.i.d.∼ N(0,β>Σβ + σ2 ), and β>Σβ + σ2 ≤ ρβ
>β
p

























where for the last inequality we assumed that n > 2`.
Finally, we compute an upper bound on |x>i Dir˙0.5(βˆ/i)|. Since xi is independent of y/i
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and X/i, we conclude that given X/i and y/i, x>i Dir˙0.5(βˆ/i) is a Gaussian random variable



















, and the second inequality is due to (3.24). Hence,
E‖Σ1/2Dir˙0.5(βˆ/i)‖`2 ≤ ζ`/2
n(n+ 2) . . . (n+ `2 − 2)
n`/2
≤ (1.5ζ)`/2.
3.H Proof of Corollary 4
The goal of this section is to use Theorem 5 to prove corollary 4. Hence, we have to confirm
that Assumptions 1′, 2′, and 3′ hold, and that EVar[φ(yo,x>o βˆ/1) | D/1] is bounded. Similar
to what we did at the beginning of Section 3.G, it is straightforward to check the validity of
Assumptions 1′ and 3′. Hence, we only focus on proving Assumption 2′ and finding an upper
bound for EVar[φ(yo,x>o βˆ/1) | D/1].
Regarding Assumption 2′, we first prove that under the assumptions of this corollary,
there exists a fixed number c˜0, such that E( ˙`(yi | x>i βˆ))8 ≤ c˜0 and E( ˙`(y0 | x>0 βˆ/i))8 ≤ c˜0.
Since `(y | z) = f(z)− y log f(z), we have
˙`(yi | x>i βˆ) = f ′(x>i βˆ)− yif ′(x>i βˆ)/f(x>i βˆ),
where f ′(z) = 1/(1 + e−z). We have that, for all z ∈ R, f ′(z) ≤ 1 and 0 ≤ f ′(z)/f(z) ≤ 1,
from which we deduce that:
| ˙`(yi | x>i βˆ)| ≤ 1 + yi. (3.33)
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In particular, we have that:
E| ˙`(yi | x>i βˆ)|8 ≤ E(1 + yi)8
≤ Ee8yi = EE[e8yi | x>i β∗]




















To obtain equality (a) we have used the moment generating function of the Poisson distribution
with yi ∼ Poisson(f(x>i β∗)). To obtain inequality (b) we have used the moment generating
function of a Gaussian distribution and the fact that E(x>i β∗)2 ≤ ρp‖β∗‖22. Given that the
upper bound we derived in (3.33) for the derivative of the loss function does not depend on
the second input argument of the loss, that is x>i βˆ, the proof that Poisson loss satisfies the
other conditions of Assumption 2′ for φ(y, z) = `(y | z) will be exactly similar and hence
is skipped. In particular, we have verified the conditions of Assumption 2′ for any convex
regularizer.
Now we turn our attention to bounding EVar[`(yo | x>o βˆ/1) | D/1]. First note that
Var[`(yo|x>o βˆ/1) | D/1] ≤ E[`2(yo|x>o βˆ/1) | D/1]. (3.34)
Furthermore, from the mean value theorem we have:
`(yo|x>o βˆ/1) = `(yo | x>o β∗) + ˙`(yo|z˜)(x>o βˆ/1 − x>o β∗),
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Hence, we have:
`2(yo | x>o βˆ/1) ≤ 2`2(yo | x>o β∗) + 2(1 + y2o)(x>o βˆ/1 − x>o β∗)2. (3.35)
To complete the proof we have to show that both E`2(yo,x>o β∗) and E(1+y2i )(x>o βˆ/1−x>o β∗)2
are bounded. First note that, using `(y | z) = f(z) − y log f(z) and, for any a, b ∈ R,
(a+ b)2 ≤ 2a2 + 2b2, yields
`2(yo | x>o β∗) ≤ 2f 2(x>o β∗) + 2y2o log2 f(x>o β∗). (3.36)
Hence,
E`2(yo | x>o β∗) ≤ 2Ef 2(x>o β∗) + 2E(f(x>o β∗) + f 2(x>o β∗)) log2 f(x>o β∗). (3.37)
The following facts will help us bound these terms:
f(x>o β∗) ≥ 0
f(x>o β∗) ≤ 1 + |x>o β∗|,
(3.38)
On the other hand, it is straightforward to check that for any γ > 0 we have
γ log2 γ ≤ 1 + γ2,
γ2 log2 γ ≤ 1 + γ3. (3.39)
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By combining these equations we obtain:
E`2(yo | x>o β∗) ≤ 2Ef 2(x>o β∗) + 2E(1 + f 2(x>o β∗)) + 2E(1 + f 3(x>o β∗))
≤ 4 + 4Ef 2(x>o β∗) + 2Ef 3(x>o β∗)
≤ 4 + 4E(1 + |x>o β∗|)2 + 2E(1 + |x>o β∗|)3. (3.40)
Note that x>o β∗ is a Gaussian random variable with mean zero and variance (β∗)>Σβ∗ ≤ ρb.
Hence, E`2(yo,x>o β∗) is bounded by a constant.
For the second term in (3.35) we have
E(1 + y2o)(x>o βˆ/1 − x>o β∗)2 = E
(
1 + f(x>o β∗) + f 2(x>o β∗)
)
(x>o βˆ/1 − x>o β∗)2
≤ E
(
1 + (1 + |x>o β∗|) + (1 + |x>o β∗|2)
)
(x>o βˆ/1 − x>o β∗)2.
(3.41)
Note that in order to show that this term is bounded from above by a constant, we only need
to show that terms of the form:
E|x>o βˆ/1|k1|x>o β∗|k2 ≤ (E|x>o βˆ/1|2k1E|x>o β∗|2k2)1/2
are bounded for k1 ≤ 2 and k1 + k2 ≤ 4. As previously, we note that x>0 β∗ is a Gaussian
random variable with variance β∗>Σβ∗ ≤ ρ
p
‖β∗‖22 ≤ ρb, and hence (E|x>o β∗|2k2)1/2 is bounded.
Hence, the only remaining step is to prove the boundedness of E|x>o βˆ/1|2k1 , where k1 is at
most 2. Note that conditioned on D/1 the random variable x>o βˆ/1 is Gaussian with the
variance that is bounded by ρ
p
βˆ>/1βˆ/1. Hence, using Lemma 2 we have








The definition of βˆ/1 (and comparing it with β∗) yields
∑
j 6=i
`(yj | x>j βˆ/1) + λr(βˆ/1) ≤
∑
j 6=i
`(yj | x>j β∗) + λr(β∗),





`(yj | x>j β∗) + λr(β∗).



















`(yj | x>j β∗))2 + E(λr(β∗))2
≤ 2n(n− 1)
p2
E`2(y1 | x>1 β∗) +
λ2r2(β∗)
p2




Hence, we have to prove that E`2(y1 | x>1 β∗) and λ
2r2(β∗)
p2 are bounded. First note we proved
in (3.40) that:
`2(yo | x>o β∗) ≤ 4 + 4(1 + |x>o β∗|)2 + 2(1 + |x>o β∗|)3. (3.43)
Note that x>0 β∗ is a Gaussian random variable with variance β∗>Σβ∗ ≤ ρp‖β∗‖22 ≤ ρb, and
hence E`2(yo | x>o β∗) is bounded. On the other hand,





It is straightforward to prove that r˙α(z) = eαz−e−αzeαz+e−αz+1 < 1. Hence,
r(β∗) = γ(β∗)>β∗ + (1− γ)
p∑
i=1





+ |β∗i |), (3.45)
where to obtain the last inequality we used the mean value theorem
rα(|z|) = rα(0) + r˙α(z˜)|z|,
where z˜ ∈ (0, |z|), and the facts that r˙α(z˜) ≤ 1 and rα(0) = 2 log 2
α



























3.I Proof of Corollary 5
Similar to the proofs of Corollaries 4, 3, we would like to use Theorem 5 to prove our claim.
Toward this goal, We have to prove that Assumptions 1′, 2′, and 3′ hold. Furthermore, we
have to obtain an upper bound for the constant C˜v, which in turn requires us to bound
EVar[φ(yo,x>o βˆ/1) | D/1]. Again, the proofs of Assumptions 1′ and 3′ are exactly the same
as we presented in the last two sections. Hence, we only focus on Assumption 2′ and
EVar[φ(yo,x>o βˆ/1) | D/1]. We would like to prove that the conditions of Assumption 2′ are
satisfied with c˜0 = c˜1 = 28(κ+ α−8).
It we compute the derivative of the log-likelihood, we will obtain
| ˙`(y | z)| =
∣∣∣∣−y + (y + α−1) αez1 + αez
∣∣∣∣ ≤ y + α−1. (3.47)
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We thus deduce that:
E| ˙`(y1 | x>1 βˆ)|8 ≤ E(y + α−1)8 ≤ 28(κ+ α−8).
As the bound (3.47) is free of z, the same argument above applies to the other requirements
in Assumption 2′. Now we turn our attention to the calculation of EVar[`(yo,x>o βˆ/1) | D/1].
Note that
EVar[`(yo,x>o βˆ/1) | D/1] ≤ E`2(yo,x>o βˆ/1).
Note that by removing the constant from the log-likelihood we obtain
|`(yo | x>o βˆ/1)| = |(yo + α−1) log(1 + αex
>
o βˆ/1)− yo(x>o βˆ/1)|
≤ |yo + α−1|(1 + |logα|+ |x>o βˆ/1|) + yo|x>o βˆ/1|
≤ 2yo|x>o βˆ/1|+ α−1(1 + |logα|+ |x>o βˆ/1|).
The rest of the proof is very similar to the proof that we presented for Corollary 4. Hence,
we skip it.
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Consider a standard prediction problem in which a dataset {(yj,xj)}nj=1 ⊂ R×Rp is employed
to learn a model for inferring information about new datapoints that are yet to be observed.
One of the most popular classes of learning schemes, specially in high-dimensional settings,
studies the following optimization problem:




`(x>j β; yj) + λR(β), (4.1)
where ` : R2 → R is a convex loss function, R : Rp → R is a convex regularizer, C ⊂ Rp is a
closed convex set and λ, is the tuning parameter that specifies the amount of regularization.
By applying an appropriate regularizer in (4.1), we are able to achieve better bias-variance
trade-off and pursue special structures such as sparsity and low rank structure. However, the
performance of such techniques hinges upon the selection of tuning parameters.
The most generally applicable tuning method is cross validation [78]. One common choice
is k-fold cross validation. This method presents potential bias issues in high-dimensional
settings where n is comparable to p, specially when the number of folds is not very large. For
instance, the phase transition phenomena that happen in such regimes [3, 29, 30, 90] indicate
that any data splitting may cause dramatic effects on the solution of (4.1) (see Figure 4.1
for an example). Hence, the risk estimates obtained from k-fold cross validation may not be














Figure 4.1: Risk estimates of LASSO based on 5-fold CV and ALO proposed in this paper,
compared with the true out-of-sample prediction error (OOS). In this example, 5-fold CV
provides biased estimates of OOS, while ALO works just fine. Here we use n = 5000, p = 4000
and iid Gaussian design.
of folds k to be large. The extreme case k = n is often called leave-one-out cross-validation
(or LOOCV). It is appealing as it offers an approximately unbiased estimate of the risk.
However, the computation of LOOCV generally requires training the model n times, which is
unaffordable for large datasets.
The high computational complexity of LOOCV has motivated researchers to propose
computationally less demanding approximations of the quantity. Early examples offered
approximations for the case R(β) = 12‖β‖22 and the loss function being smooth [1, 66, 53, 19,
57, 65]. In [9], the authors considered such approximations for smooth loss functions and
smooth regularizers. In this line of work, the accuracy of the approximations was either not
studied or was only studied in the n large, p fixed regime. In a recent paper, [70] employed
a similar approximation strategy to obtain approximate leave-one-out formulas for smooth
loss functions and smooth regularizers. They show that under some mild conditions, such
approximations are accurate in high-dimensional settings. Unfortunately, the approximations
offered in [70] only cover twice differentiable loss functions and regularizers. On the other
hand, numerous modern regularizers, such as the (generalized) LASSO and the nuclear norm,
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and also many loss functions, such as the hinge loss, are not smooth.
In this paper, we propose three powerful frameworks for calculating an approximate
leave-one-out estimator (ALO) of the LOOCV risk that are capable of offering accurate
parameter tuning even for non-differentiable losses and regularizers. Our first approach
is based on the approximation of the dual of (4.1). Our second approach is based on the
smoothing and quadratic approximation of the primal problem (4.1). The third approach is
based on the proximal formulation of (4.1). While the three approaches consider different
approximations that happen in different domains, we will show that when both ` and r are
twice differentiable, the three frameworks produce the same ALO formulas, which are also
the same as the formulas proposed in [70].
We use our frameworks to obtain concise formulas for several popular examples including
generalized LASSO, support vector machine (SVM) and nuclear norm minimization. As
will be clear from our examples, despite the equivalence of the three frameworks for smooth
loss functions and regularizers, the technical aspects of deriving ALO formulas have major
variations in different examples. In Section 4.6 we discuss the strength of the different
approaches and how they vary depending on the problem. Finally, we present extensive
simulations to confirm the accuracy of our formulas on various important machine learning
models.
4.1.2 Other Related Work
The importance of parameter tuning in learning systems has encouraged many researchers to
study this problem from different perspectives. In addition to cross validation, several other
approaches have been proposed including Stein’s unbiased risk estimate (SURE), Akaike
information criterion (AIC), and Mallow’s Cp. While AIC is designed for smooth parametric
models, SURE has been extended to emerging optimization problems, such as generalized
LASSO and nuclear norm minimization [18, 31, 84, 86, 95].
Unlike cross validation – which approximates the out-of-sample prediction error – SURE,
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AIC, and Cp offer estimates for in-sample prediction error [43]. This makes cross validation
more appealing for many learning systems. Furthermore, unlike ALO, both SURE and Cp
only work on linear models (and not generalized linear models) and their unbiasedness is
only guaranteed under the Gaussian model for the errors. There has been little success in
extending SURE beyond this model [32].
Another class of parameter tuning schemes are based on approximate message passing
framework [6, 60, 64]. As pointed out in [64], this approach is intuitively related to LOOCV.
It offers consistent parameter tuning in high-dimensions [60, 88], but the results strongly
depend on the independence of the elements of X. This limits to application of this approach
to specific problems.
4.1.3 Organization of the Paper
Our paper is organized as follows: Section 4.2 contributes to some preliminaries which will be
uesd later. Section 4.4, 4.3, 4.5 introduce respectively the dual approach, primal approach and
proximal approach to obtain the ALO formula. Then in Section 4.7 we prove the equivalence
of the three approaches under the smoothness conditions, followed by a corollary related to
accuracy. All the above sections discuss ALO without including the intercept term in the
model. Thus in Section 4.8 we address the case when the intercept is contained. We then
apply the ALO approaches introduced in previous sections to several models and obtain
their specific ALO formula in Section 4.9. Experimental results are presented in Section 4.10.
Finally, after a short discussion in Section 4.11, we present all the proofs in Section 4.12.
4.1.4 Notation
Lowercase and uppercase bold letters denote vectors and matrices, respectively. For subsets
A ⊂ {1, 2, . . . , n} and B ⊂ {1, 2, . . . , p} of indices and a matrix X, let XA,· and X·,B denote
the submatrices that include only rows of X in A, and columns of X in B respectively. Let
{ai}i∈S denote the vector whose components are ai for i ∈ S. We may omit S, in which case
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we consider all indices valid in the context. For a function f : R → R, let f˙ , f¨ denote its
1st and 2nd derivatives. For a vector a, we use diag[a] to denote a diagonal matrix A with
Aii = ai. Finally, let ∇R and ∇2R denote the gradient and Hessian of a function R : Rp → R.
4.2 Preliminaries
In this section we describe the problem to be studied in this paper and some preliminary
knowledge needed for subsequent analyses. We start with the unconstrained learning problems.
In Section 4.5.3, we will discuss the generalization to the constrained ones.
4.2.1 Problem Description
In this paper, we study the statistical learning models in form (4.1). For each value of λ, we







where βˆ/i is the solution of the leave-i-out problem




`(x>j β; yj) + λR(β). (4.3)
Calculating (4.2) requires training the model n times, which may be time-consuming in
high-dimensions. As an alternative, we propose an estimator β˜/i to approximate βˆ/i based
on the full-data estimator βˆ to reduce the computational complexity. We consider three







The estimates we obtain will be called approximated leave-one-out (ALO) throughout the
paper.
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4.2.2 Primal and Dual Correspondence





`(x>j β; yj) +R(β). (4.4)
Here and subsequently, unless necessary, we absorb the value of λ into R to simplify the






`∗(−θj; yj) +R∗(X>θ), (4.5)
where `∗ and R∗ denote the Fenchel conjugates1 of ` and R respectively (see the derivation
in Appendix 4.A). It is known that under mild conditions, (4.4) and (4.5) are equivalent (see
[14] for a general reference). In this case, we have the primal-dual correspondence relating
the primal optimal βˆ and the dual optimal θˆ:
βˆ ∈ ∂R∗(X>θˆ), X>θˆ ∈ ∂R(βˆ),
x>j βˆ ∈ ∂`∗(−θˆj; yj), −θˆj ∈ ∂`(x>j βˆ; yj),
(4.6)
where ∂f denotes the set of subgradients of a function f with respect to its first argument.
These relations will help us approximate looλ from primal and dual perspectives.
4.2.3 Proximal Formulation
In this section, we review another characterization of βˆ that will be used for approximating
looλ. Consider the following definition:
Definition 1. The proximal operator proxh : Rp → Rp of a function h : Rp → R is defined
as
proxh(z; τ) := arg min
u
1
2τ ‖z − u‖
2
2 + h(u)
1The Fenchel conjugate f∗ of a function f is defined as f∗(x) := supy{〈x, y〉 − f(y)}.
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When τ = 1, we will write proxh(z) instead of proxh(z; 1) for notational simplicity. For
many modern regularizers R, such as LASSO and nuclear norm, proxR(·) has an explicit
expression. We summarize some of the properties of the proximal operator in the following
lemma:
Lemma 12. The proximal operator satisfies the following properties:
1. The proximal operator proxh is nonexpansive, i.e.,
‖proxh(z; τ)− proxh(w; τ)‖22 ≤ 〈proxh(z; τ)− proxh(w; τ), z −w〉.
2. proxh = (I + ∂h)−1;
3. Let h : R → R be a convex and piecewise smooth function with k number of zeroth-
order singularities2 {v1, . . . , vk} ⊂ R, then proxh(z; τ) takes constant value vj when
z ∈ [vj + τ h˙−(vj), vj + τ h˙+(vj)] with h˙− denoting the left-derivative and h˙+ for the
right. Note that for different value of vj, the convexity guarantees these intervals do not
overlap with each other. Further, proxh(z; τ) is differentiable as long as z does not lie
on the boundaries of these intervals;
4. If h : Rp → R is a twice differentiable convex function, then the Jacobian of proxh
exists. In addition, the Jacobian matrix is symmetric and its eigenvalues are all between
zero and one.
5. A function η : Rp → Rp is a proximal operator of a convex function if and only if η is
nonexpansive and a gradient of a convex function;
The proof of the first two claims can be found in [67]. Short proofs of the third and fourth
parts can be found in Appendix 4.B. The proof of the last part can be found in [59].
2A singular point of a function is called qth order, if at this point the function is q times differentiable,
but its (q + 1)th order derivative does not exist.
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Our interest in the proximal operator stems from the fact that it provides another
formulation for evaluating βˆ. More specifically, under some mild conditions, the solution of









In the next three sections we show how the primal, dual and proximal formulations introduced
in (4.4), (4.5), and (4.7) can be used to approximate LOOCV.
4.3 Approximation in the Primal Domain
We first start by considering approximations based on the primal formulation of the opti-
mization problem. In this section, we distinguish three possible cases, based on whether both
the loss and regularizer are differentiable, only the regularizer is, or only the loss is.
4.3.1 Smooth Loss and Smooth Regularizer
We start by considering the case where both the loss ` and regularizer R are differentiable.
Recall that to obtain looλ we need to solve




`(x>j β; yj) +R(β). (4.8)
Assuming βˆ/i is close to βˆ, we can take one Newton step from βˆ towards βˆ/i to obtain its
approximation β˜/i as:






¨`(x>j βˆ; yj) +∇2R(βˆ)
]−1
xi ˙`(x>i βˆ; yi). (4.9)
By employing the matrix inversion lemma [40] we obtain:
x>i β˜
/i = x>i βˆ +
Hii
1−Hii ¨`(x>i βˆ; yi)





X> diag[{¨`(x>i βˆ; yi)}i]X +∇2R(βˆ)
]−1
X>. (4.11)
This is the formula reported in [70]. By calculating βˆ and H in advance, we can cheaply
approximate the leave-i-out prediction for all i and efficiently evaluate the LOOCV risk. On
the other hand, in order to use the above strategy, twice differentiability of both the loss and
the regularizer is necessary in a neighborhood of βˆ. However, this assumption is violated
for many machine learning models including LASSO, nuclear norm, and SVM. In the next
two sections, we introduce a smoothing technique which lifts the scope of the above primal
approach to nondifferentiable losses and regularizers.
4.3.2 Nonsmooth Loss and Smooth Regularizer
In this section we study the piecewise smooth loss functions and twice differentiable regulariz-
ers. Such problems arise for instance in SVM [24] and robust regression [48]. Below we assume
the loss ` is piecewise twice differentiable with k zeroth-order singularities v1, . . . , vk ∈ R.
The existence of singularities prohibits us from directly applying strategies in (4.9) and (4.10),
where twice differentiability of ` and R is necessary. A natural solution is to first smooth out
the loss function `, then apply the framework in the previous section to the smoothed version
and finally reduce the smoothness to recover the ALO formula for the original nonsmooth






where h > 0 is a parameter controlling the smoothness of `h and φ is a symmetric, infinitely
many times differentiable function with the following properties:
Normalization:
∫
φ(w)dw = 1, φ(w) ≥ 0, φ(0) > 0;
Compact support: supp(φ) = [−C,C] for some C > 0.
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Now plug in this smooth version `h into (4.8) to obtain the following formula from (4.9):
β˜
/i







h(x>j βˆh; yj) +∇2R(βˆh)
]−1
xi ˙`h(x>i βˆh; yi). (4.12)
where βˆh is the minimizer on the full data from loss `h and R. β˜/ih is a good approximation
to the leave-i-out estimator βˆ/ih based on smoothed loss `h.
Setting h→ 0, we have that `h(µ, y) converges to `(µ, y) uniformly in the region of interest
(see Appendix 4.12.2 for the proof), implying that limh→0 β˜/ih serves as a good estimator
of limh→0 βˆ/ih , which is heuristically close to the true leave-i-out βˆ/i. Equation (4.12) can
be simplified in the limit h→ 0. We define the sets of indices V and S for the samples at
singularities and smooth parts respectively:
V :=
{
j : x>j βˆ = vt for some t ∈ {1, . . . , k}
}
,
S := {1, . . . , n} \ V. (4.13)
The following assumptions are necessary to derive the limit as h→ 0.
Assumption 4. We need the following assumptions on `, R and βˆ:
1. ` is locally Lipschitz, that is, for any A > 0, for any x, y ∈ [−A,A], we have |`(x)−
`(y)| ≤ LA|x− y|, where LA is a constant depends only on A.
2. λmin(XVX>V ) > 0.
3. βˆ is the unique minimizer.
4. Whenever x>j βˆ = v ∈ K, the subgradient of ` at x>j βˆ, g`(x>βˆ) satisfies g`(x>βˆ) ∈
(`−(v), `+(v)).
5. R is coercive in the sense that |R(β)| → ∞ as ‖β‖ → ∞.




Theorem 8. Under Assumptions 4, as h→ 0,
x>i β˜
/i






if i ∈ S,
1
[(XV ·Y −1X>V ·)−1]ii
if i ∈ V,
Y = ∇2R(βˆ) +X>S,· diag[{¨`(x>j βˆ)}j∈S]XS,·,
Wii = x>i Y −1xi − x>i Y −1X>V,·(XV,·Y −1X>V,·)−1XV,·Y −1xi.




xj ˙`(x>j βˆ; yj)
.
The conditions and proof of Theorem 8 can be found in the Section 4.12.2. Based on this






d(yi,x>i βˆ + aig`,i),
We will apply this formula to the example of hinge loss used for SVM in Section 4.9.4.
4.3.3 Nonsmooth Separable Regularizer and Smooth Loss
The smoothing technique proposed in the last section can also handle many nonsmooth
regularizers. In this section we focus on separable regularizers R, defined as R(β) =∑p
l=1 r(βl), where r : R → R is piecewise twice differentiable with finite number of zeroth-
order singularities in v1, . . . , vk ∈ R (examples on non-separable regularizers are studied in




l : βˆl 6= vt, for any t ∈ {1, . . . , k}
}
the active set.
For the coordinates of βˆ that lie in A, our objective function, constrained to these
coordinates, is locally twice differentiable. Hence we expect βˆ/iA to be well approximated
by the ALO formula using only βˆA. On the other hand, components not in A are trapped
at singularities. Thus as long as they are not on the boundary of being in or out of the
singularities, we expect these locations of βˆ/i to stay at the same values. Technically, consider






and let Rh(β) =
∑p










¨`(x>j βˆh; yj) +∇2Rh(βˆh)
]−1
xi ˙`(x>i βˆh; yi). (4.14)
We need the following assumptions to obtain the limiting case as h→ 0.
Assumption 5. We will need the following assumptions on the problem.
1. r is locally Lipschiz in the sense that, for any C > 0, and for any x, y ∈ [−C,C], we
have |r(x)− r(y)| ≤ LC |x− y|, where LC is a constant that only depends on C;
2. βˆ is the unique minimizer of (4.65);
3. When βˆl = v ∈ K, the subgradient gr(βˆl) of r at βˆl satisfies gr(βˆl) ∈ (r˙−(v), r˙+(v)).
4. r is coercive in the sense that |r(z)| → ∞ as |z| → ∞.
Setting h→ 0, under Assumption 5, (4.14) reduces to a simplified formula which heuris-
tically serves as a good approximation to the true leave-i-out estimator βˆ/i, stated as the
following theorem:
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Theorem 9. Under Assumption 5, as h→ 0,
x>i β˜
/i
h → x>i βˆ +
Hii ˙`(x>i βˆ; yi)





X>·,A diag[{¨`(x>i βˆ; yi)}i]X·,A +∇2R(βˆA)
]−1
X>·,A. (4.15)
The conditions and proof of Theorem 9 can be found in the Section 4.12.2. Based on












Hii ˙`(x>i βˆ; yi)
1−Hii ¨`(x>i βˆ; yi)
)
, (4.16)
where H is given by (4.15). We will see how this method can be used for non-separable
regularizers, such as nuclear norm, in Section 4.9.
Remark 9. For nonsmooth problems, higher order singularities do not cause issues: the set
of tuning values which cause βˆl (for regularizer) or x>j βˆ (for loss) to fall at those higher
order singularities has measure zero.
Remark 10. For both nonsmooth losses and regularizers, we need to invert some matrices
in the ALO formula. Although the invertibility does not seem guaranteed in the general
formula, as we apply ALO to specific models, the structures of the loss and/or the regularizer
ensures this invertibility. For example, for LASSO, we have the size of the equi-correlation
set |E| ≤ min(n, p) under weak conditions on y and X [85].
4.4 Approximation in the Dual Domain
In this section, we introduce the dual approach to obtain the ALO formula. This approach
is complementary to the primal framework introduced in the previous section, as it does
not require any smoothing, but can only handle differentiable loss functions. For simplicity,
we start the exposition with the case of the `2 loss before generalizing to arbitrary convex
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differentiable losses.
4.4.1 Dual approach for `2 loss
Let us first present the dual approach where the loss function is `(µ, y) = 12(µ− y)2. In this







(θj − yj)2 +R∗(X>θ). (4.17)
Note that the optimal value of θ is by definition the value of the proximal operator of R∗(X>·)
at y:
θˆ = proxR∗(X>·)(y). (4.18)
Let us now consider the leave-i-out problem. Unfortunately, the dimension of the dual
problem is reduced by 1 for the leave-i-out problem, making it difficult to leverage the
information from the full-data solution to help approximate the leave-i-out solution. We
propose to augment the leave-i-out problem with a virtual ith observation which does not
affect the result of the optimization, but restores the dimensionality of the problem.
More precisely, let ya be the same as y, except that its ith coordinate is replaced by
yˆ
/i
i = x>i βˆ/i, the leave-i-out predicted value. We note that the leave-i-out solution βˆ/i is also





`(x>j β; ya,j) +R(β). (4.19)
Let θˆ/i be the corresponding dual solution of (4.19). Then, by (4.18), we know that:
θˆ/i = proxR∗(X>·)(ya).
Additionally, the primal-dual correspondence (4.6) gives that θˆ/i = ya −Xβˆ/i, which is the
residual in the augmented problem, and hence that θˆ/ii = 0. These two features allow us to
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characterize the leave-i-out predicted value yˆ/ii , as satisfying:
e>i proxR∗(X>·)
(
y − (yi − yˆ/ii )ei
)
= 0, (4.20)
where ei denotes the ith standard vector. Solving exactly for the above equation is in general
a procedure that is computationally comparable to fitting the model, which may be expensive.
However, we may attempt to obtain an approximate solution of (4.20) by linearizing the








where J denotes the Jacobian of the proximal operator proxR∗(X>·) at the full data problem y.
We note that the Jacobian matrix J exists almost everywhere, because the non-expansiveness
of the proximal operator guarantees its almost-everywhere differentiability [23]. In particular,
if the distribution of y is absolutely continuous with respect to the Lebesgue measure, J
exists with probability 1. This approach is particularly useful when R is a norm, as its
Fenchel conjugate is then the convex indicator of the unit ball of the dual norm, and the
proximal operator reduces to a projection operator. We summarize our derivation here as a
theorem.
Theorem 10. Assume that `(µ; y) = 12(µ−y)2, and let J denote the Jacobian of the proximal
operator proxR∗(X>·) at y. Then the alo predicted value for the ith observation y˜i = x>i β˜/i is
given by:





We calculate J for several popular regularizers in Section 4.9.
151
4.4.2 Dual approach for general smooth loss
Let us now assume we have a convex smooth loss in (4.4), such as those that appear in
generalized linear models. As we are arguing from a second-order perspective by considering
Newton’s method, we will attempt to expand the loss as a quadratic form around the full
data solution. We will thus consider the approximate problem obtained by expanding `∗








θj − θˆj − ˙`∗(−θˆj; yj)¨`∗(−θˆj; yj)
2 +R∗(X>θ). (4.23)
The constant term has been removed from (4.23) for simplicity. We note that we have
reduced the problem to a problem with a weighted `2 loss which may be further reduced to a
simple `2 problem by a change of variable and a rescaling ofX. Indeed, letK be the diagonal
matrix such that Kjj =
√
¨`∗(−θˆj; yj), and note that we have: ˙`∗(−θˆj ; yj) = x>j βˆ := yˆj by the







uj − θˆj ¨`∗(−θˆj; yj) + yˆj√¨`∗(−θˆj; yj)
2 +R∗(X>K−1u).
We may thus reduce to the `2 loss case in (4.17) with a modified X and y:
Xu = K−1X, yu =
















where J is the Jacobian of proxR∗(X>u ·).
In summary, we can calculate ALOλ in the following way. Given βˆ, calculate the dual




compute yu,j using (4.24). Finally, y˜/ii = Kii(yu,i − KiiθˆiJii ), where J is the Jacobian of







4.5 Approximation with Proximal Formulation
The primal and dual formulas for approximating looλ cover a large number of optimization
problems. However, carrying out the calculations involved in these two methods is still
challenging for certain classes of optimization problems, such as constrained optimization
problems we discussed in the introduction. Hence, in this section, we introduce our third
approach which is based on the proximal formulation. We will later prove that for smooth
losses and regularizers this method is equivalent to the primal formulation and the dual
formulation.
4.5.1 Smooth Loss and Regularizer
In this section, we start with twice differentiable loss functions and regularizers. As discussed








Since βˆ/i is close to βˆ, we can obtain a good approximation of βˆ/i by linearizing proxR
(
βˆ/i−∑
j 6=i ˙`(x>j βˆ/i; yj)xj
)
at βˆ. Since the regularizer is twice differentiable, according to Lemma
12, proxR is a differentiable function. Let J denote the Jacobian of proxR at βˆ −∑n
j=1
˙`(x>j βˆ; yj)xj. The following Newton step for finding root of equation systems enables
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(βˆ/i − βˆ) + Jxi ˙`(x>i βˆ; yi).
Using this heuristic argument we obtain the following approximation β˜/i for βˆ/i:








Jxi ˙`(x>i βˆ; yi). (4.26)
Define




















¨`−1(x>i βˆ; yi)− x>i G−1Jxi
]





1− x>i G−1Jxi ¨`(x>i βˆ; yi)
˙`(x>i βˆ; yi).
Hence, our final approximation of x>i βˆ/i is given by
x>i β˜
/i = x>i βˆ +
Hii
1−Hii ¨`(x>i βˆ; yi)























Hii ˙`(x>i βˆ; yi)
1−Hii ¨`(x>i βˆ; yi)
)
.
Even though we used several heuristic steps to obtain this formula, in Section 4.7, we will
connect this formula with those derived from the primal and dual perspectives and prove the
accuracy of this formula.
4.5.2 Generalization to Nonsmooth Regularizer
In this section, we handle non-differentiable regularizers using the approach developed in
Section 4.5.1. Here we consider separable nonsmooth regularizers where R(β) = ∑pj=1 r(βj),
while similar technique can be used in more general scenarios. Suppose that r has k zeroth-
order singularities {v1, . . . , vk}. To use (4.27) and (4.28), we apply the same smoothing






Lemma 13. proxhr satisfies the following conditions:
1. proxhr (t) is also a proximal operator of a convex function;
2. supt∈R |proxhr (t)− proxr(t)| ≤ h
∫ |u|φ(u)du.
Refer to Section 4.12.3 for the proof of this lemma. Let proxhR(z) denote the vector of(
proxhr (z1), . . . , proxhr (zp)
)






xj ˙`(x>j βˆh; yj)
)
.
Note that since proxhr (t) is also a proximal operator of a convex function, βˆh is a solution of
a convex optimization problem, hence well-defined. We can now approximate the LOOCV
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for this new optimization problem using the methods in Section 4.5.1. Let Jh denote the
Jacobian of proxhR at βˆh −
∑n
j=1 xj




h = x>i βˆh +
Hhii
1−Hhii ¨`(x>i βˆh; yi)









We expect this to be a good estimate of the risk when h is small. Below we summarize
how formula (4.29) and (4.30) is simplified for h→ 0. Notice the separability of R implies
that Jh = diag[ ˙proxhr (βˆh,k −
∑
j xjk ˙`(x>j βˆh; yj))]. Similar to the primal approach we need to
let h→ 0 and obtain the limiting formula. Toward this goal we need to make the following
assumptions.
Assumption 6. 1. The true minimizer βˆ is the unique solution of (4.7).
2. Let E =
{
i : βˆi ∈ {v1, . . . , vk}
}




xjk ˙`(x>j βˆ; yj) ∈ (vm + r˙−(vm), vm + r˙+(vm)).
Additionally, for any k /∈ E, βˆk −∑nj=1 xjk ˙`(x>j βˆ; yj) does not lie on the boundary of
any of the above intervals.
Note that the boundaries of (vm + r˙−(vm), vm + r˙+(vm)) are the set of non-differentiable
points of the proximal operator. Hence, the second assumption implies that for each
k = 1, . . . , p, in a small neighborhood of βˆk −∑nj=1 xjk ˙`(x>j βˆ; yj), proxr is differentiable.





h = x>i βˆ +
Hii













The proof of this theorem can be found in Section 4.12.4. Note that this theorem leads to











Hii ˙`(x>i βˆ; yi)
1−Hii ¨`(x>i βˆ; yi)
)
,
where H is defined in (4.31).
4.5.3 Generalization to Constrained Optimization Problems
The proximal approach developed in the last two sections enables us to study more general





`(x>j β; yj) +R(β), subject to β ∈ C. (4.32)
where C is a closed convex set. Simple examples of C include positive orthant (when the
elements of β are known to be positive), or the cone of positive semi-definite matrices for
covariance matrices. In this section, we consider the case where both the loss and the





`(x>j β; yj) +R(β) + iC(β),
where iC(β) denotes the convex indicator function of C. According to the proximal formulation,






xj ˙`(x>j βˆ; yj)−∇R(βˆ)
)
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where ΠC is the proximal operator of iC(β) or equivalently the projection operator onto the





xj ˙`(x>j βˆ/i; yj)−∇R(βˆ/i)
)
Note that ΠC is not necessarily a smooth function, unless C = Rp or affine. However,
since the projection is a Lipschitz function, it is differentiable almost everywhere [45]. The
following lemma helps us understand the singularity points of the projection operator for a
general class of convex sets.
Lemma 14 ([35]). Let ∂C denote the boundary of the set C. If ∂C is Ck,3then ΠC is at least
(k − 1)-times differentiable for any β ∈ Rp\∂C.
This lemma implies if βˆ −∑nj=1 xj ˙`(x>j βˆ; yj)−∇R(βˆ) /∈ ∂C, then
β˜/i = ΠC
βˆ + Gxi





JX> diag[{¨`(x>j βˆ; yj)}j]X + I − J + J∇2R(βˆ)
)−1
J with J representing the
Jacobian of the projection. In Section 4.9 we study specific problems and show how the
Jacobian can be calculated.
Remark 11. Note that while the Jacobian of the projection maps every vector in Rp to a
vector in the tangent space of ∂C, the action of the Jacobian on a vector is not equivalent to
the projection onto the tangent space of ∂C.
Remark 12. Let C◦ be the interior of C. If C◦ 6= ∅ and βˆ−∑nj=1 xj ˙`(x>j βˆ; yj)−∇R(βˆ) ∈ C◦,
we have J = I.
3∂C is Ck means there is a locally 1-to-1 mapping h from ∂C to Rm for some m such that h is k-times
differentiable.
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4.6 Comparison of the proposed approximations
In the previous sections, we have outlined three distinct methods to obtain an approximation
formula for looλ. As we shall see in section 4.7, these approaches are mathematically equivalent
in a broad sense, and hence differ mainly along the quantities to be computed in order to
obtain the ALO formula. In this section, we summarize and compare the different quantities
to be computed, and discuss the cases in which they may be more applicable to a particular
problem.
Smooth and non-smooth problems Let us start by discussing the considerations de-
pending on the smoothness of the problem under consideration. We distinguish three main
cases depending on the smoothness of the loss and regularizer.
• Smooth loss and regularizer. For a smooth loss and regularizer, the classical approxima-
tion obtained in the primal domain (eq. (4.9)) applies in all cases.
• Smooth loss and non-smooth regularizer. For a smooth loss and non-smooth regularizer
(the most common case), all the proposed frameworks are applicable. The preferred
framework will thus depend on the ease of computing the required quantities for the
regularizer – we discuss this in detail in the next paragraph.
• Non-smooth loss. For a non-smooth loss, the primal framework is the only directly
applicable framework. We note that as the loss is assumed 1-dimensional, this is a
simpler case than that of a non-smooth regularizer, and a full description of problems
with non-smooth loss and smooth regularizers is provided in Theorem 8.
Required quantities for each framework Although the frameworks that we describe
for forming an approximation are general, they are only useful if the described quantities can
be computed in closed form so that they may be evaluated numerically. Each of the primal,
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dual, and proximal methods require a different quantity to be computed, which may presents
different challenges when the regularizer is non-differentiable.
• Primal framework. The primal framework uses a smoothing approach and requires the







where h is a smoothing parameter for a smoothed version Rh of the regularizer h (see
(4.14) for full details). This can be difficult as smoothing a p-dimensional function is
non-trivial: a general approach for separable regularizers is provided in Theorem 9,
whereas for non-separable regularizers the dual framework may be more appropriate.
• Dual framework. The dual framework operates directly from the dual optimization prob-
lem, and unlike the primal framework does not require smoothing. In this framework,
the critical quantity to be computed is of the form:
∂proxR∗(X>·)(y).
Although no smoothing is required, computing the Fenchel conjugate of R, and the
proximal operator of R∗ composed with an arbitrary linear transformation may be
delicate in general. This is most helpful when R is a (semi-) norm, in which case R∗
corresponds to indicator of the unit ball of the dual norm, and the proximal operator is
then a projection onto a linear transformation of that ball.
• Proximal framework. The proximal framework operates on a smoothed version Rh of









This approach is particularly helpful in some specific cases where R is an indicator
function, and thus proxR is a projection operator (e.g. constrained optimization
problems). In other cases, it may be difficult as both the proximal operator and a
smoothing strategy are required – a general formula for separable regularizers is derived
in Theorem 11.
4.7 Equivalence Between Primal, Dual and Proximal Methods
So far we have introduced three frameworks to approximate looλ. Although the primal, dual
and proximal methods may be harder or easier to carry out depending on the specific problem
at hand, one may wonder if they always obtain the same result. In this section, we show
that if the loss function and regularizer are twice differentiable, these frameworks lead to
equivalent formulas. We first show the equivalence of primal and dual in Section 4.7.1, and
then discuss the equivalence of primal and proximal in Section 4.7.2. Finally, Section 4.7.3
uses these equivalence results to show the accuracy of our formulas for the case of smooth
losses and regularizers.
4.7.1 Primal and Dual Equivalence
As both the primal and dual methods are based on a first-order approximation strategy, we
will study them not as approximate solutions to the leave-i-out problem, but will instead
show that they are exact solutions to a surrogate leave-i-out problem. Indeed, recall that the
leave-i-out problem is given by (4.3), which cannot be solved in closed form. However, we
note that the solution does exist in closed form in the case where both ` and R are quadratic
functions.
We may thus consider the approximate leave-i-out problem, where both ` and R in the






˜`(x>j β/i; yj) + R˜(β/i). (4.35)
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When both ` and R are twice differentiable at the full data solution, ˜`and R˜ can be taken
to simply be their respective second order Taylor expansions at βˆ. The way we obtain β˜/i in
(4.9) indicates that the primal formula in (4.10) and (4.11) are the exact leave-i-out solution
of the surrogate primal problem (4.35). On the other hand, we may also wish to consider
the surrogate dual problem, by replacing `∗ and R∗ by their quadratic expansion at full data
dual solution θˆ in the dual problem (4.5). One may possibly worry that the surrogate dual
problem is then different from the dual of the surrogate primal problem (4.35). This does
not happen, and we have the following theorem.
Theorem 12. Let ` and R be twice differentiable convex functions. Let ˜` and R˜ denote the
quadratic surrogates of the loss and regularizer at the full data solution βˆ, and let ˜`∗D and
R˜∗D denote the quadratic surrogates of the conjugate loss and regularizer at the dual full data











D(−θj; yj) + R˜∗D(X>θ). (4.37)
Additionally, we note that the dual method described in Section 4.4 solves the surrogate
dual problem (4.37).
Theorem 13. Let Xu, yu be as in (4.24), and let y˜/iu,i be the transformed ALO obtained in
(4.25). Let y˜a be the same as yu except y˜a,i = y˜/iu,i. Then y˜a satisfies
[proxg˜(y˜a)]i = 0,
where g˜(u) = R˜∗(X>u u) and R˜ denotes the quadratic surrogate of the regularizer.
In particular, y˜/ii = Kiiy˜
/i
u,i is the exact leave-i-out predicted value for the surrogate problem
described in Theorem 12.
We refer the reader to Section 4.12.1 for the proofs. These two theorems imply that
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for twice differentiable losses and regularizers, the frameworks we laid out in Sections 4.4
and 4.3 lead to exactly the same ALO formulas. This equivalence theorem reflects the deep
connections between the primal and dual optimization problem. The central property used
by the proof is captured in the following lemma:
Lemma 15. Let f be a proper closed convex function, such that both f and f ∗ are twice
differentiable. Then, we have for any x in the domain of f :
∇2f ∗(∇f(x)) = [∇2f(x)]−1.
By combining this lemma with the primal dual correspondence (4.6), we obtain a relation
between the curvature of the primal and dual problems at the optimal value, ensuring that
the approximation is consistent with the dual structure.
4.7.2 Primal and Proximal Equivalence
As discussed in the last section the primal approximation






¨`(x>j βˆ; yj) +∇2R(βˆ)
]−1
xi ˙`(x>i βˆ; yi), (4.38)
is the exact leave-one-out estimate for the surrogate problem minβ
∑
j 6=i ˜`(x>j β; yj) + R˜(β).
We start by applying the proximal method discussed in Section 4.5.1 to this surrogate problem.











Hence, we can calculate the Jacobian J˜ of proxR˜ and plug it in (4.26) to obtain the
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following approximation of βˆ/i:
β˜
/i













. Even though this formula looks different from (4.38), we can see
that since I − J˜ =
[
I +∇2R(βˆ)















Hence, the proximal approach when applied to the surrogate problem, returns the same
formula as the primal approach. In our next step, we would like to show that the formulas
we obtain by applying the proximal approach to the original and surrogate problems return
the same formulas. Note that when the proximal approach is applied to these two problem,
the formulas look exactly the same, and they only differ in the Jacobians of the proximal
operator. Note that the proximal operator of R and R˜ are different and hence the Jacobians
can be different. However, a nice property of proximal operators leads to the following lemma:
Lemma 16. Suppose that R is twice differentiable. Let J and J˜ denote the Jacobian of the
proximal operators of R and R˜ in (4.26) and (4.40) respectively. Then,
J = J˜ .
i.e., J at βˆ −∑nj=1 ˙`(x>j βˆ; yj)xj coincides with J˜ .
The proof of this lemma is presented in Section 4.12.1. Combining Lemma 16 with (4.41)
proves the following equivalence theorem:
Theorem 14. Let both ` and r be twice differentiable. Furthermore, let β˜/i and β˜/iP denote
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the approximations obtained from the primal and proximal approach. Then we have
β˜/i = β˜/iP .
4.7.3 Discussion on the Accuracy of the ALO formulas
The results we derived in Sections 4.7.1 and 4.7.2, combined with Theorem 3 of [70], offer
an upper bound on the error of the primal, dual, and proximal ALOλ formulas. Specifically,
under some regularity conditions on the second order derivatives of the loss and the regularizer,
[70] proved the following holds with high probability:
max
i
∣∣∣x>i βˆ/i − x>i β˜/i∣∣∣ ≤ C0(p)√p ,
where β˜/i denotes the primal approximation in Section 4.3.1 and C0(p) is expected to be of
a logarithmic order in p. We want to remind the reader that in [70], n and p are assumed
to be at the same order. That is why n does not appear in the upper bound. Now if we
combine this upper bound with the equivalence theorems in the last sections, we can prove the
following result. When the loss and regularizer are twice differentiable with a few regularity
conditions on their second order derivatives (please check Section 3 of [70]), the formulas we
obtained from the dual and proximal approaches in Sections 4.4.2 and 4.5.1 are also accurate.
4.8 Inclusion of Intercept
In all the previous discussions, we assumed that the regression coefficient corresponding to
the intercept term is penalized similar to the other regression coefficients. However, often
researchers prefer not to regularize the intercept term. For some of the model formulations,
such as the penalized linear models with square loss, one may get rid of the intercept by
centering each variable. However in many other cases, there is no simple way to absorb the
intercept term without altering the meaning of the model. In this section, we discuss the
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ALO formula for models involving intercepts. The goal of this section is to describe how the
formulas should be modified when the intercept term is not regularized.
4.8.1 Smooth Models
Denote the intercept by β0. Also, let β denote the vector of all the regression coefficients
except for β0. For the smooth models, we can naturally treat 1 as a variable with coefficient














¨`(βˆ0 + x>j βˆ; yj)
∑
j
¨`(βˆ0 + x>j βˆ; yj)x>j∑
j






We can then plug (4.42) into (4.10) to obtain the ALO formula for prediction on the leave-i-out
sample.
4.8.2 Models with Nonsmooth Losses
In this section, we study the models we discussed in Section 4.3.2, i.e., the regularizer is
smooth, while the loss function has a finite number of zero-order singularities. For such
models, we need to adapt the results in Theorem 8 to get the ALO formula, when the
intercept term is not penalized.
Theorem 15. Following the notations and results of Theorem 8, we need the following





if i ∈ S,
1
Uii
if i ∈ V,
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where













































¨`(βˆ0 + x>j βˆ; yj)xj,




(1−XV,·Y −1b)− (1−XS,·Y −1b).
The derivation is slightly complicated. Hence, we refer the reader to Section 4.12.5 for
the proof.
4.8.3 Models with Nonsmooth Regularizers
In this section, we consider the cases where the loss function is twice differentiable everywhere,
while the regularizer is not smooth. To simplify the discussion, we present a slightly simplified
variation of (4.42) based on the Woodbury matrix inversion formula. Define a = ∑j ¨`(βˆ0 +
x>j βˆ; yj), b =
∑
j
¨`(βˆ0 +x>j βˆ; yj)xj and A = X> diag[{¨`(βˆ0 +x>j βˆ; yj)}j ]X +∇2R(βˆ). The
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When we have a smooth loss and nonsmooth regularizer (separable or non-separable), if we
adopt some smoothing strategy and let the smoothing parameter go to 0, it is straightforward
to see that XA−1X> still converges to the “hat” matrix presented in the intercept-free
models. AssumeXA−1X> →H0, we note that b = X ¨`with ¨` = [¨`(βˆ0 +x>1 βˆ; y1), . . . , ¨`(βˆ0 +
x>n βˆ; yn)]> and then have
H = H0 +
1
a− ¨`>H0 ¨`
(1−H0 ¨`)(1−H0 ¨`)>. (4.43)
Again we can plug (4.43) into (4.10) to obtain the ALO prediction.
4.8.4 Models with Constraints
In this section, we address the intercept issue for models with constraints. These are the
models we described in details in Section 4.5.3. Here we assume no constraint on β0. Hence,
the constraint set on all the regression coefficients becomes C1 = R× C, where C is the set
of constraints that we apply to all the regression coefficients except for the intercept. It is






where J is the Jacobian of ΠC(β). Now we can simplify the matrix G in (4.33). Treating








 diag[{¨`(βˆ0 + x>j βˆ; yj)}j][1,X] +
1






Similar to the previous arguments, we simplify the above formula using the Woodbury
matrix inversion formula. Again let a = ∑j ¨`(βˆ0 + x>j βˆ; yj), b = ∑j ¨`(βˆ0 + x>j βˆ; yj)xj and
A = X> diag[{¨`(βˆ0 + x>j βˆ; yj)}j]X +∇2R(βˆ). In addition, set G = (JA+ I − J)−1J , we
can rewrite G1 as
G1 =
 a b>





















 1 −b>G−Gb Gbb>G
 . (4.44)
We can plug (4.44) into (4.33) and changeX to [1,X], β to
β0
β
 to get the ALO formula.






















In this section, we apply the three approaches introduced in Section 4.4, 4.3, 4.5 to eight
specific models and obtain their ALO formula. We intend these derivations to serve both as
immediately useful formulas for practitioners, as well as templates intended to guide those
who wish to apply our frameworks to new problems.
4.9.1 LASSO
Let us first start with an example that illustrates our dual method in deriving an approximate
leave-one-out (ALO) formula for the standard LASSO. The LASSO estimator, first proposed
in [81], can be formulated as the penalized regression framework in (4.4) by setting `(µ; y) =
(µ− y)2/2, and R(β) = λ‖β‖1. We recall the general formulation of the dual for penalized






0 if ‖β‖∞ ≤ λ,
+∞ otherwise.
In particular, we note that the solution of the dual problem (4.5) can be obtained from:
θˆ = Π∆X (y), (4.45)
where Π∆X denotes the projection onto ∆X , and ∆X is the polytope given by:
∆X := {θ ∈ Rn : ‖X>θ‖∞ ≤ λ}.
By Theorem 10, we are required to compute the Jacobian of Π∆X at the observation
y. Consider E := {j : |X>j θˆ| = λ}, the equicorrelation set (where Xj denotes the jth
column of X), then we have that the projection at the full data problem y is locally
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given by a projection onto the orthogonal complement of the span of X·,E, thus giving
J = I −X·,E(X>·,EX·,E)−1X>·,E. We can then obtain y˜/i by plugging J in (4.22). The risk of




The generalized LASSO [83] is a generalization of the LASSO problem which captures many
applications, such as the fused LASSO [82], `1 trend filtering [50] and wavelet smoothing in a








(yj − x>j β)2 + λ‖Dβ‖1, (4.46)
where the regularizer is parameterized by a fixed matrix D ∈ Rm×p which captures the
desired structure in the data. We note that the regularizer is a semi-norm, and hence we
can formulate the dual problem as a projection. In fact, a dual formulation of (4.46) can be






2, subject to: ‖u‖∞ ≤ λ and X>θ = D>u. (4.47)
The dual optimal solution satisfies θˆ = Π∆X (y), where ∆X is the polytope given by
∆X = {θ ∈ Rn : ∃u, ‖u‖∞ ≤ λ and X>θ = D>u}.
The projection onto the polytope C = {D>u : ‖u‖∞ ≤ λ} is given in [83] as locally
being the projection onto the affine space orthogonal to the nullspace of D·,−E, where
E = {i : |uˆi| = λ} and −E = {1, . . . , p} \ E. Since ∆X = [X>]−1C is the inverse image of C
under the linear map given by X>, the projection onto ∆X is given locally by the projection
onto the affine space normal to the space spanned by the columns of [X>]+nullD·,−E,
provided X has full column rank. Here, [X>]+ denotes the Moore-Penrose pseudoinverse of
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X>. Finally, to obtain a spanning set of this space, we may consider A = XB, where B is
a set of vectors spanning the nullspace of D·,−E. This allows us to compute H = AA+, the
projection onto the normal space required to compute the ALO.
In summary, the ALO formula can be obtained in the following way. We solve the primal (
eq. (4.46)) and dual (eq. (4.47)) problems to obtain βˆ and uˆ respectively. Then we calculate
E = {i : |uˆi| = λ} and construct the matrix B whose columns span the null space of D·,−E.
Finally, we can compute H = AA+ with A = XB and obtain that ALOλ = 1n
∑n
i=1 d(yi, y˜i),
where y˜i = x>i βˆ + Hii1−Hii (x
>
i βˆ − yi).
4.9.3 Nuclear Norm
Consider the following problem










with B,Xj ∈ Rp1×p2 . 〈X,B〉 = trace(X>B) denotes the inner product. We use ‖ · ‖∗ for
nuclear norm, which is defined as the sum of the singular values of a matrix. This problem is
used in many applications, such as the matrix sensing and matrix completion.
The nuclear norm is a unitarily invariant function of the matrix [54]. Such functions
are only indirectly related to the components of the matrix, making the calculation of ALO
difficult even when they are smooth, and exacerbating the difficulties when they are non-
smooth, such as in the case of the nuclear norm. We are nonetheless able to leverage the
specific structure of such functions to obtain the following theorem. Let R be a smooth





where σj denotes the jth singular value of B. Consider the following matrix penalized
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regression problem:









Without loss of generality, below we assume p1 ≥ p2. Let Bˆ = Uˆ diag[σˆ]Vˆ > be the
singular value decomposition (SVD) of the full data estimator Bˆ, where Uˆ ∈ Rp1×p1 ,
Vˆ ∈ Rp2×p2 . Let uˆk, vˆl be the kth and lth column of Uˆ and Vˆ respectively. diag[σˆ] in this
section is a p1 × p2 matrix with σˆj on the diagonal of its upper square sub-matrix and 0
elsewhere. If we assume all the σˆj’s are nonzero, then we have the following ALO formula:
〈Xi, B˜/i〉 = 〈Xi, Bˆ〉+ Hii
˙`(〈Xi, Bˆ〉; yi)
1−Hii ¨`(〈Xi, Bˆ〉; yi)
,
where
H = X [X> diag[{¨`(〈Xj,B〉; yj)}j]X + λG]−1X>.
Here X is a n× p1p2 matrix and G is a symmetric square p1p2 × p1p2 matrix given by:
X j,kl = uˆ>kXjvˆl,
Gkl,st =

r¨(σˆt) s = t = k = l,
σˆsr˙(σˆs)−σˆtr˙(σˆt)
σˆ2s−σˆ2t s 6= t, s ≤ p2, (k, l) = (s, t),
− σˆsr˙(σˆt)−σˆtr˙(σˆs)
σˆ2s−σˆ2t s 6= t, s ≤ p2, (k, l) = (t, s),
r˙(σˆt)
σˆt
s 6= t, s > p2, (k, l) = (s, t),
0 otherwise.
(4.49)
Note that the rows of X and the indices of G are vectorized in a consistent way. The proof
can be found in Section 4.12.6. A nice property of this result is that the effect on singular
values decouples from the original matrix, enabling us to apply the smoothing strategy in
Section 4.3.3 to function r(σ) when it is nonsmooth. This leads to the following theorem for
nuclear norm. For more details on the derivation, please refer to Section 4.12.6.
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Theorem 16. Consider the nuclear-norm penalized matrix regression problem (4.48), and let
Bˆ = Uˆ diag[σˆ]Vˆ > be the SVD of the full data estimator Bˆ, with Uˆ ∈ Rp1×p1, Vˆ ∈ Rp2×p2.
Let m = rank(Bˆ) be the number of nonzero σˆj’s for Bˆ. Let B˜/ih denote the approximate of
Bˆ/i obtained from the smoothed problem. Then, as h→ 0
〈Xi, B˜/ih 〉 → 〈Xi, Bˆ〉+
Hii
1−Hii (〈Xi, Bˆ〉 − yi),
where
H = X ·,E[X>·,EX ·,E + λG]−1X>·,E,
with X as defined in (4.49) and G ∈ R(mp1+mp2−m2)×(mp1+mp2−m2) given by:
Gkl,st =

0 s = t = k = l ≤ m,
1
σˆs+σˆt 1 ≤ s 6= t ≤ m, (k, l) = (s, t),
1
σˆs
1 ≤ s ≤ m < t ≤ p2, (k, l) = (s, t),
1
σˆt
1 ≤ t ≤ m < s ≤ p1, (k, l) = (s, t),
− 1
σˆs+σˆt 1 ≤ s 6= t ≤ m, (k, l) = (t, s),
−gr[σˆt]
σˆs
1 ≤ s ≤ m < t ≤ p2, (k, l) = (t, s),
−gr[σˆs]
σˆt
1 ≤ t ≤ m < s ≤ p2, (k, l) = (t, s),
0 otherwise.
(4.50)
where for t > m, σˆt = 0 and gr[σˆt] is the corresponding subgradient at this singular value,
which can be obtained through the SVD of 1
λ
∑n
j=1(yj−〈Xj, Bˆ〉)Xj. The set E is then defined
as:
E = {(k, l) : k ≤ m or l ≤ m}.
Note that the indices of G and the index set E are consistent.
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4.9.4 Linear SVM












with yj ∈ {−1, 1} and (·)+ = max{·, 0}. Note that this is a special instance of the problem
we studied in Section 4.3.2. Here, `(u; yj) = (1− yju)+ has only one zeroth-order singularity
at yj. Let V = {j : x>j βˆ = yj} and S = [1, . . . , n]\V . Using Theorem 8 and simplifying the
expressions, we obtain the following ALO formula for SVM:
x>i β˜

















Consider the constrained optimization problem (4.32) in which the constraint set C is a
polyhedron. For a point β /∈ C, let Γ be the matrix whose columns form an orthonormal
basis for the face of C that includes ΠC(β). Let Γ1 denote the orthogonal complement of
Γ. Assume the columns of Γ1 are also orthonormal. Then for any point v ∈ Rp, there is a
unique decomposition v = Γα+ Γ1α1. It is not hard to see that for small t,
ΠC(β + tv) = ΠC(β) + tΓα+ o(t).
175
Noting that α = Γ>v, we obtain the following expression for the Jacobian of ΠC:
J = ΓΓ>
Define V = X> diag[¨`(x>j βˆ; yj)]X +∇2R(βˆ). Now we can simplify the forms of G in (4.33)
as
G =(I − ΓΓ> + ΓΓ>V )−1ΓΓ> =
(







I − Γ>(I − V )Γ
)−1



































Γ>. Notice that the choice of Γ does not
affect G since different orthonormal bases differ from each other by an orthogonal matrix.
4.9.6 Positive Semidefinite Cone Constraints
In this section, we discuss the matrix optimization problem under the constraints of positive
semidefinite cone. Such problems exist in for instance covariance matrix estimation. We
denote the set of symmetric matrices and the set of positive semidefinite matrices in Rp×p by









+R(B), subject to B ∈ Sp+,
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where Xj ∈ Rp×p. For B ∈ Rp×p, consider the eigen-decomposition of 12(B + B>) =
Q diag[{dj}j]Q>, then the projection of B onto Sp+ under Frobenious norm is
ΠSp+(B) = Q diag[{(dj)+}j]Q>.
See for instance [46] for the derivation.
Following the framework described in Section 4.5.3, we need to characterize the Jacobian
of ΠSp+(B). The nonexpansiveness of the projection operator implies that it is differentiable
almost everywhere. Let vec(·) be a vectorization operator that transforms a matrix in Rp×p
into a vector in Rp2 . Let λ1, . . . , λp be the eigenvalues and q1, . . . , qp be the eigenvectos of
matrix ΠSp(B) = 12(B+B
>). Construct a matrix Q ∈ Rp2× 12p(p+1) in the following way: the






for i = 1, . . . , p. The next p(p− 1)/2 columns









for 1 ≤ i < j ≤ p. The Jacobian of the projection is
given by









Here A1 ∈ Sp is a diagonal matrix with A1,ii = 1 if λi > 0 and 0 if λi < 0. A2 ∈ S 12p(p−1)
is also diagonal specified by the following rules: if A2,ii is multiplied by the column vec(qtq>s )
in Q, then A2,ii = (λt)+−(λs)+λt−λs . J2 is the Jacobian of ΠSp(B). It is not hard to see that
A4 ∈ Rp(p−1)×p(p−1) with A4,st,st = A4,st,ts = 12 for 1 ≤ s 6= t ≤ p. This result is proved in
Section 4.D of Appendix. By plugging this Jacobian in (4.33) we obtain the ALO formula.
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4.9.7 `∞ minimization
In this section, we consider the `∞ penalized regression problem, given by:






(yi − x>i β)2 + λ‖β‖∞,
for some λ > 0. This penalty is of interest for recovering integer (or binary) solutions of
linear equations [56]. We will use the dual method to obtain an approximation. The dual
norm of ‖·‖∞ is given by ‖·‖1, thus we have that the dual optimizer θˆ = Π∆X (y), where the
polytope ∆X is given by:
∆X = {θ : ‖X>θ‖1 ≤ λ}.
To determine the face of ∆X containing θˆ, let E = {i : X>i θˆ = 0}. Additionally, for
i /∈ E, let si ∈ {1,−1} be the sign of X>i θˆ. The face containing θˆ is then specified by the






i θ = λ.








Hence, the Jacobian of the projection operator is I −W (W>W )−1W . Let H =







where y˜i = yi + 11−Hii (x
>
i βˆ − yi).
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4.9.8 Group Lasso
The group Lasso [94] is a method that performs model selection and estimation in the presence
of grouped variables. More formally, let I1, . . . , Ik be a partition of {1, . . . , p}, representing










u. Now consider the
following problem:




`(x>j β; yj) +R(β),
where ` is twice differentiable and R is given by (4.52). We can then use the proximal







6= λl, ∀l = 1, . . . , k,
then proxR is differentiable at βˆ −
∑n
j=1
˙`(x>j βˆ; yj)xj. Hence, the ALO estimate is given by
x>i β˜
/i = x>i βˆ +
Hii





JX> diag[{¨`(x>j βˆ; yj)}j]X + I − J
)−1
JX>.
The Jacobian matrix J is a block diagonal matrix of the form
J =

J1 0 · · · 0
0 J2 . . . 0
... ... . . . ...












where u = βˆIl −
∑n
j=1
˙`(x>j βˆ; yj)xj,Il .
This formula can be simplified further. Let E = ⋃Jl 6=0 Il. Then we can simplify the












X>·,E diag[{¨`(x>j βˆ; yj)}j]X·,E + J−1E,E − IE,E
]−1
X>·,E
We note that J−1E,E − IE,E is also a block diagonal matrix with each block being of the form
J−1l −I. Since βˆIl−
∑n
j=1















This finally leads to











The SLOPE (sorted `1 penalized estimation) technique is proposed in [12]. It combines the
intuition from high-dimensional estimation and multiple testing to consider the sorted `1





where λ1 ≥ λ2 ≥ . . . ≥ λp ≥ 0 is a chosen sequence, |β|(i) denotes the ith largest element in
absolute value of β. Note that the sorted `1 penalty is indeed a norm [12].
We will use the dual approach in Section 4.4 to obtain an ALO estimate. Let us consider
the `2 loss function. As the first step, we need to characterize the dual norm ‖ · ‖S∗ of ‖ · ‖S.
180











. In order to obtain the Jacobian of the projection, we should identify the










where {k1, . . . , kp} is a permutation of {1, . . . , p} such that |X>k1θˆ| ≥ . . . ≥ |X>kpθˆ|. Let










λi, for j ∈ E.
This suggests the following construction of the matrixW ∈ Rn×|E| whose columns expand
the normal space of the face containing θˆ. Let Z =
[
Xk1 , . . . ,Xkp
]
, i.e., a matrix composed
of the permuted columns of X. Set W = ZA where each column of A corresponds to




st if t ≤ j0,
0 otherwise.
Finally, we put H = W (W>W )−1W> and obtain the leave-i-out predicted value as
y˜i = yi + yi−yˆi1−Hii .
4.10 Numerical Experiments
We illustrate the performance of ALO through three experiments. The first one (Section
4.10.1) compares the ALO risk estimate with that of LOOCV. The second one (Section
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4.10.2) discusses the computational complexity of ALO, LOOCV and 5-fold CV. Our last
experiment (Section 4.10.3) evaluates the performance of ALO on real-world datasets.
4.10.1 Evaluating the Accuracy of ALO on Simulated Data
In this section, we run ALO and LOOCV for different models under different settings to
compare the accuracy of ALO as an approximation of LOOCV. Since all the models we
considered contain a tuning parameter λ, the accuracy is examined against different values of
λ.
In the first part (Figure 4.2), we run ALO and LOOCV for seven models studied in Section
4.9 under iid Gaussian design and without including the intercept. Their risk estimates are
compared under the settings n > p and n < p respectively. The details of the simulations are
explained in Section 4.10.1. In general, we observe that the estimates given by ALO are close
to LOOCV, although the performance may deteriorate for very small values of λ, as is clear
in the fused-LASSO (n < p) and `∞ norm (n < p) examples. These values of λ correspond
to “dense” solutions, and are not close to the optimal choice. Hence, such inaccuracies do
not harm the parameter tuning algorithm.
For the second part (Figure 4.3), we consider the risk estimates for LASSO from ALO
and LOOCV under settings with model mis-specification, heavy-tail noise and correlated
design. As is clear from Figure 4.3, for all three cases, ALO approximates LOOCV well. Note
that we choose n < p for these three settings, and again for very small value of λ, the ALO
risk estimates skew upward slightly compared to LOOCV risk estimates. The details of the
simulations are given in Section 4.10.1.
The third part (Figure 4.4) justifies the ALO formula on models involving intercepts, as
presented in Section 4.8. We include three examples: LASSO, SVM and Ridge regression with
positive quadrant constraint, which correspond to the nonsmooth regularizer, nonsmooth
loss and constrained problem respectively. Our adaption proposed in Section 4.8 works well
on these three models. The details of the simulation are provided in Section 4.10.1.
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IID Gaussian design without Intercept
In this section, we summarize the details of the simulations whose results are presented in
Figure 4.2.
Support Vector Machine For all SVM simulations the data is generated according to
a Gaussian logistic model: the design matrix X is generated as a matrix of i.i.d. N (0, 1);
the true parameter β is i.i.d. N (0, 9), and each response yi is generated as an independent
Bernoulli with probability pi given by the following logistic model:
log pi1− pi = x
>
i β.
The n > p scenario is generated with n = 300 and p = 80, and the n < p scenario is
generated with n = 300 and p = 600. We consider a sequence of 40 different values of λ
ranging between e4 ∼ e12, with their logarithm equally spaced between [4, 12]. The model
is fitted using the sklearn.svm.linearSVC function in Python package scikit-learn [68],
which is implemented by the LibSVM package [22]. For using the sklearn.svm.linearSVC,
we set tolerance=10−6 and max_iter=10000. We identify an observation as a support vector
if |1− yix>i βˆ| < 10−5.
Fused LASSO We use the fused LASSO [82] as a special case of genralized LASSO. For
the fused LASSO experiment, each component of the design matrix X is generated from i.i.d.
N (0, 0.05). We generated the true parameter β through the following process: given a number
k < p, we generate a sparse vector β0 with a random sample of k of its components i.i.d. from
N (0, 1). Then we construct a new vector β1 as the cumulative sum of β0: β1,i = ∑ij=1 β0,j;
Finally we normalize β1 such that it has standard deviation 1. Note that β1 is a piecewise
constant vector. The response y is generated as y = Xβ + , where  denotes i.i.d. random
gaussian noise from N (0, 0.25). For our simulation, we use k = 20 (so piecewise constant
with 20 pieces). The n > p scenario is generated with n = 200 and p = 100, whereas the
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n < p scenario is generated with n = 200 and p = 400.
The model is fitted through a direct translation of the generalized LASSO model into
the package CVX [38]. We use the default tolerance and maximal iteration. We identify the
location i such that βˆi+1 = βˆi by checking if |βˆi+1 − βˆi| < 10−8. For n > p, we consider a
sequence of 40 tuning parameters from 10−2 ∼ 102; For n < p, we consider a sequence of 30
tuning parameters from 10−1 ∼ 10. Both are equally spaced on the log-scale.
Nuclear Norm Minimization For the nuclear norm simulations the data is generated
according to the Gaussian low-rank model; each observation matrix Xj is generated as an
i.i.d. N (0, 1) matrix. The true parameter matrix B is generated as a low rank matrix, by







where z,w are independent of each other. z ∼ N (0, Ip1), w ∼ N (0, Ip2). Hence, the rank of
B in our experiments is equal to 1. The response y is generated as yj = 〈Xj,B〉+ j , where
j is i.i.d. N (0, 0.25).
The n > p scenario is generated with n = 600, and B ∈ R20×20 (i.e. p = 400). The n < p
scenario is generated with n = 200, and B ∈ R20×20 again. For both settings, we consider a
sequence of 30 tuning parameters from 5× 10−1 ∼ 5× 10, equally spaced on the log-scale.
The model is fitted using an implementation of a proximal gradient algorithm as described
in [52], implemented using the Matlab package TFOCS [8]. The threshold we use to identify
singular values with value 0 is 10−3 × λmax(Bˆ), where λmax is the maximal singular value of
Bˆ.
Group LASSO For the group LASSO experiment, each component of the design matrix
X ∈ Rn×p is generated from i.i.d. N (0, 1
n
). We generated the true parameter β through the
following process: given a number k < p, we randomly select k components and generate
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their values from Uniform[-3, 3]. The rest of them are set to be 0.
The response y is generated as y = Xβ+ , where  denotes i.i.d. random gaussian noise
from N (0, 0.64). For our simulation, we use k = 50. The n > p scenario is generated with
n = 300 and p = 150, whereas the n < p scenario is generated with n = 300 and p = 600.
We use 15 equally spaced groups for both settings.
We implemented a proximal gradient descent algorithm to fit the model. We identify
those groups with their norms small than 10−6. For both n > p and n < p, we consider a
sequence of 20 tuning parameters from 10−2 ∼ 102, equally spaced on log-scale.
`∞ norm For the `∞-norm experiment, we generated the data using y = Xβ + . For
X we have Xij iid∼ 1√nN (0, 1); For β we randomly pick p − k out of p components from
Uniform[-3, 3], then the remaining k components are with equal probability chosen from
{−3, 3}. Finally, the noise j iid∼ 0.8N (0, 1). We use n = 900, k = 225 and p = 450, 1800. We
describe the method we used for solving this optimization problem in Section 4.11.
Ridge regression with positive quadrant constraint To examine the accuracy of the
ALO formula on models with polyhedron constraint, we consider the following optimization
problem:





2 + λ‖β‖22, subject to βj ≥ 0, for 1 ≤ j ≤ n. (4.53)
The data generating process is based on y = Xβ0 + , where X has iid elements from
1√
n
N (0, 1), β has iid components from Uniform[-1, 3].  also has iid elements from N (0, 4).
n is set to 300. Two values of p are also considered: p = 600 and p = 150.
To solve the optimization problem (4.53), we use the projected gradient descent. Then
we follow the discussion of Section 4.9.5; We find E = {k : βˆk > 0}. A natural choice for the
orthonormal basis of the tangent space on the first quadrant at βˆ is specified by {ej : j ∈ E}.
Here ej is the canonnical basis for Euclidean space. Then we can use the result in Section
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4.9.5 to obtain the ALO formula.
Positive semidefinite cone constraint For the positive semidefinite cone constraint, we







(yj − 〈Xj,B〉)2 + λ‖B‖2F , subject to B ∈ Sp+.
The data generation process is based on yj = 〈Xj,B0〉+ j for 1 ≤ j ≤ n where Xj ∈ Rp×p
has iid elements from 1√
n
N (0, 1). B0 = C>C + diag[d] with C ∈ Rp×p having elements from
iid N (0, 1) and d having elements from pN (0, 1). j ∼ N (0, 49). Finally we use n = 300 and
p = 10, 20.
To solve the optimization problem, a projected gradient descent algorithm is implemented
to solve the problem. For the ALO formula we directly use (4.33) with J specified as in
(4.51).
Twisting the Model
In this section, we summarize the details of the simulations that are reported in Figure 4.3.
In our simulations, we use the setting where n = 300, p = 600, and the true model is sparse
with k = 60 non-zeros. These non-zeros are i.i.d. N (0, 1).
In the misspecification example, the elements of X are i.i.d. N (0, 1/k). y is generated
according to the following non-linear model:
yj = f(x>j β + j),




x if x ≥ 0,
−√−x otherwise.
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n = 300, p = 600 n = 200, p = 400 n = 200, p1 = p2 = 20 n = 300, p = 600

















































n = 900, p = 1800 n = 300, p = 600 n = 300, p1 = p2 = 20
Figure 4.2: Risk estimates from ALO versus LOOCV. The x-axis is the tuning parameter
value on log-scale, the y-axis is the risk estimate. The comparison is based on SVM, fused
LASSO, nuclear norm, group LASSO, `∞ norm, ridge regression on positive quadrant and
positive semidefinite cone constrained matrix sensing. Different settings for the number of
observations n and the number of features p are considered. For nuclear norm and positive
semidefinite matrix cone constraints, p1, p2 are dimensions of a matrix.
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In the heavy-tailed noise example, the elements of X are i.i.d. N (0, 1/k). y is generated
according to
y = Xβ + ,
where the “heavy-tailed” noise j is generated according to a Student-t distribution with
three degrees of freedom, and rescaled such that its variance is σ2 = 0.25.
In the correlated design example, y is generated according to
y = Xβ + ,
where  ∼ N (0, 0.25I), and the “correlated design” X is generated with each row xj being
sampled independently according to a multivariate normal distribution xj ∼ N (0,C/k),
where C is the Toeplitz matrix, given by:
C =

ρ ρ2 . . . ρp
ρ2 ρ . . . ρp−1
... . . . . . . ...
ρp ρp−1 . . . ρ

.
ρ is set to 0.8 in our experiments. For all settings, we consider a sequence of 25 tuning
parameters from 3.16× 10−3 ∼ 3.16× 10−2, equally spaced under log-scale.
All models were solved using the glmnet package in Matlab [69]. We identify the zero
locations of βˆ by checking |βj| > 10−8.
IID Guassian Design with Intercept
In this section, we explain the details of the simulations whose results are presented in Figure
4.4. The details of the three models are listed below.
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Figure 4.3: Risk estimates from ALO versus LOOCV. The (x, y)-axes has the same meaning
as Figure 4.2. We consider the risk estimates of LASSO under model mis-specification,
heavy-tailed noise and correlated design scenarios. We use n = 300, p = 600 and k = 30 for
all three where k is the number of nonzeros in the true β.
LASSO We generate the model using y = Xβ + . For X we have Xj,k iid∼ 1√nN (0, 1); For
β, we randomly pick k locations and sample them from Uniform[-3, 3], with the rest set
to 0; j iid∼ 0.8N (0, 1). Finally we use n = 400, p = 200, 800 and k = 100.
SVM The data is generated based on the logistic regression model yj ∼ Bernoulli(pj) with
log pj1−pj = x
>
j β0 + j. Again Xj,k
iid∼ 1√
n
N (0, 1), βj iid∼ Uniform[-3, 3] and j iid∼ 0.5N (0, 1).
We choose n = 300 and p = 150, 600.
Ridge regression on postive quadrant Similar to the LASSO case, we generate the
model using y = Xβ + . Xv is generated in the same way. For β, we have βj iid∼
Uniform[-1, 3]; j iid∼ 0.5N (0, 1). Finally we use n = 300 and p = 150, 600.
4.10.2 Timing comparison between ALO and LOOCV
Our next experiment compares the computational complexity of ALO with that of LOOCV.
In Table 4.1, we provide the timing of LASSO for different values of n and p. The time
required by ALO, which involves a single fit and a matrix inversion (in the construction of H
matrix), is in all experiments no more than twice that of a single fit. As expected, averaged
time for LOOCV is close to n times the time required for a single fit.
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n = 400, p = 800 n = 300, p = 600 n = 300, p = 600
Figure 4.4: Risk estimates from ALO versus LOOCV on models involving intercepts. The
(x, y)-axes are interpreted in the same way as Figure 4.2. The comparison is based on LASSO,
SVM and Ridge regression with positive quadrant constraint, corresponding to nonsmooth
regularizer, nonsmooth loss and contrained problem respectively.
Details of the Simulation
For comparing the timing of ALO with that of LOOCV, we consider the LASSO problem
with correlated design similar to the one we introduced in Section 4.10.1. Specifically, each
row of the design matrix has a Toeplitz covariance matrix with ρ = 0.8. The true coefficient
vector β has min(n,p)2 nonzero components, with each nonzero component of β being selected
independently from ±1 with probability 0.5. The noise  ∼ N (0, 0.5In). For each pair of
(n, p), we choose a sequence of 50 tuning parameters ranging from λ0 to 10−2.5λ0, where
λ0 = ‖X>y‖∞. Note that for this choice of λ all the regression coefficients are equal to zero.
The timing of one single fit on the full dataset, the ALO risk estimates and the LOOCV
risk estimates are reported in Table 4.1. To obtain the timing of a single fit we run the
corresponding function of glmnet along the entire tuning parameter path and record the total
time consumed. This process is then repeated for 10 random seeds to obtain the average
timing. Every time an estimate is obtained we use our formula to obtain ALO. Hence, the
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time reported for ALO in Table 4.1 is again obtained from an average of 10 Monte Carlo
samples. To obtain the computation time of LOOCV, we only use 5 random seeds.
Table 4.1: Timing (in sec) of one single fit, ALO and LOOCV. In the upper and lower tables,
we fix n = 800 and p = 800 respectively.
p 200 400 800 1600
single fit 0.035± 0.001 0.13± 0.003 0.56± 0.02 0.60± 0.01
ALO 0.060± 0.001 0.21± 0.003 0.77± 0.02 0.89± 0.01
LOOCV 27.52± 0.03 107.4± 0.5 437.9± 2.9 479± 2
n 200 400 800 1600
single fit 0.055± 0.002 0.19± 0.006 0.56± 0.02 0.76± 0.02
ALO 0.065± 0.001 0.24± 0.001 0.77± 0.02 1.20± 0.01
LOOCV 11.44± 0.049 74.7± 0.5 437.9± 2.9 1249± 3
4.10.3 Evaluating the Accuracy of ALO on Real-World Data
In this section, we apply our ALO methods to three real-world datasets: Gisette digit
recognition [39], the tumor colon tissues gene expression [2] and the South Africa heart
disease data [73, 44]. All the three datasets have binary response, so we consider classification
algorithms. The information of the three datasets is listed in Table 4.2 below. The column of
number of effective features records the number of features after data preprocessing, including
removing duplicates and missing columns.









gisette 6000 5000 4955 SVM
tumor colon 62 2000 1909 logistic + LASSO
heart disease 462 9 9 logistic + LASSO
For gisette, since n = 6000 is too large for LOOCV, we randomly subsample 1000
observations and apply linear SVM on it. For the tumor colon tissues and South Africa heart
disease dataset, we apply logistic regression with LASSO penalty. The results are shown
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in Figure 4.5. The accuracy of ALO is verified on gisette and the heart disease dataset.
However, the behavior of ALO is more complicated for the tumor colon tissues dataset. First
ALO gives very close estimates to LOOCV for relatively large tuning values, but deviates
from LOOCV risk estimates and bends upward after λ decreases to a certain value. Second,
we note that the optimal tuning is still correctly captured by ALO.






























Figure 4.5: Risk estimates ALO versus LOOCV for the three datasets: gisette, South Africa
coronary heart disease and colon tumor gene expression. The x-axis is the tuning parameter
value λ on log-scale, the y-axis is the risk estimates under 0-1 loss.
There are a few factors which may affect the performance of ALO. First, as implied
by the theoretical guarantee on smooth models, the closeness between ALO and LOOCV
is a high-dimensional phenomenon, which takes place for relatively large n and p. From
our simulation in Section 4.10 and the real-data examples in this section, we can see that
when n
p
is not much smaller than 1 (compared to the n
p
-ratio in the colon tissue dataset),
a few hundreds of observation and features are enough to guarantee the accuracy of ALO
risk estimates. Also note that the deviation of ALO estimates tends to happen when the
tuning λ becomes smaller than a certain value, typically in the case of n < p. For most
nonsmooth regularizers, small tuning values induce dense solutions. In most high dimensional
datasets, these dense solutions are often not favorable. Furthermore, from our experiments,
this deviation mostly happens after correctly capturing the optimal tuning values. We should
again emphasize that the deviations decrease as n and p grow.
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4.11 Discussion
Determining the active set For most of the nonsmooth models we need to identify
certain set of indices (we call it active set in the rest of this section). They either determine
the direction along which the objective function changes smoothly (such as the set V, S in
(4.13) and the set A in (4.15)), or characterize the face on the dual norm ball where the
optimum locates (such as the set E in Section 4.9.7, 4.9.8, 4.9.9).
The identification of the active set can potentially depend on the algorithms used to
optimize the objective function. For example, if we use the coordinate descent or proximal
gradient descent algorithm to solve LASSO, then sparsity is automatically imposed. In this
case, one may just pick the nonzero locations directly. However for some other models (as
we will see in the following example for `∞ norm penalty), the active set depends on the
optimzer in an indirect way and cannot be explicitly identified straightforwardly. A generic
solution is to set a threshold value to extract the active set. However we observe that this
threshold may slowly vary for different values of tuning parameter. Ideally, one would like to
employ algorithms, such as the proximal gradient descent in the case of LASSO, that can
return the active set and do not leave the decision of the threshold to the user.
Below we introduce an idea which avoids this thresholding step by employing a proper
optimization algorithm to solve the dual problem and construct the active set explicitly. We
use the `∞-minimization problem discussed in Section 4.9.7 as an example. Similar idea may
be used for some other problems too. As we discussed in Section 4.9.7, we need to identify
the set of indices E = {j : X>j uˆ = 0}, where uˆ is the dual optimizer
uˆ = arg min
u
‖y − u‖22, subject to ‖X>u‖1 ≤ λ.
According to the primal dual correspondence y −Xβˆ = uˆ. After obtaining the primal
optimizer βˆ, we may check the value of X>j (y −Xβˆ) for each 1 ≤ j ≤ p and select the ones
that are exactly equal to 0. However, due to the non-exactness of the solution we do not
193
expect to observe any exact 0. Nevertheless one may directly solve the dual problem in an
appropriate way so that exact zeros can be obtained. Let z = X>u, the dual problem can
be translated to
uˆ = arg min
u
‖y − u‖22, subject to ‖z‖1 ≤ λ and X>u = z.
Note that the optimum zˆ = X>uˆ = X>(y −Xβˆ). Thus we may identify the set E
directly from zˆ. To make this possible, we need to adopt an optimization algorithm which
exploits the `1 constraints on z so that exact zeros can be obtained. A natural choice is the

















where ρ > 0 is a stepsize parameter manually picked. µt is the Lagrange multiplier.
The projection update on zt+1 automatically imposes sparsity. Once the algorithm
converges with certain precision, the set of indices can be picked easily by identifying the
zero locations in zˆ. We would like to emphasize that this trick occurs at the optimization
stage, and does not change our ALO algorithm itself. Also it requires the availablility of fast
algorithms of projection to certain convex set (`1-norm ball in this example).
ALO risk estimation for small tuning From the simulations in Section 4.10, we observe
that when n < p, as the value of the tuning parameter λ goes below a certain threshold, for
some of the models including fused LASSO and `∞ norm minimization, ALO risk estimates
skews upward against the LOOCV risk estimates.
Recall we need to construct a H matrix in the ALO formula and for all these models,
H = W (W>W )−1W> for some matrix W ∈ Rn×k where k is determined by the face on
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the dual norm ball at which the X>uˆ locates. It is obvious that k ≤ p. Thus when n > p,
W has full column-rank and Hii are bounded away from 1. But in the case of n < p, as one
decreases the value of λ, denser and denser solutions are produced. When k gets close to
n, Hii will be closer and closer to 1, which in turn leads to large values of ALO estimates.
However, we should emphasize on two points: (i) in all these cases, the optimal tunings are
above the bad regions and are accurately captured by ALO. (ii) As the problem size increases
this issue alleviates. Nevertheless, an interesting direction for future research is to find new
modifications for ALO that are capable of approximating LOOCV more accurately even
when λ is small and n < p are not very large.
Summary The low bias of the leave-one-out cross validation (LOOCV) makes it one of the
most appealing risk estimation techniques in high-dimensional settings, where the number of
predictors is comparable with the number of observations. However, the high computational
complexity of this method poses a major obstacle in most real-world applications. In this
paper, we proposed three different methods for approximating LOOCV. These approaches are
based on primal, dual and the proximal formulation of learning problems. Different approaches
show their adavantages in different problems. Our approximations inherit desirable properties
of LOOCV, while dramatically reduce its computational complexity.
We proved the equivalence of these methods when the loss function and the regularizer are
twice differentiable. This equivalence enabled us to prove the accuracy of our approximation
for large high-dimensional datasets. We also showed how our approximation schemes can be
used for non-differentiable losses and regularizers. We use our approaches to obtain a risk
estimate for several popular non-differentiable learning problems. Our empirical results prove
the excellent performance of our approximation techniques.
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4.12 Proofs of our main results
4.12.1 Proofs of Theorems 12, 13 and Lemma 16
In this section, we prove the equivalence between the primal and dual methods in the
case where the loss and regularizer are twice differentiable. Let `, `∗, R and R∗ be twice
differentiable. The following lemma plays a key role in our analysis:
Lemma 17. Let f be a proper closed convex function, such that both f and f ∗ are twice
differentiable. Then, we have for any x in the domain of f and any u in the domain of f ∗:
∇2f ∗(∇f(x)) =[∇2f(x)]−1,
∇2f(∇f ∗(u)) =[∇2f ∗(u)]−1.
Proof. This lemma is a known result in convex optimization. However, since the proof is
short and for the sake of completeness we include the proof here. For f a proper closed
convex function, we have by Theorem 23.5 of [71] that for all x,x∗:
x∗ ∈ ∂f(x)⇒ x ∈ ∂f ∗(x∗).
In particular, if f and f ∗ are differentiable, we obtain:
x = ∇f ∗(∇f(x)).
Taking derivative in x once more, we obtain that:
I = [∇2f ∗(∇f(x))][∇2f(x)],
196
which immediately gives:
∇2f ∗(∇f(x)) = [∇2f(x)]−1.
The proof of the second part is immediate by applying the existing result to f ∗.
Proof of Theorem 12. As discussed in Section 4.7.1, we construct quadratic surrogates by




¨`(x>j βˆ; yj)(zj − x>j βˆ)2 + ˙`(x>j βˆ; yj)(zj − x>j βˆ) + c,
R˜(β) =12(β − βˆ)
>[∇2R(βˆ)](β − βˆ) + [∇R(βˆ)]>(β − βˆ) + d,
where c, d ∈ R are constants that do not affect the location of the optimizer. We now compute






(wj − ˙`(x>j βˆ; yj))2 + (x>j βˆ)(wj − ˙`(x>j βˆ; yj)) + c′, (4.54)
R˜∗(µ) =12(µ−∇R(βˆ))
>[∇2R(βˆ)]−1(µ−∇R(βˆ)) + βˆ>(µ−∇R(βˆ)) + d′, (4.55)
where again c′, d′ ∈ R are constants. Now, we wish to relate (4.54) and (4.55) to ˜`∗D and R˜∗D.
By substituting the primal-dual correspondence described in (4.6), for components of (4.54)





¨`( ˙`∗(−θˆj; yj); yj)
(wj + θˆj)2 + ˙`∗(−θˆj; yj)(wj + θˆj) + c′, (4.56)
R˜∗(µ) = 12(µ−X
>θˆ)>[∇2R(∇R∗(X>θˆ))]−1(µ−X>θˆ)
+ [∇R∗(X>θˆ)]>(µ−X>θˆ) + d′. (4.57)
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To conclude, we note that according to Lemma 17 we have
¨`( ˙`∗(−θˆj; yj); yj) = (¨`∗(−θˆj; yj))−1,
∇2R(∇R∗(X>θˆ)) = [∇2R∗(X>θˆ)]−1.
(4.58)
















+ [∇R∗(X>θˆ)]>(X>θ −X>θˆ) + c′. (4.59)
Note that the formula given in (4.59) exactly corresponds to the second-order Taylor
expansion of (4.23).
Now, we would like to prove Theorem 13.
Proof of Theorem 13. We noted in Section 4.4.2 that our dual method as described explicitly
approximates the loss by its quadratic expansion at the optimal value. We may thus assume
without loss of generality that the loss is given by `(µ; y) = (µ− y)2/2. In this case, as stated
in Section 4.4.2, we have that
θˆ = proxg(y),
where we have defined g(u) = R∗(X>u). In addition, we note that the augmented observation
vector ya must have its ith observation lie on the leave-i-out regression line by definition, and
in particular we have that:
[proxg(ya)]i = 0.
This motivated us to solve for y˜/ii by linearly expanding proxg and considering the
intersection of its ith coordinate with 0. Specifically, the desired y˜/ii is obtained from the
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solution of the following linear equation in z:
[proxg(y) + Jproxg(y)ei(z − yi)]i = 0. (4.60)
where Jproxg(y) denotes the Jacobian matrix of proxg at y. We show that if R∗ is replaced
with its quadratic surrogate R˜∗ as defined in Theorem 12, then:
[proxg˜(y˜a)]i = 0,
where g˜(u) = R˜∗(X>u), and y˜a denotes the vector y, except with its ith coordinate replaced
by the ALO value y˜/ii . Let us note that as g˜ is quadratic, its proximal map proxg˜ is linear,
and the equation may thus be solved directly by a single Newton’s step. As a linear map is
characterized by its intercept and slope, compared with (4.60), it remains to show that:
proxg(y) = proxg˜(y), (4.61)
Jproxg(y) = Jproxg˜(y). (4.62)
We note that (4.61) is immediate from the definition of g˜, as both the left and right hand
sides are equal to the dual optimal θˆ. In order to show (4.62), since g˜ is quadratic, we may
compute its proximal map exactly. From the previous section, we have that:
g˜(θ) = 12(θ − θˆ)
>X[∇2R(∇R∗(X>θˆ))]−1X>(θ − θˆ) + [∇R∗(X>θˆ)]>X>(θ − θˆ),
We minimize 12‖y − θ‖22 + g˜(θ) in θ and get
proxg˜(y) = (I +X[∇2R(∇R∗(X>θˆ))]−1X>)−1(y −X∇R∗(X>θˆ)),
Note that the primal dual correspondence implies βˆ = ∇R∗(X>θˆ). In particular we
may compute the Jacobian of proxg˜ at y as (I +X[∇2R(βˆ)]−1X>)−1. On the other hand,
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according to part (ii) of Lemma 12 we know that the proximal operator proxg is exactly the
resolvent of the subgradient ∂g, i.e.,
proxg = (I + ∂g)−1,
and in particular we have
proxg(y) +∇g(proxg(y)) = y.
Taking derivative again with respect to y and applying the chain rule, we obtain
Jproxg(y)(I +∇2g(proxg(y))) = I,
and hence
Jproxg(y) = (I +∇2g(proxg(y))−1.
Now, note that we have proxg(y) = θˆ, and that:
∇2g(θˆ) = X[∇2R∗(X>θˆ)]X>.
We are thus done by Lemma 17.






Now let us look at J . Using the definition proxR(u) = arg minz∈Rp 12‖u − z‖22 + R(z),
we have the following holds
proxR(u)− u+∇R(proxR(u)) = 0.
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Note that the Jacobian should be calculated at u = βˆ−∑nj=1 ˙`(x>j βˆ; yj)xj , which implies
that proxR(u) = βˆ. Plugging this in (4.63) we obtain that J = J˜ .
4.12.2 Proof of Primal Approximation Approach
In this section, we prove the results of our primal approach on nonsmooth models presented in
Section 4.3. Since we use a kernel smoothing strategy, we start with some useful preliminary
results on kernel smoothing. We then discuss nonsmooth regularizer and nonsmooth loss
respectively.
Properties of Kernel Smoothing





f(u)φ((z − u)/h)du, (4.64)
where φ satisfies the conditions clarified in Section 4.3.2. Let K := {v1, . . . , vk} denote the
set of zeroth-order singularities of the function f . Denote by f˙−(v) and f˙+(v) the left and
right derivative of f at v. Our next lemma summarizes some of the basic properties of f that
may be used in the proofs of Theorem 8 and 9 of the main text.
Lemma 18. The smooth function fh satisfies the following properties:
1. fh(z) ≥ f(z) for all z ∈ R;
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2 , limh→0 f¨h(z) = +∞.
4. If f is locally Lipschiz in the sense that, for any A > 0, and for any x, y ∈ [−A,A], we
have |f(x)− f(y)| ≤ LA|x− y|, where LA is a constant that only depends on A; then
fh(z) converges to f(z) uniformly on any compact set.
Proof. For part 1, by the normalization property of φ, we can treat φ as a probability density.




). From the convexity of f and Jensen’s inequality
we have
fh(z) = Ef(U) ≥ f(EU) = f(z).










A similar computation gives the stated equation for f¨h(z).

























= f˙+(z) + f˙−(z)2 .


















f¨(z − hw)φ(w)dw +
∫ 0
−C
f¨(z − hw)φ(w)dw →∞.
The last claim holds because f˙+(z) > f˙−(z).
For part 4, for any compact set C which can be covered by a large enough set [−A,A] for
some A > 0, we have
sup
z∈C




|f(z − hw)− f(z)|φ(w)dw ≤ 2hCLA+C → 0, as h→ 0
Having established the basic properties of our smoothing strategy, we apply them to
non-smooth regularizers and non-smooth losses in the next two sections.
Proof of Theorem 9
Consider the penalized regression problem:








with ` and r being twice differentiable and nonsmooth functions respectively. Let rh be the
smoothed version of r constructed as in (4.64). Define








As before, let K denote the set of all zeroth-order singularities of r.
Let us look at Assumption 5. Note that 1 and 4 hold for all the popular regularizers.
The second one also holds in almost all applications. Finally, note that at βˆl = v ∈ K, we
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always have gr(βˆl) ∈ [r˙−(v), r˙+(v)]. Hence, assumption 3 implies that gr(βˆl) 6= r˙−(v) and
gr(βˆl) 6= r˙+(v). Note the event gr(βˆl) = r˙−(v) or gr(βˆl) = r˙+(v) only holds when βˆl ∈ K, but
very small perturbation of data pushes βˆ` out of K. Such events happen in rare (detectable)
occasions, and do not pose any serious limitation to our ALO formulas.
Lemma 19. Suppose that Assumption 5 holds. There exists M > 0 that only depends on r, `
and λ, such that we have for any h ≤ 1:
‖βˆ‖∞, ‖βˆh‖∞ < M.






















`(yi; 0) + λp sup
|w|≤C
r(w).
Note that Inequality (a) is due to Lemma 18(i). The convexity and coerciveness of r imply








`(yi; 0) + λpr(0) ≤
∑
i
`(yi; 0) + λp sup
|w|≤C
r(w),
and hence ‖βˆ‖∞ ≤M .
Lemma 20. Suppose that Assumption 5 holds. Then the smoothed version converges to the
original problem in the sense that
‖βˆh − βˆ‖2 → 0 as h→ 0.
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Proof. By the local Lipschitz condition of r, we have for any z ≤M and h ≤ 1:
0 ≤ rh(z)− r(z) =
∫ C
−C
[r(z − hw)− r(z)]φ(w)dw ≤ 2CLM+Ch. (4.66)
Let Ph(β) :=
∑
j `(x>j β; yj) + λ
∑




|P (β)− Ph(β)| ≤ 2hpCLM+C . (4.67)
By Lemma 19 βˆh is in a compact set. Hence, any of its subsequences contains a convergent sub-
subsequence. Let us abuse the notation and denote by βˆh one such convergent sub-subsquence,
that is, assume that βˆh → βˆ0. We have













Inequality (a) is due to (4.67). Inequality (b) also holds since βˆh is the minimizer of Ph(·).
Finally, Inequality (c) is also due to (4.67). The uniqueness of the minimizer implies βˆ0 = βˆ.
As the above holds along any convergent sub-subsequence, we have that:
‖βˆh − βˆ‖2 → 0 as h→ 0.
Lemma 21 (Convergence of the subgradients). Suppose that Assumption 5 holds. Recall
that we use R(β) = ∑pl=1 r(βl). We have
‖∇Rh(βˆh)− gR(βˆ)‖2 → 0, as h→ 0,
where gR(βˆ) is the subgradient of R at βˆ.
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r¨(βˆi) if βˆi /∈ K,
+∞ if βˆi ∈ K.
Proof. Let us first consider the case βˆi /∈ K. As R \K is open, there exists δ > 0 such that
[βˆi − δ, βˆi + δ] ⊂ R\K. Since βˆh,i → βˆi as h→ 0, we have for h small enough that:
[βˆh,i − hC, βˆh,i + hC] ⊂ [βˆi − δ, βˆi + δ] ⊂ R\K.









Now, let us consider the case where βˆi ∈ K. By Lemma 21, we have that r˙h(βˆh,i)→ gr(βˆi),
from which we deduce:
|βˆh,i − βˆi| < hC.




r˙(βˆh,i − hw)φ(w)dw ≤ r˙−(βˆi) < gr(βˆi),
which is in contradiction with r˙h(βˆh,i) → gr(βˆi). The same happens if βˆi ≤ βˆh,i − hC. To
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A1n,A4n are invertible for all n. Additionally, suppose that Ain → Ai, i = 1, 2, 3, and





Proof. By the block matrix inversion lemma, we have
A−1n =






Proof of Theorem 9. We remind the reader that we have
β˜
/i






¨`(x>j βˆh; yj) +∇2Rh(βˆh)
]−1
xi ˙`(x>i βˆh; yi).
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We have proved in Lemma 20 that βˆh → βˆ. Hence, the only remaining step is to simplify
the limit of the matrix
[∑
j 6=i xjx>j ¨`(x>j βˆh; yj) +∇2Rh(βˆh)
]−1
. We remind the reader that
∇2Rh(βˆh) is a diagonal matrix, and according to Lemma 22 if βˆh,i /∈ A, then r¨h(βˆh,i) →
∞. Hence, we can use Lemma 23 and simplify
[∑
j 6=i xjx>j ¨`(x>j βˆh; yj) +∇2Rh(βˆh)
]−1
to
[∑j 6=i xj,Ax>j,A ¨`(x>j,AβˆA; yj) +∇2R(βˆA)]−1.
Proof of Theorem 8









`h(x>j β; yj) +R(β).
We use notations βˆ = arg minβ P (β) and βˆh = arg minβ Ph(β) to denote the optimizers.
Let K = {v1, . . . , vk} denote the zeroth-order singularities of `, and let V = {i : x>i βˆ ∈ K}
be the set of indices of observations at such singularities.
In Asumption 4, 1 and 5 hold for all the problems of interest. Assumption 3 also holds for
almost all practical problems. The discussion of assumption 4 is similar to discussion of part
(3) of Assumption 5. Hence, we skip it. Note that the second assumption is also required for
the stability of our solution. If it does not hold, removing one data point can dramatically
change the solution and make our approximations inaccurate.
Lemma 24. Suppose that Assumption 4 holds. There exists M > 0 that only depends on r, `
and λ, such that for all h ≤ 1, we have:
‖βˆ‖∞ ≤M and ‖βˆh‖∞ ≤M.
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`(w; yi) + pR(0).
The convexity and coerciveness of R implies that there exists a M , such that for all h ≤ 1,
‖βˆh‖2 ≤M . Similarly, for βˆ we have
R(βˆ) ≤∑
j





`(w; yi) + pR(0),
and hence ‖βˆ‖2 ≤M .
Lemma 25. Suppose that Assumption 4 holds. We have that as h→ 0:
‖βˆh − βˆ‖2 → 0.
Proof. Let Mx = maxi ‖xi‖2. By the local Lipschitz condition of `, we have that for any
‖β‖2 ≤M and h ≤ 1




[`(yi;x>i β − hw)− `(yi;x>i β)]φ(w)dw
≤ 2CLMxM+Ch.
Note that the first inequality is a result of Lemma 18(i). This implies that
sup
‖β‖2≤M
|P (β)− Ph(β)| ≤ 2nhCLMxM+C . (4.68)
From Lemma 24, we know βˆh is in a compact set, thus any of its subsequence contains a
convergent sub-subsequence. Again abuse the notation and let βˆh denote this convergent
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sub-subsequence. Suppose that βˆh → βˆ0. We have













Note that Equality (a) is due to (4.68). Inequality (b) is due to Lemma 18(i), and finally
Equality (c) is due to(4.68). The uniqueness implies that βˆ0 = βˆ. Since this holds along any
sub-subsequence, we deduce that ‖βˆh − βˆ‖2 → 0.
Lemma 26 (Convergence of gradients). Suppose that Assumption 4 holds. Then, we have
that for any j, as h→ 0
‖ ˙`h(x>j βˆh)− g`(x>j βˆ)‖2 → 0.
Proof. for j /∈ V , the result is immediate. For j ∈ V , we have that as h→ 0:
∥∥∥∥∑
j∈V







This combined with Assumption 4(ii) proves the result.
Lemma 27 (Convergence of Hessian). Suppose that Assumption 4 holds. Then, we have that




¨`(x>j βˆ; yj) if j /∈ V,
+∞ if j ∈ V.
Proof. The result follows through a similar argument as in the proof of Lemma 22 for j /∈ V .
For j ∈ V , we have by Lemma 26 that as h→ 0:
˙`
h(x>j βˆh; yj)→ g`(x>j βˆ; yj).
Following a similar reasoning as in the proof of Lemma 22, we have that:
|x>j βˆh − x>j βˆ| < hC.
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Finally, we note that as h→ 0:
¨`




(x>j βˆh − x>j βˆ
h
)
( ˙`+(x>j βˆ)− ˙`−(x>j βˆ))→ +∞.
Proof of Theorem 8. Recall V = {i : x>i βˆ ∈ K} and S = [1 : n]\V . Let Hh be the matrix in
ALO for smooth loss and smooth regularizer when using `h. Let Lh = diag[{¨`h(x>j βˆ; yj)}j],
LS = diag[{¨`(x>j βˆ; yj)}j∈S]. Lh,S and Lh,V are similarly defined. Recall
Hh = X(λ∇2R +X>LhX)−1X>.
We then have
(λ∇2R +X>LhX)−1
=(λ∇2R +X>S,·Lh,SXS,·︸ ︷︷ ︸
Yh
+X>V,·Lh,VXV,·)−1
=Y −1h − Y −1h X>V,·(L−1h,V +XV,·Y −1h X>V,·)−1XV,·Y −1h .
As a result, we have
(λ∇2R +X>LhX)−1X>V,·
=Y −1h X>V,· − Y −1h X>V,·(L−1h,V +XV,·Y −1h X>V,·)−1XV,·Y −1h X>V,·
=Y −1h X>V,·(Ip − (L−1h,V +XV,·Y −1h X>V,·)−1XV,·Y −1h X>V,·)
=Y −1h X>V,·(L−1h,V +XV,·Y −1h X>V,·)−1L−1h,V .
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Similarly we can get
XV,·(λ∇2R +X>LhX)−1 =L−1h,V (L−1h,V +XV,·Y −1h X>V,·)−1XV,·Y −1h
XV,·(λ∇2R +X>LhX)−1X>V,· =L−1h,V −L−1h,V (L−1h,V +XV,·Y −1h X>V,·)−1L−1h,V .
By Lemma 27, Yh → Y := λ∇2R +X>S,·LSXS,·, L−1h,V → 0, we have
Hh,S,SLh,S →XS,·(Y −1 − Y −1X>V,·(XV,·,Y −1X>V,·)−1XV,·Y −1)X>S,·LS,
Hh,S,VLh,V →XS,·Y −1X>V,·(XV,·Y −1X>V,·)−1,
Hh,V,SLh,S →0
Hh,V,VLh,V →IV .
This is not enough, however, noticing that in the final formula of the smooth case, we
need Hh,ii1−Lh,iiHh,ii but for i ∈ V , 1− Lh,iiHh,ii → 0 and Hh,ii → 0. So further we have
Lh,V (IV −Hh,V VLh,V )
=Lh,V (IV − (L−1h,V −L−1h,V (L−1h,V +XV,·Y −1h X>V,·)−1L−1h,V )Lh,V )
=(L−1h,V +XV,·Y −1h X>V,·)−1
→(XV,·Y −1X>V,·)−1.




x>i (Y −1−Y −1X>V,·(XV,·Y −1X>V,·)−1XV,·Y −1)xi
1−xi(Y −1−Y −1X>V,·(XV,·Y −1X>V,·)−1XV,·Y −1)xi ¨`i
, i ∈ S,
1
[(XV,·Y −1X>V,·)−1]ii
, i ∈ V.
For ˙`h(x>i βˆh; yi), as h→ 0, Lemma 26 implies the limit value the smooth gradients would
converge to. Notice that for j ∈ V , we solve for the subgradient by applying least square
formula to the 1st order optimality equation. The final results easily follow.
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4.12.3 Proof of Lemma 13
We prove this lemma under a more general setting, since smoothing idea can also be applied
to non-separable regularizers. Let proxR : Rp → Rp denote the proximal operator of a convex
function R : Rp → Rp. Let φ : R→ R+ ∪ {0} denote an infinitely many times differentiable
and symmetric function whose support is [−1, 1]. Furthermore, assume that φ is normalized
such that
∫
φ(t)dt = 1. Construct
φ(u) = φ(u1)× φ(u2)× . . .× φ(up).





Note that for notational simplicity we use α := 1
h
in our calculations. It is straightforward to
see that proxαR(u) is infinitely many times differentiable. In the next two lemmas, we prove
the properties mentioned in Lemma 13 in a more general setting.
Lemma 28. proxαR(u) is a proximal operator of a convex function.
Proof. According to Lemma 12 part 5, if proxαR(u) is non-expansive and is a gradient of a
convex function, then it is a proximal operator of a convex function too. We will hence prove


















αφ(αt)dt = ‖u− v‖2.
To confirm the fact that proxαh is the gradient of a convex function, we should prove that










For c1 > c2, we have









∥∥∥prox(u+ c1v − t)− prox(u+ c2v − t)∥∥∥22αφ(αt)dt ≥ 0.
The first inequality follows from the nonexpansiveness of the proximal operator. This
justifies the monotonicity of proxαR along any direction v.




















We remind the reader that we have used α := 1/h in this proof.
4.12.4 Proof of Theorem 11
Suppose that βˆh and βˆ are all in a compact set for small enough h. Then we do the rest of
the proof in two steps.
Step 1: We first prove ‖βˆh − βˆ‖2 → 0. Since βˆh are in a compact set for small enough h,
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for any subsequence of βˆh there is a convergent subsubsequence. We abuse notation and still
use βˆh for this convergent subsubsequence and assume it converges to βˆ0. Then,
∥∥∥∥βˆ0 − proxR(βˆ0 − n∑
j=1
xj ˙`(x>j βˆ0; yj))
∥∥∥∥
2
≤‖βˆh − βˆ0‖2 +
∥∥∥∥proxhR(βˆh − n∑
j=1
xj ˙`(x>j βˆh; yj))− proxhR(βˆ0 −
n∑
j=1






xj ˙`(x>j βˆ0; yj))− proxR(βˆ0 −
n∑
j=1




≤2‖βˆh − βˆ0‖2 +
n∑
j=1
‖xj‖2| ˙`(x>j βˆh; yj)− ˙`(x>j βˆ0; yj)|+ ph
∫
|u|φ(u)du
→0, as h→ 0
To obtain Inequality (a) we have used non-expansiveness of proxhR(·) and Lemma 29. The
last limit is due to the continuity of ˙`. As a result, βˆ0 also satisfies the first order condition
βˆ0 = proxR(βˆ0 −
n∑
j=1
xj ˙`(x>j βˆ0; yj)).
The uniqueness of βˆ implies that βˆ0 = βˆ, which indicates βˆh → βˆ.
Step 2: We prove Jh,k → Jk for k = 1, . . . , p. By the 2nd part of Assumption 6, noticing
βˆh → βˆ, we have for small enough h, βˆh,k −∑j xjk ˙`(x>j βˆh; yj) falls in either the interior of
one of the intervals with form (vm + r˙−(vm), vm + r˙+(vm)) or the interior of their complement.
Also, according to part (iv) of Lemma 12 we have 0 ≤ d
dt
proxr(t) ≤ 1 (whenever the derivative
is well-defined). Hence, by the dominated convergence theorem, we have
|Jh,k − Jk| =
∣∣∣∣ ˙proxhr (βˆh,k −∑
j
xjk ˙`(x>j βˆh; yj))− ˙proxr(βˆk −
∑
j
xjk ˙`(x>j βˆ; yj))
∣∣∣∣
≤
∫ ∣∣∣∣ ˙proxr(βˆh,k −∑
j
xjk ˙`(x>j βˆh; yj)− hu)− ˙proxr(βˆk −
∑
j
xjk ˙`(x>j βˆ; yj))
∣∣∣∣φ(u)du
→0, as h→ 0
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Notice that Jk = 0 when k /∈ E, our conclusion follows.
4.12.5 Proof of Theorem 15
In this section we prove the ALO formula for models with nonsmooth losses and intercepts.
We start our discussion from the conclusion of Theorem 8. Recall that S =
{
j : βˆ0 + x>j βˆ =
vt, for some t ∈ {1, . . . , k}
}
and V = [1, . . . , n]\S where vt’s are the zeroth-order singular
points of the nonsmooth loss function. First, note that when the intercept is involved, the










j∈S ¨`(βˆ0 + x>j βˆ; yj)
∑
j∈S ¨`(βˆ0 + x>j βˆ; yj)X>j∑
j∈S ¨`(βˆ0 + x>j βˆ; yj)Xj X>S,· diag[{¨`(βˆ0 + x>j βˆ; yj)}j∈S]XS,· +∇2R(βˆ)

Since ¨`(βˆ0 + x>j βˆ; yj) may be zero for all j ∈ S (such as in the case of SVM), we cannot
directly apply the matrix inversion formula to simplify Y −11 . Nevertheless we can still use
the smoothing techniques in Section 4.3.2 by replacing ¨`(βˆ0 + x>j βˆ; yj) with ¨`h(βˆ0 + x>j βˆ; yj)




j∈S ¨`h(βˆ0 + x>j βˆ; yj) (
∑
j∈S ¨`h(βˆ0 + x>j βˆ; yj))X>j




j∈S ¨`h(βˆ0 + x>j βˆ; yj), bh =
∑
j∈S(¨`h(βˆ0 + x>j βˆ; yj))xj, Yh = X>S,· diag[{¨`h(βˆ0 +
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ah−b>h Y −1h bh
− b>h Y −1h
ah−b>h Y −1h bh
− Y −1h bh















































































as h→ 0. (4.69)
where Y = X>S,· diag[{¨`(βˆ0 +x>j βˆ; yj)}j∈S]XS,·+∇2R(βˆ) takes the same form as in Theorem
8, a = ∑j∈S ¨`(βˆ0 + x>j βˆ; yj), b = ∑j∈S ¨`(βˆ0 + x>j βˆ; yj)xj, here we use ¨`S to denote bh at
h = 0.
Next we look at how does the value of Wii changes where i ∈ S. Note that Wii’s are the
limiting value of the diagonals of the following matrix W1,h:


















After plugging (4.69) in the above equation, and a few messy simplification steps, we
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(1−XV,·Y −1b)− (1−XS,·Y −1b).
Finally for the (sub)gradients g`,i, everything remains the same, specifically we have:




xj ˙`(βˆ0 + x>j βˆ; yj)
.
4.12.6 Proof of Nuclear Norm ALO Formula
In this section, we prove Theorem 16. Consider the following problem




`(〈Xj,B〉; yj)2 + λR(B).
where R is a unitarily invariant function, which will be explained and studied in more detail
in Section 4.12.6. This section is laid out as follows: in Section 4.12.6, we briefly discuss basic
properties of unitarily invariant functions; In Section 4.12.6 we do ALO for smooth unitarily
invariant penalties; In Section 4.12.6 we prove Theorem 16 where nuclear norm is considered.
Properties of Unitarily Invariant Functions
Let B ∈ Rp1×p2 , and consider the SVD of B as B = U diag[σ]V > with U ∈ Rp1×p1 ,
V ∈ Rp2×p2 . We say that a function R : Rp1×p2 → R is unitarily invariant if there exists an
218
absolutely symmetric function f : Rmin(p1,p2) → R such that:
R(B) = f(σ),
where we say that f : Rq → R is absolutely symmetric if for any x ∈ Rq, any permutation τ
and signs  ∈ {−1, 1}q we have:
f(x1, . . . , xq) = f(1xτ(1), . . . , qxτ(q)).
The properties of R and f are closely related, and in particular we will make use of the
following lemma relating their convexity, smoothness and derivatives, proved in [54].
Lemma 30 ([54]). Let R(B) = f(σ) with B = U diag[σ]V > its SVD. There is a one-to-one
correspondence between unitarily invariant matrix functions R and symmetric functions f .
Furthermore the convexity and/or differentiability of f are equivalent to the convexity and/or
differentiability of R respectively. If R is differentiable, its derivative is given by:
∇R(B) = U diag[∇f(σ)]V >.
When f is not differentiable, a similar result holds with gradient replaced by subdifferentials
∂R(B) = U diag[∂f(σ)]V >.
Based on this lemma, we know that as long as f is convex and/or smooth, the corresponding
matrix function will be convex and/or smooth. This enables us to produce convex and smooth
unitarily invariant approximation to non-smooth unitarily invariant matrix regularizers. In
addition to the gradient of the unitarily invariant matrix functions, we also need their Hessians.
The following Theorem characterizes the hessian for a sub-class of unitarily invariant functions.
Theorem 17. Consider a unitarily invariant function with form R(B) = ∑min(p1,p2)j=1 f(σj),
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where f is a smooth function on R and B = U diag[σ]V > is its SVD with U ∈ Rp1×p1,
V ∈ Rp2×p2. Further assume that all the σj’s are different from each other and nonzero. Let








where the first block A1 ∈ Rp3×p3, is diagonal with A1,(ss,ss) = f ′′(σs), 1 ≤ s ≤ p3. The
second block A2 ∈ Rp3(p3−1)×p3(p3−1) satisfies the following properties: for 1 ≤ s 6= t ≤ p3,
A2,(st,st) = A2,(ts,ts) = σsf
′(σs)−σtf ′(σt)
σ2s−σ2t , A2,(st,ts) = A2,(ts,st) = −
σsf ′(σt)−σtf ′(σs)
σ2s−σ2t ; The third block
A3 ∈ R(p4−p3)p3×(p4−p3)p3 satisfies A3,(st,st) = f ′(σt)σt for 1 ≤ t ≤ p3 < s ≤ p4. Except for these
specified locations, all other components of A1, A2, A3 are zero. Q is an orthogonal matrix
with Q·,st = vec(usv>t ) where us, vt are the sth column of U and tth column of V respectively.
vec(·) denotes the vectorization operator, which aligns all the components of a matrix into a
long vector.
Remark 13. Since here we are talking about the Hessian matrix of functions on matrix
space, we treat them as vectors. The correspondence between each block in (4.70) and the
components of the original matrix B are exhibited in Figure 4.6.
Proof. First by Lemma 30, the gradient ∇R(B) takes the following form:
∇R(B) = U diag[{f ′(σj)}j]V >.
In order to find the differential of ∇R(B), we use the similar techniques and notations
as the ones used in Lemma IV.2 and Theorem IV.3 of [18]. To simplify our derivation, we
assume p1 ≥ p2. This does not affect the correctness of our final conclusion.









































U>BV = diag[σ] Q>∇2R(B)Q
Figure 4.6: An illustration of the correspondence between the structure of the original
matrix and the structure of the Hessian matrix of R. As we have mentioned in Theorem 17,
a = f ′′(σs1), b =
σs2f
′(σs2 )−σt2f ′(σt2 )
σ2s2−σ2t2
, c = −σs2f ′(σt2 )−σt2f ′(σs2 )
σ2s2−σ2t2




certain direction ∆ ∈ Rp1×p2 , by Lemma IV.2 in [18], we have
dU [∆] = UΩU [∆], dV [∆] = V ΩV [∆]>, dσs[∆] = [U>∆V ]ss. (4.71)
where ΩU and ΩV are assymmetric matrices (thus their diagonal values are 0) which can be
found by solving the following linear system of equations:
 ΩU ,st[∆]
ΩV ,st[∆]
 = − 1σ2s − σ2t









, if s 6= t, s > p2. (4.73)




=dU [∆] diag[{f ′(σj)}j]V > +U diag[{f ′′(σj)dσj[∆]}j]V > +U diag[{f ′(σj)}j]dV [∆]>
=U
(
ΩU [∆] diag[{f ′(σj)}j] + diag[{f ′′(σj)dσj[∆]}j] + diag[{f ′(σj)}j]ΩV [∆]
)
V >. (4.74)
In the original formula obtained from the primal approach, the Hessian is calculated
under the canonical bases {Est}s,t.4 In order to simplify the calculation of the Hessian, we
instead use the orthonormal bases {usv>t }s,t, and then transform back to {Est}s,t. The
(kl, st) location of the Hessian matrix under {usvt}s,t bases can be calculated by
〈ukv>l , d∇R(B)[usv>t ]〉. (4.75)
Plugging equation (4.74) into (4.75) we obtain that
〈ukvl, d∇R(B)[usv>t ]〉
=〈Ekl,ΩU [usv>t ] diag[{f ′(σj)}j] + diag[{f ′′(σj)dσj[usv>t ]}j] + diag[{f ′(σj)}j]ΩV [usv>t ]〉
=

f ′′(σt)dσt[utv>t ], s = t = k = l,
ΩU ,kl[usv>t ]f ′(σl) + f ′(σk)ΩV ,kl[usv>t ], k 6= l, k ≤ p2,
ΩU ,kl[usv>t ]f ′(σl), 1 ≤ l ≤ p2 < k ≤ p1.
By (4.71), we have dσj [usv>t ] = [Est]jj = δsjδtj . In addition, (U>usv>t V >)kl = (Est)kl =
δskδtl, (U>usv>t V >)lk = (Est)lk = δslδtk. Hence by (4.72) and (4.73), we have that
ΩU ,kl[usv>t ] = −
δskδtlσl + δslδtkσk
σ2k − σ2l
, ΩV ,kl[usv>t ] =
δskδtlσk + δslδtkσl
σ2k − σ2l
, if s 6= t, s ≤ p2,
4Est is defined as a p1 × p2 matrix with all of its components being 0 except the (s, t) location being 1.
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and
ΩU ,kl[usv>t ] =
δskδtl
σl
, if s 6= t, s > p2.
Based on all these, we can obtain that
〈ukvl, d∇R(B)[usv>t ]〉 =

f ′′(σt), s = t = k = l,
σsf ′(σs)−σtf ′(σt)
σ2s−σ2t , s 6= t, s ≤ p2, (k, l) = (s, t),
−σsf ′(σt)−σtf ′(σs)
σ2s−σ2t , s 6= t, s ≤ p2, (k, l) = (t, s),
f ′(σt)
σt
, s 6= j, s > p2, (k, l) = (s, t),
0, otherwise.
Notice that we obtained the above expressions under the orthonormal bases {usv>t }s,t. In
order to get the Hessian form under the canonical bases {Est}s,t, let Q ∈ Rp1p2×p1p2 , with each
column Q·,st = vec(usv>t ). Denote the matrix form under the canonical bases by ∇2R(B)
and that under {usv>t }s,t by ∇˜2R(B). We then have that
∇2R(B) = Q∇˜2R(B)Q>.
This completes our proof.
ALO for Smooth Unitarily Invariant Penalties






where r is a convex and even scalar function. The nuclear norm, Frobenius and numerous
other matrix norms all fall in this category. In this section, we assume that r is a twice
differentiable function. In the next section, we consider the case of the nuclear norm, where r
is nonsmooth.
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Consider the matrix regression problem:




`(〈Xj,B〉; yj) + λR(B).
Let Bˆ = Uˆ diag[σˆ]Vˆ >. By plugging the Hessian formula from Theorem 17 in (4.10) and
(4.11), we have the following ALO formula:
〈Xi, B˜/i〉 = 〈Xi, Bˆ〉+ Hii1−Hii ¨`(〈Xi, Bˆ〉; yi)




X˜> diag[¨`(〈Xj, Bˆ〉; yj)]X˜ + λQGQ>
]−1
X˜>,
with the matrix X˜ ∈ Rn×p1p2 , G ∈ Rp1p2×p1p2 . Each row X˜ j,· = vec(Xj). G is defined by
Gkl,st =

r′′(σˆt), s = t = k = l,
σˆsr′(σˆs)−σˆtr′(σˆt)
σˆ2s−σˆ2t , i 6= t, s ≤ p2, (k, l) = (s, t),
− σˆsr′(σˆt)−σˆtr′(σˆs)
σˆ2s−σˆ2t , s 6= t, s ≤ p2, (k, l) = (t, s),
r′(σˆt)
σˆt
, s 6= t, s > p2, (k, l) = (s, t),
0, otherwise.
(4.77)
Note that [X˜Q]j,st = 〈Xj, uˆsvˆ>t 〉 = uˆ>sXjvˆt, we have [X˜Q]j,· = vec(Uˆ>XjVˆ ). Let
X = X˜Q. This gives us the following nicer form of the H matrix:
H := X
[
X> diag[¨`(〈Xj, Bˆ〉; yj)]X + λG
]−1
X>.
Proof of Theorem 16: ALO for Nuclear Norm
For the nuclear norm, we have:






Let P (B) = 12
∑n
j=1(yj − 〈Xj,B〉)2 + λ‖B‖∗ denote the primal objective. For the full
data optimizer Bˆ with SVD Bˆ = Uˆ diag[σˆ]Vˆ , let m = rank(Bˆ), the number of nonzero σˆj ’s.
Furthermore, suppose that we have the following assumption on the full data solution Bˆ.
Assumption 7. Let Bˆ be the full-data minimizer, and let Bˆ = Uˆ diag[σˆ]Vˆ > be its SVD.
1. Bˆ is the unique optimizer of the nuclear norm minimization problem,
2. For all j such that σˆj = 0, the subgradient gr[σˆj] at σˆj satisfies gr[σˆj] < 1.
Note that the first assumption often holds in practice. The discussion of the second
assumption is similar to the discussion of part (iii) of Assumption 5 and is hence skipped.
Since the nuclear norm is nonsmooth, we consider a smoothed version of it. For a matrix and
its SVD B = U diag[σ]V >, and a smoothing parameter  > 0, define the following smoothed




r(σj), where r(x) =
√
x2 + 2.
Let P(B) = 12
∑n
j=1(yj − 〈Xj,B〉)2 + λR(B) denote the smoothed primal objective,
and let Bˆ be the minimizer of P. Note that instead of using the general kernel smoothing
strategy we mentioned in the previous section, in this specific case we consider this choice
R for technical convenience. There are no essential differences between the two smoothing
schemes. Finally, let r(x) = |x|
Lemma 30 guarantees the smoothness and convexity of the function R. Additionally, r
satisfies several desirable properties:






2. r(x) < r(x) < r(x) + .
In particular, we note that the second property implies that supx |r(x) − r(x)| ≤  and
that supB |R(B)−R(B)| ≤ min(p1, p2). We now go through a similar strategy as the one
presented in Section 4.12.2 to obtain the limiting ALO formula as → 0.
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Convergence of the optimizer (Bˆ → Bˆ) By definition of Bˆ as the minimizer of the












(yj − 〈Xj, Bˆ〉)2 + λR(Bˆ) + λmin(p1, p2)
≤ 12‖y‖
2
2 + λmin(p1, p2).
Thus, for all  ≤ 1 both Bˆ and Bˆ are contained in a compact set given by λ‖B‖∗ ≤
1
2‖y‖22 + λmin(p1, p2). In particular, any subsequence of Bˆ contains a convergent sub-
subsequence, let us abuse notations and still use Bˆ for this convergent sub-subsequence.
The uniform bound between R and R implies that:
P (lim
→0 Bˆ) = lim→0P (Bˆ) = lim→0P(Bˆ) ≤ lim→0P(Bˆ) = P (Bˆ).
By the uniqueness of the optimizer Bˆ, we have
lim
→0 Bˆ = Bˆ.
This is true for all such subsequences, which confirms the full sequence of Bˆ converges to
Bˆ as → 0.
Convergence of the gradient (∇R(Bˆ) → g‖·‖∗(Bˆ)) Let g‖·‖∗ denote the subgradient
of the nuclear norm ‖ · ‖∗ in the first order optimality condition of Bˆ. By the continuity of ˙`
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Let Bˆ = Uˆ diag[σˆ]Vˆ denote the SVD of Bˆ. By Lemma 30 we have:
g‖·‖∗(Bˆ) = Uˆ diag({gr[σˆj]}j)Vˆ >,
∇R(Bˆ) = Uˆ diag({r˙(σˆ,j)}j)Vˆ > .
where gr[x] = 1 if x > 0 and 0 ≤ gr[x] ≤ 1 if x = 0. We wish to translate the limit in matrix
norm (4.78) to a limit on their singular values. In order to do this, we use the following
lemma from Weyl [91] or Mirsky [58]. We note that our conclusion may follow from either,
although we include both for completeness.
Lemma 31 ([91],[58]). Let A and B be two rectangular matrices of the same shape. Let σj
denote the jth largest eigenvalue, then we have that for all j:
|σj(A)− σj(B)| ≤ ‖A−B‖2,√∑
j
(σj(A)− σj(B))2 ≤ ‖A−B‖F .
By Lemma 31, we have that σˆ,j → σˆj and σˆ,j√
σˆ2,j+2
→ gr[σˆj] as → 0. Additionally, by





+∞, if σˆj > 0,
< +∞, if σˆj = 0.
(4.79)
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0, s = t = k = l ≤ m,
∞, s = t = k = l > m,
1
σˆs+σˆt , 1 ≤ s 6= t ≤ m, (k, l) = (s, t),
1
σˆs
, 1 ≤ s ≤ m < t ≤ p2, (k, l) = (s, t),
1
σˆt
, 1 ≤ t ≤ m < s ≤ p2, (k, l) = (s, t),
− 1
σˆs+σˆt , 1 ≤ s 6= t ≤ m, (k, l) = (t, s),
−gr[σˆt]
σˆs
, 1 ≤ s ≤ m < t ≤ p2, (k, l) = (t, s),
−gr[σˆs]
σˆt
, 1 ≤ t ≤ m < s ≤ p2, (k, l) = (t, s),
1
σˆt
, 1 ≤ t ≤ m ≤ p2 < s ≤ p1, (k, l) = (s, t),
∞, m < t ≤ p2 < s ≤ p1, (k, l) = (s, t),
0, otherwise.
(4.80)
By inspecting the indices in (4.80) we note that two index sets are missing:
1. m < s 6= t ≤ p2, (k, l) = (s, t).
2. m < s 6= t ≤ p2, (k, l) = (t, s).
We need to process these blocks separately. We will show that the inverse of the corresponding
blocks in G converges to 0. As a result, according to Lemma 23 we can ignore these two
parts. Each 2× 2 sub-matrix within these two blocks in G has the form
1
σˆ2,s − σˆ2,t
 σˆ,sr˙(σˆ,s)− σˆ,tr˙(σˆ,t) −σˆ,sr˙(σˆ,t) + σˆ,tr˙(σˆ,s)−σˆ,sr˙(σˆ,t) + σˆ,tr˙(σˆ,s) σˆ,sr˙(σˆ,s)− σˆ,tr˙(σˆ,t)
 .
It is straightforward to verify that the inverse of the above matrix takes the following form
1
r˙2(σˆ,s)− r˙2(σˆ,t)
 σˆ,sr˙(σˆ,s)− σˆ,tr˙(σˆ,t) σˆ,sr˙(σˆ,t)− σˆ,tr˙(σˆ,s)
σˆ,sr˙(σˆ,t)− σˆ,tr˙(σˆ,s) σˆ,sr˙(σˆ,s)− σˆ,tr˙(σˆ,t)
 . (4.81)
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where we did a change of variable u = σˆ2
σˆ2+2 and u˜ is a value between u,s and u,t where we
apply Taylor expansion to function x√1−x . The last convergence to 0 is obtained by noticing





















1− u¯ → 0,
where u¯ is a value between u,s and u,t where we use Taylor expansion to
√
1− x. The
last convergence to 0 is obtained based on the same reason as the previous one. Let
E := {kl : k ≤ m or l ≤ m}, by Lemma 23, we have
H → X ·,E
[
X>·,EX ·,E + λG
]−1
X>·,E := H ,
where G is defined in (4.50). Finally, we obtain our approximation of leave-i-out prediction
by substituting the above formula of H into the general formula (4.76).
Remark 14. Similar to what we did in Figure 4.6, it is helpful to visualize the structure of



























































Figure 4.7: An illustration of the correspondence between the structure of the original matrix
and the structure of the G matrix. As we have mentioned in Theorem 17, a = 0, b = 1
σˆs2+σˆt2
,
c = − 1
σˆs2+σˆt2
, d = 1
σˆt3
, e = −gr[σˆs3 ]
σˆt3
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Chapter 4: Appendices
4.A Proof of Equation 4.5
In this Section, we prove the primal-dual correspondence in (4.4) and (4.5). Recall the form





`(x>j β; yj) +R(β). (4.82)





`(−µj; yj) +R(β), subject to: µ = −Xβ.
We may further absorb the constraint into the objective function by adding a Lagrangian







`(−µj; yj) +R(β)− θ>(Xβ + µ). (4.83)
Note that in (4.83), β and µ decoupled from each other and we can optimize over them
respectively. Specifically, we have that
min
β








`(−µj; yj)− θjµj = −max{µjθj − `(−µj; yj)} = −`∗(−θj; yj). (4.85)







4.B Proof of Lemma 12






Obviously when u = vj, ∂h(vj) = [h˙−(vj), h˙+(vj)]. This implies the set of possible values
of z is [vj + τ h˙−(vj), vj + τ h˙+(vj)]. The convexity of h guarantees that for different vj , these
intervals are non-overlapping with each other.
Part 4. Note that since







proxh(u)− u+∇h(proxh(u)) = 0.
Let J be the Jacobina of proxh. By taking derivatives of both sides of the above equation
we have
J(u)− I +∇2h(proxh(u))J(u) = 0, ⇒ J(u) = [I +∇2h(proxR(u))]−1.
Note that since h is convex, ∇2h is a positive semidefinite matrix. This means that all
the eigenvalues of I +∇2h(proxR(u)) are greater than or equal to one. This completes our
proof.
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4.C Derivation of the Dual for Generalized LASSO
In this section we derive the dual form of the generalized LASSO stated in the main paper.







(yj − x>j β)2 + λ‖Dβ‖1.







2 + λ‖w‖1, subject to: y −Xβ = z and Dβ = w.
We may now consider the Lagrangian form of the optimization problem, introducing dual
















































0 if ‖u‖∞ ≤ λ,
∞ otherwise.
where θ>Xβ − u>Dβ is unbounded unless X>θ = D>u. Finally, we substitute the above






2 − θ>y, subject to: D>u = X>θ and ‖u‖∞ ≤ λ.
which is equivalent to the stated dual problem.
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4.D Jacobian of the Projection on Positive Semidefinite Cone
First note that for an arbitrary matrixB the projection involves two steps: (i) symmetrization,
i.e. projectingB to Sp and obtain ΠSp(B) = 12(B+B>); and (ii) projection of ΠSp(B) on Sp+:
if ΠSp(B) = Q diag[{λj}j]Q, then the projection on Sp+ is ΠS+(B) = Q diag[{(λj)+}j]Q>.
Hence, by using the chain rule, the Jacobian J of the entire projection process can be written
as J = J1J2, where J2 is the Jacobian of the ΠSp(B), and J1 is the Jacobian of ΠSp+(·)
at ΠSp(B). The calculation of J2 is simple. In the rest of this section, we only focus on
characterizing J1. Let A = 12(B+B
>). Define F (A) = Q diag[{f(λj)}j ]Q>. The directional
derivative of F (A) in the direction of ∆ is given by
dF (A)[∆] = dQ[∆] diag[{f(λj)}j]Q>
+Q diag[{f(λj)}j]dQ[∆]> +Q diag[{f ′(λj)}j] diag[{dλj[∆]}j]Q>.
We may thus compute:
Q>dF (A)[∆]Q
= Q>dQ[∆] diag[{f(λj)}j] + diag[{f(λj)}j]dQ[∆]>Q+ diag[{f ′(λj)}j] diag[{dλj[∆]}j]
= Q>dQ[∆] diag[{f(λj)}j]− diag[{f(λj)}j]Q>dQ[∆] + diag[{f ′(λj)}j] diag[{dλj[∆]}j].
(4.86)
where the last equality is due to the fact that Q>Q = I, and thus Q>dQ[∆] = −dQ[∆]>Q.
In order to find the elements of the Jacobian, we consider the following bases for the space of
symmetric matrices Sp:











i , 1 ≤ i < j ≤ p.
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Let Eij denote the canonical basis for Sp: for i < j, Eij denotes the matrix which equals
1/
√
2 at (i, j)th and (j, i)th location and 0 elsewhere; for i = j, Eii has only a 1 at (i, i)th
and 0 elsewhere. Define Ω[∆] = Q>dQ[∆]. By setting f(λ) = λ in (4.86) and taking inner
product with Eij of both sides, it is not hard to see that
〈Ω[∆],Eij〉 =〈Q
>∆Q,Eij〉
λj − λi , i 6= j
〈Ω[∆],Eii〉 =0,
dλi[∆] =〈Q>∆Q,Eii〉. (4.87)
Set ∆ = Kst in (4.86), we have that
〈dF (A)[Kst],Kij〉 = 〈Q>dF (A)[Kst]Q,Q>KijQ〉 = 〈Q>dF (A)[Kst]Q,Eij〉
Using (4.87), it is straightforward to see that, when s < t, the only way to make
〈dF (A)[Kst],Kij〉 not zero is when s = i and t = j. In that case 〈dF (A)[Kst],Kij〉 =
f(λt)−f(λs)
λt−λs . Similarly when s = t, we need i = j = s = t to have nonzero inner product and in
this case 〈dF (A)[Kss],Kij〉 = f ′(λs).
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