This type of theorem -on the conditional limiting distribution of excursions above high levels -was first discovered by Palmer [7] and Rice [8] . Their work was clarified and generalized by Kac and Slepian [5] . The less general result of Volkonskii and Rozanov [10] was independently obtained about that time it is included in the monograph of Cramer and Leadbetter [4] . The most recent generalization is that of Beljaev and Nosko [2] . One of the problems in the formulation of this theorem is that the conditional distribution must be correctly and usefully defined. While our definition of the conditional distribution is slightly different from that of the previous authors, our hypothesis is the most general because it requires only the finiteness of the second spectral moment.
The main idea of our proof is this: If the sample function spends positive time above a high level, then the duration of the excursion is very small therefore, it is sufficient to consider the process only over a small interval. On such an interval the process is approximable by a linear combination of a sine and cosine function with independent Gaussian coefficients. The limit theorem is shown to hold for this particular kind of process then, it is extended to the more general process. In this section we shall prove that conditional limiting distribution of the excursion for Y(t) exists and is equal to Ψ. We need this elementary result from geometric probability. 
Proof. It is evident from the rotation-invariance of the uniform distribution on the circle that the distribution of L is the same as when A is random and B fixed therefore, in proving the lemma we may, for definiteness, assume β < a. Let B be the arc whose endpoints have polar angles θ and θ + β, respectively, where θ is uniformly distributed on [0, 2π] . We may suppose that A has endpoints with the polar angles 0 and a, respectively. L is equal to 0 if and only if θ falls between a and 2π -β. L is equal to β if and only if θ falls between 0 and a -β. For 0 < x < β, L assumes a value between 0 and x if and only if θ falls in one or the other of the disjoint intervals : (2π -β, 2π -f x -β) and (a -x, a). The statement of the lemma follows. Then L has the distribution
Proof. If R > u, then L represents the length of intersection of an arc of (random) length 2 cos-^w/iϊ?) and a uniformly distributed arc of fixed length r. If iϋ ^ w, then L -0. We obtain the distribution of L by conditioning with respect to R, noting the independence of R and θ, and applying Lemma 1.1.
Write the probability as an integral of the conditional probability :
Ju
Put α = 2 cos-^w/ί), β = T and apply Lemma 1.1: the integrand above is equal to
This establishes (1.3).
For 0 < x < τ we have If ίe/ lf then a? < τ g 2cos-1 (^/ί); thus, by Lemma 1.1 :
If ί 6 J 2 , then min (r, 2 cos -1 (u/t)) ^ 2 cos™ 1 (u/t) < a? therefore, by Lemma 1.1:
Put these conditional probabilities into the integrals in (1.6) we obtain (1.4) . If L = r, then 2 cos" 1 (%/-B) ^ r thus :
Jtί/cos(r/2) Lemma 1.1 implies :
This confirms (1.5). Now we find the limit of the conditional distribution for fixed x and for u -> c>o. This conditional distribution is equal to
We shall show that the moments of Q converge to the corresponding moments of the distribution Ψ(x/2). Since Ψ is evidently determined by its moment sequence, the well known convergence theorem [6, p. 185] 
Although it is easier to prove the latter convergence directly from the functional form of Q, it is necessary for our purposes to prove the stronger result on the convergence of the moments. It follows from (1.7) that the n th moment of Q is given by the formula:
The moments of Q converges to the corresponding moments of Ψ(x/2) this holds for all τ, 0 < τ < π/2.
Proof. By Lemma 1.2 and the definition of ψ:
Put
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then :
Ju
This is verified by noting: The members are equal for u = 0. The derivative of the left hand member is which, by the change of variable y = t 2 -u 2 , is seen to be equal to the derivative of the right hand member, for all u. The relation (1.9) is equivalent to
thus, from the well known relation
we obtain :
Since the distribution of L has a jump at x -τ, the moment (1.8) is equal to the sum of
Jo ,.
and
Differentiate the right hand member of (1.4): 
we find that the integral (1.14) converges to the n th moment of Ψ(x/2), and that (1.15) converges to 0. The expression (1.13) also converges to 0 indeed, by (1.5) and (1.11), it is equal to
which is less than
J/ which tends to 0 as u -> co.
2* An inequality for the moments. Let X(t) and Y(t), tel,
where I is some index set, be two Gaussian processes with means identically equal to 0 and with a common positive variance function. A well know result of Slepian [9] is: If
(It is implicitly assumed that the maximum is a well defined random variable.) By applying (2.2) to the processes -X(t) and -Y(t), we also obtain: for all u,
We remark that (2.2) and (2.3) are valid also when the inequalities on u are replaced by strict inequalities. LEMMA 
Let X(t) and Y(t), 0 ^ t S τ> be two Gaussian processes with continuous sample functions and satisfying the conditions above. Let L ι and L 2 be the times spent above level u by X and Y, respectively) then
Proof. By (2.3), with " > ", in place of " 2> ", the integral is at most equal to the one corresponding to the process Y therefore :
The events {L { > 0}, i = 1,2 are equivalent to the events {max(X(t): 0 ^ t g τ) > u) and {max(F(£): 0 ^ t ^ τ) > u}, respectively thus, by (2.2):
Since L { is nonnegative, we have :
thus, (2.4) follows from (2.5) and (2.6).
3* An asymptotic formula for the distribution of the maximum of a general process* Let X(t), t ^ 0, be a real valued stationary Gaussian process with mean 0, variance 1 and correlation function r(t) which is continuous and has a finite second derivative at the origin. It is well known that -r"(0) is equal to the second moment of the spectral distribution we put so that
We assume :
and only ift = O;
finally, we suppose that X has continuous sample functions.
Our object is to prove :
The proof is long and will be completed after four lemmas. Note that the expression on the right hand side of (3.3) is identical with the well known Rice formula for the expected number of up-crossings of the level u (see, for example, [4], p. 194) . We have already established (3.3) for the particular process (1.1) and for T < π/2: the correlation function cos t satisfies (3.1) with 7 -1, and (1.11) implies
We shall extend (3.4) to (3.3) LEMMA 3.1. For every ε, 0 < e < 1, there exists τ > 0 SMC/I ίλαί
for all u and all T, 0 ^ T ^ r .
Proof. The condition (3.1) implies :
therefore, for every ε, 0 < ε < 1, there exists τ > 0 such that
The maximum of F(£), 0 ^ £ ^ !Γ7(1 ± e), is equivalent to the maximum of the process 1Γ(£7(1 ± e)), 0 <£ t ^ Γ. The latter process has the covariance function cos (£7(1 ± ε)). If T ^ r, then, by (3.6) , the covariance function of X(t) dominates that of F(£7(l + e)) and is dominated by that of Γ(£7(l -ε)) for O^ίίT, This and the inequality (2.2) imply (3.5).
Next we show that the estimate of the left hand side of (3. , \JJ m , then :
roof. Let ε, 0 < ε < 1, be arbitrary and fixed, and let σ be the number τ in Lemma 3.1. By Boole's inequality and stationarity we have:
By the second inequality in (3.5) we find :
Since r may be taken to be arbitrarily small, we suppose that σΎ(l + ε) < π/2 and σ < T . Equation (1.10) implies :
From (3.5) and (1.10) we obtain :
As a consequence of (3.8), (3.9), (3.10) and (3.11), the ratio in (3.7) is at most equal to
The limit of this ratio for u-* ^ is Kh, where K = m(l + ε)/σ(l -e).
Let Ji, •••,/" be disjoint closed subintervals of [0, T], and I = JiU U Im We shall show that the maximum of X over I is asymptotically equivalent to the maximum over a sufficiently dense subset of I. Proof. The event in the numerator implies that in the denominator, so that the fraction is at most equal to 1. It also follows that the difference between the probabilities in the denominator and numerator, respectively, is equal to the probability of the event
A = {X(t) ^ u for all t e G, but X(t) > u for some t e 1}
consequently, it suffices to prove :
SIMEON M. BERMAN « ™ P [msix(X(t): tel) > u]
The denominator in (3.12) does not increase when / is replaced by an interval whose length is smaller than that of any of I 19 « ,/ w ; therefore, by (3.11), the denominator is at least of the order exp ( -u 2 /2) for u-+ oo hence, (3.12) is implied by (3.13) lim exp(u 2 /2) P(A) = 0 .
U-»oo
Let N be the number of upcrossings of u by X(t), 0 ^ t tί T, and N' the number of upcrossings by the sampled sequence X(jT/ug(u)), 0 <^ j <£ [%#(%)], that is, AT is the number of events
that occur. It is clear that N' ^ N. In order to avoid incidental complications, we shall suppose (without loss of generality) that the function g has the property that endpoints of the intervals I k are of the form jT/ug(u) for integral j.
It follows that A implies that N -N' ^ 1 thus, by Chebyshev's inequality :
EN is given by the right hand member of (3.3) (cf. remarks following (3.3) ). By the above definition of N' and by stationarity we have :
Writing
P[X(0) ^u< X(s)] = P[X(s) >u]-P[Xφ) > u, X(s) > u] ,
and adapting the formula in [4, p. 27], we find:
the latter is equal to (3.16) ( ) p ( 7 ) (
Jr(T/ug(u))
The integral in (3.16 ) is asymptotic to TΎ/ug(u) for u-+ ^ this can be verified by changing the variable of integration from y to 1 -y and applying the condition (3.1) . From this and from (3.15) , it follows that lim exp(% 
The point of this proof is that for a process with an arbitrary correlation the probability P[m&x(X(t): teG)>u]
is asymptotically unchanged if the correlation is altered to satisfy the above relation.
By Lemma 3.3, the set G in the denominator may be replaced by I; furthermore, by the remark preceding (3.13), the corresponding probability for / is at least of the order exp( -u 2 /2); therefore, (3.17) is implied by the convergence to 0 of exp (% 2 /2) . (absolute difference between the numerator and denominator in (3.17) ).
We estimate the absolute difference by the method in [3] :
be two sets of Gaussian random variables with 0 means, unit variances, and covariance matrices (r ίy ) and (Sij), respectively; put w iά -max(|r ίy |, \s i3 '\); then from [3] :
Put rij = r(ί-j)T/ug(u)), and define
Sij -rij if iT/ug(u) and jT/ug(u) belong to a common
Since by nonempty open subintervals therefore, there exists δ, 0 < δ < 1, such that
|s-ί|>δ if seG i9 teGjy iφj
With the given form of r i5 and s iS , apply (3.19 ) to the absolute difference in (3.18): the latter is bounded above by
Under (3.2) , r is bounded away from 1 outside every neighborhood of 0 thus, there exists b > 0 such that
It follows that the sum (3.20) is at most equal to
This function of u is, under the hypothesis on g, of smaller order than exp(-u 2 /2) for u-> oo therefore, the expression (3.18) converges to 0.
We now return to:
Proof of Theorem 3.1. For the given T > 0 and arbitrary ε, 0 < ε < 1, let the integer w^l be chosen so large that T/m is smaller than the number r in Lemma 3.1 and also so small that TΎ ( Let K and σ be the numbers in Lemma 3.2 if h > σ, then, by (3.2) EXCURSIONS ABOVE HIGH LEVELS FOR STATIONARY 75 and Lemma 3.2, the limiting values of the ratio
fall between 1 -Kh and 1. By Lemma 3.3, the same is true of the ratio
By Lemma 3.4 and the stationarity of the process, the result extends to the limiting values of the ratio
P[msix(X(t): 0 ^ t ^ T) > u\
By the relation 1 -P m -m(l -P), P-> 1, the ratio above is asymptotic to
By another application of Lemma 3.3 (stated for the case m = 1) this is asymptotic to mP[ms.x(X(t) :
By Lemma 3.1 (with T/m -h in place of Γ) this is bounded above by
which, by (3.4) , is asymptotic to
ms,x(X(t): 0 ^ t ^ T) > u]
From the statement about the limiting values of the ratio (3.22) and the relations following it, we infer :
y similar reasoning, with 1 -ε in place of 1 + ε, we obtain : 
Proof. For m ^ 1, we have :
indeed, by Theorem 3.1, the denominator is of the order exp ( -u   2 /2), and, by Boole's inequality, the numerator is at most
Let N be the number of upcrossings of u by X(t), 0 ^ t ^ Γ; then, (4.1) implies:
For, on the one hand, if both N = 0 and L(T) > 0, then X(0) must exceed u thus:
so that (4.1) implies :
On the other hand, the latter implies (4.2) 
The event in the numerator on the right hand side of (4.4) is that an excursion above u takes place within exactly one of the open subintervals of length T/m and that the duration is not more than
By the same argument supporting (4.4) we have : Proof. By the moment convergence theorem (cf. § 1) it suffices to show that the moments of the conditional distribution converge to the corresponding moments of the limit distribution.
Let ε, 0 < ε < 1, be arbitrary. By Theorem 4.1, we may assume that T is as small as we want; thus, it will be supposed to be smaller than r, where r is the number for which (3.6) holds. For the process Y(t) in (1.1), let L{T, +) be the time spent above u by Y((l ± ε)7t), 0 ^ t ^ T. Lemma 2.1 and the inequalities (3.6) imply:
+) > 0] ^ E[L*(T)\L(T) > 0]
By Lemma 1.3, the extreme members of this inequality converge to the moments of the limiting distribution; therefore, the middle member also does. The normalizing constant 7 cancels the factor 1/7 arising from the transformation of the excursion integral of Y(7t) to Y(t).
REMARKS. The essential condition on the process is (3.1). It follows from the well known criterion for Gaussian processes [1] that (3.1) implies that there exists a version of the process with continous sample functions. Theorem 5.1 is valid for this versionwithout a special continuity assumption.
The roots of the equation 1 -r(t) = 0 form a closed subgroup of the reals: either (3.2) holds or there exists λ>0 such that r(Xn) = 1 for all integers n and r(t) < 1 if t ΦXn for some n. In the latter case X(t) is periodic with period λ, and the process is of interest only on the parameter set 0 ^ t ^ λ. All of our results are valid for T < λ.
