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Abstract 
For a finite set system ~ with ground set X, we let )f~V o~f --- {A UB: A,B E Jg, A ~ B}. 
An atom of J f  is a nonempty maximal subset C of X such that for all A E ~,  either C C A 
or C fq A = 0. We obtain a best possible upper bound for the number of atoms determined by a 
set system ocf with I~1 = k and I~  v ~1 = u for all integers k and u. This answers a problem 
posed by S6s. 
1. Introduction 
For a finite set K of integers, let the sum set K + K of K be defined by K + K = 
{a + b: a,b E K}. Now trivially we have that IK + K I ~< (Ir~+l), and after a moment's 
thought it is clear that IK + K[ ~>21KI- 1. A natural question to ask would be whether 
we could obtain any information about K if we knew some restrictions on K + K, say, 
for example, that IK + KI was not much larger than 21K I - 1. This type of question 
forms the basis for the deep and difficult theory developed by Freiman [4, 5] concerning 
the structure of sets of integers, and more generally of  sets of integer vectors, whose 
sum sets are small. One relatively simple example of Freiman's work is the following 
beautiful result: if  K is a finite set of  integers and IK + KI < 31gl - 3 then K is 
contained in an arithmetic progression of no more than IK + K I - LK I + 1 terms. 
For a set system 9(f = (X, 8),  where X is a finite set and 8 is a collection of  subsets 
of X, a natural analogue for ~ of the sum set for sets of integers is 
~VgCf  = {AUB:  A, B E g,  A CB}.  
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Clearly then, if I~,°l = IdOl -- k then ]~ V ~ff[ ~< (2k). S6s [6] posed the following ques- 
tion, which was inspired by the above results of Freiman: what can we say about the 
structure of ~ if [~ff V ~[  is small in some sense? In particular, is it true that if 
[ Jr V ~]  is, say, comparable to [~[ then the number of atoms determined by g is 
small? Here, as usual, by an atom of ~'~ we mean a nonempty maximal subset C of 
the ground set X of ~ such that for all A E ~ either C C A or C n A = ~. 
Our aim in this note is to answer this question of S6s, and in fact we shall prove a 
much more complete result. We shall find the maximum number of atoms determined 
by a set system ~ff with [~[ = k and [~'f~ V ~[  = u, in terms of k and u, for all 
positive integers k and u~< (~). Moreover, we shall give explicit examples to show 
that our results are best possible for all k and u. Our work shows in particular that, 
for u~<(k~-l), the maximum number of atoms determined by ~ with [~,'ff[ = k and 
I~ff V ~[  = u is about k + 2 x/(2u). Of course, our problem is equivalent to finding the 
maximum possible number of atoms defined by a set system whose set of pairwise 
intersections i  of a fixed size. Indeed, if ~vf is a set system with ground set X, let 
o~ff A 9ff = {A N B: A, B E 9if, A # B}, and let us write jgc = {X \ B: B E ~ut~}. Then 
clearly [~ l  = IJgcl,.I °vie V 9ff[ = I~CA ovgc[, and ~ and 9ff c define the same set of 
atoms. Let us mention that another possible way of defining 9rf V ~ would be to 
omit the condition A y~ B. We note that when 9f' is a Spemer system, our results also 
answer the analogous question with this definition for ovf V ~,  as there is a difference 
of exactly k in the two values of [~'ff V ovf[. However, the first definition appears to be 
slightly more natural for set systems. 
Our problem is in a sense complementary to one raised by Erd6s and Moser in [1], 
who asked for estimates on f (n) ,  the maximal size of a set system J f  whose ground 
set X has size n, and whose pairwise unions are all distinct, i.e. [9¢f V 9if[ = (Jail). This 
question was further studied by Frankl and Fiiredi in [2] and [3]. Note that the knowl- 
edge of the function f (n )  gives us a lower bound on the size of the ground set, and 
hence on the number of atoms, of a set system ~ with [oeg[ = k and [3¢f V 9rg[ -- (~), 
namely , we have IX[ ~>n0 = max{n: f (n)<.k}.  
In the next section of this note we reformulate our problem in terms of bipartite 
graphs, as this alternate version will turn out to be more convenient to use. We then 
give some further discussion of the problem and a description of the extremal systems, 
which imply lower bounds for our problem. Most of the work in this note lies in 
proving Theorems 4 and 7, which show that these lower bounds are also upper bounds. 
Section 3 contains a key lemma and the proof of Theorem 4, and Section 4 deals with 
the proof of Theorem 7 and its preliminary lemmas. In Section 5 we make some 
remarks on how our results might be generalised. 
2. The extremai examples 
Let us first translate our problem into a question about bipartite graphs. If  9ff = (X, ~) 
is a set system and ~ = ~g(af ~) is the collection of atoms of .,'of, we construct a 
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bipartite graph G = G~ with disjoint vertex sets g and c£ by joining B E g to C E 
if and only i fB  N C = 0. Then G has the property that Fo(A) ~ FG(B) for all A ¢ B in 
and Fc(C) ~ Fc(D) for all C ¢ D in ~, and furthermore we have that [{Fc(A) N 
F~(B) : A,B E ~,A # B}[ -- I~  V ~[ .  Let us note also that if c~ is of maxi- 
mum size given that [o~ff V ~ff[ is fixed, then for each B E g there exists a unique 
C E c£ such that Fc(C) = {B}. Indeed, if such a C were not present then an atom, 
say, a single vertex x, could be added to the ground set of 9f ~ and a new set system 
ovg' could be defined by ofF' = {A U {x}: A E 4f~,A ~ B} O {B} for which [ovg' I = [gff I 
and ]~ 'V  Jg' l  = [ ovg V ~1 but I<g(Jg')[ = I<£()(()l + 1. Of course, a slightly more 
natural way to associate a bipartite graph with .)ff would be to put an edge be- 
tween B E ~ and C E c£ if CcB ,  but we do it this way so that ~ V ) f  cor- 
responds to this set of neighbourhood intersections of G g. The intersection version 
of our problem would lead us to choose this more natural definition 
of G~.. 
Let us call a bipartite graph G(B,X) with bipartition B UX a set graph if 
(1) for each a E B there exists an x E X with F(x) = {a}, 
(2) for every x, y E X with x ¢ y we have F(x) ~ F(y). 
Hence if ~ug is a set system and cg(~)  is of maximum size given I~  V Jcg[ then G~, 
is a set graph. Conversely, it is easy to see that any given set graph G = G(B,X) 
corresponds to a set system ~ with [9(([ = IBI and [~ V 9¢t~1 = [{Fc(a) fq Fc (b) :  
a, b ~ B, a -¢ b}l, where the number of atoms determined by ~ is IX I. Note however 
that this set system is not uniquely determined, as each atom could be a nonempty set 
of arbitrary size. 
Given a set graph G = G(B,X), let U(G) = {Fc(a)  N Fc(b):  a,b E B,a ~ b} and 
u = u(G) = [U(G)[, and define the function A(u,k) by 
A(u,k) = max{IX[: G = G(B,X) is a set graph with [B I = k and u(G) = u}. 
Thus in this terminology, we have that A(u,k) gives the maximum number of atoms 
in a set system 9fF with Ig l  = k and I~  V .g,a I = u. To solve our problem then, we 
shall find the exact value of A(u,k) for all k and u~< (~). First we give a lower bound 
for A(u,k) for all values of k and u~< (~). We shall need to consider the case in which 
u~> (k~l) + 1 separately, so let us begin with the following. 
Lemma 1. Let k and u be positive integers with u<~ (k~l). Let t and ~ be the unique 
integers uch that u = (~) +(+1 and04e < t~<k-2. Then A(u,k)>~k+2t +U- t .  
Proof. We construct a set graph G = G(B,X) with [B I = k and u(G) = u (see Fig. 1 ). 
Let B = [k] = { 1,2 . . . . .  k}, and let X consist of the following vertices. Here for S C[k] 
we write xs for a vertex x E X with F(x) = S, and if S = {i} we write xi for xs. We 
let 
X = {xo} U {x[k]} U {xi: 1 <<.i<~k} U {xs: S C[t], ISl >~2} 
U {XTu{t+I}: 0 • T CV]}. 
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1 2 3 " "  g 
X2 X3 XS Xl 
• .. t t+ l . . ,  k //' " 
XTU{t+I} xt Zt+l .7:. 0 Xk zfk] 
Fig. 1. The set graph G(B,X) in Lemma 1. Here S - {l ,3,t} and T = {2,3,{} are shown as examples of 
the vertices xs and Xru{t+j }. The vertex X[kl is joined to all of B = lk]. 
Then G is clearly a set graph. To see that u(G)= u, first note that if i>~t + 2 
then F(i) N F(j) = {x[k]} for every j ~ i, and all F(i) f) F(j) are distinct from each 
other and from {xfk]} if i, j E It], since F(i)N F(j) is the only intersection containing 
x{ij}. Also, if f + l<~j<~t hen F(t + 1)N F ( j )=  (xtk]}, and if l<~j~<{ then each 
F(t + 1 )N F(j) is distinct from all other intersections as it is the only one that contains 
x{t+ki}. Therefore, we have u(G) = (~) + { + 1. Then since Ixl = k + 2' + 2 t - t the 
lemma is proved. [] 
Now we turn to the special case in which (k~,) + 1 ~<u~<(~). 
Lemma 2. Let k and u be positive integers such that u = (k~) + { + 1 for some 
O<~f <~k - 2. Then A(u,k)~2 k-I +2 e+l. 
Proof. Our set graph G = G(B,X) is defined by letting B = [k] and 
X = {Xo}[.-J{X[k]} U {xi: l<~i<~k} tJ {xs: Sc [k  - 1],1S[~>2 } 
u {xru(k}: 0 ¢ r c[~]} u {xru(~+~,..~} : r c[~], r # [~]}. 
Then the intersections F(i)NF(j) with i, j E [k - l ]  and F(k)NF(j) with 1 ~<j~<f are all 
distinct. I f  t~+ 1 <~j<~k- 1 then F(k) fq F( j )  = {x[k]} tJ {xru{t+l,..j,} : T C[f], T ¢ [E]}, 
and so u(G) = u. Thus A(u,k)>~lX [ = 2 k- i  +2  t+l. [] 
The main results of this note are Theorems 4 and 7 which assert that equality holds 
in both Lemmas 1 and 2. Assuming these results, we see that an unusual feature of 
the function A(u,k) is the fact that it is not strictly increasing in k, as can be seen by 
comparing A(u ,k -  1) and A(u,k) when u = (k22) 4-Eq- 1 and 2~<E~<k -3 .  In this 
case A(u,k - 1) = 2 k-2 + 2 t+l but A(u,k) = 2 k-2 + 2 ~ + 2. We shall use induction on 
k to prove Theorem 7, and owing to this peculiar behaviour of A(u,k) we shall need 
to do some careful work to establish the ease in which (k~-2) + 3~<u~< (k~l). This 
problem will be addressed in Section 4. 
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3. Preliminary results 
we begin with a lemma that shows how to construct a new set graph from a given 
one, say G = G(B,X), by removing a vertex of B. If G = G(B,X) is a set graph and 
a E B, then we define Sa by 
/ 
S~ = {F(a) fq F(b): b ~ a and if c -fi d and F(c) M F(d) = F(a) M F(b) 
thenc=-a  ord=a}.  
The idea here is that the intersections in Sa C U(G) depend essentially on a. 
Lemma 3. Let G = G(B,X) be a set graph, let a E B and suppose Is~l = s. Let 
Z c X be defined by 
z = {z E r (a ) :  there exists y E X \ r(a) with F(z) \ {a} = r(y)},  
and let X~ = X \ Z. Then 
(i) G~ = G[B \ {a},X~] is a set graph, 
(ii) u(G~) = u(G) - s, 
(iii) [Xal >~ IXl - 2 s. 
Proof. (i) Since G is a set graph we have in particular for each bEB\  {a} an element 
x E X with F = Fu(x) = {b}, and clearly x ~ Z, so condition (1) for being a set graph 
is satisfied by Ga. To see condition (2), suppose for a contradiction that x, y E X \ Z 
and F~a(x ) = rCo(y), But then Fo(x) \  {a} = re (y ) \  {a} and so one of x and y 
would be in Z. Therefore, Ga also satisfies (2) and so is a set graph. 
(ii) It is clear from the definition of  Sa that u(G~)<~u(G)- s. Conversely, sup- 
pose that b, c, d, and e are (not necessarily distinct) elements of B \ {a} with 
F(b) n F(c) ~ F(d) N F(e). Then there must be some element x E X with, say, 
x E F(b)NF(e) but x ~ F(d)nF(e).  I fx  ~ Z then FGo(a)N FGo(b) ~ FGo(d)n FGa(e) 
and if x E Z then the element y E X \ F(a)CX~ with F(y) -- F(x)\  {a} shows that 
again F~o(a) n Foo(b) ~ FGo(d) n FGa(e). Therefore, u(G~) = u(G) - s. 
(iii) To show that IZI ~<2 s, we shall show that there is a subset B" of B of  size 
s such that each F(z) N B" with z E Z is a distinct subset of  B ' .  First we let 
B' = {b ~ B: r(a) n r(b) E Sa}. 
Claim, I f  z E Z then F(z) C B'. 
Proof of the Claim. Let d E B\B '  and suppose d E F(z). Now since d (~ B' we have 
r(a)nr(d) = r (e )nr ( f )  for some e, fEB \{a}  with e ~ f .  Therefore zE r (e )nr ( f )  
and so y E r(e) n F( f ) ,  where y E x\ r (a )  is such that r(y) = r(z) \ {a}. But then 
y E F(a) fh F(d), which is a contradiction. 
Now let B" = {bl . . . . .  b~} be such that Sa = {F(a)el  F(bi): 1 ~<i~<s}, and suppose 
that z, w E Z are such that F(z) NB" = F(w) MB". If b E B' then F(a) M F(b) = 
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F(a)NF(bi) for some bi E B", and so F(z)N B' = F(w)M B', and hence F(z) = F(w) 
by the claim. But then since G is a set graph we have z = w, and therefore [Z[ ~<2 s 
as claimed. [] 
The lemma above is all we need to prove the first main theorem. 
Theorem 4. Let k and f be positive integers such that u = (*~) + f + 1 for some 
O<~f<~k- 2. Then A(u,k) = 2 k- l  + 2 L+I. 
Proof. By Lemma 2, what we need to show is that i f  G = G(B,X) is a set graph with 
IBI = k and u(G) = u then IXI ~<2 k-I  + 2 e+~. We shall prove this by induction on k. 
If k = 2 then { = 0, and clearly i X]~<2 k = 4 = 2 k- l  + 2 r÷l. Therefore let us 
assume that k ~> 3 and that the result holds for k - 1. Note that if { = k - 2 then 
again A(u,k)<~2 k --- 2 k-1 + 2/+l, so we also may assume that f~<k - 3. Our aim is 
to remove an element from B to obtain a new set graph as in Lemma 3, and then use 
the induction hypothesis. 
We claim that there exists a vertex a E B with IS~] ~<k-2.  Indeed, if IS~] = k -  1 for 
every a E B then u(G)>~ k(k -1) /2  = (~), since for b, c E B the intersection r~b)nr(c)  
can be in at most two of  the sets S~, namely Sb and So Therefore choose a E B such 
that ISal = s<~k- 2, and let G~ --- G(B\ {a},Xa) be the set graph formed by removing 
a, as in Lemma 3. Then u(Ga) = u(G) - s = (k~-l) + ( _ s + 1 and [XaI>~IXI - 2 s. 
Notice that we must have s~>( + 1, since ]B \ {a}] = k - 1. Therefore, u(G~) = 
(k~2) +(k -2+{-s )+ 1 where O<~k-2+{-s<~k-3 ,  and so by induction we have 
IXal <~A(u - s ,k  - 1 ) = 2 k -2  +2 k-T+r-s. Thus IXI ~<2 k-2 +2 k - l+/ -s  +2 s ~<2 k-1 + 2 (+ l  
since E< s ~<k-  2, and the theorem is proved. 
4. Proof of the main result 
As we mentioned in Section 2, in proving that equality holds in Lemma I the fact 
that A(u,k) is not strictly increasing in k causes us some difficulty. We shall need to 
address the case in which (k22) + 3 ~<u~< (k21) with some care. The next two lemmas, 
which are rather technical, deal with this case. 
Lemma 5. Suppose G = G(B,X) is a set graph with k = IB[>>,3, and suppose that 
there exists a vertex a E B with Sa = O. Then IX[ <~2 k-2 + 2 k-3 + 2. 
Proof. We shall use the fact that Sa = 0 to specify at least 2 k-  1 ..{_ 2k-3 _ 2 subsets 
C of  B such that there is no vertex x E X with F(x) = C. We begin by noting that if 
Cl, C2CB with Cl \{a} = C2 and ICTI~>2 then one of Cl and 6"2 is such a subset. 
Indeed, suppose that there exist xl, x2 E X with F(Xl ) = Cl and F(x2) = C2, and that 
{a,b} C C~ for some b # a. Then r(a) n r(b) = r(c) n r (d)  for some c, d E B \ {a} 
with c # d, and so xl E F(c)•F(d). But then x2 E F(c)fq F(d), contradicting the fact 
that x2 q~ F(a). 
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Therefore our task is reduced to showing that the collection cg ={CcB \ {a}: 
there exists no x E X with F(x) \ {a} -- C} has size at least 2 k-3 - 1. To do this we 
shall consider three separate cases. For tidiness, if al . . . . .  am and bl . . . . .  bl are vertices 
in B\{a}  with {al . . . . .  a,,} n {b, . . . . .  b/} = 0, let us write ~(a,  . . . . .  am: b, . . . . .  b,) for 
the set 
(~(al  . . . .  ,am : hi . . . . .  hi) : {CcB\  {a}:{a l  . . . . .  am} C C ,{b  1 . . . . .  hi} n C : 9}. 
Note that if al . . . . .  am and bl . . . . .  bt are all distinct then 
I~(at . . . . .  am :b l  . . . . .  b~)l : 2 k-l-m-I. 
Case 1: There exist b, c E B \ {a} with b :fi c such that F(a)N F(q)= F(b)N F(c) 
for all q E B \ {a}. 
In this case if there exists x E X with x E F(b) n F(c) then x E F(q) for all q E 
B\{a}. Therefore since G is a set graph we have at most one such x, and so ]Z(b,c)N 
~1>~2k-3 -- 1 and we are done. Hence from now on we may assume that no b, e E 
B \ {a} exist for which r(a) n r(q) = r(b) n r(c) for all q E B \ {a}. 
Case 2: There exists b E B \ {a} such that 1"(a) n F(b) = F(e) n F(d) for some e, 
d E B \  {a,b} with cCd.  
We see from this that ~(c,d : b )c% ~, so that [~[~>2 k-4. Our plan is now to find 
another set of size at least 2 k-4 contained in cg that is disjoint from ~(c,d : b). For 
this we must consider three subcases, according to F(a) n F(c) and F(a) N F(d). 
(i) Suppose there exist p, q E B \ {a,c} with p ¢ q and F(a) N F(c) = F(p) N F(q). 
Then C~(p,q:c)CC and is disjoint from ~g(c,d:b) and we are done. (ii) If there 
exist p, q E B \ {a,d} with p -¢ q and F(a) N F(d) = F(p) n F(q) then as in (i) we 
have found the required subset. (iii) Therefore, we may assume that F(a) n F(c) = 
r(c) n r (p)  and r(a) n r(d) = r(d) n r(q) for some p, q E B \{a}  with p ¢ c 
and q :fi d. Now if q = b then W(b,d : c) is the required subset, so we may assume 
that q :f ib.  Also, if  q :/: c then ~(c,d,b : q) and ~'(q,d,b : c) are suitable disjoint 
subsets of cg of  size 2 k-5. Similarly, we are done if p • d, so we may assume that 
F(a) N F(c) = F(c) G F(d) = F(a) n F(d). Now as noted in Case 1, there must exist 
some e E B \ {a} with r(a) n r(e) ¢ r(e) n r(d), so  e E B \ {a,b,c,d}. We list the 
possibilities for F(a) n F(e) below, where f ¢ g and f ,  g E B \ {a,b,c,d,e}. Notice 
that c and d are symmetric so they do not need to be listed separately. 
• If F(a) n F(e) = F(b) O F(c) then g(b,c : e) Ccg. 
• If F(a)nF(e)  = F(b) NF(e) then Cg(b,e:c)Cg. 
• If F (a )N  F(e) = F(b)O l ' ( f )  then g(b , f : c )Cg .  
• If F(a)nF(e)  = F(e)NF(e)  then ¢g(c,e :d )c~.  
• If F(a) N F(e) = F(e) N F ( f )  then g(c , f  : d) C ~'. 
• If F (a )n  F(e) = F(e)n  F( f )  then C~(c,e,f : d )cCg and g(d ,e , f  : c )C~.  
• If F(a) N F(e) = F(g) N F ( f )  then C£(c,g,f : d)  Ccg and %~(d,g,f : c) C ~. 
Therefore in all cases there is a set of size 2 k-4 contained in c¢ which is disjoint from 
g(c,d : b), as required. 
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Case 3: For all q E B \ {a} there exists a vertex p E B \ {a,q} with F(a) ¢q F(q) = 
r (q )  n r (p ) .  
For d, e E B\{a} with d ~ e, we say that d and e form an a-trianole if F(a)fqF(d) = 
F(a) n F(e) = F(d) N F(e). Let us first suppose that there are no a-triangles in B, 
and say F(a)N F(b) = F(b)r3 F(c) for some b, c E B \ {a} with b ~ c. Then 
F(a) fq F(c) = F(c) fq F(d) for some d E B \ {a, b, c}, and F(a) (q F(d) = F(d) fq F(q) 
for some q E B \ {a,c,d). But then we see that ~(b,c :d )  and Cg(c,d :q )  are disjoint 
and both are contained in eg, and so [c~[~>2k-3. Therefore, we may assume that G 
contains an a-triangle, say F(a) (q F(b) = F(a) M F(c) = F(b) fq F(c). Again we know 
by Case 1 that there exists a vertex d E B for which F(a)N F(d) ~ F(b)f3 F(c), 
so that d ~ b, c. (i) Let us first suppose that there exists d E B \ {a} for which 
F(a) fq F(d) = F(d) N F(e), where e E B \ {a,b,c}. Then F(a) (-I F(e) = F(e) f) F(q) 
for some q E B \  {a,e}: 
• If  q :fi b, c then all of the following are disjoint and contained in c~: Cg(b,c, d : e), 
Cg(b,e,e : q), ~(d,c,e : b), and Cg(d,b,e : c). 
• If F(a)0  F(e) = F(e)M F(b) then ~ contains the disjoint sets eg(b,e,: c), 
~(c,d,e : b), and Cg(b,c,d : e). Similarly, we are done if F(a)MF(e) = F(e)MF(c). 
(ii) Therefore, we may assume that for every q E B\{a} we have either F(a)NF(q) = 
F(q) M F(b) or F(a) n F(q) = F(q) N F(c). Now if for some d, e E B \ {a,b,c} with 
d ¢ e we have F(a) N F(d) = F(d) n F(b) and F(a) n F(e) = F(e) N F(c) then the 
disjoint sets Cg(b,d : ¢) and Cg(e,c : b) are both contained in ~ and we are done. Hence 
the only remaining case to be checked is that in which, say, F(a)NF(q) = F(q)AF(b) 
for all q E B \ {a,b,c}. But then none of the 2 k-3 - 1 subsets S of  B that contain b 
and a nonempty subset of  B \ {a, b, c} but not c can be such that F(x) = S for some 
xEX.  
Therefore in all cases we have [cg[ ~>2k-3 _ 1, and so IX[ ~<2 ~-2 +2 k-3 +2,  and the 
lemma is proved. [] 
Lemma 6. Let k and u be positive integers such that u : (k22) "-~ ~ -]- 1 for some 
O<~f <~k- 3. Then A(u,k)<~2 k-2 +2 t +2.  
Proof. We proceed by induction on k. The case k = 3 is trivial, so let us suppose that 
k~>4 and the result holds for k - 1. Let G = G(B,X) be a set graph with IBI = k and 
u(G) = u. 
Let us first see that the lemma holds if there exists a vertex a E B with ISal = s 
where 0 <s<~k-3.  Given such an a, let Ga = Ga(B\{a},Xa) be as in Lemma 3. Then 
IBk{a}l -- k -  1, Ixa] >--IX1-2 s and u(Ga) = u(G) -s  = (k22) +t~-s+ 1. Now i fs~<f 
then 0~f -s<~k-  3, so by Theorem 4 we have [Xa[ <~A(u-s ,k -  1)= 2 k-z +2 ¢-s+1 
and therefore [X[~<2 k - /+  2 t-s+1 + 2s<~2 k-z + 2 t + 2. Hence we may assume that 
g < s<<.k - 3, so that u(G~) = (k~-3) + (k - 3 + ( - s) + 1, where 0~<f~<k - 3 + 
( - s<~k - 4. Then by induction [X~[ <~A(u - s,k - 1)~<2 k-3 + 2 k-3+t-~ + 2 and so 
IX[ ~<2k-3 + 2k-3+e-~ + 2~+ 2~2k-z  + 2e+ 2, thus showing that the theorem holds in 
both cases. 
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Therefore, we may assume that for all a E B either Su = 0 or IS~[ ~>k - 2. Let m 
denote the number of vertices a in B with IS~[ ~>k - 2. Then again since F(b) N F(c) 
can be in at most two of the S~ we have u(G)>~m(k - 2)/2, and so m<~k - 1. We 
shall now consider three cases according to the size of m. 
Case 1: We have re=k-  1. In this case u(G) =- (k21), SO that f---- k -3 ,  and 
moreover there exists a vertex a E B with S~ = 0. Then by Lemma 5 we have 
A(u,k)<~2 k-2 +2 k-3 +2 = 2 k-2 +2 ~ +2.  
Case 2: We have m<~k - 3. Here there are three distinct vertices a, b, c E B with 
S~ = Sb = Sc = 0. Let d be such that dEB\{a ,b ,c} .  Clearly I{F(d) n/'(e): e E 
B \ {a,b,e,d}}[ ~<k - 4. Now note that if r (a )  n r (d )  c Sa then F(a) n F(d) = 
F(q)N F(d) for some q#a, since S, = 0, and similarly for b and c. Thus in {F(a)N  
F(d), F(b)NF(d), F(c)NF(d)} there can be at most one more set in Sd, so [Sd] <~k-3 
and hence Sd = 0. Therefore in this case m = 0. 
Note however that if m -- 0 then in particular each element of U(G) can be written 
I t+2 in at least two different ways, and so certainly ~ (2 )  ~> (t2) + ~ + 1. Then the only 
possibilities are k =6 and (=0,  k =5 and (=0 or 1, or k =4 and ( - -0  or 1, 
Let us first suppose that ( = 0, and a is any vertex in B. By Lemma 3 the set graph 
G, = G~(B\ {a},Xa) satisfies IB \  {a}[ = k -  1, u(G~)= u(G) and IXa] ~>[X[-  1, and 
so by Theorem 4 we have IXI<<.IX~ I + 1~<2 k-2 +2 e +2 and we are done. 
1 t+2 Now, in both cases k = 4, ( -- 1 and k = 5, E = 1 we have that ~(2  ) = (2) +(  +1,  
so each neighbourhood intersection can be written in exactly two different ways. But 
then for a, b E B with a # b we have F(a)  N F(b)  = F(c)  M F (d)  for some c # d in 
B \ {a, b}, since S~ = Sb = 0. Therefore if x E X and 
k - -4  then [XI~<5 < 2k-2 +2/+2 and i fk  = 5 then 
in all these small cases the theorem holds. 
IF(x)[ ~>2 then IF(x)l ~>4, so if 
IX1 ~ 12 = 2 k-2 + 2 e + 2. Hence 
Case 3: We have m = k - 2. In this case there are exactly two vertices a and b in 
B for which S~ = Sb = 0. Let c E B\{a ,b}  be such that F(a)•F(b) = F (c )nF(d)  
for some d E B \ {a,c}. Then F(c) N F(d) f~ Sc and since ISc[ >~k - 2 we must have 
Sc = {F(c)  M F(q) :  q E B \ {d}}, and these sets are all distinct. But this contradicts 
the fact that each of F(a) M F(c) and F(b) M F(c) is equal to some other intersection. 
Therefore this case cannot occur and so the lemma is proved. 
With this difficult case finished, we may now prove the second main theorem. 
Theorem 7. Let k and u be positive integers with u<~ (k21). Let t and f be the unique 
integers uch that u = (t2) + ( + 1 and 0 <~ f < t <~ k - 2. Then A(u, k) = k + 2 t + 2 ~ - t. 
Proof. The case in which t = k -2  is done in Lemma 6, so let us assume that t <~ k -3 .  
We proceed by induction on k. It is easy to see that the result holds when k =- 3, so let 
us assume that k~>4 and the theorem is true for k -1 .  Let G = G(B,X) be a set graph 
with IBI = k and u(G) = u. As before there exists a vertex a E B with ISal<<.t - 1, 
since if IS~l>~t for every a E B then u(G)>>,kt/2>~(t + 3)t/2 > (t~l). Choose a E B 
with [Sa[ = s, O<<,s<<,t- 1, and consider Ga(B \ {a},X~). By Lemma 3 we have that 
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u(Ga)=u(G) -s= (~)+d-s+l~<(k23)+d-s+l  and IXa[~>[X[-2 s. We shall 
consider two cases according to the value of  s. 
Case 1: We have O<~s<~(. Here u(Ga) = (2)+d-s+l  where 0...<d-s < t<~k-3, so 
u(Ga ) ~ (t~l) ~< (k22). Therefore by induction IXa[ ~A(u-s ,  k-  1 ) = 2 t +2 t-s  +k  - 1 - t. 
Thus IX] ~<2 t 4- 2 e-~ + k - 1 - t + 2 ~ ~<2 t 4- 2 e + k - t and we are done. 
Case 2: We have d+ l<~s<~t- 1. In this case u(G,) = (tzl) +( t -  1 +f -s )+ 1 
where 0...<(-..<t- 1+E-s  < t -  l~<k-  3, so u(G~)~< (~t) ~< (~2).  Then by induction 
we have IXa l<~A(u  - s ,k  - 1) -- 2 t- I  + 2 t- l+e-s + k - 1 - t + 1. Thus, here also 
]X I ~<2 t-I 4- 2 t-t+e-s + k - t + 2 s ~<2 t 4- 2 e + k - t. 
Hence we see that A(u,k)~k--I-2 t 4-2 ~-  t, and in view of Lemma 1 we have that 
A(u ,k )=k  + 2t + 2e- t .  [] 
Let us close this section by restating our results in Theorems 4 and 7 in terms of 
our original problem about set systems. 
Corollary 8. Let k and u be positive integers with u <~ (2k), and let t and f be the 
unique integers uch that u = (~) + E + 1 and 0 <~ d < t<~ k - 1. Let ~ be a set system 
with 19~[ = k and [~ V 9~] = u. 
(i) / f  t ~<k - 2 then [cg(5(()[ ~<k + 2' + 2 t - t. 
(ii) I f  t = k - 1 then I~(~)l ~2' +2 t+~. 
Furthermore, these upper bounds are best possible. 
As mentioned in Section 2, there is no unique set system corresponding to a 
given set graph G(B,X), and so the extremal set systems that show that the bounds 
in Corollary 8 are best possible are not unique. However, it would be interesting to 
determine whether the extremal set graphs described in Lemmas 1 and 2 are unique, 
as this would translate to some sort of  uniqueness result for Corollary 8. 
5. Concluding remarks 
We have been concerned exclusively with the number of pairwise unions in set 
systems. We conclude with a few comments on how our results might extend to deal 
with m-wise unions, where m ~> 3. We will concentrate on trying to find an analogue 
of our Theorem 7, since Theorem 4 is just a special case. 
For a set graph G(B,X) and an integer m~>2, let us define U,~(G) by 
Urn(G) = {F(al ) N F(a2) N . . .  fq F(am): ai E B, ai ~ aj for 1 <~i < j <~m} 
and let urn(G) = Ifm(a)l. Then for integers k and u with u~< (m k) the function Am(u,k) 
may be defined by 
Am(u,k ) : max{lXI : G(B,X) is a set graph with [B[ - k,u~(G) = u}. 
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Clearly then A,,(u,k) also gives the maximum number of atoms defined by a set 
system g with 1~1 = k and I~m[ = u, where 9f(" = {Bi UB2 U- . .  UBm: Bg E ~,  
Bg -~ Bj for 1 ~<f < j<<,m}. Then our Theorem 7 states that for u~< (k~l) we have 
Az(u,k) = k + 2t+ 2 r -  t, where t and E are the unique integers so that u = (~)+ f +1 
and 0<~( < t<~k-  2. 
Suppose positive integers u, k, and m are given, where i < m < k and u~< (k~l). 
This time let tl . . . . .  tm be the unique integers such that u = ( I)  + (mt2-O + ' ' "  +tm + 1 
and 0~<t,, < tm-I < " "  < tl < k -- I. Using our example for Lemma 1 as a model, 
we are able to describe a set graph G - G(B,X) such that IXI is large, IB] -- k and 
um(G)=u.  
In the notation of  Lemmas 1 and 2, let B = [k] and let X be given by 
X = {x[,]} U {XT : T c[k],  IT[ ~< m - 1 } U {xs,: S Ic  [tl ], ISI 1/> m} 
m 
uU{xs , :  Si = S[ U {ti + 1 . . . . .  t i - I  + 1},S[ c[ti],lS[l>~m - i+  1}. 
i=2 
m--  It is clear after a moment's checking that G is a set graph, and that X = ~i=11 (ki) + 
" Y']/=,,--j+l (t,.) + 1. It is also easily verified that urn(G) = u. We close with the ]=1 ts 
conjecture that this example is an extremal set graph. 
Conjecture 9. Suppose positive integers u, k and m are given, where 1 < m < k and 
u~< (k~l). Let t, . . . . .  t,, be the unique integers such that u = ( I)  + ( , /~ , )+"  '+  tm+ 1 
and 0~<t,n < tm--I < "'" < ti < k - 1. Then 
a,,(u,k ) = ,__., + 
i=1 j=l i=m--j+l 
+1.  
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