Event-triggered Consensus for Multi-agent Systems with Asymmetric and
  Reducible Topologies by Yi, Xinlei et al.
ar
X
iv
:1
40
7.
13
77
v1
  [
nli
n.A
O]
  5
 Ju
l 2
01
4
Event-triggered Consensus for Multi-agent Systems
with Asymmetric and Reducible Topologies
Xinlei Yi, Wenlian Lu and Tianping Chen
October 16, 2018
Abstract
This paper studies the consensus problem of multi-agent systems with
asymmetric and reducible topologies. Centralized event-triggered rules are
provided so as to reduce the frequency of system’s updating. The diffusion
coupling feedbacks of each agent are based on the latest observations from its
in-neighbors and the system’s next observation time is triggered by a criterion
based on all agents’ information. The scenario of continuous monitoring is
first considered, namely all agents’ instantaneous states can be observed. It is
proved that if the network topology has a spanning tree, then the centralized
event-triggered coupling strategy can realize consensus for the multi-agent
system. Then the results are extended to discontinuous monitoring, where
the system computes its next triggering time in advance without having to
observe all agents’ states continuously. Examples with numerical simulation
are provided to show the effectiveness of the theoretical results.
Keywords:Asymmetric, irreducible, reducible, consensus, multi-agent sys-
tems, event-triggered, self-triggered.
1 Introduction
In the past decade, consensus problem in multi-agent systems, i.e. a group of agents
seeks to agree upon certain quantity of interest, has attracted many researchers.
There are many excellent results in this field, for example, see [1]-[5]. In these
works, the network topologies can be fixed or stochastically switching, and to re-
alize a consensus a fundamental assumption is that the underlying graph of the
network system has a spanning tree [1].
However, the above studies are all using the simultaneous state as feedback
control to realize a consensus. In the near future, each agent could be equipped with
embedded microprocessors with limited resources that will transmit and gather
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information, etc. Motivated by that, event-triggered control [6]-[14] and self-
triggered control [15]-[19] have been proposed and studied. Instead of using the
simultaneous state to realize a consensus, the control in event-triggered control
strategy is piecewise constant between the triggering times which need been deter-
mined. Self-triggered control is a natural extension of the event-triggered control
since the derivative of the concern multi-agent system’s state is piecewise constant
(a very simple linear constant coefficient ordinary differential equations) in math-
ematical respect, which means it is very easy to work out solutions (agents’ states)
of the equations. In [6], the triggering times are determined when a certain error
becomes large enough with respect to the norm of the state. In [11], under the
condition that the graph is undirected and strongly connected, the authors provide
event-triggered and self-triggered approaches in both centralized and distributed
formulations. It should be emphasized that the approaches cannot be applied to
directed graphes. In [12], the authors investigate the average-consensus problem
of multi-agent systems with directed and weighted topologies, but they need an
additional assumption that the directed topology must be balanced. In [14], the
authors propose a new combinational measurement approach to event design and
as a result, control of agents is only triggered at their own even time, which is an
improvement.
In fact, event-driven strategies for multi-agent systems can be viewed as lin-
earization and discretization process, which has been considered and investigated
in early papers [25, 26]. For example, in the paper [25], following algorithm was
investigated
xi(t+ 1) = f(xi(t)) + ci
m∑
j=1
aij(f(x
j(t))) (1)
which can be considered as nonlinear consensus algorithm.
As a special case, let f(x(t)) = x(t) and ci = (tik+1 − tik), then
xi(tik+1) = x
i(tik) + (t
i
k+1 − tik)
m∑
j=1
aijx
j(tik) (2)
which is just the event triggering (distributed, self triggered) model for consensus
problem, though the term ”event triggering” is not used. In centralized control, the
bound for (tik+1 − tik) = (tk+1 − tk) to reach synchronization was given in that
paper when the coupling graph is indirected, too.
In this paper, continuing with previous works, we study centralized event-
triggered and centralized self-triggered consensus in multi-agent system with asym-
metric, reducible and weighted topology. Firstly, under the irreducible topology
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condition, i.e. the underlying directed graph is strongly connected, we derive two
centralized event-triggered rules. Secondly, by mathematical induction, we gen-
eralize above results to reducible topology case. It is proved that if the network
topology has a spanning tree, then the centralized event-triggered coupling strate-
gies can realize consensus for the multi-agent system. Here, we point out that we
do not need that the directed topology must be balanced or any other additional
conditions. The consensus value is a weighted average of all agents’ initial values
by the nonnegative left eigenvector of the graph Laplacian matrix corresponding
to eigenvalue zero. Finally, the results are extended to discontinuous monitoring,
i.e. self-triggered control, where the system computes its next triggering time in
advance without having to observe all agents’ states continuously. In addition, we
provide a novel and very simple self-triggered rule (see Theorem 6) of which the
time interval length is bigger than the result in [11]. And we even give a self-
triggered strategy with a fixed time interval between two continuous triggering, i.e.
we give a periodic self-triggered strategy. It should be emphasized that the period
is decided by the maximum in-degree of the network only.
The paper is organized as follows: in Section 2, some necessary definitions and
lemmas are given; in Section 3, the event-triggered consensus for multi-agent with
asymmetrical topologies is discussed; in Section 4, the self-triggered formulation
of the frameworks in Section 3 is presented; in Section 5, examples with numeri-
cal simulation are provided to show the effectiveness of the theoretical results; in
Section 6, we conclude this paper and indicate further research directions.
2 Preliminaries
In this section we first review some related definitions and results on algebraic
graph theory [20, 21] which will be used later in this paper.
For a weighted asymmetric graph (digraph or directed graph) G = (V, E ,A)
with m agents (vertices or nodes), the set of agents V = {v1, · · · , vm}, set of links
(edges) E ⊆ V×V , and the weighted adjacency matrixA = (aij) with nonnegative
adjacency elements aij . A link of G is denoted by e(i, j) = (vi, vj) ∈ E if there
is a directed link from agent j to agent i. The adjacency elements associated with
the links of the graph are positive, i.e., e(i, j) ∈ E ⇐⇒ aij > 0, for all i, j ∈ I ,
where I = {1, 2, · · · ,m}. It is assumed that aii = 0 for all i ∈ I . We define
the link set E in = {ein(i, j)} is composed of directed links ein(i, j) if aij > 0,
i.e., E in = E . Equivalently, we can define a dual link set Eout = {(eout(i, j)}
composed of eout(i, j) if aji > 0. Moreover, the in-neighbours set of agent vi is
defined as
N ini = {vj ∈ V | aij > 0}.
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The in-degree of agent vi is defined as follows:
degin(vi) =
m∑
j=1
aij.
The degree matrix of digraph G is defined asD = diag[degin(v1), · · · , degin(vm)].
The weighted Laplacian matrix associated with the digraph G is defined as L =
A−D. A directed path from agent v0 to agent vk is a directed graph with distinct
agents v0, ..., vk and links e0, ..., ek−1 such that ei is a link directed from vi to vi+1,
for all i < k.
Definition 1 We say an asymmetric graph G is strongly connected if for any two
distinct agents vi, vj , there exits a directed path from vi to vj .
By [21], we know that G is strongly connected is equivalent to the corresponding
Laplacian matrix L is irreducible.
Definition 2 We say an asymmetric graph G has a spanning tree if exists at least
one agent vi0 such that for any other agent vj , there exits a directed path from vi0
to vj .
By Perron-Frobenius theorem [21], we have
Lemma 1 If L is irreducible, then rank(L) = m − 1, zero is an algebraically
simple eigenvalue of L and there is a positive vector ξ⊤ = [ξ1, · · · , ξm] such that
ξ⊤L = 0 and
∑m
i=1 ξi = 1. And if the asymmetric graph G just has a span-
ning tree then we should change the positive vector to nonnegative vector in above
conclusion.
Let Ξ = diag[ξ1, · · · , ξm], also by Perron-Frobenius theorem, we have
Lemma 2 If L is irreducible, then ΞL+ L⊤Ξ is a symmetric Metzler matrix with
all row sums equal to zeros and has zero eigenvalue with algebraic dimension one.
Denote R = [Rij]mi,j=1 = (1/2)(ΞL+L⊤Ξ). By Lemma 2, R can be regarded
as a Laplacian matrix of some bi-directed graph with strongly connected topology.
Denote this graph as Gs = {V, Es}with the same agent set as G, and the link set Es
is composed of es(i, j) for either e(i, j) ∈ E or e(j, i) ∈ E , i.e, Es = E in⋃ Eout.
Obviously, R is negative semi-definite. Let 0 = λ1 < λ2 ≤ · · · ≤ λm be the
eigenvalue of −R, counting the multiplicities. Let Λ = diag[λ1, · · · , λm], from
[21], there is a real orthogonal matrix Σ satisfies −R = Σ⊤ΛΣ. Thus
−R = B2, (3)
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where B = Σ⊤
√
ΛΣ. From [21], we know that B is the unique positive semi-
definite matrix satisfies (3).
In the sequel, we need following three matrices: matrix −R = −(1/2)(ΞL +
L⊤Ξ), matrix Q = ΞLL⊤Ξ, and matrix U = Ξ− ξξ⊤ with eigenvalues 0 = λ1 ≤
· · · ≤ λm, 0 = β1 < β2 ≤ · · · ≤ βm and 0 = µ1 < µ2 ≤ · · · ≤ µm, (counting
their multiplicities), respectively.
Following three inequalities are used frequently in the rest of the paper:
λmx
Tx ≥ min
x⊥1
{xT (−R)x} ≥ λ2xTx,
βmx
Tx ≥ min
x⊥1
{xTQx} ≥ β2xTx,
and
µ2x
Tx ≤ max
x⊥1
{xTUx} ≤ µmxTx.
Therefore, we have
λ2
βm
Q ≤ −R ≤ λm
β2
Q, (4)
λ2
µm
U ≤ −R ≤ λm
µ2
U. (5)
By [3], we have
Lemma 3 Let A ∈ Mn(R) be a be a stochastic matrix. If A has a spanning
tree and positive diagonal elements, then limm→∞Am = 1v⊤, where v satisfies
A⊤v = v and 1⊤v = 1. Furthermore, each element of v is nonnegative.
Notations: ‖ · ‖ represents the Euclidean norm for vectors or the induced 2-norm
for matrices. The notation 1 denotes a column vector with each component 1 and
proper dimension. The notation ρ(·) stands for the spectral radius for matrices and
ρ2(·) indicates the minimum positive eigenvalue for matrices which have positive
eigenvalues.
3 Event-triggered control
Consider following multi-agent system{
x˙i(t) = ui(t)
ui(t) =
∑m
j=1 Lijxj(tk(t)), i = 1, · · · ,m
(6)
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where xi represents the state of the agent i at time t and L = [Lij ]mi,j=1 is the
weighted Laplacian matrix associated with the underlying graph of the network
system, and
k(t) = arg max
k′=1,2,···
{tk′ ≤ t}
with t1 = 0 ≤ t2 ≤ t3 ≤ · · · which are the triggering time points to be determined.
In order to design the appropriate triggering times, we define the state mea-
surement error as:
∆x(t) = x(tk)− x(t), t ∈ [tk, tk+1), k = 0, 1, 2, · · · (7)
or
∆x(t) = x(tk(t))− x(t), (8)
where x(t) = [x1(t), · · · , xm(t)]⊤ ∈ Rm.
3.1 Asymmetric and irreducible topology
In this subsection, we consider the case that L is irreducible. Equivalently, G is
strongly connected. To depict the event that triggers the next coupling term basing
time point, we consider the following candidate Lyapunov function:
V (t) =
1
2
m∑
i=1
ξi(xi(t)− x¯(t))2 = 1
2
(x(t)− X¯(t))⊤Ξ(x(t)− X¯(t)) = 1
2
x(t)⊤Ux(t) (9)
where x¯(t) =
∑m
i=1 ξixi(t) is the weighted average of x(t) with respect to ξ,
X¯(t) = [x¯(t), · · · , x¯(t)]⊤. Then, by the definition of ∆x(t), L, ˙¯X(t) = 0 and (4),
for any a > 0, the derivative of V (t) along (6) is
(x(t)− X¯(t)) = [1 + (t− tk)L](x(tk)− X¯(tk)) (10)
(x(t)− X¯(t))⊤Ξ(x(t)− X¯(t))
=(x(tk)− X¯(tk))⊤[I + (t− tk)LT ]Ξ[1 + (t− tk)L](x(tk)− X¯(tk))
=(x(tk)− X¯(tk))⊤Ξ(x(tk)− X¯(tk))
+ (t− tk)(x(tk)− X¯(tk))⊤L(x(tk)− X¯(tk))
=[1 + (t− tk)](x(tk)− X¯(tk))⊤R(x(tk)− X¯(tk))
(11)
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ddt
V (t) =(x(t)− X¯(t))⊤Ξ(x˙(t)− ˙¯X(t))
=(x(t)− X¯(t))⊤ΞL(x(tk)− X¯(tk))
=(x(tk)− X¯(tk))⊤ΞL(x(tk)− X¯(tk))
+ (t− tk)(x(tk)− X¯(tk))⊤ΞL(x(tk)− X¯(tk))
=[1 + (t− tk)](x(tk)− X¯(tk))⊤R(x(tk)− X¯(tk))
(12)
(x(t)− X¯(t))⊤ΞL(x(t) + ∆x(t))
=(x(t)− X¯(t))⊤ΞL(x(t) + ∆x(t))
=x⊤(t)ΞLx(t) + x⊤(t)ΞL∆x(t)
≤x⊤(t)Rx(t) + a
2
x⊤(t)ΞLL⊤Ξx(t) +
1
2a
‖∆x(t)‖2
≤x⊤(t)Rx(t) + aβm
2λ2
x⊤(t)(−R)x(t) + 1
2a
‖∆x(t)‖2
=− (1− aβm
2λ2
)x⊤(t)(−R)x(t) + 1
2a
‖∆x(t)‖2. (13)
Therefore, we can give
Theorem 1 Suppose that G is strongly connected. Set tk+1 as the time point such
that for some fixed γ ∈ (0, 1) and 0 < a < 2λ2
βm
tk+1 = max
{
τ ≥ tk : ‖x(tk)− x(t)‖ ≤
√
2γa(1− aβm
2λ2
)x⊤(t)(−R)x(t), ∀t ∈ [tk, τ ]
}
(14)
Then, system (6) reaches a consensus; In addition, for all i ∈ I , we have
lim
t→∞
xi(t) =
m∑
j=1
ξjxj(0)
and
lim
t→∞
xi(tk(t)) =
m∑
j=1
ξjxj(0).
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Proof. From (14), we know
‖∆x(t)‖ = ‖x(tk(t))− x(t)‖ ≤
√
2γa(1 − aβm
2λ2
)x⊤(t)(−R)x(t). (15)
From (15), (13) and (5), we have
d
dt
V (t) ≤− (1− aβm
2λ2
)(1− γ)x⊤(t)(−R)x(t)
≤− (1− aβm
2λ2
)
λ2(1− γ)
µm
x⊤(t)Ux(t)
=− (1− aβm
2λ2
)
2λ2(1− γ)
µm
V (t) (16)
valid for all t ≥ 0. It means when tk+1 ≥ t ≥ tk
V (t) ≤ V (tk)
(
exp
{
− (1− aβm
2λ2
)
2λ2(1− γ)
µm
(t− tk)
})
(17)
Thus
V (t) ≤ V (0)
(
exp
{
− (1− aβm
2λ2
)
2λ2(1− γ)
µm
t
})
(18)
This implies that system (6) reaches a consensus and for all i = 1, · · · ,m,
xi(t)−
m∑
j=1
ξjxj(0) = O
(
exp
{
− (1− aβm
2λ2
)
2λ2(1− γ)
µm
t
})
(19)
and
xi(t)− xi(tk(t)) = O
(
exp
{
− (1− aβm
2λ2
)
2λ2(1− γ)
µm
t
})
(20)
The proof is completed.
Next, we will prove that the above event-triggered rule is realizable, i.e. the
inter-event times {tk+1 − tk} are up limited and strictly positive, which are also
known as not exhibiting singular triggering or Zeno behavior [22]. Those are
proven in the following theorem.
Theorem 2 Under the proposed event-triggered rule (14), the next inter-event time
is finite and strictly positive.
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Proof. Firstly, we will prove that in case ‖x(tk)− X¯(0)‖ 6= 0, there exists a finite
triggering time tk+1 > tk.
In fact, it is easy to see that for any t > tk, we have
V (t) ≤ V (tk)
(
exp
{
− (1− aβm
2λ2
)
2λ2(1− γ)
µm
(t− tk)
})
Then,
‖x(t)− X¯(0)‖ =
√
‖x(t)− X¯(0)‖2 ≤
√
2
mini{ξi}V (t)
≤
√
2
mini{ξi}V (tk)
(
exp
{
− (1− aβm
2λ2
)
2λ2(1− γ)
µm
(t− tk)
})
which means ‖x(t)− X¯(0)‖ eventually exponentially decreases with respect to t.
On the other hand, it is easy to check that√
2γa(1 − aβm
2λ2
)x⊤(t)(−R)x(t)
=
√
2γa(1 − aβm
2λ2
)(x(t)− X¯(0))⊤(−R)(x(t)− X¯(0))
≤
√
2γa(1 − aβm
2λ2
)λm‖x(t)− X¯(0)‖,
Thus, for sufficient large t > tk, we have
‖x(tk)− x(t)‖ ≥ ‖x(tk)− X¯(0)‖ − ‖x(t) − X¯(0)‖
>
(√
2γa(1 − aβm
2λ2
)λm + 1
)
‖x(t) − X¯(0)‖ − ‖x(t)− X¯(0)‖
=
√
2γa(1 − aβm
2λ2
)λm ‖x(t)− X¯(0)‖
≥
√
2γa(1 − aβm
2λ2
)x⊤(t)(−R)x(t)
On the other hand, ‖x(tk) − x(t)‖ = 0 and x⊤(t)(−R)x(t) 6= 0 at t = tk, since
‖x(tk)− X¯(0)‖ 6= 0. Therefore, there exists tk+1 > tk satisfying
‖x(tk)− x(t)‖ ≤
√
2γa(1 − aβm
2λ2
)x⊤(t)(−R)x(t) ∀t ∈ [tk, tk+1] (21)
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This completes the proof that the next inter-event time is finite.
(2) Similar to [6], we can calculate the time derivative of ‖∆x(t)‖‖Bx(t)‖ .
d
dt
‖∆x(t)‖
‖Bx(t)‖ =
−(∆x(t))⊤x˙(t)
‖∆x(t)‖‖Bx(t)‖ −
‖∆x(t)‖x⊤(t)BBx˙(t)
‖Bx(t)‖2‖Bx(t)‖
=
−(∆x(t))⊤L(x(t) + ∆x(t))
‖∆x(t)‖‖Bx(t)‖ −
‖∆x(t)‖x⊤(t)BBL(x(t) + ∆x(t))
‖Bx(t)‖2‖Bx(t)‖
≤
√
ρ(L⊤L)
λ2
+ ‖L‖‖∆x(t)‖‖Bx(t)‖ + ‖B‖
√
ρ(L⊤L)
λ2
‖∆x(t)‖
‖Bx(t)‖ + ‖L‖‖B‖
‖∆x(t)‖2
‖Bx(t)‖2
=
[
‖L‖‖∆x(t)‖‖Bx(t)‖ +
√
ρ(L⊤L)
λ2
][
‖B‖‖∆x(t)‖‖Bx(t)‖ + 1
]
.
Via comparison principle, we have ‖∆x(t)‖‖Bx(t)‖ ≤ φ(t, φ0), where φ(t, φ0) is the solu-
tion of following differential equation

dφ
dt
=
[
‖L‖φ+
√
ρ(L⊤L)
λ2
][
‖B‖φ+ 1
]
φ(t, φ0) = φ0
.
Hence the inter-event times are bounded from below by the time τ0 which satisfies
φ(τ0, 0) =
√
γ2a(1 − aβm2λ2 ). We can calculate τ0 as follows.
∫ √γ2a(1− aβm
2λ2
)
0
dφ[
‖L‖φ+ ρ(L⊤L)
λ2
][
‖B‖φ+ 1
] = ∫ τ0
0
dt,
which yields
τ0 =


g1(‖B‖
√
γ2a(1− aβm2λ2 ))− g1(0), if k1 6= k2
1− g2(
√
γ2a(1− aβm2λ2 )), if k1 = k2
(22)
with k1 = ‖B‖
√
ρ(L⊤L)
λ2
, k2 = ‖L‖, g1(s) = 1|k1−k2| ln|
2k2s+(k1+k2)−|k1−k2|
2k2s+(k1+k2)+|k1−k2|
|, g2(s) =
1
1+s . This completes the proof the next inter-event time is strictly positive.
Just as the discussion in [12], we have
Remark 1 Since larger τ0 implies less control updating times, thus the larger τ0,
the less resources needed for the equipment, like embedded microprocessors, to
communicate between agents. On the other hand, the smaller V˙ (t) means the
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faster convergence speed. We know from (22) that τ0 is increasing with respect to
γ. Then a larger γ leads to less control updating times for each agent, while a
smaller γ leads to bigger low bound of the system convergence rate according to
(16). It should be emphasized that we can not say a smaller γ leads to faster system
convergence according to (16). Therefore, the protocol designer should choose a
proper γ so as to make a compromise between the control actuation times and the
system convergence speed.
In the following, we will propose an alternative event-triggered rule.
Corollary 1 Suppose that G is strongly connected. Set tk+1 as the time point such
that for any fixed γ ∈ (0, 1)
tk+1 = max
{
τ ≥ tk : |x⊤(t)ΞL(x(tk)− x(t))| ≤ γx⊤(t)(−R)x(t), ∀t ∈ [tk, τ ]
}
. (23)
Then, system (6) reaches a consensus; In addition, for all i ∈ I , we have
lim
t→∞
xi(t) =
m∑
j=1
ξjxj(0)
and
lim
t→∞
xi(tk(t)) =
m∑
j=1
ξjxj(0).
Proof. From (23) and (13), we have
d
dt
V (t) ≤ (1− γ)x⊤(t)Rx(t).
By the same arguments as in the proof of Theorem 1, one can conclude
V (t) = O
(
exp
{
− 2λ2(1− γ)
µm
t
})
and
x⊤(t)(−R)x(t) = O
(
exp
{
− 2λ2(1− γ)
µm
t
})
. (24)
This implies that system (6) reaches a consensus and
lim
t→∞
xi(t) =
m∑
j=1
ξjxj(0).
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If we can prove that the above event-triggered rule (23) is realisable, i.e., the inter-
event times are up limited and strictly positive, then we have
lim
t→∞
xi(tk(t)) =
m∑
j=1
ξjxj(0).
The proof of the above event-triggered rule (23) is realisable can be found in the
following theorem. This completes the proof of this theorem.
Theorem 3 Under the proposed event-triggered rule (23), the next inter-event time
is finite and strictly positive.
Proof. (1) Firstly, we will prove that in case ‖x(tk) − X¯(0)‖ 6= 0, there exists a
finite triggering time tk+1 > tk. Otherwise, we have
tk(t) = tk, ∀t ≥ tk. (25)
Thus
lim
t→∞
x(tk(t)) = x(tk) 6= X(tk),
and
x˙(t) = Lx(tk), ∀t ≥ tk.
Additionally, noting rank(L) = m− 1, we have
lim
t→∞
x˙(t) 6= 0.
But from
lim
t→∞
xi(t) =
m∑
j=1
ξjxj(0)
we can conclude
lim
t→∞
x˙(t) = 0.
This is a contradiction, which means the next triggering time after tk, i.e., tk+1
exists. This completes the proof that the next inter-event time is finite.
(2)Let
t3k+1 = max
{
τ ≥ tk : ‖x(tk)− x(t)‖ ≤ γx
⊤(t)(−R)x(t)
‖x⊤(t)ΞL‖ , ∀t ∈ [tk, τ ]
}
.
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Obviously, tk+1 in (23) is not less than above t3k+1. Since 0 < a < 2λ2βm , we have
γx⊤(t)(−R)x(t)
‖x⊤(t)ΞL‖ ≥
γx⊤(t)(−R)x(t)√
βm
λ2
x⊤(t)(−R)x(t)
≥ γ
√
λ2
βm
x⊤(t)(−R)x(t) ≥ γ
√
2a(1− aβm
2λ2
)x⊤(t)(−R)x(t). (26)
So
tk+1 − tk ≥ t3k+1 − tk ≥ τ0.
This completes the proof the next inter-event time is strictly positive.
Remark 2 The next update time tk+1 in (23) is not less than the next update time
in (14) if under the same x(tk). And the influence of γ in the above event-triggered
rule (23) is analogous to those in the discussion of Remark 1.
3.2 Asymmetric and reducible topology
In this subsection, we consider the case that L is reducible. The following mathe-
matic methods are inspired by the thoughts given in [23]. By proper permutation,
we rewrite L as the following Perron-Frobenius form:
L =


L1,1 L1,2 · · · L1,K
0 L2,2 · · · L2,K
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · LK,K

 (27)
with Lk,k, with dimension nk, associated with the k-th strongly connected compo-
nent of G, denoted by SCCk, k = 1, · · · ,K . Accordingly, define xk = [xk1 , · · · , xknk ]⊤,
corresponding to the SCCk. Let ∆xk(t) = xk(tl) − xk(t), t ∈ [tl, tl+1), l =
0, 1, 2, · · ·
If G has spanning trees, then each Lk,k is irreducible or has one dimension and
for each k < K , Lk,q 6= 0 for at least one q > k. Define an auxiliary matrix
L˜k,k = [L˜k,kij ]
nk
i,j=1 as
L˜k,kij =
{
Lk,kij i 6= j
−∑nkp=1,p 6=iLk,kip i = j .
Then, let Dk = Lk,k − L˜k,k = diag[Dk1 , · · · ,Dknk ], which is a diagonal semi-
negative definite matrix and has at least one diagonal negative (nonzero). Keep the
following property in mind [24]:
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Property 1 Dki 6= 0 if and only if there exists j ∈
⋃
l>k SCCl such that there
exists an directed link from j to i +Mk−1, i.e., Lk,li,j−Ml−1 > 0 for some j and
l > k.
This implies that for k = 1, · · · ,K , Lk,k is an M -matrix. From [21], one can
find some positive definite matrix Ξk such that ΞkLk,k is negative definite. In the
following, we are to specify Ξk. Let ξk⊤ be the left eigenvector of L˜k,k with the
eigenvalue zero. Since L˜k,k is irreducible, we further specify all components of ξk
positive and sum equal to 1. Let Ξk = diag[ξk ]. We have
Property 2 Under the setup above, ΞkLk,k is negative definite for all k < K.
Proof. Consider a decomposition of the Euclidean space Rn. Define
Sn = {x ∈ Rn : xi = xj ∀ i, j = 1, · · · , n}
Lζ =
{
x ∈ Rn :
n∑
i=1
ζixi = 0
}
for some positive vector ζ ∈ Rn. In this way, we can decompose Rnk = Snk⊕Lξk .
For any y ∈ Rnk and x 6= 0, we can find a unique decomposition of y = yS + yL
such that yS ∈ Snk and yL ∈ Lξk . Then, noting
y⊤ΞkLk,ky = y⊤ΞkL˜k,ky + y⊤ΞkDky.
From Lemma 2, if yL 6= 0, then y⊤ΞkL˜kky < 0; otherwise, y = yS = α1 for
some α 6= 0, then we have
y⊤ΞkDky =
nk∑
i=1
Dki ξ
k
i α
2 < 0.
Therefore, we have y⊤ΞkLk,ky < 0 in any cases, which implies that ΞkLk,k is
negative definite. This completes the proof.
If only consider the K-th SCC, we can employ the same rule of event time se-
quence {tl}, as in Theorem 1, restricted in this K-th SCC. By Theorem 1, the sub-
system of (6) in theK-th SCC can each a consensus with the agreement value equal
to ν =
∑nK
p=1 ξ
K
p x
K
p (0) and all xKj (tk(t)) converge to this value for all vj+MK−1 ∈
SCCK . Here we point out that the nonnegative vector [0, · · · , 0, ξK1 , · · · , ξKnK ] is
the left eigenvector of L corresponding to zero. Thus ν = x¯(0).
Let us consider the K − 1-th SCC. Construct a candidate Lyapunov function
as follows
VK−1(t) =
1
2
(xK−1(t)− ν1)⊤ΞK−1(xK−1(t)− ν1). (28)
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Let RK−1 = 12 [Ξ
K−1L˜K−1,K−1 + (ΞK−1L˜K−1,K−1)⊤] = [RK−1ij ]
nK−1
i,j=1 , which
is all row sums equal to zeros and has zero eigenvalue with algebraic dimension
one. Let QK−1 = 12 [Ξ
K−1LK−1,K−1 + (ΞK−1LK−1,K−1)⊤] = [QK−1ij ]
nK−1
i,j=1 =
RK−1 + ΞK−1DK−1, which is all row sums less than zeros, and from Property 2,
we knowQK−1 is negative definite. Let QˆK−1 = ΞK−1LK−1,K−1[ΞK−1LK−1,K−1]⊤
which is positive (semi-)definite. Similar to (4), we have
QˆK−1 ≤ ρ(Qˆ
K−1)
ρ2(−QK−1) (−Q
K−1), (29)
ΞK−1 < I ≤ 1
ρ2(−QK−1) (−Q
K−1). (30)
The derivative of VK−1(t) along (6) is
d
dt
VK−1(t) = (x
K−1(t)− ν1)⊤ΞK−1(x˙K−1)
=(xK−1(t)− ν1)⊤ΞK−1
{
LK−1,K−1xK−1(tk(t)) + L
K−1,KxK(tk(t))
}
=(xK−1(t)− ν1)⊤ΞK−1
{
LK−1,K−1(xK−1(t)− ν1)
+ LK−1,K−1∆xK−1(t) + LK−1,K(xK(tk(t))− ν1)
}
=QK−13 (t) + (x
K−1(t)− ν1)⊤ΞK−1LK−1,K−1∆xK−1(t) +QK−11 (t) (31)
where
QK−11 (t) =(x
K−1(t)− ν1)⊤ΞK−1LK−1,K(xK(tk(t))− ν1),
QK−13 (t) =(x
K−1(t)− ν1)⊤ΞK−1LK−1,K−1(xK−1(t)− ν1)
=[xK−1(t)− ν1]⊤QK−1[xK−1(t)− ν1].
For any υK−1 > 0, we have
QK−11 (t) ≤ υK−1VK−1(t) + F1,υK−1(t).
where
F1,υK−1(t) =
1
2υK−1
[LK−1,K(xK(tk(t))− ν1)]⊤ΞK−1LK−1,K(xK(tk(t))− ν1).
According to the discussion of SCCK and Theorem 1, for all p = 1, · · · , nK , we
have
lim
t→∞
xKp (tk(t)) = ν,
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exponentially. So,
lim
t→∞
F1,υK−1(t) = 0, (32)
exponentially.
From (29), for any aK−1 > 0, (31) can be rewritten as
d
dt
VK−1(t) = Q
K−1
3 (t) + (x
K−1(t)− ν1)⊤ΞK−1LK−1,K−1∆xK−1(t) +QK−11 (t)
≤ QK−13 (t) +
1
2aK−1
‖∆xK−1(t)‖2 +QK−11 (t)
+
aK−1
2
(xK−1(t)− ν1)⊤QˆK−1(xK−1(t)− ν1)
≤ (1− a
K−1ρ(QˆK−1)
2ρ2(−QK−1) )Q
K−1
3 (t) +
1
2aK−1
‖∆xK−1(t)‖2 +QK−11 (t). (33)
Analogy, we can define the above quantities for general k < K by replacing
K − 1 by k.
Immediately, we have
Theorem 4 Suppose that G has spanning tree and L is written in the form of (27).
Set tl+1 as the time point such that for any fixed γ ∈ (0, 1) and 0 < ak < 2ρ2(−Q
k)
ρ(Qˆk)
tl+1 = min
k
{
ωkl+1
} (34)
with
ωkl+1 =max

τ ≥ tl : ‖xk(tl)− xk(t)‖ ≤
√
2akγ(
akρ(Qˆk)
2ρ2(−Qk) − 1)Q
k
3(t), ∀t ∈ [tl, τ ]

 .
(35)
Then, system (6) reaches a consensus; In addition, for all i ∈ I , we have
lim
t→∞
xi(t) =
nK∑
p=1
ξKp x
K
p (0)
and
lim
t→∞
xi(tk(t)) =
nK∑
p=1
ξKp x
K
p (0).
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Proof. For the K-th SCC, the event-triggered rule (34) is the same as (14) in The-
orem 1, since L is written in the form of (27). By Theorem 1, we can conclude that
under the updating rule (34) for each vj+MK−1 ∈ SCCK , the subsystem restricted
in SCCK reaches a consensus. And, limt→∞ xKj (tk(t)) = ν, j = 1, · · · , nK as
well.
In the following, we are to prove that the state of the agent vp+MK−2 ∈ SCCK−1
converges to ν and so it is with xK−1p (tk(t)). The remaining can be proved similarly
by induction. From (34) and (33), we have
d
dt
VK−1(t) ≤ (1− γ)(1− a
K−1ρ(QˆK−1)
2ρ2(−QK−1) )Q
K−1
3 (t) + υ
K−1VK−1(t) + F1,υK−1(t).
From (30), we have
VK−1(t) ≤ 1
2ρ2(−QK−1)(−Q
K−1
3 (t)).
Picking sufficiently small υK−1, there exists some υK−10 > 0 such that
d
dt
VK−1(t) ≤ −υK−10 VK−1(t) + F1,υK−1(t).
From (32), we have limt→∞ VK−1(t) = 0 exponentially. This implies that
lim
t→∞
xK−1p (t) = ν
exponentially for all p = 1, · · · , nK−1. By the same argument in the proof of
Theorem 1, we can conclude
lim
t→∞
xK−1p (tk(t)) = ν
exponentially for all p = 1, · · · , nK−1, too. Then, we can complete the proof by
induction to SCCk for k < K − 1.
Like Corollary 1, we have
Corollary 2 Suppose that G has spanning tree and L is written in the form of (27).
Set tl+1 as the time point such that for any fixed γ ∈ (0, 1) and
tl+1 = min
k
{
ωkl+1
} (36)
with
ωkl+1 =max
{
τ ≥ tl : |(xk(t)− ν1)⊤ΞkLk,k(xk(tl)− xk(t))| ≤ −γQk3(t), ∀t ∈ [tl, τ ]
}
.
(37)
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Then, system (6) reaches a consensus; In addition, for all i ∈ I , we have
lim
t→∞
xi(t) =
nK∑
p=1
ξKp x
K
p (0)
and
lim
t→∞
xi(tk(t)) =
nK∑
p=1
ξKp x
K
p (0).
Similar to (26), we have
−γQk3(t)
‖(xk(t)− ν1)⊤ΞkLk,k‖ ≥ γ
√
2ak(
akρ(Qˆk)
2ρ2(−Qk) − 1)Q
k
3(t). (38)
Remark 3 The next update time tk+1 in (36) is not less than the next update time in
(34) if under the same x(tk). As similar with the proof of Theorem 2 and Theorem 3,
by mathematical induction we can prove that the above event-triggered rules (34)
and (36) are also realisable, i.e. the inter-event times are up limited and strictly
positive. Since the methods are very similar, we omit the proof. And the influence
of γ in the reducible case is analogous to those in the discussion of Remark 1.
Remark 4 Different SCC could have different γ in (35) and (37).
Remark 5 When using the above event-triggered rules (34) and (36), in the early
stages, one could only consider SCCK which reaches consensus exponentially,
then after some time, one could take SCCK−1 into considered which also reaches
consensus exponentially. This process goes on each strongly connected component
of G in a parallel fashion.
4 Self-triggered control
In this section, we present self-triggered strategies for the consensus problem (6).
In the above event-triggered strategy, it is apparently that all agents’ states should
be observed simultaneously in order to check condition (14), (23), (35) or (37). In
the following, the next triggering time tk+1 is predetermined at previous triggering
time tk or even at the beginning. In time interval [tk, tk+1) (tk+1 is waiting to be
determined), all agents’ states can be formulated as:
x(t) = (t− tk)Lx(tk) + x(tk). (39)
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4.1 Asymmetric and irreducible topology
In this subsection, we consider the case of irreducible L. Let ζ = t − tk(t). From
(39), we can rewrite all agents’ states as
x(t) = ζLx(tk(t)) + x(tk(t)).
‖x(tk(t))− x(t)‖2 = ‖Lx(tk(t))‖2ζ2. (14) and (23) can be written as
x⊤(t)Rx(t) = x⊤(tk(t))L
⊤RLx(tk(t))ζ
2 + 2x⊤(tk(t))RLx(tk(t))ζ + x
⊤(tk(t))Rx(tk(t)),
|x⊤(t)ΞL(x(tk(t))− x(t))|2 = |x⊤(tk(t))L⊤L⊤ΞLx(tk(t))ζ2 + x⊤(tk(t))L⊤L⊤Ξx(tk(t))ζ|2.
Denote ψ = γ2a(1 − aβm2λ2 ), solve the following inequality to maximise ζ so that
τl+1 = max
{
ζ : ‖Lx(tk(t))‖2s2 ≤ −ψx⊤(tk(t))L⊤RLx(tk(t))s2
− 2ψx⊤(tk(t))RLx(tk(t))s − ψx⊤(tk(t))Rx(tk(t)), ∀s ∈ [0, ζ]
}
(40)
or
τl+1 = max
{
ζ : |x⊤(tk(t))L⊤L⊤ΞLx(tk(t))s2 + x⊤(tk(t))L⊤L⊤Ξx(tk(t))s|2
≤ γ2|x⊤(tk(t))L⊤RLx(tk(t))s2 + 2x⊤(tk(t))RLx(tk(t))s
+ x⊤(tk(t))Rx(tk(t))|2, ∀s ∈ [0, ζ]
}
. (41)
Then, we have the following results
Theorem 5 Suppose that G is strongly connected. At each update time tl, giving
τl+1 as in (40) then the next update time tl+1 = tl + τl+1 with any fixed γ ∈
(0, 1) and 0 < a < 2λ2
βm
. Then, system (6) reaches a consensus; in addition,
limt→∞ xi(t) =
∑m
j=1 ξjxj(0) and limt→∞ xi(tk(t)) =
∑m
j=1 ξjxj(0) for all i ∈
I .
Proof. Under the maximisation process (40), by the same arguments as in the
proof of Theorem 1, one can prove this theorem.
Corollary 3 Suppose that G is strongly connected. At each update time tl, giving
τl+1 as in (41) then the next update time tl+1 = tl+ τl+1 with any fixed γ ∈ (0, 1).
Then, system (6) reaches a consensus; in addition, limt→∞ xi(t) =
∑m
j=1 ξjxj(0)
and limt→∞ xi(tk(t)) =
∑m
j=1 ξjxj(0) for all i ∈ I .
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Next we will give a simpler self-triggered rule. From (13) and (39), we have
d
dt
V (t) =(x(t)− X¯)⊤Ξx˙(t)
=(x(t)− X¯)⊤ΞLx(tk)
=[((t− tk)L+ I)x(tk)]⊤ΞLx(tk)
=(t− tk)x⊤(tk)L⊤ΞLx(tk) + x⊤(tk)ΞLx(tk)
=(t− tk)x⊤(tk)L⊤ΞLx(tk) + x⊤(tk)Rx(tk). (42)
Immediately, we have
Theorem 6 Suppose that G is strongly connected. Set tk+1 as the time point such
that for any fixed γ ∈ (0, 1)
tk+1 ≤ tk + γ −x
⊤(tk)Rx(tk)
x⊤(tk)L⊤ΞLx(tk)
. (43)
Then, system (6) reaches a consensus; In addition, for all i ∈ I , we have
lim
t→∞
xi(t) =
m∑
j=1
ξjxj(0)
and
lim
t→∞
xi(tk(t)) =
m∑
j=1
ξjxj(0).
Remark 6 An very important insight of (40) is that it is an one-variable quadratic
inequality regarding s. And (41) is an one-variable inequality with order four.
Obviously, (43) is simpler than (40), and from (13), the next update time tk+1 in
(43) is not less than the next update time in (40) if under the same x(tk).
By the way, if G is symmetric and has a spanning tree, then zero is an alge-
braically simple eigenvalue of L, Ξ = 1
m
I and R = 1
m
L. Immediately, from
Theorem 6, we have
Corollary 4 Suppose that G is symmetric and has a spanning tree. Set ti+1 as the
time point such that for any fixed σ ∈ (0, 1)
ti+1 ≤ ti + σ−x
⊤(ti)Lx(ti)
x⊤(ti)LLx(ti)
. (44)
Then, system (6) reaches a consensus; in addition, limt→∞ xi(t) =
∑m
j=1
1
m
xj(0)
and limt→∞ xi(tk(t)) =
∑m
j=1
1
m
xj(0) for all i ∈ I .
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Obviously, the self-triggered rule (44) is simpler than (13) in [11], which is
ti+1 − ti ≤ −2σ
2(Lx(ti))
⊤LLx(ti) +
√
∆
2(‖Lx(ti)‖2‖L‖2 − σ2‖L2x(ti)‖2)
where
∆ = 4σ4‖(Lx(ti))⊤LLx(ti)‖2 + 4σ4‖L2x(ti)‖2(‖Lx(ti)‖2‖L‖2 − σ2‖L2x(ti)‖2).
Next we will prove that the time interval length given by (44) is bigger than the
time interval length given by (13) in [11].
Let 0 = α1 < α2 ≤ · · ·αm be the eigenvalue of −L, counting the multi-
plicities. Let Θ = diag[α1, · · · , αm] and Γ be the unique real orthogonal matrix
satisfies −L = Γ⊤ΘΓ. Let y(t) = Γ⊤x(t) = [y1(t), · · · , ym(t)]. So we have
− x⊤(ti)Lx(ti) =
m∑
j=2
αj(yj(ti))
2, x⊤(ti)LLx(ti) =
m∑
j=2
(αj)
2(yj(ti))
2,
− x⊤(ti)LLLx(ti) =
m∑
j=2
(αj)
3(yj(ti))
2.
Since ( m∑
j=2
αj(yj(ti))
2
)( m∑
j=2
(αj)
3(yj(ti))
2
)
=
m∑
j=2
(αj)
4(yj(ti))
4 +
m∑
j=2
m∑
l=2,l 6=j
[
αj(αl)
3 + (αj)
3αl
]
(yj(ti)yl(ti))
2
≥
m∑
j=2
(αj)
4(yj(ti))
4 +
m∑
j=2
m∑
l=2,l 6=j
2(αjαl)
2(yj(ti)yl(ti))
2
=
( m∑
j=2
(αj)
2(yj(ti))
2
)( m∑
j=2
(αj)
2(yj(ti))
2
)
,
then
σ
−x⊤(ti)Lx(ti)
x⊤(ti)LLx(ti)
≥ σ x
⊤(ti)LLx(ti)
−x⊤(ti)LLLx(ti) = τ
1
i .
Denote the righthand side of (13) in [11] as τ0i . Next we will prove τ1i ≥ τ0i . From
[11], we know that τ0i is the maximum which satisfies (6) in [11], which is
‖e(t)‖ ≤ σ‖Lx(t)‖‖L‖ , ∀t ∈ [ti, ti + τ
0
i ].
21
Since
e(ti + τ
1
i ) = x(ti + τ
1
i )− x(ti) = τ1i Lx(ti),
then
‖e(ti + τ1i )‖ = ‖τ1i Lx(ti)‖ = σ
x⊤(ti)LLx(ti)
−x⊤(ti)LLLx(ti)‖Lx(ti)‖
≥ σ‖Lx(ti)‖‖L‖ ≥ σ
‖Lx(t)‖
‖L‖ , ∀t ∈ [ti, ti + τ
0
i ].
Thus τ1i ≥ τ0i . So we can conclude that the time interval length given by (44) is
bigger than the time interval length given by (13) in [11].
At the end of this subsection, under the condition G is symmetric and has
a spanning tree, we will give a novel self-triggered formulation which not uses
agents’ states but only relays the system topology. In time interval [tk, tk+1) (tk+1
is waiting to be determined), we have:
y(t) = (t− tk)Θy(tk) + y(tk).
Corollary 5 Suppose that G is symmetric and has a spanning tree. Set ∆k =
tk+1 − tk as the inter-event times such that for some fixed αm−α2αm+α2 ≤ γ < 1
1− γ
α2
≤ ∆k ≤ 1 + γ
αm
. (45)
Then, system (6) reaches a consensus; in addition, limt→∞ xi(t) =
∑m
j=1
1
m
xj(0)
for all i ∈ I .
Proof. Let Bk = (tk+1 − tk)Θ + I, k = 0, 1, · · · . From (45) we know that the
absolute value of Bk’s diagonal elements are all strictly less than 1 except the first
diagonal element. Thus
y(t) = [(t− tk)Θ + I]Bk−1 · · ·B0y(0),
and limt→∞ y(t) = limk→∞Bk−1 · · ·B0y(0) = diag[1, 0, · · · , 0]y(0). So
lim
t→∞
x(t) = Γdiag[1, 0, · · · , 0]Γ⊤x(0) =
m∑
j=1
1
m
xj(0)1.
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4.2 Asymmetric and reducible topology
In this subsection, we consider the case of reducible L and we still suppose L is
written in the form of (27). Let ζp = t−tk(t). From (39), we can rewrite the SCCp
agents states as:
xp(t) = ζp
K∑
j=p
Lp,jxj(tk(t)) + x
p(tk(t)).
Thus, to specify (35), we can rewrite
ψp = 2apγ(
apρ(Qˆp)
2ρ2(−Qp) − 1), ‖x
p(tk(t))− xp(t)‖2 = ‖
K∑
j=p
Lp,jxj(tk(t))‖2(ζp)2,
Qp3(t) = [
K∑
j=p
Lp,jxj(tk(t))]
⊤Qp[
K∑
j=p
Lp,jxj(tk(t))](ζ
p)2 + 2[
K∑
j=p
Lp,jxj(tk(t))]
⊤Qp[xp(tk(t))− ν1]ζp
+ [xp(tk(t))− ν1]⊤Qp[xp(tk(t))− ν1] := Qˆp3(ζp),
|(xp(t)− ν1)⊤ΞpLp,p(xp(tk(t))− xp(t))| = |[
K∑
j=p
Lp,jxj(tk(t))]
⊤Qp[
K∑
j=p
Lp,jxj(tk(t))](ζ
p)2
+ [
K∑
j=p
Lp,jxj(tk(t))]
⊤(Lp,p)⊤Ξp[xp(tk(t))− ν1]ζp| := Q˜p3(ζp).
Solve the following inequality to maximise ζp so that
τpl+1 = max
{
ζp : ‖
K∑
j=p
Lp,jxj(tk(t))‖2(s)2 ≤ ψpQˆp3(s), ∀s ∈ [0, ζp]
}
, (46)
or
τpl+1 = max
{
ζp : Q˜p3(s) ≤ (γQˆp3(s))2, ∀s ∈ [0, ζp]
}
. (47)
Then, we have the following results
Theorem 7 Suppose that G has spanning tree and L is written in the form of (27).
At each update time tl, giving τ1l+1, · · · , τKl+1 as in (46) then the next update time
tl+1 = tl + minp{τpl+1} with any fixed γ ∈ (0, 1) and 0 < ap < 2ρ2(−Q
p)
ρ(Qˆp)
. Then,
system (6) reaches a consensus; in addition, limt→∞ xi(t) =
∑nK
j=1 ξ
K
j x
K
j (0) and
limt→∞ xi(tk(t)) =
∑nK
j=1 ξ
K
j x
K
j (0) for all i ∈ I .
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Proof. Under the maximisation process (46), by the same arguments as in the
proof of Theorem 4, one can prove this theorem.
Corollary 6 Suppose that G has spanning tree and L is written in the form of (27).
At each update time tl, giving τ1l+1, · · · , τKl+1 as in (47) then the next update time
tl+1 = tl + minp{τpl+1} with any fixed γ ∈ (0, 1). Then, system (6) reaches a
consensus; in addition, limt→∞ xi(t) =
∑nK
j=1 ξ
K
j x
K
j (0) and limt→∞ xi(tk(t)) =∑nK
j=1 ξ
K
j x
K
j (0) for all i ∈ I .
Like Theorem 6, next we will give a simpler self-triggered rule. Since L is
written in the form of (27), the SCCK−1 agents’ states can be formulated as:
xK−1(t) = (t− tk(t))LK−1,K−1xK−1(tk(t)) + (t− tk(t))LK−1,KxK(tk(t)) + xK−1(tk(t)).
Thus
d
dt
VK−1(t) = (x
K−1(t)− ν1)⊤ΞK−1(x˙K−1(t))
=(xK−1(t)− ν1)⊤ΞK−1
{
LK−1,K−1xK−1(tk(t)) + L
K−1,KxK(tk(t))
}
=
{
(t− tk(t))LK−1,K−1(xK−1(tk(t))− ν1) + (t− tk(t))LK−1,K(xK(tk(t))− ν1)
+ (xK−1(tk(t))− ν1)
}⊤
ΞK−1
{
LK−1,K−1(xK−1(tk(t))− ν1)
+ LK−1,K(xK(tk(t))− ν1)
}
=(t− tk(t))[LK−1,K−1(xK−1(tk(t))− ν1)]⊤ΞK−1LK−1,K−1(xK−1(tk(t))− ν1)
+QK−14 (t) +Q
K−1
5 (t) (48)
where
QK−14 (t) =(x
K−1(tk(t))− ν1)⊤ΞK−1LK−1,K−1(xK−1(tk(t))− ν1)
=(xK−1(tk(t))− ν1)⊤QK−1(xK−1(tk(t))− ν1),
QK−15 (t) =Q
K−1
6 (t) +Q
K−1
7 (t) +Q
K−1
8 (t),
QK−16 (t) =2(t− tk(t))[LK−1,K(xK(tk(t))− ν1)]⊤ΞK−1LK−1,K−1(xK−1(tk(t))− ν1),
QK−17 (t) =[x
K−1(tk(t))− ν1]⊤ΞK−1LK−1,K(xK(tk(t))− ν1),
QK−18 (t) =(t− tk(t))[LK−1,K(xK(tk(t))− ν1)]⊤ΞK−1LK−1,K(xK(tk(t))− ν1).
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From (30), for any υK−15 , υK−16 > 0, we have
QK−16 (t) ≤υK−15 (xK−1(tk(t))− ν1)⊤(xK−1(tk(t))− ν1) + F1,υK−1
5
(t)
≤− υK−15
1
ρ2(−QK−1)Q
K−1
4 (t) + F1,υK−1
5
(t),
QK−17 (t) ≤υK−16 (xK−1(tk(t))− ν1)⊤(xK−1(tk(t))− ν1) + F1,υK−1
6
(t)
≤− υK−16
1
ρ2(−QK−1)Q
K−1
4 (t) + F1,υK−1
6
(t),
where
F1,υK−1
5
(t) =
1
4υK−15
‖2(t− tk(t))[LK−1,K(xK(tk(t))− ν1)]⊤ΞK−1LK−1,K−1‖2
F1,υK−1
6
(t) =
1
4υK−16
‖ΞK−1LK−1,K(xK(tk(t))− ν1)‖2.
According to the discussion of SCCK and Theorem 6, for all p = 1, · · · , nK , we
have
lim
t→∞
xKp (tk(t)) = ν,
exponentially. So,
lim
t→∞
F1,υK−1
5
(t) = 0, lim
t→∞
F1,υK−1
6
(t) = 0, lim
t→∞
QK−18 (t) = 0, (49)
exponentially. Immediately, we have
Theorem 8 Suppose that G has spanning tree and L is written in the form of (27).
Set tl+1 as the time point such that for any fixed γ ∈ (0, 1)
tl+1 ≤ tl + γmin
p
{τpl+1} (50)
with
τpl+1 =
−(xp(tl)− ν1)⊤Qp(xp(tl)− ν1)
[Lp,p(xp(tl)− ν1)]⊤ΞpLp,p(xp(tl)− ν1) (51)
Then, system (6) reaches a consensus; in addition, for all i ∈ I , we have
lim
t→∞
xi(t) =
nK∑
j=1
ξKj x
K
j (0)
and
lim
t→∞
xi(tk(t)) =
nK∑
j=1
ξKj x
K
j (0).
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Proof. For the K-th SCC, the self-triggered rule (51) is the same as (43) in
Theorem 6, since L is written in the form of (27). By Theorem 6, we can conclude
that under the updating rule of {tl}for each vj+MK−1 ∈ SCCK , the subsystem
restricted in SCCK reaches a consensus. And, limt→∞ xKj (tk(t)) = ν for all
j = 1, · · · , nK as well.
In the following, we are to prove that the state of the agent vp+MK−2 ∈ SCCK−1
converges to ν and so it is with xK−1p (tk(t)). The remaining can be proved similarly
by induction.
From (48) and (51), we have
d
dt
VK−1(t) ≤(1− γ)QK−14 (t)− υK−15
1
ρ2(−QK−1)Q
K−1
4 (t) + F1,υK−1
5
(t)
− υK−16
1
ρ2(−QK−1)Q
K−1
4 (t) + F1,υK−1
6
(t).
By the similar argument in the proof of Theorem 4, we can complete the proof.
Finally, we give a more simple self-triggered formulation which not uses agents’
states but only relays the system topology.
Theorem 9 Suppose that G has a spanning tree, then the self-triggered strategy
with a fixed time interval T0 ≤ γmaxi{−Lii} for some fixed γ ∈ (0, 1) between
two continue self-triggered times asymptotically solves the consensus problem (6),
where L11, L22, · · · , Lmm are the diagonal elements of the Laplacian matrix L. In
addition, limt→∞ xi(t) =
∑m
j=1 ηjxj(0) for all i ∈ I , where nonnegative vector
η⊤ = [η1, · · · , ηm] is a left eigenvector of L corresponding eigenvalue zero and
1
⊤η = 1.
Proof. We have
x(t) = L(t− kT0)x(kT0) + x(kT0) = [I + L(t− kT0)][I + T0L]kx0, t ∈ [kT0, (k + 1)T0).
Let A = I + T0L, then A satisfies all the conditions demand in Lemma 3 under
the condition T0 ≤ γmaxi{−Lii} . We have limk→∞Ak = 1η⊤, where nonnegative
vector η satisfies A⊤η = η and 1⊤η = 1. Actually, η is a left eigenvector of L
corresponding eigenvalue zero. Furthermore
lim
t→∞
x(t) = lim
k→∞
[I + L(t− kT0)][I + T0L]kx0 = 1η⊤x0.
This completes the proof.
Remark 7 A similar result could be found in [25, 27], but the condition required
here is weaker since we do not require the graph is strongly connected but just has
a spanning tree.
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5 Examples
In this section, two numerical examples are given to demonstrate the effectiveness
of the presented results. In order to compare the above principles and the normal
continuous control, we write the continuous control here:
x˙(t) = Lx(t). (52)
Firstly, consider a network of four agents whose Laplacian matrix is given by
L =


−2 2 0 0
0 −4 4 0
0 3 −7 4
4 0 5 −9

 .
Obviously, this is an asymmetric strongly connected weighted network described
by Figure 1 left. The initial value of each agent is randomly selected within the
interval [−5, 5] in our simulations. Figure 2 shows the four agents evolve under the
triggered principles provided in Theorem 5, Corollary 3, Theorem 6 and Theorem 9
with γ = 0.9, and a = λ2
βm
= 0.0666 and initial value [3.1470, 4.0580,−3.7300, 4.1340]⊤ ,
comparing with continuous control, i.e., evolving under (52). Under above initial
conditions, the consensus value can be computed, x¯(0) = 1.6304, and T0 = 0.1 in
Theorem 9. The symbol · indicates the agent’s triggering times.
The communication graph of the first example.
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The communication graph of the second example.
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Figure 1: The communication graphs.
Then, the parameter γ is set to be different values while adopting the triggered
principles provided in Theorem 5, Corollary 3 and Theorem 6. The simulation
results are list in Table 1, Table 2 and Table 3, respectively. The T1 in the table
denotes the first time when ‖x(t) − X¯(0)‖ ≤ 0.0001, which can be seen as an
index representing the convergence speed of the consensus protocol. All the data
in this table is the average of 50 runs. It can be seen that all the actual minimum
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Figure 2: Four agents evolve under the event-triggered principles provided in Theo-
rem 5, Corollary 3, Theorem 6 and Theorem 9 comparing with continuous control.
inter-event times are greater than the corresponding τ0 calculated by (22). The
minimum value of event interval and the actual number of event decreases with
respect to γ, which is consistent with the theoretical analysis. It is worth noting
that T1 also decreases with respect to γ, which is opposite to usually thinking that
T1 increases with respect to γ. To sum up, the more close to 1 for γ, the better for
the system to realize a consensus.
Finally, we compare the triggered principles provided in Theorem 5, Corollary
3, Theorem 6, Theorem 9 with γ = 0.9, and a = 0.0666 and continuous control.
The simulation results are list in Table 4. All the data in this table is the average
of 50 runs. It can be seen that the triggered principle provided in Theorem 6 is
the best, since the corresponding minimum value of event interval is the biggest,
the number of event is the smallest and the convergence speed of the consensus
protocol is the fastest.
Secondly, we consider a network of seven agents whose Laplacian matrix is given
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γ τ0 calculated by (22) the minimum value of event interval number of event T1
0.1 0.0044 0.0119 112.88 2.1021
0.2 0.0060 0.0162 81.12 2.0713
0.3 0.0071 0.0193 67.16 2.0524
0.4 0.0080 0.0218 58.78 2.0350
0.5 0.0088 0.0239 53.16 2.0239
0.6 0.0095 0.0257 48.82 2.0062
0.7 0.0100 0.0274 45.54 1.9944
0.8 0.0106 0.0289 42.84 1.9813
0.9 0.0111 0.0302 40.72 1.9748
Table 1: Simulation results with different γ under the triggered principles provided
in Theorem 5.
γ τ0 calculated by (22) the minimum value of event interval number of event T1
0.1 0.0044 0.0124 107.40 2.5863
0.2 0.0060 0.0234 56.36 2.4379
0.3 0.0071 0.0333 39.24 2.3251
0.4 0.0080 0.0390 31.00 2.2519
0.5 0.0088 0.0472 25.56 2.1577
0.6 0.0095 0.0478 21.60 2.0541
0.7 0.0100 0.0465 18.46 1.9656
0.8 0.0106 0.0482 17.06 1.9263
0.9 0.0111 0.0483 16.36 1.9058
Table 2: Simulation results with different γ under the triggered principles provided
in Corollary 3.
γ τ0 calculated by (22) the minimum value of event interval number of event T1
0.1 0.0044 0.0124 110.70 2.6132
0.2 0.0060 0.0248 53.02 2.4840
0.3 0.0071 0.0371 33.66 2.3436
0.4 0.0080 0.0495 23.92 2.1949
0.5 0.0088 0.0615 18.52 2.0551
0.6 0.0095 0.0719 16.64 1.9798
0.7 0.0100 0.0808 16.32 1.9473
0.8 0.0106 0.0821 14.82 1.8461
0.9 0.0111 0.0787 13.74 1.7856
Table 3: Simulation results with different γ under the triggered principles provided
in Theorem 6.
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triggered principles the minimum value of event interval number of event T1
Theorem 5 0.0281 50.92 2.4554
Corollary3 0.0466 16.36 1.8846
Theorem 6 0.0774 13.18 1.7029
Theorem 9 / 21.58 2.1580
continuous control / / 2.7162
Table 4: Simulation results Example 1 with different triggered principles of.
by
L =


−9 2 0 0 7 0 0
0 −8 4 0 0 0 4
0 3 −10 4 0 0 3
4 0 5 −14 0 5 0
0 0 0 0 −6 6 0
0 0 0 0 0 −7 7
0 0 0 0 5 4 −9


.
Obviously, this is a asymmetric reducible weighted network with a spanning tree
described by Figure 1 right. The seven agents can be divided into two strongly con-
nected components, i.e. the first four agents form a strongly connected component
and the rest form anther. The initial value of each agent is also randomly selected
within the interval [−5, 5] in our simulations. Figure 3 shows the 1st, 3rd, 5th and
7th agents evolve under the triggered principles provided in Theorem 7, Corol-
lary 6, Theorem 8 and Theorem 9 with γ = 0.9, a1 = ρ2(−Q
1)
ρ(Qˆ1)
= 0.0580, a2 =
ρ2(−Q2)
ρ(Qˆ2)
= 0.0882 and initial value [1.3240,−4.0250,−2.2150, 0.4690, 4.5750, 4.6490,−3.4240]⊤ ,
comparing with continuous control, i.e., evolving under (52). Under above initial
conditions, the consensus value can be computed, ν = 2.0409, and T0 = 0.0643
in Theorem 9. The symbol · indicates the agent’s triggering times.
Finally, we compare the triggered principles provided in Theorem 7, Corollary
6, Theorem 8, Theorem 9 with γ = 0.9, a1 = 0.0580, a2 = 0.0882, and continuous
control. The simulation results are list in Table 5. All the data in this table is the
average of 50 runs. It can be seen that the triggered principle provided in Theorem 8
is the best, since the corresponding minimum value of event interval is the biggest,
the number of event is the smallest and the convergence speed of the consensus
protocol is the fastest.
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Figure 3: The 1st, 3rd, 5th and 7th agents evolve under the event-triggered prin-
ciples provided in Theorem 7, Corollary 6, Theorem 8 and Theorem 9 comparing
with continuous control.
6 Conclusion
In this paper, we first consider centralized event-triggered strategies for multi-agent
systems. The triggering times depend on the ratio of a certain measurement er-
ror with respect to the norm of a function of the all agents’ states. It is proved
that if the asymmetric network topology has a spanning tree, then the centralized
event-triggered coupling strategy we provide can realize consensus exponentially
for the multi-agent system and singular triggering and Zeno behavior can be both
excluded. Then the results are extended to discontinuous monitoring, where each
triggered principles the minimum value of event interval number of event T1
Theorem 7 0.0232 70.90 2.3220
Corollary 6 0.0402 36.42 2.1177
Theorem 8 0.0559 29.54 2.1063
Theorem 9 / 33.52 2.1549
continuous control / / 2.4688
Table 5: Simulation results of Example 2 with different triggered principles.
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agent computes its next triggering time in advance without having to observe the
systems state continuously and we have pointed out that it is very easy to compute
the next triggering time in our principles. In addition, we provide a novel and very
simple self-triggered rule (see Theorem 6 for irreducible case, see Theorem 8 for
reducible case), and we prove that the time interval length of our rule applied in
symmetric topology is bigger comparing with the centralized rule in [11]. Finally,
we give a periodic self-triggered strategy. The effectiveness the theoretical results
are verified and compared by two examples of numerical simulation. In our numer-
ical simulation, it is worth noting that the time needed to reach consensus decreases
with respect to γ which is opposite to usually thinking.
In our future paper, inspired by [6, 14], we will focus on the distributed event-
triggered and self-triggered strategies with push-based feedback and pull-based
feedback for multi-agent systems with asymmetric and reducible topologies.
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