We present consistent emission-line measurements for active galactic nuclei (AGNs), useful for reliable statistical studies of emission line properties. This paper joins a series including similar measurements of 993 spectra from the Large Bright Quasar Survey and 174 spectra of AGNs obtained from the Faint Object Spectrograph (FOS) on the Hubble Space Telescope (HST ) prior to the installation of COSTAR. This time we concentrate on 220 spectra obtained with the FOS after the installation of COSTAR, completing the emission line analysis of all FOS archival spectra. We use the same automated technique as in previous papers, which accounts for Galactic extinction, models blended optical and UV iron emission, includes Galactic and intrinsic absorption lines, and models emission lines using multiple Gaussians. We present UV and optical emission line parameters (equivalent widths, fluxes, FWHM, and line positions) for a large number (28) of emission lines including upper limits for undetected lines. Further scientific analyses will be presented in subsequent papers.
INTRODUCTION
It is broadly acknowledged that the quasar central engine (presumably a massive black hole with an accretion disk) photoionizes gas lying farther out. This gas emits broad permitted emission lines that are distinctive of quasar spectra. At first glance, quasar spectra look quite similar; this may be the result of simple averaging. Baldwin et al. (1995) showed that although the broad line region (BLR) consists of clouds with a wide range of properties (gas density, ionization flux, and column density), the bulk of emission line flux is most likely produced in the gas clouds with the optimum parameters for efficient emission in that line.
A closer look at the quasar spectra, however, reveals that the spectra differ in detail and, intriguingly, behave in a correlated manner. For example, it was found that active galactic nuclei (AGNs) that show strong optical iron emission (Fe ii k4570) have weaker [O iii] k5007, and narrower, blueasymmetric H lines. This set of correlations was found to be the primary eigenvector of the emission line correlation matrix of PG quasars studied by Boroson & Green (1992) . This eigenvector 1 was later found to correlate with UV properties such as C iv shift/asymmetry (Marziani et al. 1996) , Si iii]/C iii] ratio, and C iv and N v strength (Wills et al. 1999; Shang et al. 2003) . Since eigenvector 1 was found to correlate significantly with X-ray properties (Laor et al. 1997; Brandt & Boller 1998) , which are determined in the vicinity of the central black hole, it was suggested that differences in emission line properties revealed by eigenvector 1 are caused by differing central engine parameters (e.g., L/L Edd , accretion rate, orientation, and/ or black hole spin). It was found that eigenvector 1 together with eigenvector 2 provide a parameter-space in which all major classes of broad-line sources can be discriminated, constituting a possible ''H-R diagram'' for quasars (Sulentic et al. 2000; Boroson 2002) .
Another famous correlation involving quasar spectra is the anticorrelation between the equivalent width of the broad emission lines and the UV luminosity, called the Baldwin effect (Baldwin 1977) . The appeal of this correlation was soon realized, since the luminosity of a distant quasar could A
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The Astrophysical Journal Supplement Series, 150:165-180, 2004 January potentially be estimated from the emission line equivalent widths, providing a standard candle in measuring cosmological distances. In reality, the scatter of the Baldwin effect is too large to give meaningful results, and studies have concentrated on understanding and reducing this scatter (Shang et al. 2003; Dietrich et al. 2002) . Conflicting results have also emerged, where radio-loud samples and samples with a wide range of luminosities show a stronger effect (e.g., Baldwin et al. 1978; Wampler et al. 1984; Kinney, Rivolo, & Koratkar 1990; Wang, Lu, & Zhou 1998) , while radio-quiet samples and samples with a small luminosity range show weaker or no effect (e.g., Steidel & Sargent 1991; Wilkes et al. 1999) . A number of explanations have been introduced to explain the Baldwin effect. It can be either due to geometry as in Netzer, Laor, & Gondhalekar (1992) , where the inclination of the disk changes the apparent luminosity, or due to changes in spectral energy distribution with luminosity, where more luminous objects have softer ionizing continuum (Zheng & Malkan 1993; Green 1998) or due to a decrease of covering factor of the broad emission line clouds with luminosity (Wu, Boggess, & Gull 1983) . There have also been claims that the Baldwin effect is affected by evolution (Green, Forster, & Kuraszkiewicz 2001) or may be due to selection effects (continuum beaming, biases in selection techniques-see Sulentic et al. 2000; Yuan, Siebert, & Brinkmann 1998) . Despite a vigorous study of emission line properties of AGNs in the last 30 years, which resulted in few thousand published articles, questions about the structure and kinematics of the BLR and their relationship to the central engine (accretion mechanism, origin of the fuel, etc.) have not been answered. Nor is it clear how the BLR relates to the other components seen in AGN spectra: broad and narrow absorption lines, X-ray warm absorbers, high-ionization emission lines, and scattering regions. Despite attempts to unite these components (Elvis 2000; Laor & Brandt 2002; Ganguly et al. 2001; Murray & Chiang 1995) definitive tests have been elusive. Progress has been hampered by lack of large data sets with uniform and reliable measurements of emission lines that would consistently measure the continuum and account for blended iron emission, which heavily contaminates emission lines such as H, Mg ii, and C iii] and forms a pseudocontinuum complicating the measurements of the broadband continuum, the weaker lines, and the wings of strong emission lines (Wills, Netzer, & Wills 1985; Boroson & Green 1992; Vestergaard & Wilkes 2001) . Most studies have concentrated either on large nonuniform samples where emission line measurements have been compiled from literature (Zheng & Malkan 1993; Zamorani et al. 1992; Corbin & Boroson 1996; Dietrich et al. 2002) or small samples with uniform measurements (Boroson & Green 1992; Wills et al. 1999; Wilkes et al. 1999) .
We have therefore undertaken a major study of AGN emission lines, where our largely automated procedure accounts for Galactic extinction, models blended optical and UV iron emission, includes Galactic and intrinsic absorption lines, and models emission lines using multiple Gaussians. Using the same modeling procedure we have previously analyzed and published measurements of emission lines of two large data sets. The first 993 spectra from the Large Bright Quasar Survey has been presented by Forster et al. (2001, hereafter Paper I) together with detailed description of our analysis methods. The second includes 174 Hubble Space Telescope Faint Object Spectrograph (HST FOS) spectra obtained before the installation of COSTAR and was presented in Kuraszkiewicz et al. (2002, hereafter Paper II) . In the current paper we present the measurements of emission lines and plots of spectral fits of the remaining 220 HST FOS spectra that were observed after the installation of COSTAR, completing the analysis of all archival HST FOS spectra. Statistical comparison of the emission-line parameters and continuum parameters of these large samples will hopefully bring us closer to building an accurate model of emission line regions and their dependence on the central engine.
THE POST-COSTAR FOS ACTIVE GALACTIC NUCLEUS SAMPLE
The sample was assembled by cross-correlating the VeronCetty & Veron (1996) catalog of AGNs with the MAST (Multimission Archive at Space Telescope) holdings. BL Lac objects were ignored, as their spectra show no emission lines. Starburst galaxies and broad absorption line (BAL) quasars (where emission lines are heavily disrupted by absorption features) were not included. We chose all available (UV and optical) spectrophotometric archival data that have been observed with the Faint Object Spectrograph (FOS; Keyes et al. 1995 and references therein) on HST after the installation of COSTAR (i.e., after 1993 December). FOS spectra obtained prior to 1993 December have been analyzed by us in Paper II. We include all spectra taken with the high-resolution gratings (G130H, G190H, G270H, G400H, G570H, G780H; spectral resolution k=Ák $ 1300). Low-resolution (G160L, G650L; spectral resolution k=Ák $ 250) gratings were also included when high-resolution gratings were not available in the matching wavelength range. Spectra obtained with the prism were excluded as their extremely low resolution precludes any reasonable emission line measurements. We analyzed only spectra with a mean signal-to-noise (S/N) per resolution element !5.
The FOS spectra were uniformly calibrated to account for temporal, wavelength-and aperture-dependent variations that are seen in the instrumental response. We use the most recent version of the FOS calibration pipeline with the ST-ECF POA version of calfos. This pipeline provides an improved correction to the zero point offsets in the BLUE high-resolution spectra, removes hot pixel/hot diode regions from individual exposures, and calibrates spectra to the 4B . 3 aperture.
We interpolated all of the spectra to a linear wavelength scale, retaining the original approximate wavelength intervals (in Å per bin), and, for each object, we averaged all of the spectra obtained at a particular wavelength setting if the flux did not differ by more than 20%. If the difference in flux was larger, the spectra were analyzed separately. To obtain a reliable continuum fit for each object, we combined spectra obtained at different wavelength settings and observed at different times if the flux levels did not differ by more than 20% in the overlap region. High-resolution gratings (G130H, G190H, G270H, G400H, G570H, G780H) were merged separately from the lowresolution gratings (G160L, G650L). In both cases, the longer wavelength spectrum was scaled to match the shorter wavelength spectrum and the spectra were then spliced at wavelengths in continuum regions away from emission or absorption lines by retaining as much of the higher S/N spectrum as possible.
At this point the sample consisted of 327 spectra. Spectra that showed no emission lines, due to a too low S/N ( <5) in the line regions, or a redshift that placed strong emission lines outside the spectrum's wavelength range (mostly chosen for studies of the Ly forest), were then removed. The final sample consists of 220 spectra of the 180 AGNs listed in Table 1 . In the first column the coordinate designation based on the equinox J2000 position is given, followed by the AGN name (col. (Stark et al. 1992) . In a few cases for which N H had been specifically measured, we quote the values from the literature (Lockman & Savage 1995; Elvis, Wilkes, & Lockman 1989 ); for objects with declination greater than 40
, N H is from Heiles & Cleary (1979) . The last column of Table 1 gives the list of spectra that were analyzed for each object. The name of the spectrum consists of the coordinate designation from column (1), followed by a two letter designation: ''o'' indicates a post-COSTAR spectrum (in Paper II pre-COSTAR spectra were designated with ''r''); a second letter (a to z) indicates whether the AGN in question has more than one spectrum available. A capital letter indicates a spectrum of a lensed component as e.g., in 1001+5553oA and 1001+5553oB. In Table 2 we show a detailed list of FOS gratings, and data sets with exposure times that were used to compile spectra listed in Table 1. 3. ANALYSIS OF SPECTRA
Continuum and Blended Iron Fitting
Since our goal was to assemble a uniform database of emission line measurements, we have analyzed our post-COSTAR spectra following the same fitting procedures as those used in the LBQS and pre-COSTAR/FOS spectral analysis (for details see Papers I and II). We used the modeling software Sherpa 1 (Freeman, Doe, & Siemiginowska 2001) developed for the Chandra mission, where the model parameters were determined from a minimization of the 2 statistic with modified calculation of uncertainties in each bin (Gehrels 1986 ) and using the Powell optimization method for continuum, iron emission, and first emission line fits and the LevenbergMarquardt optimization method in the final emission line fits (see below). First, we fitted a reddened power-law continuum 2 to regions of the spectrum redward of Ly and away from strong emission lines and blended iron emission. We use the same continuum windows as in the analysis of pre-COSTAR continuum spectra (see Table 2 in Paper II), with the addition of a new window redward of H at 6990-7020 Å rest frame. Most of the post-COSTAR spectra were fitted by a single power law. However, in 21 spectra that covered a large wavelength range, two power laws were introduced: one (UV) extending at k rest < 4200 Å and another (optical) at k rest > 4200 Å , both normalized at k ¼ 4200 Å . In Table 3 we present the slopes of the dereddened UV and optical continua (cols. Note.- Table 2 is available in its entirety in the electronic edition of the Astrophysical Journal Supplement. A portion is shown here for guidance regarding its form and content. without errors. This value was adopted since the mean slope of the pre-and post-COSTAR FOS sample is 0:97 AE 0:09. The next step in our fitting procedure was to model the blended iron emission lines. In the UV we used the Vestergaard & Wilkes (2001) iron template covering rest-frame wavelengths between 1250 and 3100 Å , while in the optical we used the Boroson & Green (1992) template covering 4250-7000 Å . First, a crude estimate of the template's flux normalization was obtained by fitting the 2000 km s À1 FWHM template to regions in which iron emission is known to be strongest (see col.
[2] in Table 2 of Paper II). Then the FWHM of iron emission was estimated by comparing the spectrum with a grid of templates with FWHM between 900 and 10,000 km s À1 in steps of 250 km s À1 . This was followed by a fit of both the FWHM and flux normalization at the iron fitting windows, followed by two iterations of the continuum and iron fits (refer to Paper I for more details). At this point the continuum and iron fits results were inspected and adjustments were made to spectra not fitted successfully (5% of spectra needed adjustments of the continuum fit and three spectra needed adjustment of iron fits).
Emission and Absorption Line Fitting
The emission lines were generally fitted with one Gaussian. However, since most (95%) FOS spectra have high S/N, the strong emission lines (Ly, C iv, C iii], Mg ii, H, H) were fitted using two components: the very broad line region (VBLR) component and the intermediate line region (ILR; see Brotherton et al. 1994 ) here referred to as the broad and narrow components, respectively. We use exactly the same emission line inventory as in the pre-COSTAR spectra (see Table 3 in Paper II).
As a first stage, the FWHM and peak amplitude of the Gaussians are modeled while keeping the position of the emission line fixed at the expected wavelength (calculated from redshift). Then the position of the line is freed and modeled together with the FWHM and peak amplitude using Powell optimization. In the next step all Gaussian parameters are refitted, this time using distinct high and low sigma rejection criteria. We found that ¼ 3 for low rejection omits most of the absorption lines superimposed on the emission lines, while ¼ 7 for high rejection bypasses most spikes not associated with the emission line (e.g., geocoronal Ly, cosmic rays, etc.). At this stage we use the Levenberg-Marquardt optimization method, which is faster than the Powell method but only works well if the statistical surface is well behaved (after two runs of the emission line parameter fitting with the Powell method, this was certainly the case). It is nearly impossible to design a fully automated procedure that can deal with the wide range of spectral shapes that AGNs show, so at this point the fits were inspected and adjustments were made to spectra where necessary. About 5% of spectra needed adjustments at least in one emission line fit.
For each spectrum, the continuum, iron, and emission line model obtained in the Sherpa fitting was next used as an input ''continuum'' to the FINDSL routine (Aldcroft 1993) , which identifies narrow absorption lines and fits them with Gaussian Table 3 is published in its entirety in the electronic edition of the Astrophysical Journal Supplement. A portion is shown here for guidance regarding its form and content. (*) See Appendix for notes on individual spectra. a The power-law continuum slopes À UV and À opt are defined as f k / k ÀÀ . À UV is fitted at k rest < 4200, À opt at k rest > 4200. Slopes with no listed errors show the assumed slope value in cases where only a single continuum window was available.
b Normalization of the UV power law in units of 10 À14 ergs cm À2 s À1 Å À1 , at observed wavelength k norm .
profiles. We set the routine to find absorption lines away from the Ly forest region (blueward of k rest ¼ 1065 Å ) and outside the Balmer continuum region (3360-3960 Å ), where the global power-law continuum may not fit the spectra well. The minimum significance level for identification of absorption lines was set to 4.5 (see Paper I for more details). We detect and fit absorption lines with W k ! 0:3 Å . The absorption line parameters were then used in the next iterative modeling step where the position, peak amplitude, and FWHM of the absorption line were modeled simultaneously by the Sherpa program, followed by another iteration of the emission line fitting. After this stage the results were inspected and spectra refitted if the automated procedure did not perform well. An example of a full spectral fitting is shown in Figure 1 . The top panel shows the reddened power-law continuum fit redward of Ly to the observed spectrum, followed below by panels . Panel (a) shows the reddened power-law continuum model fitted redward of Ly plotted over the observed spectrum. Below in (b) we show iron modeling, divided into three frames: (top) continuum+iron model plotted over the overall spectrum, (middle) iron-subtracted spectrum, and (bottom) fitted iron template. Panels (c), (d), and (e) show modeling of the Ly, C iv, and C iii] emission line regions, respectively. Each panel for each emission line region is divided into three frames: (top) total best-fit model plotted over the relevant region of each spectrum, (middle) residuals, and (bottom) individual Gaussian components. Strong emission lines such as Ly, C iv, and C iii] are modeled with two components-narrow and broad-while other emission lines are modeled using one Gaussian. The absorption lines that overlap each emission line are plotted at the top of the bottom frame. The dashed vertical lines in the emission line panels are drawn at the expected emission line position calculated using the redshift quoted at the top of the figure. Flux units are 10 À14 ergs cm À2 s À1 Å À1 , and wavelength units are in Å and are observed frame values. [See the electronic edition of the Journal for a color version of this figure.] showing blended iron and emission line modeling of Ly, C iv, C iii], and Mg ii. Since the whole post-COSTAR FOS Spectral Atlas includes 220 spectra, we present similar plots of other spectral fits only on our Web site. 
Error Analysis
The error analysis follows the procedure from Paper I (see x 3.5 of that paper for details), in which the 2 errors for each emission line parameter were determined from the 2 confidence interval bounds (Á 2 ¼ 4:0) using the uncertainty procedure in Sherpa. The upper limits of equivalent widths were determined by fixing the line position at the expected wavelength, by fixing the FWHM at the value of the median FWHM found for that line in the LBQS sample (see col.
[3], Table 3 of Paper II), and by setting the amplitude of the line to the 2 positive error.
EMISSION LINE MEASUREMENTS
In Table 4 we present the rest-frame emission line measurements for one example object NGC 3516 (spectrum 1106+7234oe). The format of Table 4 is exactly the same as the format of the electronic tables of emission line measurement presented for the LBQS and pre-COSTAR FOS samples, making it simple to analyze the LBQS and FOS samples together. In the full Table 4 , each spectrum is represented by 43 rows, one for each possible emission line measurement. In the first column the name of the spectrum is given, followed by the object's redshift (col. [10]- [12] ) and the observed frame flux in units of 10 À14 ergs cm À2 s À1 (cols. [13]-[15] ). Errors quoted for flux and W k are based on the uncertainties in the amplitude and FWHM of the Gaussian model and do not include an error from an uncertainty in the underlying continuum flux level, which we estimate to be about 10%. For emission lines where only an upper limit on flux and W k is available, no values for the peak offset are quoted as the position of the line was fixed at the line's expected wavelength. Also, the FWHM value in this case was set to the median value for the LBQS sample (see Table 3 in Paper II) with no associated errors. Finally, the last column (16) in the full table gives the number of narrow absorption features used in the emission line modeling. Our Gaussian decomposition is not necessarily unique and may be sensitive to slight shifts in continuum placement. While the total flux and equivalent width are easily derived by summing values provided for individual Gaussian components, no simple combination yields a FWHM representative of the entire emission line. We therefore list in Table 4B the total line FWHM (with AE 2 errors) of those lines that have been modeled using two Gaussians. These are Ly, C iv, C iii], Mg ii, H, and H, where the width of the line was measured at half peak of the dereddened emission line model after excluding iron emission, absorption lines, and weaker emission lines (e.g., in the Ly region we exclude the N v line, in the H region [N ii] and [S ii]).
STATISTICS AND COMPARISON WITH THE POST-COSTAR SAMPLE
The statistical properties of the rest-frame W k and FWHM distributions of the emission line measurements of the post-COSTAR spectra are presented in Table 5 . The numbers quoted 
Áv peak (km s À1 ) (3)
Observed Flux (10 À14 ergs cm À2 s À1 ) Table 4 is available in its entirety in the electronic edition of the Astrophysical Journal Supplement. A portion is shown here for guidance regarding its form and content. We present here line measurements for one, example spectrum 1106+7234oe. All measurements are rest frame except for flux. Spectral modeling of this object is shown in Fig. 1 . 
Mean (4) were obtained by excluding off-nuclear spectra (e.g., the 10 different NLR knots of Mrk 78). To avoid excessive weight given to a single object, in cases of multiple spectra we tally only measurements from the spectrum with the highest S/N and resolution. In total 1607 emission lines have been modeled among which 97 are upper limits. In Table 5 the name of the emission line is given in column (1), followed by the total number of emission lines modeled (col. [2] ) and the number of upper limits (col.
[3]). The mean, standard deviation and median of the W k and FWHM for the detected lines are presented in columns (4)- (6) and (10)- (12) Since the strong emission lines such as Ly, C iv, C iii], Mg ii, H, and H were fitted using either two (broad and narrow) components or one (single) component, we calculated the W k and FWHM means and medians for these components separately. The mean and median W k for the whole line (indicated as the ''Sum'' in Table 5 ) was calculated as either the sum of the broad and narrow components or the single component alone.
Both the pre-and post-COSTAR FOS samples are heterogeneous, and represent neither complete nor uniform selection. Nevertheless, as a check on our methods and on the consistency between these samples we compare the statistical properties of the W k and FWHM of the pre-COSTAR sample analyzed in Paper II and the post-COSTAR sample presented here. Overall, the means and medians for the UV lines agree within the errors. We did not, however, attempt to compare the W k of post-COSTAR single components of the strong emission lines or optical lines redward of Ne v with the pre-COSTAR sample measurements, since the number of available W k in both or either samples is too small for meaningful analysis.
Histograms of W k and FWHM of the emission lines blueward of Mg ii are presented in Figure 2 . The first and third rows represent the W k distributions, while the second and fourth rows give the FWHM distributions. In all panels, solid lines represent distributions for detections, while the dotted lines show the estimated W k distributions from the Kaplan-Meier estimator if upper limits are present. In the panels that show the sum of Ly, C iv, C iii], and Mg ii distributions, the shaded histograms represent results from single Gaussian component fits.
The luminosity and redshift range of the post-COSTAR sample is comparable to the pre-COSTAR sample analyzed in Paper II (see Fig. 3 ). However, the post-COSTAR sample shows a larger number of low-luminosity AGNs such as Seyferts, LINERs, and NLS1s. Objects with log Lð2500 Å Þ < 30 comprise of $30% of the post-COSTAR sample and only 15% of the pre-COSTAR sample. In Figure 4 we show the distributions of log Lð2500 Å ) for both samples. The twotailed Kolmogorov-Smirnow test gave a 99.9% probability that these distributions are different.
CONCLUSIONS
We have presented the emission line measurements of a sample of AGNs that has been observed by the HST FOS after the installation of COSTAR. Our sample includes 180 objects and 220 spectra, which have been modeled using an automated technique that fits multiple Gaussians to the emission lines, taking into account Galactic reddening, blended iron emission, and Galactic and intrinsic absorption lines. In this paper we present uniform measurements of 1607 emission lines including equivalent widths, FWHM, and shifts from the line's expected position and calculate upper limits for weak lines. We also present the underlying continuum parameters (slopes and normalization). This is the third paper 
