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Zusammenfassung
Um die Nutzung ihrer Informationsdienste und -angebote beurteilen zu können, 
setzen Informationsinfrastruktureinrichtungen der Leibniz-Gemeinschaft die 
Webanalyse ein. Sieben Leibniz-Informationsinfrastruktureinrichtungen wurden 
mit einem Online-Fragebogen und einem teilstandardisierten Interview zur 
Nutzung der Webanalyse befragt. Es werden die verwendeten Methoden, 
Werkzeuge und Metriken sowie die verfügbaren Ressourcen als auch die 
Zukunftsperspektive der Webanalyse an den Einrichtungen beschrieben. 
Insgesamt wird der Stellenwert der Webanalyse an den Instituten als hoch 
angesehen. Die bisher wenig ausgeprägte Standardisierung und die fehlende 
Einheitlichkeit der Metriken und Erhebungsmethoden erschweren einen 
möglichen Vergleich von Nutzungsdaten allerdings erheblich.
Deskriptoren: Webanalyse, Leibniz-Gemeinschaft, Informationsinfrastrukturen, 
Metrik, Datenschutz, Werkzeuge, Befragung
Abstract
In order to assess the usage of information services and ofers, information 
infrastructure institutes in the Leibniz Association have implemented web 
analyses. Based on online questionnaires and part-standardized interviews, 
seven Leibniz infrastructure institutes were assessed regarding their 
implementation of web analysis. The applied methods are described as well as 
instruments and metrics, together with available resources and the future 
perspective of web analysis at the Leibniz institutes. Altogether, the relevance of 
web analysis is rated high at the Leibniz institutes. However, a possible 
comparison of usage data is impeded owing to lacks of standardization, and the 
missing harmonization of metrics and assessment methods.
Descriptors: Web Analytics, Leibniz-Association, Information Infrastructure, 




2006 wurde mit der Studie zur „Neuausrichtung der öfentlich geförderten 
Informationseinrichtungen“ (Bund-Länder-Kommission für Bildungsplanung und 
Forschungsförderung 2006) der Bund-Länder-Kommission (BLK) eine Reihe von 
Empfehlungen für die Weiterentwicklung der nationalen 
Informationseinrichtungen gegeben. An vielen Stellen des deutschen 
Wissenschaftssystems begann eine Diskussion zu den Veränderungen der 
Informationsinfrastruktur (Rahmenkonzept für die Fachinformationsstruktur in 
Deutschland 2009; Kommission Zukunft der Informationsinfrastruktur 2011; 
Wissenschaftsrat 2011; Astor et al. 2011; Lipp 2012)  und es wurde intensiv über 
die Rolle der nationalen Informationseinrichtungen diskutiert. Die Zunahme der 
Sichtbarkeit der Forschungs- und Informationsinfrastrukturen zeigt sich auch 
bspw. an der zunehmenden Bedeutung der Frage der Forschungsinfrastrukturen 
im Zusammenhang mit den Geisteswissenschaften und deren Digitalisierung 
(siehe auch die Förderung von Digital Humanities Zentren Textgrid1, ZenMEM2, 
Kallimachos3, CEDIFOR4 oder (Burghardt et al. 2015)). Auch gewinnen 
Forschungsinfrastrukturen im Wissenschaftssystem selbst an Gewicht. So hat der
Wissenschaftsrat im Sommer 2015 die Dokumentation von 
Forschungsinfrastrukturen im Kerndatensatz Forschung befürwortet 
(Wissenschaftsrat 2016) und die Leibniz-Gemeinschaft dokumentiert die große 
Fülle ihrer Forschungsinfrastrukturen und deren Qualität durch zwei Broschüren 
(Projektgruppe im Strategiefondsprojekt „Forschungsinfrastrukturen und 
Wissenstransfer in der Leibniz-Gemeinschaft – Best Practice Modelle und 
Strategien“ 2015; Leibniz-Gemeinschaft 2015). Allerdings steckt die 
Diferenzierung der Qualitätsmerkmale noch in den Kinderschuhen. So wird in 
(Projektgruppe im Strategiefondsprojekt „Forschungsinfrastrukturen und 
Wissenstransfer in der Leibniz-Gemeinschaft – Best Practice Modelle und 
Strategien“ 2015, S. 6) zur Bestimmung von Qualität auf die Schwierigkeiten 
aufmerksam gemacht: „Während sich Indikatoren zur Evaluierung von 
Forschungsleistungen weitestgehend etabliert haben, sind diese für 
Forschungsinfrastrukturleistungen häufg noch nicht defniert. Zu fragen ist, wie 
sich für oft einzigartige, deshalb für die Forschung einerseits so wertvolle, 
andererseits aber auch schwer vergleichbare Forschungsinfrastrukturen Qualität 
bestimmen und ggf. auch mit Hilfe quantitativer Indikatoren bewerten lässt: Auf 
welche best-practice-Modelle können sich Akteure beziehen, wenn es um 
wissenschaftliche Qualität jenseits von Forschung und Forschungsevaluation 





um hochwertige Forschungsinfrastrukturen auch disziplinübergreifend 
angemessen abzubilden.  Die Infrastrukturen sollen danach zeitgemäß (1), 
relevant (2), qualitätsgesichert (3), nutzerorientiert und antizipativ (4), 
transparent zugänglich und rechtlich validiert (5) sowie nachhaltig (6) sein. Diese 
Kriterien können auch unterschiedlichen Sichten des Qualitätsmanagements 
zugeordnet werden, sei es einer kunden- (2, 4, 5), produkt- (1, 2) oder 
herstellungsorientierten (3, 6) Sicht (Rittberger 2004). Zentral ist dabei das 
Kriterium der Relevanz (2) mit dem die Bedeutung von Forschungsinfrastrukturen
für die jeweilige Fachgemeinschaft und die Nutzung thematisiert werden. 
Insbesondere die Relevanz ist daher zentral für eine Nutzersicht („Qualitiy is 
fitness or  use嘶 (Juran 1951)) mit deren  Erwartungen („quality lies in the eyes ro 
the behrlde 嘶 (Garvin 1988)) auf Qualität. Informationsinfrastrukturen werden in 
aller Regel über das Internet angeboten und Nutzungsaktivitäten können daher 
mit einschlägigen und gängigen Werkzeugen nachverfolgt werden. Im 
Themenfeld der sogenannten Webanalyse sind allerdings unterschiedliche 
Zählweisen, Analysemethoden und Ressourceneinsätze möglich und vermutlich 
auch üblich. 
Um der Frage der Nutzungsanalyse bei großen Informationsanbietern 
nachzugehen, wurde im Sommer 2015 eine Befragung durchgeführt, die 
vertiefende Kenntnisse über die derzeit bei sieben 
Informationsinfrastruktureinrichtungen der Leibniz-Gemeinschaft eingesetzten 
Webanalyse-Methoden und -Ressourcen erbringen sollte. Dabei sollte 
insbesondere geklärt werden, welche Metriken und Tools eingesetzt werden (1), 
welche Erkenntnisse durch die Webanalyse gewonnen werden (2), wie 
umfangreich Ausstattung und Ressourcen für die Webanalyse sind (3), welche 
Rolle der Datenschutz bei der Webanalyse spielt (4) und welche zukünftigen 
Entwicklungen und Herausforderungen absehbar sind (5)5.
Im Folgenden werden wir zunächst eine Einführung in die Webanalyse geben, 
anschließend die sieben Institute vorstellen, bevor wir die Methodik unseres 
Vorgehens erläutern und die Ergebnisse darstellen. Einige Folgerungen aus den 
Erkenntnissen werden zum Schluss präsentiert.
Webanalyse
Webanalyse dient der Informationsgewinnung und -auswertung bezüglich des  
Nutzungsverhaltens auf Websites bzw. Webauftritten. Dies dient zum besseren 
Verständnis des Interaktionsverhaltens von Nutzerinnen und Nutzern als auch der
Optimierung der Webangebote, bspw. der Navigation oder des Layouts. Dabei 
hat sich jedoch noch kein einheitlicher Begrif durchgesetzt. So wird Webanalyse 
synonym mit Web-Analytics, Web-Controlling oder Trafc-Analyse verwendet. Zur
Erhebung der Daten werden je Website eines oder mehrere Webanalyse-Tools 
eingesetzt.
Neben der technischen Optimierung der Website lassen sich durch die 
Webanalyse die Inhalte einer Seite verbessern. Die Webanalyse erlaubt es, 
Betreibern festzustellen, welche Inhalte besonders intensiv genutzt werden und 
5 Die Erhebung wurde im Rahmen eines Kurses an der Hochschule Darmstadt im 
Studiengang Informationswissenschaft in Zusammenarbeit mit K. Mauelshagen, D. 
Seemann, V. Kovalenko, F. Becker, J. Browne & R. Sander durchgeführt.
welche eher wenig Nutzung erfahren. Ggf. lassen sich verschiedene 
Nutzergruppen identifzieren und im Idealfall können die Angebote auf die 
Bedarfe spezifscher Nutzergruppen hin optimiert werden (Zheng und Peltsverger
2015, S. 7675). Zur Durchführung der Webanalyse ist es notwendig, sowohl 
Methoden als auch Metriken zu kennen, die mit spezifschen Werkzeugen genutzt
werden können. Einführend wollen wir daher im Folgenden vier gängige 
Methoden der Webanalyse und die wichtigsten Metriken vorstellen. Nach einem 
Hinweis auf datenschutzrelevante Rahmenbedingungen werden dann noch einige
Werkzeuge für die Webanalyse vorgestellt.
Methoden der Webanalyse
Die  vier wesentlichen Methoden der Webanalyse sind neben der Logfle-Analyse 
noch Page Tagging, Cookies und Application Level Logging. 
 Damit eine Website über das Internet abgerufen werden kann, muss sie 
auf einem Webserver gehostet werden. Webserver protokollieren die 
verschiedenen Zugrife auf die Website in sogenannten Logfiles. In diesen
Logfles, die ursprünglich für die Wartung der Webserver (z.B. die 
Fehleranalyse) vorgesehen waren, sind verschiedene Details über die 
Aufrufe der Website enthalten, etwa die Zeit des Aufrufs oder die IP-
Adresse des Besuchers. Die in den Protokollen enthaltene IP-Adresse gibt 
nur Daten über das beim Zugrif genutzte Endgerät aus, so dass 
Nutzer/innen nicht über die Logfles identifziert werden können. Eine 
sitzungsübergreifende Beobachtung eines/r Nutzers/in ist nicht möglich 
(Zheng und Peltsverger 2015).
 Beim Page Tagging wird im Gegensatz zur Logfle-Analyse direkt auf das 
Gerät des Nutzers zugegrifen, um weitergehende  Informationen zu 
erhalten. Dafür werden auf der genutzten Website einzelne, unsichtbare 
Pixel eingesetzt. Sobald der Nutzer sie mit dem Mauszeiger passiert, 
werden vom Browser Daten an den Analyse-Sever versendet. Eine ähnliche
Möglichkeit, genauere Informationen zu sammeln, sind JavaScript-Tags. 
Diese Tags werden in die Website integriert und übermitteln Daten über 
den Browser, die Systemumgebung auf dem Client und die Website-
Nutzung an den Webanalyse-Server. Beide Verfahren erlauben es, 
Bewegungen des Mauszeigers oder das Tippen auf der Tastatur zu 
verfolgen (Heßler und Mosebach 2013, S. 374), womit eine tiefergehende 
Analyse des Nutzerverhaltens möglich wird. 
 Cookies dokumentieren den Besuch einer Website und werden auf dem 
Gerät der Nutzerin oder des Nutzers abgespeichert. Wird erneut auf die 
Website zugegrifen, werden die abgespeicherten Informationen aus dem 
Cookie wieder an den Server übertragen. Cookies erlauben eine anonyme, 
aber eindeutige Identifkation der Nutzerin oder des Nutzers – und dies 
nicht nur auf der eigenen Website, sondern mittels Third-Party-Cookies 
auch auf anderen Websites, so dass das Webseiten übergreifende Surf- 
und Interaktionsverhalten beobachtet werden kann (Heßler und Mosebach 
2013, S. 375). 
 Um Vor- und Nachteile der bisher genannten Methoden zu kompensieren, 
werden auch häufg alle drei Methoden bei aktuellen 
Webanalysewerkzeugen eingesetzt, um so möglichst umfangreiche Daten 
über das Nutzungsverhalten zu sammeln (Heßler und Mosebach 2013, S. 
376).
 Beim Appilication Leveil Logging sind die Funktionen für die Webanalyse 
bereits in einer Anwendung enthalten. Es wird somit kein weiteres 
Webanalysewerkzeug mit entsprechenden Methoden benötigt. Diese 
Lösung wird häufg bei Social Media und E-Commerce-Websites genutzt. 
Dort können vorgefertigte Softwarelösungen für den eigenen Blog oder 
den eigenen Shop genutzt werden, die Webanalysefähigkeiten innerhalb 
der Shop- oder Blogsoftware anbieten (Zheng und Peltsverger 2015, 2015, 
S. 7681). 
Metriken der Webanalyse
Als Metriken werden quantitative Maße bezeichnet, die die Ereignisse auf einer 
Website spezifsch beschreiben und beobachtbar machen. Als übliche Metriken, 
die auch in unserer Untersuchung verwendet wurden, gelten Hit, Page View, 
Visitor, New Visitor, Returning Visitor, Sessions, Absprungrate und Downloads  
(Hassler 2010, S. 89; Web Analysis Association 2008; Zheng und Peltsverger 
2015, S. 7681). Für eine umfangreiche Betrachtung von Metriken sei auf (Web 
Analysis Association 2008) verwiesen.
 Jede Anfrage bei einem Webserver wird als Hit erfasst. Dies umfasst alle 
Bestandteile einer Website, z.B. eingebettete Dateien wie CSS-Stylesheets 
oder Bilder. Wird eine Website mit sechs Grafken aufgerufen sind das 
sieben Hits. Ein Hit für die Website, sechs für die Grafken.
 Ein Page View  gibt die Zahl der erfolgreichen Abrufe von normalen 
Internetseiten an. Dabei werden nur Seiten mit Inhalt gemessen. 
Weiterleitungsseiten oder Pop-Ups etc. werden nicht berücksichtigt.
 Als Visitor wird ein Besucher bezeichnet, der innerhalb eines bestimmten 
Zeitraums eine Website einmal oder in mehreren Sitzungen besucht hat. 
Dabei gelten automatisierte Website-Besuche, z.B. von 
Suchmaschinenrobotern nicht als Besucher.
 Ein New Visitor ist ein Besucher, der innerhalb eines 
Betrachtungszeitraums die Webseite erstmalig besucht.
 Als Returning Visitor wird ein wiederkehrender Besucher bezeichnet, der
wiederholt auf der besuchten Website aktiv ist.
 Sessions/Sitzungen sind die zusammenhängenden Aktionen (Page 
Views) eines Besuchers mit der Website. Eine Sitzung kann dabei aus 
einem bis vielen Seitenabrufen bestehen. Wird innerhalb eines gewissen 
Zeitraums (meist 30 Minuten) keine weitere Aktion durchgeführt, gilt die 
Sitzung als beendet. 
 Als Absprungrate wird der Anteil der Sitzungen bezeichnet, die nur eine 
Aktion (z.B. einen Seitenaufruf) umfassen.
 Downiload umfasst die Anzahl aller Dateien (z.B. PDF-Dateien), die von 
Websites heruntergeladen werden.
Datenschutz
Routinemäßig wird bei der Webanalyse die IP-Adresse jedes Besuchers 
protokolliert. Da die IP-Adresse als ein personenbezogenes Datum betrachtet 
wird, müssen das datenschutzrechtliche Vorgaben bei der Webanalyse beachtet 
werden (Vollmert et al. 2012). Zur Erhebung und Speicherung  
personenbezogener Daten braucht es das Einverständnis der Besucher der 
Website.  Bei  Webbesuchern ist dies in der Regel nicht praktikabel und daher 
wird in der Regel  die Erhebung personenbezogener Daten vermieden, bspw. 
durch Anonymisierung der IP-Adresse (Vollmert et al. 2012). Will man 
Nutzungsprofle für einzelne Nutzerinnen oder Nutzer erstellen, um ihre 
Aktivitäten auf der Seite großfächig zu beobachten, so darf dies nur 
anonymisiert, bspw. unter einem Pseudonym, geschehen. 
Werkzeuge
Webanalyse-Tools sind so zahlreich wie unterschiedlich in ihren Funktionen oder 
den Preisen. Einige Tools arbeiten logfle- und  andere cookiebasiert. Manche 
Tools erlauben es, hohe Anforderungen an den Datenschutz zu stellen und haben
entsprechende Verschlüsselungsfunktionen, wiederum andere Tools bieten einen 
sehr umfangreichen Funktionsumfang oder eine einfache Installation 
(Webanalyse Tool o.J.).
Von Belang bei der Auswahl eines Webanalyse-Tools sind insbesondere die 
Kriterien Datenschutz, Kosten, Installation, Support, Dashboard/Oberfäche und 
Datenerfassung. Die bekanntesten Werkzeuge sind Google Analytics und Piwik. 
Google Analytics besticht durch eine große Vielfalt an Funktionen, wohingegen 
Piwik, die bekannteste Open-Source-Variante ist.
Leibniz-Institute
Als Zielgruppe für die Befragung wurden nationale 
Informationsinfrastruktureinrichtungen der Leibniz-Gemeinschaft betrachtet, die 
schon aus der Logik der von ihnen zu erbringenden Kosten-Leistungsrechnung 
alle Webanalyse betreiben müssen, um die Zugrifszahlen zu ihren 
Informationsangeboten zu erheben. Allen sieben Einrichtungen ist gemein, dass 
sie als nationale Anbieter insbesondere im Bereich der Literaturdokumentation 
umfangreiche Angebote im Internet zur Verfügung stellen. Im Einzelnen handelt 
es sich um vier sozialwissenschaftlich orientierte Institute und drei 
naturwissenschaftliche Institute. Umfangreiche und detaillierte Informationen zu 
den Einrichtungen fndet in der Webpräsenz, in den Jahresberichten der 
Einrichtungen und den Evaluierungsberichten der Leibniz-Gemeinschaft zu den 
Einrichtungen6.
Soziailwissenschaftiliche Institute
 DIPF: http://www.dipf.de/, (Deutsches Institut für Internationale 
Pädagogische Forschung 2015)
 GESIS: http://www.gesis.org/, (GESIS - Leibniz-Institut für 
Sozialwissenschaften 2015)
 ZBW: http://www.zbw.eu/, (Deutsche Zentralbibliothek für 
Wirtschaftswissenschaften – Leibniz-Informationszentrum Wirtschaft 2015)
 ZPID: https://www.zpid.de/,  (ZPID - Leibniz-Zentrum für Psychologische 
Information und Dokumentation 2015)
Naturwissenschaftiliche Institute
 FIZ KA: https://www.fz-karlsruhe.de/, (FIZ Karlsruhe - Leibniz Institut für 
Informationsinfrastruktur 2013)
6 Die Stellungnahmen des Senats der Leibniz-Gemeinschaft zu den sieben Instituten aus 
den Jahren 2011 und 2012 fnden sich unter: http://www.leibniz-gemeinschaft.de/ueber-
uns/evaluierung/das-evaluierungsverfahren-des-senats/senatsstellungnahmen/
 TIB: https://www.tib.eu/,  (TIB - Technische Informationsbibliothek und UB 
Universitätsbibliothek Hannover 2015)
 ZB MED: http://www.zbmed.de/,  (ZBMED - Leibniz-Informationszentrum 
Lebenswissenschaften 2015)
Befragung
Die Befragung der sieben Institute erfolgte in zwei Stufen. Zuerst wurde im Mai 
2015 eine Online-Befragung von sieben vorab von den Instituten benannten und 
informierten Personen durchgeführt. Der zweite Schritt war ein persönliches, 
halbstandardisiertes Interview  am Telefon anhand eines Interviewleitfadens. Die 
Telefoninterviews wurden aufgenommen und transkribiert und zur Analyse 
kodiert.
Insgesamt enthielt der Fragebogen 39 Fragen – mit 16 Freitextantworten und 14 
einfachen Antworten (z.B. Radio-Buttons oder Liste), 6 Antworten mit 
Mehrfachauswahl sowie 3 weiteren Antworten. Der Fragebogen wurde mithilfe 
von LimeSurvey7 realisiert und durch einen Pretest validiert.
Ergebnisse
Metriken
Die Institute nutzen fast alle genannten Metriken,  Visitor und Page View werden 
von allen Instituten erhoben,  Hits, die am wenigsten aussagekräftige Metrik 
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Weilche der foilgenden Metriken werden an Ihrem Institut im Rahmen einer Webanailyse erhoben?
Anzahl der Institute
Abbildung 1: Nutzung von Metriken an den Instituten
Die von allen Instituten genutzten Metriken Visitor und Page View werden auch 
als sehr wichtig eingeschätzt, um die Nutzung der von den Instituten betriebenen
Portale nachweisen zu können. Drei Institute verwenden sie auch als 
Leistungsindikatoren. Für ein Institut ist außerdem die Vergleichbarkeit mit 
anderen Leibniz-Instituten wichtig. Zwei Institute nutzen diese Metriken auch für 
den Vergleich interner Angebote. Einige Institute nutzen auch Sessions und 
Absprungrate, um Daten über die Bewegung der Nutzerinnen und Nutzer auf 
7 Lime Survey ist eine frei verfügbare Applikation zur Erstellung von Online-Umfragen 
(https://www.limesurvey.org/de/)
ihren Angeboten zu erhalten.  Vier der befragten Institute verfügen außerdem 
über Produkte zum Download, meist Volltexte,  und haben daher diese Metrik 
mindestens als wichtig eingestuft. 
Zwei Institute gaben an, dass das Land, aus dem zugegrifen wird oder die 
Sprache des Zugreifenden, wichtig ist. In einem Fall ist das von Bedeutung, weil 
der Anteil der deutschsprachigen Nutzerinnen und Nutzer zur Auftragserfüllung 
des Instituts erhoben wird. Bei einem anderen Institut wird diese Metrik 
überwacht, weil auch internationales Publikum erreicht werden soll.
Ein Großteil der befragten Institute hat angegeben, dass sowohl die Hauptseite 
als auch einzelne Produkte und Suchportale analysiert werden. Zwei Institute 
nannten in diesem Zusammenhang explizit auch Projekte. Zwei andere Institute 
haben ein starkes Interesse an Bewegungsproflen und Klickpfaden ihrer 
Nutzerinnen und Nutzer. 
Segmentierung, also die Kreuztabellierung zweier Metriken, wird nur von einem 
Institut zur Identifkation von mobilen Endgeräten genutzt, um die Angebote 
gezielt zu optimieren. Ein weiteres  Institut möchte feststellen, ob der genutzte 
Browser der User die Website des Institutes darstellen kann. Zwei 
Institute können sich an eine Testsegmentierung bei bestimmten Angeboten 
erinnern, ein weiteres Institut nennt Datenschutzgründe für den Verzicht auf eine
Segmentierung.

















Abbildung 2: An den Instituten eingesetzte Werkzeuge
Aufallend ist, dass sechs der sieben befragten Institute angaben, mit mehreren 
Werkzeugen zu arbeiten. Vier der sieben befragten Institute arbeiten mit 
eTracker, was wohl an der Einfachheit in der Handhabung und Einbindung liegt: „
[…] da ist natü lich sr ein Trrl mit Webrbe flche auch oü  wenige  technisch 
ve sie te Nutze   dann einoache  auszuwe ten. Und das wa en srmit die 
Bewegg ünde, wa um man sich oü  e-T acke  entschieden hat […]." Ein weiteres 
Institut  merkt an: „[…] alsr wa  auch die einoache Bedienung und Auswe tung 
glaube ich ein seh  g rßes K ite ium." Drei weitere Institute nutzen Piwik, 
allerdings nie als einziges Werkzeug.  Weitere wollen auf Piwik umsteigen oder 
haben es getestet und sich nicht dafür entschieden. Interessant ist hierbei 
besonders, dass Google Analytics kaum eingesetzt wird, obwohl es zu den 
leistungsfähigsten Webanalyse-Werkzeugen zählt8.
Insgesamt haben drei Institute in den letzten zehn Jahren das Analyse-Werkzeug 
gewechselt. Das vorher genutzte Werkzeug war neben Google Analytics immer 
AwStats. Gründe dafür waren auch eine „e weite te Datene oassung [und] 
Standa disie ung嘶 sowie Probleme mit dem Tool, da „nu  nrch Rrbrte  e kannt嘶 
wurden. Insgesamt sind die befragten Institute mit den von ihnen eingesetzten 
Tools zufrieden – zumindest vermissen nur zwei Institute Metriken in dem von 
ihnen eingesetzten Tool. Dabei wurde einmal die Device-Erkennung als noch 
„subrptimal嘶 benannt, ein anderes Institut vermisst „Bewegungsmuste -














Abbildung 3: Gründe für die Nutzung des am häufgsten verwendeten Tool 
Fünf der sieben Institute sehen den Datenschutz als wichtiges Auswahl-Kriterium.
Als weitere besonders wichtige Gründe für die Verwendung des von ihnen 
präferierten Werkzeugs wurden Kosten und die Verfügbarkeit als Open-Source 
genannt. Außerdem wurde die Datenerfassung von vier Instituten als wichtig 
angesehen. Installation und Dashboard/Oberfäche wurden jeweils nur einmal 
genannt. Der Support als Kriterium für die Auswahl eines bestimmten Tools 
wurde von keinem Teilnehmer genannt. 
Letztendlich wurde noch nach Maßnahmen zur Robot-Filterung gefragt. Robots 
sind beispielsweise Web-Crawler von Suchmaschinen. Da diese keine richtigen 
Besucher sind, sollen deren Seiten-Zugrife nicht in der Webanalyse auftauchen. 
Die meisten Tools bieten Maßnahmen an, um dies zu ermöglichen. Darüber 
hinaus gaben drei Institute an, noch weitere Maßnahmen zur Robot-Filterung 
vorzunehmen. Zwei Institute gaben IP-Adressaufösung an. Dabei werden die IP-
Adressen der Robots für die Webanalyse ignoriert. Ein Institut gab an, eine 
„ rbrts.txt嘶 zu verwenden. Spezifsche User-Agent-Filter („o agwü dige He kunot 
de  Zug iffe嘶) sowie Schwellwerte (Anzahl der Downloads) werden ebenfalls von 
einem Institut angewandt.
8 Dabei ist zu beachten, dass Google-Analytics bez. des Datenschutzes als mindestens 
problematisch gilt, bspw. in Hessen von öfentlichen Einrichtungen nicht genutzt werden 
darf.
Datenschutz
Die fünf Institute, die zu diesem Themenkomplex geantwortet haben, gaben an, 
die IP-Adressen der Nutzerinnen und Nutzer zu anonymisieren. Dabei wird die IP-
Adresse „beschnitten嘶, d.h. eine gewisse Anzahl von Bits wird überschrieben, 
damit sie nicht mehr einer Person zugeordnet werden kann (Vollmert 2010). Drei 
der fünf antwortenden Institute gaben an, dass per sogenanntem Opt-Out-Cookie
der Speicherung der eigenen Daten widersprochen werden kann. Dieser 
Widerspruch gilt auch für nachfolgende Seitenaufrufe. Nur eins der befragten 
Institute  gab an, dass sie die No-Tracking Einstellungen der Browser 
respektieren. Allerdings ist es möglich, dass auch andere Institute bzw. deren 
Tools dies automatisch tun. Eine Pficht, diese Einstellungen zu respektieren, gibt 
es in Deutschland nicht.
Zwei Institute sehen sich durch die Maßnahmen zum Datenschutz bei der 
Erhebung ihrer Daten eingeschränkt, zwei andere haben keine Probleme. Die 
Restlichen sind sich nicht sicher bzw. haben keine Antwort gegeben. 
Alle befragten Institute vertreten ähnliche Prinzipien der Anonymisierung  
erhobener Daten unabhängig von den Tools, die sie benutzen.  Ein Institut, das 
unter anderen Piwik benutzt, behauptet: „[…] we den die Daten anrnymisie t, 
indem IP-Ad essen gehasht [ve schlüsselt gespeiche t] we den. Alsr die 
Lrgdaten liegen da, abe  die IP-Ad essen we den srzusagen ve steckt.嘶 Genauso 
funktioniert auch E-Tracker, wie ein weiteres Institut sagt „das, was wi  sehen, 
sind alles anrnymisie te Daten. Alsr wi  sehen, wenn wi  eine IP sehen, nu  die 
e sten zwei Segmente. Und den Rest ve waltet E-T acke  in Eigen egie.嘶
Drei Institute löschen die erhobenen Nutzerdaten nicht. Bei zwei Instituten 
werden die Daten regelmäßig gelöscht. Bei einem Institut wird dies 
unterschiedlich gehandhabt, da bei manchen Informationsdiensten die Daten 
nicht, bei anderen Diensten hingegen schon nach drei Monaten gelöscht werden. 
Bei einem weiteren Institut, welches ebenfalls mit Ja antwortete, werden die 
Rohdaten nach einem Jahr gelöscht, die aggregierten Daten allerdings nicht.
Die erhobenen Daten werden meistens nicht gelöscht, wie bei drei Instituten 
vermerkt wurde, obwohl ein weiteres Institut anmerkt, dass „man die Daten dann
nicht meh  benötigt嘶 und „das  Zeug liegt halt i gendwr und kein Mensch schaut 
es sich meh  an嘶. Gründe dafür sind erstens die  Notwendigkeit, die Daten 
manuell zu löschen und geringe Probleme, den notwendigen Speicherplatz 
vorzuhalten: „Wi  sind technisch glückliche weise seh  gut ausgestattet嘶. 
Außerdem werden die erhobenen Daten, die mit den Werkzeugen gespeichert 
werden, nicht weitergegeben: „es eben keine D itten sind, an die die Daten 
gehen, bleibt das quasi im Hause.嘶 ergänzt ein anderes Institut.







Wo weisen Sie Ihre Nutzer auf die eingesetzten Trackingverfahren hin?
Anazahl Institute (Mehrfachnennung möglich)
Abbildung 4: Hinweis auf Trackingverfahren
Zuletzt wurde in diesem Abschnitt gefragt, wo die Nutzer entsprechend der 
gesetzlichen Regelung auf die eingesetzten Trackingverfahren hingewiesen 
werden. Drei Institute weisen im Impressum auf die eingesetzten 
Trackingverfahren hin. Fünf Institute haben eine eigene, gesonderte 
Datenschutzseite. Zwei weitere Institute weisen auf beiden Seiten auf die 
Trackingverfahren hin. Ein Institut gibt an, nirgendwo auf die Trackingverfahren 
hinzuweisen. 
Ressourcenausstattung
Zu Beginn dieses Frageblocks wurde nach der Anzahl der Beschäftigten gefragt, 
die sich mit der Webanalyse beschäftigen. Die Antworten fallen dabei recht 
unterschiedlich aus und variieren von anteilig eine Vollzeitkraft bis ca. 10 
Personen in unterschiedlichen Arbeitsbereichen mit unterschiedlichen 
Zeitkontingenten. Dabei wird die Ausstattung als ausreichend angesehen, um 
bspw. die Kennzahlen für die Leistungsindikatoren zu erheben: „was wi  an 
Analyse oah en, was wi  oü  Kennzahlen an die Leibniz lieoe n müssen, haben wi  
eigentlich alle Mittel und alle Mechanismen, die dazu nötig sind嘶. Bei einem 
Institut wurde aber ein Mangel an einen Gesamtüberblick über alle Angebote und
Portale bemerkt, dass „jetzt vielleicht schrn wünschenswe t wl e, wenn nrch 
mal ein Krllege das Ganze, wenn alsr ein Krllege nrch einmal sr den besse en 
Gesamtübe blick hltte.嘶 
Bei den jährlichen Sachkosten für Software gehen die Antworten recht weit 
auseinander. Zwei Institute haben gar keine Kosten. Diese beiden nutzen 
ofenbar schon länger kostenfreie Tools, da sich die Kosten in den letzten zwei 
Jahren nicht verändert haben. Zwei weitere Institute zahlten im letzten Jahr 
„knapp“ bzw. „ca.“ 1.000 € für Lizenzen von Webanalyse-Software. Dabei haben 
sich die Kosten einmal erhöht. Eines der beiden Institute nutzt eTracker als 
kostenpfichtiges Werkzeug – das andere nutzt sowohl Siteimprove Analytics als 
auch ip2location. Dieses Institut hat außerdem die Nutzung eines kostenfreien 
Tools erwogen. Aufgrund des zu erwartenden erhöhten Arbeitsaufwands für 
Installation und Wartung wurde dieser Plan jedoch wieder verworfen. Ein weiteres
Institut, welches auch eTracker nutzt, hat im vergangenen Jahr insgesamt 3.000 
€ für Lizenzen bezahlt. 
Nur zwei Befragte wussten, dass ihr Institut in Zukunft mehr Ressourcen 
bereitstellen will. Interessant dabei ist, dass es sich nur bei Einem um Ausgaben 
für Lizenzen handelt. Das andere Institut plant „Fr schung zu Altmet ics嘶. Dabei 
handelt es sich um neue, alternative Metriken  (Priem et al. 2010) im Vergleich zu
den herkömmlichen traditionellen. Beispielsweise soll damit der „Einfuss嘶 von 
z.B. (Blog-)Artikeln auf das „akademische Ökrsystem嘶 gemessen werden können.
Zukunftsperspektiven
Abschließend wurde nach den zukünftigen Herausforderungen an die Webanalyse
gefragt. Die Mehrheit der befragten Institute gab an, dass die Anpassung an neue
digitale Geräte, wie z.B. Smartphones oder Tablets, eine zentrale 
Herausforderung ist. Weiterhin stimmten drei Institute zu, dass es in Zukunft 
nötig wird, sich an den schnell entwickelnden Markt anzupassen. Nur ein Institut 
sah Probleme in gegebenenfalls neuen Datenschutzbestimmungen. Auch wurde 
von einem Institut angegeben, dass es ein Problem sein könnte, „aus eichend 
Geldmittel zu  Ve oügung haben, um sich krmme zielle Lösungen leisten zu 
können.嘶
Ausreichende fnanzielle Mittel
Neue Anforderungen an den Datenschutz
Auswahl neuer Tools und Metriken 
Sammeln der immer steigenden Datenmenge 
Anforderungen der Leibniz-Gemeinschaft 
Anpassung an den sich schnell entwickelnden Markt 
Anpassung an die neuen digitalen Geräte
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Zukünftige Herausforderungen im Bereich Webanailyse
Abbildung 5: Zukünftige Herausforderungen
Übereinstimmend sehen die Befragten die Anpassung an neue digitale Geräte als
Herausforderung an: „Technik und Trrls zu haben, die eben diese Kennzahlen 
e mitteln können嘶. Ein weiteres Institut fndet es auch wichtig, die Gestaltung von
Webseiten zu verbessern: „die mrbile Nutzung rde  dass die Nutzung mit 
Bildschi men, die klassische weise auo mrbilen Endge lten d auo sind, um diesen
Umweg zu gehen, dass die Stück oü  Stück zunimmt. Dass ist das, was wi  
oeststellen. Und deshalb sind wi  auch  esprnsive mit unse em Design嘶. Die 
immer stärker steigende Anwendung von Smartphones und Tablets stellt die 
Institute vor die Aufgabe, Prinzipien und neue technische Verfahren für das Multi-
Device-Tracking auszuarbeiten. 
Zum Schluss wurde noch nach der Bedeutung der Webanalyse am jeweiligen 
Institut gefragt. Dabei kam heraus, dass der Stellenwert der Webanalyse bei fünf 
Instituten „eher hoch“ ist und nur bei einem „weder noch“. Insgesamt ist die 
Webanalyse also für fast alle Institute ein wichtiges Feld. Vier der Befragten sind 
darüber hinaus der Meinung, dass die Bedeutung der Webanalyse zunehmen 
wird. 
Fazit
Die Befragungen zeigen, dass die verbreiteten Metriken Visitor, Page View und 
Sitzungen erwartungsgemäß auch bei den untersuchten Leibniz-Instituten eine 
wichtige Rolle spielen. Darüber hinaus wird die Absprungrate von fast allen 
Instituten ausgewertet.
Aufällig ist, dass der Datenschutz der mit Abstand wichtigste Aspekte bei der 
Auswertung eines Webanalyse-Tools ist, noch vor Kostenerwägungen. Dies zeigt 
die Sensibilität, mit dem diesem Thema begegnet wird.
Von Interesse war auch, welche Berufsgruppe die Antworten gab. Insbesondere 
bei Fragen zur  Metrik, hingen die Antworten von der Berufsgruppe ab. Während 
Produktmanager eher Visitor, Page View und Session als wichtig ansahen, 
beobachten technische Beschäftigte eher Hits, Action-Items und Absprungrate, 
um beurteilen zu können, ob die Infrastruktur, die Performance und Reaktion der 
Nutzer zueinander passen:  „ […] inte essante Zahlen um Pe or mance zu 
messen, um natü lich oestzustellen rb die Ino ast uktu  nrch aus eichend zu  
Ve oügung gestellt we den können. Wrbei da ja eigentlich Hits ehe  inte essant 
sind."
Insgesamt ist der Stellenwert der Webanalyse hoch. Nur ein Institut gab an, dass 
die Webanalyse in ihrem Hause nicht so wichtig sei: „[…] oü  manche (.) Anbiete  
ist mögliche weise eine Webanalyse seh  seh  seh  seh  seh  viel wichtige  als 
oü  uns. […] Alsr oü  uns ist die Analyse de  Webseiten, das haben Sie ja beme kt,
nicht sr, hat nicht einen ganz sr hrhen Stellenwe t.嘶
Auch herrscht über die Vorgaben der Leibniz-Gemeinschaft noch häufg 
Unklarheit. Eine bessere Standardisierung für die Errechnung und Erhebung von 
Metriken wurde gefordert. Die fehlende Einheitlichkeit der Metriken und unklaren 
Vorgaben zu den Kennzahlen, die die Werkzeuge liefern, erschweren den 
Vergleich der Leibniz-Institute erheblich: „Und ja das muss man halt hinte o agen 
und gene ell liegt eine He ausor de ung denke ich auch in dem gene ellen 
Repr ting vrn Webanalysedaten an die Leibniz-Gemeinschaot. Ich glaube, das ist 
auch nrch nicht sr ganz ausge eiot, wichtig wl e hie  natü lich auch eine 
Einigkeit übe  die Met iken zu e  eichen und natü lich auch nrch einmal im 
Detail, wie diese Met iken e  echnet we den, das kann ja auch seh  
unte schiedlich sein." Ein anderes Institut merkt an:  „Alsr es gibt keine Leibniz-
übe g eioende Regelung srweit ich das weiß oü  Webanalysetrrls rde  
Anor de ungen ist da ja ehe  die F age. Denn die Anor de ungen sind ja vrn dem 
Online-Angebrt ganz sta k abhlngig. Insroe n wl e das wah scheinlich ga  nicht 
sinnvrll oü  80 Institute, da i gendwelche Regelungen zu schaffen." Ein drittes 
Institut ergänzt   „[…] wenn seitens de  Leibniz oü  diese Kennzahlen, die 
gelieoe t we den müssen, neue Anor de ungen, neue Kennzahlen krmmen und 
man natü lich imme  das P rblem hat, kann mein Trrl, was ich im Mrment 
einsetze, das ... das leisten." 
Hier scheint sowohl von den technischen und methodischen Möglichkeiten als 
auch bezüglich efektiver Kriterien noch ein weiter Weg zu sein bis vergleichbare 
Zahlen zur Webanalyse für die beteiligten Institute verfügbar sind.
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