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Abstract
This article is devoted to the computation of Jack connection coeffi-
cients, a generalization of the connection coefficients of two classical com-
mutative subalgebras of the group algebra of the symmetric group: the
class algebra and the double coset algebra. The connection coefficients
of these two algebraic structures are of significant interest in the study
of Schur and zonal polynomials as well as the irreducible characters of
the symmetric group and the zonal spherical functions. Furthermore they
play an important role in combinatorics as they give the number of fac-
torizations of a permutation into a product of permutations with given
cyclic properties and, in some cases, the number of hypermaps embedded
in orientable and locally orientable surfaces with specified vertex degree
distribution.
Usually studied separately, these two families of coefficients share strong
similar properties. First (partially) introduced by Goulden and Jackson
in 1996, Jack connection coefficients provide a natural unified approach
closely related to the theory of Jack polynomials, a family of bases in the
ring of symmetric functions indexed by a parameter α that generalizes
both Schur (case α = 1) and zonal polynomials (case α = 2). Jack connec-
tion coefficients are also directly linked to Jack characters, a general view
of the characters of the symmetric group and the zonal spherical functions.
Goulden and Jackson conjectured that these coefficients are polynomials
in α with nice combinatorial properties, the so-calledMatchings-Jack con-
jecture.
In this paper, we use the theory of Jack symmetric functions and the
Laplace Beltrami operator to show the polynomial properties of Jack con-
nection coefficients in some important cases. We also provide explicit
formulations including notably a generalization of a classical formula of
Denes for the number of minimal factorizations of a permutation into
transpositions.
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1 Introduction
1.1 Basic notations
For any integer n we note Sn the symmetric group on n elements and λ =
(λ1, λ2, . . . , λp) ` n an integer partition of |λ| = n with `(λ) = p parts sorted
in decreasing order. If mi(λ) is the number of parts of λ that are equal to i,
then we may write λ as [1m1(λ) 2m2(λ) . . .] and define Autλ =
∏
imi(λ)! and
zλ =
∏
i i
mi(λ)mi(λ)!. A partition λ is usually represented as a Young diagram
of |λ| boxes arranged in `(λ) lines so that the i-th line contains λi boxes. Given
a box s in the diagram of λ, let l′(s), l(s), a(s), a′(s) be the number of boxes
to the north, south, east, west of s respectively. These statistics are called co-
leglength, leglength, armlength, co-armlength respectively. We note for
some parameter α:
hλ(α) =
∏
s∈λ
(αa(s) + l(s) + 1), h′λ(α) =
∏
s∈λ
(α(1 + a(s)) + l(s)). (1)
Moreover, λ′ is the conjugate of partition λ, for two integer partitions λ and µ,
we denote λ > µ if for all i ≥ 1, λ1 + λ2 + . . .+ λi > µ1 + µ2 + . . .+ µi and we
denote n(λ) the quantity
n(λ) =
∑
i
(i− 1)λi. (2)
1.2 Jack symmetric functions
Let Λ be the ring of symmetric functions. Denote mλ(x) the monomial symmet-
ric function indexed by λ on indeterminate x, pλ(x) and sλ(x) the power sum
and Schur symmetric functions respectively. Whenever the indeterminate is not
relevant we shall simply write mλ, pλ and sλ. Let 〈· , ·〉 be the scalar product on
Λ such that the power sum symmetric functions verify 〈pλ, pµ〉 = zλδλµ where
δλµ is the Kronecker delta.
The Schur symmetric functions sλ are characterized by the fact that they form
an orthogonal basis of Λ for 〈· , ·〉 (they form even an orthonormal basis) and
the transition matrix between Schur and monomial symmetric functions is up-
per unitriangular. As shown by Schur, the sλ are of critical interest in the
representation theory of the symmetric group.
The zonal polynomials Zλ constitute another important basis of Λ directly
linked with the theory of the zonal spherical functions. Zonal polynomials
verify the same properties as the sλ if the scalar product is replaced by 〈·, ·〉2
with 〈pλ, pµ〉2 = 2`(λ)zλδλµ.
More generaly, using an additional parameter α, Henry Jack [16] introduced the
basis of Jack symmetric functions Jαλ , that can be characterized as the set
of symmetric functions verifying:
(a) The Jαλ are orthogonal for the alternative scalar product 〈· , ·〉α that veri-
fies:
〈pλ, pµ〉α = α`(λ)zλδλµ. (3)
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(b) The transition matrix between the Jαλ and the monomial symmetric func-
tions is upper triangular and the coefficient in mλ of the expansion of Jαλ
in the monomial basis is equal to hλ(α). Formally it means that the Jαλ
may be expressed with the help of some scalar coefficients uαλµ as:
Jαλ = hλ(α)mλ +
∑
µ<λ
uαλµmµ. (4)
According to the above definition, J1λ is the normalized Schur symmetric func-
tion hλ(1)sλ and J2λ is the zonal polynomial Zλ.
1.3 Jack connection coefficients – main results
In [9] Goulden and Jackson studied the series
Φ(x, y, z, α) =
∑
β`n
Jαβ (x)J
α
β (y)J
α
β (z)
〈Jαβ , Jαβ 〉α
. (5)
More precisely, they investigate the connection series i.e. the coefficients
cλµν(b) in the power sum expansion of Φ defined by
∑
λ,µ,ν`n
cλµν(b)
(1 + b)`(λ)
|Cλ|
n!
pλ(x)pµ(y)pν(z) =
∑
β`n
J1+bβ (x)J
1+b
β (y)J
1+b
β (z)
〈J1+bβ , J1+bβ 〉1+b
(6)
They conjecture that the cλµν(b) are polynomials in b with positive integer co-
efficients and of degree at most n−min{`(µ), `(ν)}. They also conjecture that
the coefficients cλµν(b) can be written in the form
cλµν(b) =
∑
δ
bwtλ(δ) (7)
where the summation is over a subset of matchings (fixed point free involu-
tions in S2n) and wtλ is a combinatorial statistic correlated with the "nonbi-
partiteness" of matchings. They show the conjecture in the cases λ = [1n] and
λ = [1n−221].
As shown in Section 2, aside their importance in the study of Jack symmetric
functions (and therefore Schur and zonal polynomials), there are several motiva-
tions to study this kind of coefficients. They provide a general approach to the
study of classical connection coefficients in the group algebra of the symmetric
group. These coefficients are also strongly related to the theory of Jack charac-
ters that generalize both the irreducible characters of the symmetric group and
the zonal spherical functions. Finally (see e.g. [14]), they are of notable interest
to statisticians as they arise in the study of asymmetric random walks on the
symmetric group.
In this paper we develop further this unified framework to study connection
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coefficients. We define the numbers aλ1,λ2,...,λs for integer s greater or equal to
1 and λi ` n for 1 ≤ i ≤ s.
aλ1,λ2,...,λs(α) =
[∏
i
pλi(x
i)
]∑
β`n
1
〈Jαβ , Jαβ 〉α
∏
i
Jαβ (x
i) (8)
We use the terminology of Jack connection coefficients for these numbers.
Notably we focus on the case when most of the λi are equal to ρ = [1n−221].
We denote arλ(α) = aλ,ρ,...,ρ(α) (with ρ appearing r times, r ≥ 0), i.e.:
arλ(α) =
pλ(x1)∏
i≥2
pρ(x
i)
∑
β`n
1
〈Jαβ , Jαβ 〉α
∏
i
Jαβ (x
i) (9)
The coefficients arλ(α) are of particular interest. As shown by Hanlon in [14],
they give the probability that a random walk of length r on Sn which begins
at the identity permutation ends at a permutation of type λ. The transition
probabilities for this random walk are such that only moves from a permutation
pi to pi◦τ where τ is a transposition are possible. The probability of moving from
a permutation of cycle length l to a permutation of cycle length l− 1 is α times
greater than moving to a permutation of cycle length l + 1. Additionally, as
shown in Section 3.2, the arλ(α) give the coefficients in the power sum expansion
of the symmetric function obtained by applying r times the Laplace Beltrami
operator to pn1 .
Remark 1. The motivations for choosing the definition of Equation (8) for Jack
connection coefficients are detailed in Section 2.2, Equations (27) and (28).
Denote rλ = |λ| − `(λ). In Section 3, we show the following main results.
Theorem 1. Let arλ(α) be defined as above. Then for any integer partition λ
we have arλ(α) = 0 for r < rλ.
Theorem 2. For r ≥ rλ, arλ(α) can be written in the form
arλ(α) =
1
n!
r−rλ∑
i=0
giλ,rα
i−`(λ) (10)
where the giλ,r are integers that verify
giλ,r = (−1)r−rλgr−rλ−iλ,r . (11)
As a consequence of Theorem 2 we have the following corollary:
Corollary 1. Let λ be an integer partition of n and r an integer greater than
rλ, then n!α`(λ)arλ(α) is a polynomial in α with integer coefficients of degree at
most r − rλ.
We also show:
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Theorem 3. Let λ be an integer partition of n and r an integer greater than
rλ, then n!α`(λ)arλ(α) is a polynomial in b = α − 1 with non negative integer
coefficients of degree at most r − rλ.
Theorem 4. Let arλ(α) be defined as above. In the limit case r = rλ, we have
a
|λ|−`(λ)
λ (α) =
(|λ| − `(λ))!
α`(λ)Autλ
∏
i λi!
∏
i
λλi−2i . (12)
Remark 2. In the specific case λ = (n), Equation 12 reads
an−1(n) (α) =
1
αn
nn−2. (13)
We view this later formula as a generalization of the classical formula attributed
to Dénes [4] for the number of minimal factorizations of a long cycle in the
symmetric group into a product of transpositions.
1.4 Organization of the paper
The paper is organized as follows. In Section 2 we focus on the motivations for
studying Jack connection coefficients as defined in Equation (8). We also pro-
vide some background results about classical connections coefficients. Section 3
provides the proofs of Theorems 1, 2, 3 and 4. Section 4 gives additional results
based on the development in the previous section.
2 Motivations and background
2.1 Jack characters
For any integer partition λ of n let Cλ be the conjugacy class of Sn containing
the permutations of cycle type λ. The cardinality of the conjugacy classes
is given by |Cλ| = n!/zλ. Additionally, Bn is the hyperoctahedral group
(i.e. the centralizer of f? = (12)(34) . . . (2n − 1 2n) in S2n). As shown in
e.g. [20, VII.2] the double cosets of Bn in S2n are also indexed by integer
partitions of n. We denote by Kλ the double coset indexed by λ ` n consisting
of all the permutations ω of S2n such that f? ◦ ω ◦ f? ◦ ω−1 has cycle type
(λ1, λ1, λ2, λ2, ..., λp, λp). We have |Bn| = 2nn! and |Kλ| = |Bn|2/(2`(λ)zλ). The
link between Schur (resp. zonal) polynomials and irreducible characters of the
symmetric group (resp. zonal spherical functions) is given by the decomposition
of the sλ (resp. Zλ) in the power sum basis
sλ =
∑
µ`n
z−1µ χ
λ
µpµ, (14)
Zλ =
1
|Bn|
∑
µ`n
ϕβµpµ, (15)
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where χλµ is the value of the irreducible character of the symmetric group χλ
indexed by integer partition λ at any element of Cµ and ϕβµ =
∑
ω∈Kµ χ
2β(ω).
The value of the zonal spherical function indexed by λ of the Gelfand pair
(S2n, Bn) at the elements of the double coset Kµ is given by |Kµ|−1ϕλµ. Using
the fact that both Schur and zonal symmetric functions are special cases of Jack
symmetric functions, it is natural to focus on a more general form of Equations
(14) and (15). Formally, let θλµ(α) denote the coefficient of pµ in the expansion
of Jαλ in the power sum basis:
Jαλ =
∑
µ
θλµ(α)pµ. (16)
According to Equations (14) and (15), up to a normalization factor, the θλµ(α)’s
coincide with the irreducible characters of the symmetric group and the zonal
spherical functions in the cases α = 1 and α = 2. In the general case Dołęga
and Féray [5] named them Jack characters.
The coefficients in the power sum expansion of Jack symmetric functions have
received significant attention over the past decades. As an example, Hanlon
conjectured a first combinatorial interpretation for them in [13] in terms of di-
graphs. Stanley proved various results for these coefficients in [27]. For instance
for simple values of µ we have the following formulas:
θλ[1n](α) = 1, (17)
θλ[1n−221](α) = αn(λ
′)− n(λ), (18)
θλ(n)(α) =
∏
s∈λ\{(1,1)}
(αa′(s)− l′(s)). (19)
More recent works by Lasalle (see e.g. [18] and [19]) reconsidered these co-
efficients as generalizations of irreducible characters of the symmetric group.
Lasalle conjectured various polynomial properties in α for the θλµ(α). Dołęga
and Féray ([5]) proved them partially and showed that Jack characters are
polynomials in α with rational coefficients. Together with P. Śniady [7] they
conjectured an expression involving a measure of "non-orientability" of locally
orientable hypermaps (an expression also introduced in [9]). Dołęga and Féray
also proved in [6] that the cλµν(b) introduced by Goulden and Jackson are poly-
nomials in b with rational coefficients.
2.2 Connection coefficients of the class algebra and the
double coset algebra
By abuse of notation let Cλ (resp. Kλ) also represent the formal sum of its
elements in the group algebra CSn (resp. CS2n). Then {Cλ, λ ` n} (resp.
{Kλ, λ ` n}) forms a basis of the class algebra (resp. double coset algebra,
i.e. the commutative subalgebra of CS2n identified as the Hecke algebra of the
Gelfand pair (S2n, Bn)). For λi ` n (1 ≤ i ≤ s), we define the connection
6
coefficients of the class algebra cλ
1
λ2,...,λs and the connection coefficients
of the double coset algebra bλ
1
λ2,...,λs by
cλ
1
λ2,...,λs = [Cλ1 ]
∏
i≥2
Cλi , b
λ1
λ2,...,λs = [Kλ1 ]
∏
i≥2
Kλi . (20)
From a combinatorial point of view cλ
1
λ2,...,λs is the number of ways to write
a given permutation σ1 of Cλ1 as the ordered product of s − 1 permutations
σ2 ◦ . . . ◦σs where σi is in Cλi . Similarly, bλ1λ2,...,λs counts the number of ordered
factorizations of a given element in Kλ1 into s−1 permutations of Kλ2 , . . . ,Kλs .
Connections coefficients are also strongly related to characters and zonal spher-
ical functions.
Lemma 1. The connection coefficients of the symmetric group and the double
coset algebra are linked to the irreducible characters of the symmetric group and
the zonal spherical functions through the equations
cλ
1
λ2,...,λs =
n!
|Cλ1 |
∑
β`n
1
hβ(1)2
∏
i≥1
hβ(1)z
−1
λi χ
β
λi , (21)
bλ
1
λ2,...,λs =
1
|Kλ1 |
∑
β`n
1
hβ(2)h′β(2)
∏
i≥1
ϕβλi . (22)
Equation 21. Using the fact that the elements
Eλ =
deg(χλ)
|Sn|
∑
µ`n
χλµCµ (23)
form a complete set of orthogonal indempotents for the center of CSn, it is easy
to show (see [15] for the detailed computation) that
∏
i≥2
Cλi =
1
|Sn|
∑
µ`n
Cµ
∑
β`n
∏
i≥2 |Cλi |χβλi
deg(χβ)s−2
χβµ. (24)
As a result we get
cλ
1
λ2,...,λs = [Cλ1 ]
∏
i≥2
Cλi =
1
|Sn|
∑
β`n
∏
i≥2 |Cλi |χβλi
deg(χβ)s−2
χβλ1 . (25)
But deg(χβ) = n!/hβ(1) and |Cλ| = n!/zλ. This provides the desired result.
Equation 22. Using similar techniques as in the proof of Equation (21), one can
show (see [15]) that∏
i≥2
Kλi =
∑
µ`n
Kµ
1
|Kµ|
∑
β`n
1
hβ(2)h′β(2)
ϕβµ
∏
i≥2
ϕβλi . (26)
Extracting the coefficient in Kλ1 gives the desired formula.
7
Using the formalism of Jack characters Equations (21) and (22) read:
cλ
1
λ2,...,λs =
n!
|Cλ1 |
∑
β`n
1
hβ(1)h′β(1)
∏
i≥1
θβλi(1), (27)
bλ
1
λ2,...,λs =
|Bn|s
|Kλ1 |
∑
β`n
1
hβ(2)h′β(2)
∏
i≥1
θβλi(2). (28)
Equations (27) and (28) are very similar and the question of a more general
approach to connection coefficients for any parameter α appears to be very
natural. Jack connection coefficients provide the desired approach. For the sake
of simplicity, further in this paper we use the following formulation for Jack
connection coefficients:
aλ1,λ2,...,λs(α) =
∑
β`n
1
hβ(α)h′β(α)
∏
i
θβλi(α), (29)
arλ(α) =
∑
β`n
1
hβ(α)h′β(α)
θβλ(α)
(
θβ[1n−221](α)
)r
. (30)
This formulation is justified as Stanley showed in [27] that the scalar product
of the Jαβ may be written as:
〈Jαβ , Jαβ 〉α = hβ(α)h′β(α). (31)
2.3 Background on connection coefficients
Except for special cases no closed formulas are known for the coefficients cλ
1
λ2,...,λs
and bλ
1
λ2,...,λs . Using an inductive argument Bédard and Goupil [1] first found
a formula for cnλ,µ in the case `(λ) + `(µ) = n + 1, which was later reproved
by Goulden and Jackson [8] via a bijection with a set of ordered rooted bicol-
ored trees. Later, using characters of the symmetric group and a combinatorial
development, Goupil and Schaeffer [11] derived an expression for connection
coefficients of arbitrary genus as a sum of positive terms (see Biane [2] for a
succinct algebraic derivation; and Poulalhon and Schaeffer [23], and Irving [12]
for further generalizations). Closed form formulas of the expansion of the gen-
erating series for the c(n)λ2,...,λs (for general s) and b
(n)
λ,µ in the monomial basis
were provided by Morales and Vassilieva and Vassilieva in [21], [22], [28] and
[29]. Papers [22] and [29] use the topological interpretation of c(n)λ2,...,λs and b
(n)
λ,µ
in terms of unicellular locally orientable hypermaps and constellations of given
vertex degree distribution. Jackson ([17]) computed a general expression for the
generating series of the
∑
`(λi)=pi
cλ
1
λ2,...,λs in terms of some explicit polynomials.
This expression allows him to compute the following formula when λ1 = (n) and
λ2 = . . . = λs = [1
n−221]:
c
(n)
[1n−221],...,[1n−221] =
(s− 1)!
n!
ns−12n−s[Xs−1]shn−1X. (32)
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When s = n, c(n)[1n−221],...,[1n−221] is equal to n
n−2. This is the famous result clas-
sically attributed to Dénes ([4]). Shapiro, Shapiro and Vainhstein [25] reproved
the elegant closed form generating series in Equation (32).
Additionally we define
dλ =
[
pλ
un+`(λ)−2t|λ|
r(λ)!|λ|!
]
log
1 +∑
ρ,k
t|ρ|uk
zρk!
cρ
[1n−221], . . . , [1n−221]︸ ︷︷ ︸
k factors
pρ
 (33)
where the sums over ρ is over all the non empty partitions. Goulden and Jackson
proved the following result (see [10]):
dλ = n
`(λ)−3(n+ `(λ)− 2)!
∏
i
λλii
(λi − 1)! . (34)
This is the number of minimal transitive factorizations of a permutation in Cλ
into a product of transpositions.
3 Computation of Jack connection coefficients
In this section we show various formulas for Jack connection coefficients that
allow us to prove Theorems 1, 2, 3 and 4.
3.1 Inverting α
As a first result we show the relation between the values of Jack connection
coefficients in parameters α and α−1. We have the following theorem:
Theorem 5. Let λi ` n for 1 ≤ i ≤ s and α 6= 0. The Jack connection
coefficients for parameters α et α−1 are linked through the relation
aλ1,...,λs(α
−1) = (−α)(2−s)n+
∑
i `(λ
i)aλ1,...,λs(α). (35)
Proof. Let ωα be the automorphism on Λ defined by
ωαpr = −(−α)rpr (36)
for any integer r. We have (see [20])
ωαJ
α
β = α
|λ|J1/αβ′ . (37)
As a consequence
θβλ(α
−1) = (−α)`(λ)−|λ|θβ′λ (α). (38)
Furthermore it is clear from the definition that
hβ(α
−1)h′β(α
−1) = α−2|β|hβ′(α)h′β′(α). (39)
9
Finally,
aλ1,...,λs(α
−1) =
∑
β`n
∏
i θ
β
λi(α
−1)
hβ(α−1)h′β(α−1)
(40)
= (−α)2n−sn+
∑
i `(λ
i)
∑
β`n
∏
i θ
β′
λi(α)
hβ′(α)h′β′(α)
(41)
and the result follows.
3.2 Jack connection coefficients and Laplace Beltrami op-
erator
For indeterminate x = (x1, x2, . . .) define the Laplace Beltrami Operator by
D(α) =
α
2
∑
i
x2i
∂2
∂x2i
+
∑
i
∑
j 6=i
xixj
xi − xj
∂
∂xi
(42)
In this section we show that the coefficients in the power sum expansion of
D(α)r(pn1 ) are Jack connection coefficients. We have the theorem:
Theorem 6. Let arλ(α) be the Jack connection coefficients defined by Equation
(9). We have the following equality:
arλ(α) =
1
αnn!
[pλ]D(α)
r
(pn1 ), (43)
where [pλ]D(α)
r
(pn1 ) denotes the coefficient of pλ in the power sum expansion
of D(α)r(pn1 ).
To prove Theorem 6, we use two classical properties of Jack symmetric func-
tions. First, Stanley in [27] showed that the scalar product of the Jαλ may be
written as
〈Jαλ , Jαµ 〉α = δλµhλ(α)h′λ(α). (44)
As a consequence, we have the following identity for Jack characters:∑
ρ
zρα
`(ρ)θλρ (α)θ
µ
ρ (α) = δλµhλ(α)h
′
λ(α). (45)
Equivalently, ∑
λ
1
hλ(α)h′λ(α)
θλρ (α)θ
λ
σ(α) =
δρσ
zρα`(ρ)
. (46)
As a result we have the following lemma:
Lemma 2. The following relation between Jack and power sum symmetric func-
tions holds: ∑
λ
1
hλ(α)h′λ(α)
Jαλ =
pn1
αnn!
. (47)
10
Proof. It is a direct consequence from Equation (46). Summing over pσ on both
sides reads ∑
λ,σ
1
hλ(α)h′λ(α)
θλρ (α)θ
λ
σ(α)pσ =
pρ
zρα`(ρ)
,
∑
λ
1
hλ(α)h′λ(α)
θλρ (α)J
α
λ =
pρ
zρα`(ρ)
. (48)
The formula is proved by setting ρ = [1n]. In this case θλ[1n](α) = 1 and the
result follows.
Secondly, it is well known that the Jack symmetric functions are eigenfunctions
of D(α):
D(α)Jαλ = (αn(λ
′)− n(λ)) Jαλ = θλ[1n−221](α)Jαλ . (49)
Theorem 6 is a direct consequence of Lemma 2 and Equation (49):∑
λ`n
arλ(α)pλ =
∑
λ,β`n
1
hβ(α)h′β(α)
(
θβ[1n−221](α)
)r
θβλ(α)pλ
=
∑
β`n
1
hβ(α)h′β(α)
(
θβ[1n−221](α)
)r
Jαβ
=
∑
β`n
1
hβ(α)h′β(α)
D(α)
r
(Jαβ )
= D(α)
r
∑
β`n
1
hβ(α)h′β(α)
Jαβ

= D(α)
r
(
pn1
αnn!
)
.
The second equality comes from the definition of θβλ(α) as the coefficients in the
power sum expansion of the Jack symmetric functions, the third one is r times
the application of Equation (49) and the last one is the application of Lemma
2.
Example 1. Successive applications of the Laplace Beltrami operator to
pn1/α
nn! give the values of the arλ(α)’s. For r = 1 or 2 and λ ` n we get
D(α)
(
pn1
αnn!
)
=
1
2αn−1(n− 2)!p[1n−221], (50)
D(α)
2
(
pn1
αnn!
)
=
1
2αn−1(n− 2)!p[1n] +
(α− 1)
αn−1(n− 2)!p[1n−221]
+
1
4αn−2(n− 4)!p[1n−422] +
1
αn−2(n− 3)!p[1n−331]. (51)
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3.3 Proof of Theorems 2 and 3
In order to show Theorems 2 and 3 we need an additional classical lemma:
Lemma 3. Operator D(α) can be expressed as
D(α) = (α− 1)N + αU + S, (52)
where for λ ` n:
N(pλ) = n(λ
′)pλ, (53)
U(pλ) =
1
2
∑
i,j
ijpi+j
∂
∂pi
∂
∂pj
 pλ, (54)
S(pλ) =
1
2
∑
i,j
(i+ j)pipj
∂
∂pi+j
 pλ. (55)
The following property holds:
Proposition 1. For any λ ` n, the coefficients in the power sum expansion of
N(pλ), U(pλ) and S(pλ) are non negative integers.
Proof. :
(i) From Equation (2), it is obvious that the quantity n(λ′) is a non negative
integer so [pλ]N(pλ) is a non negative integer.
(ii) The expression of U(pλ) is symmetric in i and j so the coefficient 1/2
vanishes by adding the terms for indices (i, j) and (j, i) when i 6= j. When
i = j, assume mi(λ) = k ≥ 2. Then
∂2
∂p2i
pλ = k(k − 1)pλ/p2i .
As k(k − 1)/2 is a non negative integer, the coefficients in the power sum
expansion of U(pλ) are always non negative integers.
(iii) Regarding operator S the property is proved by noticing that for i = j,
(i+ j)/2 = i is a non negative integer.
Using Theorem 6 we may rewrite Jack connection coefficients arλ(α) as:
arλ(α) =
1
αnn!
(α(N + U) + (S −N))r(pn1 ) (56)
As a result, n!αnarλ(α) is a polynomial in α of degree at most r with integer
coefficients. For 0 ≤ i ≤ r, there exist integers hiλ,r such that
arλ(α) =
1
αnn!
∑
0≤i≤r
hiλ,rα
i. (57)
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But from Theorem 5
arλ(α
−1) = (−α)(1−r)n+r(n−1)+`(λ)arλ(α) = (−α)n−r+`(λ)arλ(α). (58)
Recall the definition rλ = n− `(λ). As a consequence to the previous equation
αn
∑
0≤i≤r
hiλ,rα
−i = (−α)n−r+`(λ) 1
αn
∑
0≤i≤r
hiλ,rα
i, (59)
∑
0≤i≤r
hiλ,rα
n−i = (−1)r−rλ
∑
0≤i≤r
hiλ,rα
i−r+`(λ). (60)
Equating the coefficients in the powers of α in both sides of the equation finishes
the proof of Theorem 2. We get
hr+rλ−iλ,r = (−1)r−rλhiλ,r. (61)
Using the previous equation, as the summation parameter i is less or equal to
r:
hjλ,r = 0 if j < rλ. (62)
Finally the following expressions hold
arλ(α) =
1
αnn!
∑
rλ≤i≤r
hiλ,rα
i (63)
=
1
n!
∑
0≤i≤r−rλ
hi+rλλ,r α
i−`(λ). (64)
Equations (61) and (64) prove Theorem 2.
The proof of Theorem 3 is a direct consequence of
arλ(α) =
1
αnn!
((α− 1)(N + U) + (S + U))r(pn1 ) (65)
and the previous remarks in this section regarding the polynomial properties of
arλ(α) in α.
3.4 Proof of Theorems 1 an 4
We study further the combinatorial properties of the Laplace-Beltrami operator
to prove Theorems 1 an 4.
The power sum expansions of the actions of operators N , U and S on a given
pλ have the following properties:
• `(µ) 6= `(λ)⇒ [pµ]N(pλ) = 0
• `(µ) 6= `(λ)− 1⇒ [pµ]U(pλ) = 0
• `(µ) 6= `(λ) + 1⇒ [pµ]S(pλ) = 0
13
As a direct consequence, we have the lemma:
Lemma 4. For any integer partition λ of n with `(λ) = n− r parts, the coeffi-
cient of pλ of D(α)
r
(pn1 ) verifies
[pλ]D(α)
r
(pn1 ) = α
r[pλ]U
r(pn1 ) (66)
Furthermore, if `(λ) < n− r, then [pλ]D(α)r(pn1 ) = 0.
The final remark of Lemma 4 proves Theorem 1. In order to prove The-
orem 4, it is sufficient to study operator U . Looking more precisely at the
action of U on a given power sum symmetric function pλ, one can see that the
terms [pµ]U(pλ) are non zero only when µ is of the form µ = (λ1, . . . , λi−1, λi +
λj , . . . , λj−1, λj+1, . . .), i.e. when µ is obtained by combining (adding) two parts
of λ. The contributions of the combinations of λi and λj to [pµ]U(pλ) are ad-
ditive and equal to λiλj . The sum of all the contributions λiλjpµ for all the
possible µ combining two parts of λ gives U(pλ). As an example, there are
n(n − 1)/2 ways of combining two parts of the partition [1n]. Any of these
combinations yields the partition [1n−221] and in this particular case λiλj = 1.
We have
U(pn1 ) =
n(n− 1)
2
p[1n−221]. (67)
Further, there are (n− 2)(n− 3)/2 ways of combining two 1’s in [1n−221] to get
the partition [1n−422] (λiλj = 1) and n − 2 ways of combining one 1 and the
part 2 to get the partition [1n−331] (λiλj = 2). It follows that
U(p[1n−221]) =
(n− 2)(n− 3)
2
p[1n−422] + 2(n− 2)p[1n−331]. (68)
Iterating n − 1 times operator U on pn1 yields a non zero coefficient only in pn
(equal to αn!an−1[n1] ). This coefficient is the sum of the contributions of all the
possible successive combinations of the parts of [1n]. Figure 1 shows how these
various ways of combination contribute to the final coefficient in pn for n = 5
(U4(p[15]) = 3000p[51]).
Lemma 5. Let i and j be two integers greater or equal to 1. The following
recursion holds for the coefficients in the power sum expansion of Ur(pn1 ):
[p(i,j)]U
i+j−2(p[1i+j ]) =
1
2δij
(
i+ j
i
)(
i+ j − 2
i− 1
)(
[pi]U
i−1(p[1i])
) (
[pj ]U
j−1(p[1j ])
)
(69)
Proof. As noticed in the previous paragraph, the application of operator Ur on
p[1i+j ] provides non zero coefficients in the pλ’s where partition λ is obtained
by r successive combinations of parts starting with [1i+j ]. At each iteration
two parts are combined and the resulting coefficient depends only on the chosen
parts (and not the whole partition at this step). As a result the coefficient
obtained by i+ j − 2 combinations of parts to get partition (i, j) from [1i+j ] is
equal to the product of the coefficients obtained by k− 1 combinations of parts
to get (k) from [1k] for k = i, j multiplied by:
14
p 15!" #$ 10p 1321!" #$
30p 1122!" #$
60p 1231!" #$
120p 1141!" #$
120p 2131!" #$
60p 2131!" #$
360p 1141!" #$
480p 51!" #$
720p 51!" #$
1440p 51!" #$
360p 51!" #$
Figure 1: Illustration of operator U’s action.
• the number of ways of selecting the initial 1-parts that will be combined
to get (i) (there are
(
i+j
i
)
such ways)
• the number of ways of selecting the i − 1 (among i + j − 2) iterations
used to combine parts in order to get (i) (there are
(
i+j−2
i−1
)
such ways, all
yielding obviously the same contribution).
When i = j this total number is divided by 2 not to count twice identical
scenarios.
Combining the formula of Lemma 5 with Equations (43) and (54) implies
the following recursive formula on the number an−1(n) :
αn!an−1(n) (α) =
1
2
n−1∑
i=1
i(n− i)
(
n
i
)(
n− 2
i− 1
)(
αi!ai−1(i) (α)
)(
α(n− i)!an−i−1(n−i) (α)
)
(70)
which simplifies as
αnan−1(n) (α) =
n
2
n−1∑
i=1
(
n− 2
i− 1
)(
αiai−1(i) (α)
)(
α(n− i)an−i−1(n−i) (α)
)
(71)
Denote tn = αnan−1(n) (α). As shown in [26], one can solve the above recursion
by considering the generating function
G(u) =
∑
n≥1
tn
(n− 1)!u
n. (72)
Using Equation (71), one gets
1
2
dG2
du
(u) =
dG
du
(u)− G(u)
u
(73)
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which gives
dG
du
=
d ln(G)
du
− d ln
du
. (74)
Using the initial conditions G(0) = 0 and G(u)u |u=0= t1 = 1, one obtains the
functional equation
G(u) = u exp(G(u)), (75)
and necessarily
G(u) =
∑
n≥1
nn−2
(n− 1)!u
n. (76)
The proof of Theorem 4 is completed by noticing that Lemma 5 can be easily
generalized as
Autλ[pλ]U
|λ|−`(λ)(p[1|λ|]) =
(|λ|
λ
)(|λ| − `(λ)
λ− 1
)∏
i
(
[pλi ]U
λi−1(p[1λi ])
)
(77)
where λ− 1 is the partition (λ1 − 1, λ2 − 1, . . .) of |λ| − `(λ). We have:
Autλ[pλ]U
|λ|−`(λ)
(
p[1|λ|]
α|λ||λ|!
)
=
(|λ| − `(λ))!∏
i (λi − 1)!
∏
i
(
[pλi ]U
λi−1
(
p[1λi ]
αλiλi!
))
Autλa
|λ|−`(λ)
λ (α) =
(|λ| − `(λ))!∏
i (λi − 1)!
∏
i
aλi−1(λi) (α)
Autλa
|λ|−`(λ)
λ (α) =
(|λ| − `(λ))!∏
i (λi − 1)!
∏
i
1
αλi
λλi−2i
4 Further remarks
4.1 A generalization of Jackson’s formula
In this section we look at a less refined definition of Jack connection coefficients
and focus only on the number of parts of the λi . We define
an,p1,p2,...,ps(α) =
∑
λi`n, `(λi)=pi
aλ1,λ2,...,λs(α). (78)
Stanley [27] evaluated Jack symmetric functions at x = Ik = (1, 1, . . . , 1, 0, . . .)
(k 1’s) and showed the classical formula
Jαλ (Ik) = R
α
λ(k) :=
∏
s∈λ
(k + αa′(s)− l′(s)). (79)
But as pµ(Ik) = k`(µ) we have the following formula:∑
µ`n
θλµk
`(µ) = Rαλ(k). (80)
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Being true for any integer k, this polynomial identity is actually true for any
scalar X: ∑
µ`n
θλµ(α)X
`(µ) = Rαλ(X) =
∏
s∈λ
(X + αa′(s)− l′(s)). (81)
As a result we get the following explicit general formulation:
Theorem 7. Let an,p1,p2,...,ps(α) be the coefficients defined in equation (78) and
Xi (1 ≤ i ≤ s) s scalar indeterminate. We have the following formula for any
integer r ≥ 1:∑
p1,p2,...,ps≥1
an,p1,p2,...,ps(α)
∏
1≤i≤s
Xpii =
∑
β`n
1
hβ(α)h′β(α)
∏
1≤i≤s
Rαβ (Xi) (82)
Theorem 7 is a generalization of the main formula in [17].
Remark 3. In the case α = 1 Jackson used this formula to compute explicitly
c
(n)
λ2,...,λs with λ
i ∈ {[n1], [1n−2, 21]} for 2 ≤ i ≤ s. In this particular case
θλ[n1](1) = δλ,[1n−t,t1](−1)n−t−1(n− t− 1)!(t− 1)!, (83)
θ
[1n−t,t1]
[1n−221] = −
n(n− 2t− 1)
2
, (84)
h[1n−t,t1](1) = (n− 1)(t− 1)!(n− t− 1)!. (85)
These very simple expressions allow a computation of the close form formula
(32). When α 6= 1 the formula for the Jack connection coefficients does not
simplify.
4.2 Differential Equations
Consider the exponential generating function
F (α, x, t) =
∑
λ`n, r≥0
arλ(α)pλ(x)
tr
r!
. (86)
Using Theorem 6, one immediately gets
F (α, x, t) =
∑
r≥0
[
(tD(α))r
r!
(
pn1
αnn!
)]
(x) =
[
exp (tD(α))
(
pn1
αnn!
)]
(x) (87)
As a consequence we have the following differential equation:
∂F
∂t
−D(α)F = 0. (88)
This equation is a general form of the differential equations studied by Goulden
and Jackson for the generating series of the number of minimal transitive fac-
torizations of a permutation into transpositions in [10].
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4.3 Unicellular hypermaps
Using a similar development as in Section 3 one can compute the coefficient
aλ,µ,[1n−221](α). We have
aλ,µ,[1n−221](α) =
1
α`(λ)zλ
[pµ]D(α)(pλ). (89)
As a consequence
aλ,λ,[1n−221](α) = (α− 1)α−`(λ)z−1λ n(λ′).
If µ = (λ1, . . . , λi−1, λi + λj , . . . , λj−1, λj+1, . . .) then
aλ,µ,[1n−221](α) =
λiλj
2δi,j
α−`(λ)+1z−1λ .
If µ = (λ1, . . . , λi−1, λi − k, k, . . .) then
aλ,µ,[1n−221](α) =
λi
2δλi,2k
α−`(λ)z−1λ .
Unicellular hypermaps embedded in orientable (resp. locally orientable) surfaces
are counted by c(n)λ,µ (resp. |Bn|−1b(n)λ,µ). Using the equation above and Lemma
1, we get:
c
(n)
(n),[1n−221] = 0,
1
|Bn|b
(n)
(n),[1n−221] =
(
n
2
)
, (90)
c
(n)
(n−i,i),[1n−221] = n/2
δn,2i ,
1
|Bn|b
(n)
(n−i,i),[1n−221] = n/2
δn,2i (91)
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