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Cut-by-curves criterion for the overconvergence of
p-adic differential equations
Atsushi Shiho ∗
Abstract
In this paper, we prove a ‘cut-by-curves criterion’ for the overconvergence
of integrable connections on certain rigid analytic spaces and certain varieties
over p-adic fields.
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Introduction
Let K be a complete discrete valuation field of mixed characteristic (0, p) with ring
of integers OK and residue field k. Assume we are given an open immersion X →֒ X
of p-adic formal schemes separated and smooth over Spf OK such that the comple-
ment is a relative simple normal crossing divisor and let X →֒ X be the special
fiber of X →֒ X . (In this paper, we call such a pair (X ,X ) a formal smooth pair
and call the pair (X,X) the special fiber of (X ,X ).) Then we have an admissible
open immersion XK →֒ XK of associated rigid spaces over K and an open immer-
sion ]X − X [X →֒ XK from the tubular neighborhood of X − X in XK . A strict
neighborhood of XK in XK is an admissible open set U of XK containing XK such
that {U, ]X − X [X} forms an admissible covering of XK . Let MIC((XK ,XK)/K)
be the category of pairs (U, (E,∇)) consisting of a strict neighborhood U of XK
in XK and a ∇-module (=locally free module of finite rank endowed with an in-
tegrable connection) (E,∇) on U over K, whose set of morphisms is defined by
Hom((U, (E,∇)), (U′, (E ′,∇′))) := lim−→U′′ Hom((E,∇)|U
′′, (E ′,∇′)|U′′), where U
′′ runs
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through strict neighborhoods of XK in XK contained in U∩U
′. We call an object in
MIC((XK ,XK)/K) a ∇-module on a strict neighborhood of XK in XK by abuse of
terminology, and we will often denote it simply by (E,∇) in the following. We say
that a ∇-module on a strict neighborhood of XK in XK is overconvergent if it comes
from an overconvergent isocrystal on (X,X)/K. In this paper, as the first main
theorem, we prove a ‘cut-by-curves criterion’ for the overconvergence of integrable
connections on strict neighborhoods of XK in XK .
A morphism f : (Y ,Y) −→ (X ,X ) of formal smooth pairs is a morphism f :
Y −→ X satisfying f(Y) ⊆ X and it is called strict if f−1(X ) = Y . f is called a
(locally) closed immersion if so is the morphism f : Y −→ X . If f : (Y ,Y) −→
(X ,X ) is a morphism of formal smooth pairs and if (E,∇) is a ∇-mobule on a strict
neighborhood of XK in XK , we can define in natural way the pull-back f
∗(E,∇) of
(E,∇) by f , which is a ∇-module on a strict neighborhood of YK in YK . Then our
first main theorem is described as follows:
Theorem 0.1. Let K, k be as above and assume that k is uncountable. Let (X ,X )
be a formal smooth pair and let (E,∇) be a ∇-module on a strict neighborhood of
XK in XK. Then the following are equivalent:
(1) (E,∇) is overconvergent.
(2) For any strict locally closed immersion i : (Y ,Y) →֒ (X ,X ) of formal smooth
pairs with dimY = 1, i∗(E,∇) is overconvergent.
Note that, in Theorem 0.1, the implication (1)=⇒ (2) is easy: Indeed, if we
denote the morphism induced by i on special fibers by i0 : (Y, Y ) −→ (X,X) and if
(E,∇) comes from an overconvergent isocrystal E on (X,X)/K, i∗(E,∇) comes from
the overconvergent isocrystal i∗0E on (Y, Y )/K and hence it is overconvergent. So
what we should prove is the implication (2)=⇒ (1). We prove it by using Kedlaya’s
result ([Ke1]) on etale covers of smooth k-varieties, the notion of intrinsic generic
radius of convergence of ∇-modules on polyannuli due to Kedlaya-Xiao ([K-X]) and
some techniques developped in [S].
The second main theorem is an algebraic variant of the theorem above. Assume
we are given an open immersion X →֒ X of smooth schemes over SpecOK such that
the complement is a relative simple normal crossing divisor. (In this paper, we call
such a pair (X,X) a smooth pair over OK .) Denote the generic fiber of X by XK
and let MIC((XK/K) be the category of ∇-module (=locally free module of finite
rank endowed with an integrable connection) (E,∇) on XK over K in algebraic
sense. Let XanK be the rigid analytic space associated to the K-scheme XK and let
MIC((XanK /K) be the category of ∇-modules on X
an
K over K in analytic sense. Also,
let X̂, X̂ be the p-adic completion of X,X, respectively. Then XanK ∩ X̂K is a strict
neighborhhod of X̂K in X̂K . Hence we have the functors
MIC(XK/K) −→ MIC(X
an
K /K) −→ MIC((X̂K , X̂K)/K);
(E,∇) 7−→ (Ean,∇an) 7−→ (XanK ∩ X̂K , (E
an,∇an)),
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where the first one is the analytification. We call an object (E,∇) in MIC(XK/K)
overconvergent if the associated object (XanK ∩X̂K , (E
an,∇an)) in MIC((X̂K , X̂K)/K)
is overconvergent.
We can define the notion of a (strict) morphism f : (Y,Y) −→ (X,X) of smooth
pairs over OK in natural way and it is called a (locally) closed immersion if so is
the morphism f : Y −→ X. As in the case of formal smooth pairs, we can define
the pull-back of a ∇-module on XK by f , which is a ∇-module on YK . Then our
second main theorem is described as follows:
Theorem 0.2. Let K, k be as above and assume that k is uncountable. Let (X,X)
be a formal smooth pair such that X is projective over OK and let (E,∇) be a
∇-module on XK. Then the following are equivalent:
(1) (E,∇) is overconvergent.
(2) For any strict locally closed immersion i : (Y,Y) →֒ (X,X) of smooth pairs
over OK with dim(Y/OK) = 1, i
∗(E,∇) is overconvergent.
Since the implication (1)=⇒ (2) is obvious as in the case of Theorem 0.1, it
suffices to prove the implication (2)=⇒ (1). We prove it by reducing to a refined
version of Theorem 0.1 (see Remark 1.9): To do this, we prove a partial generaliza-
tion of Kedlaya’s result ([Ke1, Theorem 2]) on etale covers of smooth k-varieties to
the case of smooth formal schemes and smooth schemes over OK .
The author is partly supported by Grant-in-Aid for Young Scientists (B), the
Ministry of Education, Culture, Sports, Science and Technology of Japan and JSPS
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Convention
Throughout this paper, K is a complete discrete valuation field of mixed character-
istic (0, p) with ring of integers OK and residue field k. Let | · | : K −→ R≥0 be
a fixed valuation of K and let Γ∗ be
√
|K×| ∪ {0}. For a p-adic formal scheme X
topologically of finite type over OK , we denote the associated rigid space by XK . A
k-variety means a reduced separated scheme of finite type over k. A closed point in
a smooth k-variety X is called a separable closed point if its residue field is separable
over k. For a p-adic smooth formal scheme X over Spf OK (resp. a smooth scheme
X over SpecOK) with special fiber X and a separable closed point x of X , a lift of
x in X (resp. X) is a closed sub p-adic formal scheme x˜ →֒ X which is etale over
Spf OK (resp. a closed subscheme x˜ →֒ X which is etale over SpecOK) with special
fiber x. (Note that there always exists a lift of x.)
We use freely the notion concerning overconvergent isocrystals. For detail, see
[Be] and [Ke2, §2]. See also Propositions 1.1, 1.3 in the text.
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1 Proof of the first main theorem
In this section, we give a proof of the first main theorem (Theorem 0.1). First,
let us recall the basic definition concerning overconvergence and recall a concrete
description of overconergence for ∇-modules, which is due to Berthelot ([Be, 2.2.13],
[Ke2, 2.5.6–8]).
For a formal smooth pair (X ,X ) with special fiber (X,X), let us denote the
category of overconvergent isocrystals on (X,X)/K by I†((X,X)/K). Then we
have a fully-faithful functor
Φ(X ,X ) : I
†((X,X)/K) −→ MIC((XK ,XK)/K)
which is functorial with respect to (X ,X ). As is written in the introduction, we say
that an object (E,∇) in MIC((XK ,XK)/K) is overconvergent if it is in the essential
image of Φ(X ,X ).
In this paper, we need a concrete description of overconergence for the objects
in MIC((XK ,XK)/K), using the Taylor series. So we will recall it. Let (X ,X ) be a
formal smooth pair and assume, for the moment, the following condition (∗):
(∗): X is affine, X − X is a union of smooth divisors Di (1 ≤ i ≤ n) which are
defined as the zero locus of some ti ∈ Γ(X ,OX ) (1 ≤ i ≤ m), and Ω
1
XK
is freely gener-
ated by dti (1 ≤ i ≤ n+m) for t1, ..., tn as before and some tn+1, ..., tn+m ∈ Γ(X ,OX ).
With the assumption of (∗), we denote the induced differential operator ∂/∂ti (which
operates on ∇-modules on strict neighborhoods of XK in XK) simply by ∂i. Also,
for λ ∈ (0, 1] ∩ Γ∗, we put
Uλ := {x ∈ XK | |ti(x)| ≥ λ for all 1 ≤ i ≤ n}.
Then we can give a concrete description of overconergence in terms of Taylor series
in the following way:
Proposition 1.1 ([Be, 2.2.13], [Ke2, 2.5.6–8]). Let (X ,X ) be as above and let (E,∇)
be a ∇-module on a strict neighborhood V of XK in XK. Fix a set of generators (eα)α
of Γ(V, E). Then (E,∇) is overconvergent if and only if the following condition is
satisfied: For each η ∈ (0, 1) ∩ Γ∗, there exists λ0 ∈ (0, 1) ∩ Γ
∗ such that for any
λ ∈ [λ0, 1) ∩ Γ
∗ and any α, we have Uλ ⊆ V and the multi-sequence{∥∥∥∥ 1i1! · · · in+m!∂i11 · · ·∂in+mn+m (eα)
∥∥∥∥ ηi1+···+in+m}
i1,...,in+m
tends to zero as i1, ..., in+m → ∞, where ‖ · ‖ denotes any p-adic Banach norm on
Γ(Uλ, E) induced by the affinoid norm on Γ(Uλ,O).
Remark 1.2. In [Ke2, 2.5.6], the set U′λ := {x ∈ XK | |
∏n
i=1 ti(x)| ≥ λ} is used
instead of Uλ. However, this does not cause any problem because we have the
inclusions U′λ ⊆ Uλ ⊆ U
′
λn .
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Next let us consider the case where the given formal smooth pair (X ,X ) does
not necessarily satisfy the condition (∗). Noting the fact that the functor Φ(X ,X )
is fully-faithful and functorial and noting the descent property of the categories
I†((X,X)/K), MIC((XK ,XK)/K) with respect to Zariski coverings of X , we see
easily the following (we omit the proof):
Proposition 1.3. Let (X ,X ) be a formal smooth pair and let (E,∇) be a ∇-module
on a strict neighborhood of XK in XK . Then (E,∇) is overconvergent if and only if
there exists an open covering X =
⋃
αX α such that (Xα,X α) (where Xα := X α ∩ X
) satisfies the condition (∗) and that the restrction of (E,∇) to a strict neighborhood
of Xα,K in X α,K is overconvergent.
By Proposition 1.3, we see that, to prove the overconvergence of (E,∇), it suffices
to check the property described in Proposition 1.1 locally on X .
Now we give a first step of the proof of Theorem 0.1.
Proposition 1.4. Theorem 0.1 is true if it is true for formal smooth pairs of the
form (Ĝnm,OK × Â
m
OK
, Ân+mOK ) (n,m ∈ N).
Proof. Let (X ,X ) be a formal smooth pair and let (E,∇) be a ∇-module on a strict
neighborhood of XK in XK satisfying the condition (2) in Theorem 0.1. Let (X,X)
be the special fiber of (X ,X ). First we prove the following claim:
claim. For any closed point x of X , there exist open immersions Ux →֒ X x →֒ X
containing x, an open sub formal scheme Xx of Xx and a diagram of formal smooth
pairs
(X ,X )
j
←− (Xx,X x)
f
−→ (Ĝnm,k × A
m
k , Â
n+m
k )
(where j is induced by the open immersion X x →֒ X ) for some n,m such that f is a
strict finite etale morphism and that the morphism (Ux ∩ Xx,Ux) −→ (Ux ∩X ,Ux)
induced by j is an isomorphism.
Proof of claim. Let us put D := X − X and let D be the special fiber of D, which
is a simple normal crossing divisor in X . Let D∋x =
⋃n
i=1Di be the union of
irreducible components of D containing x and let D 6∋x be the union of irreducible
components of D not containing x. By applying [Ke1, Theorem 2] to X −D6∋x and
the simple normal crossing divisor D − D 6∋x = D∋x − D 6∋x on it, we see that there
exists an open subscheme Xx in X −D 6∋x containing x and a finite etale morphism
f0 : Xx −→ A
n+m
k for some m such that, for 1 ≤ i ≤ n, f0(Di ∩ Xx) is contained
in the i-th coordinate hyperplane Hi of A
n+m
k . Then Di ∩Xx ⊆ f
−1
0 (Hi) is an open
and closed immersion, and so D ∩Xx = D∋x ∩Xx is a sub simple normal crossing
divisor of
⋃n
i=1 f
−1
0 (Hi) such that the complementary divisor does not contain x.
Let f ′ : X
′
x −→ Â
n+m
OK
be a finite etale morphism of formal schemes lifting f0 and
let Hi ⊆ Â
n+m
OK
(1 ≤ i ≤ n) be the i-th coordinate hyperplane. Then
⋃n
i=1 f
′−1(Hi)
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is a relative simple normal crossing divisor in X
′
x lifting
⋃n
i=1 f
−1
0 (Hi) and so there
exists a sub relative simple normal crossing divisor of
⋃n
i=1 f
−1
0 (Hi) lifting D ∩Xx,
which we denotes by D′x.
On the other hand, let X x be the open sub formal scheme of X lifting Xx and
put Dx := D ∩ X x. Then both (X
′
x,D
′
x), (X x,Dx) lifts (Xx, D ∩Xx). Considering
them as fine log formal schemes log smooth over Spf OK , we see by [Ka] that they
are isomorphic. In particular, we have the isomorphism
ι : (X ∩ X x,X x) = (X x −Dx,X x)
=
−→ (X
′
x −D
′
x,X
′
x)
and Dx is a sub relative simple normal crossing divisor of
⋃n
i=1 ι
−1f ′−1(Hi). Let us
denote the complementary divisor by C.
Now let us put Xx := X x −
⋃n
i=1 ι
−1f ′−1(Hi), let f be the composite
(Xx,X x)
∼=
−→ (X
′
x −
n⋃
i=1
f ′
−1
(Hi),X
′
x)
f ′
−→ (Ân+mOK −
n⋃
i=1
Hi, Â
n+m
OK
) = (Ĝnm,OK × Â
m
OK
, Ân+mOK )
(where the first morphism is induced by ι and the second one is induced by f ′) and
let j be the composite
(Xx,X x) −→ (X x −Dx,X x) = (X ∩ X x,X x)
⊂
−→ (X ,X )
induced by the canonical inclusions. Also, let us put Ux := X x − C. Then we
see easily that they satisfy the required properties. So the proof of the claim is
finished.
Let us return to the proof of the proposition. For any closed point x in X , let us
choose open immersions Ux →֒ X x →֒ X containing x, an open sub formal scheme
Xx of Xx and morphisms j, f as in the above claim. Let us note that the following
are equivalent:
(a) (E,∇) is overconvergent.
(b) For any closed point x in X , the restriction of (E,∇) to MIC((Xx,K ,X x,K)/K)
is overconvergent.
(c) For any closed point x in X , the restriction of (E,∇) to MIC((Ux,K∩XK ,Ux,K)
/K) = MIC((Ux,K ∩ Xx,K,Ux,K)/K) is overconvergent.
Indeed, (a)=⇒ (b)=⇒ (c) is obvious, and since each (Ux∩Xx,Ux) satisfies the condi-
tion (∗), we have (c)=⇒ (a) by Proposition 1.3. By this equivalence, we can replace
(X ,X ) by (Xx,X x) to prove the overconvergence of (E,∇). So we may assume that
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there exists a strict finite etale morphism f : (X ,X ) −→ (Ĝnm,k × Â
m
k , Â
n+m
k ) to
prove the proposition.
In the following, we put (X0,X 0) := (Ĝ
n
m,OK
× ÂmOK , Â
n+m
OK
), (X0, X0) := (G
n
m,k ×
Amk ,A
n+m
k ) and let fK : XK −→ X 0,K be the morphism of rigid spaces associated to
f . Let t1, ..., tn be the coordinate of Ĝ
n
m,OK
and let us define U0,λ ⊆ X 0,K ,Uλ ⊆ XK
by
U0,λ := {x ∈ X 0,K | |ti(x)| ≥ λ for all 1 ≤ i ≤ n},
Uλ := {x ∈ XK | |ti(x)| ≥ λ for all 1 ≤ i ≤ n}.
Then fK induces a finite etale morphism fK : Uλ −→ U0,λ between affinoid rigid
spaces, that is, Γ(Uλ,O) is finite etale algebra over Γ(U0,λ,O).
For some λ, (E,∇) is defined on Uλ. Then we can define the push-forward
f∗(E,∇) of (E,∇) by f , which is a ∇-module on U0,λ by
f∗(E,∇) := (f∗E, f∗E
f∗∇
−→ f∗(E ⊗ Ω
1
Uλ
) = f∗E ⊗ Ω
1
U0,λ
).
It is easy to see the following properties:
(1) For ∇-modules (F,∇F ), (F
′,∇F ′) on Uλ, there exists a canonical isomorphism
f∗ : HomUλ((F,∇F ), (F
′,∇F ′))
=
−→ HomU0,λ(f∗(F,∇F ), f∗(F
′,∇F ′)).
(2) For a ∇-module (F,∇F ) on U0,λ, there exists functorially the adjunction map
ad : (F,∇F ) −→ f∗f
∗(F,∇F ) and the trace map tr : f∗f
∗(F,∇F ) −→ (F,∇F )
such that the composition tr ◦ ad is equal to the multiplication by the degree
d of X over X 0.)
By (2) above, we have the morphisms ad : f∗(E,∇) −→ f∗f
∗f∗(E,∇), tr : f∗f
∗f∗(E,
∇) −→ f∗(E,∇) with tr ◦ ad = d and by (1), we have α : (E,∇) −→ f
∗f∗(E,∇),
β : f ∗f∗(E,∇) −→ (E,∇) with f∗α = ad, f∗β = tr. Then we have β ◦ α = d and so
(E,∇) is a direct summand of f ∗f∗(E,∇).
Now we prove that (E,∇) is overconvergent if and only if f∗(E,∇) is over-
convergent. Indeed, if f∗(E,∇) is overconvergent, then so is f
∗f∗(E,∇) and since
(E,∇) is a direct summand of f ∗f∗(E,∇), (E,∇) is also overconvergent (that is,
it satisfies the condition given in Proposition 1.1.) On the other hand, by [T, 5.1],
the push-forward functor f∗ : I
†((X,X)/K) −→ I†((X0, X0)/K) for overconvergent
isocrystals such that the diagram
I†((X,X)/K)
Φ(X ,X)
−−−−→ MIC((XK ,XK)/K)
f∗
y f∗y
I†((X0, X0)/K)
Φ(X0,X0)−−−−−→ MIC(((X0,K ,X 0,K)/K)
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is commutative, where f∗ in the right vertical arrow is the functor (F,∇F ) 7→
f∗(F,∇F ) defined above. This diagram implies that f∗(E,∇) is overconvergent
if so is (E,∇).
Now let us prove the proposition. Let (E,∇) be as in the beginning of the
proof. Let i0 : (Y0,Y0) →֒ (X0,X 0) be any locally closed immersion of formal
smooth pairs with dimY0 = 1 and let i : (Y ,Y) →֒ (X ,X ) be the pull-back of i0
by f . Then i∗(E,∇) is overconvergent by assumption, and by the argument similar
to the previous paragraph (f replaced by f |Y), (f |Y)∗i
∗(E,∇) = i∗0f∗(E,∇) is also
overconvergent. Since i0 was arbitrary, Theorem 0.1 for (X0,X 0) (which we assumed)
implies the overconvergence of f∗(E,∇) and hence (E,∇) is also overconvergent. So
we have proved the proposition.
Next we recall the definition of intrinsic generic radius of convergence of ∇-
modules on polyannuli, which is due to Kedlaya-Xiao [K-X]. Let L be a field con-
taining K complete with respect to a norm (denoted also by | · |) which extends the
given absolute value of K. A subinterval I ⊆ [0,∞) is called aligned if any endpoint
of I at which it is closed is contained in Γ∗ and for an aligned interval I, we define
the rigid space AnL(I) by A
n
L(I) := {(t1, ..., tn) ∈ A
n,an
L | ∀i, |ti| ∈ I}.
For a formal smooth pair (X0,X 0) := (Ĝ
n
m,OK
× ÂmOK , Â
m
OK
) and the strict neigh-
borhood U0,λ of X0,K X 0,K defined in the proof of Proposition 1.4, we have X0,K =
AnK [1, 1] × A
m
K [0, 1],X 0,K = A
n+m[0, 1] and U0,λ = A
n[λ, 1] × Am[0, 1]. So it is im-
portant to study ∇-modules on these polyannuli.
So let L be as above, let n,m ∈ N, let λ ∈ [0, 1] ∩ Γ∗ and let (E,∇) be a ∇-
module on AnL[λ, 1] × A
m
L [0, 1]. Let us denote the coordinate of A
n
L[λ, 1] × A
m
L [0, 1]
by t1, ..., tn+m and put ∂i := ∂/∂ti (1 ≤ i ≤ n+m). For ρ := (ρi) ∈ [λ, 1]
n × [0, 1]m,
let L(t)ρ be the completion of L(t) := L(t1, ..., tn+m) by ρ-Gauss norm. Then
L(t)ρ is endowed with derivations ∂i (1 ≤ i ≤ n + m) and so we can define the
spectral norm of ∂i on L(t)ρ, which we denote by |∂i|ρ,L,sp. It is easy to see that
|∂i|ρ,L,sp = p
−1/(p−1)ρ−1i in our case. On the other hand, (E,∇) induces a differential
module Eρ on L(t)ρ with respect to ∂i (1 ≤ i ≤ n + m) and so we can define the
spectral norm of ∂i on Eρ, which we denote by |∂i|ρ,E,sp. Then we define the intrinsic
generic radius of convergence IR(E,ρ) of E with radius ρ by
IR(E,ρ) = min
i
{|∂i|ρ,L,sp/|∂i|ρ,E,sp} = min
i
{p−1/(p−1)ρ−1i |∂i|
−1
ρ,E,sp}.
Since it is known ([Ke3, 6.2.4]) that we always have p−1/(p−1)ρ−1i |∂i|
−1
ρ,E,sp ≤ 1,
IR(E,ρ) ≤ 1. If e := (e1, ..., eµ) is a basis of Eρ and Gi,n is the matrix expres-
sion of the operator ∂ni on Eρ with respect to the basis e, we have the equality
p−1/(p−1)ρ−1i |∂i|
−1
ρ,E,sp = min{1, p
−1/(p−1)ρ−1i limn→∞|Gi,n|
−1/n
ρ
},
where | · |ρ denotes the maximum of the ρ-Gauss norms of the entries. (See [Ke3,
6.2.5].)
The following is one of the main results of [K-X], which we use later.
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Proposition 1.5 (Kedlaya-Xiao). The function ρ 7→ IR(E,ρ) is continuous.
Corollary 1.6. Fix 1 ≤ i ≤ n+m and for ρ ∈ [0, 1], let us denote (1, ..., 1,
i
ρˇ, 1, ..., 1)
by ρ. Then the function ρ 7→ p−1/(p−1)ρ−1|∂i|
−1
ρ,E,sp is continuous.
Proof. Let L˜ be the completion of L(t1, ..., tˇi, ..., tn+m) with respect to (1, ..., 1)-Gauss
norm. Then (E,∇) induces the ∇-module (E˜, ∇˜) on A1
eL
[λ, 1] (when 1 ≤ i ≤ n) or
on A1
eL
[0, 1] (when n + 1 ≤ i ≤ n + m), and we have the equality |∂i|ρ,E,sp =
|∂i|ρ, eE,sp. Hence we have p
−1/(p−1)ρ−1|∂i|
−1
ρ,E,sp = R(E˜, ρ) and hence it is continuous
by Proposition 1.5.
Let (X0,X 0) be ((Ĝ
n
m,OK
× ÂmOK , Â
m
OK
) and define the strict neighborhhood U0,λ
of X0,K in X 0,K as before. For ∇-modules on U0,λ,K = A
n
K [λ, 1] × A
m
K [0, 1], the
overconvergence is described in terms of intricsic generic radius of convergence, as
follows:
Proposition 1.7. Let (X0,X 0), U0,λ be as above and let (E,∇) be a ∇-module on
U0,K . Then the following are equivalent:
(1) (E,∇) is overconvergent.
(2) IR(E, 1) = 1, where 1 := (1, ..., 1).
Proof. In the proof, we will use multi-index notation as follows: For j := (j1, ..., jn+m) ∈
Nn+m, we put |j| := j1 + · · ·+ jn+m, j! := j1! · · · jn+m! and ∂
j := ∂j11 · · ·∂
jn+m
n+m . Fix
a set of generators (eα)α in Γ(U0,λ, E). Then, by Proposition 1.1, (E,∇) is overcon-
vergent if and only if the following condition is satisfied: For each η ∈ (0, 1) ∩ Γ∗,
there exists ρ0 ∈ (η, 1) ∩ Γ
∗ such that for any ρ ∈ [ρ0, 1] ∩ Γ
∗, we have
∀α,
∥∥∥∥ 1j!∂j(eα)
∥∥∥∥ η|j| → 0 (j ∈ Nn+m, |j| → ∞),
where ‖ · ‖ denotes any p-adic Banach norm on Γ(U0,ρ, E) induced by the affinoid
norm on Γ(U0,ρ,O).
First, let us note that the supremum norm on Γ(U0,ρ,O) gives the same topology
as the affinoid norm on it by [Bo-Gu-R, 6.2.4 Theorem 1]. Hence we can replace the
conclusion of the above condition by
∀α,
∣∣∣∣ 1j!∂j(eα)
∣∣∣∣ η|j| → 0 (j ∈ Nn+m, |j| → ∞),
where | · | denotes any p-adic Banach norm on Γ(U0,ρ, E) induced by the supremum
norm on Γ(U0,ρ,O).
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Next let us note that, if ρ > η1/2, we have∣∣∣∣∣ 1j!∂j(∑
α
fαeα)
∣∣∣∣∣ η|j| ≤ maxα,0≤j′≤j
(∣∣∣∣ 1(j − j′)!∂j−j′(fα)
∣∣∣∣ · ∣∣∣∣ 1j′!∂j′(eα)
∣∣∣∣ η|j|)(1.1)
≤ max
α,0≤j′≤j
(
|fα|
∣∣∣∣ 1j′!∂j′(eα)
∣∣∣∣ η(|j|+|j′|)/2)
for any fα’s in Γ(U0,ρ,O). Using this, we see that we can replace the conclusion of
the above condition by
(1.2)
∣∣∣∣ 1j!∂j
∣∣∣∣ η|j| → 0 (j ∈ Nn+m, |j| → ∞),
where | · | denotes the operator norm.
Next, note that (1.2) implies that
(1.3) ∀i,
∣∣∣∣ 1j!∂ji
∣∣∣∣ ηj → 0 (j ∈ N, |j| → ∞).
On the other hand, if we assume (1.3), we have
∣∣∣∣ 1j!∂ji
∣∣∣∣ ηj ≤ C for some constant C
independent of i, j. Then, for any j = (j1, ..., jn+m) ∈ N
n+m, we have an index i
with ji ≥ |j|/(n+m) and the inequality∣∣∣∣ 1j!∂j
∣∣∣∣ η|j| ≤ n+m∏
l=1
∣∣∣∣ 1jl!∂jll
∣∣∣∣ ηjl ≤ Cn+m−1 ∣∣∣∣ 1ji!∂jil
∣∣∣∣ ηji.
This inequality shows that (1.3) implies (1.2). Hence they are equivalent and so we
can replace the conclusion of the overconvergence condition by (1.3).
Then, by using the inequality (1.1) again, we see that we can replace the con-
clusion of the overconvergence condition by
(1.4) ∀α, ∀i,
∣∣∣∣ 1j!∂ji (eα)
∣∣∣∣ ηj → 0 (j ∈ N, |j| → ∞).
Next, by [Ke2, 3.1.8], we have |x| = maxρ∈{ρ,1}n×{1}m |x|ρ for any x ∈ Γ(U0,ρ,O),
where | · |ρ denotes the ρ-Gauss norm. Using this, we see that we can replace the
conclusion of the overconvergence condition by
(1.5) ∀α, ∀i, ∀ρ ∈ {ρ, 1}n × {1}m,
∣∣∣∣ 1j!∂ji (eα)
∣∣∣∣
ρ,E
ηj → 0 (j ∈ N, |j| → ∞)
(where | · |ρ,E denotes a norm on Eρ induced by the ρ-Gauss norm), and by using
the analogue of the inequality (1.1), we see that it is equivalent to the condition
(1.6) ∀i, ∀ρ ∈ {ρ, 1}n × {1}m,
∣∣∣∣ 1j!∂ji
∣∣∣∣
ρ
ηj → 0 (j ∈ N, |j| → ∞)
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(where | · |ρ,E denotes the operator norm induced by the previous | · |ρ,E).
Then we see easily (by elementary calculus) that the overconvergence of (E,∇)
is equivalent to the following assertion: For each η ∈ (0, 1) ∩ Γ∗, there exists ρ0 ∈
(η, 1)∩Γ∗ such that for any ρ ∈ [ρ0, 1]∩Γ
∗ and ρ = (ρi)i ∈ {ρ, 1}
n×{1}m, we have
min
i
{p−1/(p−1)|∂i|
−1
ρ,E,sp} > η.
Moreover, it is easy to see that we can replace the above inequality by
IR(E,ρ) = min
i
{p−1/(p−1)ρ−1i |∂i|
−1
ρ,E,sp} > η.
Then, using the contunuity of the function ρ 7→ IR(E,ρ) (Proposition 1.5), we can
conclude that the overconvergence condition for (E,∇) is equivalent to the condition
IR(E, 1) = 1.
Before the proof of the main theorem, finally we recall a technical lemma, which
was proved in [S, 2.8].
Lemma 1.8. Let X be a smooth p-adic formal scheme over Spf OK, let I ⊆ (0, 1)
be a closed aligned interval of positive length and let a =
∑
n∈Z ant
n be a non-zero
element of Γ(XK × A
1
K(I),O). Then there exist an open dense sub affine formal
scheme U ⊆ X and a closed aligned subinterval I ′ ⊆ I of positive length satisfying
the following conditions:
(1) a ∈ Γ(UK ×A
1
K(I
′),O×).
(2) For any u ∈ UK and ρ ∈ I
′, we have |a(u)|ρ = |a|ρ, where a(u) :=
∑
n∈Z an(u)t
n
∈ Γ(u×A1K(I
′),O) and | · |ρ denotes the ρ-Gauss norm.
Proof. For the convenience of the reader, we reproduce the proof here. In this proof,
| · | denotes the supremum norm. Let us write I = [α, β]. By [Ke2, 3.1.7, 3.1.8], we
have
|a| = max(sup
n
(|an|α
n), sup
n
(|an|β
n)) = max(sup
n≤0
(|an|α
n), sup
n≥0
(|an|β
n)).
Let us define finite subsets A ⊆ Z≤0, B ⊆ Z≥0 by A := {n ≤ 0 | |an|α
n = |a|}, B :=
{n ≥ 0 | |an|β
n = |a|}. Then we have A ∪ B 6= ∅.
Let us first consider the case A 6= ∅. Let n0 be the maximal element of A.
Then, since an0 6= 0, there exists an element b ∈ K
× such that ban0 ∈ Γ(X ,OX )
and that the image ban0 of ban0 in Γ(X,OX) is non-zero. Let U ⊆ X be the open
dense affine sub formal scheme such that ban0 is invertible on U ×X X . Then we
have ban0 ∈ Γ(U ,O
×
U ). So, for all u ∈ UK , we have |an0(u)| = |b
−1| and hence
|an0(u)| = |an0|. (Here note that, for elements in Γ(XK ,O), its supremum norm on
XK is the same as that on UK .) Next we prove the following claim:
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claim. There exists a closed aligned subinterval I ′ ⊆ I of positive length such
that |an|ρ
n < |an0 |ρ
n0 for any n ∈ Z, 6= n0 and ρ ∈ I
′.
Let us put C := {n ∈ Z | max(|an|α
n, |an|β
n) ≥ |an0|β
n0}. Then C is a finite set
containing A. If n ∈ A, 6= n0, we have |an|α
n = |an0 |α
n0 and n < n0 ≤ 0. Hence we
have |an|ρ
n < |an0 |ρ
n0 for any ρ ∈ (α, β]. For n ∈ C −A, we have |an|α
n < |an0|α
n0.
So there exists β ′ ∈ (α, β] such that, for any n ∈ C − A and for any ρ ∈ [α, β ′], we
have |an|ρ
n < |an0|ρ
n0 . For n 6∈ C, we have, for any ρ ∈ I, the inequalities
|an|ρ
n ≤ max(|an|α
n, |an|β
n) < |an0|β
n0 ≤ |an0|ρ
n0 .
Summing up these, we see the claim.
Let us put f :=
∑
n 6=n0
(an/an0)t
n−n0 ∈ Γ(UK ×A
1
K(I
′),O) and take any u ∈ UK ,
ρ ∈ I ′. Then we have
|f(u)|ρ ≤
supn 6=n0(|an|ρ
n)
|an0(u)|ρ
n0
=
supn 6=n0(|an|ρ
n)
|an0 |ρ
n0
< 1.
So we have |f | < 1. So we have a = an0t
n0(1+ f) ∈ Γ(UK ×A
1
K(I
′),O×). Moreover,
for any u ∈ UK and ρ ∈ I
′, we have
|a(u)|ρ = sup
n
(|an(u)|ρ
n) = |an0(u)|ρ
n0 = |an0|ρ
n0 = sup
n
(|an|ρ
n) = |a|ρ.
We can prove the lemma in the case B 6= ∅ in the same way. (In this case, we define
n0 to be the minimal element of B.) So we are done.
Now we are ready to prove Theorem 0.1. The proof is similar to that of [S, 2.5,
2.9].
Proof of Theorem 0.1. As we explanined in the introduction, it suffices to prove the
implication (2)=⇒ (1) and by Proposition 1.4, it suffices to prove it for a formal
smooth pair of the form (Ĝnm,OK × Â
m
OK
, Ân+mOK ) =: (X0,X 0). (Then we have X0,K =
AnK [1, 1] × A
m
K [0, 1],X 0,K = A
n+m
K [0, 1].) For λ ∈ (0, 1] ∩ Γ
∗, let U0,λ = A
n
K [λ, 1] ×
AmK [0, 1] be as before.
Let (E,∇) be a ∇-module on a strict neighborhood of X0,K in X 0,K satisfying
the condition (2). Then it is defined on U0,λ for some λ. Let us assume that it is
not overconvergent. Then, by Proposition 1.7, we have IR(E, 1) < 1. So we have
p−1/(p−1)|∂i|
−1
1,E,sp < 1 for some i (1 ≤ i ≤ n +m). Fix such index i.
In the following, for ρ ∈ [0, 1], we denote (1, ..., 1,
i
ρˇ, 1, ..., 1) ∈ [0, 1]n+m simply
by ρ. Let us denote the restriction of E to
(Ĝn+m−1m,OK )K × A
1
K [λ, 1] = A
n+m−1
K [1, 1]× A
1
K [λ, 1]
∼= Ai−1K [1, 1]×A
1
K [λ, 1]× A
n+m−i
K [1, 1] (if 1 ≤ i ≤ n),
(Ĝn+m−1m,OK )K × A
1
K [0, 1] = A
n+m−1
K [1, 1]× A
1
K [0, 1]
∼= Ai−1K [1, 1]×A
1
K [0, 1]× A
n+m−i
K [1, 1] (if n + 1 ≤ i ≤ n+m)
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(where the second isomorphism is the permutation of the i-th factor and the last
factor) also by E.
Let us take a closed aligned intervals Ir = [αr, βr] ⊆ [λ, 1) (r ∈ N) with αr <
βr < αr+1 (∀r), limr→∞ αr = 1 and put Ar := Γ((Ĝ
n+m−1
m,OK
)K × AK(I),O), Er :=
Γ((Ĝn+m−1m,OK )K × AK(Ir), E). Then Ar is an integral domain and Er is a finitely
generated A-module. Let er := (er,1, ..., er,µ) be a basis of FracAr⊗ArEr as FracAr-
vector space (µ = rkE) and let (fr,1, ..., fr,νr) be a set of generator of Er asAr-module.
Then there exist br,ij := b
′
r,ij/b
′′
r,ij, cr,ji := c
′
r,ji/c
′′
r,ji ∈ FracAr (1 ≤ i ≤ µ, 1 ≤ j ≤ νr)
such that er,i =
∑νr
j=1 br,ijfr,j (∀i), fr,j =
∑µ
i=1 cr,jier,i (∀j). By Lemma 1.8, there
exists an open dense sub affine formal scheme Vr ⊆ (Ĝ
n+m−1
m,OK
)K and closed aligned
subinterval I ′r ⊆ Ir of positive length such that b
′′
r,ij , c
′′
r,ji ∈ Γ(VK × A
1
K(I
′),O×).
Then we see that er forms a basis of Γ(Vr,K × A
1
K(I
′
r), E) as Γ(Vr,K × A
1
K(I
′
r),O)-
module. For s ∈ N, let Gr,s ∈ Matµ(Γ(Vr,K × A
1
K(I
′
r),O)) be the matrix expression
of ∂s with respect to the basis er and let us put Vr := Vr ×Z Z. Then, again by
Lemma 1.8, there exists a decreasing sequence {Vr,s}s∈N of dense open subschemes in
Vr and a decreasing sequence {I
′
r,s}s∈N of closed aligned subintervals of I
′
r of positive
length such that, for any separable closed point x in Vr,s, any lift x˜ of x in Ĝ
n+m−1
m,OK
,
any s′ ≤ s and any ρr ∈ I
′
r,s, we have the equality |Gr,s′(x˜K)|ρr = |Gr,s′|ρr , where
Gr,s′(x˜K) ∈ Matµ(Γ(x˜K × A
1
K(I
′
r),O)) is the pull-back of Gr,s′ by x˜K × A
1
K(I
′
r) →֒
Vr,K × A
1
K(I
′
r). Let ∂i(x˜K) be the action of ∂i on the pull-back E(x˜K) of E to
x˜K × A
1
K [λ, 1] (if 1 ≤ i ≤ n), x˜K × A
1
K [0, 1] (if n + 1 ≤ i ≤ n +m). Then, for any
separable closed point x in
⋂
s Vr,s, any lift x˜ of x in Ĝ
n+m−1
m,OK
and any ρr ∈
⋂
s∈N I
′
r,s,
we have
p−1/(p−1)ρ−1r |∂i(x˜K)|
−1
ρr ,E(exK),sp
= min{1, p−1/(p−1)ρ−1r lim
s→∞
|Gr,s(x˜K)|
−1/s
ρr }(1.7)
= min{1, p−1/(p−1)ρ−1r lim
s→∞
|Gr,s|
−1/s
ρr
}
= p−1/(p−1)ρ−1r |∂i|
−1
ρr ,E,sp
.
Now let us take a separable point x in
⋂
r,s Vr,s (which is possible since k is uncount-
able) and its lift x˜ in Ĝn+m−1m,OK . Then we have the equality (1.7) for any r ∈ N. Since
the functions
ρ 7→ p−1/(p−1)ρ−1|∂i(x˜K)|
−1
ρ,E(exK),sp
, ρ 7→ p−1/(p−1)ρ−1|∂i|
−1
ρr,E,sp
.
are continuous by Proposition 1.5 and Corollary 1.6, this implies
(1.8) IR(E(x˜K), 1) = p
−1/(p−1)|∂i|
−1
1,E,sp < 1.
Now let us define the strict closed immersion i : (Y ,Y) →֒ (X0,X 0) of formal smooth
pairs by Y := x˜× Â1OK ,
i : Y = x˜× Â1OK →֒ Ĝ
n+m−1
OK
× Â1OK
∼= Ĝi−1OK × Â
1
OK
× Ĝn+m−iOK →֒ Â
n+m
OK
= X 0
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(where the isomorphism in the second line is the permutation of the i-th factor and
the last factor) and
Y := Y ×X 0 X0 =
{
x˜× Ĝm,OK , if 1 ≤ i ≤ n,
x˜× Â1OK , if n+ 1 ≤ i ≤ n+m.
Then E(x˜K) is nothing but the pull-back i
∗E of E by i. Hence, by (1.8) and
Proposition 1.7, i∗(E,∇) is not overconvergent and this contradicts the assumption
on (E,∇). Hence (E,∇) is overconvergent and so the proof of the theorem is
finished.
Remark 1.9. Let (X ,X ) be a formal smooth pair admitting a strict finite etale
morphism f : (X ,X ) −→ (X0,X 0) := (Ĝ
n
m,OK
× ÂmOK , Â
n+m
OK
). For a closed sub
formal scheme x˜ →֒ Ĝn+m−1m,OK which is etale over Spf OK and 1 ≤ i ≤ n + m, let
Yex,i,0 →֒ X 0 be the closed immersion defined by
Yex,i,0 := x˜× Â
1
OK
→֒ Ĝn+m−1OK × Â
1
OK
∼= Ĝi−1OK × Â
1
OK
× Ĝn+m−iOK →֒ Â
n+m
OK
= X 0
(where the isomorphism in the second line is the permutation of the i-th factor
and the last factor), let Yex,i,0 := Yex,i,0 ×X 0 X0 and let (Yex,0,Yex,0) be the pull-
back of (Yex,0,Yex,0) by f . Then, by the proofs of Proposition 1.4 and Theorem 0.1
given above, we see the following refined version of Theorem 0.1 in this case: For
(E,∇) ∈ MIC((XK ,XK)/K), the following are equivalent:
(1) (E,∇) is overconvergent.
(2) For any x˜ as above and for any 1 ≤ i ≤ n +m, the restriction of (E,∇) to
MIC((Yex,i,K ,Yex,i,K)/K) is overconvergent.
2 Proof of the second main theorem
In this section, we give a proof of the second main theorem (Theorem 0.2) in this
paper. To do so, first we prove a partial generalization of a result of Kedlaya
[Ke1, Theorem 2] on etale covers of smooth k-varieties to the case of smooth formal
schemes and smooth schemes over OK . Throughout this section, let π be a fixed
uniformizer of OK and for a scheme X over SpecOK , we denote the generic fiber of
it by XK , the special fiber of it by Xk and the p-adic completion of it by X̂. For a
p-adic formal scheme X over Spf OK , we denote the special fiber of it by Xk.
Let (X ,X ) be a formal smooth pair and let x be a closed point of Xk. Let us
put D := X − X =
⋃q
i=1Di (where Di’s are connected and smooth over Spf OK)
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and define I∋x, I 6∋x,D∋x,D 6∋x in the following way:
I∋x := {i | x ∈ Di}, I 6∋x := {i | x 6∈ Di},
D∋x :=
⋃
i∈I∋x
Di, D 6∋x :=
⋃
i∈I 6∋x
Di.
We say that the formal smooth pair (X ,X ) satisfies the condition (∗)x if, for any
I ⊆ I∋x,
⋂
i∈I Di is irreducible. We will prove the following result, which is a formal
scheme version of [Ke1, Theorem 2]:
Theorem 2.1. Let (X ,X ) be a formal smooth pair with dimX = n and X projective
over Spf OK. Let x be a closed point in X k and assume that (X ,X ) satisfies the
condition (∗)x. Let us put D := X − X , let us define D∋x,D 6∋x as above and let
D∋x =
⋃r
i=1Di be the decomposition of D∋x into irreducible components. Then there
exists a finite flat morphism f : X −→ P̂nOK satisfying the following conditions:
(1) f is etale on f−1(ÂnOK ).
(2) We have D 6∋x ⊆ f
−1(H0) and x ∈ f
−1(ÂnOK ), where H0 := P̂
n
OK
− ÂnOK ⊆ P̂
n
OK
is the hyperplane at infinity.
(3) For 1 ≤ i ≤ r, we have Di ⊆ f
−1(Hi), where Hi ⊆ P̂
n
OK
is the i-th coordinate
hyperplane. (Hence, by combining with (1), we see that Di ∩ f
−1(ÂnOK) ⊆
f−1(Hi ∩ Â
n
OK
) is an open and closed immersion.)
We prove Theorem 2.1 by mimicking the proof of [Ke1, Theorem 2]. First we
prove several premilinary lemmas.
Lemma 2.2 (cf. [Ke1, Lemma 3]). Let X be a p-adic formal scheme projective over
Spf OK and let L be an ample line bundle on X . Let α0, ..., αn be sections of L such
that the intersection of zero loci of αi (0 ≤ i ≤ n) is empty. Then αi’s induce a
finite morphism α : X −→ P̂nOK .
Proof. Since α is proper, it suffices to check that α modulo πOK is quasi-finite and
it is proved in [Ke1, Lemma 3].
Lemma 2.3 (cf. [Ke1, Lemma 4]). Let X be a p-adic formal scheme projective and
flat over Spf OK and let L be an ample line bundle on X . Let D ⊆ X be a closed
sub formal scheme and let Z ⊆ X be a 0-dimensional closed sub formal scheme such
that D ∩ Z is empty. Then, for l sufficiently divisible, there exists a section of L×l
which vanishes on D but not on any point in Zk.
Proof. Let X,L,D be the algebraizations of X ,L,D, respectively. Then, for suffi-
ciently large a > 0, the map Γ(X,L⊗a) = Γ(X ,L⊗a) −→ Γ(Xk,L
⊗a) is surjective.
By this fact and the proof of [Ke1, Lemma 4], we see that, for a sufficiently large,
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there exists a section s0 of L
⊗a which does not vanish on any point in Zk. On the
complement of the zero locus of s0 in X, there exists a regular function vanishing on
D, not on any point in Zk and this function has the form s1s
−b
0 for some b. Then,
for any l divisible by ab, the image of the section s
l/ab
1 ∈ Γ(X,L
⊗l) in Γ(X ,L⊗l) has
the desired property.
Lemma 2.4 (cf. [Ke1, Lemma 5]). Let X be a p-adic formal scheme projective
and flat over Spf OK with dimX = n and let L be an ample line bundle on X . Let
D ⊆ X be a closed sub formal scheme and let Z ⊆ X be a 0-dimensional closed
sub formal scheme such that D ∩ Z is empty. Let m be an integer with 0 ≤ m ≤ n
and let D1, ...,Dm be divisors of X such that, for any T ⊆ [1, m], D ∩
⋂
t∈T Dt has
codimension at least |T | in D. Then, for l sufficiently divisible, there exist sections
s1, ..., sn of L
⊗l with no common zero on Dk such that si vanishes on Z (1 ≤ i ≤ n)
and that si vanishes on Di for 1 ≤ i ≤ m.
Proof. Although the following proof is the same as that in [Ke1, Lemma 5], we
reproduce the proof here for the reader’s convenience. We construct the desired
section inductively. Suppose that, for 0 ≤ j < n, there exist positive integers li and
sections s′i of L
⊗li (1 ≤ i ≤ j) satisfying the following conditions:
(a) Each s′i vanishes on Z.
(b) For 1 ≤ i ≤ min(j,m), s′i vanishes on Di.
(c) For any T ⊆ [j + 1, m], Yj,T := D ∩
⋂
t∈T Dt ∩
⋂j
i=1{zero locus of s
′
i} has
codimension ≥ j + |T | in D.
(This is true for j = 0 by hypothesis.) Then let Zj be a 0-dimensional closed sub
formal scheme of D −Dj+1 which meets each irreducible component of Yj,T having
codimension j+ |T | in D, for each T ⊆ [j+2, m]. (By (c), none of these components
are contained in D ∩Dj+1. Hence such Zj actually exists.) By Lemma 2.3, for lj+1
sufficiently divisible, there exists a section s′j+1 of L
⊗lj+1 vanishing along Z ∪ Dj+1,
not on (Zj)k. Then, with this s
′
j+1, the conditions (a), (b), (c) are satisfied with j
replaced by j + 1.
So we can take sections s′1, ..., s
′
n such that the conditions (a), (b), (c) are satisfied
with j = n. Let l0 be the least common multiple of lj’s. Then for any l divisible by
l0, the sections si := s
′
i
l/li (1 ≤ i ≤ n) of L⊗l satisfy the desired properties.
Lemma 2.5 (cf. [Ke1, Lemma 6]). Let X be a p-adic formal scheme projective and
smooth over Spf OK with dimX = n and let L be an ample line bundle on X . Let⋃m
i=1Di be a relative simple normal crossing divisor in X (each Di being smooth)
and let x˜ be a closed sub formal scheme of
⋂m
i=1Di connected and etale over Spf OK.
Let α be a section of L whose zero locus D does not meet x˜. Then, for l sufficiently
divisible, there exist sections δ1, ..., δn of L
⊗l satisfying the following conditions:
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(1) δi’s have no common zero on D, that is,
⋂n
i=1{zero locus of δi} ∩ D is empty.
Hence αl, δ1, ..., δn define a finite morphism f : X −→ P̂
n
OK
by Lemma 2.2.
(2) f is unramified at x˜k.
(3) For 1 ≤ i ≤ m, δi vanishes on Di.
Proof. Let X,
⋃m
i=1Di,L,D be the algebraization of X ,
⋃m
i=1Di,L,D. Then α in-
duces a section α˜ of L with zero locus D. Hence U := X − D is an affine
scheme. Then we can find f˜1, ..., f˜n ∈ Γ(U,O) such that f˜i vanishes on Di for
1 ≤ i ≤ m and that they induces a morphism U −→ AnOK which is unrami-
fied at x˜k ∈ Xk = Xk ⊆ X. Write f˜i = β˜iα˜
−ji for some positive integer ji and
βi ∈ Γ(X,L
⊗ji).
Put U := X−D and denote the image of f˜i (resp. β˜i) in Γ(U ,O) (resp. Γ(X ,L
⊗ji)
by fi (resp. βi). Then fi’s induce a map U −→ Â
n
OK
which is unramified at x˜k. By
Lemma 2.4, for l sufficiently divisible, we can choose γ1, ..., γn ∈ Γ(X ,L
⊗l) such that
γi (1 ≤ i ≤ n) vanishes on x˜, γi vanishes on Di for 1 ≤ i ≤ m and that γ1, ..., γm has
no common zero on D. Now let us put δi := βiα
2l−ji+γ2i ∈ Γ(X ,L
⊗2l) for 1 ≤ i ≤ n.
Then we can check that this δi’s satisfy the required properties.
Now we give a proof of Theorem 2.1:
Proof of Theorem 2.1. The proof is essentially the same as that of [Ke1, Theorem
2]. Let L be an ample line bundle on X and let x˜ be a lift of x in D∋x. Since we
may replace L by its tensor power, we may assume by Lemma 2.3 that there exists
a section s of L which vanishes on D 6∋x and not on x. By Lemma 2.5, there exist a
positive integer m and sections s1, ..., sn of L
⊗m satisfying the following conditions:
(a) si’s have no common zero on D 6∋x and so s
m, s1, ..., sn defines a finite morphism
g : X −→ P̂nOK by Lemma 2.2.
(b) g is unramified at x.
(c) si vanishes on Di for 1 ≤ i ≤ r.
Let D be the zero locus of s. (Then we have D 6∋x ⊆ D and D does not contain x.)
The locus on X − D where g is unramified is open. Let E be its complement in X
and endow E a structure of a closed sub formal scheme of X satisfying D ⊆ E . (Note
that we have x /∈ E .) Then, by Lemma 2.3, there exists some q and t ∈ Γ(X ,L⊗qm)
vanising on E and not on x. Let Z be the vanishing locus of t (so E ⊆ Z, x /∈ Z
and Z is pure codimension 1 in X ). For any T ⊆ [1, r],
⋂
t∈T Dt is irreducible by
the assumption (∗)x and it contains x. Hence Z ∩
⋂
t∈T Dt has codimension |T | in
Z. So we can apply Lemma 2.4 and we can conclude that there exist some l and
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sections t1, ..., tn ∈ Γ(X ,L
⊗lqm) with no common zero on Z such that ti vanishes on
Di for 1 ≤ i ≤ r. Now let us put
u0 := t
pl,
ui := sis
m(pq−1)tp(l−1) + tpi (1 ≤ i ≤ n).
Then they defines a finite morphism f : X −→ P̂nOK by Lemma 2.2.
For y ∈ (X − Z)k, g is unramified at y by assumption, that is, d(si/s
m)’s are
linearly independent at y. On the other hand, we see that d(ui/u0) has the form
(sqm/t)pd(si/s
m) modulo p. So d(ui/u0)’s are also linearly independent at y. Hence
f is unramified at y. It is easy to check that f satisfies the conditions (2) and (3)
in the statement of the theorem. Hence, to prove the theorem, it suffices to prove
the flatness of f , that is, the flatness of f modulo πmOK for all m ∈ N.
Note that f modulo πOK is flat, because X k,P
n
k are regular of dimension n and
all the fibers of f modulo πOK is 0-dimensional (see [Gr-D, 6.1]). So it suffices to
prove the following claim to finish the proof of the theorem:
claim. Let fm : Pm −→ Qm be a finite morphism of flat OK/π
mOK-schemes
such that fm modulo πOK is flat. Then fm is flat.
For ν ≤ m, let fν : Pν −→ Qν be fm modulo π
νOK . To prove the claim, we
may assume that fν is flat for ν ≤ m− 1 as induction hypothesis. Moreover, since
the assertion is local on Qm, we may assume that Qm = SpecAm is the spectrum
of a local ring. Let us put Qν := SpecAν . Then Pν , being finite over Qν is also
affine (so put Pν =: SpecBν) and since Pm−1 is finite flat over Qm−1, there exists
some µ ∈ N and an isomorphism ϕm−1 : A
⊕µ
m−1
=
−→ Bm−1 as Am−1-modules. Let
ϕν : A
⊕µ
ν
=
−→ Bν be ϕm modulo ν (ν ≤ m − 1) and let us take a homomorphism
ϕm : A
⊕µ
m −→ Bm as Am-modules lifting ϕm−1. Then we have the following diagram
whose horizontal lines are exact by flatness of Pm,Qm over OK/π
mOK :
0 −−−→ A⊕µm−1
pi
−−−→ A⊕µm −−−→ A
⊕µ
1 −−−→ 0
‖
yϕm−1 yϕm ‖yϕ1
0 −−−→ Bm−1
pi
−−−→ Bm −−−→ B1 −−−→ 0.
From this diagram, we see that ϕm is also an isomorphism and so fm is flat. Hence
the claim is proved and so the proof of the theorem is finished.
Let (X,X) be a smooth pair over OK , let x be a closed point on Xk and let us
put D := X−X =
⋃r
i=1Di (where Di’s are connected and smooth over SpecOK).
Then we can define I∋x, I 6∋x,D∋x,D 6∋x as in the case of formal smooth pair. We say
that the smooth pair (X,X) over OK satisfies the condition (∗)x if, for any I ⊆ I∋x,⋂
i∈I Di is irreducible. With this terminology, we have the following algebraic variant
of Theorem 2.1 as a corollary:
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Corollary 2.6. Let (X,X) be a smooth pair over OK with dim(X/OK) = n and
X projective over SpecOK. Let x be a closed point in X and assume that (X,X)
satisfies the condition (∗)x. Let us put D := X−X, let us define D∋x,D 6∋x as above
and let D∋x =
⋃r
i=1Di be the decomposition of D∋x into irreducible components.
Then there exists a finite flat morphism f : X −→ PnOK satisfying the following
conditions:
(1) f is etale on a neighborhood of f−1(Ank).
(2) We have D 6∋x ⊆ f
−1(H0) and x ∈ f
−1(AnOK), where H0 := P
n
OK
− AnOK ⊆ P
n
OK
is the hyperplane at infinity.
(3) For 1 ≤ i ≤ r, we have Di ⊆ f
−1(Hi), where Hi ⊆ P
n
OK
is the i-th coordinate
hyperplane. (Hence we see that Di ∩ f
−1(V ) ⊆ f−1(Hi ∩ V ) is an open and
closed immersion if f−1(V ) −→ V is etale.)
Proof. Since the formal smooth pair (X̂, X̂) satisfies the assumption of Theorem 2.1,
we have a finite flat morphism f̂ : X̂ −→ P̂nOK satisfying the conclusion of Theorem
2.1. Note that the morphism f̂ is induced by some sections u0, ..., un ∈ Γ(X̂,L) for
some ample line bundle L on X̂. Let L be the algebraization of L, which is an ample
line bundle on X. Then u0, ..., un can be regarded as sections in Γ(X,L) and they
do not have common zero. So they induce a morphism f : X −→ P̂nOK , which is the
algebraization of f̂ , and we can see that it is finite by the argument of [Ke1, Lemma
3]. Then f∗OX is a coherent sheaf on OPnOK
such that f∗OX ⊗OPn
OK
ObPn
OK
= f̂∗Ob
X
is flat over ObPn
OK
. Hence f∗OX is flat over OPnOK
by GAGA. So f is a finite flat
morphism. We can check that this f satisfies the required properties by using
Theorem 2.1 and GAGA.
We prove one more preliminary lemma before the proof of the second main
theorem. Let (X,X) be a smooth pair over OK and put D := X − X =
⋃r
i=1Di,
where Di’s are connected and smooth over OK. Then we call a closed subscheme
C →֒ X toric if, locally on X, C has the form
⋂
i∈I Di for some I ⊆ [1, r]. A
morphism ϕ : X
′
−→ X is called a toric blow-up if it is a blow-up with toric
center, and for x ∈ X, the morphism ϕ is called a toric blow-up away from x if
it is a toric blow-up whose center does not contain x. If ϕ : X
′
−→ X is a toric
blow-up and if we put X′ := ϕ−1(X), it induces the strict morphism of smooth
pairs (X′,X
′
) −→ (X,X) over OK , which we also denote by ϕ. Then we have the
following lemma:
Lemma 2.7. Let (X,X) be a smooth pair over OK and let x be a closed point of
Xk. Then there exists a morphism of smooth pairs ϕ : (X
′,X
′
) −→ (X,X) over OK
which is a compsoition of toric blow-ups away from x such that (X′,X
′
) satisfies
(∗)x.
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Proof. Let D =
⋃r
i=1Di and I∋x as before. Then, for any I ⊆ I∋x, we have the
decomposition
⋂
i∈I Di = DI,0
∐
DI,1, where DI,0 is the connected component of⋂
i∈I Di containing x and DI,1 is the union of connected components not containing
x. Then, by taking the composition of blow-ups along the (strong transforms of)
DI,1’s, we obtain the desired morphism ϕ.
Now we give a proof of Theorem 0.2.
Proof of Theorem 0.2. For a closed point x of Xk, let us take a morphism of smooth
pairs ϕ : (X′,X
′
) −→ (X,X) over OK which is a compsoition of toric blow-ups away
from x such that (X′,X
′
) satisfies (∗)x. (This is possible by Lemma 2.7.) Let us
put D′ := X
′
− X′ and define D′∋x =
⋃r
i=1D
′
i,D
′
6∋x ⊆ D
′ as before. Then we see
that the exceptional divisor of ϕ is contained in D′6∋x. Since (X
′,X
′
) satisfies (∗)x,
we can apply Corollary 2.6 to it: Let f : X
′
−→ PnOK be a morphism satisfying the
conditions in the statement of Corollary 2.6, and let V be an open subscheme of AnOK
containing Ank such that f |f−1(V ) : f
−1(V ) −→ V is finite etale (which exists by (1)
of Corollary 2.6) and let us put X
′
x := f
−1(V ). Then, since we have D′6∋x ∩X
′
x = ∅
by (2) of Corollary 2.6, ϕ induces the isomorphism X
′
x
=
−→ ϕ(X
′
x).
For 1 ≤ i ≤ r, let Hi be the intersection of the i-th hyperplane in P
n
OK
with V .
Then, by (3) of Corollary 2.6, D′ ∩X
′
x = D
′
∋x ∩X
′
x is a sub relative simple normal
crossing divisor of
⋃r
i=1 f
−1(Hi) whose complementary divisor C does not contain
x. Now let us put X′x := X
′ ∩X
′
x, X
′′
x := X
′
x − C, X
′′
x := X
′
x − C. Then we have
the diagram
(X,X)
ϕ
←− (X′x,X
′
x)
j
←− (X′′x,X
′
x)
f
−→ (V −
r⋃
i=1
Hi, V )
(where ϕ, f is the morphism induced by ϕ : (X′,X
′
) −→ (X,X), f : X
′
−→ PnOK
respectively and j is the canonical inclusion) such that ϕ◦j induces the isomorphism
(X′′x,X
′′
x)
=
−→ (X ∩ ϕ(X
′′
x), ϕ(X
′′
x)).
First we prove that Theorem 0.2 is reduced to the following claim:
claim. Let (E,∇) be an object in MIC(X′x,K/K) and assume that, for any
strict closed immersion i : (Y,Y) →֒ (X′x,X
′
x) with dim(Y/OK) = 1, i
∗(E,∇) ∈
MIC(YK/K) is overconvergent. Then the restriction of (E,∇) by j (which is an
object in MIC(X′′x,K/K)) is overconvergent.
Indeed, assume the claim is true and assume we are given an object (E,∇) in
MIC(XK/K) satisfying the condition (2) of Theorem 0.1. Then, since ϕ : (X
′
x,X
′
x)
−→ (X,X) is a strict open immersion, the restriction of (E,∇) to MIC(X′x,K/K)
satisfies the assumption of the claim. Hence the restriction of (E,∇) by j is overcon-
vergent. So the restriction of (E,∇) by (X′′x,X
′′
x) = (X∩ϕ(X
′′
x), ϕ(X
′′
x)) →֒ (X,X) is
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also overconvergent. Since this is true for any x, we see that (E,∇) is overconvergent
by Proposition 1.3. So we are reduced to proving the claim above.
In the following, we prove the claim. (So let (E,∇) be as in the claim.) Note
that the p-adic completion of the diagram
(X′x,X
′
x)
j
←− (X′′x,X
′
x)
f
−→ (V −
r⋃
i=1
Hi, V )
has the following form:
(X̂′x, X̂
′
x)
bj
←− (X̂′′x, X̂
′
x)
bf
−→ ((V −
r⋃
i=1
Hi)
∧, V̂ ) = (ĜrOK × Â
n−r
OK
, ÂnOK).
For a closed subscheme y →֒ Gn−1m,OK which is etale over SpecOK and 1 ≤ i ≤ n, let
Yy,i,0 →֒ X 0 be the closed immersion defined by
Yy,i,0 := y × A
1
OK
→֒ Gn−1OK × A
1
OK
∼= Gi−1OK × A
1
OK
×Gn−iOK →֒ A
n
OK
(where the isomorphism in the second line is the permutation of the i-th factor and
the last factor). Then let us put
Yy,i := f
−1(Yy,i,0 ∩ V ) ⊇ Y
′
y,i := Yy,i ∩X
′
x ⊇ Y
′′
y,i := Yy,i ∩X
′′
x.
Then it is easy to see that (Y′′y,i,Yy,i) is a smooth pair over OK with dim(Yy,i/OK) =
1. Then, since the morphism
Yy,i −Y
′
y,i = Yy,i ∩D
′
i
⊂
−→ Yy,i ∩ f
−1(Hi) = Yy,i −Y
′′
y,i
is an open and closed immersion, we see that (Y′y,i,Yy,i) is also a smooth pair over
OK . Hence, by assumption, the restriction of (E,∇) by (Y
′
y,i,Yy,i) →֒ (X
′
x,X
′
x)
is overconvergent. So the restriction of (E,∇) by (Y′′y,i,Yy,i) →֒ (X
′
x,X
′
x) is also
overconvergent, that is, the restriction of (Ean,∇an) to MIC((Ŷ′′y,i,K, Ŷy,i,K)/K) is
overconvergent for all y and i. Hence, by Remark 1.9, we can conclude that the
restriction of (Ean,∇an) to MIC((X̂′′x,K, X̂
′
x,K)/K) is overconvergent, that is, the
pull-back of (E,∇) by j is overconvergent. Hence we have proved the claim and so
the proof of the theorem is finished.
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