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Arid Trisallludiono, 2004. Penenluan j)arli.vi Awol dan AlUran Penugo't(lI1 
Kembali da/am Algorilma K-Means. Skripsi ini dibawah bimbingan IT. Dyah 
Herawatie. M.Si dan Drs. Eto Wuryanto DEA Jurusan Matematika FMIPA 
Universitas Airlangga Surabaya 
ABSTRAK 
Tujuan dari skripsi ini adalah untuk memberikan solusi altematif dalam 
pcnentuan partisi awal dan aturan penugasan kembali pada Algoritma K-Means. 
Metode Hirarki diperlukan pada Algoritma K-Means Wltuk mengelahui jumiah 
kclompok. Untuk mcndapatkan kelompok dengan anggota yang sesuai digunakan 
Algorilma K-Means dan UllluK: mcnentukan kclompok awal dalam Algorilma K-
Means dib'lmakan beberapa leknik penentuan partisi awal. Setelah diperoieh 
partisi awal dan penempalan anggota keJompok awal, selanjutnya dilakukan 
aturan pcnugasan kcmbali obyck-obyck pcngamalan pada satu dan k kclompok 
dalam anal isis kelompok sehingga diperoleh hasil pengelompokan yang optimal. 
Hasil dari penulisan skripsi ini merupakan pencrapan program Algoritma 
K-Mcans pada data sekunder dan mendiskripsikan hasil pengelompokan obyek-
obyek pengamatan bcrdasarkan bcbcrapa teknik penentuan partisi awal dan aturan 
penugasan kembali. Perbedaan teknik parlisi awal dapal membenkan hasil 
pengelompokan yang berbcda. Sebaran dan obyek-obyek pengamatan yang akan 
dikclompokan dapat mcmpengaruhi hasi l pengelompokan dalam proses 
klasifikasi . 
Kata kund : K-Means, Analisis Kelompok, Partisi Awal, Aluran Penugasan 
Kernbali. Analisis Gnlp 
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AriefTrisamudiono, 2004. De/ermina/ion of Initial Partilion and Ihe Reassigmenl 
Rulex il1 K·meaJ/.\" Algorilhm. Ir. Dyah Herawatie, M.Si And Drs. Eto Wuryanto 
DEA. are advisors of this Skripsi. Department of Mathematics, Faculty of 
Mathematics and Natural Sciences . Airlangga University. 
ABSTRACT 
The purpose of this skripsi is to give the alternative solution, for 
dctcnninat ion o r the init ial partition and rcassigmcnt rules in K-Mcans Algorithm. 
In K·Means Algorithm require knowledge about the number o f clusters, so the 
hierarchical method is needed. For to get the cluster by appropriate observation 
used K-means Algorithm and to detennination of initial cluster centroid lISed by 
sOllle (Jl"the Il:clUl iquc to dclerminali6n 01'1111': initial panilions. AOer Ihal ublaincd 
the initial partition and assign each observation to the initial cluster, so 011 
reallocate each observation to one of k cluster in cluster analysis so that gave the 
optimal cluster solution. 
Result o f solut ion from thi s Skripsi is fonn to application 
programming "' ·Means Algorithm 011 c1uslering respect to delcnnillation initial 
partition and the reassigment rules. Difference of technique initial patition gives 
the different result in clustering solution. The spread of observations that will be 
grouped inlluencc the result in the clustering process. 
Keyword K·Means, Clusters Analysis, Initial Clusters, Reassi!,'1n ent Rules, 
Group Analysis 
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