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HEISENBERG UNIQUENESS PAIRS FOR SOME
ALGEBRAIC CURVES AND SURFACES
D.K. GIRI AND R.K. SRIVASTAVA
Abstract. Let X(Γ) be the space of all finite Borel measure µ in R2
which is supported on the curve Γ and absolutely continuous with respect
to the arc length of Γ. For Λ ⊂ R2, the pair (Γ,Λ) is called a Heisenberg
uniqueness pair for X(Γ) if any µ ∈ X(Γ) satisfies µˆ|Λ = 0, implies µ = 0.
We explore the Heisenberg uniqueness pairs corresponding to the cross,
exponential curves, and surfaces. Then, we prove a characterization of the
Heisenberg uniqueness pairs corresponding to finitely many parallel lines.
We observe that the size of the determining sets Λ for X(Γ) depends on
the number of lines and their irregular distribution that further relates to
a phenomenon of interlacing of certain trigonometric polynomials.
1. Introduction
The notion of the Heisenberg uniqueness pair has been first introduced by
Hedenmalm and Montes-Rodr´ıguez as a version of the uncertainty principle
(see [9]). We would like to mention that Heisenberg uniqueness pair up to
some extent is similar to an annihilating pair of Borel measurable sets of
positive measure as described by Havin and Jo¨ricke (see [8]). To describe this,
consider a pair of Borel measurable sets Γ,Λ ⊆ R. Then (Γ,Λ) form a mutually
annihilating pair if any ϕ ∈ L2(Γ) whose Fourier transform ϕˆ supported on Λ,
implies ϕ = 0.
Heisenberg uniqueness pair has a close relation with the long-standing prob-
lem of determining the exponential types for finite measure which is eventually
about exploring the density of the set {eiλt : λ ∈ Λ} in L2(µ). For more de-
tails, we refer to Poltoratski [15, 16]. In particular, the question of HUP can
be thought as a dual problem of gap problem (see [15]). Let µ be a finite Borel
measure which is supported on a closed set Γ ⊂ R and
GΓ = sup
{
a > 0 : ∃ µ 6= 0, supp µ ⊂ Γ satisfies µˆ|[0,a] = 0
}
.
Let Λ ⊂ R. Then (Γ,Λ) would be a HUP as long as the determining set Λ
intersect [0, GΓ] at most on a set of measure zero.
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In addition, the concept of determining the Heisenberg uniqueness pair for
a class of finite measures has also a significant similarity with the celebrated
result due to M. Benedicks (see [4]). That is, support of a function f ∈ L1(Rn)
and its Fourier transform fˆ both cannot be of finite measure simultaneously.
Later, various analogues of the Benedicks theorem have been investigated in
different set ups, including the Heisenberg group and Euclidean motion groups
(see [14, 17, 19]).
Further, the concept of Heisenberg uniqueness pair has a sharp contrast to
the known results about determining sets for measures by Sitaram et al. [3, 18],
due to the fact that the determining set Λ for the function µˆ has also been
considered a thin set. In particular, if Γ is compact, then µˆ is a real analytic
function having exponential growth and it can vanish on a very delicate set.
Hence, in this case, finding the Heisenberg uniqueness pairs becomes little
easier. However, this question becomes immensely difficult when the measure
is supported on a non-compact curve.
In the article [9], Hedenmalm and Montes-Rodr´ıguez have shown that the
pair (hyperbola, some discrete set) is a Heisenberg uniqueness pair. As a dual
problem, a weak∗ dense subspace of L∞(R) has been constructed to solve the
Klein-Gordon equation. Further, a complete characterization of the Heisen-
berg uniqueness pairs corresponding to any two parallel lines has been given
by Hedenmalm and Montes-Rodr´ıguez (see [9]).
Afterward, a considerable amount of work has been done pertaining to the
Heisenberg uniqueness pair in the plane as well as in the Euclidean spaces.
Recently, Lev [12] and Sjo¨lin [20] have independently shown that circle and
certain system of lines are HUP corresponding to the unit circle S1. Further,
Vieli [23] has generalized HUP corresponding to circle in the higher dimension
and shown that a sphere whose radius does not lie in the zero set of the Bessel
functions J(n+2k−2)/2; k ∈ Z+, the set of non-negative integers, is a HUP
corresponding to the unit sphere Sn−1. In a recent article [22], the second
author has shown that a cone is a Heisenberg uniqueness pair corresponding
to sphere as long as the cone does not completely lay on the level surface of
any homogeneous harmonic polynomial on Rn. Thereafter, a sense of evidence
emerged that the exceptional sets for the HUPs corresponding to the sphere
are eventually contained in the zero sets of the spherical harmonics and the
Bessel functions, though we yet resolve it (see [6, 22]).
Further, Sjo¨lin [21] has investigated some of the Heisenberg uniqueness pairs
corresponding to the parabola. Subsequently, Babot [2] has given a character-
ization of the Heisenberg uniqueness pairs corresponding to a certain system
of three parallel lines. Thereafter, the authors in [6] have given some necessary
and sufficient conditions for the Heisenberg uniqueness pairs corresponding to
a system of four parallel lines. However, an exact analogue for the finitely
many parallel lines is still unsolved.
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In a major development, Jaming and Kellay [10] have given a unifying proof
for some of the Heisenberg uniqueness pairs corresponding to the hyperbola,
polygon, ellipse and graph of the functions ϕ(t) = |t|α, whenever α > 0.
Further, Gro¨chenig and Jaming [7] have worked out some of the Heisenberg
uniqueness pairs corresponding to the quadratic surface.
Let Γ be a finite disjoint union of smooth curves in R2. Let X(Γ) be the
space of all finite complex-valued Borel measure µ in R2 which is supported
on Γ and absolutely continuous with respect to the arc length measure on Γ.
For (ξ, η) ∈ R2, the Fourier transform of µ is defined by
µˆ(ξ, η) =
∫
Γ
e−ipi(x·ξ+y·η)dµ(x, y).
In the above context, the function µˆ becomes a uniformly continuous bounded
function on R2. Thus, we can analyze the pointwise vanishing nature of the
function µˆ.
Definition 1.1. Let Λ be a set in R2. The pair (Γ,Λ) is called a Heisenberg
uniqueness pair for X(Γ) if any µ ∈ X(Γ) satisfies µˆ|Λ = 0, implies µ = 0.
Since the Fourier transform is invariant under translation and rotation, one
can easily deduce the following invariance properties about the Heisenberg
uniqueness pair.
(i) Let uo, vo ∈ R2. Then the pair (Γ,Λ) is a HUP if and only if the pair
(Γ + uo,Λ+ vo) is a HUP.
(ii) Let T : R2 → R2 be an invertible linear transform whose adjoint is
denoted by T ∗. Then (Γ,Λ) is a HUP if and only if (T−1Γ, T ∗Λ) is a
HUP.
Now, we state first known results on the Heisenberg uniqueness pair due to
Hedenmalm and Montes-Rodr´ıguez [9]. Then we briefly summarize the recent
progress on this problem.
Theorem 1.2. [9] Let Γ = L1 ∪ L2, where Lj ; j = 1, 2 are any two parallel
straight lines and Λ a subset of R2 such that pi(Λ) = R. Then (Γ,Λ) is a
Heisenberg uniqueness pair if and only if the set
(1.1) Λ˜ = pia1(Λ) ∪
[
pib1(Λ)r pi
c
1(Λ)
]
is dense in R.
Here we avoid mentioning the notations appeared in (1.1) as they are bit
involved, however, we have written down the same notations as in the article
[9]. Though, their main features can be perceived in Section 3.
Theorem 1.3. [9] Let Γ be the hyperbola x1x2 = 1 and Λα,β a lattice-cross
defined by
Λα,β = (αZ× {0}) ∪ ({0} × βZ) ,
4 D.K. GIRI AND R.K. SRIVASTAVA
where α, β are positive reals. Then (Γ,Λα,β) is a Heisenberg uniqueness pair
if and only if αβ ≤ 1.
For ξ ∈ Λ, defining a function eξ on Γ by eξ(x) = eipix·ξ. As a dual problem to
Theorem 1.3, Hedenmalm and Montes-Rodr´ıguez [9] have proved the following
density result which in turn solve the one-dimensional Klein-Gordon equation.
Theorem 1.4. [9] The pair (Γ,Λ) is a Heisenberg uniqueness pair if and only
if the set {eξ : ξ ∈ Λ} is a weak∗ dense subspace of L∞(Γ).
Let Γ denote a system of three parallel lines in the plane that can be ex-
pressed as Γ = R × {0, 1, p}, for some p ∈ N with p ≥ 2. The following char-
acterization for the Heisenberg uniqueness pairs corresponding to the above
mentioned three parallel lines has been given by D.B. Babot [2].
Theorem 1.5. [2] Let Γ = R × {0, 1, p} and Λ ⊂ R2 a closed set which is
2-periodic with respect to the second variable. Then (Γ,Λ) is a HUP if and
only if the set
(1.2) Λ˜ = Π3(Λ) ∪ [Π2(Λ)r Π2∗(Λ)] ∪ [Π1(Λ)r Π1∗(Λ)]
is dense in R.
For the notations appeared in (1.2), we refer the article [2], as those notations
are quite involved. However, they are the prototype of few notations those will
appear in Section 3.
Afterward, the authors have given the following characterization for the
Heisenberg uniqueness pairs corresponding to a certain system of four parallel
lines (see [6]). Let Γ denotes a system of four parallel straight lines in R2
which can be represented by Γ = R× {α, β, γ, δ}, where α < β < γ < δ with
(γ −α)/(β −α) = 2 and (δ−α)/(β −α) ∈ N. By the invariance properties of
HUP, one can assume that Γ = R× {0, 1, 2, p} for some p ≥ 3.
Theorem 1.6. [6] Let Γ = R× {0, 1, 2, p} and Λ ⊂ R2 be a closed set which
is 2-periodic with respect to the second variable. Suppose Π(Λ) is dense in R.
If (Γ,Λ) is a Heisenberg uniqueness pair, then the set
Π˜(Λ) = Π4(Λ)
2⋃
j=0
[
Π(3−j)(Λ)r Π(3−j)
∗
(Λ)
]
is dense in R. Conversely, if the set
(1.3) Π˜p(Λ) = Π
4(Λ)
3⋃
j=2
[
Πj(Λ)r Πpj∗(Λ)
] ∪ [Π1(Λ)r Π1∗(Λ)]
is dense in R, then (Γ,Λ) is a Heisenberg uniqueness pair.
For the notations appeared in (1.3), we refer the article [6]. However, the
nature of their occurrence can be understood in the beginning of Section 3
when we formulate the Heisenberg uniqueness pairs for finitely many parallel
lines.
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Remark 1.7. The above problem becomes immensely deeper when we con-
sider the p-th line at large that we shall elaborate in Section 3, Remark 3.1.
2. Some individual results for Heisenberg uniqueness pairs
In this section, we will explore some of the individual results for the Heisen-
berg uniqueness pairs corresponding to the cross and certain exponential curves
in the plane as well as exponential surfaces in the Euclidean spaces.
Let Γ = (R× Fn) ∪ (Fn × R) , where Fn = {0, 1, . . . , n}. Consider a subset
C ⊂ X(Γ) such that for any µ ∈ C, there exist fj ∈ L1(R); j ∈ Fn satisfying
(2.1) dµ(x, y) =
n∑
k=0
(fk(x)dxdδk(y)− fk(y)dδk(x)dy) ,
where δk denotes the point mass measure at k. Then the pair (Γ,Λ) is said to
be a C-HUP if any measure µ ∈ C satisfies µˆ|Λ = 0, implies µ is identically
zero.
For n = 0, let αj ∈ R; j = 1, 2 be independent over Q, the set of rational
numbers. Consider the lines Lαj = {(ξ, η) ∈ R2 : η − ξ = αj}; j = 1, 2.
Theorem 2.1. Let Γ = (R× {0}) ∪ ({0} × R) and Λ = Lα1 ∪ Lα2 , where
αj; j = 1, 2 are independent over Q. Then (Γ,Λ) is a C-HUP.
Proof. For µ ∈ C there exist f ∈ L1(R) such that
dµ(x, y) = f(x)dxdδo(y)− f(y)dδo(x)dy.
By taking the Fourier transform of both the sides, we get
µˆ(ξ, η) =
∫
Γ
e−ipi(xξ+yη)dµ(x, y)
=
∫
R
e−ipixξf(x)dx−
∫
R
e−ipiyηf(y)dy
= fˆ(ξ)− fˆ(η).
Now, µˆ|Lα1 = 0 implies that fˆ(t) = fˆ(t+α1) for all t ∈ R. Using the invariance
property (ii), we can assume that αj > 0; j = 1, 2. Hence, fˆ is a periodic
function with some period po > 0. By the simple recursions we can derive
that fˆ(t) = fˆ(t +mα1) for all m ∈ Z and t ∈ R. Similarly, by the condition
µˆ|Lα2 = 0, it follows that fˆ(t) = fˆ(t + nα2) for all n ∈ Z and t ∈ R. Thus, we
infer that
fˆ(t) = fˆ(t+mα1 + nα2)
whenever, m,n ∈ Z and t ∈ R. By Kro¨necker approximation theorem (see [1]),
we can always find mo, no ∈ Z such that |moα1+noα2| < po, which contradict
the fact that po is the period of f. This, in turn, implies that fˆ must be a
constant function. Thus, by Riemann-Lebesgue lemma f = 0. 
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Remark 2.2. (i). Let Γo = (R× {0})∪ ({0} × R) and Λ = {(ξ, η) ∈ R2 : η =
αξ, |α| < 1}. Then by Riemann-Lebesgue lemma, it can be easily deduced
that (Γo,Λ) is a C-HUP. On the other hand, if Λ ⊆ {(ξ, η) ∈ R2 : η = ξ}, then
(Γo,Λ) is not a C-HUP. Next, for Λ = {(ξ, η) ∈ R2 : η = ξ2}, one can easily
verify that (Γo,Λ) is a C-HUP.
(ii). Consider Γ = (R× Fn) ∪ (Fn × R) and Λ = {(ξ, η) ∈ R2 : η = ξ}.
Then (Γ,Λ) is not a C-HUP. For this, we can choose non-zero functions fj ∈
L1(R); j ∈ Fn such that
(2.2) µˆ(ξ, η) =
n∑
k=0
(
e−ikpiηfˆk(ξ)− e−ikpiξfˆk(η)
)
and hence µˆ(ξ, η) = 0, whenever ξ = η. For n = 1, if Λ is the ξ-axis, then
(fˆ0 + fˆ1)(ξ) = fˆ0(0) + e
−ipiξfˆ1(0) for all ξ ∈ R. By Riemann-Lebesgue lemma,
it is enough to consider f1 = −f0 and fˆ0(0) = 0. Thus, (Γ,Λ) is not a C-HUP.
(iii). In view of injectivity of the Fourier transform on L1(R), for a pair
(Γo,Λ) to be a C-HUP it is necessary that at least one of the orthogonal
projections pij(Λ); j = 1, 2 on the axes must be dense in R. It would be an in-
teresting question to get a sufficient condition for the C-Heisenberg uniqueness
pairs corresponding to Γo.
Next, we will work out some of the Heisenberg uniqueness pairs correspond-
ing to certain exponential curve and surfaces in the Euclidean spaces.
Let µ be a finite Borel measure having support on Γ = {(t, et2) : t ∈ R}
which is absolutely continuous with respect to the arc length on Γ. Then there
exists f ∈ L1(R) such that dµ = g(t)dt, where g(t) = f(t)
√
1 + 4t2e2t2 . Hence
by finiteness of µ, it follows that g ∈ L1(R) and
(2.3) µˆ(x, y) =
∫
R
e
−ipi
(
xt+yet
2
)
g(t)dt.
Then µˆ satisfies the PDE
(2.4) (1 + Tx) µˆ = α∂yµˆ
in the distributional sense, where Tx =
∞∑
n=0
(
4∑
k=1
α4n+k
(4n+ k)!
∂4n+kx
)
and α = i
pi
.
Theorem 2.3. Let Γ = {(t, α(t)) : t ∈ R} , where α : R → R+ be defined by
α(t) = et
2
.
(i). Let Λ be a straight line. Then (Γ,Λ) is a Heisenberg uniqueness pair if
and only if Λ is parallel to the x-axis.
(ii). Let Lj ; j = 1, 2 be two parallel lines which are not parallel to either of
the axes. Then (Γ, L1 ∪ L2) is a Heisenberg uniqueness pair.
In order to prove Theorem 2.3, we need the following results. First, we state
a result which can be found in Havin and Jo¨ricke [8] at p. 36.
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Lemma 2.4. [8] Let ϕ ∈ L1[0,∞). If ∫
R
log |ϕˆ| dx
1 + x2
= −∞, then ϕ = 0.
Next, we state the following form of Radon-Nikodym derivative theorem
(see [5], p.91).
Proposition 2.5. Let ν be a σ-finite signed measure which is absolutely con-
tinuous with respect to a σ-finite measure µ on the measure space (X,M). If
g ∈ L1(ν), then g dν
dµ
∈ L1(µ) and ∫ gdν = ∫ g dν
dµ
dµ.
As a consequence of Lemma 2.4 and Proposition 2.5, we prove the following
result. Let hc : R → R defined by hc(t) =
(
t+ 1
2c
)2
+ et
2 − t2, where c is a
non-zero constant. Let |E| denotes the Lebesgue measure of the set E ⊂ R.
Lemma 2.6. Let g ∈ L1(R). Suppose E ⊂ R and |E| > 0. Then
(2.5)
∫
R
e−ipicxhc(t)g(t)dt = 0
for all x ∈ E if and only if ψc(u) = g ◦ h−1c (u2) 2uh′c◦h−1c (u2) is an odd function.
Proof. By Proposition 2.5, we can write the left-hand side of (2.5) as
I =
∫
R
e−ipicxhc(t)g(t)dt(2.6)
=
∫
R
e−ipicxu
2
g ◦ h−1c (u2)
2udu
h′c ◦ h−1c (u2)
=
∫
R
e−ipicxu
2
ψc(u)du.
Hence by Proposition 2.5 it follows that ψc ∈ L1(R) and we get
I =
∫ ∞
0
e−ipicxu
2
ψc(u)du+
∫ ∞
0
e−ipicxu
2
ψc(−u)du
=
∫ ∞
0
e−ipicxu
2
Fc(u)du,
where Fc(u) = ψc(u)+ψc(−u) for all u > 0. Clearly Fc ∈ L1(0,∞) and by the
change of variables u2 = v, we have
(2.7) I =
∫ ∞
0
e−ipicxvFc(
√
v)
dv
2
√
v
.
Let ϕ(v) = Fc(
√
v)/2
√
v χ(0,∞)(v). Then ϕ ∈ L1(R) and from (2.7) we obtain
I = ϕˆ(cx) = 0 for all x ∈ E. That is, ϕˆ vanishes on the set cE of positive
measure. Thus, by Lemma 2.4 we conclude that ϕ = 0 a.e. Hence, it follows
that Fc = 0 a.e. on [0,∞).
Conversely, if ψc is an odd function, then (2.5) trivially holds.

As a corollary to Lemma 2.6, we can easily derive the following result.
8 D.K. GIRI AND R.K. SRIVASTAVA
Corollary 2.7. Let g ∈ L1(R) and α : R → R+ be defined by α(t) = et2.
Suppose E ⊂ R and |E| > 0. Then
(2.8)
∫
R
e−ipixα(t)g(t)dt = 0
for all x ∈ E if and only if g is an odd function.
Proposition 2.8. Suppose E ⊂ R and |E| > 0. Assume c, d ∈ R with c, d 6= 0.
Then
(i) µ̂(x, cx) = 0 for all x ∈ E if and only if ψc is an odd function.
(ii) µ̂(x, cx+d) = 0 for all x ∈ E if and only if φc(u) = χ◦h−1c (u2)
2u
h′c ◦ h−1c (u2)
is an odd function of u, where χ(t) = e−ipide
t2
g(t).
Proof. (i). From (2.3) we can express
µˆ(x, cx) =
∫
R
e
−ipix
(
t+cet
2
)
g(t)dt = eipix/4c
∫
R
e−ipicxhc(t)g(t)dt.
By Lemma 2.6, ψc is odd if and only if µ̂(x, cx) = 0 for all x ∈ E.
(ii). By a simple computation, we get
µˆ(x, cx+ d) =
∫
R
e
−ipix
(
t+cet
2
)
χ(t)dt = eipix/4c
∫
R
e−ipicxhc(t)χ(t)dt.
As similar to the above case, φc is odd if and only if µ̂(x, cx + d) = 0 for all
x ∈ E. 
Proof of Theorem 2.3. (i). In view of the invariance property (i), we can as-
sume that Λ is the x-axis. Recall that µˆ satisfies
µˆ(x, y) =
∫
R
e
−ipi
(
xt+yet
2
)
g(t)dt.
Hence µˆ|Λ = 0 implies that gˆ(x) = 0 for all x ∈ R. Thus, we conclude that
µ = 0.
Conversely, suppose Λ is not parallel to the x-axis. If Λ is parallel to the
y-axis, then by Corollary 2.7, it follows that (Γ,Λ) is not a HUP. Hence we
can assume that Λ of the form y = cx, where c 6= 0. Choose a non-zero odd
function ϕ ∈ L1(R) and let g(t) = ϕ(
√
hc(t))h′c(t)
2
√
hc(t)
. Then by Proposition 2.8, it
follows that (Γ,Λ) is not a Heisenberg uniqueness pair.
(ii). Let L1 = {(x, cx) : x ∈ R} and L2 = {(x, cx + d) : x ∈ R}, where
c, d 6= 0. Since µˆ|Lj = 0; j = 1, 2, by Proposition 2.8 it follows that ψc and φc
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are odd functions. Let u+ and u− be the square roots of hc. Since φc is an odd
function, it implies thateipid
{
e(h
−1
c (u
2
−
))
2
−e(h
−1
c (u
2
+))
2
}
− 1
ψc(u) = 0.
That is, ψc = 0 a.e. and hence g ◦ h−1c (u2) = 0 almost all u. Thus, the pair
(Γ, L1 ∪ L2) is a Heisenberg uniqueness pair.

Remark 2.9. Let α : R → R+ be an even smooth function having finitely
many local extrema and consider Γ = {(t, α(t)) : t ∈ R} . Then the conclusions
of Theorem 2.3 would also hold.
Theorem 2.10. Let Γ be the surface xn+1 = e
x21 + · · · + ex2n in Rn+1 and
Λ an affine hyperplane in Rn+1 of dimension n. Then (Γ,Λ) is a Heisenberg
uniqueness pair if and only if Λ is parallel to the hyperplane xn+1 = 0.
For u = (u1, . . . , un), denoting ϕ(u) = e
u21 + · · · + eu2n. Let µ be a finite
Borel measure which is supported on Γ = {(u, ϕ(u)) : u ∈ Rn} and absolutely
continuous with respect to the surface measure on Γ. Then by Radon-Nikodym
theorem, there exists a measurable function f on Rn such that dµ = g(u)du,
where g(u) = f(u)
√
1 + |grad ϕ(u)|2. Then by the finiteness of µ, it follows
that g ∈ L1(Rn). Denote u′ = (u2, . . . , un) and x′ = (x2, . . . , xn). Then the
Fourier transform of µ can be expressed as
(2.9) µˆ(x) =
∫
Rn
e−pii(x
′.u′+xn+1ϕ(u))g(u)du
for x ∈ Rn+1.
Proof of Theorem 2.10. Since Λ is an affine hyperplane in Rn+1 of dimension
n, by the invariance properties of HUP, we can assume that Λ is a linear
subspace of Rn+1 which can be considered as either xn+1 = cx1, where c ∈ R
or x1 = 0.
If Λ = {(x1, . . . , xn+1) ∈ Rn+1 : xn+1 = 0} , then by the hypothesis, µˆ|Λ = 0
implies gˆ = 0 on Rn. Thus, it follows that (Γ,Λ) is a HUP.
Conversely, suppose Λ is not parallel to the hyperplane xn+1 = 0. Consider
a non-zero compactly supported odd function ψ ∈ L1(R) together with a non-
zero compactly supported function h ∈ L1(Rn−1). Then we have the following
two cases.
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(i). If Λ = {(x1, . . . , xn+1) ∈ Rn+1 : x1 = 0} and g(u) = ψ(u1)h(u′). Then
for x ∈ Λ, we have
µˆ(x) =
∫
Rn
e−pii(x
′.u′+xn+1ϕ(u))g(u)du
=
∫
Rn
e−pii(x
′.u′+xn+1ϕ(u))ψ(u1)h(u
′)du
=
∫
Rn−1
e
−pii
{
x′.u′+xn+1
(
ϕ(u)−eu
2
1
)}(∫
R
e−piixn+1e
u21ψ(u1)du1
)
h(u′)du′
= 0.
Thus, (Γ,Λ) is not a Heisenberg uniqueness pair.
(ii). Suppose Λ = {(x1, . . . , xn+1) ∈ Rn+1 : xn+1 = cx1, c 6= 0} . Consider a
function τ(t) =
ψ
(√
hc(t)
)
h′c(t)
2
√
hc(t)
and write g(u) = τ(u1)h(u
′). If we denote x′′ =
(x1, . . . , xn). Then for x ∈ Λ, we have
µˆ(x) =
∫
Rn
e−pii(x
′′.u+cx1ϕ(u))g(u)du
=
∫
Rn
e−pii(x
′′.u+cx1ϕ(u))τ(u1)h(u
′)du
=
∫
Rn−1
e
−pii
{
x′.u′+cx1
(
ϕ(u)−eu
2
1
)}(∫
R
e
−pii
(
x1u1+cx1e
u21
)
τ(u1)du1
)
h(u′)du′.
By Lemma 2.6, it follows that∫
R
e−piix1(u1+ce
u21)τ(u1)du1 =
∫
R
e−piicx1hc(u1)τ(u1)du1
=
∫
R
e−piicx1t
2
ψ(t)dt
= 0.
Thus, we conclude that (Γ,Λ) is not a Heisenberg uniqueness pair. 
3. Heisenberg uniqueness pairs corresponding to the finite
number of parallel lines
A characterization of the Heisenberg uniqueness pairs corresponding to two
parallel lines was being done by Hedenmalm and Montes-Rodr´ıguez (see [9]).
Afterward, Babot [2] worked out an analogous result for a certain system of
three parallel lines. Further, authors had extended the above result to a system
of four parallel lines (see [6]). In this section, we shall prove a characteriza-
tion of the Heisenberg uniqueness pairs corresponding to a certain system of
finitely many parallel lines. In the latter case, we observe the phenomenon of
interlacing of the finitely many totally disconnected sets.
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Denote Fs = {0, 1, . . . , s}. Let Γo be a system of n + 2 parallel lines that
can be expressed as Γo = R × {αo, . . . , αn+1}, where αo < · · · < αn+1 and
pj = (αj − αo)/(α1 − αo) with
pj =
{
j if 2 ≤ j ≤ n,
p ∈ Nr Fn if j = n + 1.
If (Γo,Λo) is a HUP, then by the invariance property (i), (Γo,Λo) can be
thought as (Γo − (0, αo),Λo) . Since scaling in R2 can be viewed as a diagonal
matrix, by the invariance property (ii), (Γo − (0, αo),Λo) can be considered
as (T−1(Γo − (0, αo)), T ∗Λo) , where T = diag{(α1 − αo), (α1 − αo)}. Let Γ =
T−1(Γo− (0, αo)) and Λ = T ∗Λo. Then Γ = R× (Fn ∪ {p}) , where p ∈ N with
p ≥ n+1. In view of the above facts, (Γo,Λo) is a HUP if and only if (Γ,Λ) is
a HUP.
To state our main result of this section, we need to set up some necessary
notations and few auxiliary results.
Let µ ∈ X(Γ). Then there exist fk ∈ L1(R); k ∈ Fn+1 such that
(3.1) dµ(x, y) =
n∑
j=0
fj(x)dxdδj(y) + fn+1(x)dxdδp(y),
where δt denotes the point mass measure at t. For (ξ, η) ∈ R2, the Fourier
transform of µ can be written as
(3.2) µˆ(ξ, η) =
n∑
j=0
ejpiiηfˆj(ξ) + e
ppiiηfˆn+1(ξ).
Since µ is supported on Γ = {(x, y) ∈ R2 : P (y) ≡∏nk=0(y − k)(y − p) = 0} ,
the function µˆ will satisfy the PDE
(3.3) P
(
1
pii
∂
∂η
)
µˆ = 0
in the distributional sense with the initial condition µˆ|Λ = 0. On the other
hand, if (3.3) holds, then supp µ ⊂ Γ.
Remark 3.1. Notice that for each fixed (ξ, η) ∈ Λ ⊂ R2, the right-hand side of
(3.2) is a trigonometric polynomial of degree p that could have preferably some
missing terms. Therefore, it is an interesting question to find out the smallest
determining set Λ for the above trigonometric polynomial. We observe that
the size of Λ depends on the choice of number of lines as well as irregular
separation among themselves. That is, larger number of lines or value of p
would force smaller size of Λ. Eventually, the problem would become more
difficult for large value of p.
Observe that µˆ is a 2-periodic function in the second variable. Thus, for
any set Λ ⊂ R2, it is enough to consider the set
£(Λ) = {(ξ, η) : (ξ, η + 2k) ∈ Λ, for some k ∈ Z}
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for the purpose of HUP. Also, it is easy to verify that (Γ,Λ) is a HUP if and
only if (Γ,£(Λ)) is a HUP, where £(Λ) denotes the closure of £(Λ) in R2.
Thus, it is enough to work with the closed set Λ ⊂ R2 which is 2-periodic in
the second variable.
Remark 3.2. Further, it is evident from the Riemann-Lebesgue lemma that
the exponential functions, which appeared in (3.2), can not be expressed as the
Fourier transform of functions in L1(R). However, by Wiener’s lemma, they
can be locally agreed with the Fourier transform of functions in L1(R).
Hence, in view of Remark 3.2 and the condition µˆ|Λ = 0, we can classify
these exponential functions in the form of the following annihilating spaces
which will create dispensable sets in the determining set Λ.
Given E ⊂ R and a point ξ ∈ E, let Iξ be an interval containing ξ. We
define
(A1). LE,ξloc = {ψ : E → C such that there is an interval Iξ and a function
ϕ ∈ L1(R) satisfying ψ = ϕˆ on Iξ ∩ E}.
Next, for 2 ≤ m ≤ n, we define
(A2). P 1,m[LE,ξloc ] = {ψ : E → C such that there is an interval Iξ and functions
ϕj ∈ L1(R); j ∈ Fm−1 satisfying ψm+ϕˆm−1ψm−1+· · ·+ϕˆ1ψ+ϕˆ0 = 0 on Iξ∩E}.
Finally, we define the p-th space by
(A3). P 1,p[LE,ξloc ] = {ψ : E → C such that there is an interval Iξ and functions
ϕj ∈ L1(R); j ∈ Fn satisfying ψp + ϕˆnψn + · · ·+ ϕˆ1ψ + ϕˆo = 0 on Iξ ∩ E}.
We frequently need the following Wiener’s lemma that will be a key ingre-
dient for most of the proofs in the sequel.
Lemma 3.3. [11] Let ψ ∈ LE,ξloc and ψ(ξ) 6= 0. Then 1/ψ ∈ LE,ξloc .
For more details see [11], p.57.
Next, we establish a relation among the sets defined by (A1), (A2) and
(A3) that will help in figure out the dispensable sets.
Lemma 3.4. The following inclusions hold.
(3.4) LE,ξloc ⊂ P 1,2[LE,ξloc ] ⊂ · · · ⊂ P 1,n[LE,ξloc ] ⊂ P 1,p[LE,ξloc ].
For proving Lemma 3.4, we need the following result which is appeared in
[6].
Lemma 3.5. [6] For p ≥ 3, the following inclusions hold.
(3.5) LE,ξloc ⊂ P 1,2[LE,ξloc ] ⊂ P 1,p[LE,ξloc ].
Proof of Lemma 3.4. (a). By Lemma 3.5, it follows that P 1,2[LE,ξloc ] ⊂ P 1,3[LE,ξloc ].
Next, we assume that P 1,m−1[LE,ξloc ] ⊂ P 1,m[LE,ξloc ], whenever 3 ≤ m < n + 1. If
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ψ ∈ P 1,m[LE,ξloc ], then there exists Iξ containing ξ and hj ∈ L1(R); j ∈ Fm−1
such that
(3.6) ψm + hˆm−1ψ
m−1 + · · ·+ hˆ1ψ + hˆ0 = 0
on Iξ ∩ E. Now, consider a function χ ∈ L1(R) such that Iξ ⊂ supp χˆ. After
multiplying (3.6) by ψ and χˆ separately and adding the resultant equations,
we can write
ψm+1 +
(
χˆ+ hˆm−1
)
ψm + · · ·+
(
χˆhˆ1 + hˆo
)
ψ + χˆhˆo = 0.
Hence, for the appropriate choice of ϕj; j ∈ Fm, we have
ψm+1 + ϕˆmψ
m + · · ·+ ϕˆ1ψ + ϕˆ0 = 0
on Iξ ∩ E. Thus ψ ∈ P 1,m+1[LE,ξloc ].
(b). It only remains to show that P 1,n[LE,ξloc ] ⊂ P 1,p[LE,ξloc ]. If ψ ∈ P 1,n[LE,ξloc ],
then there exists Iξ containing ξ and ϕj ∈ L1(R); j ∈ Fn such that
(3.7) ψn+1 + ϕˆnψ
n + · · ·+ ϕˆ1ψ + ϕˆ0 = 0
on Iξ ∩ E. After multiplying (3.7) by ψ and ϕˆn separately, we can write
ψn+2 + (ϕˆn−1 − ϕˆnϕˆn)ψn + · · ·+ (ϕˆ0 − ϕˆ1ϕˆn)ψ + (−ϕˆ0ϕˆ) = 0.
Hence, for the appropriate choice of ϕj ∈ L1(R); j ∈ Fn and induction hy-
pothesis, we conclude that
ψp + ϕˆnψ
n + · · ·+ ϕˆ1ψ + ϕˆ0 = 0
on Iξ ∩ E. Thus ψ ∈ P 1,p[LE,ξloc ]. 
Let Π(Λ) be the projection of Λ on the ξ - axis. For partitioning the projec-
tion Π(Λ), we introduce the notion of symmetric polynomials. Since the level
surface of a complete homogeneous symmetric polynomial consists of only
finitely many those points which can be represented by an upper triangular
matrix. More details will be given in Appendix A.
For each k ∈ Z+, the complete homogeneous symmetric polynomial hk of
degree k is the sum of all monomials of degree k. That is,
hk (x1, . . . , xs) =
∑
α1+···+αs=k
xα11 · · ·xαss .
Given ξ ∈ Π(Λ), we denote the corresponding images on the η - axis by
Σξ = {η ∈ [0, 2) : (ξ, η) ∈ Λ}.
Since it is expected that the set Σξ may consist more than one images which
depend upon the order of winding in Λ around the line {ξ} ×R, the set Π(Λ)
can be decomposed into the following disjoint sets.
(P1). Π
1(Λ) = {ξ ∈ Π(Λ) : there is unique η0 ∈ Σξ}.
Next, for 2 ≤ m ≤ n we define the following n− 1 partitioning sets.
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(Pm). Π
m(Λ) = {ξ ∈ Π(Λ) : there are exactly m distinct ηj ∈ Σξ; j ∈ Fm−1}.
For n + 2 distinct images ηj ∈ [0, 2), denote aj = epiiηj ; j ∈ Fn+1. Then,
in view of Appendix A, the remaining partitioning sets can be described as
follows.
(Pn+1). Π
n+1(Λ) = {ξ ∈ Π(Λ) : there are at least n + 1 distinct ηj ∈ Σξ
for j ∈ Fn and if there is another ηn+1 ∈ Σξ, then hp−n(a0, . . . , an−1, an) =
hp−n(a0, . . . , an−1, an+1)}.
(Pn+2). Π
n+2(Λ) = {ξ ∈ Π(Λ) : there are at least n + 2 distinct ηj ∈ Σξ for
j ∈ Fn+1 satisfies
(3.8) hp−n(a0, . . . , an−1, an) 6= hp−n(a0, . . . , an−1, an+1)}.
In this way, we have a decomposition Π(Λ) =
n+2⋃
j=1
Πj(Λ).
Next, we derive some of the auxiliary results related to Πm(Λ); 2 ≤ m ≤
n+1. Form distinct images ηj ∈ [0, 2), we write aj = epiiηj ; j ∈ Fm−1. Consider
the system of equations
(3.9) Amξ X = B
m
ξ ,
where bs = (a
s
o, . . . , a
s
m−1); 0 ≤ s ≤ m− 1 are the column vectors of Amξ and
Bmξ = −
(
amo , . . . , a
m
m−1
)
. Since detAmξ =
∏
0≤i<j≤m−1
(aj − ai) 6= 0, the solution
Xξ = (τo, . . . , τm−1) can be expressed as
τk(ξ) =

(−1)m
m−1∏
i=0
ai if k = 0,
(−1)m−1
m−1∑
i=0
∏
j 6=i
aj if k = 1,
...
...∑
0≤i<j≤m−1
aiaj if k = m− 2,
−
m−1∑
i=0
ai if k = m− 1.
Observe that τk are constant multiples of the elementary symmetric polyno-
mials in aj ; j ∈ Fm−1. Therefore, by Wiener’s lemma, τk can be locally agreed
with the Fourier transform of some functions in L1(R).
Thus, the following sets in the projection Π(Λ) will be dispensable in the
process of getting the determining sets Λ for X(Γ). Eventually, dispensable
sets are those sets in Π(Λ) for which we could not solve (3.2).
P1∗. Since each ξ ∈ Π1(Λ) has unique image in Σξ, we can define a function ao
on Π1(Λ) by ao(ξ) = e
piiη0 , where η0 = η0(ξ) ∈ Σξ. Now, the first dispensable
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set can be described by
Π1
∗
(Λ) =
{
ξ ∈ Π1(Λ) : ao ∈ P 1,p[LΠ
1(Λ),ξ
loc ]
}
.
Next, for 2 ≤ m ≤ n + 1 we define the m-th dispensable set Πm∗(Λ) as
follows. Given ξ ∈ Πm(Λ), let aj(ξ) = epiiηj , where ηj = ηj(ξ) ∈ Σξ; j ∈ Fm−1.
P1
m∗
. Since each ξ ∈ Πm(Λ) has m distinct images in Σξ, we define m many
functions τj on Π
m(Λ); j ∈ Fm−1 such that Xξ = (τo, . . . , τm−1) is the solution
of (3.9). Thus, the m-th dispensable set can be defined by
Πm
∗
(Λ) =
{
ξ ∈ Πm(Λ) : τj ∈ LΠ
2(Λ),ξ
loc ; j ∈ Fm−1
}
.
Now, for m ≤ k ≤ n+ 1, the corresponding dispensable sets can be defined
by
P2
m∗
. Further, we define k many functions τj on Π
m(Λ); j ∈ Fk−1 such that
Xξ = (τo, . . . , τk−1) satisfies A
m,k
ξ Xξ = B
m,k
ξ , where bs = (a
s
o, . . . , a
s
m−1); 0 ≤
s ≤ k − 1 are the column vectors of Am,kξ and Bm,kξ = −
(
ako , . . . , a
k
m−1
)
. Hence,
an auxiliary dispensable set can be described by
Πkm∗(Λ) =
{
ξ ∈ Πm(Λ) : τj ∈ LΠ
m(Λ),ξ
loc ; j ∈ Fk−1
}
.
P3
m∗
. Finally, we define n + 1 many functions τj on Π
m(Λ); j ∈ Fn such that
Xξ = (τo, . . . , τn) satisfies A
m,p
ξ Xξ = B
m,p
ξ , where bs = (a
s
o, . . . , a
s
m−1); 0 ≤ s ≤
n are the column vectors of Am,pξ and B
m,p
ξ = −
(
apo, . . . , a
p
m−1
)
. Thus, the p-th
dispensable set can be defined by
Πpm∗(Λ) =
{
ξ ∈ Πm(Λ) : τj ∈ LΠ
2(Λ),ξ
loc ; j ∈ Fn
}
.
Now, we prove the following two results that speak a sharp contrast in the
pattern of dispensable sets as compared to dispensable sets corresponding to
two or three lines results. That is, a larger value of p will increase the size of
dispensable sets in case of more than three finitely many parallel lines.
Lemma 3.6. For 2 ≤ m ≤ n, the following inclusion holds.
Πm
∗
(Λ) ⊂ Πm+1m∗ (Λ) ⊂ · · · ⊂ Πnm∗(Λ) ⊂ Πpm∗(Λ).
Proof. If ξo ∈ Πm∗(Λ), then τj ∈ LΠ
m(Λ),ξo
loc ; j ∈ Fm−1. Hence there exists an
interval Iξo containing ξo and ϕj ∈ L1(R) such that τj = ϕˆj; j ∈ Fm−1 and
satisfy
ϕˆo + ϕˆ1aj + · · ·+ ϕˆm−1ajm−1 + ajm = 0
on Iξo ∩ Πm(Λ) for j ∈ Fm−1. By similar iterations as in the proof of Lemma
3.4(a), we infer that there exist a common set of ψj ∈ L1(R); j ∈ Fm such
that
ψˆo + ψˆ1aj + · · ·+ ψˆmajm + ajm+1 = 0
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on Iξo ∩ Πm(Λ); j ∈ Fm−1. If we denote ψˆj = τj , then ξo ∈ Πm+1m∗ (Λ). By
induction it follows that if ξo ∈ Πkm∗(Λ), then ξo ∈ Πk+1m∗ (Λ) for m+1 ≤ k ≤ n.
Since ξo ∈ Πn+1m∗ (Λ), there exist a common set of functions ψj ∈ L1(R); j ∈ Fn
such that
ψˆo + ψˆ1aj + · · ·+ ψˆnajn + ajn+1 = 0
on Iξo ∩ Πm(Λ); j ∈ Fm−1. By similar iterations as in the proof of Lemma
3.4(b), we infer that there exist a common set of ψj ∈ L1(R); j ∈ Fn such that
ψˆo + ψˆ1aj + · · ·+ ψˆnajn + ajp = 0
on Iξo ∩ Πm(Λ); j ∈ Fm−1. If we denote ψˆj = τj , then ξo ∈ Πpm∗(Λ). 
Lemma 3.7. The following inclusion holds.
Π(n+1)
∗
(Λ) ⊆ Πp
(n+1)∗
(Λ).
Moreover, equality holds for p = n + 1.
Proof. If ξo ∈ Π(n+1)∗(Λ), then τj ∈ LΠ
n+1(Λ),ξo
loc . Hence there exists an interval
Iξo containing ξo and ϕj ∈ L1(R) such that τj = ϕˆj ; j ∈ Fn satisfy
ϕˆo + ϕˆ1aj + · · ·+ ϕˆnajn + ajn+1 = 0
on Iξo ∩ Πn+1(Λ) for j ∈ Fn. By similar iterations as in the proof of Lemma
3.4(b), we infer that there exists the common set of ψj ∈ L1(R); j ∈ Fn such
that
ϕˆo + ϕˆ1aj + · · ·+ ϕˆnajn + ajp = 0
on Iξo ∩ Πn+1(Λ); j ∈ Fn. If we denote ψˆj = τj , then it follows that ξo ∈
Πp(n+1)∗(Λ). 
Now, we state our main result of this section.
Theorem 3.8. Let Γ = R × (Fn ∪ {p}) and Λ ⊂ R2 be a closed set which is
2-periodic with respect to the second variable. Suppose Π(Λ) is dense in R. If
(Γ,Λ) is a Heisenberg uniqueness pair, then the set
Π˜(Λ) = Πn+2(Λ)
n⋃
j=0
[
Π(n−j+1)(Λ)r Π(n−j+1)
∗
(Λ)
]
is dense in R. Conversely, if the set
Π˜p(Λ) = Π
n+2(Λ)
n−1⋃
j=0
[
Π(n−j+1)(Λ)r Πp
(n−j+1)∗
(Λ)
]
∪ [Π1(Λ)r Π1∗(Λ)]
is dense in R, then (Γ,Λ) is a Heisenberg uniqueness pair.
Remark 3.9. If Γ is a system of n+ 2 consecutive parallel lines, then we get
p = n+ 1 and from Lemma 3.7 it follows that Π(n+1)
∗
(Λ) = Πn+1(n+1)∗(Λ). Thus,
the necessary and sufficient conditions in Theorem 3.8 will be nearly identical.
However, In view of Lemma 3.6, it follows that Πm
∗
(Λ) is properly contained
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in Πn+1m∗ (Λ); 2 ≤ m ≤ n. Hence, Π˜n+1(Λ) is a proper subset of Π˜(Λ). Thus, a
unique necessary and sufficient condition corresponding to finitely many lines
is still open.
We need the following two lemmas to prove the necessary part of Theo-
rem 3.8. The main purpose of these lemmas is to pull down an interval from
some of the partitioning sets of the projection Π(Λ). The above argument
helps to negate the assumption that Π˜(Λ) is not dense in R. Now, we prove
the following lemmas for 2 ≤ m ≤ n + 1.
Lemma 3.10. Suppose I is an interval such that I ∩ Πm∗(Λ) is dense in I.
Then there exists an interval I ′ ⊂ I such that I ′ ⊂ Πm∗(Λ)
n+2⋃
j=m+1
Πj(Λ).
Proof. If ξo ∈ I ∩Πm∗(Λ), then there exist τj ∈ LΠ
m(Λ),ξo
loc ; j ∈ Fm−1 such that
Xξo = (τ0, . . . , τm−1) is the solution of (3.9). For ξ ∈ Πm(Λ), consider the
matrix
Mm,n+1ξ = [bo . . . bm−2 bn+1],
where bs = (a
s
o, . . . , a
s
m−1); s ∈ Fm−2 ∪ {n + 1} are the column vectors. Now,
we define a function ρ on Πm(Λ) by ρ(ξ) =
(
det Mm,n+1ξ
)2
.
Since τj ; j ∈ Fm−1 are constant multiples of the elementary symmetric
polynomials, by the fundamental theorem of symmetric polynomials, ρ can
be expressed as a polynomial in τj ; j ∈ Fm−1. Moreover, ρ(ξo) 6= 0. Hence it
follows that ρ ∈ LΠm(Λ),ξoloc . By hypothesis, I∩Πm
∗
(Λ) is dense in I, there exists
an interval Iξo ⊂ I containing ξo such that ρ can be continuously extended on
Iξo . Thus, by continuity of ρ on Iξo , there exists an interval J ⊂ Iξo containing
ξo such that ρ(ξ) 6= 0 for all ξ ∈ J.
Consequently, J ∩ Πm∗(Λ) is dense in J and hence for ξ ∈ J, there exists a
sequence ξn ∈ J ∩ Πm∗(Λ) such that ξn → ξ. Thus, the corresponding image
sequences η
(n)
j ∈ Σξn ⊆ [0, 2) will have convergent subsequences, say η(nk)j
which converge to ηj; j ∈ Fm−1. Since the set Λ is closed, (ξ, ηj) ∈ Λ for
j ∈ Fm−1.
Next, we claim that all of ηj; j ∈ Fm−1 are distinct. On the contrary,
suppose ηj = ηk for some j 6= k; j, k ∈ Fm−1. Then by continuity of ρ on J, it
follows that ρ(ξ) = 0, which contradicts the fact that ρ(ξ) 6= 0 for all ξ ∈ J.
Hence we infer that J ⊂
n+2⋃
j=m
Πj(Λ). Further, using the facts that τj ∈ LΠ
m(Λ),ξo
loc
and J ∩ Πm∗(Λ) is dense in J, the functions τj can be extended continuously
on an interval I ′ ⊂ J containing ξo such that τj(ξ) 6= 0 for all ξ ∈ I ′. That is, if
ξ ∈ I ′ ∩ Πm(Λ), then τj ∈ LΠ
m(Λ),ξ
loc and hence ξ ∈ Πm
∗
(Λ). Thus, we conclude
that I ′ ⊂ Πm∗(Λ)
n+2⋃
j=m+1
Πj(Λ). 
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Lemma 3.11. Suppose I be an interval such that I ∩ Πp
(n+1)∗
(Λ) is dense in
I. Then there exists an interval I ′ ⊂ I such that I ′ ⊂
n+2⋃
j=2
Πj(Λ).
Proof. If ξo ∈ I∩Πp(n+1)∗(Λ), then there exist τj ∈ LΠ
n+1(Λ),ξo
loc ; j ∈ Fn such that
Xξo = (τo, . . . , τn) is the solution of A
n+1
ξo
Xξo = B
n+1,p
ξo
. Let aj = e
piiηj ; j ∈ Fn.
Then by a simple calculation, it follows that τn satisfies the estimate
|τn(ξo)| = |hp−n(ao, . . . , an)| < C(p, n),
whenever ξo ∈ I ∩ Πp(n+1)∗(Λ). Since I ∩ Πp(n+1)∗(Λ) is dense in I, τn can be
extended continuously on a small neighborhood containing ξo. Thus, there
exists an interval I ′ ⊂ I containing ξo such that
(3.10) |τn(ξ)| < C(p, n)
for all ξ ∈ I ′.
Consequently, I ′∩Πp
(n+1)∗
(Λ) is dense in I ′ and hence for ξ ∈ I ′, there exists a
sequence ξn ∈ I ′∩Πp(n+1)∗(Λ) such that ξn → ξ. Thus, the corresponding image
sequences η
(n)
j ∈ Σξn ⊆ [0, 2) have a convergent subsequence, say η(nk)j which
converges to ηj ; j ∈ Fn. Since the set Λ is closed, we get (ξ, ηj) ∈ Λ; j ∈ Fn.
We show that all of ηj ; j ∈ Fn cannot be identical. If not, write a(k)j =
epiiη
(nk)
j ; j ∈ Fn, then
|τn(ξnk)| = |hp−n(a(k)o , . . . , a(k)n )| → C(p, n).
Further, by the continuity of τn on I
′ it follows that |τn(ξn)| → |τn(ξ)|. That
is, |τn(ξ)| = C(p, n) which contradicts (3.10). Thus, I ′ ⊂
n+2⋃
j=2
Πj(Λ). 
4. Proof of Theorem 3.8
Proof of Theorem 3.8. We first prove the sufficient part of Theorem 3.8. Sup-
pose the set Π˜p(Λ) is dense in R. Then we show that (Γ,Λ) is a Heisenberg
uniqueness pair. We claim that fˆk|Π˜p(Λ) = 0 for all k ∈ Fn+1. Since fˆk is con-
tinuous function which vanishing on a dense set Π˜p(Λ), it follows that fˆk ≡ 0
for all k ∈ Fn+1. Thus µ = 0.
As Π(Λ) decomposed into n+2 disjoint sets, the proof of the above assertion
will be carried out in the following n + 2 steps.
(Sn+2). If ξ ∈ Πn+2(Λ), then there exist at least n + 2 distinct ηj ∈ Σξ for
j ∈ Fn+1. Since µˆ is vanishes on Λ, µˆ(ξ, ηj) = 0 for all j ∈ Fn+1. Hence
fˆk(ξ) for k ∈ Fn+1 satisfies a homogeneous system of n + 2 equations. Since
ξ ∈ Πn+2(Λ) and hp−n(a0, . . . , an−1, an) 6= hp−n(a0, . . . , an−1, an+1), it follows
that fˆk(ξ) = 0 for all k ∈ Fn+1.
Next, for 2 ≤ m ≤ n+ 1, we have the following cases.
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(Sm). If ξ ∈ Πm(Λ), then there exist m distinct ηj ∈ Σξ such that µˆ(ξ, ηj) = 0;
j ∈ Fm−1. That is,
(4.1) fˆ0(ξ) + · · ·+ anj (ξ)fˆn(ξ) + apj (ξ)fˆn+1(ξ) = 0,
where aj(ξ) = e
piiηj ; j ∈ Fm−1. In case if fˆn+1(ξ) 6= 0, then by applying
the Wiener’s lemma to (4.1), we conclude that ξ ∈ Πpm∗(Λ). Thus, for ξ ∈
Πm(Λ)r Πpm∗(Λ), we have fˆn+1(ξ) = 0.
Now, we continue the above argument for m ≤ k ≤ n.
Suppose fˆk(ξ) 6= 0 and fˆs(ξ) = 0; s = k+1, . . . , n+1, then by applying the
Wiener’s lemma to (4.1), we get ξ ∈ Πkm∗(Λ). Thus, for ξ ∈ Πm(Λ)r Πkm∗(Λ),
we infer that fˆk(ξ) = 0.
Hence for ξ ∈ Πm(Λ)r Πpm∗(Λ), we infer that fˆk(ξ) = 0 for all k ∈ Fn+1.
(S1). If ξ ∈ Π1(Λ), then there exists unique η0 ∈ Σξ such that µˆ(ξ, η0) = 0.
That is,
(4.2) fˆ0(ξ) + · · ·+ ano (ξ)fˆn(ξ) + apo(ξ)fˆn+1(ξ) = 0,
where ao(ξ) = e
piiη0 . In case if fˆn+1(ξ) 6= 0, then by applying Wiener’s lemma
to (4.2), we conclude that ao ∈ P 1,p[LΠ
1(Λ),ξ
loc ]. Thus for ξ ∈ Π1(Λ)r Π1
∗
(Λ),
we have fˆn+1(ξ) = 0.
We repeat the above argument for 1 ≤ k ≤ n.
Suppose fˆk(ξ) 6= 0 and fˆs(ξ) = 0; s = k + 1, . . . , n + 1, then by applying
the Wiener’s lemma to (4.2), we conclude that ao ∈ P 1,k[LΠ
1(Λ),ξ
loc ]. Hence, in
view of Lemma 3.4, it follows that ξ ∈ Π1∗(Λ). Thus, for ξ ∈ Π1(Λ)r Π1∗(Λ),
we infer that fˆk(ξ) = 0 for all k ∈ Fn+1. This completes the proof of sufficient
condition. 
Now, we prove the necessary part of Theorem 3.8. Suppose (Γ,Λ) is a
Heisenberg uniqueness pair. Then we claim that the set Π˜(Λ) is dense in R.
We observe that this is possible if the dispensable sets Πj
∗
(Λ); j ∈ Fn+1r{0}
interlace to each other, though these sets are disjoint among themselves.
If possible, suppose Π˜(Λ) is not dense in R. Then there exists an open
interval Io ⊂ R such that Io ∩ Π˜(Λ) is empty. This, in turn, implies that
(4.3) Π(Λ) ∩ Io =
(
n+1⋃
j=1
Πj
∗
(Λ)
)
∩ Io.
From (4.3), we conclude that Io intersects only the dispensable sets. Now, the
remaining part of the proof of Theorem 3.8 is a consequence of the following
two lemmas which provide the interlacing property of the dispensable sets
Πj
∗
(Λ); j ∈ Fn+1 r {0}.
Lemma 4.1. There does not exist any interval J ⊂ Io such that Π(Λ) ∩ J is
contained in Πj
∗
(Λ); j ∈ Fn+1 r {0}.
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Proof. On the contrary, suppose there exists an interval J ⊂ Io such that
Π(Λ)∩J ⊂ Πj∗(Λ) for some j ∈ Fn+1r {0}. Since Πj∗(Λ); j ∈ Fn+1r {0} are
disjoint, there could be following n + 1 possibilities.
(a). If ξo ∈ Π(Λ)∩J ⊂ Π1∗(Λ), then a0 ∈ P 1,p[LΠ
1(Λ),ξo
loc ] and hence there exists
an interval Iξo ⊂ J containing ξo and ϕk ∈ L1(R); k ∈ Fn such that
apo + ϕˆna
n
o + · · ·+ ϕˆ1ao + ϕˆo = 0
on Iξo ∩Π1(Λ). Now, consider a function fn+1 ∈ L1(R) such that fˆn+1(ξo) 6= 0
and supp fˆn+1 ⊂ Iξo . Let fk = fn+1 ∗ ϕk; k ∈ Fn, then we can construct a
non-zero finite Borel measure µ which is supported on Γ that satisfies
µˆ(ξ, η) = fˆ0(ξ) + a0(ξ)fˆ1(ξ) + · · ·+ an0 (ξ)fˆn(ξ) + ap0(ξ)fˆn+1(ξ) = 0
for all ξ ∈ Iξo ∩ Π1∗(Λ), where η ∈ Σξ. In addition, from (4.3) we conclude
that Iξ ∩ Π(Λ) = Iξ ∩ Π1∗(Λ). This, in turn, implies µˆ|Λ = 0. However, µ is a
non-zero measure, which contradicts the fact that (Γ,Λ) is a HUP.
Next, for 2 ≤ m ≤ n we have the following cases.
(b). If ξo ∈ Π(Λ) ∩ J ⊂ Πm∗(Λ), then by Lemma 3.6, ξo ∈ Πpm∗(Λ) and hence
there exists an interval Iξo ⊂ J containing ξo and ϕk ∈ L1(R); k ∈ Fn such
that
aj
p + ϕˆnaj
n + · · ·+ ϕˆ1aj + ϕˆo = 0
on Iξo ∩Πm(Λ) for j ∈ Fm−1. Let fn+1 ∈ L1(R) be such that fˆn+1(ξo) 6= 0 and
supp fˆn+1 ⊂ Iξo . Consider fk = fn+1 ∗ ϕk; k ∈ Fn. Then we can construct a
non-zero finite Borel measure µ which satisfies
µˆ(ξ, ηj) = fˆ0(ξ) + aj(ξ)fˆ1(ξ) + · · ·+ anj (ξ)fˆn(ξ) + apj (ξ)fˆn+1(ξ) = 0
for all ξ ∈ Iξo ∩ Πm∗(Λ), where ηj ∈ Σξ; j ∈ Fm−1. Since Iξ ∩ Π(Λ) =
Iξ ∩Πm∗(Λ), it follows that µˆ|Λ = 0. This contradicts the fact that (Γ,Λ) is a
HUP.
(c). If ξo ∈ Π(Λ) ∩ J ⊂ Π(n+1)∗(Λ), then by Lemma 3.7, ξo ∈ Πp(n+1)∗(Λ) and
hence there exists an interval Iξo ⊂ J containing ξo and ϕk ∈ L1(R); k ∈ Fn
such that
aj
p + ϕˆnaj
n + · · ·+ ϕˆ1aj + ϕˆo = 0
on Iξo ∩ Πn+1(Λ) for j ∈ Fn. Let fn+1 ∈ L1(R) be such that fˆn+1(ξo) 6= 0 and
supp fˆn+1 ⊂ Iξo. Let fk = fn+1∗ϕk; k ∈ Fn. Then we can construct a non-zero
finite Borel measure µ which satisfies
µˆ(ξ, ηj) = fˆ0(ξ) + aj(ξ)fˆ1(ξ) + · · ·+ anj (ξ)fˆn(ξ) + apj (ξ)fˆn+1(ξ) = 0
for all ξ ∈ Iξo ∩ Π(n+1)∗(Λ), where ηj ∈ Σξ; j ∈ Fn. Since Iξ ∩ Π(Λ) =
Iξ ∩ Π(n+1)∗(Λ), it follows that µˆ|Λ = 0. This contradicts the fact that (Γ,Λ)
is a HUP.

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Next, we prove that there does not exist an interval J ⊂ Io which intersects
more than one dispensable sets. Let 2 ≤ s ≤ n+ 1.
Lemma 4.2. There does not exist any interval J ⊂ Io such that Π(Λ) ∩ J is
contained in
s⋃
k=1
Πnk
∗
(Λ); nk ∈ Fn+1 r {0} with n1 < · · · < ns.
Proof. (i). For s = 2, suppose there exists an interval J ⊂ Io such that Π(Λ)∩
J ⊂ Πn1∗(Λ) ∪ Πn2∗(Λ). Then, from (4.3) we get
(4.4) J ∩ Π(Λ) = J ∩ (Πn1∗(Λ) ∪Πn2∗(Λ)) .
We claim that J∩Πn2∗(Λ) is dense in J. If not, suppose there exists an interval
I ⊂ J such that Πn2∗(Λ) ∩ I = ∅. Then from (4.3), we have I ∩ Π(Λ) =
I ∩Πn1∗(Λ) ⊂ Πn1∗(Λ) which contradicts Lemma 4.1. Hence, by Lemma 3.10,
there exists an interval I ′ ⊂ J such that I ′ ⊂ Πn2∗(Λ)
n+2⋃
j=n2+1
Πj(Λ) which
contradicts that Io intersects only the dispensable sets.
(ii). Let 2 < s ≤ n+1. Then for 2 ≤ m < s, we assume that there does not
exist any interval J ⊂ Io such that
(4.5) Π(Λ) ∩ J ⊂
m⋃
k=1
Πnk
∗
(Λ); nk ∈ Fn+1 r {0}.
We claim that, there does not exist any interval J ⊂ Io such that
(4.6) Π(Λ) ∩ J ⊂
m+1⋃
k=1
Πnk
∗
(Λ); nk ∈ Fn+1 r {0}.
If possible, suppose there exists an interval J ⊂ Io such that (4.6) holds.
Then J ∩Πn∗m+1(Λ) is dense in J. On contrary, suppose there exists an interval
I ⊂ J such that Πn∗m+1(Λ) ∩ I = ∅. Then by (4.3), it follows that I ∩Π(Λ) ⊂
m⋃
k=1
Πnk
∗
(Λ), which in turn contradicts the assumption. Hence, by Lemma 3.10,
there exists an interval I ′ ⊂ J such that I ′ ⊂ Πn∗m+1(Λ)
n+2⋃
j=nm+1+1
Πj(Λ) which
contradict the assumption that Io intersects only the dispensable sets. This
completes the proof of Theorem 3.8. 
5. Appendix A. Construction of partitions of Π(Λ)
In this section, we elaborate the use of symmetric homogeneous polynomials
in reducing the following matrix to an upper triangular matrix that has crucial
role in considering the p-th line at large.
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Consider the homogeneous system of linear equations AX = 0, where entries
of A are satisfying
aij =
{
βji if (i, j) ∈ Fn+1 × Fn,
βpi if j = n+ 1
with |βi| = 1; i ∈ Fn+1. Next, we reduce the matrix A to an upper triangular
matrix by using the notion of the symmetric polynomial.
For each k ∈ Z+, the complete homogeneous symmetric polynomial hk of
degree k is the sum of all monomials of degree k which can be derived from
the generating function identity
∞∑
k=0
hk (x1, . . . , xs) t
k =
s∏
i=1
1
1− xit .
For more details, we refer to [13]. Notice that
s∏
i=1
(
1
1− xit
)(
1
1− xt
)
−
s∏
i=1
(
1
1− xit
)(
1
1− yt
)
= t(x− y)
s∏
i=1
(
1
1− xit
)(
1
1− xt
)(
1
1− yt
)
.
By equating the coefficients of tk in both sides, we get the identity
(5.1) hk (x¯, x)− hk (x¯, y) = (x− y)hk−1 (x¯, x, y) ,
where x¯ = (x1, . . . , xs) . By applying the chain of alternative row operations:
R′i = Ri −R0; i ∈ Fn+1 r {0},
R′′i = R
′
i −
(
βi − β0
β1 − β0
)
R′1; i ∈ Fn+1 r {0, 1}
and the identity (5.1), we obtain an upper triangular matrix with (n+1, n+1)th
entry equals to
(hp−n (β0, . . . , βn−1, βn)− hp−n (β0, . . . , βn−1, βn+1))
n−1∏
j=0
(βn+1 − βj).
6. Appendix B. Concluding remarks
(a). We observed that for ξ ∈ Π(Λ), if card (Σξ) ≥ p + 1 then ξ ∈ Πn+2(Λ).
For this, given c ∈ C, notice that there exists at most p − n different images
η
(k)
o ∈ [0, 2) such that η(k)o 6= ηs; s ∈ Fn r {0} with all of ηs are distinct and
satisfies
hp−n(a
(k)
0 , . . . , an−1, an) = c,
where aj = e
piiηj ; j ∈ Fn.
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In particular, if we consider n + 2 consecutive lines Γ = R × Fn+1, then
p = n + 1 and condition (3.8) reduces to an 6= an+1. Hence, the projections
Πn+j(Λ); j = 1, 2 regain to their simplest form. That is,
Πn+1(Λ) = {ξ ∈ Π(Λ) : card (Σξ) = n+ 1},
Πn+2(Λ) = {ξ ∈ Π(Λ) : card (Σξ) ≥ n+ 2}.
Thus, we infer that for a system of consecutive parallel lines, Theorem 3.8 can
be re-stated and could has a nearly unique necessary and sufficient condition.
(b). Let Γ = R × Fn+1 and Λ = R ×
{
2k
n+1
; k ∈ Fn
}
. Then for any ξ ∈ R,
card (Σξ) = n+ 1. Thus, ξ ∈ Πn+1(Λ) that in turn implies Π(n+1)∗(Λ) = R.
For this, let ξ ∈ Πn+1(Λ) and denote ak = epiiηk , where ηk = 2kn+1 ; k ∈ Fn. Since
an+1k = 1, by a simple calculation, it follows that Xξ = ((−1)n+1, 0, . . . , 0) is
the solution of An+1ξ Xξ = B
n+1
ξ . Thus, ξ ∈ Π(n+1)
∗
(Λ). By Theorem 3.8, we
conclude that (Γ,Λ) is not a HUP.
(c). We observe a phenomenon of interlacing of n + 1 totally disconnected
disjoint dispensable sets Π(n−j+1)
∗
(Λ) : j ∈ Fn which are essentially derived
from zero sets of n + 2 trigonometric polynomials. If Lemma 3.11 could be
modified such that there exists I ′ ⊂ I with I ′ ⊂ Πp(n+1)∗(Λ) ∪ Π(n+2)(Λ),
then the necessary condition of Theorem 3.8 would be minimized. Hence a
characterization of Λ for finitely many lines might be obtained that would be
closed to three lines result. However, an exact analogue of three lines result
for a large number of lines is still open.
(d). Finally, if we consider countably many parallel lines, then whether the
projection Π(Λ) would be still relevant after deleting the countably many
dispensable sets, seems to be a reasonable question. However, since the dis-
pensable sets are totally disconnected, one can think of analyzing countably
many lines for HUP in terms of the Hausdorff dimension of the dispensable
sets. We leave this question open for the time being.
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