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Abstract. We consider the multi-level bottleneck assignment problem
(MBA). This problem is described in the recent book \Assignment Prob-
lems" by Burkard et al. (2009) on pages 188 - 189. One of the applications
described there concerns bus driver scheduling. We view the problem as a
special case of a bottleneck m-dimensional multi-index assignment prob-
lem. We give approximation algorithms and inapproximability results,
depending upon the completeness of the underlying graph.
Keywords: bottleneck problem; multidimensional assignment; approxi-
mation; computational complexity; ecient algorithm.
1 Introduction
We consider an m-dimensional bottleneck assignment problem. Let V1;V2;:::;Vm
be pairwise disjoint sets, each with cardinality n, and let V = [m
i=1Vi. There is a
given weight w(v) 2 N for each v 2 V . The set V is the node-set of an m-partite
graph that has a given set of arcs E of the following form: E = f(u;v)j u 2
Vi;v 2 Vi+1g. Thus, an arc in E connects a node from Vi with a node from
Vi+1 (1  i  m   1), and there are no other arcs. A feasible m-tuple (to
which we will refer as a duty) is a set of nodes D = fv1;v2;:::;vmg such that
vi 2 Vi for 1  i  m, and such that (vi;vi+1) 2 E. The cost of a duty D
equals c(D) =
P
v2D w(v). The problem is to nd a partition of V into n duties
D1;D2;:::;Dn such that maxjc(Dj) is minimum. We will refer to this partition
of V into fD1;D2;:::;Dng as a solution S, and the cost of a solution S equals
c(S) = maxjfc(Dj)j S = fD1;D2;:::;Dngg.
This problem is known as the multi-level bottleneck assignment problem
(MBA); obviously, for m = 2 a (special case of the) bottleneck assignment prob-
lem arises. It was introduced by Carraresi and Gallo [6], motivated by an ap-
plication in bus driver scheduling. In the context of this application, a set Vi
corresponds to the shifts that need to be carried on day i (1  i  m); further,
an edge (vi;vi+1) 2 E indicates that it is possible to perform shift vi+1 directly
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after shift vi (1  i  m   1). Then, a duty Dj is a set of shifts, one from each
day, to be carried out by a driver. The cost of a duty is nothing else but the
load of a driver, and the goal is to minimize the maximum load. Notice that [6]
phrase the problem using a weight w(v) on each arc leaving v, when v 2 [
m 2
i=1 Vi,
and an arc with weight w(u)+w(v) for each arc (u;v) 2 Vm 1 Vm. They show
that the problem is NP-hard when m is part of the input by a reduction from
Even-Odd Partition, and they leave as an open problem the complexity for a
xed m. This problem MBA is also described in the recent book of Burkard et
al. [4], in which it is stated that the complexity of this problem is unresolved for
each xed m  3 (pages 188-189); we will settle this question in Section 2.
Related Work
As described above, the problem seems to be rst introduced in [6], who, in
addition to proving NP-completeness for arbitrary m, also describe a heuristic
with computational experiments. Another heuristic, with better computational
results, is given in Bianco et al. [2]. A generalization of this problem has been
considered computationally in Cappanera and Gallo [5], and a further extension
is recently considered in Aringhieri and Cordone [1].
We observe here that MBA can also be seen as a generalization of the multi-
processor scheduling problem, where one allows for incompatibilities between
jobs. Indeed, when viewing each node v 2 V as a job with w(v) its processing
time, and each duty as a machine, then a multi-processor scheduling problem
arises with the constraint that nodes (jobs) from the same set Vi should not
be assigned to the same duty (machine). Such problems have been studied in
Bodlaender et al. [3]; however, their results do not apply to MBA. Approximation
schemes have been proposed for related problems. Jansen [9] describes a APTAS
for the bin packing problem with con
icts. Notice however, that in our problem,
the number of bins is xed; instead, the problem is to minimize the maximum
weight.
An important special case of MBA is the case where E is complete, i.e., in
terms of the application, the case where each shift from day Vi can be directly
followed by each shift from day Vi+1. We will call this special case complete-
MBA. In fact, this special case was studied by Hsu [8] and by Coman and Yan-
nakakis [10] from an approximation point of view. For complete-MBA, Hsu [8]
gave an (2   1
n)-approximation algorithm that runs in O(mnlogn), while Co-
man and Yannakakis [10] gave an O(n2m) (3
2   1
2n)-approximation algorithm.
For the case where m = 3, Hsu gave a 3
2-approximation algorithm that runs
in O(nlogn), and a 4
3-approximation algorithm that runs in O(n3logn). We will
refer to our problem MBA with m = 3 as MBA3. Three-dimensional bottleneck
assignment problems with more general cost structures than MBA3 have been
studied by Klinz and Woeginger [11], and more recently by Goossens et al. [7].
As far as we are aware, all known approximation results deal with the case
where every pair of nodes of dierent sets can be joined in a duty, i.e., the case
of complete-MBA. In this paper we deal with a more general setting, namelyApproximating the Multi-Level Bottleneck Assignment Problem 3
A 2-approximation
MBA3
Existence of a polynomial-time (2-ε) algorithm (ε>0) 
implies P=NP




Existence of a FPTAS implies P=NP
Fig.1. Overview of results for MBA3
the case where the edge set between Vi and Vi+1 can be arbitrary (and not
necessarily complete) (1  i  m   1). In fact, we see as our main contribution
exploring the approximability of MBA depending upon whether or not the edge
sets between Vi and Vi+1 are assumed to be complete. When we restrict ourselves
to m = 3, notice that there is an edge set between V1 and V2, denoted by E1,
and an edge set between V2 and V3, denoted by E2. Thus, when m = 3, we can
distinguish three cases:
{ both E1 and E2 are complete (complete-MBA3),
{ E1 or E2 (or both) is complete (MBA3 with a single complete edge set), and
{ both E1 and E2 are arbitrary (MBA3).
Observe that an instance of MBA3 is such that any node from V1 can be
joined in a duty with any node from V3. In case there would be restrictions on
that as well, the resulting decision version of MBA3 would be equivalent to 3DM.
Our Results
{ There is a simple 2-approximation algorithm for MBA3 (see Section 3.1),
while the existence of a (2 )-polynomial time approximation algorithm for
MBA3 ( > 0) implies P=NP (see Section 3.2),
{ There is 3
2-approximation algorithm for MBA3 with a single complete edge
set (see Section 4),
{ There is a PTAS for complete-MBA for each m  3 (see Section 5), while
complete-MBA3 is strongly NP-hard (see Section 2),
{ Online MBA can be seen as a generalisation of online parallel machine
scheduling (see Section 6).
See Figure 1 for an overview of our results for MBA3. Notice that for complete-
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2 The complexity of MBA
As already observed by [6], deciding feasibility of an instance of MBA is not a dif-
cult problem: by verifying whether the arc set E contains a bipartite matching
between each pair of sets (Vi;Vi+1), 1  i  m 1, it follows whether there exists
a feasible solution. Finding a best solution, however, is a more dicult problem,
even for m = 3, and even when the edge sets are complete. We will now infor-
mally argue that complete-MBA3 is at least as hard as Numerical 3-Dimensional
Matching.
We rst describe Numerical 3-Dimensional Matching (N3DM), which is known
to be NP-hard. Numerical 3-Dimensional Matching has as input 3 sets of positive
integers x1;:::;xn (the set X), y1;:::;yn (the set Y ), and z1;:::;zn (the set
Z), and a bound B such that
Pn
i=1(xi +yi +zi) = nB. The question is whether
there exist n disjoint triples, each containing one element from each of the three
sets, such that for each triple xi + yj + zk = B.
Given an instance of N3DM we now build, in a straightforward manner,
an instance of our problem. Let the number of shifts equal n, and the number
of days equal 3, i.e., m := 3. We assume that all arcs are present, i.e., E :=
f(u;v)j (u;v) 2 (V1  V2) [ (V2  V3)g. Further, the weight of a node vi 2 V1
(or, in terms of [6], the weight of an arc leaving a node in V1), equals xi, thus
w(vi) = xi for each vi 2 V1. Similarly, we have w(vi) := yi for each vi 2 V2, and
w(vi) := zi for each vi 2 V3 (or, when phrased in terms of [6], the weight of an
arc leaving node vi 2 V2, going to node vi0 2 V3 equals yi + zi0(1  i;i0  n)).
The question is: does there exist a solution consisting of n duties such that the
maximum load of a duty is no more than B? This completes the description
of an instance of MBA. It is now easy to verify that a yes-instance of N3DM
corresponds to a solution of our problem with cost B, and vice versa. We record
the above discussion by stating the following fact (which settles the question in
[4]).
Fact 1 complete-MBA3 is NP-hard.
3 The approximability of MBA3
In this section we focus on MBA3. We present a simple 2-approximation al-
gorithm called Sequential Bottleneck (SB) in Section 3.1, and we show in Sec-
tion 3.2 that this approximation factor is, in fact, best possible.Approximating the Multi-Level Bottleneck Assignment Problem 5
3.1 The Sequential Bottleneck Heuristic (SB)
SB runs in two stages: In the rst stage, SB computes a bottleneck matching
between V1 and V2. More precisely, the following integer program is solved.




xu;v = 1 for each u 2 V1
P
u: fu;vg2E
xu;v = 1 for each v 2 V2
xu;v 2 f0;1g for each fu;vg 2 E:
Let M denote the resulting matching, i.e., M = f(u;v)j x
u;v = 1g, and let
w(M) denote the weight of this matching. In the second stage, SB computes a
bottleneck assignment between the pairs in M and the elements in V3, with as
a cost the cost of the resulting triple. Thus, we solve an integer program that
is similar to the one above, where we replace u 2 V1 by (u;v) 2 M, and where
we replace v 2 V2 by z 2 V3. When heuristic SB is run on some instance I, we
denote the cost of the resulting solution by SB(I).
Theorem 2. Heuristic SB is a polynomial-time, 2-approximation algorithm for
MBA3. Moreover, there exist instances for which this bound is tight.
Proof. Obviously, SB is a polynomial-time algorithm, since it amounts to solving
two bottleneck assignment problems (we refer to [4] for achievable time-bounds;
when E1 and E2 are complete, simply sorting the weights suces to solve the
bottleneck assignment problems).
Consider now the solution found by SB; let its cost be determined by triple
(u;v;z) 2 V1  V2  V3. Then:
SB(I) = w(u) + w(v) + w(z)  w(M) + maxz2V3w(z):
Further, it is easily seen that OPT  w(M), and that OPT  maxz2V3w(z),
where OPT refers to the cost of an optimal solution. The result follows.
Finally, consider the following example, where we - with a slight abuse of
notation - identify elements of a set with their weights: V1 = fn   1;:::;1;0g,
V2 = fn   1;:::;1;0g and V3 = fn;0;:::;0g. The edge sets E1 and E2 are
complete. The value of an optimal solution is n, while SB gives a solution with
value 2n   1. u t
Notice that SB detects whether an instance has a feasible solution. Also,
notice that in order to obtain a ratio of 2, any assignment in the second stage
suces. And although even more elaborate algorithms than SB can certainly
be conceived, no polynomial time algorithm can improve upon the factor of 2
(unless P=NP), as we show next.6 Trivikram Dokka, Anastasia Kouvela, and Frits C.R. Spieksma
3.2 An inapproximability result
We show that MBA3 cannot be approximated within a factor of 2 unless P=NP.
To do so, we use a traditional technique: we will show that a YES-instance of
3-dimensional matching (3DM) corresponds to an instance of MBA3 with cost
1, whereas a NO-instance corresponds to an instance of our problem with cost
2. Then, a polynomial time approximation algorithm with a worst case ratio
strictly less than 2 would be able to distinguish the YES-instances of 3DM from
the NO-instances, and this would imply P = NP.
Let us rst recall 3-dimensional matching.
Instance: Three sets X = fx1;:::;xqg, Y = fy1;:::;yqg, and Z = fz1;:::;zqg,
and a subset T  X  Y  Z.
Question: does there exist a subset T0 of T such that each element of X[Y [Z
is in exactly one triple of T0?
Let the number of triples be denoted by jTj = p. Further, let the number of
triples in which element yj occurs, be denoted by #occ(yj), j = 1;:::;q.
Starting from arbitrary instance of 3DM, we now build a corresponding in-
stance of MBA3 by specifying Vi (i = 1;2;3), E, and the weights w as follows:
{ for each triple in T, there is a node in V2. We refer to these nodes as triple
nodes.
{ for each xi 2 X, there is a node in V1 (i = 1;:::;q). In addition, for each
yj 2 Y , there are #occ(yj) 1 nodes in V1 (j = 1;:::;q); for such a node in
V1 we say that this node corresponds to element yj. These latter nodes will
be referred to as the dummy nodes of V1.
{ for each zk 2 Z, there is a node in V3 (k = 1;:::;q). Further, we have p   q
additional nodes in V3. These latter nodes will be referred to as the dummy
nodes of V3.
Notice that this construction ensures that jV2j = jV1j = jV3j = p.







pg respectively. Thus, fx0
1;:::;x0
qg are the non-dummy nodes of V1, and
fx0
q+1;:::;x0
pg are the dummy nodes of V1; notice that each dummy node of V1
corresponds to some element yj 2 Y . Further, triple nodes ft0
1;:::;t0
pg simply
correspond to the triples in T, while fz0
1;:::;z0
qg are the non-dummy nodes of
V3, and fz0
q+1;:::;z0
pg are the dummy nodes of V3. The edge set E is dened as
follows:
{ There is an edge (x0
i;t0
j) if xi is in the j-th triple in T, for i = 1;:::;q and
j = 1;:::;p.
{ There is an edge (t0
j;z0
k) if zk is in the j-th triple in T, for k = 1;:::;q and
j = 1;:::;p.
{ There is an edge (t0
j;z0
k), for j = 1;:::;p and k = q + 1;:::;p.
{ There is an edge (x0
i;t0
k) if element yj 2 Y , to which dummy node x0
i corre-
sponds, is contained in the k-th triple of T.Approximating the Multi-Level Bottleneck Assignment Problem 7
To complete the description of our instance of MBA3, we assign the weights
to the nodes in V1;V2, and V3 as follows. All weights are zero, except the weights
of the dummy nodes in V1, and the weights of the non-dummy nodes in V3: these
weights equal 1.
Lemma 1. If the instance of 3DM is a YES-instance, the corresponding in-
stance of MBA3 has cost 1. If the instance of 3DM is a NO-instance, the corre-
sponding instance of MBA3 has cost 2.
Proof. Suppose that the instance of 3DM is a YES-instance. Then we construct
a solution to MBA3 as follows. First, we copy each of the q triples in T0 to
duties in our solution of MBA3 by selecting the corresponding triple node t0
j in
V2, together with the associated nondummy node x0
i from V1 and nondummy
node z0
k from V3 (notice that the corresponding edges are in E). The resulting q
duties contain all nondummy nodes in V1 as well as all nondummy nodes in V3.
Further, we build duties containing the dummy nodes in V1 by assigning each
such node to the triple node in V2 that contains element yj corresponding to
the dummy node in V1. This is always possible, since the instance of 3DM is
a YES-instance, and hence, for each yj 2 Y , exactly #occ(yj)   1 nodes in V2
remain. Since the edge set E contains any edge between a dummy node in V3
and a node in V2, we can extend these pairs to duties by assigning the dummy
nodes in V3 to these pairs. Observe that each resulting duty has cost 1.
Conversely, consider a solution to this instance of MBA3 with cost 1. This
means that no non-dummy node from V3 is in a duty with a dummy node from
V1. Consider the p   q duties that contain the dummy nodes of V1: these duties
will also contain all dummy nodes of V3 (otherwise the cost of this solution would
exceed 1). The remaining q duties of our solution must be such that each of them
contains a triple node from V2, a nondummy node from V1, and a nondummy
node from V3. These duties correspond to q triples that dene a solution to
3DM. u t
Notice that the instances we have constructed are special in the sense that
all weights are in f0;1g. In addition, the arguments go through when the degree
of each node is bounded by some constant. Based on Lemma 1, and on the
preceding discussion we can now state:
Theorem 3. There is no polynomial time algorithm for MBA3 that achieves an
approximation guarantee of 2   , for any  > 0, unless P=NP.
Observe that the instances we constructed are such that neither E1 nor E2
are complete. This is a necessary property of these instances, as witnessed by
the result in the next section.
4 A
3
2-approximation algorithm for MBA3 with a single
complete edge set
In this section we present a 3
2-approximation algorithm for instances of MBA3
where the edge set E2 (i.e., the edge set between V2 and V3) is arbitrary and the8 Trivikram Dokka, Anastasia Kouvela, and Frits C.R. Spieksma
edge set E1 (i.e., the edge set between V1 and V2) is complete. Notice that, for
complete-MBA3, both [8] and [10] present 3
2-approximation algorithms. These
heuristics, however, do not seem to be generalizable to MBA3 with a single
complete edge set while preserving the approximation factor.
We will call our algorithm heuristic AB (rst Assign, then Bottleneck). In
the description of AB, we rst assume that the value of the optimal solution,
called OPT, is known. Without loss of generality, we further assume that the
nodes in V1, V2, and V3 are ordered in non-increasing order of their weights, with
V1 = fu1;u2;:::;ung and V2 = fv1;v2;:::;vng. We say that a node u 2 V is
heavy if w(u) > OPT
2 , and we call u non-heavy otherwise. Let ki be the number
of heavy nodes in Vi, i = 1;2;3; notice that k1 + k2 + k3  n.
4.1 The description of heuristic AB
Heuristic AB has two stages. In the rst stage, we solve an instance of the max-
imum weight perfect matching problem on a bipartite graph G0 = (V2;V3;E0
2).
The edge set E0
2 is dened as follows: there is an edge (v;z) 2 E0
2 (with (v;z) 2
V2  V3), if (i) (v;z) 2 E2, and (ii) w(v) + w(z)  OPT. Further, we dene the
weight w0 of an edge (v;z) 2 E0
2 as follows:
w0(v;z) = 1 if w(v) + w(z)  OPT=2
= 0 otherwise
In the second stage, we compute a bottleneck matching (see Section 3.1)
between the nodes from V1 and the n pairs found in Stage 1; this gives us the
solution of AB.
4.2 The analysis of heuristic AB
Theorem 4. Heuristic AB is a polynomial-time 3
2-approximation algorithm for
MBA3 with a single complete edge set. Moreover, there exist instances for which
this bound is tight.
Proof. To begin with: AB is a polynomial-time algorithm. The rst stage amounts
to solving a maximum weight bipartite perfect matching problem, which can be
done in polynomial time.
Let us next argue that heuristic AB nds a feasible solution whenever one
exists. Indeed, assuming an optimal solution exists, any pair of nodes (v;z)
with (v;z) 2 V2  V3 that are together in a duty in an optimal solution, are
connected in G0. This is true, since these (v;z) apparently satisfy (v;z) 2 E2,
and w(v) + w(z)  OPT. Thus, a perfect matching exists in G0, and since we
solve an assignment problem in the rst stage of AB, we nd a perfect matching
in the rst stage. Then it follows easily that, since E1 is complete by assumption,
a feasible solution is found by AB.
We now prove the approximation guarantee. Again due to the existence of
an optimal solution there exists a perfect matching in G0 such that there are k1Approximating the Multi-Level Bottleneck Assignment Problem 9
edges whose weight in the original graph is bounded by OPT=2. Therefore, a
maximum weight matching in G0 will have weight k1. Clearly in the second stage
the k1 heavy elements from V1 can be bottleneck matched with these pairs. The
total weight of each of these triples will be bounded by 3
2OPT. Any other triple
will consist of three nonheavy nodes and hence its weight is also bounded by
3
2OPT. This proves the approximation factor. Finally, we depict in Figure 2 an
instance for which this bound is achieved for each  > 0, AB can nd a solution





Fig.2. A worst case instance for heuristic AB.
One inconvenience in the preceding discussion is that we assumed knowing
the value of OPT. Since we do not know OPT, we remedy this by guessing
the value of OPT, and run AB for each guess. We aim to nd the smallest
guess for OPT for which AB returns a feasible solution. This smallest guess can
be found by a binary search in logW iterations, where W is the largest weight
occurring in the input. The value of the solution returned by AB for this smallest
guess of OPT, is a 3
2 approximation. Notice that the overall procedure remains
polynomial.
5 A polynomial time approximation scheme for
complete-MBA
In this section we describe a polynomial time approximation scheme for complete-
MBA.
First, we choose some  with 0 <   1
2 and let W be the largest weight in
the instance. Second, we round up each weight w(v);v 2 V in the instance to the
smallest possible multiple of   W. Observe that for these rounded-up weights
there are d1
e + 1 distinct values: 0;  W;2  W;:::;d1
e  W; we dene
K = f0;  W;2  W;:::;d
1

e  Wg:10 Trivikram Dokka, Anastasia Kouvela, and Frits C.R. Spieksma
Then, the cartesian product of m sets K, referred to as Km, is the set of all m-
tuples a = (a(1);a(2);:::;a(m)), such that a(j) 2 K for each j = 1;2;:::;m. We
dene, for each j = 1;2;:::;m, and for each k 2 K, Ajk = fa 2 Km : a(j) = kg.
Further, for each j = 1;2;:::;m, and for each k 2 K; we dene:
Denition 1. pjk equals the number of weights w(vi) with vi 2 Vj that - when
rounded up - equal k  W.
Consider now the following integer program that uses variables xa that re
ect
the number of m-tuples consisting of an element from Vj with rounded-up weight
a(j) for j = 1;2;:::;m. Further, let ca denote the weight of such an m-tuple:
ca = a(1) + a(2) + ::: + a(m) for each a 2 Km.
min w (1)
s.t. w  caxa 8a 2 Km; (2)
P
a2Ajk
xa = pjk 8j = 1;2;:::;m;k 2 K; (3)
xa integral 8a 2 Km: (4)
Observe that a solution to this integer program corresponds to a solution of
complete-MBA. Indeed, a solution to the rounded-up instance of complete-MBA
features n m-tuples such that each rounded-up weight kW of set Vj occurs pjk
times. Moreover, both the number of variables and the number of constraints are
of O(jKjm), which is polynomial in the input size (for a xed ). Thus we can use
Lenstra's algorithm to solve this IP in polynomial time. Observe that this IP is,
in fact, nothing else than an (integral) bottleneck axial m-index transportation
problem (see e.g. Queyranne and Spieksma [12]); it is conceivable that better
algorithms than Lenstra's suce to solve this problem exactly.
The error incurred by a solution to this IP is bounded by the error that is
incurred for a single m-tuple (or duty), which in turn can be no more than the
error induced by rounding the m elements, which equals mW. In other words
SOL  OPT + mW  (1 + m)OPT;
where SOL refers to value of the solution found by solving the integer program
(1)-(4).
Notice that, given Fact 1, a PTAS for complete-MBA is the strongest result
possible (unless P=NP).
6 Online algorithms for MBA
In this section we consider the online version of MBA. In the online case, the sets
V1;:::;Vm are revealed one by one in that order. Edges between Vi and Vi+1 are
disclosed when Vi+1 arrives; once Vi+1 arrives, nodes of Vi+1 must be immediately
and irrevocably matched with the n current i-tuples from V1 ::: Vi. We call
the online version of MBA: online-MBA.Approximating the Multi-Level Bottleneck Assignment Problem 11
Online-MBA can be seen as generalisation of online parallel machine schedul-
ing (where jobs with integer weights arrive one by one, and a job is immedi-
ately assigned to a machine upon its arrival; the objective is to minimize the
makespan). Given an instance of online parallel machine scheduling with n ma-
chines, we can construct an instance of online-MBA as follows: For each job i,
create a set Vi with n   1 dummy nodes with weight 0, and a node with weight
equal to the weight of job i. Each dummy node in Vi+1 has edges to every node
of Vi, and the node with non-zero weight in Vi+1 has edges to those nodes in Vi
which correspond to machines to which job i + 1 can be assigned.
The Sequential Bottleneck Heuristic (SB), described in Section 3.1 is a nat-
ural algorithm for the online-MBA. In fact, it generalizes List Scheduling. How-
ever, in the following we show that SB can be arbitrarily bad.
Theorem 5. Sequential Bottleneck Heuristic can be arbitrarily bad for online-
MBA.
Proof. Let k be an odd integer. We construct an instance where SB nds a
solution with value k, whereas the optimal value equals 1. We set m := 2k   1
and n := k. Further, Vi : f;0;:::;0g where  = 1 if i is odd, and 0 otherwise, for
i = 1;:::;m. The edge set between Vi and Vi+1 is complete when i is odd, and
when i is even, the only edges are: (uj;vj) 2 Vi Vi+1, for j = 1;:::;n. Observe
that SB gives a solution with value k, whereas the optimum solution has value
1. u t
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