Thresholds for classes of intersection graphs  by Janson, Svante & Kratochvíl, Jan
Discrete Mathematics 108 (1992) 307-326 
North-Holland 
307 
Thresholds for classes of 
intersection graphs 
Svante Janson* 
Department of Mathematics, University of Uppsala, Thunbergsviigen 3, S-752 38 Uppsala, 
Sweden 
Jan Kratochvil 
Department of Algebra, Faculty of Mathematics and Physics, Charles University, Sokolovskd 
83, 186 00 Prague, Czechoslovakia 
Received 4 January 1991 
Abstract 
Janson, S. and J. Kratochvil, Thresholds for classes of intersection graphs, Discrete 
Mathematics 108 (1992) 307-326. 
For various previously studied classes of intersection graphs, the ranges of p =p(n) in which 
the random graph G,,, almost surely falls in these classes are determined. 
Classes of intersection graphs, and in particular intersection graphs of 
geometrical objects in the plane have previously been studied by numerous 
authors. A lot of these classes can be easily characterized, possess nice properties 
and also have applications (e.g. interval graphs in biology and genetics). Usually 
these classes have been considered more or less separately, and we find it 
interesting to investigate them together in a unified context. Studying the 
evolution of the random graph Gn,p, we are interested in determining when G,,, 
falls almost surely into particular classes. In most of the cases, we determine two 
threshold functions p1 =pl(n)+ 0 and p2 = p2(n)+ 1 such that G,,, is an 
intersection graph a.s. if pIpI+ or (1 -p)/(l -p2)+0, and G,,, is a.s. not an 
intersection graph if p/p,+ 00 and (1 -p)/(l -p2)+ m. 
In the first section, we define the notion of intersection graphs and we 
introduce the classes we are interested in. Since most of them were thoroughly 
*The work on this paper was initiated and most of the results were achieved while visiting the 
Charles University in May 1989. 
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investigated in the past it is impossible to cite all references. However, we add an 
information on the computational complexity of recognizing these classes, and an 
elegant characterization (if there is any available). In Section 2, we proceed to the 
G,,p model of random graphs and discuss the existence of threshold functions for 
these classes. 
In Section 3, we return to the particular classes defined in Section 1 and state 
several lemmas which will be used when proving the theorem in Section 4. Since 
most of these lemmas are either easy or rather technical, we omit most of the 
proofs. Section 4 contains the main result. The proof of this theorem arises as a 
combination of known results about the evolution of the random graph with the 
lemmas from Section 3. Finally in Section 5, we refine the result and give results 
for a random graph process. 
All graphs considered are finite, undirected and without loops or multiple 
edges. The vertex set (resp. edge set) of a graph G is denoted by V(G) (resp. 
E(G)), and we write G = (V(G), E(G)). An edge joining vertices u, u is denoted 
by UY. Graphs G and H are isomorphic (denoted by G = H) if there is a 
one-to-one mapping f : V(G)+ V(H) such that ut~ E E(G) iff f(u)f(v) E E(H) for 
any two distinct vertices u, v E V(G). A graph H is a subgraph (resp. an induced 
subgraph) of a graph G if V(H) c V(G) and E(H)cE(G) (resp. E(H) = 
E(G) ” ( “$f’))). Since all the classes of graphs we deal with are isomorphism 
closed, we usually say (less precisely) that H is an induced subgraph of G when H 
is actually isomorphic to an induced subgraph of G. The complement of a graph 
G is denoted by -G, i.e., 
-G = (V(G), ( “‘,“I) - E(G)). 
A class M of graphs is called isomorphism closed if G E M and G = H imply 
HEM for any two graphs G, H, and it is called closed under taking induced 
subgraphs if each induced subgraph of a graph from M also belongs to M. 
Similarly, a graph property P is called inherited by induced subgraphs if each 
induced subgraph of a graph having property P also possesses this property. 
In Section 4, we are working with the Bernoulli model G,,p of the random 
graph. For 0 up s 1, G,,, is a random graph on IZ labelled vertices with edges 
present independently each with probability p. Thus 
Prob(G,,, has a property P) = c piEcG)‘(l -p)(T)-iE(c)i, 
this sum being taken over all graphs G on the given n vertices which possess the 
property P. We say that G,,p has a property P almost surely (abbreviated a.s.) if 
lim Prob(G,,, has P) = 1 
R-m 
(note that p =p(n) need not be fixed but may depend on n). 
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A dynamic view on random graphs is considered in Section 5. There we deal 
with a random graph process (G,,,)&, which is a sequence of graphs on n 
vertices obtained by a random one-by-one addition of edges. For more details on 
random graphs and random graph processes, the reader is referred to [3]. 
1. Intersection-defined classes of graphs 
Definition 1.1. Let X be a set of sets (geometrical objects in the plane in our 
case). A graph G is called an intersection graph of objects from X if there is a 
mapping f : V(G) + X such that 
uu E E(G) iff f(u) nf(v) f 0 
for all distinct u, u E V(G). Then f (and sometimes f(V(G)), though this is 
slightly less precise) is called a representation of G by objects from X. The class 
of all intersection graphs of objects from X is denoted by IG(X). 
Remark 1.2. For every X, the class IG(X) is obviously isomorphism closed and it 
is closed under taking induced subgraphs as well. 
Let us list explicitly the classes we will deal with. 
Definition 1.3. We denote 
INT = IG({segments of a line})( = interval graphs), 
PER = IG({straight line segments with endpoints on two parallel 
lines})( = permutation graphs), 
CA = IG({segments of a circle})( = circular arc graphs), 
FUN = IG( {curves with endpoints on two parallel lines lying 
entirely in between these lines})( = function graphs), 
CHOR = IG( { subtrees in trees})( = chordal graphs), 
CIR = IG( { chords in a circle})( = circle graphs), 
PC = IG( {polygons inscribed in a circle}), 
SEG = IG({straight line segments in the plane}), 
CONV = IG( { convex sets in the plane}), 
STRING = IG({arc-connected sets in the plane})( = string graphs). 
Moreover, we denote by k-DIR (k 2 1) the class of graphs having a repre- 
sentation by straight line segments with segments being parallel to at most k 
directions, and by PURE-k-DIR the subclass of k-DIR containing the graphs 
which have a representation by segments parallel to at most k directions such that 
any two parallel segments are disjoint. (Note that l-DIR = INT and PURE-l- 
DIR = {discrete graphs} .) 
Typical representations of graphs belonging to particular classes are depicted 
schematically in Fig. 1. 
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Interval graphs (the class INT) constitute probably the oldest example of 
intersection defined classes of graphs [7]. They are recognizable in polynomial 
time and a nice characterization is known-a graph is in INT iff it does not 
contain an induced C4 and its complement is a comparability graph (a 
comparability graph is a graph the edges of which express the comparability 
relation between the elements of a partially ordered set). Permutation graphs (the 
class PER) are usually defined in an algebraic way-G is a permutation graph if 
there is a permutation f E S, tn = IV(G)l) such that 
G = ((1, 2, . . . , n>, {ii I G -i) . (f(i) -f(i)) < 01). 
These definitions are obviously equivalent. Permutation graphs can be recognized 
in polynomial time [US]. Note that the class PER is closed under complementa- 
tion. Circular arc graphs (the class CA) are also recognizable in polynomial time 
[19], they constitute a straightforward generalization of interval graphs. Function 
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graphs (the class FUN) were studied independently in [8], [14] and they provide a 
natural generalization of permutation graphs. They are exactly the complements 
of comparability graphs (and thus polynomially recognizable). Chordal graphs 
(the class CHOR) are usually defined as graphs which do not contain induced 
cycles of lengths greater than three (i.e., every cycle of length greater than three 
has a chord). It is proved in [6] that such graphs are exactly the intersection 
graphs of subtrees in trees. Though this definition applies to graph structure (and 
not directly to topology of the plane), we do include it in this setting, since every 
tree is a planar graph and allows a drawing in the plane. Circle graphs (the class 
CIR) form the most difficult of the easier classes we deal with. When proved in 
[4], their polynomial recognition was slightly surprising. 
The class PC (let us call these graphs poly-circle graphs) was suggested by 
Fellows (personal communication), and it is interesting because it is closed under 
taking induced minors. Recently, these graphs were shown to be recognizable in 
polynomial time [ll]. Intersection graphs of straight line segments in the plane 
were considered in [5, 17, 151. Their recognition is NP-hard [12,15] and maybe 
not in NP (but it is in PSPACE [15]). Also intersection graphs of convex sets in 
the plane are NP-hard to recognize [12, 151 and their recognition is in PSPACE. 
String graphs (the class STRING) were introduced in [20] as intersection graphs 
of simple curves in the plane. We have presented here another definition (which 
is shown to be equivalent already in [20]) to make better visible that STRING 
contains all the other considered classes of intersection graphs. String graphs have 
been considered by several authors [5,14, 11, only recently their recognition has 
been shown to be NP-hard [12]. However, no finite algorithm for their 
recognition is known, and this probably is not in NP (there are string graphs 
Fig. 2. 
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which require exponential number of intersecting points in every representation 
by curves [16]). The classes k-DIR and PURE-k-DIR were suggested in [17] and 
studied further in [15]. For every k > 1, both k-DIR and PURE-k-DIR are 
NP-complete to recognize [13,15] (note that belonging to NP is not trivial in this 
case). 
Inclusions between the classes are depicted in Fig. 2. Note that CHOR c PC is 
slightly nontrivial (cf. Lemma 3.1). All the inclusions are strict and no other 
inclusions hold, except possibly FUN c SEG, FUN c CONV or CA c SEG (we 
are not yet able to decide these three inclusions). 
2. Thresholds for properties inherited by induced subgraphs 
Let P be a graph property which is inherited by induced subgraphs, and assume 
(to avoid trivialities) that P does not hold for all graphs. If H is any graph that 
does not have P, and p is fixed (0 <p < l), then the random graph G,,p a.s. 
contains an induced subgraph isomorphic to H, and thus G,,, a.s. does not have 
P. More generally, there exists 6 > 0 such that if K8 <p s 1 - KB then G,,, a.s. 
does not have P. 
On the other hand, if P is such that all complete graphs and all discrete graphs 
have P, then G,,, a.s. has P if p is very small or very close to 1 (at least when 
p(l -p) = o(8)). 
It is therefore reasonable to conjecture that the interval [0, l] can be divided 
into three ranges of p, with rather sharp transition zones in between, so that G,,p 
a.s. has P in the first and last range but G,,, a.s. does not have P in the middle 
range. We make the following definitions. 
Definition 2.1. We say that a property P has a lower threshold function 
p1 =PI@) if 
lim Prob(G,,, has P) = 
1 whenplp,--+O, 
n-W= 0 whenplp,+ooandpsi, 
and that P has an upper threshold function p2 =p,(n) if 
lim Prob(G,,, has P) = 
0 when (1 -p)/(l -pJ-+w andp ai, 
n-m 1 when (1 -p)/(l -p2)+0. 
If P is such that some complete graph does not have P, then Prob(G,,, has 
P) -+ 0 whenever p 2 4 and no upper threshold exists, but we may still expect a 
lower threshold. Conversely, if some discrete graph does not have P no lower 
threshold exists but we may expect an upper threshold. (Note that the case when 
there are both complete and discrete graphs that do not have P, is trivial; by 
Ramsey’s theorem then no sufficiently large graph has P.) 
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We will indeed later show that the properties of belonging to the various classes 
of intersection graphs defined in Section 1, for most of the classes do have lower 
and upper thresholds. (One class has a lower but no upper threshold, and for 
three of them our result is not complete.) 
Let us, however, note that the existence of thresholds for these properties is 
not obvious. The properties are not monotone or convex; in fact, Example 2.2 
below shows that a graph may leave and enter these classes any number of times 
when edges are added. Furthermore, although we later find thresholds for most 
of the classes of intersection graphs, and for several of them we show that the 
phenomenon illustrated in Example 2.2 is improbable when a graph grows by 
random addition of edges, there are properties which are inherited by induced 
subgraphs that do not have sharp thresholds. This is demonstrated in Example 
2.3. 
Example 2.2. Let M be any of the classes of intersection graphs defined in 
Section 1, except PURE-k-DIR. Let H be a graph not in M, and let D (resp. K) 
be a discrete (resp. complete) graph with the same number of vertices as H. For a 
positive integer m, define 
Gzi=A KAmAJD, i=O, l,..., m, 
j=l I=1 
i-l m-i 
Gzi-*=r\ KAHA /j D, i=l,2,.. .,m 
j=l j=l 
(here G A H denotes the disjoint union of graphs G and H, and &, Hj = H, A 
H2~...~HHk). 
Then for every i = 0, 1, . . . , 2m - 1, Gi is a subgraph of Gi+i, and G, belongs 
to M if and only if i is even. Thus if a graph on m . IV(H)1 vertices grows by edge 
additions so that the sequence (Gi)FZO is a part of this growing process, this graph 
leaves and re-enters the class M at least m times. A similar construction can be 
provided for the classes PURE-k-DIR (k > 1) as well. 
Example 2.3. Say that a graph G has property Q if lE(G)I 2 4 IV(G)1 and IE(G)I 
is even, and say that G has a property Q,,, if some induced subgraph of G of order 
m has Q. Then, if 10~’ up s 4, 
IProb(G,,, has Q) - 41 
c Prob(lE(G,_,)l < 4n) + 4 IProb(lE(G,.,)I is even) - Prob(lE(G,,p)I is odd)l, 
where the latter term equals 
1(I - 2p)(2) s i(l - 20n-y--+ 0. 
Since lE(G,,p)l has mean ($)p and variance (“,)p(l -p), Chebyshev’s inequality 
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Prob(lE(G,,p)J < 4n) s 
0 ; PO-PI 
((3 -49 2p 
‘3np -p -8)’ 
2P 20 S S-+0. 
np-p-8 n 
Hence Prob(G,,p has Q)+ $. 
Furthermore, if m < n and p c npt, then 
Prob(G,,, has Q,) c (z)Prob(G,,,, has Q> 
m 
n 
S ( I(’ ‘) m 2 P 4m c nm2(3p4* c 2mzn-m. 
4m 
Consequently, we can choose n, < It2 <. . . such that for every k, 
k-l 
C Prob(G,,,, has en,) =S k-’ 
j=l 
provided p =S n/, . -4 
It follows that if P is the property that no Q,, j = 1, 2, . . . holds, then 
Prob(G,k.p(nk) has P) + $ 
for all p(nk) such that 10nk’ cp(nk) S n;$. Thus P has no sharp lower threshold, 
but straightforwardly P is inherited by induced subgraphs. 
On the other hand, consider the property that a graph does not contain an 
induced subgraph isomorphic to a given graph. This is obviously a property which 
is inherited by induced subgraphs. The next lemma shows that this property has 
upper and lower thresholds, and furthermore, that the behaviour such as in 
Example 2.2 is improbable when edges are added at random. 
Lemma 2.4. Let H be a graph. Define m(H) = max{(E(F)l/lV(F)ll: FE H}. 
(a) Let p,, < 1 be fixed and let the random variable M = min{m; G,,, contains a 
(not necessarily induced) copy of H} be the first time the random graph contains a 
copy of H. Then Prob(G,,, contains an induced copy of H for every m, 
MSmCp,(‘;))-,l as n-m. 
(b) Let P be the property that a graph does not contain an induced copy of H. 
Then P has lower threshold function n-l’m(H) and upper threshold function 
1- n-*‘“‘-H), except when H is discrete (then P has no lower threshold) or 
complete (then P has no upper threshold). 
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Proof. (a) We construct a random graph process as follows: Let (Tp)eeECK,) be a 
family of independent random variables, all uniformly distributed on (0, l), 
assigned to the edges of the complete graph K,. Regard T, as the time edge e 
appears, and define G,(p) to be the graph with edge set {e E E(K,): T, cp}. 
Then each G,(p) is a Bernoulli graph Gn,p, and G,(p) E G,,(p)) if 0 sp up’ s 1. 
Furthermore, the variables T, are a.s. distinct, and if we order them in a sequence 
To, < T(z, < . . . , we can construct the random graph process (G,,,) by G,., = 
G,(T,,,); in other words the edges are being added in the order they appear in 
G,(P). 
Let H,, H,, . . . , HN be an enumeration of all copies of H in K,,, and let 
ri = max{ T,: e E E(H,)} be the time Hi appears in G,(p). Thus t = min r, is the 
time the first copy of H appears. Several copies of H may appear simultaneously, 
but we define, for definiteness, the first copy of H to be Hi if i is the smallest 
index such that ri = r. Let p1 > 0 be a fixed small number and define the events 
Ai = {Hi is the first copy of H which appears) 
={rj>riifj<iandri~riifj>i}, 
Bi= {G,(pJ contains no edge in E(-Hi)) 
= {T, >pl for all e E E(-Hi)}. 
It is easy to see that Prob(A; 1 Bi) 3 Prob(A,), and thus 
Prob(A, rl Bi) Z= Prob(A,)Prob(B,) = Prob(A,)(l -p\“‘-“‘I). 
Since the events A; are disjoint, this yields 
Prob(G,(p) contains an induced copy of H for r sp s p,) 
3 Probc,G1 (A; n B;)) = ,$ Prob(Ai ” Bi) 
2 z$ Prob(A;)(l - pl)‘E(-H)’ = (1 - p,)‘E(--H)‘. 
For any E > 0, we can make this probability greater than 1 - E by choosing pI 
sufficiently small. 
Next, fix p2 with po<p2< 1, and consider n1 = [n/lV(H)I] vertex-disjoint 
copies of H in K,. The probability that a given one of them is an induced 
subgraph of G,(p) for p1 6p sp2 is piE(“)‘(l -p2)‘E(-H)‘, and thus for every pl, 
Prob(G,(p) contains an induced copy of H, p1 cp sp2) 
2=1-(1-p ‘1”‘““(1 _p2)lE(--H)l)n,~ 1. 
Together, these estimates yield 
Prob(G,(p) contains an induced copy of H, ‘G sp spJ+ 1. We can translate 
this to (G,,,) and obtain (a), because T(,,,,, = t and Prob(T,,,,,2,, <p2)+ 1. 
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(b) The well known fact that n-llm(H) is a threshold for the existence of a copy 
of H in Gn,p [3] (H not discrete), can be formulated as Prob(r~p)~o (resp. 1) 
if pn 11m(Hl~o (resp. oo). It now follows immediately (choosing p 2 =!) that 
n-llm(H) is a lower threshold for P. The assertion about the upper threshold 
follows by considering -Hand -Gn,p· D 
Remark 2.5. By looking at complements and running the process backwards, we 
can strengthen (a) to 
Prob(Gn,m contains an induced copy of H, M ~ m ~ M')~ 1, 
where M' is the last m such that -Gn.m contains a copy of -H. (Obviously, Gn,m 
cannot contain an induced copy of H outside this range.) 
Remark 2.6. We cannot expect that a single copy of H will work for all choices of 
m in (a), but the proof shows that only two different copies are needed (three if 
we go up toM' edges). 
We will also use a similar result where the single graph H is replaced by a 
family of graphs. Example 2.3 shows that some further conditions are then 
required; in the following lemma we essentially assume that we only have to 
consider rather small subgraphs. 
Lemma 2.7. Suppose 'Je is an isomorphism closed class of graphs and p 1(n) and 
f(n) positive functions such that 
(i) p 1(n) is decreasing and 0 <p1(n) < 1; 
(ii) PI(n) ~ yp 1(2n) for some y < 00 and all n;:,: 1; 
(iii) (f(n))2p 1(n)~o as n~oo; 
(iv) Gn,p,(n) contains a.s. a subgraph HE 'Je such that IV(H)I ~f(n). 
Let M1 = min{m: Gn.m contains a subgraph HE 'Je such that IV(H)I ~f(n)} and 
let p 2 < 1 be fixed. Then 
(a) Prob(Gn,m contains an induced subgraph from 'Je for every m, M1 ~ m ~ 
PzCD)~1 as n~oo, and 
(b) if p 1(n) ~p = p(n) ~p2 , then Gn,p contains a.s. an induced HE 'Je. 
Proof. The proof is technical, based on the ideas of the proof of Lemma 2.4. It 
can be found in detail in [10]. D 
Remark 2.8. If we further assume that Prob( Gn,m contains a subgraph H E 'Je 
with IV(H)I > f(n) for some m ~ M1)~o, then we can replace M1 by M = 
min{m: Gn,m contains a subgraph from 'Je} in (a). Moreover, except when 'Je 
contains a discrete graph, the monotone property 'G contains a subgraph from 'Je' 
has a threshold function (~p 1 (n)), and this function is a lower threshold for the 
property 'G contains no induced subgraph from 'Je'. 
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3. Auxiliary results on intersection graphs 
We list here some auxiliary lemmas which will be used to determine the 
threshold functions in the next section. We omit the proofs which are technical 
and more or less straightforward. They can be found in [lo]. We use without 
comment the simple fact that every class considered here except CA is such that it 
contains a graph G iff it contains all connected components of G. 
Lemma 3.1. Every chordal graph belongs to the class PC. 
Proof. Given a chordal graph G, there exist a tree T and a mapping f which 
assigns ubtrees T, of T to vertices v E V(G) in such a way that V(T,) II V(T,) #0 
iff uv E E(G) for every u # v E V(G). Represent T as a plane graph so that all 
vertices of T lie on a circle (this can be easily done by induction on the number of 
vertices). For u E V(G), let Zt4, be the convex hull of the vertices of T,. It follows 
that g : u + Mu, u E V(G) is a PC-representation of G. 0 
Lemma 3.2. The graph TRIPOD depicted in Fig. 3 is neither in CA rzor in FUN. 
Lemma 3.3. If G is a graph such that each connected component is either a tree 
with at most 6 vertices, or a tree with 7 vertices which is not isomorphic to 
TRIPOD, then G E INT fl PER. 
Proof. A caterpillar is a path with edges (‘antennas’) attached to its vertices. 
Every caterpillar is in INT fl PER and one can see easily that a tree is a 
caterpillar iff it does not contain TRIPOD as a subgraph. Consequently, a tree is 
in INT (and also in PER, CA or FUN) iff it does not contain a TRIPOD. Note 
that a tree on at most 7 vertices contains a TRIPOD only if it is isomorphic to 
it. q 
Lemma 3.4. Zf each connected component of a graph G contains at most one cycle 
then G E CIR n 2-DIR n PURE-3-DIR. Zf furthermore, G contains no odd cycle 
then G E PURE-ZDIR. q 
Fig. 3. Tripod. 
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n 
Fig. 4. Long tripod. 
Lemma 3.5. Let K; be a subdivision of the complete graph K, such that every 
edge of Ks is subdivided by at least one new extra vertex. Then K; r$ STRING. 
Proof. A subdivision of a graph G such that every edge of G is subdivided is in 
STRING if and only if G is planar [5, 141. 0 
Lemma 3.6. The cocktail-party graph on 2k vertices is the graph CP(k) = 
((1, 2, . . . , 2k), {ii 1 1 <i<j<2k, j#i+k}). For every ksl, CP(k)EPURE- 
k-DIR but CP(k + 1) $ k-DIR. More generally, the complement of k disjoint edges 
in K,, (n > 2k) belongs to PURE-(n - k)-DIR but not to PURE-(n - k - l)-DIR, 
and it belongs to (k + l)-DIR but not to k-DIR (unless k = 1). 
Lemma 3.7. The complement of TRIPOD is not in CIR. 
Lemma 3.8. The complement of the graph LONG TRIPOD (Fig. 4) is not in PC. 
Lemma 3.9. If each connected component of a graph G is either a tree of size at 
most 9, or a tree of size 10 which is not isomorphic to LONG TRIPOD, then 
-GE CA. 
Proof. Call a hedge a graph obtained from a path by attaching trees of height at 
most 2 to its vertices. We claim that the complement of a graph G is in CA, 
provided each connected component of G is a hedge [lo]. It is not difficult to see 
that a tree is a hedge iff it does not contain a subgraph isomorphic to LONG 
TRIPOD. Hence the complement of an acyclic graph G is in CA iff G does not 
contain a LONG TRIPOD. 0 
Lemma 3.10. If each connected component of a graph G contains at most one 
cycle, and G contains no odd cycle of length ~5 and no STUDDED C3 (Fig. 5), 
then -G E FUN. Conversely, the complement of STUDDED C3 or of an odd 
cycle with length ~5 is not in FUN. 
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Fig. 5. Studded C,. 
Proof. Such a graph is transitively orientable, so it is a comparability graph and 
its complement is a function graph. The converse part of the statement is also 
easy. q 
Lemma 3.11. The graph 8-START depicted in Fig. 6 is not in STRING. Its 
complement has 12 vertices, 42 edges and is balanced. 
Proof. The first part is proved in [14]. Remark that this is one of two smallest 
nonstring graphs, every graph on at most 11 vertices is already in STRING [14]. 
The latter part of the statement can be checked easily. 0 
4. The thresholds 
Let us have a look at the evolution of the random graph G,,P from the point of 
view of intersection graphs. We are going to use some well-known facts on the 
Fig. 6. &START. 
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evolution of Gn,p (cf. e.g. [3]). We let = denote that the difference between the 
left and right hand sides tends to 0 as n --;, 00. 
(1) If pe - 0 then all connected components of G,,, are as. trees of orders 
at most 6. By Lemmas 3.3 and 3.4, Gn,+ E INT fl PER fl PURE-2-DIR a.s., and 
thus, using the inclusions in Fig. 2, G,,, belongs a.s. to all considered classes 
(except the trivial PURE-l-DIR). 
(2) If pn7’6+ c, 0 < c < 00, then G,,, is a.s. a forest consisting of trees of orders 
at most 7. By Lemmas 3.2 and 3.3, such a graph is in INT, PER, CA and FUN if 
and only if it contains no copy of TRIPOD. The number of induced copies of 
TRIPOD in G,,, converges in distribution to Po(c6/6), and consequently 
Prob(G,,, E INT) = Prob(G,,, E PER) = Prob(G,,, E CA) 
-L Prob(G,,, E FUN) 
= Prob( G,,, contains no TRIPOD) + exp( -c6/6). (1) 
(3) If pn7’6 --+m and p s 4, then G,,p contains a.s. an induced copy of 
TRIPOD, and thus by Lemma 3.2, G,,, a.s. fails to be in CA, FUN, INT, PER. 
Hence these four classes have the lower threshold n-7’6, and we have a precise 
description of the behaviour at this threshold. The remaining classes (except the 
trivial PURE-l-DIR) all have the lower threshold n-‘, which can be seen as 
follows. 
(4) If pn - 0, then G,_, a.s. is a forest. By definition, G,_, then a.s. belongs to 
CHOR, and by Lemma 3.4 to CIR and PURE-2-DIR, and thus also to PC, SEG, 
CONV, STRING, PURE-k-DIR (k 2 2) and k-DIR (k 2 2). 
(5) Ifpn+c, c>l, orpn+mandp d i, we apply the result of Ajtai, Komlos 
and Szemeredi [2] that if c’ > 1 is fixed then G,.,,,,, a.s. contains a K;. (Recall that 
K; is not a unique graph but a type of graphs.) Their proof gives a K; of order 
O(fi), but the bound can easily be improved to o(G), i.e., there exists a.s. a K; 
of order cfi/o(n) for some o(n) -+ M (w(n) = log log n is sufficient). Lemma 
2.7 with f(n) = V&/w(n) and p,(n) = cl/n, with 1 <c’ cc, shows that Gn,p a.s. 
contains an induced copy of K;. By Lemma 3.5, G,,, 4 STRING a.s. and thus 
Gn,p belongs a.s. to none of the considered classes. 
This threshold is much more subtle, and we give only partial results at the 
threshold. 
(6) Ifpn+c, O<c<l, then G,,, a.s. consists of components with at most one 
cycle each. Thus by Lemma 3.4, G,,I, belongs a.s. to CIR, PC, SEG, CONV, 
STRING, k-DIR (k 2 2) and PURE-k-DIR (k 23). For the remaining two 
classes we note that the number of induced cycles of lengths 24 converges in 
distribution to Po(CT=, (cj/2j)) and thus 
Prob(G,,,) E CHOR) 
= Prob(G,,, contains no induced cycle of length 24) 
+exp(-zdf)=(l-c)iexp(i+z+g). (2) 
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Similarly, by Lemma 3.4 again, 
Prob(G,,, E PURE-2-DIR) = Prob(G,,, contains no odd cycle) 
(3) 
Thus G,,, rapidly drops out of many of the classes considered at the phase 
transition p - l/n. In fact, Luczak (personal communication) has shown that if 
pn = 1 + w(n)nd with o(n)+ 00, then G,,p a.s. contains a Kj,, (a subdivision of 
K3,3 with each edge subdivided at least once) of order O(n$. Lemma 2.7 and (the 
proof of) Lemma 3.5 again apply and show that G,,, 4 STRING a.s. Conversely, 
if pn = 1 - o(n)Kf then G_ as. consists of components with at most one cycle 
each, and thus G,,, a.s. belongs to CIR, k-DIR (k 2 2), PURE-k-DIR (k 2 3) 
etc. We are not able to study this phenomenon in greater detail, but remark that 
the arguments above suggest a connection to the question of planarity. 
We turn to the upper thresholds and note first that PURE-k-DIR has no upper 
threshold. 
(7) If p 2 4, then G,,, contains a.s. a copy of Kk+,, and thus Prob(G,,, E 
PURE-k-DIR) -0. 
Complete graphs belong to all other classes, so G,,, belongs to them at least 
when p = 1. More generally, we have the following. 
(8) If (1 -p)n2+0, then -Gn,p is a.s. empty, i.e., Gn,p is a.s. complete and 
belongs to all considered classes except PURE-k-DIR. 
(9) If (l-p)n2+c, O<c<m, then -G,,, consists a.s. of X disjoint edges, 
where X converges in distribution to Po(c/2), and so 
Prob(X < k) + ,$$$ ($k-“‘. 
For k 2 2, G,,, belongs to k-DIR if and only if X c k - 1 (Lemma 3.6) and 
thus 
Prob(G,,, E k-DIR) + yz: i (i)le-““, k a 2. (4) 
Furthermore, for such Gn,p, if X s 1 then G,,p E INT = l-DIR c CHOR, while if 
X 22 then G,,, contains a copy of CP(2) = C, $ CHOR and also G”,P= 
CP(X, n) $2-DIR by Lemma 3.6. Thus 
Prob(G,,, E INT) -L Prob(G,,, E CHOR) 
-L Prob( G,,, E 2-DIR) + (1 + i)e-c’2. (5) 
(10) If (1 -p)n2+ m and p 3 4, then -G,,p contains a.s. an induced copy of 
k + 1 disjoint edges (for any fixed k). Hence Gn,p contains a.s. an induced copy of 
CP(k + 1) and by Lemma 3.6 again, G,,p $ k-DIR a.s. Taking k = 1 we find 
Gn,p $ INT a.s. and Gn,p E CHOR a.s. 
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Consequently, 1 - II -’ is the upper threshold for INT, CHOR and R-DIR 
(k 3 2). 
(11) If (1 - p)na+ 0, then every connected component of -G,,, is a tree of 
order at most 6. By Lemma 3.3, -G,,+ E PER, which is equivalent to G,,, E PER, 
a.s. 
(12) If (1 -p)nl+c, O<c < 00, then -G,,, is a.s. a forest of trees of orders at 
most 7. If -G,,, is such and contains no TRIPOD, then -Gn,p E PER by Lemma 
3.3 and thus Gn,p E PER (whence also G,,, E CIR). On the other hand, if -Gn.p 
contains an induced copy of TRIPOD then G,,, contains an induced copy of 
-TRIPOD and by Lemma 3.7, G,,, 4 CIR (and G,,, $ PER). Consequently, cf. 
the case pna+ c above, 
Prob(G,,, E PER) = Prob( G,,, E CIR) + e-c6’6. (6) 
(13) If (1 -~)n$+m and p 2 4, then G, p contains a.s. an induced copy of 
-TRIPOD and hence does not belong to PER and CIR. 
We conclude that both PER and CIR have the upper threshold 1 - .-a. 
(14) If (1 -p)nv+O, then -G,,, is a.s. a forest with trees of orders at most 9. 
By Lemma 3.9, Gn,p is in CA (and hence in PC) a.s. 
(15) If (1 -~)nq+c, O< c <cc, then -Gn,p is a.s. a forest with trees of orders 
at most 10. By Lemmas 3.8 and 3.9, 
Prob( Gn,p E CA) 
= Prob(G,,, E PC) 
= Prob(G,,, does not contain an induced -LONG TRIPOD)+ e-c”6. 
(7) 
(16) If (1 --p)nY+m and p 3 i, then G,, contains an induced copy of 
-LONG TRIPOD a.s., and hence belongs neither to CA nor to PC a.s. 
Consequently, CA and PC have the upper threshold 1 - n-9. 
(17) If (1 -p)n + 0, then Gn,p is a.s. the complement of a forest. Thus, by 
Lemma 3.10, Gn,p E FUN a.s. 
(18) If (l-p)n+c, O<c<l, then -G,,, consists a.s. of components with at 
most one cycle. In this case, Lemma 3.10 shows that G,,+ E FUN if and only if 
-Gn,p contains no STUDDED C3 and no C,, k odd and k 3 5. The number of 
induced copies of STUDDED C3 converges in distribution to Po(&c3(1 - (1 - 
e-c)3)), the number of induced C,, k odd and k 3 5, to Po(Ckas, k odd ck/2k), and 
these numbers are asymptotically independent (see the argument in [9, Section 
91). Consequently, 
Prob(G.,tFUN)--rexp(-~(l-(l-e-‘)3)-k~5~0~~&) 
= (E)‘exp(f+g(l -e-c)3). (8) 
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Table 1 
Class Lower threshold Upper threshold 
INT 
PER 
CA 
FUN 
CHOR 
CIR 
PC 
SEG 
CONV 
STRING 
k-DIR 
PURE-k-DIR n-’ (3) k = 2 
(x), k=3 
1-n-2 
l-n-2 
(5) 
l-n9 
(6) 
(7) 
1-K’ (8) 
l--K2 
l-Ka 
(5) 
l-KY 
(6) 
(7) 
? 
? 
? 
l-n? (4), k 32 
(5), k = 1 
no upper threshold 
(19) If (1 - ~)n + c, l< c < cc, or (1 - P)n + 00 and p 2 4, then - G,,r, contains 
a.s. an induced odd cycle of length 25 and G,,, $ FUN as. 
Consequently, the upper threshold for FUN is 1 - a-‘. 
(20) We have not been able to find the upper thresholds for SEG, CONV and 
STRING (nor even show that they exist) and leave that as three open problems. 
We know only that if (1 -p)n+O then G,,p belongs a.s. to SEG, CONV and 
STRING because one can show that complements of acyclic graphs are in SEG. 
On the other hand, if (1 -p)n5+m and p 2 4, then -G,,p contains a.s. an 
induced copy of -SSTART, and by Lemma 3.11, G,,, $ STRING (and hence 
G,_, $ SEG, CONV) a.s. 
We collect our results in the following. 
Theorem. The properties that G,,P belongs to the classes of intersection graphs 
have the thresholds listed in Table 1. The numbers in parentheses’ refer to the 
equations that give the asymptotic probabilities at the thresholds, (x) means that if 
pn + c then 
Prob( Gn,p belongs to class x) + 
1 if O<c<l, 
0 if l<c<w. 
5. Another look at the evolution of a random graph 
The viewpoint in the preceding section was static; we studied the random graph 
Gn,p for a fixed p =p(n) and then compared the results for different p. We can 
’ The numbers in parentheses also indicate the induced subgraphs that prevent G,,, from belonging 
to the classes when p is close to the threshold, according to 
(1) TRIPOD, (2) c,, ma4, 
(3) C,,,, m odd, (4) CP(k, 2k + 1) 
(5) C& (6) -TRIPOD, 
(7) -LONG TRIPOD, (8) -C,, m 2 5 odd or -STUDDED C,. 
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also adopt a dynamic view and study a random graph process (G,,,)$?,,, i.e., a 
random graph which grows in time by a random addition of edges one by one. 
Consider first the class INT. Let M be the smallest m such that G,,, contains a 
TRIPOD. By Lemma 2.4, almost every graph process is such that G,,, contains 
an induced TRIPOD, and thus G,,, $ INT, for M c m < i(z). On the other hand, 
for m CM, G,,, is a.s. a forest with components of orders at most 7, and Lemma 
3.3 shows that then G,,, E INT. 
Similarly, already Gn,* contains as. -C, (two disjoint edges), and Lemma 2.4 
applied to the complements shows that a.e. graph process is such that G,,, 
contains an induced Cd, and thus G_*iNT, for i(T) cm d (i) - 2. 
Consequently, a.e. random graph process goes through exactly three phases 
with respect to INT: it belongs to INT when the number of edges is small, leaves 
INT when the first TRIPOD appears and does not return to INT until the end of 
the evolution. In other words, although as stated in Section 2, it is possible that a 
graph enters and leaves INT several times when edges are being added, the 
probability of this actually happening tends to 0 for random graph processes. 
Combining this with similar arguments for the other classes, we arrive at the 
following description, valid a.s. for a random graph process (G,,,)$‘&, (.s > 0 and 
w(n)+ 00 are arbitrary). 
When m = 0, G,,, is discrete and belongs to all considered classes. When the 
first edge is added, G,,, leaves PURE-l-DIR, never to return, but it continues to 
belong to all other classes until the first TRIPOD appears. This happens 
somewhere in the range o(n)-‘na <m < o(n)na, and G,,, then leaves INT, PER 
CA and FUN (simultaneously). 
Nothing more happens until o(n)-% <m <n/2, when the first cycle appears. 
In this range, G,,, leaves both CHOR and PURE-2-DIR, but the order of these 
two events varies: if the first cycle has length 3, G,,, leaves PURE-2-DIR when 
this cycle appears and CHOR later (when the first longer cycle appears); if the 
first cycle is even, G,,, leaves CHOR when this cycle appears and PURE-2-DIR 
later (when the first odd cycle appears); if the first cycle has odd length 25, G,,, 
leaves both CHOR and PURE-2-DIR when this cycle appears. By the asymptotic 
distribution for the length of the first cycle given in [9], the probabilities for these 
three cases converge to 
I 
I 
1 t2( 1 - t)tef’2+t2’4 dt e 0.1216, 
0 
4 
I 
’ t’(1 - t’))‘(1 - t)ker’2+r2’4 dt e 0.4637, 
0 
$ 
I 
’ t”(1 - t’)-‘(1 - t)tef’2+‘z’4 dt 6 0.4147, 
0 
respectively. In any case, G,,,, has left both CHOR and PURE-2-DIR before 
m = n/2 (in fact, before m = (1 - w(n)-‘)n/%). By taking X to be the appropriate 
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class of cycles, pi(n) = l/n and f(n) any function that goes to m slowly, we see 
from Lemma 2.7 and Remark 2.8 that G,,, a.s. does not return to CHOR or 
PURE-2-DIR, once it has left the class, until possibly at the end of the evolution. 
At about this stage, with (4 - &)n <m < (3 + &)n (in fact, with n/2 - o(n)n3 < 
m <n/2 + o(n)nI), G,,, leaves all the remaining classes, although we do not 
know exactly when and how this happens. For example, we do not know whether 
G,,, leaves all these classes at the same time or not, and we have not been able 
to rule out the possibility that G,,, leaves and re-enters these classes several 
times in this period, though we consider this happening improbable. 
In the major part of the evolution, when (1 + c)n <m < (‘;) - o(n)n4 (and 
possibly longer), G,,, does not belong to any of the considered classes (for 
(4 + &)n <m <t(T), G,,, contains an induced K[5, and for $(;)crn < (z) - 
o(n)ny, G,,, contains an induced 8-START). 
At some stage after this, the graph re-enters STRING, CONV and SEG. 
Again, we do not know when or how this happens. 
When ($‘) -n/2 <m < ($) - w(n)-‘n, the last cycle with odd length 25 or 
STUDDED C3 disappears from -G,,,, and G,,, re-enters FUN (and remains 
there). 
When (‘;) - o(n)nG < m < (T) - w(n)-‘nl, the last LONG TRIPOD disappears 
from -G,,,, and G,,, re-enters CA and PC (simultaneously). 
When (i) - o(n)na <m < (z) - w(n)-‘na, the last TRIPOD disappears from 
-G,,,, and G,,, re-enters PER and CIR. 
Finally, when m = ($) -k + 1, G,,, re-enters k-DIR (k ~3)~ and when 
m = (“2) - 1, G,., re-enters 2-DIR, INT and CHOR. Note that G,,, never 
re-enters PURE-k-DIR (k 2 1). (H ere we may consider k-DIR and PURE-k- 
DIR for several values of k at the same time, provided we only consider a finite 
number of them.) 
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