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Abstract: We provide precise predictions for the hard photon spectrum resulting from neu-
tral SU(2)W triplet (wino) dark matter annihilation. Our calculation is performed utilizing an
effective field theory expansion around the endpoint region where the photon energy is near
the wino mass. This has direct relevance to line searches at indirect detection experiments.
We compute the spectrum at next-to-leading logarithmic (NLL) accuracy within the frame-
work established by a factorization formula derived previously by our collaboration. This
allows simultaneous resummation of large Sudakov logarithms (arising from a restricted final
state) and Sommerfeld effects. Resummation at NLL accuracy shows good convergence of the
perturbative series due to the smallness of the electroweak coupling constant – scale variation
yields uncertainties on our NLL prediction at the level of 5%. We highlight a number of
interesting field theory effects that appear at NLL associated with the presence of electroweak
symmetry breaking, which should have more general applicability. We also study the impor-
tance of using the full spectrum as compared with a single endpoint bin approximation when
computing experimental limits. Our calculation provides a state of the art prediction for the
hard photon spectrum that can be easily generalized to other DM candidates, allowing for the
robust interpretation of data collected by current and future indirect detection experiments.
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1 Introduction
Indirect detection is critical to the hunt for multi-TeV WIMP dark matter (DM). New data
are continually being collected by current experiments, e.g. H.E.S.S. [1–3], HAWC [4–6], VER-
ITAS [7–9], and MAGIC [10, 11], and a number of dedicated line searches for photons have
been performed [3, 12]. Future experiments such as CTA [13, 14] will provide even greater
sensitivity. Deriving the experimental ramifications these data will have on the parameter
space of DM models requires precise predictions for the hard photon spectrum. Due to finite
resolution effects inherent to the relevant experiments, a reliable prediction for not only the
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Figure 1. The cross section for a thermal wino, i.e., with mass Mχ = 2.9 TeV [32], as a function of
resolution parameter zcut, showing our results at both LL and NLL. The NLL calculation significantly
reduces uncertainties as compared to LL. A region appropriate for the H.E.S.S. experimental resolution,
which is ∼ 10% at these energies [33], is shown in the grey band. This band is representative of the
range of values that will contribute when our spectrum is convolved with the H.E.S.S. energy resolution
function.
rate but also the shape of the spectrum is required to derive robust comparisons between
theory and experiment [15].
The annihilation of TeV-scale DM is a multi-scale problem which is amenable to the
application of effective field theory (EFT) techniques. In particular, non-relativistic EFTs can
be used to treat the annihilating DM, and Soft-Collinear Effective Theory (SCET) [16–19] can
be used for the final state radiation. The combination of these two EFTs [20–25] allows for
the simultaneous resummation of Sudakov logarithms αnW log
m
(
Mχ/mW
)
, with m ≤ 2n − 1
in the differential spectrum [26], and Sommerfeld enhancement effects
(
αWMχ/mW
)k [27–31].
In [15] we extended these EFT approaches to allow for the calculation of the hard photon
spectrum in the endpoint region, where the photon energy Eγ is near the DM mass Mχ,
as is relevant for line searches. Our framework additionally allows for the resummation of
resolution effects αnW log
m
(
1− z) with m ≤ 2n− 1, where z = Eγ/Mχ. Such logarithms are
directly related to the experimental energy resolution, since z quantifies the distance from the
exclusive case, given by a line at z = 1. A finite experimental resolution smears photons with
a small 1− z into the expected exclusive event rate, and our calculation is able to realistically
incorporate such effects.
In this paper we extend this result to next-to-leading logarithmic (NLL) accuracy. To
understand the importance of including the NLL corrections, we note that for the situation of
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interest here the logarithms L become large enough so that L2 ∼ 1/αW . A leading logarithmic
(LL) calculation then captures all terms scaling as 1, and so should provide a good description
of the shape of the distribution. However, a LL calculation does not probe higher order radia-
tive corrections, and therefore typically has large uncertainties. On the other hand, an NLL
calculation captures the first radiative corrections scaling like αWL, and therefore typically
provides a large reduction of the theoretical uncertainties. This reduction of uncertainties is
clearly illustrated in Fig. 1, which shows a comparison of our earlier LL calculation with the
NLL result achieved here. With NLL accuracy, the theory uncertainties become a subdomi-
nant contribution to the total uncertainty relevant experimentally.
While our calculational framework is generally applicable to any heavy WIMP candidate,
we will often specify to the case where the DM candidate is a wino, the neutral component
of a triplet of SU(2)W with zero hypercharge. In addition to allowing us to illustrate our
formalism, the wino is well motivated phenomenologically (see e.g. [34–43]), making our results
of interest to current experiments. In a companion paper [44] we have used these results in
a realistic H.E.S.S. forecast analysis to study the impact of having a complete description of
the shape of the photon spectrum for wino searches. Here we provide the details of our NLL
calculation, and perform a numerical study demonstrating that the theoretical uncertainty
is significantly reduced when compared with the LL result, achieving an uncertainty from
higher order corrections at the level of 5%. The cumulative cross section for z ≥ zcut is
shown in Fig. 1 for a wino with a mass of 2.9 TeV, which corresponds to the case where the
thermal relic density matches the measured one [32]. Here zcut restricts the cross section by
allowing only photons with z ≥ zcut, see Eq. (2.2). We additionally show a band depicting the
approximate values of zcut that correspond to the H.E.S.S. energy resolution. As can be seen,
our calculation significantly reduces errors associated with the particle physics component of
the annihilation cross section, which allows for the robust interpretation of experimental results
in terms of DM model and astrophysical parameters. We also study the importance of using
the full spectrum as compared with a single endpoint bin approximation when computing
experimental limits by performing a mock H.E.S.S. analysis, and using the results of our
forecasted H.E.S.S. limits [44]. We find that the use of the full spectrum near the endpoint is
crucial to preserve the desired accuracy, emphasizing the importance of our EFT formalism.
Although the primary goal of this work is to provide a precision prediction for heavy
WIMP annihilation in the endpoint region, a number of interesting features of SCET with
broken gauge symmetry that have not previously appeared in the literature arise in our NLL
calculation, and we devote several sections to their discussion.
An outline of this paper is as follows. In Sec. 2 we review the structure of the factorization
formula for the endpoint region derived in [15], and prove that it remains valid at NLL
accuracy. In Sec. 3 we discuss the necessary formalism for achieving resummation at NLL
accuracy, give explicit results for all one-loop anomalous dimensions, and solve the relevant
renormalization group (RG) equations. In Sec. 4 we present analytic results for the cumulative
and differential spectra at NLL accuracy, and comment on some interesting aspects of their
structure. Numerical results and a study of the related theoretical uncertainties are given
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in Sec. 5. In Sec. 6 we compare the use of the full spectrum with a single endpoint bin
in a mock H.E.S.S. analysis and with our forecasted limits, emphasizing the importance of
having a complete description of the shape of the photon spectrum in the endpoint region.
We conclude in Sec. 7. In App. A we collect all ingredients required for the cumulative and
differential spectra, which are otherwise scattered throughout the paper. Finally in App. B
we demonstrate that our result matches existing fixed order calculations in the appropriate
limit, and briefly comment on how the internal bremsstrahlung contribution, which is widely
discussed in the literature, is reproduced in our result.
2 Factorization Formula for the Endpoint Region
2.1 Factorization at LL order
In this section we provide a brief review of the factorization formula used to describe the
photon spectrum in the endpoint region at LL order. A complete description including all
notational conventions followed here, as well as a derivation of the formula through a multi-
stage matching procedure, can be found in [15].
The essential process of interest is χχ → γ X, where χ is the DM which annihilates to
a hard photon γ, which is detected by the experiment, and additional radiation X. We will
characterize the photon energy spectrum with the dimensionless variable
z =
Eγ
Mχ
∈ [0, 1] . (2.1)
We will be interested both in the differential spectra dσ/dz as a function of z, as well as the
cumulative spectra as a function of zcut
σ(zcut) =
1∫
zcut
dz
dσ
dz
, (2.2)
which is shown in Fig. 1. In the fully exclusive case (z = 1), only two bosons are produced
in the final state. This is the relevant configuration for a line search with perfect resolution.
However, given the finite energy resolution of real experiments, the region relevant for line
searches is the so-called endpoint region, characterized by an energy resolutionMχ(1−zcut)
Mχ [15]. In this case, additional radiation beyond two bosons is present in the final state. To
be near z = 1, this radiation must be either low energy, or collimated along the direction of
the boson recoiling against the detected photon. This configuration is illustrated in Fig. 2a.
The collimated spray of radiation is referred to as a jet. Due to the phase space restrictions,
large logarithms, log(Mχ/mW ) and log(1 − z), appear in the perturbative calculation of the
spectrum. In this paper we focus on improving the precision of the calculation relevant to the
endpoint region.
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Our approach combines a number of different EFTs including Non-Relativistic DM and
SCET as in [20–22], but with additional formalism to describe the photon endpoint energy
spectrum. The formalism to describe the endpoint region developed in [15] makes use of the
limit mW  Mχ(1 − z)  Mχ. This enables us to factorize the cross section into a number
of different functions, each describing the dynamics at a particular scale. Log enhanced
contributions to the cross section can then be resummed using RG techniques. The resulting
resummed functions are then recombined to produce a precise prediction for the cross section.
In particular, since the DM velocity v/c ∼ 10−3  1 in the DM halo, it is appropriate to use
a non-relativistic DM EFT (analogous to NRQCD [45–47]) to describe the annihilating initial
state.1 For the radiation in the final state, we use SCET [16–19], including its generalizations
to massive gauge bosons [52–54], and its multi-scale extensions [55–59] (although we will not
emphasize it in detail, we use a combination of SCETI and SCETII [60]).
As is well known, the Sommerfeld effect is relevant to heavy WIMP annihilation [27–31].
In our framework, the Sommerfeld effect can be factorized out of the cross section using
dσ
dz
=
∑
a′b′ab
F a
′b′ab dσˆa
′b′ab
dz
, (2.3)
where it is captured by the matrix elements
F a
′b′ab =
〈(
χ0χ0
)
S
∣∣∣(χa′Tv iσ2 χb′v )†∣∣∣0〉〈0∣∣∣(χaTv iσ2 χbv)∣∣∣(χ0χ0)S〉 . (2.4)
In particular, we will require the following two matrix elements〈
0
∣∣∣χ3Tv iσ2 χ3v ∣∣∣(χ0χ0)S〉 = 4√2Mχ s00 , (2.5)〈
0
∣∣∣χ+Tv iσ2 χ−v ∣∣∣(χ0χ0)S〉 = 4Mχ s0± ,
where χ0 = χ3 and χ± =
(
χ1∓ iχ2)/√2 . These matrix elements are obtained by numerically
solving the associated Schrödinger problem using the approach detailed in App. A of [61]. We
include a mass splitting, which for winos we take to be δ = Mχ± −Mχ0 ' 164.4 MeV [62].
The focus of this paper is on extending the description of the radiation in the final state
to a higher perturbative order. The starting point is the LL factorization theorem derived
in [15]:(
dσˆ
dz
)LL
= H
(
Mχ, µ
)
Jγ
(
mW , µ, ν
)
Jn¯
(
mW , µ, ν
)
S
(
mW , µ, ν
)
×HJn¯
(
Mχ, 1− z, µ
)⊗HS(Mχ, 1− z, µ)⊗ CS(Mχ, 1− z,mW , µ, ν) , (2.6)
where the dependence on the gauge indices a′b′ab is suppressed. Here we have explicitly added
1The NRDM formalism has also been applied to the scattering of DM with nucleon targets [48–51].
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Figure 2. A review of the factorization formula derived in [15]. (a) A schematic depiction of the
relevant modes. (b) The virtuality and rapidity of the different modes.
a superscript LL to emphasize that in [15] it was only shown that this factorization holds in
this form at LL order. However, in the next section we will show that this formula holds also
at NLL order, so that this higher order calculation can be achieved by improving the precision
of the individual functions in Eq. (2.6). Here µ and ν are the virtuality and rapidity scales
respectively, and we have defined the following shorthand notation for the convolution in the
z variable
F (1− z)⊗G(1− z) =
∫
dz1 dz2 δ(1 + z − z1 − z2)F (1− z1)G(1− z2) . (2.7)
Operator definitions of the relevant functions will be given in Sec. 3 along with their anomalous
dimensions. Here we restrict ourselves to providing a physical description of the different
functions that appear in the factorization formula in Eq. (2.6). This factorization, along with
the physical radiation described by each of the functions appearing in the factorization formula,
is illustrated in Fig. 2b. The functions appearing in the factorization formula naturally divide
up into two groups, those describing the dynamics above the electroweak symmetry breaking
scale, which can be evaluated in the unbroken theory:
• H(Mχ, µ): this hard function captures virtual corrections for χχ→ γ γ, γ Z.
• HJn¯
(
Mχ, 1−z, µ
)
: this jet function captures the collinear radiation at the scaleMχ
√
1− z.
• HS
(
Mχ, 1− z, µ
)
: this soft function captures soft radiation at the scale Mχ(1− z).
and those that depend on the gauge boson masses and must be evaluated in the broken theory:
– 7 –
• Jγ
(
mW , µ, ν
)
: this photon jet function captures the virtual corrections to the outgoing γ.
• S(mW , µ, ν): this soft function captures wide angle soft radiation at the electroweak scale.
• Jn¯
(
mW , µ, ν
)
: this jet function captures collinear radiation in X at the electroweak scale.
• CS
(
Mχ, 1−z,mW , µ, ν
)
: this collinear-soft function captures radiation along the γ direction.
Overlap between the different functions is removed using the zero bin procedure [63].
In [15] each of these functions was computed to LL accuracy, and the consistency of the
factorization was shown at that order. After showing that this factorization also holds at
NLL, we will calculate each of these functions to NLL accuracy.
2.2 Validity of the Factorization at NLL
Various aspects of the LL factorization formula derived in [15] and displayed in Eq. (2.6)
obviously remain valid at NLL (and higher) orders. This includes the factorization of hard-
collinear and soft-collinear modes in the intermediate EFT, as well as the refactorization of
the jet sector to separate mW  Mχ
√
1− z. This suffices to define the functions H, Jγ , Jn¯,
and HJn¯ appearing in Eq. (2.6), but leaves a soft function S′ that is not fully factorized. Thus
the key non-trivial aspect of the factorization formula in Eq. (2.6) is the refactorization of the
soft function S′, which describes low energy (soft) radiation.
In [15] it was shown that S′ could be factorized at LL into a hard matching coefficient
HS , a collinear soft function CS (describing soft radiation collimated along the direction of
the photon), and a soft function S. Explicitly,
S′ aba
′b′
i
(
Mχ, 1− z,mW , µ, ν
)
= HS,ij
(
Mχ, 1− z, µ
) [
CS
(
Mχ, 1− z,mW , µ, ν
)
S
(
mW , µ
)]aba′b′
j
×
[
1 +O
(
mW
Mχ(1− z)
)]
. (2.8)
This refactorization is shown schematically in Fig. 3. It involves splitting the soft contributions
into modes for S at the scale mW and modes for HS at the scale Mχ(1 − z). These two
modes are only separated in energy, but have no angular hierarchy, while in addition there
are collinear-soft modes at the same energy scale as S but at a different angle. This causes a
potential issue when proving Eq. (2.8), which no longer follows from a standard soft-collinear,
hard-collinear, or hard-soft factorization.
More precisely, soft emissions at the scale Mχ(1− z) are much more energetic than those
at the scale mW , and therefore behave as eikonal sources for bosons at the scale mW . Any
boson radiated at the scale Mχ(1− z) can radiate many bosons at the scale mW . An example
of such a graph is shown by the red vertex in Fig. 4. From the perspective of the radiation
at the scale mW , it then appears as though additional Wilson lines are present, beyond those
in the original soft function, and one might be worried that more complicated Wilson line
operators are required to capture all effects to NLL accuracy. This would imply that the
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Figure 3. A review of the refactorization of the soft function derived at LL accuracy in [15]. In
this paper we prove that this refactorization is also valid at NLL. (a) A schematic depiction of the
refactorization of the soft function into different modes, illustrating their physical interpretation. (b)
The virtuality and rapidity of the different modes appearing in the factorization formula.
simple factorized formula of Eq. (2.6) would need to be extended to go beyond LL order. It
is known that this occurs in other cases, for example in the study of non-global logarithms
(NGLs) [64] and their factorization [58, 65–67]. However, we will see that this behavior does
not occur in the case studied here, and more complicated soft functions are not required at
NLL.
We will show the validity of Eq. (2.8) at NLL through an explicit calculation. The
refactorization in Eq. (2.8) asserts that one can describe the radiation by two separate soft
functions, one describing radiation at the scale Mχ(1− z) and one describing radiation at the
scale mW . A particular example of this factorization is shown in Fig. 4. To show that this
is valid at NLL, one must show that there cannot be a logarithm arising from a graph where
the bosons at the scale mW are color entangled with those at the scale Mχ(1 − z). (In this
section we use the word “color” to refer to gauge index structure in the electroweak theory.)
With two emissions, this corresponds physically to one emission at the scale Mχ(1 − z) and
one at the scale mW that did not factorize, as illustrated by the red vertex in Fig. 4. More
precisely, this is the non-abelian component of the graphs, since eikonal emissions factor for
the sum of abelian diagrams. Since the soft function is inclusive over radiation at the scale
mW , one would naively expect that such logarithms do not exist, because of the cancellation
between real and virtual corrections. However, due to the presence of electroweak charged
initial and final state particles, the cancellation of IR divergences is not guaranteed by the
Kinoshita-Lee-Nauenberg (KLN) theorem [68–70]. KLN violating effects, which arise due to a
mismatch in color structures between the real and virtual corrections leading to an incomplete
cancellation [71–73] could interfere with this argument. However, we can directly show that
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Figure 4. An illustration of the factorization of soft radiation at the scalemW (dark green) from those
at the scale Mχ(1 − z) (orange). To prove this factorization at NLL, one must show that subgraphs
involving interactions between the radiation at the two scales, as illustrated by the red vertex in the
unfactorized graph, do not contribute logarithms at this order.
such logarithms do not exist by performing a two-loop calculation of the soft function in the
strongly ordered limit, with one boson at the scale mW and one at the scale Mχ(1− z). The
strongly ordered limit is sufficient to detect logarithms.
We now consider the calculation of the two loop soft function in the strongly ordered
limit. We will separately consider two classes of diagrams: the triple gauge boson vertex and
the independent emissions. We will show that for each class of diagrams contributing to a
given soft operator, most of the real and virtual diagrams cancel pairwise. This is the case for
all the triple gauge boson vertex diagrams as we discuss below. For the independent emission
diagrams, the non-singlet nature of the soft function implies that the color structure of the
real and the corresponding virtual diagram is not always the same. However, we still find that
the non-abelian piece of the color structure cancels out, as is required to show the validity of
the factorization in Eq. (2.8) at NLL.
To demonstrate the cancellation, we present explicit results for a particular soft operator,
S′2 (whose precise definition is given in Eq. (3.41)), since it includes the most general structure
involving all three types of Wilson lines in the n, n¯, and v directions. In our calculation, we
will denote the two loop momenta by k1 and k2, with k1 ∼Mχ(1− z)(1, 1, 1) being the harder
and k2 ∼ mW (1, 1, 1) the softer boson.
Triple Gauge Boson Vertex Diagrams:
We begin by considering diagrams with the triple gauge boson vertex. Representative real
and virtual diagrams are shown in Fig. 5. These two diagrams are obtained simply by shifting
the cut, and therefore their color structures are identical. In these diagrams, the higher energy
particle has eikonalized from the perspective of the lower energy particle, and therefore this is
precisely the type of diagram that one could worry generates an operator with an additional
Wilson line structure. However, since we are fully inclusive over the low energy radiation, and
the color structures of the real and virtual diagrams are identical, we will see that the real
and virtual graphs cancel, and no logarithm is generated.
The cancellation in the strongly ordered limit is easily checked. Defining the real integrand
– 10 –
(a) (b)
Figure 5. Examples of real (a) and virtual (b) diagrams with a triple gauge boson vertex insertion
contributing to the two loop soft function. Here the boson with momentum k1 is at the scaleMχ(1−z),
while k2 is at the scale mW .
as IR and the virtual integrand as IV , and taking the strongly ordered limit, we find
IR =
F (k1) 2pi θ
(
k02
)
δ
(
k22 −M2χ
)
δ
(
k21
)
δ
(
n · q − n · k1
)(
n¯ · k2 + n · k2 − i
)(
n¯ · k1 + i
)(
n · k1 + i
)(
k1 · k2 + i
) ,
IV =
i F (k1) δ
(
k21
)
δ
(
n · q − n · k1
)(
n¯ · k2 + n · k2 − i
)(
n¯ · k1 + i
)(
n · k1 + i
)(− k1 · k2 + i)(k22 −M2χ + i) . (2.9)
Here F (k1) is a function of k1 whose precise form is not relevant for the current argument.
We can now perform the n · k2 integral in IV by contours. Since k1 crosses the cut, we have
n · k1 > 0. We can therefore close the contour in the upper half plane, and we only pick up
the residue from 1/
(
k22 −M2χ + i
)
. This is exactly equivalent to the on-shell condition for k2
with an overall minus sign. Thus the real and virtual contributions cancel. Using this same
approach, it can be verified that this cancellation happens for all triple gauge boson vertex
diagrams at two loops. Therefore, we see that for these graphs involving the triple gauge
boson vertex, because the measurement function is inclusive over the low energy boson, no
large logarithms are generated. We see explicitly that for these contributions, the presence of
electroweak charged particles does not have an effect, since the color structure is manifestly
identical between the real and virtual diagrams.
Independent Emission Diagrams:
We now consider the independent emission diagrams. Most of the independent emission
diagrams cancel between the real and virtual diagrams that are related by a shifted cut, in
exactly the same way as was just demonstrated for the triple gauge boson vertex diagrams.
However, shifting in the cut does not always produce the same color structure for the real
and virtual diagrams. We will decompose the color structure into an abelian and non-abelian
piece, and we will then show that the non-abelian piece always cancels, as is required for our
factorization.
We provide one illustrative example, which is shown in Fig. 6. Again, defining the real
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(a) (b)
Figure 6. Examples of real (a) and virtual (b) diagram with independent emissions contributing to
the two loop soft function. Here the particle with momentum k1 is at the scale Mχ(1− z), while k2 is
at the scale mW .
integral as IR and the virtual integral as IV , we find
IR=
[(
τBτA
)
3a
δbb
′(
τBτA
)
a′3
] δ(k21) δ(k22 −M2χ) δ(n · q − n · k1)(
n · k2 + i
)(
v · k2 − i
)(
n · k1 + i
)(
v · k1 − i
) , (2.10)
IV =
[(
τA
)
3a
δbb
′(
τBτAτB
)
a′3
] −i δ(k21) δ(n · q − n · k1)(
n · k2 − i
)(
v · k2 − i
)(
n · k1 − i
)(
v · k1 − i
)(
k22 −M2χ + i
) .
Here τA and τB are gauge factors from the k1 and k2 gauge boson-DM vertices respectively.
To show that these two integrals cancel, we again perform a contour integral in n ·k2. Closing
the contour in the upper half plane, we only pick up the residue k22−M2χ+i, which implements
the on-shell condition, similar to the triple gauge boson example. However, in this case the
color structures are different, and therefore we do not have an exact cancellation. We can
investigate this further by rewriting the color structure for IR(
τBτA
)
3a
δbb
′ (
τBτA
)
a′3 =
(
τAτB
)
3a
δbb
′(
τBτA
)
a′3 + i f
BAC
(
τC
)
3a
δbb
′ (
τBτA
)
a′3 , (2.11)
and for IV(
τA
)
3a
δbb
′(
τBτAτB
)
a′3 =
(
τA
)
3a
δbb
′(
τBτBτA
)
a′3 + i f
ABC
(
τA
)
3a
δbb
′(
τBτC
)
a′3
=
(
τA
)
3a
δbb
′((
τB
)2
τA
)
a′3 + i f
BAC
(
τC
)
3a
δbb
′(
τBτA
)
a′3 , (2.12)
to show that it is possible in both cases to separate these terms into an abelian and a non-
abelian part, with identical color structure for the non-abelian contributions. Since the in-
tegrals have the same form with an opposite sign, these two expressions show that the non-
abelian pieces cancel between the two diagrams, leaving behind an abelian term which de-
scribes the contribution to the soft function arising from independent emissions at the scale
mW andMχ(1−z). This contribution is already described by the factorization formula, which
involves a soft function at each of these scales.
This argument holds for all strongly ordered two-loop contributions to the soft function,
– 12 –
allowing us to prove that it factorizes into two independent soft functions, one describing
radiation at the scale mW , and one describing radiation at the scale Mχ(1 − z). Therefore,
in particular we have proven that the refactorized formula in Eq. (2.8) is also valid at NLL
order.
Given the above argument, we find that our factorization formula for the resummed
photon spectrum in the endpoint region can be extended to NLL without modification
(
dσˆ
dz
)NLL
= H
(
Mχ, µ
)
Jγ
(
mW , µ, ν
)
Jn¯
(
mW , µ, ν
)
S
(
mW , µ, ν
)
×HJn¯
(
Mχ, 1− z, µ
)⊗HS(Mχ, 1− z, µ)⊗ CS(Mχ, 1− z,mW , µ, ν) . (2.13)
Again we suppress the gauge indices a′b′ab here. It would be interesting to understand if this
factorization continues to hold at higher logarithmic orders. However, since it is not required
for this paper, we do not pursue this further.
3 Renormalization Group Evolution at NLL
Having demonstrated the validity of our factorization formula Eq. (2.13) at NLL, deriving the
cross section at this level of accuracy requires computing the anomalous dimensions of each
of the functions appearing in Eq. (2.6) to O(αW ), and solving the associated renormalization
group (RG) equations. After briefly reviewing the technology utilized to achieve NLL accuracy
in Sec. 3.1, in Sec. 3.2 we provide results for all the one-loop anomalous dimensions appearing
in our factorization, as well as the required matching coefficients. In Sec. 3.3 we then solve
the associated RG equations. Due to operator mixing, and the large number of functions
appearing in our factorization formula, this turns out to be non-trivial. This section is more
technical than the remainder of the paper, and the reader interested only in the final result
can skip it on a first reading.
3.1 RGE Preliminaries
We will resum logarithms appearing in the cross section using renormalization group equations
(RGEs) in both virtuality, µ, and rapidity, ν. We will always choose an appropriate integral
transformation of the factorization formula so that the RG is multiplicative. In particular, we
will work in Laplace space, with s conjugate to 2Mχ(1− z) e−γE , namely
f(s) = LP[f(z)] =
∫ ∞
0
d(1− z) e−2Mχ (1−z) s e−γE f(z) , (3.1)
and
f(z) = LP−1[f(s)] =
2Mχ e
−γE
2pi i
γ+i∞∫
γ−i∞
ds e2Mχ (1−z) s e
−γE f(s) . (3.2)
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As usual, the contour in the inverse Laplace transform is chosen such that γ is to the right of
all singularities in the complex plane. The RGEs in virtuality will then take the form
d
d logµ
F (s;µ, ν) = γFµ (s;µ, ν)F (s;µ, ν) . (3.3)
The anomalous dimension for the function F can be shown to have the following structure to
the order required for our analysis
γFµ (s;µ, ν) = ΓF [αW ] log
(
µ2
µF (s)2
)
+ Γ˜F [αW ] log
(
ν2
µ˜F (s)2
)
+ γF [αW ] . (3.4)
Here ΓF and Γ˜F are proportional to the cusp anomalous dimension for the function F , which
drives the double logarithmic evolution, and γF [αW ] is the non-cusp anomalous dimension.
To achieve NLL accuracy, the cusp anomalous dimension is needed to two loops, while the
non-cusp anomalous dimension is needed to one loop.
It is known that at two-loops that the cusp anomalous dimension ΓF [αW ] is a multiple of
the universal cusp anomalous dimension Γcusp [74],
ΓF [αW ] = cF Γcusp[αW ] , Γ˜F [αW ] = c˜F Γcusp[αW ] , (3.5)
where cF and c˜F are constants depending on the function F , that do not have an expansion in
αW , i.e., it can be determined using a one-loop calculation (and should not be confused with
the fundamental Casimir CF ). We can expand the cusp anomalous dimension perturbatively
as
Γcusp[αW ] =
∞∑
n=0
Γn α˜
n+1
W , (3.6)
where here, and throughout the rest of the text we use
α˜W (µ) =
αW (µ)
4pi
, (3.7)
to simplify our notation. If the scale of αW is not made explicit, it should be taken to be
evaluated at the natural scale of the function it appears in. The first two perturbative orders
in the expansion of the cusp anomalous dimension, as required to achieve NLL accuracy, are
well known [74]
Γ0 = 4 ,
Γ1 = CA
(
268
9
− 4pi
2
3
)
− 80
9
nf TF − 16
9
= 4
(
70
9
− 2
3
pi2
)
. (3.8)
Here TF = 1/2 is the SU(N) gauge group index, nf = 6 is the number of fermions in the
fundamental representation, and CA is the Casimir for the adjoint representation. Note that
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here we have defined Γcusp so as not to include an overall Casimir, which is included in cF
and c˜F . We will similarly expand the non-cusp anomalous dimension in α˜W as
γF [αW ] =
∞∑
n=0
γFn α˜
n+1
W . (3.9)
We will also need to RG evolve in rapidity [75–77], and to do so we will use the rapidity
RG framework of [76, 77]. The rapidity RG equation takes the form
d
d log ν
F (s;µ, ν) = γFν (s;µ)F (s;µ, ν) , (3.10)
where the anomalous dimension is given by
γFν (s;µ) = Γ
F
ν [αW ] log
(
µ2
µ′ 2F
)
+ γFν [αW ] . (3.11)
As for the µ-anomalous dimension, ΓFν (αW ) is a multiple of the cusp anomalous dimension,
Γcusp. Therefore, as with the µ-anomalous dimension, to achieve NLL accuracy, we need the
one-loop non-cusp anomalous dimension, and the two-loop cusp anomalous dimension. We
will find that the one-loop non-cusp contributions γFν vanish.
At NLL, we will also need to take into account the running of the coupling, which is a
single logarithmic effect. We define the perturbative expansion of the β function as
β[αW ] = −2αW
∞∑
n=0
βn α˜
n+1
W , (3.12)
where we will need
β0 =
11
3
CA − 4
3
nf TF − 1
3
TF =
19
6
,
β1 =
34
3
C2A −
(
20
3
CA + 4CF
)
TF nf − 13
6
= −35
6
, (3.13)
where CF = 3/4 is the quadratic Casimir for the fundamental representation.
The resummation of large logarithms is achieved by running all functions appearing in
the factorization theorem to a single scale. Since the evolution in µ and ν commutes[
d
d logµ
,
d
d log ν
]
= 0 , (3.14)
one can choose an arbitrary path in the (µ, ν) plane as long as large logarithms in the anoma-
lous dimension are consistently avoided. In Fig. 7 we show the path that was used in [15] to
simplify the RG evolution. Here all functions are run to the scale µ = mW . In principle, one
must then run all the functions to a common ν value, which in the figure is shown as ν = 1/s.
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Figure 7. The RG path used to resum logarithms. The non-cusp term of the one-loop rapidity
anomalous dimension vanishes, so that this path remains valid at NLL accuracy.
In practice, the ν running is trivial since the one-loop non-cusp rapidity anomalous dimension
vanishes. Therefore, with this choice of path, it suffices to run the hard function and the hard
matching coefficients for the jet and soft functions in µ, greatly simplifying the RG structure.
Furthermore, we can treat the combination CS S = S˜ as unfactorized, see Eq. (3.45) below.
Beyond NLL, this would no longer be possible, which would significantly complicate the RG
evolution.
3.2 Anomalous Dimensions and Matching Coeffecients
In this section, we give explicit results for all anomalous dimensions required to achieve NLL
accuracy, along with the necessary matching coefficients. As discussed above, this requires
the one-loop non-cusp anomalous dimensions. For brevity, we only give the final results,
noting that all the required integrals can be found in App. A of [15]. Due to the large
number of functions appearing in our factorization formula, instead of just giving the values
of the cusp and non-cusp anomalous dimensions, we explicitly write the logarithms to show
the natural scales appearing in the functions. Furthermore, to simplify the functions, we
will write Γcusp[αW ] with the assumption that when working to NLL, this cusp anomalous
dimension should be kept to second order in the coupling.
3.2.1 Hard Function
We use a basis of hard scattering operators defined by [22]
L(0)hard =
2∑
r=1
Cr
(
Mχ, µ
)Or
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=
2∑
r=1
Cr
(
Mχ, µ
) (
χaTv iσ2 χ
b
v
)(
Y abcdr Bicn⊥ Bjdn¯⊥
)
i ijk(n− n¯)k . (3.15)
Here χv are the non-relativistic heavy DM fields, which carry a label velocity v, as in heavy
quark EFT [78, 79]. We will take v = (1, 0, 0, 0). The Bn⊥ are collinear gauge invariant
fields [17, 18], with labels n = (1, 0, 0, 1) and n¯ = (1, 0, 0,−1). They are defined by
Bµn⊥(x) =
1
g
[
W †n(x) iD
µ
n⊥Wn(x)
]
. (3.16)
Here Dµn⊥ is the collinear gauge covariant derivative, and Wn is a collinear Wilson line
Wn(x) =
[ ∑
perms
exp
(
− g
n¯ · P n¯ ·An(x)
)]
, (3.17)
where Pµ is the label momentum operator, which when acting on a collinear field, returns its
label momentum. The ultrasoft Wilson lines, Y , appearing in the operator are determined by
the BPS field redefinition [18]
Baµn⊥ → Y abn Bbµn⊥ , (3.18)
which is performed in each collinear sector, and similarly for the non-relativistic DM particles.
For a representation, r, we have
Y (r)n (x) = P exp
ig 0∫
−∞
ds n ·Aaus(x+ s n)T a(r)
 , (3.19)
where P denotes path ordering, and similarly for the n¯ direction. For our particular basis of
operators, the relevant Wilson line structures are
Y abcd1 = δ
ab
(
Y cen Y
de
n¯
)
, Y abcd2 =
(
Y aev Y
ce
n
)(
Y bfv Y
df
n¯
)
. (3.20)
At tree level, the Wilson coefficients are given by
C1(µ) = −C2(µ) = −pi αW (µ)
Mχ
. (3.21)
To NLL accuracy, the anomalous dimensions of the Wilson coefficients are given by [22]
γˆC(µ) = 2 γWT (µ)1+ γˆS(µ) . (3.22)
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Here the diagonal component
γNLLWT (µ) = CA Γcusp[αW ] log
(
2Mχ
µ
)
− α˜W β0 , (3.23)
contains the cusp anomalous dimension and the beta function, and there is also an off-diagonal
non-cusp component
γˆNLLS (µ) = 4 α˜W ψ
(
2 1
0 −1
)
− 8 α˜W
(
1 0
0 1
)
. (3.24)
To simplify notation, we have defined
ψ = 1− i pi , (3.25)
which will appear frequently in our results.
The hard function is defined as
Hij = C
∗
i Cj . (3.26)
We will use the simplified notation
H1 = H11 , H2 = H22 , H3 = H12 , H4 = H21 . (3.27)
Note that a slightly different notation was used in [15], where we defined H3 = H12 = H21.
Beyond LL, it is necessary to treat H12 and H21 separately. For the same reason, when we
redefine the soft operators below we will not follow the notation of [15].2 The hard function
in this new basis satisfies an RG equation with anomalous dimension matrix which is given
by
γˆHµ (µ) =

γH11 0 γ
H
13 γ
H
14
0 γH22 0 0
0 γH32 γ
H
33 0
0 γH42 0 γ
H
44
 . (3.28)
The components of the anomalous dimension matrix are given by
γH11 = ΓH ,
γH13 =
(
γH14
)∗
= 4 α˜W ψ ,
γH22 = ΓH − 24 α˜W ,
2Due to this change of basis, the consistency conditions between the anomalous dimensions stated in
Eqs. (5.14) and (5.16) of [15] must also modified. In the basis used here, the consistency equations can be
obtained from those in the LL basis by making the substitution 1/3→ 1/4 on the left side of Eqs. (5.14) and
(5.16).
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γH32 =
(
γH42
)∗
= 4 α˜Wψ
∗ ,
γH33 =
(
γH44
)∗
= ΓH − 12 α˜Wψ , (3.29)
where
ΓH = −4 Γcusp[αW ] log
(
µ2(
2Mχ
)2
)
− 4 α˜W β0 , (3.30)
where here and below we have explicitly used CA = 2 to simplify the formulas. At LL order
this matrix is diagonal, while at NLL one encounters non-trivial operator mixing.
3.2.2 Photon Jet Function
The photon jet function Jγ is defined as
Jγ(µ, ν,Eγ ,mW ) =
〈
0
∣∣∣Bcn⊥(0)∣∣∣γ〉〈γ∣∣∣Bcn⊥(0)∣∣∣0〉 . (3.31)
Its µ- and ν-anomalous dimensions are given by
γnµ(Eγ ;µ, ν) = 4 Γcusp[αW ] log
(
ν
2Eγ
)
+ 2 α˜W β0 ,
γnν (mW ;µ) = 4 Γcusp[αW ] log
(
µ
mW
)
. (3.32)
With our choice of resummation path, we do not need to RG evolve the photon jet func-
tion, and therefore only need its boundary value. However, to ensure a consistent definition
of NLL accuracy in Laplace and cumulative space, it is well known that in Laplace space,
one must also keep the O(αW ) RG generated logs in the boundary terms (see e.g. [80] for
a detailed discussion). We will do this throughout the forthcoming sections without further
comment. For the photon jet function, we have
Jγ
(
µ0γ , ν
)
=− 2 s2W
(
µ0γ
) [
1 + 4 Γ0 α˜W
(
µ0γ
)
log
(
µ0γ
mW
)
log
(
ν
2Eγ
)]
=− 2 s2W
(
µ0γ
)
Cγ . (3.33)
Here sW = sin θW is the sine of the weak mixing angle and the canonical value for µ0γ is mW .
3.2.3 Recoiling Jet Function
The recoiling jet function is defined before refactorization by
J ′n¯
(
Mχ, 1− z,mW
)
=
〈
0
∣∣∣Bdn¯⊥(0) δ((1− z)− M̂c) δ(Mχ − P−/2) δ2(~P⊥)Bdn¯⊥(0)∣∣∣0〉 , (3.34)
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where
M̂c |Xc〉 = 1
4M2χ
(∑
i∈Xc
pµi
)2 ∣∣Xc〉 , (3.35)
is the collinear measurement function, which returns the value of (1 − z) when acting on a
collinear state. The recoiling jet function is refactorized into a low scale function Jn¯(mW , µ, ν)
and a high scale matching coefficient HJn¯
(
Mχ, 1− z, µ
)
as
J ′n¯
(
Mχ, 1− z,mW , µ, ν
)
= HJn¯
(
Mχ, 1− z, µ
)
Jn¯
(
mW , µ, ν
) [
1 +O
(
mW
Mχ
√
1− z
)]
. (3.36)
The low scale function is defined as
Jn¯(mW , µ, ν) =
〈
0
∣∣∣Bdn¯⊥(0) δ(Mχ − P−/2) δ2(~P⊥)Bdn¯⊥(0)∣∣∣0〉 , (3.37)
and is understood to be evaluated in the broken theory. Eq. (3.36) then defines the hard
matching coefficient HJn¯
(
Mχ, 1− z, µ
)
.
To NLL accuracy, the low scale function has neither a µ- or ν-anomalous dimension
γJn¯µ = γ
Jn¯
ν = 0 . (3.38)
The hard matching coefficient only has a µ-anomalous dimension, which at NLL order is
γ
HJn¯
µ (s;µ) = 4 Γcusp[αW ] log
(
µ2 s
2Mχ
)
+ 2 α˜W β0 . (3.39)
Recall that s is the Laplace space variable conjugate to 2Mχ (1 − z) e−γE , as defined in
Eq. (3.1). The boundary values for the matching coefficient and the jet function are given at
tree level by
HJn¯ =
1
2Mχ
, Jn¯ = 1 . (3.40)
3.2.4 Soft Function
Before refactorization, we have the soft functions S′
S′1(zS) ≡ S′11 =
〈
0
∣∣∣∣ (Y 3kn Y dkn¯ )†δ((1− zS)− M̂s)(Y 3jn Y djn¯ )∣∣∣∣ 0〉 δa′b′δab ,
S′2(zS) ≡ S′22 =
〈
0
∣∣∣∣ (Y 3f ′n Y dg′n¯ Y a′f ′v Y b′g′v )†δ((1− zS)− M̂s)(Y 3fn Y dgn¯ Y afv Y bgv )∣∣∣∣ 0〉 ,
S′3(zS) ≡ S′12 =
〈
0
∣∣∣∣ (Y 3kn Y dkn¯ )†δ((1− zS)− M̂s)(Y 3gn Y dfn¯ Y agv Y bfv )∣∣∣∣ 0〉 δa′b′ ,
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S′4(zS) ≡ S′21 =
〈
0
∣∣∣∣ (Y 3f ′n Y dg′n¯ Y a′f ′v Y b′g′v )†δ((1− zS)− M̂s)(Y 3kn Y dkn¯ )∣∣∣∣ 0〉 δab , (3.41)
where all functions S′ should be read as carrying gauge index structure a′b′ab. These defini-
tions involve the measurement function
M̂S
∣∣XS〉 = 1
2Mχ
∑
i∈Xs
n¯ · pi
∣∣XS〉 , (3.42)
which returns the value of (1 − z) when acting on a soft state. See [15] for more details.
Here, and in all subsequent expressions, we keep the time ordering and dependence on x = 0
implicit. Again note that the definition of the operators differs slightly from that used in
our LL calculation [15], since we distinguish S′12 and S′21 at NLL. At NLL the non-vanishing
µ-anomalous dimensions are given by
γS
′
µ,11 =− 4 Γcusp[αW ] log
(
ν s
)
,
γS
′
µ,22 =− 4 Γcusp[αW ] log
(
ν s
)
+ 24 α˜W ,
γS
′
µ,23 =
(
γS
′
µ,24
)∗
= −4 α˜Wψ∗ ,
γS
′
µ,31 =
(
γS
′
µ,41
)∗
= −4 α˜Wψ ,
γS
′
µ,33 =
(
γS
′
µ,44
)∗
= −4 Γcusp[αW ] log (νs) + 12 α˜Wψ . (3.43)
The ν-anomalous dimension is diagonal in gauge index space, and is given by
γˆS˜ν = −4 Γcusp[αW ] log
(
µ
mW
)
1 . (3.44)
We write the refactorization of the high scale soft function into a hard matching coefficient,
a collinear-soft function, and a low scale soft function, as
S′ aba
′b′
i = HS,ikl (CS,k Sl)
aba′b′ = HS,ij S˜
aba′b′
j . (3.45)
As discussed above, we are able to choose a path such that we do not need to separately run
the CS and S functions. Therefore, as in [15] we only give the anomalous dimension for the
combined function S˜, as well as for the matching coefficient HS . This significantly simplifies
the structure. However, even with this simplification, we will find that there are 5 relevant
refactorized soft functions, so that j runs from 1-5, and i runs from 1-4 in Eq. (3.45). This
implies that there are 20 hard-soft functions. Fortunately, we will find that 10 of them vanish
at this order, simplifying the structure of the RGE.
For the low scale soft functions, we have
S˜1(zS) ≡ S˜11 =
〈
0
∣∣∣(X3f ′n V dg′n )† δ((1− zS)− M̂cS)(X3fn V dgn )∣∣∣0〉 δf ′g′δa′b′δfgδab ,
S˜2(zS) ≡ S˜22 =
〈
0
∣∣∣[(Xcen V Aen )† δ((1− zS)− M̂cS)(Xc′g′n V A′g′n )][S3cn S3c′n Sa′A′v SaAv ]∣∣∣0〉δbb′ ,
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S˜3(zS) ≡ S˜12 =
〈
0
∣∣∣[(Xcen V B′en )† δ((1− zS)− M̂cS)(Xc′g′n V A′g′n )][S3cn S3c′n Sa′A′v Sb′B′v ]∣∣∣0〉δab ,
S˜4(zS) ≡ S˜21 =
〈
0
∣∣∣[(Xcen V B′en )† δ((1− zS)− M̂cS)(Xc′g′n V A′g′n )][S3cn S3c′n SaA′v SbB′v ]∣∣∣0〉δa′b′ ,
S˜5(zS) =
〈
0
∣∣∣ (X3f ′n V df ′n )† δ((1− zS)− M̂cS)(X3fn V dfn ) ∣∣∣0〉 δaa′δbb′ . (3.46)
For simplicity, we have not written the free gauge indices on the left hand side of these
equations. Here Xn and Vn are collinear soft Wilson lines
X(r)n (x) = P exp
ig 0∫
−∞
ds n ·Aacs(x+ s n)T a(r)
 , (3.47)
and
V (r)n (x) = P exp
ig 0∫
−∞
ds n¯ ·Aacs(x+ s n¯)T a(r)
 . (3.48)
We have also defined the collinear soft measurement function,
M̂cS
∣∣XcS〉 = 12Mχ ∑
i∈XcS
n¯ · pi
∣∣XcS〉 , (3.49)
which returns the value of (1− z) on a collinear soft state, see [15] for more details. This then
defines the matching coefficients HS,ij . Again, we reiterate that as compared to [15] we have
slightly modified our basis to incorporate the complete set of gauge index structures that are
generated at NLL.
The soft function S˜ satisfies a ν RGE
d
d log ν
S˜(s) = γˆS˜ν (µ) S˜(s) , (3.50)
where the matrix is diagonal
γˆS˜ν (µ) = −4 Γcusp[αW ] log
(
µ
mW
)
1 . (3.51)
Note that the non-cusp term of the ν-anomalous dimension vanishes at one-loop.
The soft function S˜ also satisfies a µ RGE
d
d logµ
S˜(s) = γˆS˜µ (s;µ, ν) S˜(s) . (3.52)
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The µ-anomalous dimension for S˜ has a non-trivial mixing structure,
γˆS˜µ (s;µ, ν) =

γS˜µ,11 0 0 0 0
0 γS˜µ,22 γ
S˜
µ,23 γ
S˜
µ,24 γ
S˜
µ,25
γS˜µ,31 0 γ
S˜
µ,33 0 0
γS˜µ,41 0 0 γ
S˜
µ,44 0
0 0 0 0 γS˜µ,55

. (3.53)
The non-vanishing terms of this matrix are given by
γS˜µ,11 = −4 Γcusp[αW ] log
(
ν s
)
,
γS˜µ,22 = −4 Γcusp[αW ] log
(
ν s
)
+ 6 Γcusp[αW ] log
(
µ s
)
+ 12 α˜W ,
γS˜µ,23 =
(
γS˜µ,24
)∗
= −4 i pi α˜W ,
γS˜µ,25 = −2 Γcusp[αW ] log
(
µ s
)− 4 α˜W ,
γS˜µ,31 =
(
γS˜µ,41
)∗
= −2 Γcusp[αW ] log
(
µ s
)− 4 α˜Wψ ,
γS˜µ,33 =
(
γS˜µ,44
)∗
= −4 Γcusp[αW ] log
(
ν s
)
+ 6 Γcusp[αW ] log
(
µ s
)
+ 12 α˜Wψ ,
γS˜µ,55 = −4 Γcusp[αW ] log
(
ν s
)
. (3.54)
The matching coefficient for the soft function HS only has a µ RGE, which again exhibits
non-trivial operator mixing. Making the indices explicit, we have
d
d logµ
HS,ij(s) = γ
HS
µ,ijklHS,kl(s) . (3.55)
Recall that here i runs from 1-4, and j runs from 1-5. We therefore have a system of 20
coupled differential equations. Fortunately, to NLL accuracy 10 equations drop out, due to
the fact that
HS,12(µ) = HS,13(µ) = HS,14(µ) = HS,15(µ) = 0 ,
HS,32(µ) = HS,34(µ) = HS,35(µ) = 0 ,
HS,42(µ) = HS,43(µ) = HS,45(µ) = 0 . (3.56)
Therefore, we must solve a 10× 10 matrix RGE. The RGE for the remaining hard matching
coefficients are given by
d
d logµ
HS,11 = 0 ,
d
d logµ
HS,31 =− 4 α˜W ψHS,11 + 12 α˜W ψHS,31 +
(
2 Γcusp[αW ] log
(
µ s
)
+ 4 α˜W ψ
)
HS,33 ,
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dd logµ
HS,33 =− 6 Γcusp[αW ] log
(
µ s
)
HS,33 ,
d
d logµ
HS,41 =− 4 α˜W ψ∗HS,11 + 12 α˜W ψ∗HS,41 +
(
2 Γcusp[αW ] log
(
µ s
)
+ 4 α˜Wψ
∗)HS,44 ,
d
d logµ
HS,44 =− 6 Γcusp[αW ] log
(
µ s
)
HS,44 ,
d
d logµ
HS,21 = 24 α˜WHS,21 − 4 α˜W ψ∗HS,31 − 4 α˜W ψHS,41
+
(
2 Γcusp[αW ] log
(
µ s
)
+ 4 α˜Wψ
)
HS,23 +
(
2 Γcusp[αW ] log
(
µ s
)
+ 4 α˜W ψ
∗)HS,24 ,
d
d logµ
HS,22 =
(−6 Γcusp[αW ] log (µ s)+ 12 α˜W)HS,22 ,
d
d logµ
HS,23 =
(−6 Γcusp[αW ] log (µ s)+ 12 α˜W ψ∗)HS,23 − 4 α˜W ψ∗HS,33 + 4 i pi α˜W HS,22 ,
d
d logµ
HS,24 =
(−6 Γcusp[αW ] log (µ s)+ 12 α˜W ψ )HS,24 − 4 α˜W ψHS,44 − 4 i pi α˜W HS,22 ,
d
d logµ
HS,25 = 24 α˜W HS,25 +
(
2 Γcusp[αW ] log
(
µ s
)
+ 4 α˜W
)
HS,22 , (3.57)
where ψ was defined in Eq. (3.25). These anomalous dimensions can be written in the form
of a matrix equation as
d
d logµ
HS(s) = Γcusp[αW ] log
(
µ s
)
ΓˆHS HS(s) + γˆHS HS(s) . (3.58)
Due to the size of the matrices, we do not explicitly give them here, although they can be
directly read off of Eq. (3.57). This provides the complete set of anomalous dimensions required
to achieve NLL accuracy. We have checked that they satisfy all RG consistency constraints.
3.3 Solution to NLL Evolution Equations
Armed with all the necessary anomalous dimensions, we next turn to solving the RG equations
at NLL. Due to our choice of resummation path, as was discussed in Sec. 3.1, we must µ-
evolve all functions from their natural scale to the scale mW . Recall that the homogeneous
µ-evolution equation takes the form
d
d logµ
F (µ, ν) = γFµ (µ, ν)F (µ, ν) , (3.59)
where γFµ (µ, ν) takes the form given in Eq. (3.4). For the purpose of the solution the terms
not involving an explicit log(µ2) can be grouped together, so for simplicity we use γF [αW ]
below, instead of writing out γF [αW ] + Γ˜F [αW ] log(ν2/µ˜F (s)2). Here we have suppressed all
kinematic arguments for simplicity. At NLL we need to include the effects of the running
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coupling, so it is useful to change variables from µ to αW
dµ
µ
=
dαW
β[αW ]
. (3.60)
The solution to the RGE is then given by3
F (µ) = eKF (µ,µ0) F [µ0]
(
µ20
µ2F
)ωF (µ,µ0)
, (3.61)
where the evolution kernels are
ωF (µ, µ0) =
αW (µ)∫
αW (µ0)
dαW
β[αW ]
ΓF [αW ] , (3.62)
and
KF (µ, µ0) =
αW (µ)∫
αW (µ0)
dαW
β[αW ]
γF [αW ] + 2
αW (µ)∫
αW (µ0)
dαW
β[αW ]
ΓF [αW ]
αW∫
αW (µ0)
dα′W
β[α′W ]
. (3.63)
To NLL accuracy, we have
KF (µ, µ0) =
cF Γ0
2β20
(
1
α˜W (µ0)
(
log r +
1
r
− 1
)
+
(
Γ1
Γ0
− β1
β0
)
(r − 1− log r)− β1
2β0
log2 r
)
− γ0
2β0
log r ,
ωF (µ, µ0) = −cF Γ0
2β0
(
log r + α˜W (µ0)
(
Γ1
Γ0
− β1
β0
)
(r − 1)
)
, (3.64)
where recall Γ0 and γ0 control the cusp and non-cusp parts of the evolution and
1
r
=
α˜W (µ0)
α˜W (µ)
= 1 + 2 α˜W (µ0)β0 log
(
µ
µ0
)
. (3.65)
Using this evolution kernel, we can now run each of the functions to the scale mW . We will
separately consider the jet function, hard function, and hard-soft matching coefficients. For
the hard and hard-soft functions, due to the complicated mixing structure, we will have to
first diagonalize the system of equations before using the kernels given in this section.
3For detailed discussions of the solution of RGEs of this structure, see e.g. [80–85].
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3.3.1 Recoiling Jet Function Evolution
The jet function must be evolved from its initial natural scale µ0J = 2Mχ
√
1− z to the common
scale mW . In Laplace space, the natural scale is
µJ(s) =
√
2Mχ
s
. (3.66)
From Eq. (3.39), we can see that for the hard jet evolution we have cJ = 4 and γ0 = 2β0.
This allows us to write the evolution kernel as
UJ
(
mW ;µ
0
J , µJ(s)
)
=
((
VJ − 1
)
ΘJ + 1
)( (µ0J)2
(µJ(s))2
)ωJ
, (3.67)
which we have written in terms of
VJ = exp
{
2 Γ0
β20
[
1
α˜W (µ0J)
(
log rJ +
1
rJ
− 1
)
+
(
Γ1
Γ0
− β1
β0
)
(rJ − 1− log rJ)− β1
2β0
log2 rJ
]
− log rJ
}
,
ωJ = −2 Γ0
β0
[
log rJ + α˜W
(
µ0J
)(Γ1
Γ0
− β1
β0
)
(rJ − 1)
]
ΘJ ,
rJ =
α˜W (mW )
α˜W
(
µ0J
) = [1 + 2 α˜W(µ0J)β0 log(mWµ0J
)]−1
,
ΘJ = Θ
(
2Mχ
√
1− z −mW
)
, (3.68)
where Θ is the Heaviside step function. The step function enforces that the mass of radiation
in the jet is greater than mW .
In addition to the RG evolution, we also need the appropriate initial value of the hard jet
function at the initial scale µ0J . We remind the reader again that to ensure a consistent NLL
accuracy in Laplace and cumulative space, in Laplace space one must also keep the O(αs) RG
generated logs in the boundary terms. For HJn¯ , we therefore have
HJn¯
(
µ0J
)
=
1
2Mχ
[
1 + α˜W Γ0 log
2
(
(µ0J)
2
(µJ(s))2
)
+ α˜W β0 log
(
(µ0J)
2
(µJ(s))2
)]
=
1
2Mχ
CJ , (3.69)
where CJ contains the additional logs. Combining these results, we can then write down the
hard-jet function evolved to the common scale mW as
HJn¯(mW ) =
1
2Mχ
CJ UJ . (3.70)
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3.3.2 Hard Function Evolution
We now consider the RG equation for the hard function. The hard function satisfies an
evolution equation with non-trivial mixing at NLL
d
d logµ

H1
H2
H3
H4
 =

γH11 0 γ
H
13 γ
H
14
0 γH22 0 0
0 γH32 γ
H
33 0
0 γH42 0 γ
H
44


H1
H2
H3
H4
 , (3.71)
where the explicit form of the entries were given in Eq. (3.29). We can write this as a diagonal
evolution involving the Γcusp and the beta function plus an off-diagonal non-cusp contribution
d
d logµ
~H = ΓH ~H + 4 α˜W

0 0 ψ ψ∗
0 −6 0 0
0 ψ∗ −3ψ 0
0 ψ 0 −3ψ∗
 ~H . (3.72)
Here ΓH is as defined in Eq. (3.30) and ψ is as defined in Eq. (3.25). The remaining non-cusp
anomalous dimension can now be diagonalized
0 0 ψ ψ∗
0 −6 0 0
0 ψ∗ −3ψ 0
0 ψ 0 −3ψ∗
 = V −1

−3ψ 0 0 0
0 −3ψ∗ 0 0
0 0 −6 0
0 0 0 0
V , (3.73)
where the matrix V defines the change of basis
HA
HB
HC
HD
 =

0 1/3 1 0
0 1/3 0 1
0 −1/3 0 0
1 1/9 1/3 1/3


H1
H2
H3
H4
 . (3.74)
In this basis, writing ΓH explicity, we have the diagonal equations
d
d logµ
HA =
[
−4 Γcusp[αW ] log
(
µ2(
2Mχ
)2
)
− 4 α˜W β0 − 12 α˜W ψ
]
HA ,
d
d logµ
HB =
[
−4 Γcusp[αW ] log
(
µ2(
2Mχ
)2
)
− 4 α˜W β0 − 12 α˜W ψ∗
]
HB ,
d
d logµ
HC =
[
−4 Γcusp[αW ] log
(
µ2(
2Mχ
)2
)
− 4 α˜W β0 − 24 α˜W
]
HC ,
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d
d logµ
HD =
[
−4 Γcusp[αW ] log
(
µ2(
2Mχ
)2
)
− 4 α˜W β0
]
HD , (3.75)
which we can now easily evolve from the natural scale µ0H (which has the canonical value
2Mχ) down to the scale mW . Writing the non-cusp piece of the anomalous dimension as
−4β0 + a, we can now define a hard evolution kernel
eKH
( (
µ0H
)2(
2Mχ
)2
)ωH
= r2H
( (
µ0H
)2(
2Mχ
)2
)ωH
exp
[
−2 Γ0
β20
[
1
α˜W
(
µ0H
) (log rH + 1
rH
− 1
)
+
(
Γ1
Γ0
− β1
β0
)
(rH − 1− log rH)− β1
2β0
log2 rH
]]
× r−
a
2 β0
H
≡ UH r
− a
2β0
H , (3.76)
where we have also defined
ωH =
2 Γ0
β0
[
log rH + α˜W
(
µ0H
)(Γ1
Γ0
− β1
β0
)
(rH − 1)
]
,
rH =
α˜W (mW )
α˜W
(
µ0H
) = [1 + 2 α˜W(µ0H)β0 log(mWµ0H
)]−1
. (3.77)
Note that at the canonical scale the ωH contribution will vanish, but it is important to retain
in order to estimate the impact of scale variation. We can then write
HA(mW ) = r
6ψ/β0
H UH HA(µ
0
H) ,
HB(mW ) = r
6ψ∗/β0
H UH HB(µ
0
H) ,
HC(mW ) = r
12/β0
H UH HC(µ
0
H) ,
HD(mW ) = UH HD(µ
0
H) . (3.78)
Before inverting, we need the boundary values of the hard functions at their natural scale,
which are given by
H1
(
µ0H
)
= H2
(
µ0H
)
= −H3
(
µ0H
)
= −H4
(
µ0H
)
=
pi2 α2W
(
µ0H
)
M2χ
[
1− α˜W
(
µ0H
)
Γ0 log
2
( (
µ0H
)2(
2Mχ
)2
)]
=
pi2 α2W
(
µ0H
)
M2χ
CH , (3.79)
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where we used the results for the one loop cusp contribution to the hard scale matching
coefficients from [25, 86]. Substituting these in we find
H1(mW ) =
pi2 α2W
(
µ0H
)
9M2χ
UH CH
(
2 + r
6ψ/β0
H
)(
2 + r
6ψ∗/β0
H
)
,
H2(mW ) =
pi2 α2W
(
µ0H
)
M2χ
UH CH r
12/β0
H ,
H3(mW ) = −
pi2 α2W
(
µ0H
)
3M2χ
UH CH r
12/β0
H
(
1 + 2 r
−6ψ∗/β0
H
)
,
H4(mW ) = −
pi2 α2W
(
µ0H
)
3M2χ
UH CH r
12/β0
H
(
1 + 2 r
−6ψ/β0
H
)
. (3.80)
Note that although ψ appears in these results, the final result for the cross section will be
purely real as it must – ψ will lead to the appearance of the sine or cosine of a phase. This
occurs already for H1(mW ),
H1(mW ) =
pi2 α2W
(
µ0H
)
9M2χ
UH CH
(
4 + 2 r
6ψ/β0
H + 2 r
6ψ∗/β0
H + r
12/β0
H
)
=
pi2 α2W
(
µ0H
)
9M2χ
UH CH
(
4 + 4 r
6/β0
H cos
(
6pi
β0
log rH
)
+ r
12/β0
H
)
, (3.81)
and we see that a cosine of a phase appears in the resummed result. We will explain the
physical origin of these phases in Sec. 4.1.
3.3.3 Soft Matching Coefficient Evolution
The soft matching coefficient HS satisfies an RG equation involving a 10× 10 mixing matrix.
To diagonalize the system, we perform the following invertible change of basis
HS,A
HS,B
HS,C
HS,D
HS,E
HS,F
HS,G
HS,H
HS,I
HS,J

=

1 0 0 0 0 0 0 0 0 0
−13 1 13 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
−13 0 0 1 13 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
1
9 −13 −19 −13 −19 1 0 13 13 0
0 0 0 0 0 0 1 0 0 0
0 0 −13 0 0 0 13 1 0 0
0 0 0 0 −13 0 13 0 1 0
0 0 0 0 0 0 13 0 0 1


HS,11
HS,31
HS,33
HS,41
HS,44
HS,21
HS,22
HS,23
HS,24
HS,25

. (3.82)
– 29 –
After performing this change of basis, we obtain the following set of decoupled equations
d
d logµ
HS,A = 0 ,
d
d logµ
HS,B = 12 α˜W ψHS,B ,
d
d logµ
HS,C = −6 Γcusp[αW ] log
(
µ s
)
HS,C ,
d
d logµ
HS,D = 12 α˜W ψ
∗HS,D ,
d
d logµ
HS,E = −6 Γcusp[αW ] log
(
µ s
)
HS,E ,
d
d logµ
HS,F = 24 α˜W HS,F ,
d
d logµ
HS,G = 3
(
4 α˜W − 2 Γcusp[αW ] log
(
µ s
))
HS,G ,
d
d logµ
HS,H = 3
(
4 α˜W ψ
∗ − 2 Γcusp[αW ] log
(
µ s
))
HS,H ,
d
d logµ
HS,I = 3
(
4 α˜W ψ − 2 Γcusp[αW ] log
(
µ s
))
HS,I ,
d
d logµ
HS,J = 24 α˜W HS,J . (3.83)
We can now solve these equations to evolve the functions from the high scale µ0S (with canonical
value 2Mχ(1− z)) down to mW . To do so, we define the soft evolution kernel
US
(
mW , µ
0
S ;µS(s)
)
=
(
(VS − 1) ΘS + 1
)( µ0S
µS(s)
)2ωS
, (3.84)
which is given in terms of
VS = exp
{
−3 Γ0
2β20
[
1
α˜W
(
µ0S
) (log rS + 1
rS
− 1
)
+
(
Γ1
Γ0
− β1
β0
)
(rS − 1− log rS)− β1
2β0
log2 rS
]}
,
ωS =
3 Γ0
2β0
[
log rS + α˜W
(
µ0S
)(Γ1
Γ0
− β1
β0
)
(rS − 1)
]
ΘS ,
rS =
α˜W (mW )
α˜W (µ0S)
=
[
1 + 2 α˜W
(
µ0S
)
β0 log
(
mW
µ0S
)]−1
,
ΘS = Θ
(
2Mχ (1− z)−mW
)
, (3.85)
where we have written the results in terms of the natural Laplace variable scale,4
µS(s) =
1
s
. (3.86)
The ΘS functions prevent the soft scale from going below mW . Inverting to our original basis,
and using the boundary values
HS,11
(
µ0S
)
= 1 , HS,33
(
µ0S
)
= HS,44
(
µ0S
)
= 1− 12 α˜W L2S(s) ,
HS,31
(
µ0S
)
= HS,41
(
µ0S
)
= 4 α˜W L
2
S(s) , HS,22
(
µ0S
)
= 1− 12 α˜W L2S(s) + 12 α˜W LS(s) ,
4Note that we use S to denote soft and s is the Laplace space variable.
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HS,23
(
µ0S
)
= HS,24
(
µ0S
)
= −4 α˜W LS(s) , HS,25
(
µ0S
)
= 4 α˜W L
2
S(s) + 4 α˜W LS(s) , (3.87)
where
LS(s) = log
(
µ0S
µS(s)
)
, (3.88)
and all other boundary coefficients are zero, we obtain
HS,11(mW ) = 1 ,
HS,31(mW ) = HS,41(mW ) =
1
3
− 1
3
US λ
b
S(s) ,
HS,33(mW ) = HS,44(mW ) = US λ
b
S(s) ,
HS,21(mW ) =
1
9
(
1− 2US λbS(s)
)
− 1
9
r
−12/β0
S λ
c
S(s) +
2
9
r
−6/β0
S US λ
a
S(s) ,
HS,22(mW ) = r
−6/β0
S US λ
a
S(s) ,
HS,23(mW ) = HS,24(mW ) = −1
3
r
−6/β0
S US λ
a
S(s) +
1
3
US λ
b
S(s) ,
HS,25(mW ) = −1
3
r
−6/β0
S US λ
a
S(s) +
1
3
r
−12/β0
S λ
c
S(s) . (3.89)
Here to simplify the expressions we have defined
λaS(s) = 1− 12 α˜W LS(s)(LS(s)− 1) ,
λbS(s) = 1− 12 α˜W L2S(s) ,
λcS(s) = 1 + 24 α˜W LS(s) . (3.90)
Recall that the remaining ten HS,ij(mW ) functions not listed here are zero. This solution
resums all logarithms appearing in the hard-soft function to NLL accuracy.
4 Analytic Resummed Cross Section at NLL Accuracy
We now have all the relevant pieces to derive analytic cumulative and differential endpoint
spectra for wino annihilation at NLL accuracy. The NLL cross section is given by(
dσ
dz
)NLL
=
2pi α2W
(
µ0H
)
s2W
(
µ0γ
)
9Mχ v
Cγ CH UH
LP−1
{
UJ
( ∣∣s00∣∣2[4 Λd(s) + 2 r12/β0HS Λc(s)]+ ∣∣s0±∣∣2[8 Λd(s) + r12/β0HS Λc(s)]
+
√
2 Re
[
s00 s
∗
0±
][
8 Λd(s)− 2 r12/β0HS Λc(s)
])
+ UJ US r
6/β0
H
( ∣∣s00∣∣2[2 r6/β0HS Λa(s)− 8 cH Λb(s)]
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+
∣∣s0±∣∣2[r6/β0HS Λa(s) + 8 cH Λb(s)]
+
√
2 Re
[
s00 s
∗
0±
][
− 2 r6/β0HS Λa(s)− 4 cH Λb(s)
]
+
√
2 Im
[
s00 s
∗
0±
][
− 12 sH Λb(s)
])}
, (4.1)
where LP−1 denotes the inverse Laplace transform as defined in Eq. (3.2). In addition to
previously defined shorthand notation, we have also defined the phases
cH = cos
(
6pi
β0
log rH
)
, sH = sin
(
6pi
β0
log rH
)
, (4.2)
as well as
rHS =
rH
rS
. (4.3)
Finally the Λa−d expressions result from expanding the product λa−cS × CJ and keeping only
the terms relevant at NLL order. Note that Λd = CJ , where we have chosen to redefine it to
make the notation consistent. In detail, we have
Λa = 1 + α˜W Γ0 L
2
J(s) + α˜W β0 LJ(s)− 12 α˜W LS(s)
(
LS(s)− 1
)
,
Λb = 1 + α˜W Γ0 L
2
J(s) + α˜W β0 LJ(s)− 12 α˜W L2S(s) ,
Λc = 1 + α˜W Γ0 L
2
J(s) + α˜W β0 LJ(s) + 24 α˜W LS(s) ,
Λd = 1 + α˜W Γ0 L
2
J(s) + α˜W β0 LJ(s) , (4.4)
where in analogy with LS(s) we have
LJ(s) = log
( (
µ0J
)2(
µJ(s)
)2
)
. (4.5)
The complexity of this result is both due to the multiple gauge index structures in the hard
and hard-soft functions, and their contractions with the Sommerfeld factors.
To perform the inverse Laplace transform analytically, we set scales in cumulative space.
The natural scales of the functions in Laplace space are therefore taken to be formally inde-
pendent of the Laplace space variable s. The only required transform between Laplace space
and cumulative space is
(
s µ0
)q(
s µ′0
)q′ → 1
2Mχ
(
eγEµ0
t
)q (eγEµ′0
t
)q′ 1
Γ[1− q − q′] . (4.6)
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To deal with logs of the form5
log
( (
µ0J
)2(
µJ(s)
)2
)
and log
(
µ0S
µS(s)
)
, (4.7)
which appear in the Λi(s) expressions, we use that in Laplace space all of these terms appear
multiplied by an expression of the form sq. We can therefore rewrite these logs in terms of
derivatives using
∂nq s
q = sq logn s . (4.8)
Once rewritten in this manner, the logs no longer depend on s and the only objects we need
to Laplace transform are of the form given in Eq. (4.6). In detail, the substitutions made are
LJ(s)→ ∂ωJ , LS(s)→ ∂2ωS . (4.9)
The derivatives can then be evaluated analytically once the Laplace transform has been per-
formed. These differential operators generate logarithms and polygamma functions. For
detailed results see App. A.
Using Eq. (4.1) and these steps we can then derive the following expression for the cumu-
lative spectrum, as defined in Eq. (2.2):
σNLL(zcut) =
pi α2W
(
2Mχ )s
2
W
(
mW
)
9M2χ v
UH
(
(VJ − 1) ΘJ + 1
)
{( ∣∣s00∣∣2[4 Λd + 2 r12/β0HS Λc]+ ∣∣s0±∣∣2[8 Λd + r12/β0HS Λc]
+
√
2 Re
[
s00 s
∗
0±
][
8 Λd − 2 r12/β0HS Λc
])
eγE ωJ
Γ
(
1− ωJ
)
+
(
(VS − 1) ΘS + 1
)
r
6/β0
H(
|s00|2
[
2 r
6/β0
HS Λ
a − 8 cH Λb
]
+
∣∣s0±∣∣2[r6/β0HS Λa + 8 cH Λb]
+
√
2 Re
[
s00 s
∗
0±
][
− 2 r6/β0HS Λa − 4 cH Λb
]
+
√
2 Im
[
s00 s
∗
0±
][
− 12 sH Λb
])
eγE(ωJ+2ωS)
Γ
(
1− ωJ − 2ωS
)} . (4.10)
Here, for simplicity, we have only given the result evaluated with all scales at their canonical
values. In addition we no longer show an s argument on the Λi expressions, as all logarithms
have now been replaced by derivatives according to Eq. (4.9). Results for general scales, as
5These arguments of the logarithms are chosen due to the square root entering the jet scale, see Eq. (3.66).
– 33 –
are required to generate scale variations, are given in App. A.
The differential spectrum in z is generated by differentiating the result in Eq. (4.10) by
z. We find:
(
dσ
dz
)NLL
=
pi α2W
(
2Mχ
)
s2W
(
mW
)
9M2χ v (1− z)
UH
(
(VJ − 1) ΘJ + 1
)
{( ∣∣s00∣∣2[4 Λd + 2 r12/β0HS Λc]+ ∣∣s0±∣∣2[8 Λd + r12/β0HS Λc]
+
√
2 Re
[
s00 s
∗
0±
][
8 Λd − 2 r12/β0HS Λc
])
eγE ωJ
Γ
(− ωJ)
+
(
(VS − 1) ΘS + 1
)
r
6/β0
H(
|s00|2
[
2 r
6/β0
HS Λ
a − 8 cH Λb
]
+
∣∣s0±∣∣2[r6/β0HS Λa + 8 cH Λb]
+
√
2 Re
[
s00 s
∗
0±
][
− 2 r6/β0HS Λa − 4 cH Λb
]
+
√
2 Im
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+ σNLLexc δ(1− z) . (4.11)
Here σNLLexc is the NLL exclusive cross section, which is given by
σNLLexc =
pi α2W
(
2Mχ
)
s2W
(
mW
)
9M2χ v
UH
×
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12/β0
H − 8 r6/β0H cH
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∗
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∗
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. (4.12)
Our result for σNLLexc reproduces the original NLL result for the wino from [22]. The analogous
line result for scalar DM at NLL was computed in [21]. In App. B we verify that our resummed
result expanded to NLO, exactly reproduces existing fixed order wino calculations. We also
briefly comment on how internal bremsstrahlung processes, which have received considerable
interest in the literature, are reproduced in our framework.
This provides a closed form NLL result which simultaneously resums all logarithms of
(1− z) and mW/Mχ and correctly incorporates Sommerfeld enhancement effects. Eqs. (4.10)
and (4.11) are the main results of this paper. Note that in Eq. (4.11) the Θ functions cut off
the 1/(1− z) power law singularities. Although this result is considerably more complicated
than the corresponding LL expression presented in [15], it simply dresses the same 1/(1− z)
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power law growth with additional logarithms. This structure persists to all logarithmic orders.
4.1 Non-Vanishing Electroweak Glauber Phase
Here we briefly comment on an interesting effect appearing in our final resummed result that
occurs when electroweak charged external states are present. This effect is not specific to the
case we are considering here, and indeed it also appears in fully exclusive calculations with
charged electroweak states in the initial or final states (for the heavy dark matter annihilation
case, this includes [21, 22, 86], and in the collider context from an EFT perspective [52–
54, 87, 88]). However, recent advances in the understanding of the treatment of Glauber
gauge bosons in SCET [89] give a clean interpretation of these terms. Since this connection
has not previously been emphasized, we briefly deviate from our main goal to explain it here.
Our final result for the cross section involves the following phases,
cH = cos
(
6pi
β0
log rH
)
, sH = sin
(
6pi
β0
log rH
)
. (4.13)
These first appear at NLL in both the hard function H and the soft function S. These phases
arise because the ψ = 1 − i pi and ψ∗ = 1 + i pi do not fully cancel in the cross section. This
lack of cancellation has a physical origin when understood in terms of Glauber gauge boson
contributions. In our factorization, the soft function describes soft modes with a homogeneous
scaling (
n·p, n¯·p, p⊥
)
soft ∼ Q
(
λ2, λ2, λ2
)
, (4.14)
corresponding to on-shell degrees of freedom in the EFT. However, when evaluating the virtual
soft integrals, we also integrate over regions of phase space where(
n·p, n¯·p, p⊥
)
Glauber ∼ Q
(
λa, λb, λ
)
, (4.15)
with a + b < 2. This is the scaling for the so-called Glauber region, which corresponds to
off-shell exchanges that are instantaneous in both lightcone times.
In our calculation, we do not treat the Glaubers as being separate from the soft modes.
The fact that they are captured by the soft function in a hard scattering is due to their
“cheshire” nature [89]. Once properly defined and regulated, Glaubers do not cross the cut,
nor do they connect the initial to the final state. Example diagrams are shown in Fig. 8,
illustrating the final state Glauber bursts G. These off-shell Glauber contributions to the
virtual corrections give rise to the i pi appearing in the one-loop amplitude, Eq. (4.13). These
i pi contributions at the level of the amplitude are ubiquitous. What is interesting here is that
a phase contribution survives at the cross section level, since in many cases Glauber effects
cancel for inclusive cross sections.
To understand why we are left with a phase in the cross section, we consider calculating the
Glauber contribution to the S12 soft function (the soft function arising from the interference
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Figure 8. This figure illustrates Glauber bursts G. For identical gauge index structures, the Glauber
contributions to the squared amplitude multiply their conjugates and cancel. In the presence of
electroweak charged final and initial states, different gauge index structures are present on either side
of the cut. There can then be a miscancellation of the Glauber contributions, leaving behind the
residual phase that contributes to our NLL result.
of the two distinct gauge index structures). Computing the two relevant diagrams
+ , (4.16)
which have Glaubers on either side of the cut, we find
SG,a
′b′ab
12 = δ
a′b′
(
δab − 3 δa3δb3
)
(i pi)
αW
pi
log
(
µ
mW
)
, (4.17)
which is non-zero. Here the superscriptG denotes the Glauber contribution. The two diagrams
give different gauge index structures, which sum to the result shown here. Eq. (4.17) gives
the i pi terms that are included in our soft function S, which are related to the ones in H by
renormalization group consistency.
Note that if the external states were electroweak singlets, electroweak charge conservation
would imply that the two diagrams would have the same gauge index structure. Then the
two diagrams would be exactly conjugate, and the imaginary Glauber contribution vanishes,
ψ + ψ∗ = Re[ψ]. In Eq. (4.17), this can be seen by contracting the result with a gauge index
singlet final state
δabSG,a
′b′ab
12 = δ
abδa
′b′
(
δab − 3 δa3δb3
)
(i pi)
αW
pi
log
(
µ
mW
)
= 0 . (4.18)
However, for wino annihilation the electroweak charges of the initial and final states are non-
singlet, and Glauber phases contribute to the cross section. Furthermore, the Glauber i pi
multiplies a logarithm, which once resummed yields the phases in Eq. (4.13). This can be
viewed as a manifestation of the KLN violation in the Glauber sector, and is a completely
general phenomenon when one has multiple electroweak charged initial or final states. This
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cancellation (or lack thereof) extends to multiple Glauber exchanges. It would be interesting
to investigate the properties of the (non-) cancellation of electroweak Glaubers further. This
is beyond the scope of this work since for our current application these phases appear in the
hard-soft matching coefficient, and are correctly captured within our framework.
5 Numerical Results and Uncertainties
In this section, we present numerical results using our NLL formula. In particular, we focus
on the reduction in the theoretical uncertainty as compared with LL. The uncertainty bands
are generated by scale variations, which probes higher order logarithms. Due to the structure
of the µ- and ν-anomalous dimensions, as described in Sec. 3, we are able to choose a path up
to NLL accuracy that does not require rapidity evolution (see Fig. 7). Since no logarithms at
NLL are generated by ν-evolution, when performing the scale variation at LL, all logarithms
at NLL can be probed by µ-scale variations. The LL uncertainty bands are generated by
varying the µ-scales about their central value by a factor of 2.
The NLL error bands probe next-to-next-to-leading logarithmic (NNLL) logarithms. Note
that at NNLL one has a non-trivial rapidity evolution between the collinear-soft and soft
functions, so that they could not be combined into a single function as was done here. To
capture this in our uncertainty estimate, our NLL uncertainty band requires both a µ- and
ν-variation: explicitly we move both scales independently up and down by a factor of 2 for the
photon jet function, and take the maximal band. This uncertainty is then added in quadrature
with those from the other µ-scale variations. We believe that this is a reasonable estimate of
the scale uncertainties. As a reference, we will find that the scale uncertainties for our result
are comparable to those for the fully exclusive NLL wino calculation in [22], which also found
5% perturbative uncertainty. When the O(αW ) fixed order corrections were added in [25] to
obtain NLL’ accuracy, the perturbative uncertainties shrank to ∼ 1%, and the central value
was near the boundary of the ∼ 5% NLL uncertainty bands. We expect the O(αW ) fixed order
corrections to have a comparable effect in our calculation (some of these corrections, such as
those to the hard function, are even identical). This further supports that our estimate of the
higher order perturbative error is reasonable.
In Fig. 9 we show the cumulative (left column) and differential (right column) spectrum
for wino annihilation forMχ = 3, 10, and 35 TeV (top, middle, and bottom rows respectively).
This range of values was chosen since on the high end H.E.S.S. is currently probing DM masses
up to 70 TeV [3], while on the low end our EFT expansion breaks down as we approach 1 TeV.
For Mχ . 1 TeV, one should smoothly match our EFT onto an EFT where mW ∼Mχ(1− z).
This would be particularly interesting to consider for the Higgsino, which we leave to future
work. We emphasize that the value 3 TeV (or more precisely 2.9 TeV) is particularly motivated
as this is the mass that corresponds to a thermal relic wino. In all cases, we find that moving
from LL to NLL yields a relatively small change in the central value. What is particularly
noteworthy is that NLL demonstrates a large reduction in the theoretical uncertainty as
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Figure 9. The cumulative (left column) and z2 weighted differential (right column) spectrum for wino
annihilation in the endpoint region. Spectra are shown for three different wino masses, 3, 10 and 35
TeV, at both LL and NLL accuracy. Theoretical uncertainties obtained by scale variation are shown
by the shaded bands – the uncertainty bands are hardly visible at NLL at high masses.
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Figure 10. A mock limit on wino annihilation derived by reinterpreting the 2013 H.E.S.S. line
search [2], see [15] for details of the procedure. The comparison is made in terms of the line annihilation
cross section 〈σv〉line = 〈σv〉γγ + 12 〈σv〉γZ (see text for details), as a function of the wino mass. Plotted
here are the prediction (blue) and the mock limit (orange); the parameter space above the limit
line is excluded assuming the Einasto DM profile. In both cases the bands represent the theoretical
uncertainty associated with the NLL calculation. The overall normalization error is captured by the
prediction band. For the mock limit, the uncertainty originates both from the variation in the shape of
the endpoint spectrum and its normalization relative to the line. Finally, the thermal wino prediction
Mχ = 2.9± 0.1 TeV is also shown.
compared to LL. With the NLL results in hand, the spectrum for heavy wino annihilation
near the endpoint is now under excellent theoretical control.
The impact of this calculation is that it can be used to quantitatively explore constraints
on the parameter space for winos from indirect detection. To this end, we provide Fig. 10,
which shows the results of the mock analysis developed in [15], updated using our NLL pre-
diction – more discussion on the details of the analysis is provided in the next section. For
concreteness, the comparison between the mock exclusion and the theory prediction is made
in terms of the line annihilation cross section 〈σv〉line = 〈σv〉γγ + 12〈σv〉γZ . We note that
in order to convert from the endpoint cross section σNLL computed here to σline, one must
evaluate Eq. (4.11) in the limit z → 1, and be careful to keep track of the fact that here we
are computing the rate for γ +X, which introduces a factor of 2 in the conversion since both
of the γ’s from σγγ contribute, i.e.,
lim
zcut→1
1∫
zcut
dz
(
dσ
dz
)NLL
= σNLLexc = 2
(
σγγ +
1
2
σγZ
)
= 2σline , (5.1)
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Figure 11. A comparison of our LL and NLL calculations with inclusive, exclusive and semi-inclusive
predictions from the literature. The best agreement is found with the semi-inclusive calculation. The
disagreement as zcut → 1 is due to unresummed logarithms of (1−zcut) in the semi-inclusive calculation
which are correctly captured using our formalism.
and the approximation made here treats the kinematics for γ γ and γ Z identically, see [15, 44]
for additional discussion of this convention. Note that these mock limits only include the
contribution from the line and endpoint spectrum; the justification to neglect the contribution
from continuum production resulting from wino annihilation to W+W− at lower masses was
provided in [15]. While we caution that a genuine analysis of the 2013 H.E.S.S. data should be
done to provide an actual limit, we see that our mock limit shows that the thermal wino with
mass Mχ = 2.9 TeV is excluded by a factor of ∼ 25. We also emphasize that this assumes
an Einasto DM profile, so that one way to avoid this seemingly stringent bound on wino
annihilation is to core the profile, see e.g. [44, 61] for a discussion. Importantly, the theory
error band shown for the prediction in this plot is now under excellent control, justifying the
need for our NLL calculation. For a more careful exploration of the implications of the NLL
endpoint spectrum in the context of H.E.S.S. forecast limits, see [44].
Finally, in Fig. 11 we show a comparison of our NLL cross section with several calculations
that exist in the literature. In particular, we compare with the fully exclusive (line) calculation
at NLL [22, 25], the inclusive calculation at LL [20, 23], and the semi-inclusive calculation
at LL′ [24]. With the reduced NLL uncertainties, we see that for zcut ∼ 0.8-0.9, our pre-
diction differs significantly from the exclusive and inclusive predictions, being approximately
intermediate between the two, which individually each sum large log(Mχ/mW ) logarithms at
NLL order. As expected, the semi-inclusive provides a better approximation, agreeing with
the shape and norm of the LL endpoint result away from zcut → 1. However, this calculation
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does not resum logarithms of 1 − zcut, which become important as zcut → 1. The effect of
these logarithms, which are properly captured in our result, is clearly seen by the fact that
the semi-inclusive result rapidly diverges from our LL and NLL endpoint results as zcut → 1.
6 Endpoint Spectrum Versus Fixed Bin Approach for Experiments
Obtaining a reliable theoretical interpretation of indirect detection line searches requires cor-
rectly incorporating experimental constraints into the underlying theoretical setup. This con-
sideration has resulted in the appearance of a number of different approaches: fully inclu-
sive [20, 23], fully exclusive [21, 22, 25], semi-inclusive [24], non-zero fixed bin width [86],
and endpoint spectrum [15]. Clearly, what is observed by the experiment is the true photon
spectrum convolved with the appropriate instrument response functions. In our endpoint ap-
proach, this can be correctly treated since we have computed the full shape of the photon
spectrum. With the NLL calculation presented here, we have a theoretically robust result
with an estimated 5% residual perturbative uncertainty.
In this section we investigate how well the full result could be approximated by assuming
that the resolution effects at an experiment such as H.E.S.S. are captured by integrating
the photon spectrum over a bin with some effective width (with the bin maximum being
z = 1). This is important since it allows for an understanding of which approximations are
valid for correctly describing the experimental setup. One motivation is that in certain cases
determining the rate in a single bin near the endpoint is easier than achieving the full spectral
shape. If this approach were demonstrated to be a good approximation, it could also pave the
way for more calculational efficiency.
To address this question we compare the experimental constraints on the wino obtained
using our full spectrum to those derived by rescaling constraints on a gamma-ray line. One
might hope that for an appropriate choice of bin size, the true constraint would trace the line
limits up to a simple rescaling. However, we will demonstrate that there does not appear to
be any simple way to choose such a bin a priori.
In the interest of thoroughness, we will provide the results for two different analyses (for
more details, see [15] and [44] respectively)
1. Mock Analysis: A simplified re-analysis of a 2013 H.E.S.S. result [2], following the
methodology we developed previously [15]. We perform a χ2 analysis on the data,
floating a seven-parameter background model in addition to the signal. The functional
form of the background model was chosen [2] to provide a good description of the
data in the region of interest. We confirm that we approximately reproduce the quoted
constraints on a pure line, and then apply the same analysis taking our full NLL spectrum
as the signal. We estimate the energy resolution for this dataset based on interpolating
the values given for photon energies of 0.5 and 10 TeV [2].
2. Forecast Analysis: A detailed forecast of H.E.S.S. sensitivity, based on Monte Carlo
simulations of the expected background, the instrument response functions, and the
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analysis pipeline [44]. We perform a likelihood analysis that incorporates both spatial
and spectral information, for both signal and background. In this section we show results
(reproduced from [44]) assuming an Einasto profile for the DM density, although this
method is generalizable to alternate DM density profiles. We compute the sensitivity
to a pure line and compare that to the prediction of our NLL spectrum. This forecast
includes cuts on the data that allow an effective energy resolution of 10% independent
of energy.
We begin by understanding the effect the various approximations would have on H.E.S.S.
limits, in Fig. 12a (Fig. 12b) we plot the mock (forecast) limits for 〈σv〉line, considering a
number of different ways of modeling the experimental analysis given the theory calculation.
First, in solid orange we show the limit derived using the NLL prediction, which incorporates
the full spectral shape. The black dotted line shows the limit assuming the pure line analysis
using the resummed exclusive prediction for the annihilation rate. As was shown in [15],
the inclusion of the photon distribution near the endpoint almost always enhances the limits.
Next we consider a number of different approximations for effective bin widths. In dashed
green, we show what happens if instead of using the shape of the distribution, we take our NLL
prediction for the spectrum and just assume a bin of width equal to the H.E.S.S. resolution (as
appropriate for the calculation in question). Although this is not a terrible approximation, it is
well outside our estimate of the theoretical uncertainty at NLL – this emphasizes the need for a
correct treatment of the spectrum when working at this accuracy. Finally, we also consider the
limits derived when taking a bin width of mW/Mχ and (mW/Mχ)2. These scales are natural
from the EFT perspective, as they tie the bin width to the other physical scales in the problem,
simplifying the calculation [20, 23, 86]. The appropriate EFT for a bin width mW/Mχ uses
the scaling mW ∼Mχ(1− z), while the appropriate EFT for a bin width (mW/Mχ)2 uses the
scaling mW ∼ Mχ
√
1− z. Relative to our EFT, these include additional power corrections.
However, at the level of accuracy that we work, namely NLL, we do not include the matrix
elements in the low energy theory, only logarithms from evolution, and therefore we should
correctly reproduce the large logarithms in these bins for the mW ∼ Mχ(1 − z) case, which
also bounds the mW ∼Mχ
√
1− z case. Therefore, for simplicity, we do not perform dedicated
analyses for these bins, and instead simply take our EFT result evaluated with bin widths
of these values. We believe that the qualitative conclusions that we draw should be robust.
Results for a resolution of (mW/Mχ)2 are shown by the dashed blue curves, and for realistic
H.E.S.S. resolutions we see that this bin size is too small (with our approach the dashed blue
curves fully overlap the line curves, but will presumably differ somewhat in a full treatment
of mW ∼Mχ
√
1− z as in [86]). Finally we see that a EFT setup which utilizes a mW/Mχ bin
width gives the dashed purple curves, which lie in-between the line and endpoint results for
Mχ & 3 TeV. These EFTs are perhaps more relevant for a DM mass of around 1 TeV, e.g. in
the case of the Higgsino. However, the region of DM masses they can describe is likely to be
rather limited since they are forced to have a resolution that scales like 1/Mχ. This is distinct
from the behavior of the H.E.S.S. resolution, which is approximately flat with increasing DM
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Figure 12. (top) Estimated limits obtained using a variety of different assumptions on the treatment
of the spectrum for the (a) mock analysis and (b) forecast analysis. The NLL endpoint curve relies on
the computed spectrum, while all other curves rescale a line-only signal shape. Note that the curves
corresponding to “Line” and “(mW/Mχ)2” lie on top of each other. (bottom) The effective bin size
required to reproduce the endpoint analysis, compared with the true H.E.S.S. resolution for the (c)
mock analysis and (d) forecast analysis. We see that in both approaches, the bin width required to
map the line-only signal onto the limit derived for the full spectral shape is a non-trivial function of
the DM mass.
mass.
Another aspect of Fig. 12a and Fig. 12b that deserves comment is the fact that the
mock limit and the forecast limit performances are similar for the important mass range near
Mχ ∼ 3 TeV, even though the forecast limit assumes a larger data set. This behavior occurs for
two reasons. First, the forecast limit utilizes a more sophisticated background determination
method, with less flexibility to incorrectly absorb a signal into the background model, and
less sensitivity to fluctuations in the background determination. Consequently, estimating the
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relative strength of the expected limits in the two analyses is non-trivial. Additionally, the
mock analysis is based on observed data, not expected data, and the 2013 dataset from which
the mock limit was derived placed a stronger-than-expected upper limit on the flux near 3
TeV [3], likely due to a downward fluctuation in the background.
Another way of testing the fixed-bin approach is to explore the extent to which the
H.E.S.S. endpoint analysis can be reproduced by using a single endpoint bin with an effective
size, and compare that size with the H.E.S.S. resolution. To this end, we provide results
computed by rescaling the limit on (or sensitivity estimate for) the line cross section, propor-
tionally to the number of photons in the endpoint bin, and then determine what bin size is
needed to reproduce the constraint (or sensitivity estimate) obtained by the endpoint analysis
involving the full spectrum.
In Fig. 12c, we plot the effective bin size required to reproduce the constraint obtained by
the endpoint analysis in the first calculation above, compared with the true H.E.S.S. resolution
for the 2013 dataset. We see that the effective bin size varies non-trivially as a function of
the DM mass, which could not be predicted without a full calculation of the shape of the
distribution. Indeed, at low masses the limit with the full spectrum is weaker than the limit
from the line only. This is likely due to the non-trivial interplay between the signal and the
flexible background model used in the mock analysis (based on that of Ref. [2]). These results
emphasize the need to convolve the NLL spectrum computed here with the experimental line
shape and full background fit. To further demonstrate this point, Fig. 12d shows the same
result for the sensitivity estimate from the second calculation described above, using state-
of-the-art background modeling methods. The requisite effective bin size is somewhat more
stable with mass in this case; sensitivity estimates do not include the statistical fluctuations
inherent to real data, and the background modeling also has less freedom in this analysis.
However, the bin size needed to match the predicted level of sensitivity again does not match
the nominal H.E.S.S. energy resolution over the vast majority of DM masses, and shows
non-trivial variation with DM mass.
One might also ask whether further improvements in the accuracy of the endpoint spec-
trum would allow corresponding improvements in the experimental constraints. For the
H.E.S.S. experiment, however, the theoretical uncertainties at NLL are currently subdomi-
nant to the experimental systematic uncertainties. In more detail, the Galactic Center (GC)
region is a very crowded environment in very-high-energy (VHE) gamma rays. The determina-
tion of the residual background, mostly coming from misidentified CR hadrons, is challenging
in the GC due to the presence of gamma-ray sources and regions of diffuse gamma-ray emis-
sion. A proven robust approach to probe signals from a cusped DM density distribution in
the GC region consists of masking regions of the sky with known VHE emission, and then
making use of the reflected background method where background and signal are measured
in the same observational and instrumental conditions allowing for a precise determination
of the background level [3, 90]. However, systematic uncertainties arise from the imperfect
knowledge of the energy scale and energy resolution of the instrument. In addition, the Night
Sky Background (NSB) rate – corresponding to the unavoidable optical photon light emitted
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by bright stars in the field of view – varies significantly over degree scales in the GC region.
This variation induces a systematic uncertainty in the background determination when using
the reflected background method. Propagating this uncertainty into the DM constraints im-
plies a systematic uncertainty in the limit on the line annihilation cross section ranging from
a few percent up to 60%, depending on the DM mass [3], which dominates over the O(5%)
NLL theoretical uncertainties.
Future studies will make use of precise Monte Carlo simulations for the expected residual
background determination in the GC, in the same observational and instrumental conditions
as for the signal measurement. This could alleviate the level of systematic uncertainties sub-
stantially; for example, the inhomogeneous NSB could be accurately simulated in each pixel,
allowing a careful subtraction of this component. The main remaining systematic uncertainty
might then become the uncertainties in the energy scale and energy resolution of H.E.S.S.; a
systematic uncertainty in the energy scale of 10% shifts the limits by up to 15%. The energy
resolution uncertainties are a smaller effect; while the energy resolution is weakly dependent
on the observational conditions, and this can impact the limit, a deterioration of a factor of
two in the energy resolution only induces a decrease of 25% in the expected limit [3]. Greater
precision in the theoretical calculation thus might eventually become valuable from an exper-
imental perspective, but would require multiple current sources of systematic uncertainty at
the 10% and higher level to be reduced below 5% by improved analyses.
The results of this analysis demonstrate that to have a reliable theoretical interpretation
of the experimental results requires a calculation of the full shape of the photon spectrum.
Approximations using effective bin widths are simply not reliable at the level of accuracy of
an NLL calculation. In the event that multiple sources of experimental systematic error can
be reduced in the future, extending the calculation presented here to NLL+NLO accuracy (or
NNLL) could become necessary.
7 Conclusions
In this paper, we have extended the calculation of the hard photon spectrum for wino an-
nihilation in the endpoint region, as is relevant for indirect detection experiments, to NLL
accuracy. This calculation was performed using an EFT framework developed in [15], which
facilitates the factorization of distinct physical effects. In particular, our result includes both
the resummation of Sudakov logarithms and the Sommerfeld enhancement. The theoretical
uncertainties of our calculation are of the order of 5%, which is a significant reduction as
compared with our earlier LL prediction. In particular, the theory uncertainties are now
sufficiently under control so as to make a subdominant contribution to the total uncertainty
relevant for experimental exploration.
In the course of our calculation we encountered a number of interesting effects associated
with electroweak radiation and the presence of electroweak charged initial and final states. For
example, we found that the non-electroweak-gauge-singlet nature of the incoming and outgoing
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states led to a non-trivial remaining Glauber phase in the final cross section. We think this
would be interesting to explore further in a more general context than that considered here.
The H.E.S.S. telescope has collected a large dataset of photons from the Galactic Center
region, with an energy resolution of ∼ 10%, permitting sensitive searches for spectral features.
Using both a mock H.E.S.S. analysis and a detailed forecasting framework, we studied the
importance of using the full photon spectrum computed in this paper as compared with a
single endpoint bin approximation when computing experimental limits. We find that the
mapping to an effective bin width is a highly non-trivial function of the DM mass. This
emphasizes the importance of having theoretical control over the shape of the distribution in
the endpoint region, and not simply the photon count in an endpoint bin, for deriving accurate
limits from experimental data.
With an understanding of our factorization formula at NLL accuracy, it is now straight-
forward to calculate the spectrum at this accuracy for other heavy WIMP candidates, such as
the pure Higgsino, the mixed bino-wino-Higgsino, or the minimal DM quintuplet [29, 91–95].
This will allow for the robust theoretical interpretation of indirect detection constraints for
these compelling DM candidates from the wealth of data at current and future experiments.
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Appendix
A Cross Section with Scale Dependence
In the main text we provided expressions for the cumulative cross section Eq. (4.10) and the
differential cross section Eq. (4.11). For brevity, the scales have been set to their canonical
values in these formulas, which causes many logarithms to vanish and reduces the complexity
of the expressions dramatically. This is all one needs to compute the central value of the
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NLL prediction. However, since our goal is to also demonstrate that the uncertainties due to
scale variation are well under control, it is important to provide the explicit results leaving
the hard scale µ0H , photon jet scale µ
0
γ , recoiling jet scale µ0J , and soft scale µ
0
S as parameters
that can be varied. Note that since our EFT is no longer meaningful at scales below mW , if
the argument of any function of scale falls below mW , we simply freeze that function to its
value at mW in our numerical evaluations. For example, this is relevant for the rS , rJ , and
rHS functions defined below.
We begin by defining a variety of functions that will be used to build both the cumulative
and differential cross sections. We will use the notation α˜W = αW/(4pi), as defined in Eq. (3.7)
above, and will write the results in terms of the cusp anomalous dimension and the β function,
as defined in Eqs. (3.8) and (3.12). The hard function is expressed in terms of (see Sec. 3.3.2)
UH = r
2
H
( (
µ0H
)2(
2Mχ
)2
)ωH
exp
[
−2 Γ0
β20
[
1
α˜W
(
µ0H
) (log rH + 1
rH
− 1
)
+
(
Γ1
Γ0
− β1
β0
)
(rH − 1− log rH)− β1
2β0
log2 rH
]]
, (A.1)
CH = 1− α˜W
(
µ0H
)
Γ0 log
2
( (
µ0H
)2(
2Mχ
)2
)
, (A.2)
where
ωH =
2 Γ0
β0
[
log rH + α˜W
(
µ0H
)(Γ1
Γ0
− β1
β0
)
(rH − 1)
]
,
rH =
α˜W (mW )
α˜W
(
µ0H
) = [1 + 2 α˜W(µ0H)β0 log(mWµ0H
)]−1
. (A.3)
We will also use the notation
cH = cos
(
6pi
β0
log rH
)
, sH = sin
(
6pi
β0
log rH
)
. (A.4)
The photon jet function is given by (see Sec. 3.2.2)
Cγ = 1 + 4 Γ0 α˜W (µ
0
γ) log
(
µ0γ
mW
)
log
(
ν
2Eγ
)
. (A.5)
The recoiling jet evolution is built using (see Sec. 3.3.1)
VJ = exp
{
2 Γ0
β20
[
1
α˜W (µ0J)
(
log rJ +
1
rJ
− 1
)
+
(
Γ1
Γ0
− β1
β0
)
(rJ − 1− log rJ)− β1
2β0
log2 rJ
]
− log rJ
}
,
– 47 –
ωJ = −2 Γ0
β0
[
log rJ + α˜W
(
µ0J
)(Γ1
Γ0
− β1
β0
)
(rJ − 1)
]
ΘJ ,
rJ =
α˜W (mW )
α˜W
(
µ0J
) = [1 + 2 α˜W(µ0J)β0 log(mWµ0J
)]−1
,
ΘJ = Θ
(
µ0J −mW
)
. (A.6)
The soft matching coefficient evolution is built using (see Sec. 3.3.3)
VS = exp
{
−3 Γ0
2β20
[
1
α˜W
(
µ0S
) (log rS + 1
rS
− 1
)
+
(
Γ1
Γ0
− β1
β0
)
(rS − 1− log rS)− β1
2β0
log2 rS
]}
,
ωS =
3 Γ0
2β0
[
log rS + α˜W
(
µ0S
)(Γ1
Γ0
− β1
β0
)
(rS − 1)
]
ΘS ,
rS =
α˜W (mW )
α˜W (µ0S)
=
[
1 + 2 α˜W
(
µ0S
)
β0 log
(
mW
µ0S
)]−1
,
ΘS = Θ
(
µ0S −mW
)
. (A.7)
Next we will state the functions that result from refactorizing the soft sector, solving the
RGEs from µ0S to µS(s), and rediagonalizing after evolution. Since the evolution is performed
in Laplace space, the transformation back introduces a different set of functions that are
relevant for the cumulative cross section than for the differential cross section – therefore,
we mark the functions with a “c ” or a “d ” subscript if they are relevant for the cumulative
or the differential expressions respectively.6 We start with those that are relevant for the
cumulative cross section,
Λac = 1 + α˜W
(
µ0J
)
Γ0 ∆
c,(2)
JSJ ΘJ + α˜W
(
µ0J
)
β0 ∆
c,(1)
JS ΘJ − 12 α˜W
(
µ0S
)(
∆
c,(2)
JSS −∆c,(1)JS
)
ΘS ,
Λbc = 1 + α˜W
(
µ0J
)
Γ0 ∆
c,(2)
JSJ ΘJ + α˜W
(
µ0J
)
β0 ∆
c,(1)
JS ΘJ − 12 α˜W
(
µ0S
)
∆
c,(2)
JSS ΘS ,
Λcc = 1 + α˜W
(
µ0J
)
Γ0 ∆
c,(2)
J ΘJ + α˜W
(
µ0J
)
β0 ∆
c,(1)
J ΘJ + 24 α˜W (µ
0
S) ∆
c,(1)
J ΘS ,
Λdc = 1 + α˜W
(
µ0J
)
Γ0 ∆
c,(2)
J ΘJ + α˜W
(
µ0J
)
β0 ∆
c,(1)
J ΘJ , (A.8)
see Eq. (4.4), and are built using
∆
c,(1)
J = γE + ψ
(0)
(
1− ωJ
)
,
∆
c,(2)
J =
(
γE + 2 log
(
µ0J
2Mχ
√
1− z
)
+ ψ(0)
(
1− ωJ
))2 − ψ(1)(1− ωJ) ,
∆
c,(1)
JS = γE + ψ
(0)
(
1− ωJ − 2ωS
)
,
6Note that we did not discuss this distinction in the main text because we did not explicitly evaluate the
derivatives, which were left acting on different functions.
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∆
c,(2)
JSJ =
(
γE + 2 log
(
µ0J
2Mχ
√
1− z
)
+ ψ(0)
(
1− ωJ − 2ωS
))2 − ψ(1)(1− ωJ − 2ωS) ,
∆
c,(2)
JSS =
(
γE + log
(
µ0S
2Mχ (1− z)
)
+ ψ(0)
(
1− ωJ − 2ωS
))2 − ψ(1)(1− ωJ − 2ωS) , (A.9)
where ψ(m) is the polygamma function of order m. For the differential cross section, we have
an associated Λa−dd , which are identical to Eq. (A.8), but with the derivative substitutions
replaced by
∆
d,(1)
J = γE + ψ
(0)
(− ωJ) ,
∆
d,(2)
J =
(
γE + 2 log
(
µ0J
2Mχ
√
1− z
)
+ ψ(0)
(− ωJ))2 − ψ(1)(− ωJ) ,
∆
d,(1)
JS = γE + ψ
(0)
(− ωJ − 2ωS) ,
∆
d,(2)
JSJ =
(
γE + 2 log
(
µ0J
2Mχ
√
1− z
)
+ ψ(0)
(− ωJ − 2ωS))2 − ψ(1)(− ωJ − 2ωS) ,
∆
d,(2)
JSS =
(
γE + log
(
µ0S
2Mχ (1− z)
)
+ ψ(0)
(− ωJ − 2ωS))2 − ψ(1)(− ωJ − 2ωS) . (A.10)
Finally, the refactorization of the soft sector will introduce the ratio rH/rS , so we use the
following notation to simplify expressions
rHS =
rH
rS
. (A.11)
Now we have introduced all the ingredients relevant to give the cumulative cross section with
scales not fixed at canonical values,
σNLL(zcut) =
pi α2W
(
µ0H
)
s2W
(
µ0γ
)
9M2χ v
Cγ CH UH
(
(VJ − 1) ΘJ + 1
)
{( ∣∣s00∣∣2[4 Λdc + 2 r12/β0HS Λcc]+ ∣∣s0±∣∣2[8 Λdc + r12/β0HS Λcc]
+
√
2 Re
[
s00 s
∗
0±
][
8 Λdc − 2 r12/β0HS Λcc
])
1
Γ(1− ωJ)
( (
µ0J
)2
eγE
4M2χ (1− z)
)ωJ
+
(
(VS − 1) ΘS + 1
)
r
6/β0
H( ∣∣s00∣∣2[2 r6/β0HS Λac − 8 cH Λbc]+ ∣∣s0±∣∣2[r6/β0HS Λac + 8 cH Λbc]
+
√
2 Re
[
s00 s
∗
0±
][
− 2 r6/β0HS Λac − 4 cH Λbc
]
+
√
2 Im
[
s00 s
∗
0±
][
− 12 sH Λbc
])
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1Γ(1− ωJ − 2ωS)
( (
µ0J
)2
eγE
4M2χ (1− z)
)ωJ (
µ0S e
γE
2Mχ (1− z)
)2ωS } ∣∣∣∣∣
z→ zcut
,
(A.12)
and the corresponding differential cross section(
dσ
dz
)NLL
=
pi α2W
(
µ0H
)
s2W
(
µ0γ
)
9M2χ v (1− z)
Cγ CH UH
(
(VJ − 1) ΘJ + 1
)
{( ∣∣s00∣∣2[4 Λdd + 2 r12/β0HS Λcd]+ ∣∣s0±∣∣2[8 Λdd + r12/β0HS Λcd]
+
√
2 Re
[
s00s
∗
0±
][
8 Λdd − 2 r12/β0HS Λcd
])
1
Γ(−ωJ)
( (
µ0J
)2
eγE
4M2χ (1− z)
)ωJ
+
(
(VS − 1) ΘS + 1
)
r
6/β0
H( ∣∣s00∣∣2[2 r6/β0HS Λad − 8 cH Λbd]+ ∣∣s0±∣∣2[r6/β0HS Λad + 8 cH Λbd]
+
√
2 Re
[
s00s
∗
0±
][
− 2 r6/β0HS Λad − 4 cH Λbd
]
+
√
2 Im
[
s00s
∗
0±
][
− 12 sH Λbd
])
1
Γ(−ωJ − 2ωS)
( (
µ0J
)2
eγE
4M2χ (1− z)
)ωJ (
µ0S e
γE
2Mχ (1− z)
)2ωS }
+ σNLLexc δ(1− z) , (A.13)
where
σNLLexc =
pi α2W
(
2Mχ
)
s2W
(
mW
)
9M2χ v
CH UH
×
{[
4 + 4 r
12/β0
H − 8 r6/β0H cH
] ∣∣s00∣∣2 + [8 + 2 r12/β0H + 8 r6/β0H cH] ∣∣s0±∣∣2
+
√
2
[
8− 4 r12/β0H − 4 r6/β0H cH
]
Re
[
s00 s
∗
0±
]
− 12
√
2 r
6/β0
H sH Im
[
s00 s
∗
0±
]}
. (A.14)
The Sommerfeld factors are defined in Eq. (2.5), αW
(
µ0H
)
is the weak fine structure constant
evaluated at the hard scale, s2W
(
µ0γ
)
is sine squared of the weak mixing angle evaluated at the
photon jet scale. For concreteness, we use 1/αW
(
mZ
)
= 127.944, and s2W
(
mZ
)
= 0.23126 [97],
and the running away from the canonical scale is computed using expressions from App. D
of [25].
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B Fixed Order Expansion
In this Appendix, we show that expanding our resummed result in Eq. (4.11) to fixed order
exactly reproduces the full NLO result of [98] when expanded in the z → 1 limit. This
provides a highly non-trivial cross check of our formalism. To begin, we note that [98] did
not include Sommerfeld enhancement – this implies s00 = 1 and s0± = 0 for the comparison.
Next, we expand the endpoint contribution to Eq. (4.11) to leading order in αW and drop the
Θ-functions, which yields
1
〈σv〉tree
(
d〈σv〉
dz
)NLL
=
αW
pi
[
4
1− z log
(
2Mχ (1− z)
mW
)
− 2
1− z
]
+O(α2W ) , (B.1)
where the tree level annihilation cross section is
〈σv〉tree =
pi α2W
(
2Mχ
)
s2W
(
mW
)
M2χ
. (B.2)
In order to compare this to the fixed order result, we expand Eq. (3) of [98] to leading
power in 1− z,
1
〈σv〉tree
(
d〈σv〉
dz
)FO
=
αW
pi
[
4
1− z log
(
2Mχ (1− z)
mW
)
− 2
1− z
]
+O
(
(1− z)0
)
. (B.3)
This result is clearly in exact agreement with Eq. (B.1), providing an explicit verification
that our formalism captures all relevant leading power contributions in the endpoint. Note
in [15] we performed a similar expansion of our LL result, which produced only the leading
logarithmic term in Eq. (B.1).
A particular contribution to the dark matter photon spectrum that is often discussed in
the literature is the so called “internal bremsstrahlung” process, where a photon is emitted off
of an internal charged line, see e.g. [98–109]. This contribution has, for example, motivated a
search using the Fermi gamma-ray data [102]. In particular, the fact that our result reproduces
the full NLO result in the endpoint region implies that it correctly captures the internal
bremsstrahlung diagrams. Since there is a clear interest in this effect, we feel it is worth
elaborating briefly on how it is reproduced in our formalism.
An illustrative internal bremsstrahlung diagram in the full theory is shown in the left of
Fig. 13. In general, to understand how this diagram is realized in the EFT, one must consider
expanding it in all possible momentum regions. In the endpoint region, we have shown that
all particles must be either collinear (with respect to the photon or the recoiling jet) or soft.
For concreteness, we consider the soft limit. Since the diagram is symmetric in the W+ and
W−, we take the W+ to be soft. It is then useful to visualize the diagram as in the central
panel of Fig. 13, since the W+, being soft, does not cause the wino DM to recoil. In our EFT
setup, this particular diagram is then matched onto the local hard scattering operator shown
in the right panel of Fig. 13, and the soft W+ emission is described by the Wilson line along
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Figure 13. A visualization of one example for how the internal bremsstrahlung diagram is captured
within the EFT framework. Once the diagram on the left has been rearranged as it appears in the
center, and taking the soft kinematics for the W+, this process amounts to a 2 → 2 hard scattering
accompanied by an additional W emission as shown on the right.
the direction of the annihilating DM particle. The strength of the EFT is that this can be
extended to an arbitrary number of emissions, giving rise to the schematic picture of Fig. 2a.
This same logic can be applied to other full theory diagrams, and we leave it to the reader to
make contact diagram-by-diagram with our formalism.
References
[1] HESS Collaboration, J. A. Hinton, The Status of the H.E.S.S. project, New Astron. Rev. 48
(2004) 331–337, [astro-ph/0403052].
[2] HESS Collaboration, A. Abramowski et al., Search for Photon-Linelike Signatures from Dark
Matter Annihilations with H.E.S.S., Phys. Rev. Lett. 110 (2013) 041301, [arXiv:1301.1173].
[3] H. E. S. S. Collaboration, H. Abdallah et al., Search for γ-ray line signals from dark matter
annihilations in the inner Galactic halo from ten years of observations with H.E.S.S, Phys.
Rev. Lett. 120 (2018) 201101, [arXiv:1805.05741].
[4] G. Sinnis, A. Smith, and J. E. McEnery, HAWC: A Next generation all - sky VHE gamma-ray
telescope, in On recent developments in theoretical and experimental general relativity,
gravitation, and relativistic field theories. Proceedings, 10th Marcel Grossmann Meeting,
MG10, Rio de Janeiro, Brazil, July 20-26, 2003. Pt. A-C, pp. 1068–1088, 2004.
astro-ph/0403096.
[5] HAWC Collaboration, J. P. Harding and B. Dingus, Dark Matter Annihilation and Decay
Searches with the High Altitude Water Cherenkov (HAWC) Observatory, in Proceedings, 34th
International Cosmic Ray Conference (ICRC 2015), 2015. arXiv:1508.04352.
[6] HAWC Collaboration, J. Pretz, Highlights from the High Altitude Water Cherenkov
Observatory, in Proceedings, 34th International Cosmic Ray Conference (ICRC 2015), 2015.
arXiv:1509.07851.
[7] T. C. Weekes et al., VERITAS: The Very energetic radiation imaging telescope array system,
Astropart. Phys. 17 (2002) 221–243, [astro-ph/0108478].
[8] VERITAS Collaboration, J. Holder et al., The first VERITAS telescope, Astropart. Phys. 25
(2006) 391–401, [astro-ph/0604119].
– 52 –
[9] VERITAS Collaboration, A. Geringer-Sameth, The VERITAS Dark Matter Program, in 4th
International Fermi Symposium Monterey, California, USA, October 28-November 2, 2012,
2013. arXiv:1303.1406.
[10] MAGIC Collaboration, J. Flix Molina, Planned dark matter searches with the MAGIC
Telescope, in Proceedings, 40th Rencontres de Moriond on Very High Energy Phenomena in
the Universe, pp. 421–424, 2005. astro-ph/0505313.
[11] Fermi-LAT, MAGIC Collaboration, M. L. Ahnen et al., Limits to dark matter annihilation
cross-section from a combined analysis of MAGIC and Fermi-LAT observations of dwarf
satellite galaxies, JCAP 1602 (2016), no. 02 039, [arXiv:1601.06590].
[12] H.E.S.S. Collaboration, A. Abramowski et al., Search for a Dark Matter annihilation signal
from the Galactic Center halo with H.E.S.S, Phys. Rev. Lett. 106 (2011) 161301,
[arXiv:1103.3266].
[13] CTA Consortium Collaboration, M. Actis et al., Design concepts for the Cherenkov
Telescope Array CTA: An advanced facility for ground-based high-energy gamma-ray
astronomy, Exper. Astron. 32 (2011) 193–316, [arXiv:1008.3703].
[14] Cherenkov Telescope Array Consortium Collaboration, B. S. Acharya et al., Science
with the Cherenkov Telescope Array, arXiv:1709.07997.
[15] M. Baumgart, T. Cohen, I. Moult, N. L. Rodd, T. R. Slatyer, M. P. Solon, I. W. Stewart, and
V. Vaidya, Resummed Photon Spectra for WIMP Annihilation, arXiv:1712.07656.
[16] C. W. Bauer, S. Fleming, and M. E. Luke, Summing Sudakov logarithms in B —> X(s
gamma) in effective field theory, Phys. Rev. D63 (2000) 014006, [hep-ph/0005275].
[17] C. W. Bauer, S. Fleming, D. Pirjol, and I. W. Stewart, An Effective field theory for collinear
and soft gluons: Heavy to light decays, Phys.Rev. D63 (2001) 114020, [hep-ph/0011336].
[18] C. W. Bauer and I. W. Stewart, Invariant operators in collinear effective theory, Phys.Lett.
B516 (2001) 134–142, [hep-ph/0107001].
[19] C. W. Bauer, D. Pirjol, and I. W. Stewart, Soft collinear factorization in effective field theory,
Phys.Rev. D65 (2002) 054022, [hep-ph/0109045].
[20] M. Baumgart, I. Z. Rothstein, and V. Vaidya, Calculating the Annihilation Rate of Weakly
Interacting Massive Particles, Phys. Rev. Lett. 114 (2015) 211301, [arXiv:1409.4415].
[21] M. Bauer, T. Cohen, R. J. Hill, and M. P. Solon, Soft Collinear Effective Theory for Heavy
WIMP Annihilation, JHEP 01 (2015) 099, [arXiv:1409.7392].
[22] G. Ovanesyan, T. R. Slatyer, and I. W. Stewart, Heavy Dark Matter Annihilation from
Effective Field Theory, Phys. Rev. Lett. 114 (2015), no. 21 211302, [arXiv:1409.8294].
[23] M. Baumgart, I. Z. Rothstein, and V. Vaidya, Constraints on Galactic Wino Densities from
Gamma Ray Lines, JHEP 04 (2015) 106, [arXiv:1412.8698].
[24] M. Baumgart and V. Vaidya, Semi-inclusive wino and higgsino annihilation to LL′, JHEP 03
(2016) 213, [arXiv:1510.02470].
[25] G. Ovanesyan, N. L. Rodd, T. R. Slatyer, and I. W. Stewart, One-loop correction to heavy
dark matter annihilation, Phys. Rev. D95 (2017), no. 5 055001, [arXiv:1612.04814].
– 53 –
[26] A. Hryczuk and R. Iengo, The one-loop and Sommerfeld electroweak corrections to the Wino
dark matter annihilation, JHEP 01 (2012) 163, [arXiv:1111.2916]. [Erratum:
JHEP06,137(2012)].
[27] J. Hisano, S. Matsumoto, and M. M. Nojiri, Explosive dark matter annihilation, Phys. Rev.
Lett. 92 (2004) 031303, [hep-ph/0307216].
[28] J. Hisano, S. Matsumoto, M. M. Nojiri, and O. Saito, Non-perturbative effect on dark matter
annihilation and gamma ray signature from galactic center, Phys. Rev. D71 (2005) 063528,
[hep-ph/0412403].
[29] M. Cirelli, A. Strumia, and M. Tamburini, Cosmology and Astrophysics of Minimal Dark
Matter, Nucl. Phys. B787 (2007) 152–175, [arXiv:0706.4071].
[30] N. Arkani-Hamed, D. P. Finkbeiner, T. R. Slatyer, and N. Weiner, A Theory of Dark Matter,
Phys. Rev. D79 (2009) 015014, [arXiv:0810.0713].
[31] K. Blum, R. Sato, and T. R. Slatyer, Self-consistent Calculation of the Sommerfeld
Enhancement, JCAP 1606 (2016), no. 06 021, [arXiv:1603.01383].
[32] M. Beneke, A. Bharucha, F. Dighera, C. Hellmann, A. Hryczuk, S. Recksiegel, and
P. Ruiz-Femenia, Relic density of wino-like dark matter in the MSSM, JHEP 03 (2016) 119,
[arXiv:1601.04718].
[33] M. de Naurois and L. Rolland, A high performance likelihood reconstruction of gamma-rays for
Imaging Atmospheric Cherenkov Telescopes, Astropart. Phys. 32 (2009) 231,
[arXiv:0907.2610].
[34] G. F. Giudice, M. A. Luty, H. Murayama, and R. Rattazzi, Gaugino mass without singlets,
JHEP 12 (1998) 027, [hep-ph/9810442].
[35] L. Randall and R. Sundrum, Out of this world supersymmetry breaking, Nucl. Phys. B557
(1999) 79–118, [hep-th/9810155].
[36] N. Arkani-Hamed and S. Dimopoulos, Supersymmetric unification without low energy
supersymmetry and signatures for fine-tuning at the LHC, JHEP 06 (2005) 073,
[hep-th/0405159].
[37] N. Arkani-Hamed, S. Dimopoulos, G. F. Giudice, and A. Romanino, Aspects of split
supersymmetry, Nucl. Phys. B709 (2005) 3–46, [hep-ph/0409232].
[38] G. F. Giudice and A. Romanino, Split supersymmetry, Nucl. Phys. B699 (2004) 65–89,
[hep-ph/0406088]. [Erratum: Nucl. Phys.B706,487(2005)].
[39] J. D. Wells, PeV-scale supersymmetry, Phys. Rev. D71 (2005) 015013, [hep-ph/0411041].
[40] A. Pierce, Dark matter in the finely tuned minimal supersymmetric standard model, Phys. Rev.
D70 (2004) 075006, [hep-ph/0406144].
[41] A. Arvanitaki, N. Craig, S. Dimopoulos, and G. Villadoro, Mini-Split, JHEP 02 (2013) 126,
[arXiv:1210.0555].
[42] N. Arkani-Hamed, A. Gupta, D. E. Kaplan, N. Weiner, and T. Zorawski, Simply Unnatural
Supersymmetry, arXiv:1212.6971.
[43] L. J. Hall, Y. Nomura, and S. Shirai, Spread Supersymmetry with Wino LSP: Gluino and Dark
Matter Signals, JHEP 01 (2013) 036, [arXiv:1210.2395].
– 54 –
[44] L. Rinchiuso, N. L. Rodd, I. Moult, E. Moulin, M. Baumgart, T. Cohen, T. R. Slatyer, I. W.
Stewart, and V. Vaidya, Hunting for Heavy Winos in the Galactic Center, arXiv:1808.04388.
[45] W. E. Caswell and G. P. Lepage, Effective Lagrangians for Bound State Problems in QED,
QCD, and Other Field Theories, Phys. Lett. 167B (1986) 437–442.
[46] G. T. Bodwin, E. Braaten, and G. P. Lepage, Rigorous QCD analysis of inclusive annihilation
and production of heavy quarkonium, Phys. Rev. D51 (1995) 1125–1171, [hep-ph/9407339].
[Erratum: Phys. Rev.D55,5853(1997)].
[47] M. E. Luke, A. V. Manohar, and I. Z. Rothstein, Renormalization group scaling in
nonrelativistic QCD, Phys. Rev. D61 (2000) 074025, [hep-ph/9910209].
[48] J. Fan, M. Reece, and L.-T. Wang, Non-relativistic effective theory of dark matter direct
detection, JCAP 1011 (2010) 042, [arXiv:1008.1591].
[49] R. J. Hill and M. P. Solon, Universal behavior in the scattering of heavy, weakly interacting
dark matter on nuclear targets, Phys. Lett. B707 (2012) 539–545, [arXiv:1111.0016].
[50] A. L. Fitzpatrick, W. Haxton, E. Katz, N. Lubbers, and Y. Xu, The Effective Field Theory of
Dark Matter Direct Detection, JCAP 1302 (2013) 004, [arXiv:1203.3542].
[51] R. J. Hill and M. P. Solon, WIMP-nucleon scattering with heavy WIMP effective theory, Phys.
Rev. Lett. 112 (2014) 211602, [arXiv:1309.4092].
[52] J.-y. Chiu, F. Golf, R. Kelley, and A. V. Manohar, Electroweak Sudakov corrections using
effective field theory, Phys. Rev. Lett. 100 (2008) 021802, [arXiv:0709.2377].
[53] J.-y. Chiu, R. Kelley, and A. V. Manohar, Electroweak Corrections using Effective Field
Theory: Applications to the LHC, Phys. Rev. D78 (2008) 073006, [arXiv:0806.1240].
[54] J.-y. Chiu, F. Golf, R. Kelley, and A. V. Manohar, Electroweak Corrections in High Energy
Processes using Effective Field Theory, Phys. Rev. D77 (2008) 053004, [arXiv:0712.0396].
[55] C. W. Bauer, F. J. Tackmann, J. R. Walsh, and S. Zuberi, Factorization and Resummation for
Dijet Invariant Mass Spectra, Phys.Rev. D85 (2012) 074006, [arXiv:1106.6047].
[56] A. J. Larkoski, I. Moult, and D. Neill, Toward Multi-Differential Cross Sections: Measuring
Two Angularities on a Single Jet, JHEP 1409 (2014) 046, [arXiv:1401.4458].
[57] M. Procura, W. J. Waalewijn, and L. Zeune, Resummation of Double-Differential Cross
Sections and Fully-Unintegrated Parton Distribution Functions, JHEP 1502 (2015) 117,
[arXiv:1410.6483].
[58] A. J. Larkoski, I. Moult, and D. Neill, Non-Global Logarithms, Factorization, and the Soft
Substructure of Jets, arXiv:1501.04596.
[59] P. Pietrulewicz, F. J. Tackmann, and W. J. Waalewijn, Factorization and Resummation for
Generic Hierarchies between Jets, arXiv:1601.05088.
[60] C. W. Bauer, D. Pirjol, and I. W. Stewart, Factorization and endpoint singularities in heavy to
light decays, Phys. Rev. D67 (2003) 071502, [hep-ph/0211069].
[61] T. Cohen, M. Lisanti, A. Pierce, and T. R. Slatyer, Wino Dark Matter Under Siege, JCAP
1310 (2013) 061, [arXiv:1307.4082].
– 55 –
[62] M. Ibe, S. Matsumoto, and R. Sato, Mass Splitting between Charged and Neutral Winos at
Two-Loop Level, Phys. Lett. B721 (2013) 252–260, [arXiv:1212.5989].
[63] A. V. Manohar and I. W. Stewart, The Zero-Bin and Mode Factorization in Quantum Field
Theory, Phys.Rev. D76 (2007) 074002, [hep-ph/0605001].
[64] M. Dasgupta and G. Salam, Resummation of nonglobal QCD observables, Phys.Lett. B512
(2001) 323–330, [hep-ph/0104277].
[65] T. Becher, M. Neubert, L. Rothen, and D. Y. Shao, Effective Field Theory for Jet Processes,
Phys. Rev. Lett. 116 (2016), no. 19 192001, [arXiv:1508.06645].
[66] T. Becher, M. Neubert, L. Rothen, and D. Y. Shao, Factorization and Resummation for Jet
Processes, arXiv:1605.02737.
[67] A. J. Larkoski, I. Moult, and D. Neill, The Analytic Structure of Non-Global Logarithms:
Convergence of the Dressed Gluon Expansion, JHEP 11 (2016) 089, [arXiv:1609.04011].
[68] F. Bloch and A. Nordsieck, Note on the Radiation Field of the electron, Phys. Rev. 52 (1937)
54–59.
[69] T. Kinoshita, Mass singularities of Feynman amplitudes, J. Math. Phys. 3 (1962) 650–677.
[70] T. D. Lee and M. Nauenberg, Degenerate Systems and Mass Singularities, Phys. Rev. 133
(1964) B1549–B1562. [,25(1964)].
[71] P. Ciafaloni and D. Comelli, Sudakov enhancement of electroweak corrections, Phys. Lett.
B446 (1999) 278–284, [hep-ph/9809321].
[72] P. Ciafaloni and D. Comelli, Electroweak Sudakov form-factors and nonfactorizable soft QED
effects at NLC energies, Phys. Lett. B476 (2000) 49–57, [hep-ph/9910278].
[73] M. Ciafaloni, P. Ciafaloni, and D. Comelli, Bloch-Nordsieck violating electroweak corrections to
inclusive TeV scale hard processes, Phys. Rev. Lett. 84 (2000) 4810–4813, [hep-ph/0001142].
[74] G. P. Korchemsky and A. V. Radyushkin, Renormalization of the Wilson Loops Beyond the
Leading Order, Nucl. Phys. B 283 (1987) 342–364.
[75] T. Becher and G. Bell, Analytic Regularization in Soft-Collinear Effective Theory, Phys. Lett.
B713 (2012) 41–46, [arXiv:1112.3907].
[76] J.-y. Chiu, A. Jain, D. Neill, and I. Z. Rothstein, The Rapidity Renormalization Group, Phys.
Rev. Lett. 108 (2012) 151601, [arXiv:1104.0881].
[77] J.-Y. Chiu, A. Jain, D. Neill, and I. Z. Rothstein, A Formalism for the Systematic Treatment
of Rapidity Logarithms in Quantum Field Theory, JHEP 05 (2012) 084, [arXiv:1202.0814].
[78] M. Neubert, Heavy quark symmetry, Phys. Rept. 245 (1994) 259–396, [hep-ph/9306320].
[79] A. V. Manohar and M. B. Wise, Heavy quark physics, Camb. Monogr. Part. Phys. Nucl. Phys.
Cosmol. 10 (2000) 1–191.
[80] L. G. Almeida, S. D. Ellis, C. Lee, G. Sterman, I. Sung, and J. R. Walsh, Comparing and
counting logs in direct and effective methods of QCD resummation, JHEP 04 (2014) 174,
[arXiv:1401.4460].
[81] G. P. Korchemsky and G. Marchesini, Resummation of large infrared corrections using Wilson
loops, Phys. Lett. B313 (1993) 433–440.
– 56 –
[82] M. Neubert, Advanced predictions for moments of the anti-B —> X(s) gamma photon
spectrum, Phys. Rev. D72 (2005) 074025, [hep-ph/0506245].
[83] T. Becher, M. Neubert, and B. D. Pecjak, Factorization and Momentum-Space Resummation
in Deep-Inelastic Scattering, JHEP 01 (2007) 076, [hep-ph/0607228].
[84] S. Fleming, A. H. Hoang, S. Mantry, and I. W. Stewart, Top Jets in the Peak Region:
Factorization Analysis with NLL Resummation, Phys.Rev. D77 (2008) 114003,
[arXiv:0711.2079].
[85] S. D. Ellis, C. K. Vermilion, J. R. Walsh, A. Hornig, and C. Lee, Jet Shapes and Jet
Algorithms in SCET, JHEP 11 (2010) 101, [arXiv:1001.0014].
[86] M. Beneke, A. Broggio, C. Hasner, and M. Vollmann, Energetic γ-rays from TeV scale dark
matter annihilation resummed, arXiv:1805.07367.
[87] A. Manohar, B. Shotwell, C. Bauer, and S. Turczyk, Non-cancellation of electroweak
logarithms in high-energy scattering, Phys. Lett. B740 (2015) 179–187, [arXiv:1409.1918].
[88] A. V. Manohar and W. J. Waalewijn, Electroweak Logarithms in Inclusive Cross Sections,
arXiv:1802.08687.
[89] I. Z. Rothstein and I. W. Stewart, An Effective Field Theory for Forward Scattering and
Factorization Violation, JHEP 08 (2016) 025, [arXiv:1601.04695].
[90] H.E.S.S. Collaboration, H. Abdallah et al., Search for dark matter annihilations towards the
inner Galactic halo from 10 years of observations with H.E.S.S, Phys. Rev. Lett. 117 (2016),
no. 11 111301, [arXiv:1607.08142].
[91] M. Cirelli, N. Fornengo, and A. Strumia, Minimal dark matter, Nucl. Phys. B753 (2006)
178–194, [hep-ph/0512090].
[92] M. Cirelli, R. Franceschini, and A. Strumia, Minimal Dark Matter predictions for galactic
positrons, anti-protons, photons, Nucl. Phys. B800 (2008) 204–220, [arXiv:0802.3378].
[93] M. Cirelli and A. Strumia, Minimal Dark Matter: Model and results, New J. Phys. 11 (2009)
105005, [arXiv:0903.3381].
[94] M. Cirelli, T. Hambye, P. Panci, F. Sala, and M. Taoso, Gamma ray tests of Minimal Dark
Matter, JCAP 1510 (2015), no. 10 026, [arXiv:1507.05519].
[95] A. Mitridate, M. Redi, J. Smirnov, and A. Strumia, Cosmological Implications of Dark Matter
Bound States, JCAP 1705 (2017), no. 05 006, [arXiv:1702.01141].
[96] J. Ellis, TikZ-Feynman: Feynman diagrams with TikZ, Comput. Phys. Commun. 210 (2017)
103–123, [arXiv:1601.05437].
[97] Particle Data Group Collaboration, C. Patrignani et al., Review of Particle Physics, Chin.
Phys. C40 (2016), no. 10 100001.
[98] L. Bergstrom, T. Bringmann, M. Eriksson, and M. Gustafsson, Gamma rays from heavy
neutralino dark matter, Phys. Rev. Lett. 95 (2005) 241301, [hep-ph/0507229].
[99] T. Bringmann, L. Bergstrom, and J. Edsjo, New Gamma-Ray Contributions to
Supersymmetric Dark Matter Annihilation, JHEP 01 (2008) 049, [arXiv:0710.3169].
– 57 –
[100] M. Cannoni, M. E. Gomez, M. A. Sanchez-Conde, F. Prada, and O. Panella, Impact of
internal bremsstrahlung on the detection of gamma-rays from neutralinos, Phys. Rev. D81
(2010) 107303, [arXiv:1003.5164].
[101] P. Ciafaloni, D. Comelli, A. Riotto, F. Sala, A. Strumia, and A. Urbano, Weak Corrections are
Relevant for Dark Matter Indirect Detection, JCAP 1103 (2011) 019, [arXiv:1009.0224].
[102] T. Bringmann, X. Huang, A. Ibarra, S. Vogl, and C. Weniger, Fermi LAT Search for Internal
Bremsstrahlung Signatures from Dark Matter Annihilation, JCAP 1207 (2012) 054,
[arXiv:1203.1312].
[103] C. Garcia-Cely and A. Ibarra, Novel Gamma-ray Spectral Features in the Inert Doublet Model,
JCAP 1309 (2013) 025, [arXiv:1306.4681].
[104] M. Garny, A. Ibarra, M. Pato, and S. Vogl, Internal bremsstrahlung signatures in light of direct
dark matter searches, JCAP 1312 (2013) 046, [arXiv:1306.6342].
[105] F. Giacchino, L. Lopez-Honorez, and M. H. G. Tytgat, Scalar Dark Matter Models with
Significant Internal Bremsstrahlung, JCAP 1310 (2013) 025, [arXiv:1307.6480].
[106] A. Ibarra, T. Toma, M. Totzauer, and S. Wild, Sharp Gamma-ray Spectral Features from
Scalar Dark Matter Annihilations, Phys. Rev. D90 (2014), no. 4 043526, [arXiv:1405.6917].
[107] C. Garcia-Cely, A. Ibarra, A. S. Lamperstorfer, and M. H. G. Tytgat, Gamma-rays from
Heavy Minimal Dark Matter, JCAP 1510 (2015), no. 10 058, [arXiv:1507.05536].
[108] C. Garcia-Cely, M. Gustafsson, and A. Ibarra, Probing the Inert Doublet Dark Matter Model
with Cherenkov Telescopes, JCAP 1602 (2016), no. 02 043, [arXiv:1512.02801].
[109] G. Bambhaniya, J. Kumar, D. Marfatia, A. C. Nayak, and G. Tomar, Vector dark matter
annihilation with internal bremsstrahlung, Phys. Lett. B766 (2017) 177–180,
[arXiv:1609.05369].
– 58 –
