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Abstract
We give a pedagogical introduction to the differential calculus on quantum
groups by stressing at all stages the connection with the classical case. We fur-
ther analize the relation between differential calculus and quantum Lie algebra of
left (right) invariant vectorfields. Equivalent definitions of bicovariant differential
calculus are studied and their geometrical interpretation is explained. From these
data we construct and analize the space of vectorfields, and naturally introduce a
contraction operator and a Lie derivative, their properties are discussed.
After a review of the geometry of the multiparametric deformation of the linear
group GLq,r(N) and its real forms, we then construct the multiparametric linear
inhomogeneous quantum group IGLq,r(N) as a projection from GLq,r(N + 1), or
equivalently, as a quotient of GLq,r(N + 1) with respect to a suitable Hopf algebra
ideal. The semidirect product structure of IGLq,r(N) given by the GLq,r(N) quan-
tum subgroup times translations is analized. A bicovariant differential calculus on
IGLq,r(N) is explicitly obtained as a projection from the one on GLq,r(N +1). The
universal enveloping algebra of IGLq,r(N) and its R-matrix formulation are con-
structed along the same lines. This quotient procedure unifies in a single structure
the quantum plane coordinates and the q-group matrix elements T a b, and allows to
deduce without effort the differential calculus on the q-plane IGLq,r(N)/GLq,r(N).
The general theory is illustrated on the example of IGLq,r(2).
We proceed similarly in the orthogonal and symplectic case. The inhomogeneous
multiparametric q-groups of the Bn, Cn, Dn series are found by means of a projec-
tion from Bn+1, Cn+1, Dn+1. A matrix formulation is given in terms of the R-matrix
of Bn+1, Cn+1, Dn+1, and real forms are discussed: in particular we obtain the q-
groups ISOq,r(n+ 1, n− 1), including the quantum Poincare´ group. The universal
enveloping algebras of the multiparametric Bn+1, Cn+1, Dn+1 q-groups are studied,
they include as Hopf subalgebras the universal enveloping algebras of the inhomoge-
neous Bn, Cn, Dn. Bicovariant calculi on the minimal multiparametric deformations
(twists) of these inhomogeneous groups are similarly found by means of a projec-
tion from the bicovariant calculus on Bn+1, Cn+1, Dn+1. In particular we obtain the
bicovariant calculus on a dilatation-free minimal deformation of the Poincare´ group
ISOq(3, 1). Then we construct differential calculi on multiparametric quantum or-
thogonal planes in any dimension N . These calculi are bicovariant under the action
of the full inhomogeneous multiparametric quantum group ISOq,r(N), and do con-
tain dilatations. We find a canonical group-geometric procedure to restrict these
calculi on the q-plane and expressed them in terms of coordinates xa, differentials
dxa and partial derivatives ∂a without the need of dilatations, thus generalizing
known results to the multiparametric case.Real forms are studied and in particular
we obtain the quantum Minkowski space ISOq,r(3, 1)/SOq,r(3, 1).The conjugated
partial derivatives ∂∗a can be expressed as linear combinations of the ∂a. This allows
a deformation of the phase-space with hermitian operators xa and pa.
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Introduction
Quantum Groups are particular deformations of Lie Groups. They are algebraic
structures Gq depending on one (or more) continuous parameter q. When q = 1 we
have a standard Lie group.
A method to modify a group could be to continuously deform the structure
constants of the relative Lie algebra. This kind of deformations is uninteresting
because it can be shown that for a semisimple Lie group, with a suitable redefinition
of the generators it is always possible to recover the undeformed structure constants.
At most, for special values of the deformation parameter, we get a contraction of
the original group. (For example the Galilei group is a contraction of the Lorentz
group, and the Poincare´ group is a contraction of the de Sitter group).
Quantum deformations, on the contrary, allow to obtain new structures not
isomorphic to the preceding ones. For example the quantum SU(2) group is given
by
[J+, J−] =
q2J
0 − q−2J0
q − q−1 , [J
0, J±] = ±J± (0.0.1)
Here we clearly see that the commutator depends continuously on q, moreover
we loose the concept of structure constant (in sections 2.1 and 2.3, we will see
a generalization of this concept). We however still have a rich structure (Hopf
algebra structure), as rich as the SU(2) one [16], [17]. In the q → 1 limit we
recover the SU(2) algebra [J+, J−] = 2J0, [J0, J±] = ±J±. Relations (0.0.1) define
the universal enveloping algebra of SU(2), i.e. the space given by all (formal)
polynomials
∑
λmnp(J
0)m(J+)n(J−)p where the ordering is always possible thanks
to (0.0.1).
We know that a new physical theory can always be seen as a generalization of the
previous existing one, in the sense that this is recovered as a limiting case in which
some parameters of the new theory become negligible, e.g. special relativity where
the Galilei symmetry group is replaced by the Lorentz one. Here the deformation
parameter is c, and for c→∞ we recover Galiley relativity. The study of continuous
deformation of Lie groups is therefore physically interesting, the symmetry group
underlying many (particle) physics theories being Lie Groups.
The deformations we will deal with are in the context of noncommutative ge-
ometry. Both the group coordinates and the space coordinates on which the group
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acts, consist of non-commuting elements. It is of interest to apply these rich math-
ematical structures to the study of spacetime physics at Planck scale. Indeed at
this scale due to the gravitational forces, Gedanken experiments show that it is not
possible to probe spacetime structure1, the description of spacetime as a smooth
manifold becomes just a mathematical assumption. We can relax it and conceive
a more general noncommutative structure. This is intresting because in a noncom-
mutative spacetime uncertainty relations and discretization naturally arise. In this
way one could incorporate the impossibility of an operational definition of space-
time structure beyond the Planck scale (due to gravity) in the noncommutative
geometric structure of spacetime itself. A dynamic feature of spacetime would be
incorporated at a kinematical level. This could be a fertile setting for the study of
quantum gravity and field theory at Planck scale.
The easiest example of noncommuting space is given by the quantum plane,
[48, 49, 50] where the coordinates x and y satisfy xy = qyx where q is a complex
parameter. The q-plane and similar higher dimensional q-spaces admit a differential
structure where the derivative operators are finite difference operators. This resem-
bles lattice like structures. At the phase-space level the quantum plane relations
imply expressions of the type x∂x − q∂xx = 1 that lead to selfadjoint position and
momentum operators with discrete heigenvalues: we obtain again a lattice structure
[9]. In this context q may play the role of short distance regularization parameter
preserving the q-symmetries, see also [10]. In the particular deformations where q
is a dimensionful parameter, one can also try to relate this parameter to the Planck
length [11].
Notice that a minimal uncertainty relation in position measurement is also in
agreement with string theory models [2]. Moreover, non-perturbative attempts to
describe string theories have shown that a noncommutative structure of spacetime
emerges [3], noncommutative geometry can be the correct geometrical framework
for the description of such theories [4].
In our study of inhomogeneous q-groups we will consider examples of noncom-
muting quantum planes (in 2 and higher dimension) that have quantum symmetry
groups. This is not the only approach to a possible model of noncommutative
spacetime. For example one can consider a noncommutative Minkowski spacetime
which is covariant under the classical Poincare´ group, see [5], and [6] where also
first attempts to construct quantum field theories on noncommutative spaces have
shown that in some cases these theories are equivalent to a non local quantum field
theory on ordinary space. We also mention a related approach [8] that, in the spirit
1For example, in relativistic quantum mechanics the position of a particle can be detected with
a precision at most of the order of its Compton wave length λC = h¯/mc. Probing spacetime at
infinitesimal distances implies an extremely heavy particle that in turn curves spacetime itself.
When λC is of the order of the Planck length, the spacetime curvature radius due to the particle
has the same order of magnitude and the attempt to measure spacetime structure beyond Planck
scale fails.
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of [7], uses noncommutative geometric methods to study a Kaluza-Klein gravity
theory with a discrete two point internal space.
In this thesis we generalize to Hopf algebras basic structures of differential ge-
ometry on commutative manifolds, we then examine examples of inhomogeneous
quantum groups and consider their differential calculus.
In the first chapters we introduce the concept of quantum group, and, stressing at
all stages the connection with the classical case (q → 1 limit), we develop the differ-
ential calculus on quantum groups, first studied in the seminal paper by Woronowicz
[21]. We then examine in detail the quantum Lie algebra of left-invariant vector-
fields (see Section 2.3). All the properties of the differential calculus can be derived
from intuitive properties of the q-Lie algebra, in this way we emphasize the space of
vectorfields that is more fundamental, for physical applications, than the space of 1-
forms. For example, this q-Lie algebras are a good starting point for the formulation
of gauge theories based on deformed Lie groups [12]. Next, a Lie derivative and a
contraction operator (inner derivative) are found and, for left-invariant vectorfields,
we prove the Cartan identity ℓ~t = i~td + di~t [27, 26, 34, 37]. These are basic tools
in differential geometry, and are of interest in a geometric formulation of Einstein
gravity. For example the invariance of Einstein action under diffeomorphisms can
be expressed by ℓ~t
∫ Ld4x = 0 , this relation leads to the covariant conservation of
the matter energy-momentum tensor (if torsion vanishes). Also, in the soft group
manifold approach to gravity theories [13], the Cartan-Maurer equation, the Lie
derivative and the contraction operator for the q-Poincare´ group are fundamental
to formulate a geometric definition of curvature, covariant derivative and Lorentz
gauge transformation. There the curved general relativity space time (with the
Lorentz gauge group) is obtained as the coset space Poincare´/Lorentz where the
rigid Poincare´ group structure has been softened allowing for a curvature two form
term in the Cartan-Maurer equations. For a first example of this construction in
the case of a minimal q-deformation (twist) of the Poincare´ group see [14].
The second part of this thesis deals with the specific study of deformations
of the inhomogeneous general linear group GL(N) and of the inhomogeneous or-
thogonal and symplectyc groups. Contrary to the case of semisimple Lie groups
[where there is a canonical Poisson (symplectic) structure that can be quantized
to give the quantum group] there is not a canonical deformation procedure for
these groups; providing examples of inhomogeneous deformation is therefore per
se interesting. The GL(N) and SL(N) cases are easier to consider than the or-
thogonal and symplectic ones and the basic structures of inhomogeneous quantum
groups are first found in this cases and later shown for the Bn, Cn, Dn series as
well. There are many studies on inhomogeneous quantum groups [65, 57, 58, 59]
and in particular on deformed Poincare´ groups [66]. The analysis we present [60],
[67] is based on a quotient procedure, we find deformations of the inhomogeneous
version of the An, Bn, Cn, Dn groups via a quotient from the q-deformed homoge-
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neous An+1, Bn+1, Cn+1, Dn+1 groups. An R-matrix formulation is thus provided.
The universal enveloping algebra of these groups is also studied as well as their
semidirect product structure of their homogeneous subgroups times translations.
Then we apply the general theory of the differential calculus on q-groups to these
specific cases. Differential calculi on these inhomogeneous q-groups are found using
again the quotient structure with respect to An+1, Bn+1, Cn+1, Dn+1.
In particular we obtain a deformation of the Poincare´ group, of its q-Lie algebra
and differential calculus. It turns out that the differential calculus on inhomo-
geneous orthogonal and symplectic quantum groups, contrary to the linear case,
cannot be constructed for general values of the deformation parameters. It exists
only for minimal deformations (twists), these are the same noncommutative defor-
mations that do not require the presence of a dilatation in the fully q-deformed
inhomogeneous structure. Our analysis includes the first example of bicovariant
differential calculus on quantum Poincare´ group with deformed Lorentz subgroup.
For bicovariant calculi on other deformations of the Poincare´ group see [70]. The
study of the differential calculi on orthogonal groups discussed in Chapter 4, leads
to a good candidate for the differential calculus on the q-orthogonal planes and in
particular on the q-Minkowski plane, with no restriction on the deformation param-
eters. Using the powerful result: q-Minkowski = q-Poincare´/q-Lorentz, we derive
canonically the q-Minkowski geometry from the q-Poincare´ geometry [55]. In this
way we rederive the known results of [48, 53, 54] using the broader setting of the
differential calculus on quantum ISO(N). A detailed analysis of the reality condi-
tion on the quantum Minkowski plane is possible since on the quantum ISO(3, 1)
differential calculus there is a canonical definition of ∗-conjugation. This operation
is linear and one can canonically obtain real coordinates and momenta and a q-
version of the Heisenberg x, p commutation relations. An interesting issue, in the
spirit of [9] is then the analysis of the representations in Hilbert space of this alge-
bra in order to study the admissible (discrete) values of momentum and position of
particle states.
4
Chapter 1
Quantum Groups
1.1 Hopf structures in ordinary Lie groups and
Lie algebras
Let us begin by considering Fun(G) , the set of differentiable functions from a
Lie group G into the complex numbers C. Fun(G) is an algebra with the usual
pointwise sum and product (f +h)(g) = f(g)+h(g), (f ·h) = f(g)h(g), (λf)(g) =
λf(g), for f, h ∈ Fun(G), g ∈ G, λ ∈ C. The unit of this algebra is I, defined by
I(g) = 1, ∀g ∈ G.
Using the group structure of G, we can introduce on Fun(G) three other linear
mappings, the coproduct ∆, the counit ε, and the coinverse (or antipode) κ:
∆(f)(g, g′) ≡ f(gg′), ∆ : Fun(G)→ Fun(G)⊗ Fun(G) (1.1.1)
ε(f) ≡ f(1G), ε : Fun(G)→ C (1.1.2)
(κf)(g) ≡ f(g−1), κ : Fun(G)→ Fun(G) (1.1.3)
where 1
G
is the unit of G. It is not difficult to verify the following properties of the
co-structures:
(id⊗∆)∆ = (∆⊗ id)∆ (coassociativity of ∆) (1.1.4)
(id⊗ ε)∆(a) = (ε⊗ id)∆(a) = a (1.1.5)
m(κ⊗ id)∆(a) = m(id⊗ κ)∆(a) = ε(a)I (1.1.6)
and
∆(ab) = ∆(a)∆(b), ∆(I) = I ⊗ I (1.1.7)
ε(ab) = ε(a)ε(b), ε(I) = 1 (1.1.8)
κ(ab) = κ(b)κ(a), κ(I) = I (1.1.9)
where a, b ∈ A = Fun(G) and m is the multiplication map m(a ⊗ b) ≡ ab. The
product in ∆(a)∆(b) is the product in A⊗ A: (a⊗ b)(c⊗ d) = ab⊗ cd.
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In general a coproduct can be expanded on A⊗ A as:
∆(a) =
∑
i
ai1 ⊗ ai2 ≡ a1 ⊗ a2, (1.1.10)
where ai1, a
i
2 ∈ A and a1⊗a2 is a shorthand notation we will often use in the sequel.
For example for A = Fun(G) we have:
∆(f)(g, g′) = (f1 ⊗ f2)(g, g′) = f1(g)f2(g′) = f(gg′). (1.1.11)
Using (1.1.11), the proof of (1.1.4)-(1.1.6) is immediate. We will also use the fol-
lowing notation: ∆2(a) ≡ (∆ ⊗ id)∆(a) = (id ⊗ ∆)∆(a) = a1 ⊗ a2 ⊗ a3, more in
general ∆n(a) = a1 ⊗ a2⊗, ...an+1.
An algebra A endowed with the homomorphisms ∆ : A→ A⊗A and ε : A→ C,
and the antimorphism κ : A→ A satisfying the properties (1.1.4)-(1.1.9) is a Hopf
algebra. Thus Fun(G) is a Hopf algebra.1 Note that the properties (1.1.4)-(1.1.9)
imply the relations:
∆(κ(a)) = κ(a2)⊗ κ(a1) , κ(a)1 ⊗ κ(a)2 , . . . κ(a)n = κ(an)⊗ κ(an−1) , . . . κ(a1)
(1.1.12)
ε(κ(a)) = ε(a). (1.1.13)
Consider now the algebra A of polynomials in the matrix elements T a b of the
fundamental representation of G, i.e. the algebra A generated by the T a b.
It is clear that A ⊂ Fun(G), since T a b(g) are functions on G. In fact A is
dense in Fun(G) [the reason is that the matrix elements of all finite irreducible
dimensional representations of G can be constructed out of appropriate products of
T a b(g); these products span a dense subset in Fun(G) because the matrix elements
of all irreducible representations of G form a complete basis of Fun(G)], therefore,
a suitable completion Aˆ of A is Fun(G) : Aˆ = Fun(G). In the following we will
drop the hat and we will not be concerned about these topological aspects. The
group manifold G can be completely characterized by Fun(G), the co-structures on
Fun(G) carrying the information about the group structure of G. Thus a classical
Lie group can be “defined” as the algebra A generated by the (commuting) ma-
trix elements T a b of the fundamental representation of G, seen as functions on G.
This definition admits noncommutative generalizations, i.e. the quantum groups
discussed in the next section.
Using the elements T a b we can write an explicit formula for the expansion
(1.1.10) or (1.1.11): indeed (1.1.1) becomes
∆(T a b)(g, g
′) = T a b(gg
′) = T a c(g)T
c
b(g
′), (1.1.14)
1To be precise, Fun(G) is a Hopf algebra when Fun(G×G) can be identified with Fun(G)⊗
Fun(G), since only then can one define a coproduct as in (1.1.1).
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since T is a matrix representation of G. Therefore:
∆(T a b) = T
a
c ⊗ T c b. (1.1.15)
Moreover, using (1.1.2) and (1.1.3), one finds:
ε(T a b) = δ
a
b (1.1.16)
κ(T a b) = (T
−1)a b. (1.1.17)
Thus the algebra A = Fun(G) of polynomials in the elements T a b is a Hopf algebra
with co-structures defined by (1.1.15)-(1.1.17) and (1.1.7)-(1.1.9).
Another example of Hopf algebra is given by any ordinary Lie algebra g, or more
precisely by the universal enveloping algebra U(g) of a Lie algebra g, i.e. (by the
Poincare´-Birkhoff-Witt theorem) the algebra, with unit I, of polynomials in the
generators χi modulo the commutation relations
[χi, χj ] = C
k
ij χk. (1.1.18)
Here we define the co-structures as:
∆′(χi) = χi ⊗ I + I ⊗ χi ∆′(I) = I ⊗ I (1.1.19)
ε′(χi) = 0 ε
′(I) = 1 (1.1.20)
κ′(χi) = −χi κ′(I) = I (1.1.21)
The reader can check that (1.1.4)-(1.1.6) are satisfied.
1.2 Quantum groups. The example of GLq(2)
Quantum groups can be introduced as noncommutative deformations of the alge-
bra A = Fun(G) of the previous section [more precisely as noncommutative Hopf
algebras obtained by continuous deformations of the Hopf algebra A = Fun(G)].
The term quantum stems for the fact that they are obtained quantizing a Poisson
(symplectic) structure of the algebra Fun(G) [16]. Here, following [19] (see also
[20]), we will consider quantum groups defined as the associative algebras A freely
generated by non-commuting matrix entries T a b satisfying the relation
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (1.2.1)
and some other conditions depending on which classical group we are deforming
(see later). The matrix R controls the non-commutativity of the T a b, and its
elements depend continuously on a (in general complex) parameter q, or even a set
of parameters. For q → 1, the so-called “classical limit”, we have
Rab cd
q→1−→ δac δbd, (1.2.2)
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i.e. the matrix entries T a b commute for q = 1, and one recovers the ordinary
Fun(G).
The associativity of A leads to a consistency condition on the R matrix, the
quantum Yang–Baxter equation:
Ra1b1a2b2R
a2c1
a3c2
Rb2c2b3c3 = R
b1c1
b2c2
Ra1c2a2c3R
a2b2
a3b3
. (1.2.3)
For simplicity we rewrite the “RTT” equation (1.2.1) and the quantum Yang–Baxter
equation as
R12T1T2 = T2T1R12 (1.2.4)
R12R13R23 = R23R13R12, (1.2.5)
where the subscripts 1, 2 and 3 refer to different couples of indices. Thus T1 in-
dicates the matrix T a b, T1T1 indicates T
a
cT
c
b, R12T2 indicates R
ab
cdT
d
e and so
on, repeated subscripts meaning matrix multiplication. The quantum Yang–Baxter
equation (1.2.5) is a condition sufficient for the consistency of the RTT equation
(1.2.4). Indeed the product of three distinct elements T a b, T
c
d and T
e
f , indicated
by T1T2T3, can be reordered as T3T2T1 via two differents paths:
T1T2T3
ր
ց
T1T3T2 → T3T1T2
T2T1T3 → T2T3T1
ց
ր T3T2T1 (1.2.6)
by repeated use of the RTT equation. The relation (1.2.5) ensures that the two
paths lead to the same result.
The algebra A (“the quantum group”) is a noncommutative Hopf algebra whose
co-structures are the same of those defined for the commutative Hopf algebra
Fun(G) of the previous section, eqs. (1.1.15)-(1.1.17), (1.1.7)-(1.1.9).
Let us give the example of SLq(2) ≡ Funq(SL(2)), the algebra freely generated
by the elements α, β, γ and δ of the 2× 2 matrix
T a b =
(
α β
γ δ
)
(1.2.7)
satisfying the commutations
αβ = qβα, αγ = qγα, βδ = qδβ, γδ = qδγ
βγ = γβ, αδ − δα = (q − q−1)βγ, q ∈ C (1.2.8)
and
detqT ≡ αδ − qβγ = I. (1.2.9)
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The commutations (1.2.8) can be obtained from (1.2.1) via the R matrix
Rab cd =

q 0 0 0
0 1 0 0
0 q − q−1 1 0
0 0 0 q
 (1.2.10)
where the rows and columns are numbered in the order 11, 12, 21, 22.
It is easy to verify that the “quantum determinant” defined in (1.2.9) commutes
with α, β, γ and δ, so that the requirement detqT = I is consistent. The matrix
inverse of T a b is
(T−1)a b = (detqT )
−1
(
δ −q−1β
−qγ α
)
(1.2.11)
The coproduct, counit and coinverse of α, β, γ and δ are determined via formulas
(1.1.15)-(1.1.17) to be:
∆(α) = α⊗ α + β ⊗ γ, ∆(β) = α⊗ β + β ⊗ δ
∆(γ) = γ ⊗ α+ δ ⊗ γ, ∆(δ) = γ ⊗ β + δ ⊗ δ (1.2.12)
ε(α) = ε(δ) = 1, ε(β) = ε(γ) = 0 (1.2.13)
κ(α) = δ, κ(β) = −q−1β, κ(γ) = −qγ, κ(δ) = α. (1.2.14)
Note 1.2.1 In general κ2 6= 1, as can be seen from (1.2.14). The following useful
relation holds [19]:
κ2(T a b) = D
a
cT
c
d(D
−1)db = d
ad−1b T
a
b, (1.2.15)
where D is a diagonal matrix, Dab = d
aδab , given by d
a = q2a−1 for the q-groups
An−1 and GLq(n).
Note 1.2.2 The commutations (1.2.8) are compatible with the coproduct ∆, in
the sense that ∆(αβ) = q∆(βα) and so on. In general we must have
∆(R12T1T2) = ∆(T2T1R12), (1.2.16)
which is easily verified using ∆(R12T1T2) = R12∆(T1)∆(T2) and ∆(T1) = T1 ⊗ T1.
This is equivalent to proving that the matrix elements of the matrix product T1T
′
1,
where T ′ is a matrix [satisfying (1.2.1)] whose elements commute with those of T a b,
still obey the commutations (1.2.4).
Note 1.2.3 ∆(detqT ) = detqT⊗detqT so that the coproduct property ∆(I) = I⊗I
is compatible with detqT = I.
Note 1.2.4 The condition (1.2.9) can be relaxed. Then we have to include the
central element ζ = (detqT )
−1 in A, so as to be able to define the inverse of the
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q-matrix T a b as in (1.2.11), and the coinverse of the element T
a
b as in (1.1.17).
The q-group is then GLq(2). The reader can deduce the co-structures on ζ : ∆(ζ) =
ζ ⊗ ζ, ε(ζ) = 1, κ(ζ) = detqT .
Note 1.2.5 More generally, the quantum determinant of n × n q-matrices is
defined by detqT =
∑
σ(−q)l(σ)T 1 σ(1) · · ·T nσ(n), where l(σ) is the minimal number
of inversions in the permutation σ. Then detqT = 1 restricts GLq(n) to SLq(n).
Note 1.2.6 The explicit expression of the R-matrices for the A,B,C,D q-groups
will be given later. Here we recall the important relations [19] for the Rˆ matrix
defined by Rˆab cd ≡ Rba cd, whose q = 1 limit is the permutation operator δadδbc :
Rˆ2 = (q − q−1)Rˆ + I, for An−1 (Hecke condition) (1.2.17)
(Rˆ− qI)(Rˆ + q−1I)(Rˆ− q1−NI) = 0, for Bn, Cn, Dn, (1.2.18)
with N = 2n + 1 for the series Bn and N = 2n for Cn and Dn. Moreover for all
A,B,C,D q-groups the R matrix is lower triangular (Rab cd = 0 if [a = c and b < d]
or a < c) and satisfies:
(R−1)ab cd(q) = R
ab
cd(q
−1) (1.2.19)
Rab cd = R
dc
ba. (1.2.20)
1.3 Duality and ∗-Structure
Duality
Consider a finite dimensional Hopf algebra A, the vector space A′ dual to A is
also a Hopf algebra with the following product, unit and costructures [we use the
notation ψ(a) = 〈ψ, a〉 in order to stress the duality between A′ and A]: ∀ψ, φ ∈ A′,
∀a, b ∈ A
〈ψφ, a〉 = 〈ψ ⊗ φ,∆a〉 , 〈I, a〉 = ε(a) (1.3.1)
〈∆′(ψ), a⊗ b〉 = 〈ψ, ab〉 , ε′(ψ) = 〈ψ, I〉 (1.3.2)
〈κ′(ψ), a〉 = 〈ψ, κ(a)〉 (1.3.3)
where 〈ψ ⊗ φ , a ⊗ b〉 ≡ 〈ψ, a〉 〈φ, b〉 . Obviously (A′)′ = A and A and A′ are dual
Hopf algebras.
In the infinite dimensional case the definition of duality between Hopf algebras
is more delicate because the coproduct on A′ might not take values in the subspace
A′ ⊗A′ of (A⊗A)′ and therefore is ill defined. However, the space A0 spanned by
the matrix elements of all finite-dimensional representations of A is a subalgebra of
A′ and obviously ∆′(A0) ⊂ A0⊗A0, κ(A0) ⊂ A0 [indeed ∆′(M ij) = ∑dim(M)k=1 M ik⊗
Mkj , κ(M
i
j) = (M
−1)ij ]. Then A
0 is a Hopf algebra: the Hopf dual of A. In general
(A0)0 6= A, for example if g is semisimple U(g)0 = Fun(G) while the vector space
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underlying Fun(G)0 is U(g) ⊗ C(G) where C(G) is the vector space on C freely
generated by the elments of G [85]. Later on we will consider the quantum groups of
the series An, Bn, Cn, Dn and their quantized universal enveloping algebras (as the
algebras of regualr functionals on the deformed An, Bn, Cn, Dn [19]); disregarding
the topological aspects we will call these algebras dually paired or dual, the quantum
group SLq(N) can indeed be considered as the Hopf dual of the deformed universal
enveloping algebra of the An series.
For generic Hopf algebras we will use the notion of non-degenerate pairing: two
Hopf algebras A and U are paired if there exists a bilinear map 〈 , 〉 : U ⊗A→ C
satisfying (1.3.1) and (1.3.2), the pairing is non-degenerate if we also have
∀ ψ ∈ U 〈ψ, a〉 = 0⇒ a = 0 (1.3.4)
and
∀ a ∈ A 〈ψ, a〉 = 0⇒ ψ = 0 . (1.3.5)
Condition (1.3.4) states that U separates the points (elements) of A and viceversa
for (1.3.5). If U and A are finite dimensional then (1.3.4) and (1.3.5) are equivalent
to A′ = U ; indeed (1.3.4) induces the injection a → 〈 , a〉 of A in U ′, similarly, by
(1.3.5) U ⊆ A′ and therefore A′ = U .
It is easy to prove that the Hopf algebras Fun(G) and U(g) described in Sec-
tion 1.1 are paired when g is the Lie algebra of G. Indeed we realize g as left
invariant vectorfields t on the group manifold and U(g) as the algebra generated by
composition of the operators t. Then the pairing is defined by
∀t ∈ g, ∀f ∈ Fun(G), 〈t, f〉 = t(f)|1
G
where 1
G
is the unit of G. Notice that t is left invariant if TLg(t|1
G
) = t|g, where
TLg is the tangent map induced by the left multiplication of the group on itself:
Lgg
′ = gg′. We then have
t(f)|g =
(
TLgt|1
G
)
(f) = t[f(gg˜)]|
g˜=1
G
= t[f1(g)f2(g˜)]|g˜=1
G
= f1(g) t(f2)|1
G
(1.3.6)
and therefore
〈t˜◦t, f〉 = t˜(t(f))|1
G
= t˜f1|1
G
tf2|1
G
= 〈t˜⊗ t,∆f〉
and, in agreement with (1.1.19) and (1.1.21):
〈t, fh〉 = t(f)|1
G
h|1
G
+ f |1
G
t(h)|1
G
= 〈∆′(t), f ⊗ h〉 ,
〈t, κ(f)〉 = t[f(g−1)]|
g=1
G
= −t[f(g)]|
g=1
G
= 〈κ′(t), f〉 .
∗-Structure
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The Hopf algebra SLq(2) we have considered in the previous section can be
interpreted as the deformation of the algebra of functions on a group manifold
only introducing a ∗-structure on SLq(2) (the analogue of complex conjugation).
This procedure leads to the quantum groups SLq(2,R) = Funq(SL(2,R)) and
SUq(2) = Funq(SU(2)). We need a ∗-structure because the algebra of regular
functions on SU(2) is isomorphic to the algebra of regular functions on SL(2,R)
and to the algebra of analytic functions on the complex manifold SL(2,C); in-
deed any f ∈ Fun(SU(2)) can be analytically continued in a unique function
fˆ ∈ Fun(SL(2,C)), then the restriction of fˆ to the SL(2,R) sub-manifold of
SL(2,C) belongs to Fun(SL(2,R)). Therefore, without a ∗-structure we cannot
understand if the polynomials in the symbols T ij with the relation detT = 1 gen-
erate functions on SU(2) or on SL(2,R) or analytic functions on SL(2,C).
In general a ∗-algebra over the complex numbers is an algebra with an anti-
linear map ∗ : A → A that is involutive, ∗2 = id and anti-multiplicative, (ab)∗ =
b∗a∗ ∀a, b ∈ A. A Hopf ∗-algebra A is a Hopf algebra A over C equipped with a
∗-algebra structure which is compatible with the costructures of A:
∆(a∗) = a∗1 ⊗ a∗2 ; ε(a∗) = ε(a) . (1.3.7)
These two conditions imply, forall a ∈ A
[κ(a)]∗ = κ−1(a∗) ; (1.3.8)
indeed the operator ∗◦κ−1◦∗ satisfies all the properties of the antipode and since
(as the inverse of an element in a group) the antipode is unique, we have (1.3.8).
Let us clarify the interrelation between real forms of groups and ∗-structures on
Hopf algebras.
Let A = F(GC) be the algebra of analytic functions on a complex group GC.
A ∗-structure on A determines the following real form GR of GC: GR = {g ∈
G/ f ∗(g) = f(g)}; viceversa GR induces on Fun(GR) = F(GC) the following ∗-
structure: f ∗ = h ⇔ f(g) = h(g) ∀g ∈ GR. Moreover a real form of GC determines
a real form gR of its Lie algebra, i.e. g = gR ⊕
√−1 gR. The ∗-operation that
acts as minus the identity on g
R
satisfies [χ, χ′]∗ = [χ′∗, χ∗] ∀χ, χ′ ∈ g
R
and is
uniquely extended as an anti-linear, anti-multiplicative and involutive map on the
Hopf algebra U(g), the universal enveloping algebra of g. We have seen that a ∗-
structure on A = F(GC) = Fun(G) determines a ∗-structure on U(g), the viceversa
is also obviously true. The explicit relation is ∀ψ ∈ U(g) , ∀a ∈ Fun(G),
〈ψ∗, a〉 = 〈ψ, [κ(a)]∗〉 i.e. 〈ψ, a∗〉 = 〈[κ′(ψ)]∗, a〉 (1.3.9)
where we have used the pairing 〈 , 〉 between the two Hopf algebras Fun(G) and
U(g), and denotes complex conjugation.
More in general two Hopf ∗-algebras A and U are paired if, in addition to (1.3.1)
and (1.3.2), relation (1.3.9) holds ∀ψ ∈ U and ∀a ∈ A.
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In a functional-analytic context, the ∗-operation becomes the hermitian con-
jugation. For example, Hopf ∗-algebras that are deformations of compact matrix
groups can be canonically realized (using the Gelfand-Naimark-Segal (GNS) con-
struction, since they are dense in a C∗-algebra and since they have a Haar measure)
as bounded operators on a Hilbert space. Then the ∗-operation is realized as the
usual adjoint map † on operators in Hilbert space.
We end this section listing the ∗-structures that define SUq(2) and SLq(2, R);
these ∗-involutions are well defined because they are compatible with the RTT
relations (RT1T2 = T2T1R⇔ RT ∗2 T ∗1 = T ∗1 T ∗2R) and with the determinat condition.
i) T ∗ = T−1
t ⇒ α∗ = δ, β∗ = −qγ, γ∗ = −q−1β, δ∗ = α, where q is a real
number. Gives the Hopf ∗-algebra SUq(2).
ii)T ∗ = T ⇒ α∗ = α, β∗ = β, γ∗ = γ, δ∗ = δ, |q| = 1. Gives the Hopf ∗-algebra
SLq(2,R).
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Chapter 2
Differential Geometry on
Quantum Groups
In this chapter we study basic notions of differential geometry on a Hopf algebra.
We first give an introductory review of the q-differential calculus studied by [21]. In
the first section, following [21], [27], we define the conditions an exterior differential
d has to satisfy and we explain them as natural generalizations of the conditions
on a classical Lie group. The space of 1-forms and then that of n-forms is fully
characterized. Then we introduce the left invariant vectorfields and deduce their q-
Lie algebra properties from the properties of the exterior differential d. The theory
is exemplified on the quantum group GLq(N) in Section 2.2. In Section 2.3 we
reconsider the basic postulates of a differential calculus and describe equivalent
ones. This section is complementary to Section 2.1 because emphasizes the space
of vectorfields rather than the space of one forms and the exterior differential. We
start from a q-Lie algebra that closes under a quadratic q-Lie bracket and then we
derive the properties of the exterior differential.
The last section of this chapter is a deeper study of the geometric structures
on Hopf algebras. We analize the duality between the space of vectorfields and the
space of 1-forms (tangent and the cotangent bundle) and generalize the construction
to tensorfields. An inner derivative or contraction operator naturally arises from
the above duality. We then introduce a Lie derivative and analize its properties.
Finally we show how these operators and the exterior differential form a graded
quantum Lie algebra of differantial operators.
2.1 Bicovariant differential calculus
In this section we review the bicovariant differential calculus on q-groups as devel-
oped by Woronowicz [21]. The q → 1 limit will constantly appear in our discussion,
so as to make clear which classical structure is being q-generalized.
The calculus can be developed on a generic Hopf algebra A with invertible
14
antipode. Since we will constantly compare the construction with the classical one
on Lie groups, we will think of A as the algebra of the preceding section, i.e. the
algebra freely generated by the matrix entries T a b, modulo the relations (1.2.1) and
possibly some reality or orthogonality conditions. However, as said, the construction
can be applied to more general cases, for example it gives differential calculi on finite
groups, where one cannot apply the usual techniques of differential geometry.
A first-order differential calculus on A is defined by
i) a linear map d: A→ Γ, satisfying the Leibniz rule
d(ab) = (da)b+ a(db), ∀a, b ∈ A; (2.1.1)
Γ is an appropriate bimodule on A, which essentially means that its elements can
be multiplied on the left and on the right by elements of A. [More precisely A is a
left-module if ∀a, b ∈ A∀ρ, ρ′ ∈ Γ we have: a(ρ+ ρ′) = aρ+ aρ′, (a+ b)ρ = aρ+ bρ,
a(bρ) = (ab)ρ, Iρ = ρ. Similarly one defines a right-module. A left- and right-
module is a bimodule if we also have a(ρb) = (aρ)b]. The space Γ q-generalizes the
space of 1-forms on a Lie group.
ii) the possibility of expressing any ρ ∈ Γ as
ρ =
∑
k
akdbk (2.1.2)
for some ak, bk belonging to A.
Bicovariance
The first-order differential calculus (Γ, d) is said to be bicovariant if it is both
left- and right-covariant, i.e. if we can consistently define a left and right action of
the q-group on Γ as follows
∆Γ(adb) = ∆(a)(id ⊗ d)∆(b), ∆Γ : Γ→ A⊗ Γ (left covariance) (2.1.3)
Γ∆(adb) = ∆(a)(d⊗ id)∆(b), Γ∆ : Γ→ Γ⊗A (right covariance)(2.1.4)
How can we understand these left and right actions on Γ in the q → 1 limit ?
The first observation is that the coproduct ∆ on A is directly related, for q = 1, to
the pullback induced by left multiplication of the group on itself
Lxy ≡ xy, ∀x, y ∈ G. (2.1.5)
This induces the left action (pullback) L∗x on the functions on G:
L∗xf(y) ≡ f(xy)|y, L∗x : Fun(G)→ Fun(G) (2.1.6)
15
where f(xy)|y means f(xy) seen as a function of y. Let us introduce the mapping
L∗ defined by
(L∗f)(x, y) ≡ (L∗xf)(y) = f(xy)|y
L∗ : Fun(G)→ Fun(G×G) ≈ Fun(G)⊗ Fun(G). (2.1.7)
The coproduct ∆ on A, when q = 1, reduces to the mapping L∗. Indeed, considering
T a b(y) as a function on G, we have:
L∗(T a b)(x, y) = L
∗
xT
a
b(y) = T
a
b(xy) = T
a
c(x)T
c
b(y), (2.1.8)
since T a b is a representation of G. Therefore
L∗(T a b) = T
a
c ⊗ T c b (2.1.9)
and L∗ is seen to coincide with ∆, cf. (1.1.15).
The pullback L∗x can also be defined on 1-forms ρ as
(L∗xρ)(y) ≡ ρ(xy)|y (2.1.10)
and here too we can define L∗ as
(L∗ρ)(x, y) ≡ (L∗xρ)(y) = ρ(xy)|y. (2.1.11)
In the q = 1 case we are now discussing, the left action ∆Γ coincides with this
mapping L∗ for 1-forms. Indeed for q = 1
∆Γ(adb)(x, y) = [∆(a)(id⊗ d)∆(b)](x, y) = [(a1 ⊗ a2)(id⊗ d)(b1 ⊗ b2)](x, y)
= [a1b1 ⊗ a2db2](x, y) = a1(x)b1(x)a2(y)db2(y) = a1(x)a2(y)dy[b1(x)b2(y)]
= L∗(a)(x, y)dy[L
∗(b)(x, y)] = a(xy)db(xy)|y. (2.1.12)
On the other hand:
L∗(adb)(x, y) = a(xy)db(xy)|y, (2.1.13)
so that ∆Γ → L∗ when q → 1. In the last equation we have used the well-known
property L∗x(adb) = L
∗
x(a)L
∗
x(db) = L
∗
x(a)dL
∗
x(b) of the classical pullback. A similar
discussion holds for Γ∆, and we have Γ∆ → R∗ when q → 1 , where R∗ is defined
via the pullback R∗x on functions (0-forms) or on 1-forms induced by the right
multiplication:
Rxy = yx, ∀x, y ∈ G (2.1.14)
(R∗xρ)(y) = ρ(yx)|y (2.1.15)
(R∗ρ)(y, x) ≡ (R∗xρ)(y). (2.1.16)
These observations explain why ∆Γ and Γ∆ are called left and right actions of the
quantum group on Γ when q 6= 1.
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From the definitions (2.1.3) and (2.1.4) one deduces the following properties
[21]:
(ε⊗ id)∆Γ(ρ) = ρ, (id⊗ ε)Γ∆(ρ) = ρ (2.1.17)
(∆⊗ id)∆Γ = (id⊗∆Γ)∆Γ, (id⊗∆)Γ∆ = (Γ∆⊗ id)Γ∆ (2.1.18)
(id⊗ Γ∆)∆Γ = (∆Γ ⊗ id)Γ∆, (2.1.19)
this last condition is the q-analogue of the fact that left and right actions commute
for q = 1 (L∗xR
∗
y = R
∗
yL
∗
x).
Left- and right-invariant ω
An element ω of Γ is said to be left-invariant if
∆Γ(ω) = I ⊗ ω (2.1.20)
and right-invariant if
Γ∆(ω) = ω ⊗ I. (2.1.21)
This terminology is easily understood: in the classical limit,
L∗ω = I ⊗ ω (2.1.22)
R∗ω = ω ⊗ I (2.1.23)
indeed define respectively left- and right-invariant 1-forms.
Proof: the classical definition of left-invariance is
(L∗xω)(y) = ω(y) (2.1.24)
or, in terms of L∗,
(L∗ω)(x, y) = L∗xω(y) = ω(y). (2.1.25)
But
(I ⊗ ω)(x, y) = I(x)ω(y) = ω(y), (2.1.26)
so that
L∗ω = I ⊗ ω (2.1.27)
for left-invariant ω. A similar argument holds for right-invariant ω.
Consequences
For any bicovariant first-order calculus one can prove the following [21] [state-
ments i), ii), iii) and formulae (2.1.85) and (2.1.115)-(2.1.117) holds also for a
calculus that is only left covariant)]:
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i) Any ρ ∈ Γ can be uniquely written in the form:
ρ = aiω
i (2.1.28)
ρ = ωibi (2.1.29)
with ai, bi ∈ A, and ωi a basis of invΓ, the linear subspace of all left-invariant
elements of Γ. Thus, as in the classical case, the whole of Γ is generated by a basis
of left invariant ωi. An analogous theorem holds with a basis of right invariant
elements ηi ∈ invΓ. Note that in the quantum case we have aωi 6= ωia, the bimodule
structure of Γ being non-trivial for q 6= 1. [This is a consequence of associativity:
∀ρ ∈ Γ, ∀a, a′ ∈ A, ρa = aρ ⇒ (aa′)ρ = ρ(aa′) = (ρa)a′ = a′(ρa) = a′aρ ⇒
aa′ = a′a]
ii) There exist linear functionals f i j on A such that, for any a, b ∈ A:
ωib = (f i j ∗ b)ωj ≡ (id⊗ f i j)∆(b)ωj (2.1.30)
aωi = ωj[(f i j ◦ κ−1) ∗ a] (2.1.31)
Once we have the functionals f i j , we know how to commute elements of A through
elements of Γ. The f i j are uniquely determined by (2.1.30) and for consistency
must satisfy the conditions:
f i j(ab) = f
i
k(a)f
k
j(b) (2.1.32)
f i j(I) = δ
i
j (2.1.33)
(fk j ◦ κ)f j i = δki ε; fk j(f j i ◦ κ) = δki ε, (2.1.34)
so that their coproduct, counit and coinverse are given by:
∆′(f i j) = f
i
k ⊗ fk j (2.1.35)
ε′(f i j) = δ
i
j (2.1.36)
κ′(fk j)f
j
i = δ
k
i ε = f
k
jκ
′(f j i) (2.1.37)
cf. (1.3.1)-(1.3.3). Note that in the q = 1 limit f i j → δijε, i.e. f i j becomes
proportional to the identity functional ε(a) = a(1G), and formulas (2.1.30), (2.1.31)
become trivial, e.g. ωib = bωi [use ε ∗ a = a from (1.1.5)].
iii) There exists an adjoint representation M ij of the quantum group, defined
by the right action on the (left invariant) ωi:
Γ∆(ω
i) = ωj ⊗M ij , M ij ∈ A. (2.1.38)
It is easy to show that Γ∆(ω
i) belongs to invΓ ⊗ A, which proves the existence of
M ij . In the classical case, M
i
j is indeed the adjoint representation of the group.
We recall that in this limit the left invariant 1-form ωi can be constructed as
ωi(y)Ti = (y
−1dy)iTi, y ∈ G. (2.1.39)
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Under right multiplication by a (constant) element x ∈ G : y → yx we have, 1
ωi(yx)Ti = [x
−1y−1d(yx)]iTi = [x
−1(y−1dy)x]iTi (2.1.40)
= [x−1Tjx]
i(y−1dy)jTi = M
i
j (x)ω
j(y)Ti, (2.1.41)
so that
ωi(yx) = ωj(y)M ij (x) (2.1.42)
or
R∗ωi(y, x) = ωj ⊗M ij (y, x), (2.1.43)
which reproduces (2.1.38) for q = 1.
The co-structures on the M ij can be deduced [21]:
∆(M ij ) =M
l
j ⊗M il (2.1.44)
ε(M ij ) = δ
i
j (2.1.45)
κ(M li )M
j
l = δ
j
i =M
l
i κ(M
j
l ). (2.1.46)
For example, in order to find the coproduct (2.1.44) it is sufficient to apply (id⊗∆)
to both members of (2.1.38) and use the second of eqs.(2.1.18).
The elements M ij can be used to build a right-invariant basis of Γ. Indeed the
ηi defined by
ηi ≡ κ−1(M ij )ωj (2.1.47)
are right invariant [use κ−1(a2)a1 = ε(a)]:
Γ∆(η
i) = ∆[κ−1(M ij )]Γ∆(ω
j) =
[κ−1(M is )⊗ κ−1(M sj )][ωk ⊗M jk ] = κ−1(M is )ωk ⊗ δskI = ηi ⊗ I (2.1.48)
moreover every element of Γ can be written as ρ = aiη
i or ρ = ηibi where ai and bi
are uniquely determined.
It can be shown that the functionals f i j previously defined satisfy:
ηib = (b ∗ f i j)ηj (2.1.49)
aηi = ηj[a ∗ (f i j ◦ κ)], (2.1.50)
where a ∗ f ≡ (f ⊗ id)∆(a), f ∈ A′.
From (2.1.30), using (2.1.47) i.e. ωi =M il η
l and from (2.1.49) one immediately
prove the relation
M ji (a ∗ f i k) = (f j i ∗ a)M ik , (2.1.51)
with a ∗ f i j ≡ (f i k ⊗ id)∆(a).
1Recall the q = 1 definition of the adjoint representation x−1Tjx ≡M ij (x)Ti.
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Note 2.1.1 Given a first order differential calculus, the space Γ is a bicovariant
bimodule i.e. Γ is a bimodule with left and right actions ∆Γ and Γ∆ that satisfy
(2.1.17), (2.1.18), (2.1.19) and that are compatible with the bimodule structure:
∆Γ(aρb) = ∆(a)∆Γ(ρ)∆(b) ; Γ∆(aρb) = ∆(a)Γ∆(ρ)∆(b) . (2.1.52)
Points i), ii), iii), and iv) below, hold not only for a first order differential calculus
but also for a generic bicovariant bimodule (where ∆Γ and Γ∆ are not defined via d).
Any bicovariant bimodule is uniquely characterized by the functionals f i j and the
elements M ji satisfying (2.1.32), (2.1.33), (2.1.44), (2.1.45) and the fundamental
condition (2.1.51). Indeed, cf. Theorem 2.4.3, ∆Γ is well defined via (2.1.20) while
Γ∆, defined by (2.1.38), is compatible with the right product in Γ:
Γ∆(ω
ia) = Γ∆(ω
i)∆(a) (2.1.53)
if and only if (2.1.51) holds. Proof. The projection P : Γ → invΓ defined by
∀ρ ∈ Γ , P (ρ) = m(κ⊗ id)∆Γ(ρ) [where m is the multiplication in the bimodule Γ]
maps aωi in P (aωi) = ε(a)ωi and ωia in P (ωia) = f i j(a)ω
j and is an epimorphism
between the two bimodules Γ and invΓ. We then have:
(P ⊗ id)Γ∆(ωia) = (P ⊗ id)Γ∆[(f i j ∗ a)ωj] = ωk ⊗ (f i j ∗ a)M jk ;
(P ⊗ id)Γ∆(ωia) = (P ⊗ id)(ωka1 ⊗M jk a2) = (P ⊗ id)[(f i k ∗ a1)ωk ⊗M jk a2]
= ωk ⊗M jk (a ∗ f i k) .
This proves the implication (2.1.53) ⇒ (2.1.51); the viceversa is also true since
(a1 ⊗ id)(P ⊗ id)Γ∆(ωia2) = Γ∆(ωia). ✷✷✷
iv) An exterior product, compatible with the left and right actions of the q-
group, can be defined by a bimodule automorphism Λ in Γ⊗Γ that generalizes the
ordinary permutation operator:
Λ(ωi ⊗ ηj) = ηj ⊗ ωi, (2.1.54)
where ωi and ηj are respectively left and right invariant elements of Γ. Bimodule
automorphism means that
Λ(aτ) = aΛ(τ) (2.1.55)
Λ(τb) = Λ(τ)b (2.1.56)
for any τ ∈ Γ ⊗ Γ and a, b ∈ A. The tensor product between elements ρ, ρ′ ∈ Γ
is defined to have the properties ρa ⊗ ρ′ = ρ ⊗ aρ′, a(ρ ⊗ ρ′) = (aρ) ⊗ ρ′ and
(ρ⊗ ρ′)a = ρ⊗ (ρ′a). Left and right actions on Γ⊗ Γ are defined by:
∆Γ(ρ⊗ ρ′) ≡ ρ1ρ′1 ⊗ ρ2 ⊗ ρ′2, ∆Γ : Γ⊗ Γ→ A⊗ Γ⊗ Γ (2.1.57)
Γ∆(ρ⊗ ρ′) ≡ ρ1 ⊗ ρ′1 ⊗ ρ2ρ′2, Γ∆ : Γ⊗ Γ→ Γ⊗ Γ⊗ A (2.1.58)
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where as usual ρ1, ρ2, etc., are defined by
∆Γ(ρ) = ρ1 ⊗ ρ2, ρ1 ∈ A, ρ2 ∈ Γ (2.1.59)
Γ∆(ρ) = ρ1 ⊗ ρ2, ρ1 ∈ Γ, ρ2 ∈ A. (2.1.60)
More generally, we can define the action of ∆Γ on Γ
⊗n ≡ Γ⊗ Γ⊗ · · · ⊗ Γ︸ ︷︷ ︸
n-times
as
∆Γ(ρ⊗ ρ′ ⊗ · · · ⊗ ρ′′) ≡ ρ1ρ′1 · · ·ρ′′1 ⊗ ρ2 ⊗ ρ′2 ⊗ · · · ⊗ ρ′′2
∆Γ : Γ
⊗n → A⊗ Γ⊗n (2.1.61)
Γ∆(ρ⊗ ρ′ ⊗ · · · ⊗ ρ′′) ≡ ρ1 ⊗ ρ′1 · · · ⊗ ρ′′1 ⊗ ρ2ρ′2 · · · ρ′′2
Γ∆ : Γ
⊗n → Γ⊗n ⊗ A . (2.1.62)
Left invariance on Γ ⊗ Γ is naturally defined as ∆Γ(ρ ⊗ ρ′) = I ⊗ ρ ⊗ ρ′ (similar
definition for right-invariance), so that, for example, ωi ⊗ ωj is left invariant, and
is in fact a left invariant basis for Γ⊗ Γ.
— In general Λ2 6= 1, since Λ(ηj ⊗ ωi) is not necessarily equal to ωi ⊗ ηj. By
linearity, Λ can be extended to the whole of Γ⊗ Γ.
— Λ is invertible and commutes with the left and right action of the q-group,
i.e. ∆ΓΛ(ρ⊗ρ′) = (id⊗Λ)∆Γ(ρ⊗ρ′) = ρ1ρ′1⊗Λ(ρ2⊗ρ′2), and similar for Γ∆. Then
we see that Λ(ωi ⊗ ωj) is left invariant, and therefore can be expanded on the left
invariant basis ωk ⊗ ωl:
Λ(ωi ⊗ ωj) = Λij klωk ⊗ ωl. (2.1.63)
— From the definition (2.1.54) one can prove that [21]:
Λij kl = f
i
l(M
j
k ); (2.1.64)
thus the functionals f i l and the elements M
j
k ∈ A characterizing the bimodule Γ
are dual in the sense of eq. (2.1.64) and determine the exterior product:
ρ ∧ ρ′ ≡W (ρ⊗ ρ′) ≡ ρ⊗ ρ′ − Λ(ρ⊗ ρ′) (2.1.65)
ωi ∧ ωj ≡W ijklωk ⊗ ωl ≡ ωi ⊗ ωj − Λij klωk ⊗ ωl. (2.1.66)
Notice that, given the tensor Λij kl, we can compute the exterior product of any
ρ, ρ′ ∈ Γ, since any ρ ∈ Γ is expressible in terms of ωi [cf. (2.1.28), (2.1.29)]. The
classical limit of Λij kl is
Λij kl
q→1−→ δilδjk (2.1.67)
since f i j
q→1−→ δilε and ε(M kj ) = δjk. Thus in the q = 1 limit the product defined in
(2.1.66) coincides with the usual exterior product.
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From the property (2.1.55) and (2.1.56) applied to the case τ = ωi ⊗ ωj, one
can derive the relation
Λnmijf
i
pf
j
q = f
n
if
m
jΛ
ij
pq. (2.1.68)
Applying both members of this equation to the elementM sr yields the braid relation
for Λ:
ΛnmijΛ
ik
rpΛ
js
kq = Λ
nk
riΛ
ms
kjΛ
ij
pq, i.e. Λ12Λ23Λ12 = Λ23Λ12Λ23 (2.1.69)
which is sufficient for the consistency of (2.1.68). Taking a = M qp in (2.1.51), and
using (2.1.64), we find the relation dual to (2.1.69):
M ji M
q
r Λ
ir
pk = Λ
jq
riM
r
p M
i
k . (2.1.70)
This last formula explicitly shows that W commutes with the coaction ∆Γ [the
commutation of W with Γ∆ is implicit in (2.1.63)]; the new tensor ω
i ∧ ωj ≡
W ijklω
k ⊗ ωl transforms covariantly according to its index structure:
Γ∆(ω
i ∧ ωj) ≡ Γ∆(ωk ⊗ ωl)Wklij = ωk ∧ ωl ⊗MkiMlj . (2.1.71)
Using also (2.1.68) we conclude that the action of ∆Γ and Γ∆ on the tensor ρ ∧ ρ′
has the same expression as in (2.1.57) and (2.1.58) with the tensor product replaced
by the wedge product.
Defining
Rji kl ≡ Λij kl, (2.1.72)
we see that Rij kl satisfies the quantum Yang–Baxter equation (1.2.3), sufficient
for the consistency of (2.1.70). Notice that the quantum Yang–Baxter equation
is typically associated to a quasitriangular Hopf algebra with universal R-matrix.
In this case, as shown in [64] and [46], Λij pq is a representation of the universal
R-matrix of the quantum double associated to the generic Hopf algebra A. In other
words, (2.1.70) does not rely on the existence of “RTT” equations (1.2.1) used to
define specific examples of Hopf algebras.
Generalizing equation (2.1.66), wedge products of n forms are again expressed
in terms of tensorfields:
ω1 ∧ . . . ∧ ωn = W1...n ω1 ⊗ . . .⊗ ωn. (2.1.73)
The numerical coefficients W1...n are given through a recursion relation
W1...n = I1...nW1...n−1, (2.1.74)
where
I1...n = 1− Λn−1,n + Λn−2,n−1Λn−1,n . . .− (−1)nΛ12Λ23 · · ·Λn−1,n (2.1.75)
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andW ij = Iij = δij. The space of n-forms Γ∧n is therefore defined as in the classical
case but with the quantum permutation operator Λ.
As is easily seen writing
Is...n = 1− Λn−1,n + Λn−2,n−1Λn−1,n . . .− (−1)n−s+1Λs,s+1Λs+1,s+2 . . .Λn−1,n ,
I has the following decomposition property that we will use later on:
I1...n = Is...n + (−1)n−s+1I1...s−1Λs−1,sΛs,s+1 · · ·Λn−1,n . (2.1.76)
Due to (2.1.70) and (2.1.68), the action of ∆Γ and Γ∆ on the tensor ϑ ∈ Γ∧n ⊂ Γ⊗n
has the same expression as in (2.1.61) and (2.1.62) with the tensor product replaced
by the wedge product. Following Note 2.1.1, Γ∧n is a bicovariant bimodule with
left and right coactions ∆Γ and Γ∆. We call the algebra Γ
∧ of exterior forms,
Γ∧ ≡ Γ0⊕Γ⊕ Γ∧2⊕Γ∧3⊕ . . . (with A ≡ Γ0), a bicovariant graded algebra because
it is a graded algebra with ∆Γ and Γ∆ that are grade preserving.
v) Having the exterior product we can define the exterior differential
d : Γ→ Γ ∧ Γ (2.1.77)
d(akdbk) = dak ∧ dbk, (2.1.78)
which can easily be extended to Γ∧n:
d : Γ∧n → Γ∧(n+1) (2.1.79)
d(ak1k2...kndbk1 ∧ dbk2 ∧ ...dbkn) = dak1k2,...kn ∧ dbk1 ∧ dbk2 ∧ ...dbkn (2.1.80)
and has the following properties:
d(θ ∧ θ′) = dθ ∧ θ′ + (−1)kθ ∧ dθ′ (2.1.81)
d(dθ) = 0 (2.1.82)
∆Γ(dθ) = (id⊗ d)∆Γ(θ) (2.1.83)
Γ∆(dθ) = (d⊗ id)Γ∆(θ), (2.1.84)
where θ ∈ Γ∧k, θ′ ∈ Γ∧n. The last two properties express the fact that d commutes
with the left and right action of the quantum group, as in the classical case.
vi) The q-tangent space T , dual to the left invariant subspace invΓ can be in-
troduced as a linear subspace of A′, whose basis elements χi ∈ T ⊂ A′ are defined
by
da = (χi ∗ a)ωi, ∀a ∈ A. (2.1.85)
In the commutative case we write
da =
∂
∂yµ
a(y)dyµ =
(
∂
∂yµ
a
)
eµ i(y)e
i
ν(y)dy
ν =
(
∂
∂yµ
a
)
eµ i(y)ω
i(y) = ti|yωi
(2.1.86)
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where ei ν(y) is the vielbein of the group manifold and e
µ
i is its inverse. Now
recalling (1.3.6) we write
da = (ti|1
G
∗ a)ωi (2.1.87)
where ti are left invariant vectorfields. Therefore χi∗ is the q-analogue of left in-
variant vectorfields, while χi is the q-analogue of the tangent vector at the origin
1G of G:
χi ∗ a q→1−→ ∂
∂yµ
a(y)eµ i ≡ ∂ia(y) , χi(a) q→1−→
∂
∂xi
a(x)|x=1G (2.1.88)
i.e. T
q→1−→ g where g is the Lie algebra of G (and here the Hopf algebra A is the
q-deformation of Fun(G) ).
vii) Given the basis {χi} of the q-tangent space T , we can introduce the “coor-
dinates” {xi} via the following definition: consider the linear space R (Woronowicz
right ideal) given by R = {a ∈ A / ε(a) = 0 and T (a) = 0}, define the linear
space X by the relation
A = X ⊕ R⊕ {I} (2.1.89)
i.e. X is maximal in the (ordered) set of all linear subspaces of A disjoint from
R⊕ {I}. From (2.1.89) it follows that the dual vector space X ′ is isomorphic to T
and therefore there are n elements xi ∈ X ⊂ kerε uniquely defined by the duality
〈χi , xj〉 = δji . (2.1.90)
Note that ε(xi) = 0 since X ⊂ kerε because A = kerε ⊕ {I}. In the classical limit,
in a neighbourhood of the identity 1G ∈ G, we have ∀g ∈ G, g = ∏i exi(g)χi , see for
ex. [81], the xi are called canonical coordinates of the second kind on the group G
(while those of the first kind are given by g = e
∑
i
yi(g)χi).
viii) The χi functionals close on the q-Lie algebra:
χiχj − Λkl ijχkχl = C kij χk, (2.1.91)
with Λkl ij as given in (2.1.64). The product χiχj is defined by [cf. (1.3.1)]
χiχj ≡ (χi ⊗ χj)∆ (2.1.92)
and sometimes indicated by χi∗χj. Note that this ∗ product (called also convolution
product) is associative:
χi ∗ (χj ∗ χk) = (χi ∗ χj) ∗ χk (2.1.93)
χi ∗ (χj ∗ a) = (χi ∗ χj) ∗ a, a ∈ A. (2.1.94)
We leave the easy proof to the reader. The q-structure constants C kij are given by
C kij = χj(M
k
i ). (2.1.95)
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This last equation is easily seen to hold in the q = 1 limit, since the (χj)
k
i ≡ C kij
are indeed in this case the infinitesimal generators of the adjoint representation:
M ki = δ
k
i +C
k
ij x
j +O(x2). (2.1.96)
Using χj
q→1−→ ∂
∂xj
|x=1G indeed yields (2.1.95).
By applying both sides of (2.1.91) to M sr ∈ A, we find the q-Jacobi identities:
C nri C
s
nj − Λkl ijC nrk C snl = C kij C srk , (2.1.97)
which give an explicit matrix realization (the adjoint representation) of the gener-
ators χi:
(χi)
l
k = χi(M
l
k ) = C
l
ki . (2.1.98)
Note that the q-Jacobi identities (2.1.97) can also be given in terms of the q-Lie
algebra generators χi as :
[[χr, χi], χj ]− Λkl ij[[χr, χk], χl] = [χr, [χi, χj ]], (2.1.99)
where
[χi, χj] ≡ χiχj − Λkl ijχkχl (2.1.100)
is the deformed commutator of eq. (2.1.91).
ix) The left invariant ωi satisfy the q-analogue of the Cartan-Maurer equations:
dωi +
1
2
C ijk ω
j ∧ ωk = 0, (2.1.101)
where
C ijk ≡ 2χjχk(xi) (2.1.102)
The structure constants C satisfy the Jacobi identities obtained by taking the ex-
terior derivative of (2.1.101):
(C ijk C
j
rs − C irj C jsk )ωr ∧ ωs ∧ ωk = 0. (2.1.103)
In the q = 1 limit, ωj ∧ ωk becomes antisymmetric in j and k, and we have
C ijk
q→1−→= (χjχk − χkχj)(xi) = C ljk χl(xi) = C ijk , (2.1.104)
where C ljk are now the classical structure constants. Thus when q = 1 we have
C ijk = C
i
jk and (2.1.101) reproduces the classical Cartan-Maurer equations.
For q 6= 1, we find the following relation:
C ijk =
1
2
C ijk −
1
2
Λrs jkC
i
rs (2.1.105)
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after applying both members of eq. (2.1.91) to xi. Note that, using (2.1.105), the
Cartan-Maurer equations (2.1.101) can also be written as:
dωi +C ijk ω
j ⊗ ωk = 0. (2.1.106)
x) Finally, we derive two operatorial identities that become trivial in the limit
q → 1. From the formula
d(h ∗ θ) = h ∗ dθ, h ∈ A′, θ ∈ Γ∧n (2.1.107)
[a direct consequence of (2.1.84)] with h = fn l, we find
χkf
n
l = Λ
ij
klf
n
iχj . (2.1.108)
By requiring consistency between the external derivative and the bimodule struc-
ture of Γ, i.e. requiring that
d(ωia) = d[(f i j ∗ a)ωj], (2.1.109)
one finds the identity
C imn f
m
jf
n
k + f
i
jχk = Λ
pq
jkχpf
i
q +C
l
jk f
i
l. (2.1.110)
See Appendix A for the derivation of (2.1.108) and (2.1.110); see Subsection 2.3.5
for an alternative derivation.
In summary, a bicovariant calculus on a Hopf algebra A (“the algebra of func-
tions on the quantum group”) is characterized by functionals χi and f
i
j on A
satisfying, cf. [22],
χiχj − Λkl ijχkχl = C kij χk (2.1.111)
Λnmijf
i
pf
j
q = f
n
if
m
jΛ
ij
pq (2.1.112)
C imn f
m
jf
n
k + f
i
jχk = Λ
pq
jkχpf
i
q +C
l
jk f
i
l (2.1.113)
χkf
n
l = Λ
ij
klf
n
iχj, (2.1.114)
where the q-structure constants are given by C ijk = χk(M
i
j ) and the braiding
matrix by Λij kl = f
i
l(M
j
k ).
The co-structures on the quantum Lie algebra generators χi are:
∆′(χi) = χj ⊗ f j i + ε⊗ χi (2.1.115)
ε′(χi) = 0 (2.1.116)
κ′(χi) = −χjκ′(f j i), (2.1.117)
which q-generalize the ones given in (1.1.19)-(1.1.21). These co-structures derive
from the duality relations (1.3.2) and (1.3.3). For example, using the Leibniz rule
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for the exterior differential and (2.1.30), we have χi(ab) = χj(a)f
j
i(b)+ε(a)χi(b) i.e.
(2.1.115); a straighforward way to obtain (2.1.117) is to applym(id⊗κ) to (2.1.115).
The co-structures on the functionals f i j have been given in (2.1.35)-(2.1.37) and
can be easily derived from (2.1.115) and (2.1.116) using the coassociativity of the
coproduct [eq. (1.1.4)]. These costructures are consistent with the bicovariance
conditions (2.1.111)-(2.1.114).
Relations (2.1.111), (2.1.114) and (2.1.115) are also sufficient to construct a
bicovariant calculus on A:
Proposition 2.1.1 Consider a set {χi, f i j} of functionals on A that satisfies:
χiχj − Λefijχeχf ∈ T (2.1.118)
χkf
n
l = Λ
ij
klf
n
iχj (2.1.119)
χi(ab) = χj(a)f
j
i(b) + ε(a)χi(b) ∀a, b ∈ A (2.1.120)
where T is the vector space spanned by the χi, and assume that the algebra U of
polynomials in χi and f
i
j separates the points of A. Then these data determine a
bicovariant differential calculus on A.
Proof This proposition is easily proven in the framework of Section 2.3. Formula
(2.1.114) can also be written
adfk jχi = Λ
kh
ijχh (2.1.121)
where ad is the adjoint action: ∀ψ, φ ∈ U, adψφ ≡ κ′(ψ1)φψ2. We similarly have
[see the first three terms in (2.3.47)]:
adχjχi ≡ κ′(χj1)χiχj2 = χiχj − Λ
ef
ijχeχf ∈ T (2.1.122)
Notice that the ad action is a right representation of U on U : adψζϕ = adζ(adψϕ) and
therefore we conclude that, ∀ψ ∈ U , adψχk is a linear combination of χi elements.
This last condition and (2.1.120) are formulae (2.3.18) and (2.3.7). In Section 2.3
the differential calculus is explicitly constructed out of these two conditions. ✷✷✷
By applying (2.1.111)-(2.1.114) to the element M sr we express these relations
in the adjoint representation, thus obtaining a set of numerical equations necessary
for the existence of a bicovariant calculus:
C nri C
s
nj − Λkl ijC nrk C snl = C kij C srk (q-Jacobi identities)(2.1.123)
ΛnmijΛ
ik
rpΛ
js
kq = Λ
nk
riΛ
ms
kjΛ
ij
pq (Yang–Baxter) (2.1.124)
C imnΛ
ml
rjΛ
ns
lk + Λ
il
rjC
s
lk = Λ
pq
jkΛ
il
rqC
s
lp +C
m
jk Λ
is
rm (2.1.125)
C mrk Λ
ns
ml = Λ
ij
klΛ
nm
riC
s
mj (2.1.126)
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In the next section, we describe a constructive procedure due to Jurcˇo [23] for a
bicovariant differential calculus on any q-group of the A,B,C,D series considered
in [19]. The procedure is illustrated on the example of GLq(2), for which all the
objects f i j, M
s
r , Λ
ij
kl, C
i
jk and C
i
jk are explicitly computed.
2.2 Constructive procedure and the example of
GLq(2)
The q-groups discussed in Section 1.2 are characterized by the matrix Rab cd. In
terms of this matrix, it is possible to construct a bicovariant differential calculus on
these q-groups [23], see also [24], [25]. The general procedure is described in this
section, and the results for the specific case of GLq(2) are collected in the table.
For a detailed study of the GLq(3) case see [29].
The L± functionals
We start by introducing the linear functionals L±
a
b, defined by their value on
the elements T a b:
L±
a
b(T
c
d) = (R
±)ac bd, (2.2.1)
where
(R+)ac bd ≡ c+Rca db (2.2.2)
(R−)ac bd ≡ c−(R−1)ac bd, (2.2.3)
where c+, c− are free parameters (see later). The inverse matrix R−1 is defined by
(R−1)ab cdR
cd
ef ≡ δaeδbf ≡ Rab cd(R−1)cd ef . (2.2.4)
We see that the L±
a
b functionals are dual to the T
a
b elements (fundamental repre-
sentation) in the same way the f i j functionals are dual to the M
j
i elements of the
adjoint representation. To extend the definition (2.2.1) to the whole algebra A, we
set:
L±
a
b(ab) = L
±a
g(a)L
±g
b(b), ∀a, b ∈ A (2.2.5)
so that, for example,
L±
a
b(T
c
dT
e
f ) = (R
±)ac gd(R
±)ge bf . (2.2.6)
In general, using the compact notation introduced in Section 1.2,
L±1 (T2T3...Tn) = R
±
12R
±
13...R
±
1n. (2.2.7)
As it is esily seen from (2.2.6), the quantum Yang-Baxter equation (2.1.69) is a
necessary and sufficient condition for the compatibility of (2.2.1) and (2.2.5) with
the RTT relations: L±1 (R23T2T3 − T3T2R23) = 0
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Finally, the value of L± on the unit I is defined by
L±
a
b(I) = δ
a
b . (2.2.8)
Thus the functionals L±
a
b have the same properties as their adjoint counterpart
f i j , and not surprisingly the latter will be constructed in terms of the former.
From (2.2.7) we can also find the action of L±
a
b on a ∈ A, i.e. L±a b ∗a. Indeed
L±
a
b ∗ (T c1d1T c2d2 · · ·T cndn) = [id⊗ L±
a
b]∆(T
c1
d1
T c2d2 · · ·T cndn) =
[id⊗ L±a b]∆(T c1d1) · · ·∆(T cndn) =
[id⊗ L±a b](T c1e1 · · ·T cnen ⊗ T e1d1 · · ·T endn)
T c1e1 · · ·T cnenL±
a
b(T
e1
d1
· · ·T endn) =
T c1e1 · · ·T cnen(R±)ae1g1d1(R±)g1e2g2d2 · · · (R±)gn−1enbdn (2.2.9)
or, more compactly,
L±1 ∗ T2...Tn = T2...TnR±12R±13...R±1n, (2.2.10)
which can also be written as the cross-commutation relation
L±1 T2 = T2R
±
12L
±
1 . (2.2.11)
It is not difficult to find the commutations between L±
a
b and L
±c
d:
R12L
±
2 L
±
1 = L
±
1 L
±
2 R12 (2.2.12)
R12L
+
2 L
−
1 = L
−
1 L
+
2 R12, (2.2.13)
where as usual the product L±2 L
±
1 is the convolution product: L
±
2 L
±
1 (a) ≡ (L±2 ⊗
L±1 )∆(a) ∀a ∈ A. Consider
R12(L
+
2 L
+
1 )(T3) = R12(L
+
2 ⊗L+1 )∆(T3) = R12(L+2 ⊗L+1 )(T3⊗T3) = (c+)2 R12R32R31
(2.2.14)
and
L+1 L
+
2 (T3)R12 = (c
+)2 R31R32R12 (2.2.15)
so that the equation (2.2.12) is proven for L+ by virtue of the quantum Yang–
Baxter equation (1.2.3), where the indices have been renamed 2→ 1, 3→ 2, 1→ 3.
Similarly, one proves the remaining “RLL” relations.
Note 2.2.1 As mentioned in [19], L+ is upper triangular, L− is lower triangular
(this is due to the upper and lower triangularity of R+ and R−, respectively). From
(2.2.12) and (2.2.13) we have
L±
A
AL
±B
B = L
±B
BL
±A
A ; L
+A
AL
−B
B = L
−B
BL
+A
A (2.2.16)
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Note 2.2.2 A determinant can be defined for the matrix L±
A
B as in Note 1.2.5,
with q → q−1. Indeed the “RLL” relations are identical to the ”RTT” with R →
R−1 (which means q → q−1, r → r−1, cf. eq. (3.1.9)). Then , because of the upper
or lower triangularity of L+ and L− respectively, we have
detqL
± = L±
1
1L
±2
2 · · ·L±NN (2.2.17)
Note 2.2.3 From (2.2.1) we deduce:
L±
A
B(detqT ) = δ
A
B(c
±)Nr±1 (2.2.18)
Proof: observe that L±
A
B(detqT ) = L
±A
B(T
1
1T
2
2 · · ·TNN) since all the other
permutations do not contribute, due to the structure of the R± matrix. Then it is
easy to see that
L±
A
B(T
1
1T
2
2 · · ·TNN) = (2.2.19)
δAB(c
±)N(R±)A1A1(R
±)A2A2 · · · (R±)ANAN = δAB(c±)Nr±1 . (2.2.20)
If we set detqT = I, then L
±A
B(detqT ) = δ
A
B(c
±)Nr±1 must be equal to δAB, or
c± = r∓
1
N α± with (α±)N = 1. In this case [detqL
±](TAB) = δ
A
B so that detL
± = ε
[Proof: detqL
±(TAB) = δ
A
B(c
±)N(R±)1A1A · · · (R±)NANA = δAB(c±)Nr±1 ]. Thus for
(c±)Nr±1 = 1, the functionals L±and ε generate the Hopf algebra U(slq(N)). In
the case of GLq(n), c
± are extra free parameters. In fact, they appear only in the
combination s = (c+)−1c−. They do not enter in the Λ matrix, nor in the structure
constants or the Cartan-Maurer equations, they however enter the ω − T commuta-
tion relations (see the table), so that different values of s give different bimodules of
1-forms and different bicovariant differential calculi on GLq(n). (This accounts for
the one parameter family of differential calculi found in the classification of GLq(n)
calculi [32]).
The co-structures are defined by the duality (2.2.1):
∆′(L±
a
b)(T
c
d ⊗ T e f ) ≡ L±a b(T c dT e f) = L±a g(T c d)L±g b(T e f) (2.2.21)
ε′(L±
a
b) ≡ L±a b(I) (2.2.22)
κ′(L±
a
b)(T
c
d) ≡ L±a b(κ(T c d)) (2.2.23)
cf. [(1.3.3), (1.3.3)], so that
∆′(L±
a
b) = L
±a
g ⊗ L±g b (2.2.24)
ε′(L±
a
b) = δ
a
b (2.2.25)
κ′(L±
a
b) = L
±a
b ◦ κ (2.2.26)
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The matrix κ′(L±) = (L±)−1 is a polynomial in the L±
a
b elements and therefore the
L±
a
b generate a Hopf algebra, the Hopf algebra Uq(gl(n)) paired to the quantum
group GLq(n)
2. Note that
L±
a
b(κ(T
c
d)) = ((R
±)−1)ac bd, (2.2.27)
since
L±
a
b(κ(T
c
d)T
d
e) = δ
c
dL
±a
b(I) = δ
c
eδ
a
b (2.2.28)
and
L±
a
b(κ(T
c
d)T
d
e) = L
±a
f (κ(T
c
d))L
±f
b(T
d
e)
= L±
a
f (κ(T
c
d))(R
±)fd be. (2.2.29)
The space of quantum 1-forms
The bimodule Γ (“space of quantum 1-forms”) can be constructed as follows.
First we define ω ba to be a basis of left invariant quantum 1-forms. The index pairs
b
a or
a
b will replace in the sequel the indices
i or i of the previous section. The
dimension of invΓ is therefore N
2 at this stage. Since the ω ba are left invariant, we
have:
∆Γ(ω
b
a ) = I ⊗ ω ba , a, b = 1, ..., N. (2.2.30)
The left action ∆Γ on the whole of Γ is then defined by (2.2.30), since ω
b
a is a basis
for Γ. The bimodule Γ is further characterized by the commutations between ω ba
and a ∈ A [cf. eq. (2.1.30)]:
ω a2a1 b = (f
a2b1
a1 b2
∗ b)ω b2b1 , (2.2.31)
where
f a2b1a1 b2 ≡ κ′(L+
b1
a1
)L−
a2
b2
. (2.2.32)
Finally, the right action Γ∆ on Γ is defined by
Γ∆(ω
a2
a1
) = ω b2b1 ⊗M b1 a2b2a1 , (2.2.33)
where M b1 a2b2a1 , the adjoint representation, is given by
M b1 a2b2a1 ≡ T b1a1κ(T a2b2). (2.2.34)
It is easy to check that f a2b1a1 b2 fulfill the consistency conditions (2.1.32)-(2.1.34),
where the i,j,... indices stand for pairs of a,b,... indices. Also, the co-structures of
2The pairing between these two Hopf algebras is nondegenerate, indeed Uq(gl((n)) as a Hopf
algebra is isomorphic [79, 19] to Uq(gl(n)) (as defined by Jimbo [18]) then the Hopf isomorphism
U0h(sl(n)) ∼= SUq(n) (where U0h(sl(n)) is the Hopf dual of Drinfeld universal enveloping algebra
Uh(sl(n)) [16]) allows to conclude that the pairing betweenGLq(n) and Uq(gl(n)) is nondegenerate.
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M b1 a2b2a1 are as given in (2.1.44)-(2.1.46). The last compatibility condition between
the bimodule Γ and the action Γ∆, as explained in Note 2.1.1, is (2.1.51). This
relation is easily checked for a = TAB since in this case it is implied by the RTT
relations; it holds for a generic a because of property (2.1.32).
The Λ tensor and the exterior product
The Λ tensor defined in (2.1.72) can now be computed:
Λ a2 d2a1 d1 |c1 b1c2 b2 ≡ f a2b1a1 b2(M c1 d2c2d1 ) = κ′(L+
b1
a1
)L−
a2
b2
(T c1d1κ(T
d2
c2
))
= [κ′(L+
b1
a1
)⊗ L−a2b2 ]∆(T c1d1κ(T d2c2))
= [κ′(L+
b1
a1
)⊗ L−a2b2 ](T c1e1 ⊗ T e1d1)(κ(T f2c2)⊗ κ(T d2f2))
= [κ′(L+
b1
a1
)⊗ L−a2b2 ][T c1e1κ(T f2c2)⊗ T e1d1κ(T d2f2)]
= L+
b1
a1
(κ2(T f2c2)κ(T
c1
e1
)) L−
a2
b2
(T e1d1κ(T
d2
f2
))
= df2d−1c2 L
+b1
a1
(T f2c2κ(T
c1
e1
)) L−
a2
b2
(T e1d1κ(T
d2
f2
)
= df2d−1c2 L
+b1
g1
(T f2c2) L
+g1
a1
(κ(T c1e1)) L
−a2
g2
(T e1d1) L
−g2
b2
(κ(T d2f2))
= df2d−1c2 R
f2b1
c2g1
(R−1)c1g1e1a1(R
−1)a2e1g2d1R
g2d2
b2f2
(2.2.35)
where we made use of relations (1.1.12), (1.3.3), (1.2.15), (2.2.1) and (2.2.27). The
Λ tensor allows the definition of the exterior product as in (2.1.66). For future use
we give here also the inverse Λ−1 of the Λ tensor, defined by:
(Λ−1) a2 d2a1 d1 |b1 c1b2 c2Λ b2 c2b1 c1 |e1 f1e2 f2 = δa2e2 δe1a1δf1d1δd2f2 . (2.2.36)
It is not difficult to see that
(Λ−1) a2 d2a1 d1 |b1 c1b2 c2 = f d2b1d1 b2(T a2c2κ−1(T c1a1)) =
Rf1b1a1g1(R
−1)a2g1e2d1(R
−1)d2e2g2c2R
g2c1
b2f1
(d−1)c1df1 (2.2.37)
does the trick. Another useful relation gives a particular trace of the Λ matrix:
Λ c2 bc1 b |a1 b1a2 b2 = δa1a2δb1c1δc2b2 . (2.2.38)
This identity is simply proven. Indeed:
Λ c2 bc1 b |a1 b1a2 b2 ≡ f c2b1c1 b2(Ma1 ba2b ) =
κ′(L+
b1
c1
)L−
c2
b2
(T a1bκ(T
b
a2
)) = κ′(L+
b1
c1
)L−
c2
b2
(δa1a2I) =
δa1a2 [κ
′(L+
b1
c1
)⊗ L−c2b2 ](I ⊗ I) = δa1a2δb1c1δc2b2 . (2.2.39)
The relations (1.2.17), (1.2.18) for the R matrix reflect themselves in relations
for the Λ matrix (2.2.35). For example, the Hecke condition (1.2.17) implies:
(Λ + q2)(Λ + q−2)(Λ− I) = 0 (2.2.40)
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for the An−1 q-groups, and replaces the classical relation (Λ − 1)(Λ + 1) = 0, Λ
being for q = 1 the ordinary permutation operator, cf. (2.1.67).
With the help of (2.2.40) we can give explicitly the commutations of the left
invariant forms ω. Indeed, reverting to the i,j... indices, relation (2.2.40) implies:
(Λij kl + q
2δikδ
j
l )(Λ
kl
mn + q
−2δkmδ
l
n)(Λ
mn
rs − δmr δns )ωr ⊗ ωs =
(Λij kl + q
2δikδ
j
l )(Λ
kl
mn + q
−2δkmδ
l
n)ω
m ∧ ωn = 0 (2.2.41)
and it is easy to see that the last equality can be rewritten as
ωi ∧ ωj = −Z ij klωk ∧ ωl (2.2.42)
Z ij kl ≡
1
q2 + q−2
[Λij kl + (Λ
−1)ij kl]. (2.2.43)
The exterior differential
The exterior differential on Γ∧k is defined by means of the bi-invariant (i.e. left
and right invariant) element τ =
∑
a ω
a
a ∈ Γ as follows:
dθ ≡ 1
λ
[τ ∧ θ − (−1)kθ ∧ τ ], (2.2.44)
where θ ∈ Γ∧k, and λ is a normalization factor depending on q, necessary in order
to obtain the correct classical limit. It will be later determined to be λ = q − q−1.
Here we can only see that it has to vanish for q = 1, since otherwise dθ would vanish
in the classical limit. For a ∈ A we have
da =
1
λ
[τa− aτ ]. (2.2.45)
This linear map satisfies the Leibniz rule (2.1.1), and properties (2.1.81)-(2.1.84),
as the reader can easily check (use the definition of exterior product and the bi-
invariance of τ). A proof that also the property (2.1.2) holds can be obtained by
considering the exterior differential of the adjoint representation:
dM ij = (χk ∗M ij )ωk = M lj C ikl ωk (2.2.46)
or
κ(M jl )dM
i
j = C
i
kl ω
k. (2.2.47)
Multiplying by C lni , we have:
C lni κ(M
j
l )dM
i
j = C
i
kl C
l
ni ω
k ≡ gnkωk, (2.2.48)
where gnk is the q-Killing metric. The explicit example of this section being GLq(2),
one may wonder what happens to the invertibility of the q-Killing metric, since its
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classical limit is no more invertible [GL(2) being nonsemisimple]. The answer is
that for q 6= 1 the q-Killing metric of GLq(2) is invertible, as can be checked
explicitly from the values of the structure constants given in the table. Therefore
GLq(2) could be said to be “q-semisimple”. With an analogous procedure (using
T a b instead of M
i
j ) we have derived in the table the explicit expression of the ω
i
in terms of the dT a b for GLq(2).
The q-Lie algebra
The “quantum generators” χa1a2 are introduced as in (2.1.85):
da =
1
λ
[τa− aτ ] = (χa1a2 ∗ a)ω a2a1 . (2.2.49)
Using (2.2.31) we can find an explicit expression for the χa1a2 in terms of the L
±
functionals. Indeed
τa = ω bb a = (f
bc1
b c2
∗ a)ω c2c1 = ([κ′(L+
c1
b)L
−b
c2
] ∗ a)ω c2c1 . (2.2.50)
Therefore
da =
1
λ
[(κ′(L+
c1
b)L
−b
c2
− δc1c2ε) ∗ a]ω c2c1 (2.2.51)
(recall ε ∗ a = a), so that the q-generators take the explicit form
χc1c2 =
1
λ
[κ′(L+
c1
b)L
−b
c2
− δc1c2ε] =
1
λ
(f bc1b c2 − δc1c2ε) . (2.2.52)
The commutations between the χ’s can now be obtained by taking the exterior
derivative of eq. (2.2.51). We find
d2(a) = 0 = d[(χc1c2 ∗ a)ω c2c1 ] = (χd1d2 ∗ χc1c2 ∗ a)ω d2d1 ∧ ω c2c1 + (χc1c2 ∗ a)dω c2c1
= (χd1d2 ∗ χc1c2 ∗ a)(ω d2d1 ⊗ ω c2c1 − Λ d2 c2d1 c1 |e1 f1e2 f2ω e2e1 ⊗ ω f2f1 )
+
1
λ
(χc1c2 ∗ a)(ω bb ∧ ω c2c1 + ω c2c1 ∧ ω bb ). (2.2.53)
Now we use the fact that τ = ω bb is bi-invariant, and therefore also right-invariant,
so that we can write
ω bb ∧ ω c2c1 + ω c2c1 ∧ ω bb ≡
ω bb ⊗ ω c2c1 − Λ(ω bb ⊗ ω c2c1 ) + ω c2c1 ⊗ ω bb − Λ(ω c2c1 ⊗ ω bb ) =
ω c2c1 ⊗ ω bb − Λ(ω bb ⊗ ω c2c1 ) =
ω c2c1 ⊗ ω bb − Λ b c2b c1 |e1 f1e2 f2ω e2e1 ⊗ ω f2f1 , (2.2.54)
where we have used Λ(ω c2c1 ⊗ τ) = τ ⊗ω c2c1 , cf. (2.1.54). After substituting (2.2.54)
in (2.2.53), and factorizing ω d2d1 ⊗ ω c2c1 , we arrive at the q-Lie algebra relations:
χd1d2χ
c1
c2
− Λ e2 f2e1 f1 |d1 c1d2 c2 χe1e2χf1f2 =
1
λ
[−δc1c2χd1d2 + Λ b e2b e1 |d1 c1d2 c2 χe1e2 ]. (2.2.55)
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The structure constants are then explicitly given by:
Ca1 b1a2 b2 | c2c1 =
1
λ
[−δb1b2 δa1c1 δc2a2 + Λ b c2b c1 |a1 b1a2 b2 ]. (2.2.56)
Here we determine λ. Indeed we first observe that
Λ a2 d2a1 d1 |c1 b1c2 b2 = δb1a1δa2b2 δc1d1δd2c2 + (q − q−1)U a2 d2a1 d1 |c1 b1c2 b2 , (2.2.57)
where the matrix U is finite and different from zero in the limit q = 1. This can be
proven by considering the explicit form of the R and R−1 matrices. In the case of
the An−1 q-groups, for example, these matrices have the form [19]:
Rab cd = δ
a
c δ
b
d + (q − q−1)
[
q − 1
q − q−1 δ
a
c δ
b
dδ
ab + δbcδ
a
dθ(a− b)
]
(2.2.58)
(R−1)ab cd = δ
a
c δ
b
d − (q − q−1)
[
1− q−1
q − q−1 δ
a
c δ
b
dδ
ab + δbcδ
a
dθ(a− b)
]
, (2.2.59)
where θ(x) = 1 for x > 0 and vanishes for x ≤ 0. Substituting these expressions in
the formula for Λ (2.2.35) we find (2.2.57). Using (2.2.57) in the expression (2.2.56)
for the q-structure constants C, we find that the terms proportional to 1
λ
do cancel,
and we are left with:
Ca1 b1a2 b2 | c2c1 = −
1
λ
(q − q−1)U b c2b c1 |a1 b1a2 b2 . (2.2.60)
A simple choice for λ is therefore λ = q− q−1, ensuring that C remains finite in the
limit q → 1 ; moreover with this normalization the differential d reduces for q → 1
to the classical differential, cf. Section 4.6.
The Cartan-Maurer equations
The Cartan-Maurer equations are found as follows:
dω c2c1 =
1
λ
(ω bb ∧ ω c2c1 + ω c2c1 ∧ ω bb ) ≡ −
1
2
Ca1 b1a2 b2 | c2c1 ω a2a1 ∧ ω b2b1 . (2.2.61)
In order to obtain an explicit and, for q → 1, well defined expression for the C
structure constants in (2.2.61), we must use the relation (2.2.42) for the commu-
tations of ω a2a1 with ω
b2
b1
. Then the term ω c2c1 ∧ ω bb in (2.2.61) can be written as
−Zωω via formula (2.2.42), and we find the C-structure constants to be:
Ca1 b1a2 b2| c2c1 = −
2
λ
(δa1a2δ
b1
c1
δc2b2 −
1
q2 + q−2
[Λ c2 bc1 b |a1 b1a2 b2 + (Λ−1) c2 bc1 b |a1 b1a2 b2 ])
= −2
λ
(δa1a2δ
b1
c1
δc2b2 −
1
q2 + q−2
[δa1a2δ
b1
c1
δc2b2 + (Λ
−1) c2 bc1 b |a1 b1a2 b2 ]), (2.2.62)
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where we have also used eq. (2.2.38). By considering the analogue of (2.2.57)
for Λ−1, it is not difficult to see that the terms proportional to 1
λ
cancel, and the
q → 1 limit of (2.2.62) is well defined. For a similar result on the Bn, Cn and Dn
q-groups see (4.5.16) and ref. [30].
In the table we summarize the results of this section for the case of GLq(2). The
composite indices ba are translated into the corresponding indices
i, i = 1,+,−, 2,
according to the convention:
1
1 → 1, 21 → +, 12 → −, 22 → 2. (2.2.63)
A similar convention holds for ab → i.
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2.2.1 Table of GLq(2)
The bicovariant GLq(2) algebra
R and D-matrices:
Rab cd =

q 0 0 0
0 1 0 0
0 q − q−1 1 0
0 0 0 q

(R−)ab cd ≡ c−(R−1)ab cd = c−

q−1 0 0 0
0 1 0 0
0 −(q − q−1) 1 0
0 0 0 q−1

(R+)ab cd ≡ c+Rba dc = c+

q 0 0 0
0 1 q − q−1 0
0 0 1 0
0 0 0 q
 , Dab =
(
q 0
0 q3
)
Non-vanishing components of the Λ matrix:
Λ11 11 = 1 Λ
1+
+1 = q
−2 Λ1−−1 = q
2 Λ12 21 = 1
Λ+11+ = 1 Λ
+1
+1 = 1− q−2 Λ++++ = 1 Λ+−11 = 1− q2
Λ+−−+ = 1 Λ
+−
21 = 1− q−2 Λ+2+1 = −1 + q−2 Λ+22+ = 1
Λ−11− = 1 Λ
−1
−1 = 1− q2 Λ−+11 = −1 + q2 Λ−++− = 1
Λ−+21 = −1 + q−2 Λ−−−− = 1 Λ−2−1 = −1 + q2 Λ−22− = 1
Λ21 11 = (q
2 − 1)2 Λ21 12 = 1 Λ21 +− = q2 − 1 Λ21 −+ = 1− q2
Λ21 21 = 2− q2 − q−2 Λ2+1+ = −q2 + q4 Λ2++2 = q2 Λ2+2+ = 1− q2
Λ2−1− = 1− q2 Λ2−−1 = q−2 − 1− q2 + q4 Λ2−−2 = q−2 Λ2−2− = 1− q−2
Λ22 11 = −(q2 − 1)2 Λ22 +− = 1− q2 Λ22 −+ = q2 − 1 Λ22 21 = (q−1 − q)2
Λ22 22 = 1
Non-vanishing components of the C structure constants:
C 111 = q(q
2 − 1) C 211 = −q(q2 − 1) C +1+ = q3 C −1− = −q
C 121 = q
−1 − q C 221 = q − q−1 C +2+ = −q C −2− = q−1
C ++1 = −q−1 C ++2 = q C 1+− = q C 2+− = −q
C −−1 = q(q
2 + 1)− q−1 C −−2 = −q−1 C 1−+ = −q C 2−+ = q
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Non-vanishing components of the C structure constants:
C 111 =
q(q2−1)2
1+q4
C 211 =
q3(1−q2)
1+q4
C +1+ =
q5
1+q4
C −1− =
−q3
1+q4
C 112 =
q(1−q2)
1+q4
C ++1 =
−q3
1+q4
C 1+− =
q3
1+q4
C 2+− =
−q3
1+q4
C ++2 =
q
1+q4
C −−1 =
q5
1+q4
C 1−+ =
−q3
1+q4
C 2−+ =
q3
1+q4
C −−2 =
−q3
1+q4
C 121 =
q(1−q2)
1+q4
C +2+ =
−q3
1+q4
C −2− =
q
1+q4
C 222 =
q(1−q2)
1+q4
Cartan-Maurer equations:
dω1 + qω+ ∧ ω− = 0
dω+ + qω+(−q2ω1 + ω2) = 0
dω− + q(−q2ω1 + ω2)ω− = 0
dω2 − qω+ ∧ ω− = 0
The q-Lie algebra:
χ1χ+ − χ+χ1 − (q4 − q2)χ2χ+ = q3χ+
χ1χ− − χ−χ1 + (q2 − 1)χ2χ− = −qχ−
χ1χ2 − χ2χ1 = 0
χ+χ− − χ−χ+ + (1− q2)χ2χ1 − (1− q2)χ2χ2 = q(χ1 − χ2)
χ+χ2 − q2χ2χ+ = qχ+
χ−χ2 − q−2χ2χ− = −q−1χ−
Commutation relations between left invariant ωi and ωj:
ω1 ∧ ω+ + ω+ ∧ ω1 = 0
ω1 ∧ ω− + ω− ∧ ω1 = 0
ω1 ∧ ω2 + ω2 ∧ ω1 = (1− q2)ω+ ∧ ω−
ω+ ∧ ω− + ω− ∧ ω+ = 0
ω2 ∧ ω+ + q2ω+ ∧ ω2 = q2(q2 − 1)ω+ ∧ ω1
ω2 ∧ ω− + q−2ω− ∧ ω2 = (1− q2)ω− ∧ ω1
ω2 ∧ ω2 = (q2 − 1)ω+ ∧ ω−
ω1 ∧ ω1 = ω+ ∧ ω+ = ω− ∧ ω− = 0
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Commutation relations between ωi and the basic elements of A (s = (c+)−1c−):
ω1α = sq−2αω1 ω+α = sq−1αω+
ω1β = sβω1 ω+β = sq−1βω+ + s(q−2 − 1)αω1
ω1γ = sq−2γω1 ω+γ = sq−1γω+
ω1δ = sδω1 ω+δ = sq−1δω+ + s(q−2 − 1)γω1
ω−α = sq−1αω− + s(q−2 − 1)βω1 ω2α = sαω2 + s(q−1 − q)βω+
ω−β = sq−1βω− ω2β = sq−2βω2 + s(q−1 − q)αω− + s(q−1 − q)2βω1
ω−γ = sq−1γω− + s(q−2 − 1)δω1 ω2γ = sγω2 + s(q−1 − q)δω+
ω−δ = sq−1δω− ω2δ = sq−2δω2 + s(q−1 − q)γω− + s(q−1 − q)2δω1
Values and action of the generators on the q-group elements:
χ1(α) =
s−q2
q3−q
χ+(α) = 0 χ−(α) = 0 χ2(α) =
s−1
q−q−1
χ1(β) = 0 χ+(β) = 0 χ−(β) = −s χ2(β) = 0
χ1(γ) = 0 χ+(γ) = −s χ−(γ) = 0 χ2(γ) = 0
χ1(δ) =
−q2+s(1−q2+q4)
q3−q
χ+(δ) = 0 χ−(δ) = 0 χ2(δ) =
s−q2
q3−q
χ1 ∗ α = s−q2q3−q α χ+ ∗ α = −sβ χ− ∗ α = 0 χ2 ∗ α = s−1q−q−1 α
χ1 ∗ β = −q2+s(1−q2+q4)q3−q β χ+ ∗ β = 0 χ− ∗ β = −sα χ2 ∗ β = (s−q
2)
q3−q
β
χ1 ∗ γ = s−q2q3−q γ χ+ ∗ γ = −sδ χ− ∗ γ = 0 χ2 ∗ γ = s−1q−q−1 γ
χ1 ∗ δ = −q2+s(1−q2+q4)q3−q δ χ+ ∗ δ = 0 χ− ∗ δ = −sγ χ2 ∗ δ = s−q
2
q3−q
δ
Exterior derivatives of the basic elements of A:
dα = s−q
2
q3−q
αω1 − sβω+ + s−1
q−q−1
αω2
dβ = −q
2+s(1−q2+q4)
q3−q
βω1 − sαω− + s−q2
q3−q
βω2
dγ = s−q
2
q3−q
γω1 − sδω+ + s−1
q−q−1
γω2
dδ = −q
2+s(1−q2+q4)
q3−q
δω1 − sγω− + s−q2
q3−q
δω2
The ωi in terms of the exterior derivatives on α, β, γ, δ:
ω1 = q
s(−q2−q4+s+sq4)
[(q2 − s)(κ(α)dα+ κ(β)dγ) + q2(s− 1)(κ(γ)dβ + κ(δ)dδ)]
ω+ = −1
s
[κ(γ)dα+ κ(δ)dγ]
ω− = −1
s
[κ(α)dβ + κ(β)dδ]
ω2 = q
s(−q2−q4+s+sq4)
[(s− q2 − sq2 + sq4)(κ(α)dα+ κ(β)dγ) + (q2 − s)(κ(γ)dβ + κ(δ)dδ)]
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Lie derivative on ωi: (See Subsection 2.4.5)
χ1 ∗ ω1 = q(q2 − 1)ω1 + (q−1 − q)ω2 χ+ ∗ ω1 = −qω−
χ1 ∗ ω+ = −q−1ω+ χ+ ∗ ω+ = −qω2 + q3ω1
χ1 ∗ ω− = [q(q2 + 1)− q−1]ω− χ+ ∗ ω− = 0
χ1 ∗ ω2 = −q(q2 − 1)ω1 − (q−1 − q)ω2 χ+ ∗ ω2 = qω−
χ− ∗ ω1 = qω+ χ2 ∗ ω1 = 0
χ− ∗ ω+ = 0 χ2 ∗ ω+ = qω+
χ− ∗ ω− = q−1ω2 − qω1 χ2 ∗ ω− = −q−1ω−
χ− ∗ ω2 = −qω+ χ2 ∗ ω2 = 0
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2.3 Differential calculus from the q-Lie Algebra.
(A more intuitive presentation of the differ-
ential calculus on q-groups)
In the previous sections we have analized the differential calculus on q-groups start-
ing from the properties of the exterior differential and the space of 1-forms. The
left invariant vectorfields χi and their q-Lie algebra were then introduced at the
very end. Here we would like to invert the exposition procedure and following [45],
[44] and in the spirit of [36, 34, 35], [37, 38], [42], we derive differential calculi on
q-groups from basic properties of q-Lie algebras.
This clarify the important role played by the adjoint action in the q-Lie algebra
and in the construction of a bicovariant differential calculus. In this way we also
give an alternative proof of the Woronowicz theorems that we stated in Section 2.1.
This approach is also suitable for the study of generalizations of the Woronowicz
theory. As is evident from Subsection 2.3.3 bicovariant calculi that do not satisfy
the undeformed Leibniz rule can be found studying quantum Lie algebras that are
closed under the adjoint action [44].
In this section we consider a generic Hopf algebra A and a Hopf algebra U
paired to A, we also consider the pairing non-degenerate. Intuitively A and U are
the quantum analogue of Fun(G) and of the universal enveloping algebra U(g). The
differential calculus on A and the quantum Lie algebra structure can be formulated,
as in Section 2.1, without the introduction of U , however to gain a better geometrical
understanding of the structures we are condisering, the universal enveloping algebra
U is helpful. We think that this presentation is more intuitive than the one in
Section 2.1, because it is closer to the classical case, where the exterior differential
on a group manifold can be introduced via a basis of left invariant vectorfields
and the dual basis of 1-forms. In this way we emphasize the role played by left
invariant vectorfields i.e. the q-tangent space, a more intuitive and basic concept
than that of left invariant 1-forms (q-cotangent space). The q-tangent bundle of
general vectorfields will be studied in the next section.
2.3.1 Left invariant Vectorfields
Classically the differential calculus on a group is uniquely determined by the Lie
algebra of the tangent vectors to the origin of the group. Locally we write a basis
as {∂i|1G}. Once we have this basis, using the tangent map (namely TLg) induced
by the left multiplication of the group on itself: Lgg
′ = gg′ , ∀g, g′ ∈ G we can
construct a basis of left invariant vectorfields {ti}. The action of these vectorfields
on a generic function a on the group manifold is
ti(a) = a1(∂ia2|1G) ≡ ∂i|1G ∗ a (2.3.1)
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in compliance with the following picture:
✉ ✉✁
✁
✁
✁
✁
✁
✁✁✕
✓
✓
✓
✓
✓
✓
✓✼
G
1G g
∂i|1G ∂i|g
(g, ∂i|g, a1(g−1)a2)(1G, ∂i|1G, a)
[Lg, TLg, L
∗
g−1 ]
C
a
✲
✘
✲
where L∗g(a)(h) ≡ a(gh) = a1(g)a2(h) [cf. (2.1.10)]. Explicitly, t is left invariant if
TLg(t|1
G
) = t|g, then we have
t(a)|g =
(
TLgt|1
G
)
(a) = t[a(gg˜)]|g˜=1
G
= t[a1(g)a2(g˜)]|g˜=1
G
= a1(g)t(a2)|1
G
and 2.3.1 follows [cf. (1.3.6)].
In the commutative case, since the space invΞ of left invariant vectorfields provides a
trivialization of the tangent bundle of the group manifold the space Ξ of vectorfields
is isomorphic to C∞(G) ⊗ invΞ ≃ invΞ ⊗ C∞(G), i.e., a generic vectorfield V can
be written as V = biti where b
i are functions on the group manifold. Similarly a
generic 1-form can be written ρ = biω
i [bi ∈ C∞(G)] where {ωi} is the dual basis
of {ti}. Finally, the exterior differential on a generic function b is
db = ti(b)ω
i (2.3.2)
and is compatible with the left and right action of the group on the space of 1-forms:
L∗x(adb) = L
∗
x(a)L
∗
x(db) = L
∗
x(a)dL
∗
x(b) and R
∗
x(adb) = R
∗
x(a)R
∗
x(db) = R
∗
x(a)dR
∗
x(b).
Following this classical construction, in this section we show that a differential
calculus on a q-group A, with universal enveloping algebra U (U ≡ Uq(g)), is
determined by a q-Lie algebra T : the q-deformation of g. The exterior differential
is then given by (2.3.2) where now ti are left invariant vectorfield on A and {ωi} is
the dual basis of {ti}.
It is natural to look for a linear space T , T ⊂ kerε ⊂ U satisfying the following
three conditions:
T generates U (2.3.3)
∆′(T ) ⊂ T ⊗ U + ε⊗ T, (2.3.4)
[T, T ] ⊂ T (2.3.5)
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where the bracket is the adjoint action defined by
∀χ, χ˜ ∈ T , [χ˜, χ] ≡ κ′(χ1)χ˜χ2 . (2.3.6)
Conditions (2.3.3) and (2.3.5) encode the quantum group properties of the q-tangent
space because they involve the product and the antipode κ′ of U . Condition (2.3.4)
states that the elements of T are generalized tangent vectors, and in fact, if {χi} is
a basis of the linear space T , we have
∆(χi) = χj ⊗ f ji + ε⊗ χj (2.3.7)
that is equivalent to
χi(ab) = χj(a) f
j
i(b) + ε(a)χj(b) (2.3.8)
where f ji ∈ U and ε′(f ji) ≡ f ji(I) = δji . [Hint: apply (id ⊗ ε′) to (2.3.4)]. In
the commutative limit we expect fi
j → ε. Notice that we follow the historical
convention which consider derivative operators acting from the right to the left, as
is seen from their deformed Leibniz rule (2.3.7). Of course one can consider deformed
derivative operators χˇi acting from the left to the right, they are for example given
by χˇi = −κ′−1(χi), similarly fˇji = κ′−1(f ij) and then ∆(χˇi) = χˇi ⊗ ε+ fˇij ⊗ χˇj .
Following (2.3.1) we can also consider the q-deformed left invariant vectorfields
ti ≡ χi ∗ (2.3.9)
defined by χi ∗ a ≡ a1χi(a2), then (2.3.4) states that the χi∗ are generalized deriva-
tions
χi ∗ (ab) = (χj ∗ a)(f ji ∗ b) + aχj ∗ b , (2.3.10)
where we have also defined f ji ∗ b ≡ b1f ji(b2), and ε ∗ a ≡ a1ε(a2) = a..
There is a one-to-one correspondence χi ↔ ti = χi∗. In order to obtain χi from
χi∗ we simply apply ε :
(ε ◦ ti)(a) = ε(id⊗ χi)∆(a) = ε(a1χi(a2)) = ε(a1)χi(a2) = χi(ε⊗ id)∆(a) = χi(a) .
2.3.2 Adjoint action
In this subsection we examine and study the consequences of conditions (2.3.3) and
(2.3.5). We see that they define the adjoint representation M ji that we will later
identify with the one studied in Section 2.1; we rewrite (2.3.3) and (2.3.5) in a more
geometric language using left and right invariant vectorfields and finally, in Note
2.3.1, we establish the equivalence between (2.3.3)-(2.3.5) and Woronowicz theory.
Condition (2.3.5) is the closure of T under the adjoint action, in the classical
case, if χ is a tangent vector: ∆(χ) = χ ⊗ ε + ε ⊗ χ , κ′(χ) = −χ and the adjoint
action of χ on χ˜ is given by the commutator χ˜χ−χχ˜. Expression (2.3.6) is a natural
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and simple way to write, both at the quantum and at the classical level, the adjoint
action. We can derive (2.3.6) from the classical conjugation on the group elements.
First we notice that the conjugation Conj−1 : G × G → G, Conj−1g˜ (g) = g˜−1(g)g˜
induces the following action on A = Fun(G):
ad(a) = a2 ⊗ κ(a1)a3 . (2.3.11)
Proof: ad(a)(g, g˜) = a2(g)(a1)(g˜
−1)a3(g˜) = a(g˜
−1gg˜) . Expression (2.3.11) is inde-
pendent from the points g of G and therefore holds also for a generic Hopf algebra A.
Now we use the pairing between A and U ⊆ A′, discussed in Section 1.3, to deduce
the adjoint action of the universal enveloping algebra U on itself : ∀ψ, ϕ ∈ U, ∀a ∈ A
〈adψϕ, a〉 ≡ 〈ϕ⊗ ψ, ada〉 (2.3.12)
= 〈ϕ⊗ κ′(ψ1)⊗ ψ2 , a2 ⊗ a1 ⊗ a3〉 (2.3.13)
= 〈κ′(ψ1)ϕψ2 , a〉 (2.3.14)
so that
adψϕ = κ
′(ψ1)ϕψ2 . (2.3.15)
Notice that ad is a right action of U on U , ∀ϕ, ψ, ζ ∈ U :
adψζϕ = adζ(adψϕ) ; (2.3.16)
in particular, for χ, χ˜, χ′, ...χ′′ ∈ T, formulae (2.3.15) and (2.3.16) read:
adχχ˜ = [χ˜, χ] and ad(χχ′...χ′′)χ˜ = [...[[χ˜, χ], χ
′], . . . χ′′] . (2.3.17)
The first expression proves that the bracket in (2.3.6) is indeed the adjoint action;
from the second expression, (2.3.3) and (2.3.5), we have
∀ψ ∈ U, ∀χ ∈ T , adψχ ∈ T i.e. adψχi =M ji (ψ)χj (2.3.18)
where we have introduced the basis {χi}i=1,...n of T and M ji (ψ) are complex num-
bers depending on ψ. The linearity of the adjoint map imply that the functionals
M ji are linear: M
j
i (αψ+φ) = αM
j
i (ψ)+M
j
i (φ) while, due to (2.3.16), they are a
representation of U : M ji (ψφ) = M
k
i (ψ)M
j
k (φ). Since the pairing A↔ U is nonde-
generate and ψ is a generic element of U , the second expression in (2.3.18) uniquely
defines the functionals M ji as elements of A. They are the adjoint representation,
in Hopf algebra notations [see (2.1.46)]:
ε(M ji ) = δ
j
i , ∆(M
j
i ) =M
l
i ⊗M jl . (2.3.19)
We can also obtain an explicit expression for the elements M ji ∈ A; since A sepa-
rates the points of U , and therefore of T , we can consider n elements yi ∈ A such
that 〈χi , yj〉 = χi(yj) = δji . Then
Mi
j = (χi ⊗ id)ad yj = χi(yj2)κ(yj1)yj3 (2.3.20)
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Proof: apply a generic element ψ ∈ U to (2.3.20) and recall (2.3.12). ✷
In particular, formula (2.3.20) holds if we consider the coordinates xi on the quan-
tum group, as defined in (2.1.89) and (2.1.90), we therefore have:
Mi
j = (χi ⊗ id)ad xj = χi(xj2)κ(xj1)xj3 . (2.3.21)
There is an equivalent expression for (2.3.18) that shows its q-group geometric
content. We have shown that t = χ∗ is a left-invariant vectorfield, similarly
h ≡ ∗χ i.e. ∀a ∈ A h(a) ≡ χ(a1)a2 (2.3.22)
is a right invariant vectorfield.
Theorem 2.3.1 Relation (2.3.18) is equivalent to, ∀a ∈ A tj(a)Mij = hi(a) i.e.
(χj ∗ a)Mij = a ∗ χi i.e. a1χj(a2)Mij = χi(a1)a2 (2.3.23)
Proof Multiplying (2.3.18) i.e. adψχi = κ
′(ψ1)χiψ2 = ψ(Mi
j)χj by ψ0, where
(∆′ ⊗ id)∆′(ψ) = ψ0 ⊗ ψ1 ⊗ ψ2, we obtain the equivalent expression
∀ψ ∈ U χiψ = ψ1χj ψ2(Mij) (2.3.24)
This relation gives the q-commutation relations between any ψ ∈ U and the χj
elements. We apply a generic element a ∈ A to (2.3.24) and rewrite the right hand
side as, ∀ψ ∈ U, ∀a ∈ A
〈ψ1χjψ2(M ji ) , a〉 = 〈ψ1χi ⊗ ψ2 , a⊗M ij 〉 (2.3.25)
= 〈ψ ⊗ χj , a1M ij ⊗ a2〉 (2.3.26)
Since ψ ∈ U and a ∈ A are arbitrary elements and since the pairing U ↔ A is
nondegenerate (we actually only need U to separate the points of A) we conclude
〈χi ⊗ ψ , a1 ⊗ a2〉 = 〈ψ ⊗ χj , a1M ij ⊗ a2〉 ⇔ a ∗ χi = (χj ∗ a)Mij (2.3.27)
that proves the theorem. ✷✷✷
Formula (2.3.23) relates the left invariant vectorfields ti = χi∗ to the right
invariant ones hi = ∗χ via the adjoint representationM ji . We can write hi = tj✷M ji
where (tj✷M
j
i )(a) ≡ tj(a)M ji ∀a ∈ A. This formula is the analogue of (2.1.47).
The space of vectorfields is analized in the next section.
Note 2.3.1 In [21] Woronowicz has shown that bicovariant differential calculi are in
one-to-one correspondence with ad-invariant right ideals R of A : Ra ⊂ R ∀a ∈ A
ad(R) ⊂ R ⊗ A. These two conditions are slightly weaker than (2.3.3)-(2.3.5).
Relation (2.3.4) can also be written ∆(T ⊕ {ε}) ⊂ (T ⊕ {ε})⊗ U , where T ⊕ {ε}
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is the vector space spanned by χi and ε; therefore (T ⊕ {ε}) is a right co-ideal, it
is the space orthogonal to the Woronowicz [21] right ideal R ≡ {a ∈ A / ε(a) =
0 and T (a) = 0}. We have seen that relations (2.3.3) and (2.3.5) imply (2.3.18)
this condition is then equivalent to the ad invariance of R: ad(R) ⊂ R ⊗A.
Proof: ∀r ∈ R, ∀χ ∈ T, ∀ψ ∈ U,
0 = 〈adψχ , r〉 = 〈χ⊗ ψ , ad r〉 ⇒ ad r ∈ (R⊕ {I})⊗A⇒ ad r ∈ R⊗ A (2.3.28)
where the last implication holds because 〈ε ⊗ id , ad r〉 = 0. Viceversa adR ⊂ R ⊗
A⇒ adψχ ∈ T ⊕ {ε} ⇒ adψχ ∈ T since 〈adψχ , I〉 = 0 ✷
Notice that a Woronowicz type bicovariant differential calculus is given by a set
{χi} of linear functionals on A satisfying (2.3.23) and (2.3.8), the full structure of
the dual Hopf algebra U and the nondegeneracy of the A↔ U pairing is not needed
to formulate the calculus. In particular (2.3.19) can be derived from (2.3.23).3
2.3.3 The space of 1-forms and the exterior differential
We now proceed in the construction of the differential calculus introducing the space
Γ of 1-forms. The space of left-invariant 1-forms invΓ is defined as the space dual
to that of the tangent vectors T , let {ωi} be the base of invΓ dual to {χi}, we use
the notation
〈χi , ωj〉 = δji . (2.3.29)
By definition a generic 1-form is then uniquely written as [see (2.1.28)] ρ = aiω
i i.e.
the space of 1-forms is the left A-module freely generated by the elements ωi. This
corresponds to the classical property that the cotangent bundle of a group manifold
is trivial. The differential is defined by
∀a ∈ A da = (χi ∗ a) ωi . (2.3.30)
Note 2.3.2 We can rewrite the exterior differential using right-invariant vector-
fields:
da = (a ∗ χi)κ−1(M ij )ωj = (a ∗ χi)ηi (2.3.31)
where we have defined the 1-forms ηi = κ−1(M ij )ω
j. It is easy to check that the ηi
are right invariant, see (2.1.47). Using (2.1.50) we also have:
da = −ηi(a ∗ κ′(χi)) . (2.3.32)
3
∆M ji = χi(x
j
2)∆(κ(x
j
1)x
j
3) = κ(x
j
1)χi(x
j
2)x
j
3 ⊗ κ(xj0)xj4
= κ(xj1)x
j
2χn(x
j
3)M
n
i ⊗ κ(xj0)xj4 =M ni ⊗ χn(xj3)κ(xj1)ε(xj2)xj4
= M ni ⊗M jn .
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Any 1-form ρ ∈ Γ can be written as ρ = ∑k ak dbk for some ak, bk ∈ A because
we have the following expression for the left invariant 1-forms:
ωi = κ(yi1)dy
i
2 ; in particular ω
i = κ(xi1)dx
i
2 (2.3.33)
where yi and xi are the same elements that appear in (2.3.20) and (2.3.21).
Proof: κ(yi1)dy
i
2 = κ(y
i
1)y
i
2χj(y
i
3)ω
j = χj(y
i)ωj = ωi ✷
On the space Γ of 1-forms we can introduce a left and a right coaction of A
[the analogue of the left and right pullback on 1-forms, see (2.1.10)-(2.1.11)] by the
following definitions, [see (2.1.20) and (2.1.38)]:
∆Γ(aiω
i) = ∆(ai)(I ⊗ ωi) ; Γ∆(aiωi) = ∆(a)(ωj ⊗M ij ) (2.3.34)
notice that the right A coaction on the left-invariant 1-forms invΓ corresponds to the
(left) adjoint action of U on invΓ : ∀ψ ∈ U, adψωi ≡ ωjψ(M ij ). We say that Γ is a
left and right covariant left-module because properties (2.1.17), (2.1.18) and (2.1.19)
are satisfied. [Hint: use (2.3.19)]. We are now able to prove that the differential
calculus is left and right covariant i.e. it is bicovariant on the left module Γ:
Proposition 2.3.1 The exterior differential defined in (2.3.30) is bicovariant on
the left module Γ:
∆Γ(adb) = ∆(a)(id⊗ d)∆(b), ∆Γ : Γ→ A⊗ Γ (left covariance) (2.3.35)
Γ∆(adb) = ∆(a)(d⊗ id)∆(b), Γ∆ : Γ→ Γ⊗A (right covariance)(2.3.36)
Proof: since ∆Γ(aρ) = ∆(a)∆Γ(ρ) and Γ∆(aρ) = ∆(a)Γ∆(ρ) where ρ is a generic
1-form it is sufficient to prove:
∆Γ(db) = ∆(χi ∗ b)I ⊗ ωi = b1 ⊗ b2χi(b3)ωi = (id⊗ d)∆(b) ; (2.3.37)
Γ∆(db) = ∆(χi ∗ b)ωj ⊗M ij = b1ωj ⊗ b2χi(b3)M ij = b1ωj ⊗ χj(b2)b3
= (d⊗ id)∆(b) (2.3.38)
✷✷✷
We have seen that from the closure of the q-Lie algebra T under the adjoint
action of U on T , equation (2.3.18) [or from (2.3.3) and (2.3.5)] or equivalently from
the relation (2.3.23) between left and right invariant vectorfields, one can construct
an exterior differential d : A→ Γ; where Γ is the left A-module of 1-forms freely
generated by the space of left-invariant one forms invΓ. We have introduced a left
and a right coaction of the quantum group A on Γ and proved that the exterior
differential is compatible with these coactions, see (2.3.35)-(2.3.36). This clarify the
importance of the adjoint action in the construction of a differential calculus on a
quantum group.
We now analize the consequences of (2.3.4) that, so far, we have never used in
this section. We show that (2.3.4) is equivalent to the Leibniz rule for the exterior
differential and that it implies the q-antisymmetry of the q-Lie algebra.
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2.3.4 The Leibniz rule and the bicovariant bimodule of
1-forms
Lemma The deformed Leibniz rule (2.3.4) and (2.3.23) imply [see (2.1.51)]:
M ji (a ∗ f i k) = (f j i ∗ a)M ik , (2.3.39)
Proof: from (2.3.23) we have, ∀ b ∈ A:
κ(xl1)(χj ∗ xl2b)M ji = κ(xl1)(xl2b ∗ χi) ⇔
κ(xl1)x
l
2b1χj(x
l
3b2)M
j
i = κ(x
l
1)χi(x
l
2b1)(x
l
3b2) ⇔
(f l j ∗ b)M ji = κ(xl1)[χn(xl2)fn i(b1) + ε(xl2)χi(b1)]xl3b2 ⇔
(f l j ∗ b)M ji = κ(xl1)χn(xl2)fn i(b1)xl3b2 ⇔
(f l j ∗ b)M ji =M ln (b ∗ fn i)
where in the left hand side of the second passage we have used f l j(b) = χj(x
lb)
that is obtained from (2.3.7) when xi = a. ✷✷✷
The Leibniz rule on the left A-module Γ can be introduced if we know how to
multiply 1-forms with functions from the right, i.e. if Γ is also a right module.
Consider the functionals f i j given in (2.3.7), we define the following right product:
Definition
ωic = (f i j ∗ c)ωj , (aiωi)c = ai(f i j ∗ c)ωj (2.3.40)
the definition is well given because
∆′(f i j) = f
i
k ⊗ fk j , ε′(f i j) = δij , (2.3.41)
[see (2.1.35)-(2.1.36)]; these two properties immediately follow, respectively, from
the coassociativity of the coproduct on the χi elements, and from χi(x
j) = δji .
We now prove the compatibility of (2.3.40) with the left and right coactions ∆Γ
and Γ∆; i.e. we prove that ∆Γ and Γ∆ are also, respectively, left and right coactions
on Γ seen as a right module:
∀ρ ∈ Γ, ∀a ∈ A, ∆Γ(ρa) = ∆Γ(ρ)∆(a) , Γ∆(ρa) = Γ∆(ρ)∆(a) . (2.3.42)
Since any ρ ∈ Γ is of the form ρ = aiωi and since ∆Γωi = I⊗ωi, the only nontrivial
espression in (2.3.42) is Γ∆(aiω
ia) = Γ∆(aiω
i)∆(a). As proven in Note 2.1.1, this
is equivalent to (2.3.39) and we conclude that Γ is a bicovariant bimodule, i.e. that
∆Γ and Γ∆ are compatible with the bimodule structure of Γ.
From the deformed Leibniz rule for the tangent vectors χi, see (2.3.7) or (2.3.10),
and from (2.3.40), the Leibniz rule for the exterior differential immediately follows.
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Viceversa, suppose that on Γ a right module structure can be introduced such that
d satisfies the Leibniz rule and is well defined in the following sense:
adb = a′db′ ⇒ (adb)c = (a′db′)c i.e. a d(bc)− ab dc = a′d(b′c)− a′b′dc
(adb is a shorthand notation for
∑
k akdbk; a, b, c are generic elements). Then we
can use the Leibniz rule to express the right module structure on Γ as : (adb)c =
a d(bc)− ab dc. In the particular case adb = ωi we have, see (2.3.33),
ωi c = κ(xi1)dx
i
2 c = κ(x
i
1)d(x
i
2c) = κ(x
i
1)x
i
2c1χj(x
i
3c2)ω
j (2.3.43)
= c1χj(x
ic2)ω
j ≡ c1f j i(c2)ωj = (f j i ∗ c) ωj (2.3.44)
where, in the last but one passage we have defined ∀c ∈ A f j i(c) ≡ χj(xic) . Now
from d(ab) = d(a) b+ adb and (2.3.44) we obtain:
χi ∗ ab = (χj ∗ a)(f j i ∗ b) + a(χi ∗ b) (2.3.45)
that is equivalent to (2.3.10).
2.3.5 q-antisymmetry of the q-Lie algebra bracket
The coproduct (2.3.4) implies that the espression [χi, χj ] is quadratic and q-antisym-
metric. We first write
[χi, χj] = κ
′(χj
1
)χiχj
2
= κ′(χl)χif
l
j + χiχj ; (2.3.46)
now we apply m(id⊗κ′) to ∆(χl) = χn⊗fnl+ε⊗χl to obtain κ′(χl) = −χnκ′(fn l)
and therefore
κ′(χl)χif
l
j = −χnκ′(fn l)χif l j = −χnad(fn j)χi = −χnfn j(M li )χl (2.3.47)
so that
[χi, χj] = χiχj − fn j(M li )χnχl . (2.3.48)
In the above framework it is easy to derive the bicovariance conditions (2.1.111)-
(2.1.114); indeed recalling equations (2.1.64): Λij kl = f
i
l(M
j
k ) and (2.1.95):
C kij = χj(M
k
i ) we immediately derive from (2.3.48) the bicovariance condition
(2.1.111) and from [recall (2.3.18)] ad(fn j)χi = f
n
j(M
l
i )χl the bicovariance condi-
tion (2.1.114). Relation (2.1.113) can be derived applying to (xi⊗id) the coproduct
of (2.1.111) and then using (2.1.114) and (2.1.105). Finally (2.1.112) can be ob-
tained applying the functionals f l n to (2.3.39).
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2.3.6 q-Jacoby identities
We end this section briefly commenting on the q-Jacoby identities. We have seen
that the ad map given in (2.3.15) is a right action of U on U [see (2.3.16)]: ∀ϕ, ψ, ζ
adψζϕ = adζ(adψϕ) . We use the identity ψζ = ζ1adζ2ψ to find
adζ(adψϕ) = adψζϕ = adζ1adζ2ψϕ = ad(adζ2ψ)(adζ1ϕ) . (2.3.49)
The above relation, written for elements χi, χj , χl of the q-Lie algebra T , is the
q-Jacobi identity (with abuse of notation we define, ∀χ ∈ T , [χ, f i j] ≡ ad(f i j)χ,
[χ, ε] ≡ adεχ = χ):
[[χi, χj], χl] = [[χi, χl1], [χj , χl2]] ; (2.3.50)
it express the property that the bracket operation is a derivation of the q-Lie algebra
T (i.e. adζ is a generalized derivation with respect to the product in U given by the ad
map). Using the explicit coproduct expression ∆(χi) = χj⊗f ji+ε⊗χj in (2.3.50),
we obtain (2.1.99). There is also a second Jacobi identity : adad(ζψ)ϕ = adκ(ζ1)ψζ2ϕ =
adζ2(adψ(adκ(ζ1)ϕ)). On the χ elements it reads: [χi, [χj , χl]] = [[[χi, κ(χl1)], χj], χl2].
The two Jacobi identities are not independent because adζ(adψϕ) = ad[adζ2κ2(ζ1)ψ]ϕ.
Notice also that the map ad is compatible with the product of U in the sense that:
adζ(ψϕ) = adζ1(ψ)adζ2(ϕ) (i.e. adζ is a generalized derivation with respect to the
product of U); in particular adχl(χiχj) ≡ [χiχj , χl]=[χi, χs]f s l(M nj )χn + χi[χj , χl].
2.3.7 ∗-Structure
Given a ∗-Hopf algebra A we have a canonical ∗-structure on the dual U . This is
compatible with the quantum Lie algebra T if T ∗ ⊆ T , i.e., if the tangent vectors
(χi)
∗ are linear combination of the χi, so that we have a real form of the q-Lie
algebra. In this case we can construct a differential calculus that is real:
(db)∗ = db∗ and more in general (adb)∗ = db∗ a∗ . (2.3.51)
We now explicitly perform this construction. There is a canonical ∗-structure on
the space of 1-forms. We first define a ∗-involution on invΓ via the expression:
∀χ ∈ T , ∀ω ∈ invΓ , 〈ω∗ , χ〉 ≡ −〈ω , χ∗〉 (2.3.52)
and generalize it to Γ as
∀a ∈ A , ∀ω ∈ invΓ , (aω)∗ = ω∗a∗ . (2.3.53)
We have to check that these definitions are consistent with the bicovariant bimodule
structure on Γ. We recall from Section 1.3 that the ∗ operation becomes the hermi-
tian conjugation † when we realize the elements of A and U as operators on Hilbert
space (in the q → 1 limit the elements of A commute and correspond to diagonal
operators, so that the ∗-operation becomes complex conjugation). It is then natural
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to consider a basis of antihermitian q-Lie algebra generators χi: (χi)
∗ = −χi, then
the dual basis of 1-forms is real: ωi∗ = ωi. From ∆(χj) = −∆(χ∗j ) = −(∆χj)∗⊗∗ it
follows that the f i j are real and we have
ωi∗a = (f i j ∗ a)ωj∗ (2.3.54)
that is compatible with ωi∗ = ωi. Proof of (2.3.54): (ωi∗a)∗ = a∗ωi = ωjf i j◦κ−1 ∗
(a∗) = ωja∗1f
i
j(κ
−1(a∗2)) = ω
ja∗1f
i
j(a2) = [(f
i
j ∗ a)ωj∗]∗, where we have used
(1.3.9).
Also the elements M ji are real so that Γ∆(ω
i) = ωj ⊗M ji is well defined.
Proof: M ji
∗(ψ)χj = M
j
i (κ
′−1(ψ∗))χj = −[M ji (κ′−1(ψ∗))χj]∗ = −[adκ′−1(ψ∗)χi]∗ =
−[ψ∗2χiκ′−1(ψ∗1)]∗ = M ji (ψ)χj.
We are now able to show that the differential, given by da = (χi ∗ a)ωi is real:
(da∗)∗ = ωi(χi ∗ a∗)∗ = [f i j ∗ (χi ∗ a∗)∗]ωj = (f i j ∗ a1)χi(a∗2)ωj
= (f i j ∗ a1)(κ′−1 χ∗i )(a2) = −[f i j(κ′−1χi) ∗ a]ωj = (χj ∗ a)ωj
= da
where we have used m[τ(κ′−1 ⊗ id)∆′(χ)] = ε′(χ) = 0, a consequence of (A.4).
Conclusions
We have seen, from (2.3.3)–(2.3.5), or more in general from (2.3.4) and (2.3.18),
or from (2.3.4) and (2.3.23), that the construction of the differential calculus asso-
ciated to the q-Lie algebra T spanned by the χi elements is quite straighforward,
the main ingredients are
i) the left invariant vectorfields ti = χi ∗ , with deformed Leibniz rule: ti(ab) =
tj(a)f
j
i(b) + ati(b)
ii) the adjoint representation M ji defined via (2.3.18) [or explicilty via the
coordinates xi (2.3.21)]. The adjoint representation satisfies ∆(Mi
j) = Mi
k ⊗Mkj
and ε(Mi
j) = δij .
iii) the space of left invariant 1-forms, defined as the space dual to that of
the tangent vectors: 〈χi , ωj〉 = δji . A generic 1-form is then given by ρ = aiωi.
[The space of 1-forms is the bicovariant bimodule freely generated by the ωi with
ωia = (f ij ∗ a)ωj, ∆Lωi ≡ I ⊗ ωi, ∆Rωi ≡ ωj ⊗Mj i].
iv) The differential, defined by da = (χi ∗ a)ωi; it satisfies the undeformed
Leibniz rule.
Note 2.3.3 Following [46] we here briefly characterize in a cohomological context
the bicovariant differential calculus on quantum groups. For any ω ∈ invΓ, a ∈ A,
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we define the left and right products
a.ω = ε(a)ω ; ω.a = κ(a1)ωa2 .
In particular ωi.a = κ(a1)ω
ia2 = κ(a1)(f
i
j ∗ a2)ωj = f i j(a)ωj, this shows that the
right product is well defined and, using the property (2.1.35) and (2.1.36) of the f
functionals, that invΓ is a left and right A-module. The projection P : Γ → invΓ
defined in Note 2.1.1 is an epimorphism between the two bimodules Γ and invΓ.
We now characterize the differential d through a 1-cocycle of the Hochschild
coboundary operator δ relative to the A-bimodule invΓ. Given an algebra A and a
bimodule M over A, a Hochschild k-cochain C ∈ Ck(A,M) is a k-multilinear map
from A⊗A⊗ ...A (k-times) to M , with C0(A,M) =M . The coboundary operator
δ : Ck(A,M)→ Ck+1(A,M) is defined by
δC(a1, . . . ak+1) = a1.C(a2, . . . ak+1)
+
∑k
i=1(−1)iC(a1, . . . aiai+1, . . . ak+1) + (−1)k+1C(a1, . . . ak).ak+1
and satisfies δ2 = 0. [ We have denoted by “.” the multiplication in the bimodule
M ]
To a bicovariant differential calculus with differential d, we associate the map
c : A→ invΓ
a 7→ P (da) = κ(a1)da2 .
It is easy to see that δc = 0, i.e., c is a 1-cocycle : c(ab) = c(a)b+ac(b) . Viceversa,
given a 1-cocycle c we immediately obtain a left covariant differential calculus defin-
ing
da ≡ a1c(a2) .
[Proof of the left covariance: ∆Γ(da) = a1 ⊗ a2c(a3) = (id ⊗ d)∆a].
The right covariance (2.1.4) of a differential calculus is equivalent to the following
property for the cocycle c:
∀ψ ∈ U (id⊗ ψ2)Γ∆[c(a ∗ ψ1)] = c(ψ ∗ a) (2.3.55)
[Hint: (2.1.4) is equivalent to (κ(a1)⊗ id)Γ∆(da2) = κ(a1)da2 ⊗ a3; apply (id ⊗ ψ)
to this last expression]. Therefore 1-cocycles satisfying (2.3.55) are in one-to-one
correspondence with bicovariant differential calculi. In the notations of Subsection
2.4.5 (2.3.55) reads ℓψ2c(a ∗ ψ1) = c(ψ ∗ a). In [46] it is shown that there is a one-
to-one correspondence between bicovariant A-bimodules on Γ and D-bimodules on
invΓ where D is the quantum double of A; moreover the cocycles satisfying (2.3.55)
correspond to cocycles c in the set of the Hochschild cochains C1(D, invΓ) that have
the simple property c(U) = 0.
Notice also that the 0-cochains are the left invariant one forms: C0(A, invΓ) =
invΓ, it can be checked that the coboundary of any bi-invariant 1-form, i.e. of
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any right invariant 0-cochain satisfies (2.3.55) and therefore defines a bicovariant
differential calculus. The differential studied in (2.2.44) and (2.2.45) corresponds
to the 1-cocycle δ(−1
λ
τ). Indeed δ(−1
λ
τ) (a) = −1
λ
(a.τ − τ.a) = −1
λ
ε(a)τ + 1
λ
κ(a1)τa2
and da = a1 δ(
−1
λ
τ) (a2) =
1
λ
(τa− aτ) as in (2.2.45).
The differential calculus on classical Lie groups corresponds to a nontrivial 1-
cocycle since in the commutative case δω = 0 for any ω ∈ invΓ. All the differential
calculi we will examine correspond to 1-cocycles that are coboundaries, the only
exception being those on the twisted homogeneous and inhomogeneous orthogonal
groups of sections 4.6 and 4.7.
The existence of a bi-invariant 1-form trivializes the calculus from the Hochschild
cohomology viewpoint (it is associated to a coboundary) but it is interesting geo-
metrically and for physical speculations because introduces a discretized geometry;
indeed d given by (2.2.45) is a finite difference operator as well as the partial deriva-
tives χi in (2.2.52).
2.4 More q-Geometry: vectorfields, inner deriva-
tive and Lie derivative
In the previous section we have studied the space of left invariant vectorfields i.e.
the q-tangent space, we now construct, for a generic quantum group, the space
of vectorfields. Its elements are products of elements of the quantum group itself
with left invariant vectorfields. We study the duality between vectorfields and 1-
forms and generalize the construction to tensorfields. As in the classical case, using
the duality between covariant and contravariant tensorfields, we can introduce the
contraction operator. This is defined on the space of covariant tensorfields, and
therefore acts in particular on forms; indeed the algebra of forms, as defined in
(2.1.73), is a subalgebra of the algebra of covariant tensorfields. We then prove
that the contraction operator is a (inner) derivation in the space of forms. On
the other hand the right action of the q-group on the space of 1-forms naturally
define the Lie derivative along left invariant vectorfields. The Cartan identity ℓti =
itid+diti is proven and the Cartan calculus of inner derivatives, Lie derivatives and
the exterior derivative generalized to q-group geometry. Not all properties of the
classical Cartan Calculus can however be generalized, while the contraction operator
is defined for general vectorfields, there is no completely satisfactory expression for
the Lie derivative along general vectorfields V . We propose the definition ℓV ≡
iV d+diV and analize and discuss its properties. The topics discussed in this sections
have been studied in [26], [27] and more extensively in [38], [34], [39], [40], [37],
[41]. We follow [37] and [27]. Here we give a self-contained exposition, and all the
theorems are proved starting from only one data: a bicovariant differential calculus
on a generic Hopf algebra.
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2.4.1 From Left invariant Vectorfields to general Vector-
fields
In this subsection we study the space Ξ of vectorfields over the generic Hopf algebra
A defining a right product between left invariant vectorfields and elements of A.
In the commutative case a generic vectorfield can be written in the form f iti
where {ti} i = 1, . . . , n is a basis of left invariant vectorfields and f i are n smooth
functions on the group manifold. In the commutative case f iti = ti✷f
i i.e. left and
right products (that we have denoted with ✷) are the same, indeed (ti✷f
i)(h) ≡
ti(h)f
i = f iti(h). These considerations lead to the following definition.
Let ti = χi∗ be a basis in invΞ, the space of left invariant vectorfields, and let
ai, i = 1, . . . , n be generic elements of A:
Definition
Ξ ≡ {V / V : A −→ A ; V = ti✷ai} , (2.4.1)
where the definition of the right product ✷ is given below:
Definition
∀a, b ∈ A, ∀t ∈ invΞ (t✷a)b ≡ t(b)a = (χ ∗ b)a . (2.4.2)
The product ✷ has a natural generalization to the whole Ξ :
✷ : Ξ×A −→ Ξ
(V, a) 7−→ V ✷a where ∀b ∈ A (V ✷a)(b) ≡ V (b)a . (2.4.3)
It is easy to prove that (Ξ, ✷) is a right A-module:
V ✷(a+ b) = V ✷a + V ✷b ; V ✷(ab) = (V ✷a)✷b ; V ✷(a + b) = V ✷a+ V ✷b (2.4.4)
(we have also V ✷λa = λV ✷a with λ ∈ C ).
For example V ✷(ab) = (V ✷a)✷b because
∀c ∈ A [(V ✷a)✷b]c = [(V ✷a)(c)]b = (V (c)a)b = V (c)ab = [V ✷ab]c.
Notice that to distinguish the elements V ✷(ab) ∈ Ξ and V (ab) ∈ A we have not
omitted the simbol ✷ representing the right product.
Ξ is the analogue of the space of derivations on the ring C∞(G) of the smooth
functions on the group G. Indeed we have:
V (a+ b) = V (a) + V (b) , V (λa) = λV (a) Linearity (2.4.5)
V (ab) ≡ (ti✷ci)(ab) = tj(a)(f ji ∗ b)ci + aV (b) Leibniz rule (2.4.6)
in the classical case tj(a)(f
j
i ∗ b)ci = V (a)b (recall f j i = δji ε ; ε ∗ b = b).
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We have seen the duality between invΓ and invΞ. We now extend it to Γ and Ξ,
where Γ is seen as a left A-module (not necessarily a bimodule) and Ξ is our right
A-module.
Theorem 2.4.1 There exists a unique map
〈 , 〉 : Γ× Ξ −→ A
such that:
1) ∀ V ∈ Ξ; the application
〈 , V 〉 : Γ −→ A
is a left A-module morphism, i.e. is linear and 〈aρ, V 〉 = a〈ρ, V 〉.
2) ∀ρ ∈ Γ; the application
〈ρ, 〉 : Ξ −→ A
is a right A-module morphism, i.e. is linear and 〈ρ, V b〉 = 〈ρ, V 〉b.
3) Given ρ ∈ Γ
〈ρ, 〉 = 0 ⇒ ρ = 0 , (2.4.7)
where 〈ρ, 〉 = 0 means 〈ρ, V 〉 = 0 ∀V ∈ Ξ.
4) Given V ∈ Ξ
〈 , V 〉 = 0 ⇒ V = 0 , (2.4.8)
where 〈 , V 〉 = 0 means 〈ρ, V 〉 = 0 ∀ρ ∈ Γ.
5) On invΓ × invΞ the bracket 〈 , 〉 acts as the one introduced in the previous
section.
Remark Properties 3) and 4) state that Γ and Ξ are dual A-moduli, in the sense
that they are dual with respect to A.
Proof
Properties 1), 2) and 5) uniquely characterize this map . To prove the existence of
such a map we show that the following bracket
Definition
〈ρ, V 〉 = 〈aαdbβ , V 〉 ≡ aαV (bα) , (2.4.9)
where aα, bα are elements of A such that ρ = aαdbα, satisfies 1),2) and 5).
We first verify that the above definition is well given, that is:
Let ρ = aαdbα = a
′
βdb
′
β then aαV (bα) = a
′
βV (b
′
β) .
Indeed, since
aαdbα = a
′
βdb
′
β ⇔ aαti(bα)ωi = a′βti(b′β)ωi ⇔ aαti(bα) = a′βti(b′β)
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[we used the uniqueness of the decomposition (2.1.28)] the definition is consistent
because
aαV (bα) = a
′
βV (b
′
β) ⇔ aαti(bα)ci = a′βti(b′β)ci
where V = ti✷c
i.
Property 1) is trivial since aρ = a(aαdbα) = (aaα)dbα.
Property 2) holds since
〈ρ, V ✷c〉 = aα(V ✷c)(bα) = aαV (bα)c = 〈ρ, V 〉c .
Property 5). Let {ωi} and {ti} be dual bases in invΓ and invΞ. Since ωi ∈ Γ , ωi =
aαdbα for some aα and bα in A. We can also write ω
i = aαdbα = aαtk(bα)ω
k , so
that, due to the uniqueness of the decomposition (2.1.28), we have
aαtk(bα) = δ
i
kI (I unit ofA);
we then obtain
〈ωi, tj〉 = aαtj(bα) = δijI .
Property 3). Let ρ = aiω
i ∈ Γ .
If 〈ρ, V 〉 = 0 ∀V ∈ Ξ, in particular 〈ρ, tj〉 = 0 ∀j = 1, ..., n; then ai〈ωi, tj〉 = 0⇔
aj = 0 , and therefore ρ = 0 .
Property 4). Let V = ti✷a
i ∈ Ξ .
If 〈ρ, V 〉 = 0 ∀ρ ∈ Γ, in particular 〈ωj, V 〉 = 0 ∀j = 1, ..., n; then 〈ωj, ti〉ai = 0⇔
aj = 0 , and therefore V = 0 . ✷✷✷
By construction every V is of the form
V = ti✷a
i.
We can now show the unicity of such a decomposition.
Theorem 2.4.2 Any V ∈ Ξ can be uniquely written in the form
V = ti✷a
i
Proof
Let V = ti✷a
i = ti✷a
′i then
∀i = 1, . . . , n ai = 〈ωi, tj〉aj = 〈ωi, V 〉 = 〈ωi, tj〉a′j = a′i .
✷✷✷
Notice that once we know the decomposition of ρ and V in terms of ωi and ti, the
evaluation of 〈 , 〉 is trivial:
〈ρ, V 〉 = 〈aiωi, tj✷bj〉 = ai〈ωi, tj〉bj = aibi .
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Viceversa from the previous theorem V = ti✷〈ωi, V 〉 and ρ = 〈ρ, ti〉ωi .
We conclude this section by remarking the three different ways of looking at Ξ.
(I) Ξ as the set of all deformed derivations over A [see (2.4.1), (2.4.5) and
(2.4.6)].
(II) Ξ as the right A-module freely generated by the elements ti , i = 1, . . . , n.
The latter is the set of all the formal products and sums of the type tia
i, where
ai are generic elements of A. Indeed, by virtue of Theorem 2.4.2, the map that
associates to each V = ti✷a
i in Ξ the corresponding element tia
i is an isomorphism
between right A-moduli.
(III) Ξ as Ξ′ = {U : Γ −→ A, U linear and U(aρ) = aU(ρ) ∀a ∈ A}, i.e. Ξ as
the dual (with respect to A) of the space of 1-forms Γ. The space Ξ′ has a trivial
right A-module structure: (Ua)(ρ) ≡ U(ρ)a . Ξ and Ξ′ are isomorphic right A-
moduli because of property (2.4.8) which states that to each 〈 , V 〉 : Γ→ A there
corresponds one and only one V .[〈 , V 〉 = 〈 , V ′〉 ⇒ V = V ′]. Every U ∈ Ξ′ is of the
form U = 〈 , V 〉; more precisely, if ai is such that U(ωi) = ai then U = 〈 , ti✷ai〉 .
These three ways of looking at Ξ will correspond to different aspects of the
Cartan Calculus: the Lie derivatives ℓV will generalize (I), inner derivations iV will
correspond to (III), while the transformation properties of ℓV and iV are governed
by (II).
2.4.2 Bicovariant Bimodule Structure
In Section 2.1 we have studied the space Γ of 1-forms, we have seen that Γ is a
bimodule over A because there is a right and a left product between elements of Γ
and of A. The left and the right product are related by ωia = (f ij ∗a)ωj. Since the
coactions ∆Γ and Γ∆ are compatible with the bimodule structure and since they
commute:
(id⊗ Γ∆)∆Γ = (∆Γ ⊗ id)Γ∆
the bimodule Γ is a bicovariant bimodule (cf. Note 2.1.1).
In the previous subsection we have studied the right product ✷ and we have seen
that Ξ is a right module over A [see (2.4.4)]. Here we introduce a left product and a
left and right coaction of the Hopf algebra A on Ξ. The left and right coactions ∆Ξ
and Ξ∆ are the q-analogue of the push-forward of tensorfields on a group manifold.
Similarly to Γ also Ξ is a bicovariant bimodule.
The construction of the left product on Ξ, of the right coaction Ξ∆ and of the
left coaction ∆Ξ will be effected along the lines of Woronowicz’ Theorem 2.5 in [21],
whose statement can be explained in the following steps (cf. Note 2.1.1):
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Theorem 2.4.3 Consider the symbols ti (i = 1, . . . , n) and let Ξ be the right
A-module freely generated by them:
Ξ ≡ {tiai / ai ∈ A}
Consider functionals Oi
j : A −→ C satisfying [see (2.1.32) and (2.1.33)]
Oi
j(ab) = Oi
k(a)Ok
j(b) (2.4.10)
Oi
j(I) = δij . (2.4.11)
Introduce a left product via the definition [see (2.1.31)]
Definition
b(tia
i) ≡ tj [(Oij ◦ κ−1) ∗ b]ai . (2.4.12)
It is easy to prove that
i) Ξ is a bimodule over A. (A proof of this first statement as well as of the
following ones is contained in [21]).
✷
Introduce an action (push-forward) of the Hopf algebra A on Ξ
Definition
∆Ξ(tia
i) ≡ (I ⊗ ti)∆(ai) . (2.4.13)
It follows that
ii) (Ξ,∆Ξ) is a left covariant bimodule over A, that is
∆Ξ(aV b) = ∆(a)∆Ξ(V )∆(b) ; (ε⊗ id)∆Ξ(V ) = V ; (∆⊗ id)∆Ξ = (id⊗∆Ξ)∆Ξ .
✷
Introduce n2 elements N ij ∈ A satisfying [see (2.1.51),(2.1.44) and (2.1.45)]
N ij(a ∗Oik) = (Oji ∗ a)Nki (2.4.14)
∆(N j i) = N
j
l ⊗N li (2.4.15)
ε(N j i) = δ
i
j , (2.4.16)
and introduce Ξ∆ such that [see (2.1.38)]
Definition
Ξ∆(a
iti) ≡ ∆(ai)tj ⊗N j i . (2.4.17)
Then it can be proven that
iii) The elements [see (2.1.47)]
hi ≡ tjκ(N j i) (2.4.18)
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are right invariant: Ξ∆(hi) = hi ⊗ I. Moreover any V ∈ Ξ can be expressed in a
unique way respectively as V = hia
i and as V = bihi, where a
i, bi ∈ A.
✷
iv) (Ξ, Ξ∆) is a right covariant bimodule over A, that is
Ξ∆(aV b) = ∆(a)Ξ∆(V )∆(b) ; (id⊗ε)Ξ∆(V ) = V ; (id⊗∆)Ξ∆ = (Ξ∆⊗ id)Ξ∆ .
✷
v) The left and right covariant bimodule (Ξ,∆Ξ, Ξ∆) is a bicovariant bimodule,
that is left and right coactions are compatible:
(id⊗ Ξ∆)∆Ξ = (∆Ξ ⊗ id)Ξ∆ .
✷✷✷
In the previous section we have seen [remark (II)] that the space of vectorfields
Ξ is the free right A-module generated by the symbols ti, so that the above theorem
applies to our case.
There are many bimodule structures (i.e. choices of Oi
j) Ξ can be endowed with.
Using the fact that Ξ is dual to Γ we request compatibility with the Γ bimodule.
In the commutative case 〈fωi, tj〉 = 〈ωif, tj〉 = 〈ωi, f tj〉 = 〈ωi, tjf〉.
In the quantum case we know that 〈aωi, tj〉 = 〈ωi, tj✷a〉 and we require
〈ωia, tj〉 = 〈ωi, atj〉 ; (2.4.19)
this condition uniquely determines the bimodule structure of Ξ. Indeed we have
〈ωi, atj〉 = 〈ωia, tj〉 = 〈(f i k ∗ a)ωk, tj〉 = (f i k ∗ a)〈ωk, tj〉 = f i k ∗ a δkj = δilf l j ∗ a
= 〈ωi, tl✷(f l j ∗ a)〉 (2.4.20)
so that
ati = tj✷(f
j
i ∗ a ). (2.4.21)
We then define
Oi
j ≡ f j i ◦ κ (2.4.22)
it follows that Oi
j ◦ κ−1 = f j i and (2.4.21) can be rewritten [see (2.1.31) and
(2.4.12)]
atj = tj✷[(Oi
j ◦ κ−1) ∗ a] . (2.4.23)
Theorem 2.4.4 The functionals Oi
j satisfy conditions (2.4.10) and (2.4.11).
Proof The first condition Oi
j(I) = δji holds trivially.
The second one is also easily checked:
Oi
j(ab) = (f j i ◦ κ)(ab) = f j i[κ(b)κ(a)] = f j k[κ(b)]fk i[κ(a)] = fk i[κ(a)]f j k[(κ(b)]
= Oi
k(a)Ok
j(b)
✷✷✷
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So far Ξ has a bimodule structure. We now define a left coaction ∆Ξ so that Ξ
becomes a left covariant bimodule. The left invariant vectorfields were characterized
in (2.3.9) and (2.3.1) through their action ti(a) = χi ∗ a on functions; following the
same derivation as in (2.1.20)–(2.1.27) the left invariant property of the ti can also
be expressed via the coaction ∆Ξ as defined in (2.4.13):
∆Ξ(tia
i) ≡ (I ⊗ ti)∆(ai) . (2.4.24)
Similarly the right coaction Γ∆ is defined to act trivially on the right invariant
vectorfields hi = ∗χi. This uniquely defines the elements N lk ∈ A; indeed we want
relation (2.4.18) and (2.3.23) to coincide and therefore:
N lk = κ
−1(M lk ) . (2.4.25)
Notice that (2.4.25) implies
〈ti, ωj〉 = δji = 〈hi, ηj〉, (2.4.26)
where ti and ω
j are left-invariant and hi and η
j are the canonically associated right-
invariant objects; see (2.4.18) and (2.1.47). Notice also that M lk and f
i
j are dual,
and likewise N lk and Oj
i, in the sense that f i j(M
l
k ) = Oj
i(N lk) = Λ
il
kj with
Λilkj = δ
i
jδ
l
k when q = 1.
Theorem 2.4.5 The N lk elements defined above satisfy relations (2.4.16), (2.4.15)
and (2.4.14):
1) ε(N ji) = δ
i
j 2) ∆(N
j
i) = N
j
l ⊗N li 3) N ik(a ∗Oij) = (Oki ∗ a)N j i
Proof
1) This expression is trivial.
2) Use N ij = κ
−1Mj
i and ∆ ◦ κ−1 = σ ◦ (κ−1 ⊗ κ−1) ◦∆, where σA is the flip map
in A⊗ A.
3) We know that [see (2.1.51)]
∀a ∈ A M ji (a ∗ f i k) = (f j i ∗ a)M ik
or equivalently,
M ji [κ(a) ∗ f i k] = [f j i ∗ κ(a)]M ik .
Now
[κ(a) ∗ f i k] = (f i k ⊗ id)∆[κ(a)] = (id⊗ f i k)(κ⊗ κ)∆(a) = κ(id⊗ f i k ◦ κ)∆(a)
= κ(Ok
i ∗ a) .
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Similarly,
[f j i ∗ κ(a)] = κ(a ∗Oij) .
So we can write
κ(a ∗Oij)M ik =M ji κ(Oki ∗ a)
for all a ∈ A. Applying κ−1 to both members of this last expression we obtain
relation 3).
✷✷✷
Following Theorem 2.4.3 the construction of the bicovariant bimodule Ξ is now
easy and straightforward, and we can conclude that (Ξ,∆Ξ, Ξ∆) is a bicovariant
bimodule.
We end this subsection observing that in the expression (2.3.30) for the exterior
differential, elements of Ξ and Γ make a joint appearance. To be still able to
talk about transformation properties of such expressions we need to combine the
previously introduced coactions into one object, ∆A, simply by putting ∆A ≡ Ξ∆
on Ξ and ∆A ≡ Γ∆ on Γ and requiring ∆A to be an algebra homomorphism. From
this definition we get the following important corollary:
Corollary. The expression ωiti in (2.3.2) is invariant in the sense that
∆A(ti ω
i) = Ξ∆(ti)Γ∆(ω
i) = tkω
j ⊗NkiMj i = tiωi ⊗ 1.
Similar statements apply to A∆.
Notice that, since Theorem 2.4.3 completely characterizes a bicovariant bimod-
ule all the formulas containing the symbols f i j or M
l
k or elements of Γ are still
valid under the substitutions f i j → Oij, M lk → Nkl and Γ→ Ξ.
2.4.3 Tensorfields
The construction completed for vectorfields is readily generalized to p-times con-
travariant tensorfields. We proceed as in (2.1.57)–(2.1.62) and define Ξ ⊗ Ξ to be
the space of all elements that can be written as finite sums of the kind
∑
i Vi ⊗ V ′i
with Vi, V
′
i ∈ Ξ. The tensor product (in the algebra A) between Vi and V ′i has the
following properties:
V ✷a⊗ V ′ = V ⊗ aV ′ , a(V ⊗ V ′) = (aV )⊗ V ′ and (V ⊗ V ′)✷a = V ⊗ (V ′✷a)
so that Ξ⊗ Ξ is naturally a bimodule over A.
Left and right coactions on Ξ⊗ Ξ are defined by:
∆Ξ(V ⊗ V ′) ≡ V1V ′1 ⊗ V2 ⊗ V ′2, ∆Ξ : Ξ⊗ Ξ→ A⊗ Ξ⊗ Ξ (2.4.27)
Ξ∆(V ⊗ V ′) ≡ V1 ⊗ V ′1 ⊗ V2V ′2, Ξ∆ : Ξ⊗ Ξ→ Ξ⊗ Ξ⊗ A (2.4.28)
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where as usual V1, V2 etc. are defined by
∆Ξ(V ) = V1 ⊗ V2, V1 ∈ A, V2 ∈ Ξ (2.4.29)
Ξ∆(V ) = V1 ⊗ V2, V1 ∈ Ξ, V2 ∈ A . (2.4.30)
More generally, we can introduce the coaction of ∆Ξ on Ξ
⊗p ≡ Ξ⊗ Ξ⊗ · · · ⊗ Ξ︸ ︷︷ ︸
p-times
as
∆Ξ(V ⊗ V ′ ⊗ · · · ⊗ V ′′) ≡ V1V ′1 · · ·V ′′1 ⊗ V2 ⊗ V ′2 ⊗ · · · ⊗ V ′′2
∆Ξ : Ξ
⊗p −→ A⊗ Ξ⊗p ; (2.4.31)
Ξ∆(V ⊗ V ′ ⊗ · · · ⊗ V ′′) ≡ V1 ⊗ V ′1 ⊗ · · · ⊗ V ′′1 ⊗ V2V ′2 · · ·V ′′2
Ξ∆ : Ξ
⊗p −→ Ξ⊗p ⊗ A . (2.4.32)
Left invariance on Ξ⊗ Ξ is naturally defined as ∆Ξ(V ⊗ V ′) = I ⊗ V ⊗ V ′ (similar
definition for right invariance), so that for example ti⊗ tj is left invariant, and is in
fact a left invariant basis for Ξ⊗ Ξ: each element can be written as ti ⊗ tj✷aij in a
unique way.
It is not difficult to show that Ξ⊗Ξ is a bicovariant bimodule. In the same way
also (Ξ⊗p,∆Ξ, Ξ∆) is a bicovariant bimodule.
Any element v ∈ Ξ⊗p can be written as v = ti1 ⊗ . . . t1p✷bi1...ip in a unique
way, similarly any element τ ∈ Γ⊗n, the n-times tensor product of 1-forms, can be
written as τ = ain...i1ω
in ⊗ . . . ωi1 in a unique way.
It is now possible to generalize the previous bracket 〈 , 〉 : Γ×Ξ→ A to Γ⊗n
and Ξ⊗p :
〈 , 〉 : Γ⊗n × Ξ⊗p −→ A
(τ, v) 7−→ 〈τ, v〉 = ain...i1〈ωin ⊗ ...ωi1 , tj1 ⊗ ...tjp〉bj1...jp
= ain...i1ω
in ⊗ ...ωip+1bi1...ip
(2.4.33)
where Γ⊗0 ≡ A, Γ⊗1 ≡ Γ and we have defined
〈ωin ⊗ ...ωi1 , tj1 ⊗ ...tjp〉 ≡ ωin ⊗ ...ωip+1〈ωip ⊗ ...ωi1 , tj1 ⊗ ...tjp〉 (2.4.34)
≡ ωin ⊗ ...ωip+1〈ωi1, tj1〉...〈ωip, tjp〉
= δi1j1...δ
ip
jp
ωin ⊗ ...ωip+1 .
Using definition (2.4.34) it is easy to prove that
〈τa, v〉 = 〈τ, av〉 , (2.4.35)
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namely
〈ωin ⊗ . . . ωip+1 ⊗ ωip ⊗ . . .ωi1a , tj1 ⊗ . . . tjp〉 =
= ωin ⊗ ...ωip+1(f ipkp ∗ . . . f i1k1 ∗ a)〈ωkp ⊗ . . . ωk1, tj1 ⊗ . . . tjp〉
〈ωin ⊗ . . . ωip+1 ⊗ ωip ⊗ . . .ωi1 , atj1 ⊗ . . . tjp〉 =
= ωin ⊗ ...ωip+1〈ωip ⊗ . . . ωi1, tl1 ⊗ . . . tlp〉(f lpjp ∗ . . . f l1j1 ∗ a)
and these last two expressions are equal if and only if (2.4.34) holds.
Therefore we have also shown that definition (2.4.34) is the only one compatible
with property (2.4.35), i.e. property (2.4.35) uniquely determines the coupling
between Ξ⊗ and Γ⊗.
It is easy to prove that the bracket 〈 , 〉 extends to Γ⊗p and Ξ⊗p the duality
between Γ and Ξ.
More generally we can define Ξ⊗ ≡ A ⊕ Ξ ⊕ Ξ⊗2 ⊕ Ξ⊗3... to be the algebra of
contravariant tensorfields. The coactions ∆Ξ and Ξ∆ have a natural generalization
to Ξ⊗ so that we can conclude that (Ξ⊗,∆Ξ, Ξ∆) is a bicovariant graded algebra, the
graded algebra of tensorfields over the ring “of functions on the group” A, with the
left and right “push-forward” ∆Ξ and Ξ∆. Similarly Γ
⊗ is the bicovariant graded
algebra of covariant tensorfields on A.
2.4.4 Contraction operator
In this subsection we study the contraction operator iV along a generic vectorfield
V ∈ Ξ and we prove that it acts as a (deformed) derivative operator on the space
of 1-forms. The definition of the contraction operator iV with V ∈ Ξ is based on
equation (2.4.33). For a generic vectorfield V = bjtj we define:
Definition of right inner derivative
(ϑ)
←
ıV≡ 〈ϑ, V 〉 ∀ϑ ∈ Γ⊗ .
this definition applies when ϑ is a generic covariant tensorfield and in particular
when ϑ is a generic form.
Theorem 2.4.6 The contraction operator
←
ıV satisfies the following properties:
a, ai1...in ∈ A; V = ti✷bi; λ ∈ C, property d) holds only if ϑ, ϑ′ are forms;
a) (ϑ)
←
ıV= (ϑ)
←
ıtj✷bj = (ϑ)
←
ıj b
j
b) (a)
←
ıV= 0
c) (ωj)
←
ıV= b
j
d) (ai1...inω1∧. . .∧ωn) ←ıV= (ai1...inω1 ∧ . . . ∧ ωs−1) ∧ (ωs ∧ . . . ∧ ωn)←ıti
+(−1)n−s+1(ai1...inω1 ∧ . . . ∧ ωs−1) ←ıtj ∧ f ji ∗ (ωs ∧ ωs+1 . . . ∧ ωn)bi
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e) (aϑ+ ϑ′)
←
ıV= a (ϑ)
←
ıV +(ϑ
′)
←
ıV
f) (ϑa)
←
ıV= (ϑ)
←
ıtj (f
j
i ∗ a) bi
g)
←
ıλV= λ
←
ıV
Proof
Properties a), b), c), f), g) are direct consequences of (2.4.33), e) follows from
(2.4.35). To proof d) we have to use the definition of the wedge product (2.1.73)–
(2.1.75): first we note that (in tensor product notation)
(ω1 ∧ . . . ∧ ωn) ←ıV = W1...n(ω1 ⊗ . . .⊗ ωn) ←ıV
= W1...n ω1 ⊗ . . .⊗ ωn−1(ωn) ←ıV
= I1...n ω1 ∧ . . . ∧ ωn−1(ωn) ←ıV ,
where we have used (2.1.74) in the last step — in index notation:
(ωi1 ∧ . . . ∧ ωin)←ıti= Ii1...inj1...jn−1i ωj1 ∧ . . . ∧ ωjn−1.
Next we can show
f
is−1
i ∗ (ωis ∧ . . . ∧ ωin) = ωks−1 ∧ . . . ∧ ωkn−1f is−1i (Mks−1 is · · ·Mkn−1 in)
= Λis−1isks−1lsΛ
lsis+1
ksls+1 . . .Λ
lnin
kn−1iω
ks−1 ∧ ωks ∧ . . . ωkn−1
that in tensor product notation can be written:
(ωs−1)
←
ıtj f
j
i∗(ωs∧ωs+1∧. . . ωn) = Λs−1,sΛs,s+1 . . .Λn−1,n(ωs−1∧ωs∧. . . ωn−1) (ωn)←ıti
Finally we utilize the decomposition property (2.1.76) and associativity of the wedge
product (in tensor product notation)
(ω1∧ . . . ∧ ωn)←ıV =
= I1...nω1 ∧ . . . ωn−1(ωn)←ıV
= [Is...n + (−1)n−s+1I1...s−1Λs−1,s · · ·Λn−1,n](ω1 ∧ . . . ωs−1) ∧ (ωs ∧ . . . ωn−1) (ωn) ←ıV
= (ω1 ∧ . . . ∧ ωs−1) ∧ (ωs ∧ . . . ∧ ωn) ←ıV
+(−1)n−s+1I1...s−1(ω1 ∧ . . . ωs−2) ∧ Λs−1,sΛs,s+1 · · ·Λn−1,n(ωs−1 ∧ . . . ωn−1)(ωn)←ıti bi
= (ω1 ∧ . . . ∧ ωs−1) ∧ (ωs ∧ . . . ∧ ωn)←ıti
+(−1)n−s+1I1...s−1(ω1 ∧ . . . ∧ ωs−2) (ωs−1) ←ıtj ∧ f ji ∗ (ωs ∧ ωs+1 . . . ∧ ωn)bi
= (ω1 ∧ . . . ∧ ωs−1) ∧ (ωs ∧ . . . ∧ ωn)←ıti
+(−1)n−s+1(ω1 ∧ . . . ∧ ωs−1) ←ıtj ∧ f ji ∗ (ωs ∧ ωs+1 . . . ∧ ωn)bi
With property e) this proves d). ✷✷✷
Remark A slight generalization of property d) for two generic forms ϑ and ϑ′ is
also true [use f)]:
(ϑ ∧ ϑ′) ←ıV= ϑ ∧ (ϑ′) ←ıV +(−1)deg(ϑ′) ←ıtj ∧(f j i ∗ ϑ′)bi . (2.4.36)
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We have defined the exterior differential as an operator acting from the left to
the right, indeed we have the following behaviour under grading, as opposed to the
one in (2.4.36):
d(ϑ ∧ ϑ′) = dϑ ∧ ϑ′ + (−1)deg(ϑ)ϑ ∧ dϑ′ . (2.4.37)
In order to find the Cartan expression for the Lie derivative : ℓV = iV d + diV , we
therefore have to introduce an inner derivation iV that has the same behaviour as
in (2.4.37). This motivates the following
Definition of inner derivative
iV (ϑ) ≡ (−1)deg(ϑ−1)(ϑ) ←ıV ∀ϑ ∈ Γ⊗ . (2.4.38)
this definition applies when ϑ is a generic covariant tensorfield and in particular
when ϑ generic form. We immediately have:
Theorem 2.4.7 The iV contraction operator satisfies the following properties:
a, ai1...in ∈ A; V = ti✷bi; λ ∈ C, property d) holds only if ϑ, ϑ′ are forms
a′) iV (ϑ) = itj✷bj (ϑ) = itj (ϑ)b
j
b′) iV (a) = 0
c′) iV (ω
j) = bj
d′) iV (ϑ ∧ ϑ′) = itj (ϑ) ∧ (f j i ∗ ϑ′)bi + (−1)deg(ϑ)ϑ ∧ iV (ϑ′)
e′) iV (aϑ+ ϑ
′) = aiV (ϑ) + iV (ϑ
′)
f′) iV (ϑa) = itj (ϑ)(f
j
i ∗ a)bi
g′) iλV = λiV
✷✷✷
Notice that properties a′) e′) and f′) reduce in the commutative case to the
familiar formulae:
ifV ϑ = f iV ϑ and iV (fϑ) = fiV ϑ .
It is also straightforward to see that
(id⊗ it)∆Γ(ϑ) = ∆Γit(ϑ) ∀ϑ ∈ Γ⊗ . (2.4.39)
This formula q-generalizes the classical commutativity of it with the left coaction
∆Γ, when t is a left invariant vectorfield.
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2.4.5 Lie Derivative and Cartan identity
In (2.3.8), or in (2.1.88), we have seen that the χi are the quantum analogues of
the tangent vectors at the origin of the group :
χi
q→1−→ ∂
∂xi
|x=0 (2.4.40)
and that the left-invariant vectorfields ti constructed from the χi are :
ti = χi∗ = (id⊗ χi)∆ (2.4.41)
In the commutative case, the Lie derivative along a generic vectorfield V is given
by:
ℓV τ = lim
ε→1
1
ε
[ϕVε
∗
(τ)− τ ] ∀τ ∈ Γ⊗ (2.4.42)
where ϕVε is the flow of the vectorfield V and ϕ
V
ε
∗
the pullback. If t is a left invariant
vectorfield then
ϕtε = Reεt i.e. ϕ
t
ε(g) = ge
εt ∀ g ∈ G . (2.4.43)
We have ℓtϑ = limε→0
1
ε
[Reεt
∗(ϑ)− ϑ] and therefore the Lie derivative ℓt is given by
the right action Reεt
∗ of the group on covariant tensorfields. At the quantum level,
recalling (2.1.16) and that Γ∆→ R∗ when q → 1 , it is natural to define:
Definition The quantum Lie derivative along the left-invariant vectorfield t =
(id⊗ χ)∆ is the operator:
ℓt ≡ (id⊗ χ)Γ∆ (2.4.44)
that is
∀τ ∈ Γ⊗ ℓt(τ) ≡ (id⊗ χ)Γ∆(τ) ℓt : Γ⊗n −→ Γ⊗n .
For example we have :
ℓt(a) = t(a), a ∈ A, (2.4.45)
ℓti(ω
j) = (id⊗ χi)Γ∆(ωj) = ωkχi(Mkj) = C jki ωk, (2.4.46)
the classical limit being evident.
It is useful to define the ∗ product of a functional with any τ ∈ Γ⊗n as
χ ∗ τ ≡ (id⊗ χ)Γ∆(τ), (2.4.47)
where the Γ∆ acts on a generic element τ = ρ
1 ⊗ ρ2 ⊗ · · · ρn ∈ Γ⊗n as in (2.1.62).
In these notations we then have
ℓt = χ ∗ (2.4.48)
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The quantum Lie derivative has properties analogous to that of the ordinary Lie
derivative:
i) it is linear in τ :
ℓt(λτ + τ
′) = λℓt(τ) + ℓt(τ
′); (2.4.49)
ii) it is linear in t:
ℓλt+t′ = λℓt + ℓt′ , λ ∈ C. (2.4.50)
By virtue of this last property we can just study ℓti , where {ti} is a basis of invΞ.
Theorem 2.4.8 The following relation holds:
ℓti(τ ⊗ τ ′) = ℓtj (τ)⊗ f ji ∗ τ ′ + τ ⊗ ℓti(τ ′) (2.4.51)
Proof
ℓti(τ ⊗ τ ′) = (id⊗ χi)Γ∆(τ ⊗ τ ′)
= (id⊗ χi)(τ1 ⊗ τ ′1 ⊗ τ2τ ′2)
= (τ1 ⊗ τ ′1)χi(τ2τ ′2) = (τ1 ⊗ τ ′1)[χj(τ2)f ji (τ ′2) + ε(τ2)χi(τ ′2)]
= τ1χj(τ2)⊗ τ ′1f ji(τ ′2) + τ1ε(τ2)⊗ τ ′1χi(τ ′2)
= ℓtj (τ)⊗ (id⊗ f j i) ∗ τ ′ + τ ⊗ ℓti(τ ′)
[remember that χj(a) and f
j
i(a) are C numbers]. The same argument leads to:
ℓti(aω
j) = ℓtk(a)(f
k
i ∗ ωj) + aℓti(ωj) (2.4.52)
ℓti(ω
ja) = ℓtk(ω
j)(fki ∗ a) + ωjℓti(a). (2.4.53)
The classical limit of (2.4.51) is easy to recover if we remember that ε ∗ τ = τ . For-
mulas (2.4.51), (2.4.45) and (2.4.46) uniquely define the quantum ℓt, which reduces,
for q → 1 , to the classical Lie derivative.
Theorem 2.4.9 The Lie derivative commutes with the exterior derivative:
ℓti(dϑ) = d(ℓtiϑ), ϑ ∈ Γ∧ ⊂ Γ⊗ : generic form. (2.4.54)
Proof:
ℓti(dϑ) = (id⊗ χi)Γ∆(dϑ) = (id⊗ χi)(d⊗ id)Γ∆(ϑ) =
(d⊗ χi)Γ∆(ϑ) = dϑ1 χi(ϑ2)︸ ︷︷ ︸
∈C
= d[ϑ1χi(ϑ2)] = d(ℓtiϑ),
where in the second equality we have used property (2.1.84).
Theorem 2.4.10 The Lie derivative commutes with the left and right coactions
∆Γ and Γ∆, ∀τ ∈ Γ⊗:
(id⊗ ℓt)∆Γ(τ) = ∆Γ(ℓtτ) (2.4.55)
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(id⊗ ℓt)Γ∆(τ) = Γ∆(ℓtτ) . (2.4.56)
The proof is easy and relies on the fact that left and right coactions commute, cf.
eq. (2.1.19). In the classical limit, eq. (2.4.55) becomes :
ℓt(L
∗
gθ) = L
∗
g(ℓtθ). (2.4.57)
Note 2.4.1 It is not difficult to prove the associativity of the generalized ∗ product,
for example that (χ ∗ χ′) ∗ τ = χ ∗ (χ′ ∗ τ). From this property it follows that the
q-Lie derivative is a representation of the q-Lie algebra:
[ℓt, ℓt′](τ) = ℓ[t,t′](τ),
where the left hand side is defined via the adjoint action :
[ℓt, ℓt′](τ) ≡ ℓκ′(χ′1)∗◦ℓt◦ℓt′2 .
In the {ti} basis: [ℓti , ℓtk ] = ℓti◦ℓtk − Λefikℓte◦ℓtf .
We can now prove the Cartan identity:
Theorem 2.4.11 The contraction operator it defined in (2.4.38) , the Lie derivative
and the exterior differential satisfy (we omit the composition product ◦) :
ℓti = itid+ diti . (2.4.58)
A proof of this theorem is given in Appendix B. ✷✷✷
Led by Theorem 2.4.11, it is natural to introduce the Lie derivative along a
generic vectorfield V through the following
Definition
ℓV = iV d+ diV (2.4.59)
Theorem 2.4.12 The Lie derivative satisfies the following properties:
1) ℓV a = V (a)
2) ℓV dϑ = dℓV ϑ
3) ℓV (λϑ+ ϑ
′) = λℓV (ϑ) + ℓV (ϑ
′)
4) ℓV ✷b(ϑ) = (ℓV ϑ)b− (−1)piV (ϑ) ∧ db
5) ℓV (ϑ∧ϑ′) = ϑ∧ℓV (ϑ′)+ℓtk(ϑ)∧(fk j ∗ϑ′)bj+(−1)deg(ϑ
′)itk(ϑ)∧(fk j ∗ϑ′)∧dbj
where ϑ and ϑ′ are generic forms and V = tj✷b
j .
Proof
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Properties 1), 2), 3) and 4) follow directly from the definition (2.4.59).
Property 5) is also a consequence of definition (2.4.59); the proof uses relation d′)
and the identity d(fk j ∗ ϑ) = fk j ∗ dϑ [see (2.1.107)]. ✷✷✷
Note 2.4.2 It is natural to define a Lie derivative ℓRhi of a generic covariant
tensorfield τ ∈ Γ⊗ along a right-invariant vectorfield hi in terms of the left coaction
∆Γ :
ℓRh (τ) ≡ (χ⊗ id)∆Γ(τ) ≡ τ ∗ χ ,
just like it was natural that we used the right coaction, when we defined ℓti in
(2.4.44). In this note we compare the two definitions.
From the above definition we find
ℓRhi(ϑ ∧ ϑ′) = χi(ϑ1ϑ′1)ϑ2 ∧ ϑ′2
= χj(ϑ1)f
j
i(ϑ
′
1)ϑ2 ∧ ϑ′2 + ε(ϑ1)χi(ϑ′1)ϑ2 ∧ ϑ′2
= ℓRhj(ϑ) ∧ (ϑ′ ∗ f j i) + ϑ ∧ ℓRhi(ϑ′)
(2.4.60)
where ϑ′ ∗ f j i ≡ (f j i ⊗ id)∆Γ(ϑ′). In particular:
ℓRhi(adb) = hi(a)d(b ∗ f ji) + ad(hj(b)) . (2.4.61)
where we have used (2.1.83). On the other hand, since hi = tj✷Mi
j, we can give an
alternative expression for the Lie derivative along the right invariant vectorfield hi:
ℓhi(adb) = ℓtj✷Mij(adb) = aℓtj✷Mij(db) + ℓtk(a) ∧ (fkj ∗ db)Mij
= a d(hi(b)) + tk(a)d(f
k
j ∗ b)Mij . (2.4.62)
The difference between expressions (2.4.61) and (2.4.62) is a good index for the
“defect” between left and right transports on a quantum group:
(ℓhi − ℓRhi)(adb) = tk(a)[(fkj ∗ db)Mij −Mjk(db ∗ f ji)]
= −tk(a)DIki(b); (2.4.63)
where
DIki(b) ≡ [(fkj ∗ b)d(Mij)− d(Mjk)(b ∗ f ji)] (Defect Index). (2.4.64)
In the last passage we have used the Leibniz rule for d combined with the bico-
variance condition (2.1.51). The term in the square brackets is always zero in the
classical (undeformed) case. Note that (ℓhi − ℓRhi) vanishes on a and db separately
but not necessarily on adb. The case of “a” confirms (2.3.23):
ℓhi(a) = tj(a)Mi
j = hi(a) = ℓ
R
hi
(a) (2.4.65)
and shows that we will not encounter any ambiguities or inconsistencies as long as
we deal with general vectorfields and functions alone. Problems can occur however
when we start to introduce forms. For example in the GLq(2) differential calculus of
Section 2.2 we have, sum over a understood, κ(xa
a
1)(ℓhij−ℓRhij)(xaa2db) = −(f kek f ∗
b)dM i fje = λt
e
f(b)dM
i f
je for any b such that ε(b) = 0. This expression is clearly
6= 0 in general.
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2.4.6 Algebra of Differential Operators
In the previous sections, given a Woronowicz differential calculus on a generic Hopf
algebra A, we have defined the quantum analogue of Lie derivative and of inner
derivative by a natural generalization of their defining classical formulae. The Lie
derivative and contraction operators act on the space Γ⊗ of covariant tensorfields,
we have in particular studied their properties on the space Γ∧ ⊂ Γ⊗ of forms where
the exterior differential is also present.
These operators form a graded quantum Lie algebra
{d, d} = 0 (2.4.66)
[d, ℓV ] = 0 (2.4.67)
{d, iV } = ℓV (2.4.68)
which is supplemented by two more relations
[ℓti , ℓtk ] = ℓ[ti,tk] = C
l
ik ℓtl (2.4.69)
[iti , ℓtk ] = i[ti,tk ] = C
l
ik itl (2.4.70)
where the definition of the brackets in the left hand side of (2.4.69) and (2.4.70) is
the generalization of the adjoint action:
[ℓti , ℓtk ] ≡ ℓκ′(χk1)∗◦ℓti◦ℓχk2∗ = ℓti◦ℓtk + ℓκ′(χe)∗◦ℓti◦f ek∗ = ℓti◦ℓtk − Λefikℓte◦ℓtf
(this last equality is explained in Note 2.4.1)
[iti , ℓtk , ] ≡ ℓκ′(χk1)∗◦iti◦ℓχk2∗ = iti◦ℓtk − Λefikℓte ◦itf (2.4.71)
The proof of (2.4.70) and of the last equality in (2.4.71), similarly to the proof of
the Cartan identity, is by induction. It is given in Appendix B.
The cross-commutation relations between forms, exterior derivative, Lie deriva-
tive and inner derivative, that we have derived from the actions of iV and ℓt
on generic tensors τ ∈ Γ⊗ and essentially (see the definition of iV ) from the
Γ⊗ ↔ Ξ⊗ duality –i.e. the bicovariant bimodule structure of Γ⊗ and Ξ⊗– can
be formally derived also from the cross product algebra Γ∧×Γ∧∗ [40, 41]. Here
Γ∧ is seen as a graded Hopf algebra: the product in Γ∧ ⊗ Γ∧ is given by (I ⊗
µ)(ν ⊗ I) = (−1)deg(µ)deg(ν)(ν ⊗ µ), the costructures generalize those of A and are:
∆(ωi) = (Γ∆ + ∆Γ)(ω
i) = ωi ⊗ Mj i + I ⊗ ωi, ε(ωi) = 0, κ(ωi) = −ωjκ(Mj i)
[47]. Γ∧∗ is the graded Hopf algebra dual to Γ∧, Γ∧∗ = U ⊕ Γ∗ ⊕ Γ∧2∗ ⊕ . . . .
For example χiϑ = ϑ1〈χi1, ϑ2〉χi2 = (χj ∗ ϑ)f ji + ϑχi corresponds to ℓ(ϑ ∧ ϑ′) =
ℓχi(ϑ) ∧ (f ji ∗ ϑ′) + ϑ ∧ ℓχi(ϑ′). As shown in [37] the graded q-Lie algebra of the
operators iV , d, ℓ can also be interpreted as a braided tensor algebra.
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Chapter 3
Geometry of the quantum
Inhomogeneous Linear Groups
IGLq,r(N )
In this chapter, following [60], we analize the geometry of the inhomogeneous quan-
tum linear groups IGLq,r(N). Quantum deformations of inhomogeneous Lie groups
have been studied in [65] [58] [57]. An R-matrix approach has been independently
proposed for IGLq(N) in ref.s [58] and [57].
We construct the multiparametric IGLq,r(N) q-groups, their universal envelop-
ing algebra and their bicovariant differential calculus using a projection P : GLq,r(N
+1)→ IGLq,r(N); this projection procedure was first introduced in [59].
All the quantities relevant to the IGLq,r(N) (bicovariant) differential calcu-
lus are given explicitly: exterior derivatives, left-invariant 1-forms, Cartan-Maurer
equations, tangent vectors and their q-Lie algebra and so on. The method is illus-
trated in the case of IGLq,r(2): the general formulas are applied and tested on this
example.
In this framework we construct the differential geometry of the (multiparamet-
ric) quantum plane in a novel and easy way.
Deformations of inhomogeneous Lie groups and Lie algebras usually include a
dilatation generator, moreover the determinant of the fundamental representation
of the q-group is in general not central. It is studying the most general (multi-
parametric) deformation that we understand the interplay between the absence or
presence of the dilatation and the properties of the determinant. This also clar-
ify the relation between the non-commutativity of the quantum plane coordinates
xa discussed in Section 3.7 (due to the auxiliary deformation parameters qi), the
non-comutativity of the generators T a b of the homogeneous linear subgroup and
the finite difference structure of the differential calculus, that is due to the main
deformation parameter r (called q in the previous chapters), cf. [77].
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In Section 3.1 we recall the basics of the linear quantum groups and in Section
3.2 we discuss their duals in some detail. In fact, Sections 3.1 and 3.2 are a short
review of the multiparametric deformations of GLq,r(N), where q indicates a set of
parameters qi, and of their universal enveloping algebras. The usual uniparametric
case is recovered for r = qi = q. For references on multiparametric deformations,
see [74, 75, 76].
In Section 3.3, we first present the quantum group IGLq,r(N) as a Hopf algebra
with given generators, commutation relations and co-structures. We then reobtain
it as the image of a projection P from GLq,r(N + 1), and show how the “mother”
Hopf algebra GLq,r(N+1) determines the Hopf algebra structure on IGLq,r(N). In
the language of Hopf algebra ideals IGLq,r(N) is seen as the quotient ofGLq,r(N+1)
with respect to a suitable Hopf ideal.
The fundamental representation of IGLq,r(N) contains the GLq,r(N) elements
T a b and the “coordinates” x
a as in the classical case, in addition, there is also an
element u playing the role of a dilatation. By fixing some of the parameters q, we
find that this element u can be made central, and hence consistently set equal to
the identity I.
A quantum determinant can be defined, and is central only in a subclass of the
multiparametric deformations. In this subclass, however, the element u is not cen-
tral. We end the section analizing the semidirect product structure of IGLq,r(N)
given by GLq,r(N) and the quantum plane: this construction is based on the ob-
servation that GLq,r(N) is both a Hopf subalgebra in IGLq,r(N) and a quotient of
IGLq,r(N) obtained projecting to zero the quantum plane coordinates x
a.
The explicit construction of the bicovariant differential calculus for GLq,r(N),
in terms of the dual algebra, is given in Section 3.4. In Section 3.5 we project
the bicovariant differential calculus of GLq,r(N + 1) to IGLq,r(N) and study the
bicovariant bimodules of 1-forms and tangent vectors on IGLq,r(N). In particular,
the q-Lie algebra is given explicitly. We also study in detail the exterior algebra
and the exterior derivative, and find the Cartan-Maurer equations. In Section 3.6
we then study the universal enveloping algebra Uq,r(igl(N)) its semidirect product
structure [given by Uq,r(gl(N)) and the translation generators] and the duality with
IGLq,r(N). The Universal enveloping algebra Uq,r(igl(N)) is the natural setting
where to study q-Lie algebras and therefore differential calculi. Using the general
theory of Section 2.3, we easily obtain another differential calculus on IGLq,r(N)
that differs from the previous one by the presence of a dilatation generator corre-
sponding to the dilatation u ∈ IGLq,r(N).
In Section 3.7 we discuss the multiparametric quantum plane, i.e. the quantum
coset space IGLq,r(N)/GLq,r(N) spanned by the coordinates x
a, and find a general-
ization of the differential geometry of the q-plane of [48], [50], see also Schirrmacher
in [76].
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In the Table at the end of the chapter we specialize our general treatment
to IGLq,r(2) and collect all the relevant formulas for its bicovariant differential
calculus.
3.1 GLq,r(N) and its real forms
We here introduce the multiparametric q-group GLq,r(N), where now the index
q ≡ qab represents a set of parameters, and r is the parameter we called q in the
previous chapters. GLq,r(N) is the algebra (over the complex field) freely generated
by the non-commuting matrix elements TAB, (A,B=1,..N), the identity I and the
inverse Ξ of the q-determinant of T defined in (3.1.6), modulo the “RTT” relations:
RABEFT
E
CT
F
D = T
B
FT
A
ER
EF
CD (3.1.1)
where the R-matrix is given by [74, 75]:
RABCD = δ
A
Cδ
B
D[
r
qAB
+ (r − 1)δAB] + (r − r−1) δADδBC θAB (3.1.2)
with θAB = 1 for A > B and zero otherwise, and
qAB =
r2
qBA
, qAA = r (3.1.3)
It is useful to list the nonzero complex components of the R matrix (no sum on
repeated indices):
RAAAA = r
RABAB =
r
qAB
, A 6= B
RBAAB = r − r−1, B > A (3.1.4)
The R matrix in (3.1.2) satisfies the quantum Yang-Baxter equation.
The standard uniparametric R matrix [19] is obtained from (3.1.2) by setting
all deformation parameters qAB, r equal to a single parameter q. For a further
insight about the relationship between the multiparametric and the uniparametric
R-matrix see Section 4.1.
The quantum determinant of T and its inverse Ξ are defined by:
Ξ detT = detT Ξ = I (3.1.5)
detT ≡∑
σ
 ∏
A<B,σ(A)>σ(B)
(− r
2
qσ(B)σ(A)
)
 T 1 σ(1) · · ·TNσ(N) (3.1.6)
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Note 3.1.1 In the uniparametric case r = qAB = q we recover the usual formula
detT ≡∑
σ
(−q)l(σ)T 1 σ(1) · · ·TNσ(N) (3.1.7)
where l(σ) is the minimum number of transpositions in the permutation σ.
Note 3.1.2 In more mathematical terms, the algebra GLq,r(N) is the quotient of
the non-commuting algebra C〈TAB, I,Ξ〉 freely generated by the elements TAB, I,Ξ
with respect to the two-sided ideal in C〈TAB, I,Ξ〉 generated by the RTT relations
(3.1.1).
Note 3.1.3 The inverse matrix R−1, defined as
(R−1)ABCDR
CD
EF ≡ δAEδBF ≡ RABCD(R−1)CDEF (3.1.8)
is given by
R−1q,r = Rq−1,r−1 (3.1.9)
Note 3.1.4 The Rˆ matrix defined by RˆABCD ≡ RBACD satisfies the spectral
decomposition (Hecke condition):
(Rˆ− rI) (Rˆ + r−1I) = 0 (3.1.10)
Note 3.1.5 The determinant in (3.1.6) is central if and only if the following
conditions on the parameters are satisfied (see ref. [74]):
q1,Aq2,A · · · qA−1,A r
2
qA,A+1
r2
qA,A+2
· · · r
2
qA,N
= const. (3.1.11)
for all A=1,...N. This results in N-1 conditions among the qAB and determines
const = rN−1. Using (3.1.3), and defining
QA ≡
N∏
C=1
(
qCA
r
) (3.1.12)
the centrality conditions (3.1.11) become:
QA = 1 (3.1.13)
We have used also const = rN−1, so that only N − 1 of the above conditions are
independent. Indeed the QA satisfy the relation
Q1Q2 · · ·QN = 1 (3.1.14)
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In general we have:
(detT )TAB =
QA
QB
TAB(detT ), ΞT
A
B =
QB
QA
TABΞ (3.1.15)
When (3.1.13) holds1, we can consistently set detTAB = I = Ξ, and obtain the
multiparametric deformations SLq,r(N).
The algebra GLq,r(N) becomes a Hopf algebra with the following coproduct ∆,
counit ε and coinverse κ:
∆(TAB) = T
A
B ⊗ TBC (3.1.16)
ε(TAB) = δ
A
B (3.1.17)
κ(TAB) = (T
−1)AB (3.1.18)
∆(detT ) = detT ⊗ detT, ∆(Ξ) = Ξ⊗ Ξ, ∆(I) = I ⊗ I (3.1.19)
ε(detT ) = 1, ε(Ξ) = 1, ε(I) = 1 (3.1.20)
κ(detT ) = Ξ, κ(Ξ) = detT, κ(I) = I (3.1.21)
The quantum inverse of TAB in (3.1.18) is given by:
(T−1)AB = Ξ Π
(1,N)
AB t
A
B (3.1.22)
where t AB is the quantum minor, i.e. the quantum determinant of the submatrix of
T obtained by removing the B-th row and the A-th column, and Π
(1,N)
AB is a function
of the parameters q:
Π
(1,N)
AB ≡
∏N
C=B+1(−qBC)∏N
D=A+1(−qAD)
(3.1.23)
The superscript (1,N) reminds the range of the indices A,B,C,... In the uniparamet-
ric case, the quantum inverse has the simpler expression:
(T−1)AB = Ξ (−q)A−Bt AB (3.1.24)
Note 3.1.6 As in Note 1.2.1, we recall that in general κ2 6= 1 and
κ2(TAB) = D
A
CT
C
D(D
−1)DB = d
Ad−1B T
A
B, (3.1.25)
where D is a diagonal matrix, DAB = d
AδAB, given by d
A = r2A−1 for GLq,r(N).
This matrix satisfies:
dAd−1C (R
−1)BADCR
EC
BF = δ
A
F δ
E
D, d
Ad−1C R
AB
CD(R
−1)CEFB = δ
A
F δ
E
D (3.1.26)
dBd−1D (R
−1)ABCDR
CE
FB = δ
A
F δ
E
D, d
Bd−1D R
BA
DC(R
−1)ECBF = δ
A
F δ
E
D (3.1.27)
1We disregard the solutions ∀A ∈ a, QA = N
√
1 because we want a continuous deformation of
the classical limit.
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RACCBd
−1
C = δ
A
B = (R
−1)ACCBdC (3.1.28)
This last condition fixes the normalization of D. Relations (3.1.26) and (3.1.27)
define a second inverse R∼1 of the R matrix and a second inverse (R−1)∼1 of the
R−1 matrix as:
(R∼1)ABCD ≡ dBd−1D (R−1)ABCD (3.1.29)
((R−1)∼1)ABCD ≡ dAd−1C RABCD (3.1.30)
Using (3.1.28) we can relate the D matrix to this second inverse:
(D−1)AB = (R
∼1)ACCB, D
A
B = ((R
−1)∼1)ACCB (3.1.31)
This generalizes the analogous discussion for the uniparametric D matrix given in
[19].
We turn now to the real forms of GLq,r(N), that are defined by ∗-conjugations of
the GLq,r(N) Hopf algebra; see Section 1.3. These conjugations must be compatible
with the RTT relations: this restricts the range of the parameters q, r. Three such
conjugations are known (cf. [74]):
i) T ∗ = T , i.e. the elements TAB are “real”. Applying the ∗-conjugation to
the RTT equations (3.1.1) yields again the RTT relations if the R matrix satisfies
R¯ = R−1. This happens for |qAB| = |r| = 1, i.e. for deformation parameters lying
on the unit circle in C (cf. eq. (3.1.9)). The quantum group is then denoted by
GLq,r(N ;R).
ii) (TAB)
∗ = TA
′
B′ with primed indices defined as A
′ = N + 1 − A. Here
compatibility with the RTT relations requires R¯ABCD = R
B′A′
D′C′, satisfied when
q¯AB = qB′A′, r ∈ R.
iii) (TAB)
∗ = κ(TBA), the generalization of the unitarity condition for the
matrix T . In this case (left as an exercise in [74]) the restriction on the R matrix is
R¯ABCD = R
DC
BA, leading to the conditions q¯AB = qBA, r ∈ R. The corresponding
quantum groups are denoted by Uq,r(N).
Imposing also detT = I yields the quantum groups SLq,r(N ;R) or SUq,r(N).
3.2 The universal enveloping algebra of GLq,r(N)
We construct the universal enveloping algebra of GLq,r(N) as the algebra of regular
functionals [19] on GLq,r(N): it is generated by the functionals L
±, ε and Φ defined
below.
The L± functionals are defined as in Section 2.2 where the uniparametric R-
matrix is now replaced by the multiparametric one.
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A determinant can be defined for the matrix L±AB, as in Note 2.2.1, this is given
by:
detL± = L±11L
±2
2 · · ·L±NN . (3.2.1)
A quantum inverse for L±AB can be found, using an expression analogous to (3.1.22)
with qAB → q−1AB. For this we need to introduce the element Φ defined by:
ΦdetL+detL− = detL+detL−Φ = ε . (3.2.2)
Then the quantum inverse of L±AB is given by:
(L±AB)
−1 = Φ detL∓ Π
(1,N)
BA ℓ
A
B (3.2.3)
where ℓ AB is the quantum minor and Π
(1,N)
BA is given in (3.1.23). Notice that Φ detL
∓
is the inverse of detL± because of property (3.2.13) below.
The co-structures of the algebra generated by the functionals L±, ε and Φ are
as in Section 2.2 :
∆′(L±AB) = L
±A
G ⊗ L±GB (3.2.4)
ε′(L±AB) = δ
A
B (3.2.5)
κ′(L±AB) = L
±A
B ◦ κ (3.2.6)
∆′(detL±) = detL± ⊗ detL±, (3.2.7)
∆′(Φ) = Φ⊗ Φ,∆′(ε) = ε⊗ ε (3.2.8)
ε′(detL±) = 1, ε′(Φ) = 1, ε′(ε) = 1 (3.2.9)
κ′(detL±) = Φ detL∓, (3.2.10)
κ′(Φ) = detL+detL−, κ′(ε) = ε (3.2.11)
Note 3.2.1 In (3.2.6) we have defined κ′ using κ, we now prove that κ′(L±AB) =
(L±AB)
−1 as defined in (3.2.3). This shows that κ′(L±AB) is expressible by polyno-
mials in L±AB,Φ.
Proof : From (L±)−1L± = ε we have 1 = [(L±1 )
−1L±1 ](T ) = (L
±
1 )
−1(T2)L
±
1 (T2) =
(L±1 )
−1(T2)R
±
12 so that (L
±
1 )
−1(T2) = R
±
12
−1
.
From κ(T )T = 1 we similarly have [κ′(L±1 )](T2) = R
±
12
−1
and therefore κ′(L±AB) =
(L±AB)
−1.
Since κ′ is an inner operation in the algebra generated by the functionals L±AB, ε
and φ we conclude that these elements generate the Hopf algebra Uq,r(gl(N)) of the
regular functionals on the quantum group GLq,r(N).
In the following we list some useful properties of the L± functionals.
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Properties of L±
i) Similarly to the uniparametric case, cf. Note 2.2.1 – Note 2.2.3, we have
L±AAL
±B
B = L
±B
BL
±A
A ; L
+A
AL
−B
B = L
−B
BL
+A
A (3.2.12)
As a consequence:
detL+detL− = detL−detL+. (3.2.13)
We also have
L±AB(detT ) = δ
A
B(c
±)Nr±1Q−1A (3.2.14)
detL±(TAB) = δ
A
B(c
±)Nr±1QA (3.2.15)
detL±(TAB) = L
±A
B(detT )Q
2
A. (3.2.16)
From (3.2.1) it is easy to see that detL±(I) = 1.
ii) Since the RLL relations are the same as the RTT relations with qAB → (qAB)−1,
r → r−1, we obtain a formula analogous to (3.1.15):
(detL±)L±AB =
QB
QA
L±AB(detL
±), (3.2.17)
moreover
(detL∓)L±AB =
QB
QA
L±AB(detL
∓) . (3.2.18)
iii) From (3.2.17) and (3.2.18) the following element:
detL+(detL−)−1 = (detL−)−1detL+ (3.2.19)
is seen to be central. Notice that it is also group-like since
∆′(detL±) = detL± ⊗ detL±. (3.2.20)
In general even if detL+(detL−)−1 is central and group-like it is not equal to ε
because
detL+(detL−)−1(TAB) = (c
+)N (c−)−N r2δAB. (3.2.21)
iv) The elements L+AAL
−A
A (no sum on A) play a special role for particular values
of the deformation parameters qAB, r; if we set
L+AAL
−A
A ≡ εA (3.2.22)
we leave as an exercise to deduce that (no sum on repeated indices):
εA(T
B
C) ≡ c+c−δBC
q2AB
r2
, εA(I) = 1, εA(Ξ) = [εA(detT )]
−1 (3.2.23)
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εA(ab) = εA(a)εA(b), a, b ∈ GLq,r(N) (3.2.24)
κ′(L±AA) = L
∓A
Aε
−1
A (3.2.25)
εAεB = εBεA, εAL
±B
B = L
±B
BεA (3.2.26)
detL+detL− = ε1 · · · εN ; (3.2.27)
κ′(detL±) = detL∓(ε1 · · · εN)−1 = (ε1 · · · εN)−1detL∓ (3.2.28)
Note 3.2.2 When detT is central (QA = 1) we also have that detL
± is central
(cf. (3.2.17) and (3.2.18) ). As in Note 2.2.2, for QA = 1 and (c
±)Nr±1 = 1,
the functionals L±and ε generate the Hopf algebra U(slq,r(N)), and we have the
simplified relations:
detL+(detL−)−1 = ε (3.2.29)
[L±AB](detT ) = δ
A
B no sum on A (3.2.30)
[detL±](TAB) = δ
A
B (3.2.31)
[detL±](detT ) = 1 (3.2.32)
Note 3.2.3 When qAB = r we recover the standard uniparametric R matrix, we
have also QA = 1 and, for c
+c− = 1,
∀A εA = ε i.e. L+AAL−AA = L−AAL+AA = ε . (3.2.33)
In this case the Hopf algebra of functionals Uq,r(gl(N)) is equivalent to the algebra
generated by the symbols L±,Φ and εmodulo relations (2.2.12),(2.2.13) and (3.2.33)
[19].
Note 3.2.4 GLq,r(N) and Uq,r(gl(N)) are graded Hopf algebras: T
A
B has grade +1,
κ(TAB) has grade −1, I has grade 0, det T has grade +N etc., and similarly for
L±.
Conjugation
The canonical ∗-conjugation on Uq,r(gl(N)) induced by the ∗-conjugation on
GLq,r(N) is given by:
ψ∗(a) ≡ ψ(κ−1(a∗)) (3.2.34)
where ψ ∈ Uq,r(gl(N)), a ∈ GLq,r(N), and the overline denotes the usual com-
plex conjugation. It is not difficult to determine the action on the basis elements
L±AB. The three GLq,r(N) ∗-conjugations i), ii), iii) of the previous section induce
respectively the following conjugations on the L±AB:
i) (L±AB)
∗ = κ′
2
(L±AB)
ii) (L±AB)
∗ = κ′
2
(L∓A
′
B′)
iii) (L±AB)
∗ = κ′(L∓BA) . (3.2.35)
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3.3 The quantum group IGLq,r(N)
The q-inhomogeneous group IGLq,r(N) is freely generated by the non-commuting
matrix elements TAB [A = (0, a); a : 1, ..N ], the identity I and the inverse ξ of the
q-determinant of T as defined in (3.1.6), modulo the relations:
T 0a = 0 (3.3.1)
and the relations:
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (3.3.2)
Rab efT
e
cx
f =
q0c
r
xbT a c (3.3.3)
Rab efx
exf = rxbxa (3.3.4)
q0aT
a
cu = q0cuT
a
c (3.3.5)
q0ax
au = uxa (3.3.6)
where xa ≡ T a 0 and u ≡ T 00.
It is not difficult to check that this algebra, endowed with the coproduct ∆, the
counit ε and the coinverse κ defined by :
∆(TAB) = T
A
C ⊗ TCA; ε(TAB) = δAB; κ(T ) = T−1 (3.3.7)
∆(ξ) = ξ ⊗ ξ; ε(ξ) = 1; κ(ξ) = det T (3.3.8)
∆(I) = I ⊗ I; ε(I) = 1; κ(I) = I (3.3.9)
where the quantum inverse of TAB is given by (T
−1)AB = ξ Π
(0,N)
AB t
A
B [see eq.
(3.1.23): tB
A is the quantum minor ], is a Hopf algebra. The proof goes as in
uniparametric case (see the second ref. of [65]).
In the commutative limit it is the algebra of functions on IGL(N) plus the
dilatation T 00..
Relations (3.3.7)-(3.3.9) explicity read:
∆(T a b) = T
a
c ⊗ T c b, ∆(I) = I ⊗ I, (3.3.10)
∆(xa) = T a b ⊗ xb + xa ⊗ u (3.3.11)
∆(u) = u⊗ u, ∆(ξ) = ξ ⊗ ξ (3.3.12)
∆(detT a b) = detT
a
b ⊗ detT a b (3.3.13)
ε(T a b) = δ
a
b , ε(I) = 1, (3.3.14)
ε(xa) = 0 (3.3.15)
ε(u) = ε(ξ) = 1 (3.3.16)
ε(detT a b) = 1 (3.3.17)
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κ(T a b) = (T
−1)a b = ξu Π
(1,N)
ab t
a
b (3.3.18)
κ(I) = I, (3.3.19)
κ(xa) = −κ(T a b)xbκ(u) (3.3.20)
κ(u) = detT a b ξ (3.3.21)
κ(ξ) = u detT a b, κ(detT
a
b) = ξu (3.3.22)
where for completeness we have included the expressions for the q-determinant of
T . Note that κ(u)u = I = uκ(u).
This procedure is very similar to that discussed for GLq,r(N +1) in Section 3.1:
indeed both these Hopf algebrae are obtained from the algebra freely generated
by TAB, I,Ξ or ξ through the introduction of moduli relations i.e. as quotients of
suitable two-sided ideals: the one generated by the RTT relations in the GLq,r(N+
1) case, and the one generated by the (3.3.1)-(3.3.6) relations in the IGLq,r(N)
case.
We now rederive the quantum group IGLq,r(N) as a quotient of GLq,r(N + 1):
all Hopf algebra properties of IGLq,r(N) will descend from those of GLq,r(N + 1).
The formalism employed will be useful in the next section to deduce the differential
calculus on IGLq,r(N) from the one on GLq,r(N + 1).
We start from the observation that the R-matrix of GLq,r(N+1) can be written
as (A=(0,a)):
RABCD =

r 0 0 0
0 r
q0b
δbd 0 0
0 (r − r−1)δad q0ar δac 0
0 0 0 Rab cd
 (3.3.23)
where Rab cd is the R-matrix of GLq,r(N), and the indices AB are ordered as
00, 0b, a0, ab.
It is apparent that the GLq,r(N + 1) R matrix contains the information on
GLq,r(N). We will show that it also contains the information about the quantum
group IGLq,r(N).
In the index notation A = (0, a) the RTT relations explicity read :
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (3.3.24)
T acT
b
0 =
qab
qc0
T b0T
a
c (3.3.25)
T a0T
b
d =
qab
q0d
T bdT
a
0 +
r
q0d
(r − r−1)T adT b0 (3.3.26)
T acT
0
d =
qa0
qcd
T 0dT
a
c (3.3.27)
T 0cT
b
d =
q0b
qcd
T bdT
0
c +
r
qcd
(r − r−1)T 0dT bc (3.3.28)
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T a 0T
b
0 = qabT
b
0T
a
0 (3.3.29)
T 0cT
b
0 =
q0b
qc0
T b0T
0
c (3.3.30)
T 0 cT
0
d = qdcT
0
dT
0
c (3.3.31)
T 00T
b
d =
q0b
q0d
T bdT
0
0 +
r
q0d
(r − r−1)T 0dT b0 (3.3.32)
T 00T
b
0 = q0bT
b
0T
0
0 (3.3.33)
T 00T
0
d = qd0T
0
dT
0
0 (3.3.34)
where a < b and c < d.
Consider now in GLq,r(N) the space H of all sums of monomials containing at
least an element of the kind T 0a (i.e. H is the ideal in GLq,r(N + 1) generated by
the elements T 0a as we will see). Notice that T
0
0T
b
d − q0bq0dT bdT 00 is an element of
H because of relation (3.3.32).
We now prove that H is a Hopf ideal, i.e. an ideal in the GLq,r(N + 1) algebra
that is also compatible with the co-structures of GLq,r(N +1); this allows to struc-
ture GLq,r(N + 1)/H as a Hopf algebra [83]. We denote by ∆N+1, εN+1 and κN+1
the co-structures of GLq,r(N + 1).
Theorem 3.3.1 The space H is a Hopf ideal in GLq,r(N + 1), that is:
i) H is a two-sided ideal in GLq,r(N + 1)
ii) H is a co-ideal i.e.
∆N+1(H) ⊆ H ⊗GLq,r(N + 1) +GLq,r(N + 1)⊗H ; εN+1(H) = 0 (3.3.35)
iii) H is compatible with κN+1 :
κN+1(H) ⊆ H . (3.3.36)
Proof:
i) H is trivially a subalgebra of GLq,r(N + 1). It is a right and left ideal since
∀h ∈ H, ∀a ∈ GLq,r(N + 1) ha ∈ H and ah ∈ H. This follows immediately from
the definition of H as sums of monomials containing at least a factor T 0a. H is the
ideal in GLq,r(N + 1) generated by the elements T
0
a.
ii) First notice that ∆N+1(T
0
b) ∈ H ⊗GLq,r(N + 1) +GLq,r(N + 1)⊗H. Now by
definition of H we have
∀ h ∈ H, h = a T 0 bc, a, c ∈ GLq,r(N + 1). (3.3.37)
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where a T 0 bc represents a sum of monomials. Then we find
∆N+1(h) = ∆N+1(a)∆N+1(T
0
b)∆N+1(c) ∈ H ⊗GLq,r(N + 1)+GLq,r(N + 1)⊗H .
(3.3.38)
Moreover, since εN+1 vanishes on T
0
b we have:
εN+1(h) = 0, ∀h ∈ H. (3.3.39)
These relations ensure that (3.3.35) hold.
iii)
κN+1(T
0
b) = Ξ Π
(0,N)
ob t
0
b (3.3.40)
where Π
(0,N)
ob is defined in (3.1.23) and it is easy to see that the quantum minor
tb
0 ∈ H since it is the determinant of a matrix that has elements T 0a in the first
row. Then
κN+1(h) = κN+1(a T
0
bc) = κN+1(c)κN+1(T
0
b)κN+1(a) ∈ H (3.3.41)
and Theorem 3.3.1 is proved. ✷✷✷
We now consider the quotient
GLq,r(N + 1)
H
, (3.3.42)
and the canonical projection
P : GLq,r(N + 1) −→ GLq,r(N + 1)/H (3.3.43)
Any element of GLq,r(N + 1)/H is of the form P (a). Also, P (H) = 0, i.e. H =
Ker(P ).
Since H is a two-sided ideal, GLq,r(N + 1)/H is an algebra with the following
sum and products:
P (a) +P (b) ≡ P (a+ b) ; P (a)P (b) ≡ P (ab) ; µP (a) ≡ P (µa), µ ∈ C (3.3.44)
We will use the following notation:
xa ≡ P (T a0) ; u ≡ P (T 00) ; ξ ≡ P (Ξ) (3.3.45)
and with abuse of symbols:
T ab ≡ P (T ab) ; I ≡ P (I) ; 0 ≡ P (0) (3.3.46)
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notice that P (T 0a) = P (0) = 0. Using (3.3.44) it is easy to show that T
a
b, x
a, u, ξ
and I generate the algebra GLq,r(N + 1)/H. From the RTT relations R12T1T2 =
T2T1R12 in GLq,r(N + 1) we find the “P (RTT )” relations in GLq,r(N + 1)/H:
P (R12T1T2) = P (T2T1R12) i.e. R12P (T1)P (T2) = P (T2)P (T1)R12 (3.3.47)
that are explicity given in (3.3.2)-(3.3.6).
Since H is a Hopf ideal then GLq,r(N + 1)/H is also a Hopf algebra with co-
structures:
∆(P (a)) ≡ (P ⊗ P )∆N+1(a) ; ε(P (a)) ≡ εN+1(a) ; κ(P (a)) ≡ P (κN+1(a))
(3.3.48)
Indeed (3.3.35) and (3.3.36) ensure that ∆, ε, and κ are well defined. For example
(P ⊗ P )∆N+1(a) = (P ⊗ P )∆N+1(b) if P (a) = P (b) . (3.3.49)
In order to prove the Hopf algebra axioms of Appendix A for ∆, ε, κ we just have
to project those for ∆N+1, εN+1, κN+1 . For example, the first axiom is proved by
applying P ⊗ P ⊗ P to (∆N+1 ⊗ id)∆N+1(a) = (id ⊗ ∆N+1)∆N+1(a). The other
axioms are proved in a similar way.
Notice that on the generators T ab, x
a, u, ξ and I the co-structures (3.3.48) act
as in (3.3.7)-(3.3.9).
In conclusion: the elements T ab, x
a, u, ξ and I generate the Hopf algebra
GLq,r(N + 1)/H and satisfy the “P (RTT )” commutation rules (3.3.2)-(3.3.6). The
co-structures act on them exactly as the co-structures defined in (3.3.7)-(3.3.9).
Therefore the quotient GLq,r(N + 1)/H is the q-inhomogeneous group defined at
the beginning of this section:
IGLq,r(N) =
GLq,r(N + 1)
H
. (3.3.50)
The canonical projection P : GLq,r(N + 1) → IGLq,r(N) is an epimorphism
between these two Hopf algebrae.
Note 3.3.1 The consistency of the P (RTT ) relations with the co-structures ∆, ε
and κ is easily proved. For example,
∆(P (R12T1T2)− P (T2T1R12)) = 0 (3.3.51)
is a particular case of eq. (3.3.49). Similarly for ε and κ.
We have thus obtained a R matrix formulation of the inhomogeneous IGLq,r(N)
quantum groups. Indeed the results of this section can be summarized in the fol-
lowing theorem:
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Theorem 3.3.2 The quantum inhomogeneous groups IGLq,r(N) are freely gener-
ated by the non-commuting matrix elements TAB [A=(0, a), with a = 1, ...N)] and
the identity I, modulo the relations:
T 0 b = 0 (3.3.52)
and the RTT relations
RABEFT
E
CT
F
D = T
B
FT
A
ER
EF
CD (3.3.53)
The co-structures of IGLq,r(N) are simply given by:
∆(TAB) = T
A
C ⊗ TCB (3.3.54)
κ(TAB) = T
−1D
C (3.3.55)
ε(TAB) = δ
A
B (3.3.56)
✷✷✷
Note 3.3.2 From the commutations (3.3.5) - (3.3.6) we see that one can set u = I
only when q0a = 1 for all a.
Note 3.3.3 P (detTAB) = u detT
a
b is central in IGLq,r(N) only when QA = 1,
A=0,1,..N (apply the projection P to eq. (3.1.15)). Note that here we have QA ≡∏N
C=0(
qCA
r
).
Note 3.3.4 It is not difficult to see how the real forms of GLq,r(N+1) are inherited
by IGLq,r(N). In fact, only the conjugation i) of GLq,r(N +1), discussed in Section
3.1, is compatible with the coset structure of IGLq,r(N). More precisely, H is a
∗-Hopf ideal, i.e. (H)∗ ⊆ H , only for T ∗ = T . Then we can define a ∗-structure on
IGLq,r(N) as [P (a)]
∗ ≡ P (a∗).
Theorem 3.3.3 The centrality of u is incompatible with the centrality of detT a b.
Proof: Suppose that q0a = 1 so that u is central. Then the centrality of detT
a
b
is equivalent to the centrality of P (detTAB) and requires QA = 1 (Note 3.3.3); in
particular Q0 ≡ ∏Nc=1 rq0c = 1, which cannot be since for q0a = 1 we find Q0 = rN .
✷✷✷
The commutations of det T a b and ξ with all the generators are given by:
(det T c d)T
a
b =
Qa
Qb
T a b(det T
c
d), ζT
a
b =
Qb
Qa
T a bζ (3.3.57)
(det T c d)x
a =
Qa
Q0
xa(det T c d), ζx
a =
Q0
Qa
xaζ (3.3.58)
(det T c d)u = u(det T
c
d), ζu = uζ (3.3.59)
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where here Qa ≡ ∏Nc=1( qcar ) and ζ is the inverse of det T c d, i.e. ζ ≡ uξ. We see that
the commutations of det T c d with T
a
b are the correct ones for GLq,r(N) (i.e. are
identical to the ones deduced in Section 3.1). In the standard uniparametric case
Qa = 1, and the q-determinant det T
c
d becomes central (and likewise ζ), provided
that also Q0 = 1.
We have derived the properties of the quantum group IGLq,r(N) from those of
IGLq,r(N + 1), we now study the structure of IGLq,r(N) with respect to its Hopf
subalgebra GLq,r(N); this is explicitly done in Theorem 3.3.4, while in Theorem
3.3.5 the same construction is seen in a more general and abstract setting.
We first notice that the x0 ≡ u and xa elements generate a subalgebra of
IGLq,r(N) because their commutation relations do not involve the T
a
b elements.
Moreover these elements can be ordered using (3.3.4) and (3.3.6), and the Poincare´
series of this subalgebra is the same as that of the commutative algebra in N + 1
indeterminates, indeed (3.3.4) and (3.3.6) read
xAxB = qABx
BxA ∀ A < B . (3.3.60)
A linear basis of this subalgebra is therefore given by the ordered monomials: ζ i ≡
ui0(x1)i1 ... (xN)iN . Then, using (3.3.3) and (3.3.5), a generic element of IGLq,r(N)
can be written as ζ iai where ai ∈ GLq,r(N) and we conclude that IGLq,r(N) is
a right GLq,r(N)–module generated by the ordered monomials ζ
i. Since the RTT
relations of IGLq,r(N) (3.3.2)–(3.3.6) are homogeneous both in the x
a and in x0 we
can naturally introduce a (Z,N) grading : the generators xa have grade (0, 1), x0
has degree (1, 0), (x0)−1 has degree (−1, 0), the elements of GLq,r(N) have degree
(0, 0). Then
IGLq,r(N) =
∑
(h,k)∈(Z,N)
⊕ Γ(h,k) (3.3.61)
where Γ(0,0) = GLq,r(N),
Γ(0,1) = {xaba / ba ∈ GLq,r(N)} , Γ(±1,0) = {(x0)±1b / b ∈ GLq,r(N)}
Γ(h,k) = {(x0)hxa1xa2 . . . xakba1a2...ak / ba1a2...ak ∈ GLq,r(N)} ∀ h ∈ Z, k ∈ N .
Therefore IGLq,r(N) is a direct sum of right GLq,r(N)-modules; it is also a graded
algebra with the product ζ ibi · ζ ′jb′j trivially inherited from the IGLq,r(N) algebra
structure (in the sequel we will omit the “·”).
We now show that each right module Γ(h,k) is a bicovariant bimodule onGLq,r(N),
also IGLq,r(N) =
∑⊕
(h,k)∈(Z,N) Γ
(h,k) is a bicovariant bimodule with left and right
coactions δL and δR that are multiplicative: forall a, b ∈ IGLq,r(N), δL(ab) =
δL(a)δL(b), δR(ab) = δR(a)δR(b). This shows that the structure of a inhomoge-
neous quantum group is similar to that of the exterior algebra of a generic Hopf
algebra [as discussed at the end of point iv), Section 2.1]; also recall that, as noticed
in the end of Subsection 2.4.6, the exterior algebra of forms is a Hopf algebra.
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Theorem 3.3.4 IGLq,r(N), when qa0 = const ∀a, is a bicovariant graded algebra,
i.e. it is a graded algebra with left and right coactions
δL : IGLq,r(N)→ GLq,r(N)⊗ IGLq,r(N)
δR : IGLq,r(N)→ IGLq,r(N)⊗GLq,r(N)
that commute, see (3.3.67), are multiplicative: δL(ab) = δL(a)δL(b), δR(ab) =
δR(a)δR(b), ∀ a, b ∈ IGLq,r(N), and preserve the grading .
Proof Consider the linear map δR : IGLq,r(N)→ IGLq,r(N)⊗GLq,r(N) defined
by
δR(x
A) = xA ⊗ I ; δR(a) = ∆(a) ∀ a ∈ GLq,r(N). (3.3.62)
and extended multiplicatively on all IGLq,r(N). This grade preserving map is
obviously well defined on GLq,r(N) because it coincides with the coproduct on
GLq,r(N) [GLq,r(N) is the Hopf subalgebra of IGLq,r(N) with degree zero]; it is
also well defined on all IGLq,r(N) since it is multiplicative and compatible with
(3.3.2)-(3.3.6). We check for example (3.3.3) with qa0 = const ≡ q0 ∀a:
δR(x
aT b d) = x
aT b c ⊗ T c d =
q0
r
RbaefT
e
cx
f ⊗ T c d = δR
(
q0
r
RbaefT
e
dx
f
)
.
This shows that δR : IGLq,r(N)→ IGLq,r(N)⊗GLq,r(N) is well defined.
To show that δR is a right coaction notice that
∀ ζ iai , (δR ⊗ id)δR(ζ iai) = (id⊗∆)δR(ζ iai) ; (id⊗ ε)δR(ζ iai) = ζ iai . (3.3.63)
For the left coaction we proceed as in the previous case, defining the linear map
δL : IGLq,r(N)→ GLq,r(N)⊗ IGLq,r(N),
δL(x
a) = T a b ⊗ xb ; δL(x0) = I ⊗ x0 ; δL(a) = ∆(a) ∀ a ∈ GLq,r(N) (3.3.64)
which is extended multiplicatively on all IGLq,r(N). As was the case for δR, it is
well defined on GLq,r(N) and it is also well defined on all IGLq,r(N) because it is
multiplicative and compatible with (3.3.2)-(3.3.6).
To prove that δL is a left coaction notice that
(ε⊗ id)δL(xa) = xa , (∆⊗ id)δL(xa) = T a d⊗ T d b⊗ xb = (id⊗ δL)δL(xa) (3.3.65)
and similarly for x0. Now since δL(a) = ∆(a) if a ∈ GLq,r(N), and since δL is
multiplicative, we have on all IGLq,r(N):
(ε⊗ id)δL = id ; (∆⊗ id)δL = (id⊗ δL)δL . (3.3.66)
Finally, the compatibility of δL and δR:
(id⊗ δR)δL = (δL ⊗ id)δR (3.3.67)
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follows directly from:
(id⊗ δR)δL(xa) = T a b ⊗ xb ⊗ I = (δL ⊗ id)δR(xa)
(id⊗ δR)δL(x0) = I ⊗ x0 ⊗ I = (δL ⊗ id)δR(x0)
✷✷✷
Corollary 3.3.5 IGLq,r(N), for qa0 = const ∀a, is a bicovariant bimodule over
GLq,r(N) freely generated, as a right module, by the elements ζ
i; also any submod-
ule Γ(h,k) is a bicovariant bimodule freely generated by the elements ζ i with degree
(h, k).
Proof We immediately have that IGLq,r(N) and Γ
(h,k) are bimodules with the
left module structure trivially inherited from the algebra IGLq,r(N). IGLq,r(N)
is a bicovariant bimodule because, since the left and right coactions δL and δR are
multiplicative, they are compatible with the left and right product of GLq,r(N) on
IGLq,r(N); moreover they satisfy (3.3.67). Also the submodules Γ
(h,k) are bicovari-
ant bimodules since the coactions δL and δR are grade preserving.
We now recall that a bicovariant bimodule is always freely generated by a basis
of right invariant elements, [cf. the text after (2.1.47)]. We also know that the ζ i are
right invariant. Now, since they generate IGLq,r(N), they linearly span the space
of right invariant elements [IGLq,r(N)]inv, and since they are linearly independent,
they form a basis of [IGLq,r(N)]inv. We conclude that IGLq,r(N) is freely generated
by the ζ i: ζ iai = 0⇒ ai = 0 ∀i. The same arguments apply also to each submodule
Γ(h,k). ✷✷✷
In conclusion, the Hopf algebra IGLq,r(N) is very rich because it is both a bico-
variant and a graded algebra on GLq,r(N). The bicovariant structure of IGLq,r(N)
can be seen as an example of a general theory by Radford [61] on the properties
of Hopf algebras A with a Hopf subalgebra H that is also a quotient of A. On the
structure of inhomogeneous quantum groups see also the last reference in [65]. We
summarize some results of [61] in the following
Theorem 3.3.6 Let A and H be Hopf algebras and suppose there exist Hopf
algebras homomorphisms π : A → H and i : H →֒ A such that π◦i = idH .
Consider the projection Π on A defined by:
Π(a) = a1i[κπ(a2)] a ∈ A (3.3.68)
and let
B ≡ Π(A) . (3.3.69)
Then:
a) B is a subalgebra of A, ∆(B) ⊆ A⊗ B and
B ≡ Π(A) = {b / b1 ⊗ π(b2) = b⊗ I}. (3.3.70)
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b) B is also a coalgebra with counit ε that is the restriction to B of the counit
ε of A, and with coproduct ∆ given by
∆(Π(a)) = Π(a1)⊗Π(a2) . (3.3.71)
[Notice that ∆ is in general not compatible with the algebra structure of B,
only (1.1.4) and (1.1.5) hold].
c) B is an H-bicovariant algebra with trivial right action and coaction and with
left action given by the adjoint map adhb = i(h1)bi(κ(h2)) ∀h ∈ H, ∀b ∈ B ,
and left coaction given by δL(b) = π(b1)⊗ b2 ∈ H ⊗B , ∀b ∈ B.
d) As a coalgebra B is compatible with the left action ad and with the left
coaction δL (we use the notation ∆(b) = b1 ⊗ b2):
∆(adhb) = adh1b1 ⊗ adh2b2 , ε(adhb) = ε(h)ε(b) ,
(id⊗∆)δL(b) = (mH ⊗ id)(δL ⊗ δL)∆(b) ,
(id⊗ ε)δL(b) = ε(b)IH .
(3.3.72)
Moreover
∆(bb′) = b1 adb2(1)b
′
1 ⊗ b2(2)b′2 (3.3.73)
where we have used the notations δL(b) = b
(1) ⊗ b(2).
e) B ⊗ H has a canonical Hopf algebra structure (cross-product and cross-
coproduct construction) denoted B×·H . The product is given by:
(b⊗ h)(b′ ⊗ h′) = b(adh1b′)⊗ h2h′ ∀h ∈ H, b ∈ B (3.3.74)
the counit is given by ε⊗ ε and the coproduct is given by
∆(b⊗ h) = (b1 ⊗ b2(1)h1) ⊗ (b2(2) ⊗ h2) . (3.3.75)
d) B×·H and A are isomorphic Hopf algebras via the isomorphism ϑ:
ϑ(b⊗ h) = bi(h) , ϑ−1(a) = Π(a1)⊗ π(a2) (3.3.76)
✷✷✷
Note 3.3.5 The algebra B has a braided Hopf algebra structure, and the quantum
group A has a natural interpretation via Majid bosonization procedure [62], [63].
Since B is a bicovariant bimodule overH , with trivial right action and right coaction
[i.e. B is a bimodule on the quantum double D(H), cf. Note 2.3.3] the braiding Ψ
is given via the left action and the left coaction of H on B:
Ψ(b⊗ b′) = adb(1)b′ ⊗ b(2) (3.3.77)
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then (3.3.73) states that ∆ as defined in (3.3.71) is braided multiplicative:
∆(bb′) = b1Ψ(b2 ⊗ b′1)b′2 . (3.3.78)
Finally B is a braided Hopf algebra with antipode κ(b) = i[π(b1)]κ(b2).
In our case A = IGLq,r(N), the projection π : IGLq,r(N)→ GLq,r(N), that is
well defined only if qa0 = const ≡ q0 ∀a, is given by
π(T a b) = T
a
b , π(u) = I , π(x
a) = 0 , (3.3.79)
the subalgebra B is generated by the x0 ≡ u and xa elements that satisfy (3.3.4) and
(3.3.6) i.e. xAxB = rR−1
AB
CDx
DxC . The braiding is: Ψ(xa ⊗ xb) = r
q0
R−1
AB
CDx
DxC ,
Ψ(x⊗ u) = u ⊗ x, Ψ(u⊗ x) = x⊗ u, the coproduct (coaddition) is ∆(u) = u ⊗ u,
∆(xa) = xa ⊗ I + I ⊗ xa and the braided antipode and counit are κ(u) = u−1,
κ(xa) = −xa and ε(u) = 1, ε(xa) = 0.
Note 3.3.6 We also have IGLq,r(N) = M×·GLuq,r(N) where M is the subalgebra
of IGLq,r(N) generated by the elements x
au−1 and GLuq,r(N) is the quantum group
generated by GLq,r(N) and the dilatation u.
3.4 Differential calculus on GLq,r(N)
The bicovariant differential calculus on the uniparametric q-groups of the A,B,C,D
series can be formulated in terms of the corresponding R-matrix and the associated
L± functionals. This holds also for the multiparametric case. In fact all formulas
are the same, modulo substituting the q parameter with r when it appears explicitly
(typically as 1
q−q−1
).
We list here some relevant formulae that do not appear in Section 2.2:
ω A2A1 T
R
S = s(R
−1)TB1CA1(R
−1)A2CB2ST
R
Tω
B2
B1
(3.4.1)
ω A2A1 det T = s
Nr−2
QA1
QA2
(det T )ω A2A1 (3.4.2)
ω A2A1 Ξ = s
−Nr2
QA2
QA1
(Ξ)ω A2A1 (3.4.3)
where we recall that s ≡ (c+)−1c−, cf. eq.s (2.2.2) and (2.2.3).
Notice that det T and Ξ commute with all the ω (and thus can be set to I) iff
all QA are equal and for s
Nr−2 = 1, or s = r
2
N α with αN = 1, which agrees with
the condition found in Note 3.1.5.
Using
da = (χA1A2 ∗ a) ω A2A1 (3.4.4)
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we compute the exterior derivative on the basis elements of GLq,r(N), and on the
q-determinant:
d TAB =
1
r − r−1 [s (R
−1)CRET (R
−1)TESBT
A
C − δSRTAB] ω SR (3.4.5)
d Ξ =
s−Nr2 − 1
r − r−1 Ξ τ (3.4.6)
d detT =
sNr−2 − 1
r − r−1 (detT )τ (3.4.7)
The reader can verify via the Leibniz rule, and with the help of eq. (3.4.2), that
d[(det T )Ξ] = d[Ξ(det T )] = 0. From (3.4.7) we find that the bi-invariant 1-form τ
that defines the exterior differential via da = 1
r−r−1
[τa− aτ ] is given by
τ =
r − r1
sNr−2 − 1Ξd detT . (3.4.8)
again, det T = I = Ξ requires sNr−2 = 1.
The expression of the ω in terms of a linear combination of κ(T )dT , similar to
the classical case is:
ω AA =
r
s(s− r2 − r4 + sr4) [(r
2 − s) κ(TAB)dTBA + r2(s− 1) κ(TCB)dTBCθCA +
+(−r2 − sr2 + s+ sr4) κ(TCB)dTBCθAC ], no sum on A (3.4.9)
ω BA = −s−1
r
qBA
κ(TBC)dT
C
A, A 6= B (3.4.10)
When s = 1, the classical limit ω BA
q=r→1−→ −κ(TAC)dTCB reproduces the familiar
formula ω = −g−1dg for the left-invariant 1-forms on the group manifold. More
generally, for s = rα, α ∈ C, we have:
ω AA
r→1−→ [ 2− α
2(α− 1)
∑
B
κ(TAB)dT
B
A+
α
2(α− 1)
∑
B
∑
C 6=A
κ(TCB)dT
B
C ], no sum on A,
(3.4.11)
which shows that the inversion formula (3.4.9) diverges in the classical limit for
s = r.
Conjugation
Compatibility of the conjugation defined in (3.2.34) with the differential calculus
requires (χi)
∗ to be a linear combination of the χi. From (3.2.35) and (2.2.52), it is
straightforward to find how the ∗-conjugation acts on the tangent vectors χ. Only
the conjugations i) and iii) are compatible with the differential calculus:
i) (χAB)
∗ = −r−2NdCRDABC(χCD)
iii) (χAB)
∗ = (χBA) (3.4.12)
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Using the inversion formulae (3.4.10) and (3.4.5), or using (2.3.52), one finds
the induced ∗-conjugation on the left-invariant 1-forms (here s = rα, α ∈ R):
i) (ω BA )
∗ = r2N(R−1)BCDAd
−1
B ω
D
C ,
iii) (ω BA )
∗ = −ω AB . (3.4.13)
3.5 Differential calculus on IGLq,r(N)
In this section we present a bicovariant differential calculus on IGLq,r(N), based
on the following set of functionals f and elements M :
f a2b1a1 b2 = κ
′(L+b1a1)L
−a2
b2
f a20a1 b2 = κ
′(L+0a1)L
−a2
b2
f a2b10 b2 = κ
′(L+b10)L
−a2
b2
≡ 0
f a200 b2 = κ
′(L+00)L
−a2
b2
(3.5.1)
M b1 a2b2a1 = T
b1
a1
κ(T a2b2)
M b1 a2b20 = T
b1
0κ(T
a2
b2
)
M0 a2b2a1 = 0
M0 a2b20 = T
0
0κ(T
a2
b2
) (3.5.2)
The f in (3.5.1) are a subset of the f functionals of GLq,r(N + 1), obtained by
restricting the indices of f i j to i = ab and i = 0b. The third f is identically zero
because of upper triangularity of L+, i.e. L+b10 = 0.
The elements M ∈ IGLq,r(N) in (3.5.2) are obtained with the same restriction
on the adjoint indices, and by projecting with P . The effect of the projection is to
replace the coinverse in GLq,r(N +1), i.e. κN+1 , with the coinverse κ of IGLq,r(N)
(see the last of (3.3.48)). The third element in (3.5.2) becomes zero because of P .
Theorem 3.5.1 The functionals in (3.5.1) vanish when applied to elements of
Ker(P ) ⊂ GLq,r(N + 1).
Proof: first one checks directly that the functionals (3.5.1) vanish when applied
to T 0 b. This extends to any element of the form T
0
ba (a ∈ A), i.e. to any element
of Ker(P ), because of the property (2.1.32) and the vanishing of the functionals in
(3.5.7).
✷✷✷
The theorem states that the f functionals are well defined on the quotient
IGLq,r(N) = GLq,r(N + 1)/Ker(P ), in the sense that the “projected” function-
als
f¯ : IGLq,r(N)→ C, f¯(P (a)) ≡ f(a) , ∀a ∈ GLq,r(N + 1) (3.5.3)
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are well defined. Indeed if P (a) = P (b), then f(a) = f(b) because f(Ker(P )) =
0. This holds for any functional f vanishing on Ker(P ), not only for the f i j
functionals.
The product fg of two generic functionals vanishing on KerP also vanishes
on KerP , because KerP is a co-ideal (see Theorem 3.3.1): fg(KerP ) = (f ⊗
g)∆N+1(KerP ) = 0. Therefore fg is well defined on IGLq,r(N), and
fg[P (a)] = fg(a) = (f⊗g)∆N+1(a) = (f¯P⊗g¯P )∆N+1(a) = (f¯⊗g¯)∆(P (a)) ≡ f¯ g¯[P (a)]
(3.5.4)
(use the first of (3.3.48)) so that the product of f¯ and g¯ involves the coproduct ∆
of IGLq,r(N).
There is a natural way to introduce a coproduct on the f¯ ’s :
∆′f¯ [P (a)⊗ P (b)] ≡ f¯ [P (a)P (b)] = f¯ [P (ab)] = f(ab) = ∆′N+1f(a⊗ b) . (3.5.5)
It is also easy to show that
∆′f¯ ij = f¯
i
k ⊗ f¯kj i.e. f¯ ij [P (a)P (b)] = f¯ ik[P (a)]f¯kj [P (b)] (3.5.6)
with i, j, k running over the restricted set of indices ab, 0b. Indeed due to
f A2b10 B2 ≡ 0, f 0B1A1 b2 ≡ 0 (3.5.7)
(a consequence of upper and lower triangularity of L+ and L− respectively ), for-
mulae (2.1.35) and (2.1.32) involve only the f ij listed in (3.5.1), which annihilate
KerP . Then
f¯ ij[P (a)P (b)] = f¯
i
j[P (ab)] = f
i
j(ab) = f
i
k(a)f
k
j(b) = f¯
i
k[P (a)]f¯
k
j[P (b)] (3.5.8)
and (3.5.6) is proved.
With abuse of notations we will simply write f instead of f¯ . Then the f in
(3.5.1) will be seen as functionals on IGLq,r(N). Notice that with the same abuse of
notations, the product, coproduct and antipode of the f and f¯ functionals coincide.
Theorem 3.5.2 The right A-module (A = IGLq,r(N)) Γ freely generated by
ωi ≡ ω a2a1 , ω a20 is a bicovariant bimodule over IGLq,r(N) with right multiplication:
ωia = (f i j ∗ a)ωj, a ∈ IGLq,r(N) (3.5.9)
where the f i j are given in (3.5.1), the ∗-product is computed with the co-product
∆ of IGLq,r(N), and the left and right actions of IGLq,r(N) on Γ are given by
∆L(aiω
i) ≡ ∆(ai)I ⊗ ωi (3.5.10)
∆R(aiω
i) ≡ ∆(ai)ωj ⊗M ij (3.5.11)
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where the M ij are given in (3.5.2) and from now on we use the notation ∆L = ∆Γ
and ∆R = Γ∆.
Proof: we prove the theorem by showing that the functionals f and the ele-
ments M listed in (3.5.1) and (3.5.2) satisfy the properties (2.1.32)-(2.1.51) (cf.
the theorem by Woronowicz discussed in the Section 2.1). It is straightforward to
verify directly that the elements M in (3.5.2) do satisfy the properties (2.1.44) and
(2.1.45). We have already shown that the functionals f in (3.5.1) satisfy (2.1.32),
and property (2.1.33) obviously also holds for this subset.
Consider now the last property (2.1.51). We know that it holds for GLq,r(N+1).
Take the free indices j and k as ab and 0b, and apply the projection P on both
members of the equation. It is an easy matter to show that only the f ’s in (3.5.1)
and the M ’s in (3.5.2) enter the sums: this is due to the vanishing of some P (M)
and to (3.5.7). We still have to prove that the ∗ product in (2.1.51) can be computed
via the coproduct ∆ in IGLq,r(N). Consider the projection of property (2.1.51),
written symbolically as:
P [M(f ⊗ id)∆N+1(a)] = P [(id⊗ f)∆N+1(a)M ] . (3.5.12)
Now apply the definition (3.5.3) and the first of (3.3.48) to rewrite (3.5.12) as
P (M)(f¯ ⊗ id)∆(P (a)) = (id⊗ f¯)∆(P (a))P (M) . (3.5.13)
This projected equation then becomes property (2.1.51) for the IGLq,r(N) func-
tionals f and adjoint elements M , with the correct coproduct ∆ of IGLq,r(N).✷✷✷
Using the general formula (3.5.9) we can deduce the ω, T commutations for
IGLq,r(N):
ω a2a1 T
r
s = s(R
−1)tb1 ca1(R
−1)a2cb2sT
r
tω
b2
b1
(3.5.14)
ω a2a1 x
r = s
q0a1
q0a2
xrω a2a1 − (r − r−1)
sr
q0a2
T r a1ω
a2
0 (3.5.15)
ω a2a1 u = s
q0a1
q0a2
u ω a2a1 (3.5.16)
ω a2a1 det T
a
b = s
Nr−2
Qa1
Qa2
(det T a b)ω
a2
a1
(3.5.17)
ζω a2a1 = s
Nr−2
Qa1
Qa2
ω a2a1 ζ (3.5.18)
ω a20 T
r
s = s
r
q0t
(R−1)a2tb2sT
r
tω
b2
0 (3.5.19)
ω a20 x
r =
s
q0a2
xrω a20 (3.5.20)
ω a20 u =
s
q0a2
uω a20 (3.5.21)
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ω a20 det T
a
b = s
Nr−2
Q0
Qa2
(det T a b)ω
a2
0 (3.5.22)
ζω a20 = s
Nr−2
Q0
Qa2
ω a20 ζ (3.5.23)
Note 3.5.1 u commutes with all ω ’s only if q0a = 1 (cf. Note 3.3.2) and s = 1.
This means that u = I is consistent with the differential calculus on IGLq0a=1,r(N)
only if the additional condition s = 1 is satisfied.
The 1-form τ ≡ ∑a ω aa is bi-invariant, as one can check by using (3.5.10)-
(3.5.11). Then an exterior derivative on IGLq,r(N) can be defined as in eq. (2.2.45),
and satisfies the Leibniz rule. The alternative expression da = (χi∗a)ωi (cf. (3.4.4))
continues to hold, where
χab =
1
r − r−1 [f
ca
c b − δab ε]
χ0b =
1
r − r−1 [f
c0
c b] (3.5.24)
are the left-invariant vectors dual to the left-invariant 1-forms ω ba and ω
b
0 . They
are functionals on IGLq,r(N) and as a consequence of (3.5.6) we have
∆′(χab) = χ
c
d ⊗ f dac b + ε⊗ χab (3.5.25)
∆′(χ0b) = χ
c
d ⊗ f d0c b + χ0d ⊗ f d00 b + ε⊗ χ0b (3.5.26)
The exterior derivative on the generators T a b is given by formula (3.4.5) with
lower case indices. For the other generators we find:
dxa = −s r
q0s
T a sω
s
0 +
s− 1
r − r−1x
aτ (3.5.27)
du =
s− 1
r − r−1uτ (3.5.28)
dξ =
s−N−1r2 − 1
r − r−1 ξ τ (3.5.29)
Moreover:
d(det T a b) =
sNr−2 − 1
r − r−1 (det T
a
b)τ (3.5.30)
dζ =
s−Nr2 − 1
r − r−1 ζτ (3.5.31)
(ζ ≡ uξ). Again we find that u = I implies s = 1, and det T a b = ζ = I requires
sNr−2 = 1.
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Every element ρ of Γ can be written as ρ = akdbk for some ak, bk belonging to
IGLq,r(N). In fact one has the same formula as in (3.4.9) for ω
n
m , where all indices
now are lower case. For ω n0 we find:
ω n0 = −
q0n
sr
[κ(T na)dx
a + κ(xn)du] (3.5.32)
Finally, the two properties (2.1.3) and (2.1.4) hold also for IGLq,r(N), because
of the bi-invariance of τ = ω aa . Thus all the axioms for a bicovariant first order
differential calculus on IGLq,r(N) are satisfied.
The exterior product of left-invariant 1-forms is defined as
ωi ∧ ωj ≡ ωi ⊗ ωj − Λij klωk ⊗ ωl (3.5.33)
where
Λij kl = f
i
l(M
j
k ) (3.5.34)
This Λ tensor can in fact be obtained from the one of GLq,r(N + 1) by restrict-
ing its indices to the subset ab, 0b. This is true because when i, l = ab or 0b we
have f i l(KerP ) = 0 so that f
i
l is well defined on IGLq,r(N), and we can write
f i l(M
j
k ) = f¯
i
l[P (M
j
k )] (see discussion after Theorem 3.5.1). The non-vanishing
components of Λ read:
Λ a2 d2a1 d1 |c1 b1c2 b2 = df2d−1c2 Rf2b1c2g1(R−1)c1g1e1a1(R−1)a2e1g2d1Rg2d2b2f2 (3.5.35)
Λ a2 d20 d1 |c1 0c2 b2 =
q0c2
q0c1
(R−1)a2c1g2d1R
g2d2
b2c2
(3.5.36)
Λ a2 d2a1 0 |c1 0c2 b2 = −(r − r−1)
q0c2
q0a2
δc1a1R
a2d2
b2c2
(3.5.37)
Λ a2 d2a1 0 |0 b1c2 b2 =
q0a1
q0a2
df2d−1c2 R
f2b1
c2a1
Ra2d2b2f2 (3.5.38)
Λ a2 d20 0 |0 0c2 b2 =
q0c2
q0a2
r−1Ra2d2b2c2 (3.5.39)
These components still satisfy the characteristic equation (2.2.40), because the Λ
tensor of GLq,r(N + 1) does satisfy this equation, and if the free adjoint indices
are taken as ab, 0b, only the components in (3.5.35)-(3.5.39) enter in (2.2.40). To
prove this, consider Λij kl with k, l of the type ab or 0b and observe that it vanishes
unless also i, j are of the type ab, 0b. (This can be checked directly via the formula
(2.2.39)). Then equations (2.2.42) and (2.2.43) hold also for the ω’s of IGLq,r(N).
Note that Λ−1 tensor of IGLq,r(N) can be obtained by specializing the indices
in the Λ−1 tensor of GLq,r(N + 1) given in (2.2.37), as we did for Λ. The reader
can convince himself of this by i) observing that the Λ−1 ijkl tensor of (2.2.37) also
vanishes when k, l = ab or 0b and i, j are not of the type ab, 0b; ii) considering the
equation Λ−1 ijrsΛ
rs
kl = δ
i
kδ
j
l for k, l = ab or 0b.
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The exterior differential on Γ∧n can be defined as in Section 2.2 (eq. (2.2.44)),
and satisfies all the properties (2.1.81)-(2.1.84). As for GLq,r(N + 1) the last two
hold because of the bi-invariance of τ .
The Cartan-Maurer equations are
dωi =
1
r − r−1 (τ ∧ ω
i + ωi ∧ τ) = −1
2
C ijk ω
j ∧ ωk (3.5.40)
with
Ca1 b1a2 b2 | c2c1 =
2
r2 + r−2
[−(r − r−1)δb1b2δa1c1 δc2a2 +Ca1 b1a2 b2 | c2c1 ] (3.5.41)
Ca1 0a2 b2 | c20 =
2
r2 + r−2
Ca1 0a2 b2 | c20 (3.5.42)
C0 b1a2 b2 | c20 =
2
r2 + r−2
[−(r − r−1)δb1b2δc2a2 +C0 b1a2 b2 | c20 ] (3.5.43)
The structure constants C (appearing in the q-Lie algebra of IGLq,r(N), see later)
are given by
Cc1 b1c2 b2 | d2d1 =
1
r − r−1 [−δ
b1
b2
δc1d1δ
d2
c2
+ Λ a d2a d1 |c1 b1c2 b2 ] (3.5.44)
= structure constants of GLq,r(N)
Cc1 0c2 b2 | d20 = −
q0c2
q0c1
Rc1d2b2c2 (3.5.45)
C0 b1c2 b2 | d20 =
1
r − r−1 [−δ
b1
b2
δd2c2 + d
f2d−1c2 R
f2b1
c2a
Rad2b2f2 ] (3.5.46)
We conclude this section by observing that the functionals f and χ in (3.5.1)
and (3.5.24) close on the algebra (2.1.111), (2.1.112)-(2.1.114), where the product
of functionals is defined by the coproduct ∆ in IGLq,r(N). This result is expected,
since the functionals in (3.5.1) and (3.5.24) correspond to a bicovariant differential
calculus on IGLq,r(N).
2
2An explicit proof is also instructive. We first note that in GLq,r(N + 1) the subset in (3.5.1)
and (3.5.24) closes by itself on the bicovariant algebra (2.1.111), (2.1.112)-(2.1.114). This is due to
the particular index structure of the tensors C and Λ, and to the vanishing of the f components
in (3.5.7). The nonvanishing components of C and Λ that enter the operatorial bicovariance
conditions (where the free adjoint indices are taken as ab, 0b), are given in (3.5.44)-(3.5.46) and
(3.5.35)-(3.5.39). Finally, we know that the f functionals vanish on KerP , and so do the χ
functionals (as can be deduced from their definition in terms of the f functionals, eq. (2.2.52)).
From the discussion after Theorem 3.5.1 it follows that they are well defined on IGLq,r(N), and
that their products involve the IGLq,r(N) coproduct ∆.
Thus the relations (2.1.111), (2.1.112)-(2.1.114) hold for the functionals (3.5.1) and (3.5.24)
on IGLq,r(N). They are the bicovariance conditions corresponding to a consistent differential
calculus on IGLq,r(N).
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Using the values of the Λ andC tensors in (3.5.35)-(3.5.39) and (3.5.44)-(3.5.46),
we can explicitly write the “q-Lie algebra” of IGLq,r(N) as:
χc1c2χ
b1
b2
− Λ a2 d2a1 d1 |c1 b1c2 b2 χa1a2χd1d2 =
1
r − r−1 [−δ
b1
b2
δc1d1δ
d2
c2
+ Λ a d2a d1 |c1 b1c2 b2 ]χd1d2 (3.5.47)
χc1c2χ
0
b2
+ (r − r−1) q0c2
q0a2
Ra2d2b2c2χ
c1
a2
χ0d2 −
− q0c2
q0c1
(R−1)a2c1g2d1R
g2d2
b2c2
χ0a2χ
d1
d2
= −q0c2
q0c1
Rc1d2b2c2 χ
0
d2
(3.5.48)
χ0c2χ
b1
b2
− q0a1
q0a2
df2d−1c2 R
f2b1
c2a1
Ra2d2b2f2χ
a1
a2
χ0d2 =
1
r − r−1 [−δ
b1
b2
δd2c2 + d
f2d−1c2 R
f2b1
c2a
Rad2b2f2 ]χ
0
d2
(3.5.49)
χ0c2χ
0
b2
− q0c2
q0a2
r−1 Ra2d2b2c2 χ
0
a2
χ0d2 = 0 (3.5.50)
where Λ a2 d2a1 d1 |c1 b1c2 b2 is the braiding matrix of GLq(n), given in (3.5.35), so that the
commutations in (3.5.47) are those of the q-subalgebra GLq(n). Note that the r → 1
limit on the right hand sides of (3.5.47) and (3.5.49) is finite, since the terms in
square parentheses are a (finite) series in r − r−1 whose 0− th order part vanishes
[see (2.2.55) and (2.2.57)].
3.6 The universal enveloping algebra of IGLq,r(N)
In the previous section we have considered the Hopf algebra generated by the f
functionals in (3.5.1). This, togheter with f 000 0, is the universal enveloping algebra
Uq,r(igl(N)) of IGLq,r(N) [see later, after (3.6.66)]. We now briefly give an L
±
description of Uq,r(igl(N)). For all the details we refer to Section 4.3 where a
similar construction is performed in the orthogonal case.
In the preceding section we have identified the f functionals on IGLq,r(N) with
the corresponding f functionals on GLq,r(N), in the same perspective, we construct
Uq,r(igl(N)) as a Hopf subalgebra of Uq,r(gl(N + 1)). Let
IU ≡ [L+AB, L−ab, L−00,Φ, ε] (3.6.51)
be the subalgebra of Uq,r(gl(N + 1)) generated by L
+A
B, L
−a
b, L
−0
0,Φ, ε. (Φ is the
inverse of detL+detL−).
The remaining Uq,r(gl(N + 1)) generators L
−b
0 are the only ones that do not
annihilate T 0 a (the generators of H) and are not included in (3.6.51): we construct
the universal enveloping algebra of IGLq,r(N) as the Hopf subalgebra of Uq,r(gl(N+
1)) that annihilates the ideal H .
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Since ∆(IU) ⊆ IU ⊗ IU and κ′(IU) ⊆ IU (as can be immediately seen at the
generators level) we have that IU is a Hopf subalgebra of Uq,r(gl(N+1)). Moreover
one can also give the following R-marix formulation (cf. Theorem 4.4.2):
Theorem 3.6.1 The Hopf algebra IU is generated by ε, Φ and the matrix entries:
L− =
(
L+AB
)
, L− =
(
L−00 0
0 L−ab
)
these functionals satisfy the q-commutation relations:
R12L−2L−1 = L−1L−2R12 or equivalently R12L−2L−1 = L−1L−2R12 (3.6.52)
R12L
+
2 L
+
1 = L
+
1 L
+
2 R12 , (3.6.53)
R12L+2 L−1 = L−1L+2R12 , (3.6.54)
where R12 ≡ c−[L−1(T2)]−1 that is Rabcd = Rabcd , RABAB = RABAB and otherwise RABCD =
0 . ✷✷✷
Relations (3.6.52) and (3.6.53) explicitly read as in (3.3.24)–(3.3.34), just sub-
stitute T with L± and “read from right to left”; this is due to R12L
±
2 L
±
1 = L
±
1 L
±
2 R12
while we have R12T1T2 = T2T1R12. Relations (3.6.54) read
RabefL
+f
dL
−e
c = L
−a
eL
+b
fR
ef
cd (3.6.55)
L+b dL
−0
0 =
qd0
qb0
L−00L
+b
d (3.6.56)
L+0dL
−a
c =
qa0
r
RefcdL
−a
eL
+0
f (3.6.57)
L+0dL
−0
0 =
qd0
r2
L−00L
+0
d (3.6.58)
L+00L
−a
c =
qa0
qc0
L−acL
+0
0 (3.6.59)
L+00L
−0
0 = L
−0
0L
+0
0 (3.6.60)
Note 3.6.1 Apply the second espression in (3.6.52) to TAB to obtain the quantum
Yang-Baxter equation for the matrix R. The need for a new R-matrix R can be
seen as due to the impossibility of considering IU as a quotient of the algebra
Uq,r(GL(N + 1)). The commutation relation that prevents IU to be a quotient
of Uq,r(GL(N + 1)) with respect to the ideal generated by the L
−a
0 elements is:
L+0dL
−a
0=
qao
q0d
L−a0L
+0
d+(1− r−2)qa0(L−adL+00 − L+adL−00).
We stress that IU is a subalgebra of Uq,r(N + 1), so that (3.6.52), (3.6.53),
(3.6.55)–(3.6.60) hold in GLq,r(N) as well. On the opposite side, the R-matrix of
the IGLq,r(N) RTT relations is the same as the R-matrix of the GLq,r(N + 1)
RTT relations, but this last set of RTT relations does not contain as a subset the
previous one.
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We now briefly study the structure of IU with respect to Uq,r(gl(N)), that is
easily seen to be a Hopf subalgebra of IU . It is also a quotient of IU via the
Hopf algebra projection [well defined only if qa0 = const ≡ q0 ∀a see (3.6.56) and
(3.6.59)]:
π(L−0a) = 0 , π(L
−0
0) = I , π(L
±a
b) = L
±a
b , π(L
+a
0) = L
+a
0 , π(ε
′) = ε′ .
Then the results of Theorem 3.3.6 apply to IU as well, and we can write the Hopf
algebra isomorhism IU ∼= B′×·Uq,r(gl(N)) where B′ is the algebra generated by L+00
and L+0a. Also Theorem 3.3.4 hold for IU since we can introduce the following
(Z,N) grading: the elements L±ab have grade (0, 0), the elements L
+0
a have grade
(0, 1), the elements L±00 have grade (±1, 0). This grading is compatible with the
RLL commutation relations. Notice also that the elements L+00 and L
−0
0 are not
independent (see the text after (4.3.17) for a general discussion in the orthogonal
case, the GLq,r(N) case is similar); here we give an easier argument that holds only
if qa0 = const = r ∀a: we fix the coefficient c− defined in (2.2.3) and studied after
(2.2.20), to be c− = (c+)−1 (notice that the parameter s = (c+)−1c− entering the
differential calculus is still arbitrary, the parameter c− is completely irrelevant). It
follows that L−00 has a simple dependence from L
+0
0: (L
−0
0)
−1 = L+00. [Proof:
∀A,B , (L−00)−1(TAB) = L+00(TAB), ∆′(L±00) = L±00 ⊗ L±00].
From the RLL relations a generic element of IU can be written as ηiai (or
aiη
i) where ai ∈ Uq,r(gl(N)) and ηi are ordered monomials in the L+00 and L+0a
elements: ηi = (L+00)
i0(L+01)
i1 ... (L+0N)
iN . As in Corollary 3.1.1, we have that
IU , for qa0 = const ∀a, is a bicovariant bimodule over GLq,r(N) freely generated,
as a right module, by the elements ηi; moreover
Uq,r(igl(N)) =
∑
(h,k)∈(Z,N)
⊕ Γ′(h,k) (3.6.61)
where Γ′(0,0) = Uq,r(gl(N))
Γ′(0,1) = {L+0aϕa / ϕa ∈ Uq,r(gl(N))} , Γ′(±1,0) = {(L+00)±1ϕ / ϕ ∈ Uq,r(gl(N))}
Γ′(h,k) = {(L+00)hL+0a1L+0a2 . . . L+0akϕa1a2...ak / ϕa1a2...ak ∈ Uq,r(gl(N))} (3.6.62)
Any submodule Γ′(h,k) is a bicovariant bimodule freely generated by the elements
ηi with degree (h, k) ∈ (Z,N). We leave to the reader to reformulate Note 3.3.5 and
Note 3.3.6 in this context.
Duality IU ↔ IGLq,r(N)
We now show that IU is dually paired to IGLq,r(N). This is the fundamental
step allowing to interpret IU as the universal enveloping algebra of IGLq,r(N).
Theorem 3.6.2 IU annihilates H .
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Proof : This theorem has implicitly been proved in Theorem 3.5.1 and in the
comments before (3.5.4). An explicit proof is given in Theorem 4.4.4. ✷✷✷
In virtue of Theorem 3.6.2 the following bracket is well defined:
Definition. 〈 , 〉 : IU ⊗ IGLq,r(N) −→ C
〈a′, P (a)〉 ≡ a′(a) (3.6.63)
∀a′ ∈ IU , ∀a ∈ IGLq,r(N)
where P : GLq,r(N + 1)→ GLq,r(N + 1)/H ≡ IGLq,r(N) is the canonical projec-
tion, which is surjective. The bracket is well defined because two generic counter-
images of P (a) differ by an addend belonging to H .
Since IU is a Hopf subalgebra of Uq,r(gl(N + 1)) and P is compatible with the
structures and costructures of GLq,r(N + 1) and IGLq,r(N), the following theorem
is then easily shown [cf. (3.5.4), (3.5.8) and Theorem 4.4.5]
Theorem 3.6.3 The bracket (3.6.63) defines a pairing between IU and IGLq,r(N) :
∀a′, b′ ∈ IU , ∀P (a), P (b) ∈ IGLq,r(N)
〈a′b′, P (a)〉 = 〈a′ ⊗ b′,∆(P (a))〉
〈a′, P (a)P (b)〉 = 〈∆′(a′), P (a)⊗ P (b)〉
〈κ′(a′), P (a)〉 = 〈a′, κ(P (a))〉
〈I, P (a)〉 = ε(a) ; 〈a′, P (I)〉 = ε′(a′)
✷✷✷
We now recall that IU and IGLq,r(N), besides being dually paired, are bi-
covariant algebras with the same graded structure (3.3.61) and (3.6.61), and can
both be obtained as a cross-product cross-coproduct construction: IGLq,r(N) ∼=
B×·GLq,r(N), IU ∼= B′×·Uq,r(gl(N)). In particular IGLq,r(N) and IU are freely
generated (as modules) by B and B′ i.e. by the two isomorphic sets of the ordered
monomials in the q-plane plus dilatation coordinates L+00, L
+0
a and u, x
a respec-
tively. We then conclude that IU is the universal enveloping algebra of IGLq,r(N):
Uq,r(igl(N)) ≡ IU . (3.6.64)
Projected differential calculus
We have found the inhomogeneous quantum group IGLq,r(N) by means of a
projection fromGLq,r(N+1); dually, its universal enveloping algebra is a given Hopf
subalgebra of Uq,r(gl(N + 1)). Using the same techniques we conclude this section
presenting another differential calculus on IGLq,r(N), that is obtained from the
previous one considering also the dilatation generator χ00. To derive this calculus
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one can follow the same steps of the Section 3.5, however the easiest way to derive
it is to apply the results of Section 2.3.
From (2.3.4) and (2.3.5) it is immediate to see that T ′ ≡ T∩Uq,r(igl(N)) satisfies
∆(T ′) ⊂ T ′ ⊗ ε+ Uq,r(igl(N))⊗ T ′ (3.6.65)
[T ′, T ′] ⊆ T ∩ IU = T ′ (3.6.66)
indeed Uq,r(igl(N)) is a Hopf subalgebra of Uq,r(gl(N+1)). Also condition (2.3.3) is
fulfilled since T ′ generates Uq,r(igl(N)) in the same way T generates Uq,r(gl(N+1))
[80], this is a consequence of the upper and lower triangularity of the L+ and L−
matrices and of the dependence of the diagonal elements of L+ from the diagonal
elements of L−. We therefore obtain an IGLq,r(N) bicovariant differential calculus
with q-Lie algebra generators:
χab , χ
0
b , χ
0
0 . (3.6.67)
Since these generators close on the subalgebra T ′ ⊂ T , we have that the structure
constants that appear in the IGLq,r(N) Lie algebra are a subset of the structure
constants that appear in the GLq,r(N + 1) Lie algebra [cf. the text after (3.5.34)].
The exterior differential reads
da = (χab ∗ a)ωab + (χa0 ∗ a)ωa0 + (χ00 ∗ a)ω00 ; (3.6.68)
where ωa
b, ωa
0, and ω0
0, following Section 2.3, are the 1-forms dual to the tangent
vectors (3.6.67).
3.7 The multiparametric quantum plane as a quan-
tum coset space
In this section we derive the differential calculus on the quantum plane
Funq,r
(
IGL(N)
GL(N)
)
, (3.7.1)
i.e. the subalgebra of IGLq,r(N) generated by the coordinates x
a. These coordinates
satisfy the commutations (3.3.4):
Rab efx
exf = rxbxa (3.7.2)
The main difference with the more conventional approach to the quantum plane
is that now the coordinates do not trivially commute with the GLq,r(N) q-group
elements, but q-commute according to relations (3.3.3):
Rab efT
e
cx
f =
q0c
r
xbT a c (3.7.3)
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From a more mathematical viewpoint the q-coset space Funq,r(IGL(N)/GL(N))
is the algebra B discussed in Theorem 3.3.6 and Note 3.3.5. B is generated by
u and xa. We then study the subalgebra of B generated only by the elements
xa. Expression (3.3.70) is the translation in Hopf algebra language of the classical
property: ∀g ∈ ISO(N) , ∀h ∈ SO(N) {gh} = {g} , where {g} is an element of
the coset ISO(N)/SO(N).
Lemma 3.7.1 χbc(a) = 0 when a is a polynomial in x
a and u with all monomials
containing at least one xa. This is easily proved by observing that no tensor exists
with the correct index structure. For s = 1 we can extend this lemma even to
u · · ·u, since for example
χbc(u) =
s− 1
r − r−1 δ
b
c (3.7.4)
and using the coproduct rule (3.5.25) one finds that χbc(u · · ·u) is always propor-
tional to s− 1. ✷✷✷
Theorem 3.7.1 χbc ∗ a = 0 when a is a polynomial in xa and s = 1.
Proof: we have χbc ∗ a = (id ⊗ χbc)(a1 ⊗ a2) = a1χbc(a2). (We use the notation
∆(a) ≡ a1 ⊗ a2). Since a2 is a polynomial in xa and u (use the coproduct rule
(3.3.11)), and χbc vanishes on such a polynomial when s = 1 (previous Lemma),
the theorem is proved. ✷✷✷
Because of this theorem we will henceforth set s = 1: then we can write the
exterior derivative of an element of the quantum plane as
da = (χs ∗ a)V s (3.7.5)
(with χs ≡ χ0s, V s ≡ ω s0 ), i.e. only in terms of the “q-vielbein” V s. Notice also
that du = 0.
The action and value of χs on the coordinates is easily computed [cf. the defi-
nition in (3.5.24)]:
χs ∗ xa = − r
q0s
T a s, χs(x
a) = − r
q0s
δas (3.7.6)
so that the exterior derivative of xa is:
dxa = − r
q0s
T a sV
s (3.7.7)
and gives the relation between the q-vielbein V s and the differentials dxa.
Using (3.5.26), the Leibniz rule for the “q-partial derivatives” χc is given by :
χc ∗ (ab) = (χd ∗ a)f d c ∗ b+ aχc ∗ b (3.7.8)
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where f d c ≡ f d00 c.
The xa and V b q-commute as (cf. (3.5.20)):
V axb = (q0a)
−1xbV a (3.7.9)
and via eq. (3.7.7) and (3.7.3) we find the dxa, xb commutations :
dxaxb = r−1(R−1)ab efx
fdxe (3.7.10)
After acting on this equation with d we obtain:
dxa ∧ dxb = −r−1(R−1)ab efdxf ∧ dxe (3.7.11)
which reproduce the known commutations between the differentials of the quantum
plane, cf. ref. [48], [50].
The commutations between the partial derivatives are given in eq.(3.5.50).
All the relations of this section are covariant under the IGLq,r(N) action:
xa −→ T a b ⊗ xb + xa ⊗ u (3.7.12)
and in particular under the GLq,r(N) action x
a −→ T a b ⊗ xb.
Note 3.7.1 The partial derivatives χc, and in general all the tangent vectors χ
of this chapter have “flat” indices. To compare them with the partial derivatives
discussed in [48], which have ”curved” indices, we need to define the operators
←
∂ s:
←
∂ s (a) ≡ −q0a
r
(χa ∗ a)κ(T a s) (3.7.13)
whose value and action on the coordinates is
←
∂ s (x
a) = δasI (3.7.14)
so that
da =
←
∂ s (a) dx
s (3.7.15)
which is equation (3.7.5) in “curved” indices [Note: ref. [48] adopts a definition of
←
∂ s such that da = dx
s (∂s(a))].
Using the Lie derivarive and the contraction operator defined on the full inho-
mogeneous quantum group one can also study the Cartan calculus on the quantum
plane; this should provide an alternative approach to [52].
The results of this section are applied to the multiparametric quantum plane
IGLqr(2)/GLqr(2) at the end of the Table. The usual relations of the uniparametric
case [48] are recovered after setting q = r.
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3.8 Table of IGLq,r(2)
The quantum group IGLq,r(2) and its differential calculus
Parameters: q(≡ q12), q01, q02, r
R and D-matrices of GLq,r(2):
Rab cd =

r 0 0 0
0 r
q
0 0
0 r − r−1 q
r
0
0 0 0 r
 , Dab =
(
r 0
0 r3
)
TAB (A,B=0,1,2): fundamental representation of IGLq,r(2)
TAB =
 u 0 0x1 α β
x2 γ δ

Determinant of IGLq,r(2) and definition of ξ
det TAB = u detT
a
b, where det T
a
b = αδ −
r2
q
βγ
ξ det TAB = det T
A
Bξ = I
Basis elements generating IGLq,r(2)
α, β, γ, δ, x1, x2, u, ξ
Commutations of the basis elements
αβ =
r2
q
βα, αγ = qγα, βδ = qδβ, γδ =
r2
q
δγ
βγ =
q2
r2
γβ, αδ − δα = r
q
(r − r−1)βγ,
αx1 =
q01
r2
x1α, βx1 =
q02
r2
x1β,
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αx2 = q
q01
r2
x2α, βx2 = q
q02
r2
x2β,
γx1 =
q01
q
x1γ − r
q
(r − r−1)αx2, δx1 = q02
q
x1δ − r
q
(r − r−1)βx2,
γx2 =
q01
r2
x2γ, δx2 =
q02
r2
x2δ
x1x2 = qx2x1
T a bu =
q0b
q0a
uT a b, x
au = (q0a)
−1uxa
(det TAB)T
A
B =
q0Aq1Aq2A
q0Bq1Bq2B
TAB(det T
A
B), qAA ≡ r, qAB ≡
r2
qBA
TABξ =
q0Aq1Aq2A
q0Bq1Bq2B
ξTAB
Conditions for centrality of det TAB = u detT
a
b, det T
a
b and u
centrality of u detT a b ⇐⇒ q01q02 = r2, q01 = q
centrality of det T a b ⇐⇒ q01q02 = r2, q = r
centrality of u ⇐⇒ q01 = q02 = 1
Inverse of TAB
(T−1)AB =
(
det T a bξ −(T−1)a bxb det T a bξ
0 (T−1)a b
)
(T−1)a b = ξu
(
δ −q−1β
−qγ α
)
Commutations of the left-invariant 1-forms ω
Notations: ω1 ≡ ω 11 , ω+ ≡ ω 21 , ω− ≡ ω 12 , ω2 ≡ ω 22 , V 1 ≡ ω 10 , V 2 ≡ ω 20
ω1 ∧ ω+ + ω+ ∧ ω1 = 0
ω1 ∧ ω− + ω− ∧ ω1 = 0
ω1 ∧ ω2 + ω2 ∧ ω1 = (1− r2)ω+ ∧ ω−
ω+ ∧ ω− + ω− ∧ ω+ = 0
ω2 ∧ ω+ + r2ω+ ∧ ω2 = r2(r2 − 1)ω+ ∧ ω1
ω2 ∧ ω− + r−2ω− ∧ ω2 = (1− r2)ω− ∧ ω1
ω2 ∧ ω2 = (r2 − 1)ω+ ∧ ω−
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ω1 ∧ ω1 = ω+ ∧ ω+ = ω− ∧ ω− = 0
ω1 ∧ V 1 + r2V 1 ∧ ω1 = 0
q−1
q02
q01
ω+ ∧ V 1 + V 1 ∧ ω+ = (1− r−2)ω1 ∧ V 2
ω− ∧ V 1 + r
2
q
q02
q01
V 1 ∧ ω− = 0
ω2 ∧ V 1 + V 1 ∧ ω2 = (1− r−2)q q01
q02
ω−V 2
ω1 ∧ V 2 + V 2 ∧ ω1 = 0
q−1
q02
q01
ω+ ∧ V 2 + V 2 ∧ ω+ = 0
q
r2
q01
q02
ω− ∧ V 2 + V 2 ∧ ω− = (1− r2)V 1 ∧ ω1
ω2 ∧ V 2 + r2 ∧ V 2 = (r2 − 1)[(1− r2)ω1 ∧ V 2 + r
2
q
q02
q01
ω+ ∧ V 1]
Cartan-Maurer equations:
dω1 + rω+ ∧ ω− = 0
dω+ + rω+(−r2ω1 + ω2) = 0
dω− + r(−r2ω1 + ω2)ω− = 0
dω2 − rω+ ∧ ω− = 0
dV 1 − q
r
q01
q02
ω− ∧ V 2 − r−1ω1 ∧ V 1 = 0
dV 2 − r
q
q02
q01
ω+ ∧ V 1 − r−1ω2 ∧ V 2 − (r − r−1)V 2 ∧ ω1 = 0
The q-Lie algebra:
Notations: χ1 ≡ χ11, χ+ ≡ χ12, χ− ≡ χ21, χ2 ≡ χ2, P 1 ≡ χ01, P 2 ≡ χ02
χ1χ+ − χ+χ1 − (r4 − r2)χ2χ+ = r3χ+
χ1χ− − χ−χ1 + (r2 − 1)χ2χ− = −rχ−
χ1χ2 − χ2χ1 = 0
χ+χ− − χ−χ+ + (1− r2)χ2χ1 − (1− r2)χ2χ2 = r(χ1 − χ2)
χ+χ2 − r2χ2χ+ = rχ+
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χ−χ2 − r−2χ2χ− = −r−1χ−
r2χ1P1 − P1χ1 + (r2 − 1)P2χ− = −rP1
q
q01
q02
χ+P1 − P1χ+ − r2(1− r2)χ2P2 = r3P2
χ−P1 − q
r2
q01
q02
P1χ− = 0
χ2P1 − P1χ2 = 0
χ1P2 − P2χ1 + (r2 − 1) q
r2
q01
q02
χ+P1 = 0
χ+P2 − q−1 q02
q01
P2χ+ = 0
r2
q
q02
q01
χ−P2 − P2χ− + (1− r2)χ2P1 = −rP1
r2χ2P2 − P2χ2 = −rP2
P1P2 − q
r2
q01
q02
P2P1 = 0
The exterior derivative of the basis elements
dα = s−r
2
r3−r
αω1 − s r
q12
βω+ + s−1
r−r−1
αω2
dβ = −r
2+s(1−r2+r4)
r3−r
βω1 − s q12
r
αω− + s−r
2
r3−r
βω2
dγ = s−r
2
r3−r
γω1 − s r
q12
δω+ + s−1
r−r−1
γω2
dδ = −r
2+s(1−r2+r4)
r3−r
δω1 − s q12
r
γω− + s−r
2
r3−r
δω2
dx1 = − sr
q01
αV 1 − sr
q02
βV 2 + s−1
r−r−1
x1τ
dx2 = − sr
q01
γV 1 − sr
q02
δV 2 + s−1
r−r−1
x2τ
du = s−1
r−r−1
uτ
dξ = r
2s−N−1−1
r−r−1
ξτ, dζ = r
2s−N−1
r−r−1
ζτ
d(det TAB) =
r−2sN+1−1
r−r−1
(det TAB)τ, d(det T
a
b) =
r−2sN−1
r−r−1
(det TAB)τ
The ωi in terms of the exterior derivatives on α, β, γ, δ, x1, x2, u:
ω1 = r
s(−r2−r4+s+sr4)
[(r2 − s)(κ(α)da+ κ(β)dγ) + r2(s− 1)(κ(γ)dβ + κ(δ)dδ)]
ω+ = −1
s
q12
r
[κ(γ)dα + κ(δ)dγ]
ω− = −1
s
r
q12
[κ(α)dβ + κ(β)dδ]
ω2 = r
s(−r2−r4+s+sr4)
[(s− r2 − sr2 + sr4)(κ(α)dα+ κ(β)dγ) + (r2 − s)(κ(γ)dβ + κ(δ)dδ)]
V 1 = − q01
sr
[κ(α)dx1 + κ(β)dx2 + κ(x1)du]
V 2 = − q02
sr
[κ(γ)dx1 + κ(δ)dx2 + κ(x2)du]
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The multiparametric quantum plane Funq,r (IGL(2)/GL(2))
x1x2 = qx2x1
dx1x1 = r−2x1dx1
dx1 x2 = q
r2
x2dx1
dx2 x1 = (r−2 − 1)x2dx1 + q−1x1dx2
dx2x2 = r−2x2dx2
dx1 ∧ dx2 = − q
r2
dx2 ∧ dx1
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Chapter 4
Geometry of the quantum
Inhomogeneous Orthogonal and
Symplectic Groups ISOq,r(N ) and
ISpq,r(N )
In this chapter we study the inhomogeneous orthogonal and symplectic groups,
their universal enveloping algebras and their differential calculi. We tush give a de-
tailed analysis of the geometry of these inhomogeneous groups that are canonically
associated (via a quotient procedure) to the orthogonal and symplectic quantum
groups studied in [19].
The method used in the previous chapter to obtain IGLq,r(N), is here ap-
plied to obtain ISOq,r(N) and ISpq,r(N) and to give an R-matrix formulation of
these q-groups. This method is based on a projection (consistent with respect
to the Hopf structure) from the corresponding quantum groups of higher rank
An+1, Bn+1, Cn+1, Dn+1.
In general the quantum inhomogeneous groups we analize do contain dilata-
tions. There exists however a subclass of dilatation-free cases for special values of
the deformation parameters. The important example of the q-Poincare´ group is
contained in our construction. In particular, we find a dilatation-free q-Poincare´
group depending on one real parameter q.
We next present a detailed study of the universal enveloping algebra of the mul-
tiparametric homogeneous orthogonal and symplectic groups and find a suitable set
of generators that can be ordered. This will clarify the structure of their inhomoge-
neous version. The projection procedure used to derive the ISOq,r(N) [ISpq,r(N)]
q-groups is then used to find their universal enveloping algebras as Hopf subalge-
bras of Uq,r(so(N +2)) [Uq,r(sp(N +2))]. An R-matrix formulation and the duality
ISOq,r(N)↔ Uq,r(iso(N)) [ISpq,r(N)↔ Uq,r(isp(N))] are explicitly given.
110
The quantum Lie algebras of ISOq,r(N) [ISPq,r(N)] are subspaces (adjoint sub-
modules) of Uq,r(iso(N)) [Uq,r(isp(N))], and in the second part of the chapter we
study these deformed Lie algebras and their associated differential calculi. This is
again done using the projection or quotient structure of ISOq,r(N) and ISpq,r(N).
Contrary to the IGLq,r(N) case, only for r = 1 we have a quantum differential
calculus that is a continuous deformation of the commutative one. The necessity
of taking r = 1 is discussed. In Section 4.5 we briefly introduce the multiparamet-
ric bicovariant calculus on the homogeneous orthogonal and symplectyc q-groups.
In Section 4.6 we examine the case r = 1. We clarify some issues related to the
classical limit and see how in this limit some tangent vectors become linearly de-
pendent, thus providing the correct classical dimension of the tangent space. A
similar mechanism occurs for the left-invariant 1-forms. In Section 4.7 the bicovari-
ant calculi on ISOq,r=1(N) [ISpq,r=1(N)] are studied. We first consider a calculus
that has one more generator than in the classical case, this generator correspond
to the dilatation u of the quantum inhomogeneous group. Then we show how to
restrict this calculus to one that has the same numbler of tangent vectors that ap-
pear in the classical case. All the quantities relevant to this differential calculus
are explicitly constructed. The results are then directly applied to the q-Poincare´
group ISOq(3, 1).
4.1 Bn, Cn, Dn multiparametric quantum groups
The Bn, Cn, Dn multiparametric quantum groups are freely generated by the non-
commuting matrix elements T a b (fundamental representation) and the identity I,
modulo the quadratic RTT and CTT relations discussed below. The noncommu-
tativity is controlled by the R matrix:
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (4.1.1)
which satisfies the quantum Yang-Baxter equation (2.1.69)
Ra1b1a2b2R
a2c1
a3c2
Rb2c2b3c3 = R
b1c1
b2c2
Ra1c2a2c3R
a2b2
a3b3
, (4.1.2)
a sufficient condition for the consistency of the “RTT” relations (4.1.1). The R-
matrix components Rab cd depend continuously on a (in general complex) set of
parameters qab, r. For qab = r we recover the uniparametric q-groups of ref. [19].
Then qab → 1, r → 1 is the classical limit for which Rab cd → δac δbd : the matrix entries
T a b commute and become the usual entries of the fundamental representation. The
multiparametric R matrices for the A,B,C,D series can be found in [74] (other
ref.s on multiparametric q-groups are given in [75, 76]). For the B,C,D case they
read:
Rab cd = δ
a
c δ
b
d[
r
qab
+ (r − 1)δab + (r−1 − 1)δab′](1− δan2) + δan2δbn2δn2c δn2d
+(r − r−1)[θabδbcδad − ǫaǫcθacrρa−ρcδa′bδc′d]
(4.1.3)
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where θab = 1 for a > b and θab = 0 for a〈b; we define n2 ≡ N+12 and primed indices
as a′ ≡ N + 1− a. The indices run on N values (N=dimension of the fundamental
representation T a b), with N = 2n+ 1 for Bn[SO(2n+ 1)], N = 2n for Cn[Sp(2n)],
Dn[SO(2n)]. The terms with the index n2 are present only for the Bn series. The
ǫa and ρa vectors are given by:
ǫa =

+1 for Bn, Dn,
+1 for Cn and a < n,
−1 for Cn and a > n.
(4.1.4)
(ρ1, ...ρN) =

(N
2
− 1, N
2
− 2, ..., 1
2
, 0,−1
2
, ...,−N
2
+ 1) for Bn
(N
2
, N
2
− 1, ...1,−1, ...,−N
2
) for Cn
(N
2
− 1, N
2
− 2, ..., 1, 0, 0,−1, ...,−N
2
+ 1) for Dn
(4.1.5)
Moreover the following relations reduce the number of independent qab parameters
[75], [74]:
qaa = r, qba =
r2
qab
; (4.1.6)
qab =
r2
qab′
=
r2
qa′b
= qa′b′ (4.1.7)
where (4.1.7) also implies qaa′ = r. Therefore the qab with a < b <
N
2
give all the
q’s.
It is useful to list the nonzero complex components of the R matrix (no sum on
repeated indices):
Raa aa = r, a 6= n2
Raa
′
aa′ = r
−1, a 6= n2
Rn2n2n2n2 = 1
Rab ab =
r
qab
, a 6= b, a′ 6= b (4.1.8)
Rab ba = r − r−1, a > b, a′ 6= b
Raa
′
a′a = (r − r−1)(1− ǫrρa−ρa′ ) = (r − r−1)[1− Ca
′aCa′a], a > a′
Raa
′
bb′ = −(r − r−1)ǫaǫbrρa−ρb = −(r − r−1)Ca
′aCbb′, a > b, a′ 6= b
where ǫ = ǫaǫa′ , i.e. ǫ = 1 for Bn, Dn and ǫ = −1 for Cn.
Note 4.1.1 The matrix R is lower triangular, that is Rab cd = 0 if [a = c and b < d]
or a < c, and has the following properties:
R−1q,r = Rq−1,r−1 ; (Rq,r)
ab
cd = (Rq,r)
c′d′
a′b′ ; (Rq,r)
ab
cd = (Rp,r)
dc
ba (4.1.9)
where q, r denote the set of parameters qab, r, and pab ≡ qba.
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The inverse R−1 is defined by (R−1)ab cdR
cd
ef = δ
a
e δ
b
f = R
ab
cd(R
−1)cd ef . Eq.
(4.1.9) implies that for |q| = |r| = 1, R¯ = R−1.
Note 4.1.2 Let Rr be the uniparametric R matrix for the B,C,D q-groups. The
multiparametric Rq,r matrix is obtained from Rr via the transformation [75, 74]
Rq,r = F
−1RrF
−1 (4.1.10)
where (F−1)abcd is a diagonal matrix in the index couples ab, cd:
F−1 ≡ diag(
√
r
q11
,
√
r
q12
, ...
√
r
qNN
) (4.1.11)
and ab, cd are ordered as in the R matrix. Since
√
r
qab
= (
√
r
qba
)−1 and qaa′ = qbb′ ,
the non diagonal elements of Rq,r coincide with those of Rr. The matrix F satisfies
F12F21 = 1 i.e. F
ab
efF
fe
dc = δ
a
c δ
b
d, the quantum Yang-Baxter equation F12F13F23 =
F23F13F12 and the relations (Rr)12F13F23 = F23F13(Rr)12. Note that for r = 1 the
multiparametric R matrix reduces to R = F−2.
Note 4.1.3 Let Rˆ the matrix defined by Rˆab cd ≡ Rba cd. Then the multiparametric
Rˆq,r is obtained from Rˆr via the similarity transformation
Rˆq,r = FRˆrF
−1 (4.1.12)
The characteristic equation and the projector decomposition of Rˆq,r are therefore
the same as in the uniparametric case:
(Rˆ− rI)(Rˆ+ r−1I)(Rˆ− ǫrǫ−NI) = 0 (4.1.13)
Rˆ− Rˆ−1 = (r − r−1)(I −K) (4.1.14)
Rˆ = rPS − r−1PA + ǫrǫ−NP0 (4.1.15)
with
PS =
1
r+r−1
[Rˆ + r−1I − (r−1 + ǫrǫ−N)P0]
PA =
1
r+r−1
[−Rˆ + rI − (r − ǫrǫ−N)P0]
P0 = QN(r)K
QN (r) ≡ (CabCab)−1 = 1−r−2(1−ǫr−N−1+ǫ)(1+ǫrN−1−ǫ) , Kabcd = CabCcd
I = PS + PA + P0
(4.1.16)
To prove (4.1.14) in the multiparametric case note that F12K12F
−1
12 = K12. Or-
thogonality (and symplecticity) conditions can be imposed on the elements T a b,
consistently with the RTT relations (4.1.1):
CbcT a bT
d
c = C
adI , CacT
a
bT
c
d = CbdI (4.1.17)
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where the (antidiagonal) metric is :
Cab = ǫar
−ρaδab′ (4.1.18)
and its inverse Cab satisfies CabCbc = δ
a
c = CcbC
ba. We see that for the orthogonal
series, the matrix elements of the metric and the inverse metric coincide, while
for the symplectic series there is a change of sign: Cab = ǫCab. Notice also the
symmetries Cab = Cb′a′ and Cba(r) = ǫCab(r
−1).
The consistency of (4.1.17) with the RTT relations is due to the identities:
CabRˆ
bc
de = (Rˆ
−1)cf adCfe , (4.1.19)
Rˆbc deC
ea = Cbf (Rˆ−1)ca fd . (4.1.20)
These identities hold also for Rˆ → Rˆ−1 and can be proved using the explicit ex-
pression (4.1.8) of R.
We also note the useful relations, easily deduced from (4.1.15):
CabRˆ
ab
cd = ǫr
ǫ−NCcd, C
cdRˆab cd = ǫr
ǫ−NCab (4.1.21)
and, from (4.1.8),
Rab cc′ = −(r − r−1)CbaCcc′ , Raa
′
cd = −(r − r−1)Ca
′aCcd for a > c , a 6= c′ .
(4.1.22)
Notice also that κ2(T a b) = D
a
eT
e
fD
−1f
b where D
a
e = C
asCes and its inverse D
−1f
b =
CsfCsb are diagonal.
The co-structures of the Bn, Cn, Dn multiparametric quantum groups have the
same form as in the uniparametric case: the coproduct ∆, the counit ε and the
coinverse κ are given by
∆(T a b) = T
a
b ⊗ T b c (4.1.23)
ε(T a b) = δ
a
b (4.1.24)
κ(T a b) = C
acT d cCdb (4.1.25)
Note 4.1.4 Using formula (4.1.3) or (4.1.8), we find that the RABCD matrix for
the SOq,r(N +2) and Spq,r(N +2) quantum groups can be decomposed in terms of
SOq,r(N) and Spq,r(N) quantities as follows (splitting the index A as A=(◦, a, •),
114
with a = 1, ...N):
RABCD =

◦◦ ◦• •◦ •• ◦d •d c◦ c• cd
◦◦ r 0 0 0 0 0 0 0 0
◦• 0 r−1 0 0 0 0 0 0 0
•◦ 0 f(r) r−1 0 0 0 0 0 −ǫCcdλr−ρ
•• 0 0 0 r 0 0 0 0 0
◦b 0 0 0 0 r
q◦b
δbd 0 0 0 0
•b 0 0 0 0 0 r
q•b
δbd 0 λδ
b
c 0
a◦ 0 0 0 0 λδad 0 rqa◦ δac 0 0
a• 0 0 0 0 0 0 0 r
qa•
δac 0
ab 0 −Cbaλr−ρ 0 0 0 0 0 0 Rab cd

(4.1.26)
where Rab cd is the R matrix for SOq,r(N) or Spq,r(N), Cab is the corresponding
metric, λ ≡ r − r−1, ρ = N+1−ǫ
2
(ǫrρ = C•◦) and f(r) ≡ λ(1 − ǫr−2ρ). The sign ǫ
has been defined after eq. s (4.1.8).
4.1.1 Real forms: SOq,r(N,R), SOq,r(N − 1, 1), SOq,r(n, n),
SOq,r(n+ 1, n− 1), SOq,r(n+ 1, n)
Following [19], a conjugation —i.e. an algebra antiautomorphism, coalgebra auto-
morphism and involution, satisfying κ(κ(T ∗)∗) = T— can be defined
• trivially as T ∗ = T . Compatibility with the RTT relations (1.2.1) requires
R¯q,r = R
−1
q,r = Rq−1,r−1, i.e. |q| = |r| = 1. Then the CTT relations are invariant
under ∗-conjugation. The corresponding real forms are SOq,r(n, n;R), SOq,r(n +
1, n;R) (for N even and odd respectively) and Spq,r(2n;R). A conjugation on the
quantum orthogonal (symplectic) plane (defined respectively by P abA cdx
cxd = 0
and xaxb = r−1Rabcdx
cxd) that is compatible with the natural coaction δ of the
q-group on the q-plane: xa → T ab ⊗ xb is given by (xa)∗ = xa, indeed we have
δ(x∗) = T ∗ ⊗ x∗ ≡ δ∗(x).
• via the metric as T ⋆ = (κ(T ))t i.e. T ⋆ = CtTCt. The condition on R is
R¯ab cd = R
dc
ba, which happens for qabq¯ab = r
2, r ∈ R. Again the CTT relations are
⋆-invariant. The metric on a “real” basis has compact signature (+,+, ...+) so that
the real form is SOq,r(N ;R). The conjugation on the quantum orthogonal plane
compatible with the coaction xa → T ab⊗xb is: (xa)⋆ = Cbaxb, indeed δ(x⋆) = δ⋆(x).
We now introduce two other conjugations that give the real forms SOq,r(N−1, 1),
SOq,r(n+1, n−1), SOq,r(n+1, n). The real form SOq,r(n+1, n−1) has been found in
[78]; the ∗-conjugation on the T matrices that defines the real form SOq,r(2n−1, 1)
appears here for the first time. Our study of real forms is based on the RTT
relations and is complementary to the Uq(g) ∗-structure classification of Twietmeyer
[72], however, there, g is an arbitrary semisimple Lie algebra. In [71] we explicitly
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construct all ∗-structures of orthogonal quantum groups using the RTT formalism,
the result agrees with [72]. Other approaches to real forms can be found in [73].
In order to describe the SOq,r(N − 1, 1), SOq,r(n + 1, n − 1), SOq,r(n + 1, n)
conjugations we first notice that if we have an involution ♯ that is a Hopf algebra
automorphism (algebra and coalgebra morphism compatible with the antipode:
κ(a♯) = [κ(a)]♯ ) and that commutes with a conjugation ∗, then the composition
of these two involutions: ∗
♯ ≡ ♯◦∗ = ∗◦♯ is again a conjugation. We now find an
involution ♯ that comutes with ∗ and ⋆ as defined above.
Define the map ♯ on the generators as:
T ♯ = DTD−1 i.e. (T ab)♯ = DaeT efDf b−1 (4.1.27)
and extend it by linearity and multiplicativity to all SOq,r(N). The entries of the
N -dimensional D matrix are
D =

1
...
1
0 1
1 0
1
...
1

, D =

1
...
1
−1
1
...
1

for N even for N odd
(4.1.28)
In the N = 2n case the D matrix exchanges the index n with the index n + 1, in
the N = 2n+1 case D change the sign of the entries of the T matrix as many times
as the index n2 = (N + 1)/2 appears. Since D2 = 1 we immediately see that ♯ is
an involution.
We now prove that ♯ is compatible with the algebra structure, i.e. it is compat-
ible with the RTT and CTT relations; in the N = 2n case this is true if qab = r
when at least one of the indices a, b is equal to n or n+ 1.
Use relation (4.1.8) and, if N = 2n, the above restriction on the qab parameters
to prove that
D1D2RD1D2 = R . (4.1.29)
The compatibility with the RTT relations is then esily seen to hold. [Hint: multiply
(R12T1T2)
♯ = (T2T1R12)
♯ by D1D2 from the left and from the right and use D2 = 1
to prove the equivalence with R12T1T2 = T2T1R12]. Similarly the compatibility of ♯
with the orthogonality relations (4.1.17), that we rewite in matrix notation as:
TCT t = C I , T tCT = C I , (4.1.30)
is due to D2 = 1, Dt = D and the commutativity of the C matrix with the D
matrix:
DCD = C . (4.1.31)
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For example we have: (TCT t)♯ = T ♯C(T t)♯ = DTDCDT tD = D(TCT t)D and
using D2 = 1 and again (4.1.31) we conclude that (TCT t)♯ = C I is equivalent to
TCT t = C I.
Next we prove that ♯ is compatible with the coalgebra structure. Compatibility
with the coproduct is trivial, compatibility with the antipode is easily verified:
κ(T ♯) = κ(DTD) = Dκ(T )D = DCT tCD = CDT tDC = [κ(T )]♯ . (4.1.32)
We now show that the two conjugations defined at the beginning of this subsection
commutes with ♯. For the second conjugation, defined by T ⋆ = [κ(T )]t = CtTCt,
we have, since D = D:
(T ♯)⋆ = (DTD)⋆ = DT ⋆D = D[κ(T )]tD
= DCtTCtD = CtDTDCt = (CtTCt)♯ = ([κ(T )]t)♯ (4.1.33)
= (T ⋆)♯
The two maps ⋆ and ♯ not only commute when applied to the T ab matrix entries,
they also commute when applied to any element of the q-group because they are
respectively multiplicative and antimultiplicative. The proof that ♯◦∗ = ∗◦♯ for the
first conjugation, defined by T ∗ = T , is straighforward.
We restate the above results as a theorem:
Theorem 4.1.1 The map ♯ is an automorphism and an involution of the quantum
group SOq,r(N); in the N = 2n case this holds with the restriction qab = r when
at least one of the indices a, b is equal to n or n + 1. The compositions ∗
♯ ≡ ♯◦∗
and ⋆
♯ ≡ ♯◦⋆ of the conjugations ∗ and ⋆ with the automorphism ♯ is again a
conjugation. The restrictions on the parameters r, qab are obtained adding to the
constraint imposed by ∗ (⋆ respectively) the constaints imposed by ♯. ✷✷✷
Associated to ∗
♯
and ⋆
♯
we have the conjugations that act on the quantum orthog-
onal plane and are compatible with the coaction xa → T ab⊗xb. These conjugations
respectively are: (xa)∗
♯
= (xa)♯ and (xa)⋆
♯
= CbaDbexe.
We now study the real forms related to the ∗
♯
and ⋆
♯
conjugations.
• The conjugation ∗♯ for the N -dimensional orthogonal quantum groups with
N odd gives the real form SOq,r(n, n+ 1).
• The conjugation ∗♯ for the N -dimensional orthogonal quantum goups with
N even has been studied (in the uniparametric case) in [78], it gives the real form
SOq,r(n+ 1, n− 1;R) and in particular the quantum Lorentz group SOr(3, 1) with
|r| = 1. For an explicit proof see formula (5.2.105).
If we require ∗
♯
to be a conjugaton but do not require ♯ to be an automor-
phism and ∗ to be a conjugation, we can partially relax the constraints on the r, q
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parameters. Compatibility of ∗
♯
with the RTT relations is indeed easily seen to
require
(R¯)n↔n+1 = R
−1, i.e. D1D2R12D1D2 = R−112 (4.1.34)
which implies
i) |qab| = |r| = 1 for a and b both different from n or n+ 1;
ii) qab/r ∈ R when at least one of the indices a, b is equal to n or n + 1.
In the sequel we will denote simply by ∗ this conjugation. As discussed in ref.s
[14, 67] and later in this chapter we will need this conjugation to obtain the inho-
mogeneous Lorentz group ISOq,r(3, 1;R).
• The conjugation ⋆♯ for N = 2n + 1 gives the real form SO(2n, 1) and has
been introduced in [19].
• The conjugation ⋆♯ for N = 2n as far as we know is not known in the
literature, it gives the real form SOq,r(2n − 1, 1). In particular we obtain another
quantum Lorentz group SOr(3, 1), notice that here r ∈ R.
4.2 The quantum inhomogeneous groups ISOq,r(N)
and ISpq,r(N)
Following the projection procedure described in Section 3.3 we here introduce the
quantum inhomogeneous groups ISOq,r(N) and ISpq,r(N) and give an R-matrix
formulation. The ISOq,r(N) quantum group has been independently studied –
without an R-matrix formulation– in the first reference of [65]. The structure of
ISpq,r(N) cannot be derived from Spq,r(N) and the symplectic q-plane relations
as is the case for ISOq,r(N), however it can be easily defined via the projection
procedure. ISpq,r(N) and its R-matrix formualtion where first introduced in [67].
We define ISOq,r(N) and ISpq,r(N) as the quotients:
ISOq,r(N) ≡ SOq,r(N + 2)
H
, ISpq,r(N) ≡ Spq,r(N + 2)
H
(4.2.1)
where H is the Hopf ideal in SOq,r(N +2) or Spq,r(N +2) of all sums of monomials
containing at least an element of the kind T a ◦, T
•
b, T
•
◦. The Hopf structure of the
groups in the numerators of (4.2.1) is naturally inherited by the quotient groups.
We introduce the following convenient notations: T stands for T a ◦, T • b or T • ◦,
Sq,r(N+2) stands for either SOq,r(N+2) or Spq,r(N+2), and we indicate by ∆N+2,
εN+2 and κN+2 the corresponding co-structures.
We denote by P the canonical projection
P : Sq,r(N + 2) −→ Sq,r(N + 2)/H (4.2.2)
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It is a Hopf algebra epimorphism because H = Ker(P ) is a Hopf ideal. [The
proof is as in Theorem 3.3.1, just use T instead of T 0 b. In order to show that
κN+2(H) ⊆ H , notice that κN+2(T ) ∝ T and therefore, ∀h ∈ H , κN+2(h) =
κN+2(bT c) = κN+2(c)κN+2(T )κN+2(b) ∈ H ]. Then any element of Sq,r(N + 2)/H
is of the form P (a) and the Hopf algebra structure is given by:
P (a) + P (b) ≡ P (a+ b) ; P (a)P (b) ≡ P (ab) ; µP (a) ≡ P (µa), µ ∈ C (4.2.3)
∆(P (a)) ≡ (P ⊗ P )∆N+2(a) ; ε(P (a)) ≡ εN+2(a) ; κ(P (a)) ≡ P (κN+2(a)) .
(4.2.4)
We can also give an R–matrix formulation of the inhomogeneous ISOq,r(N)
and ISpq,r(N) q-groups. Indeed recall that Sq,r(N + 2) is the Hopf algebra freely
generated by the non-commuting matrix elements TAB modulo the ideal generated
by the RTT and CTT relations [R matrix and metric C of Sq,r(N + 2)]. This can
be expressed as:
Sq,r(N + 2) ≡ < T
A
B >
[RTT,CTT ]
(4.2.5)
Therefore we have (recall that H ≡ [T a ◦, T • b, T • ◦] ≡ [T ]) :
ISq,r(N) =
Sq,r(N + 2)
[T ] =
< TAB > /[RTT,CTT ]
[T ] =
< TAB >
[RTT,CTT, T ] (4.2.6)
so that we have shown the following:
Theorem 4.2.1 The quantum inhomogeneous groups ISOq,r(N) and ISpq,r(N)
are freely generated by the non-commuting matrix elements TAB [A=(◦, a, •), with
a = 1, ...N)] and the identity I, modulo the relations:
T a ◦ = T
•
b = T
•
◦ = 0, (4.2.7)
the RTT relations
RABEFT
E
CT
F
D = T
B
FT
A
ER
EF
CD, (4.2.8)
and the orthogonality (symplecticity) relations
CBCTABT
D
C = C
AD, CACT
A
BT
C
D = CBD (4.2.9)
The co-structures of ISOq,r(N) and ISpq,r(N) are simply given by:
∆(TAB) = T
A
C ⊗ TCB, κ(TAB) = CACTDCCDB, ε(TAB) = δAB . (4.2.10)
✷✷✷
After decomposing the indices A=(◦, a, •), and defining:
u ≡ T ◦ ◦, v ≡ T • •, z ≡ T ◦ •, xa ≡ T a •, ya ≡ T ◦ a (4.2.11)
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the relations (4.2.8) and (4.2.9) become [67]:
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (4.2.12)
T a bC
bcT d c = C
adI (4.2.13)
T a bCacT
c
d = CbdI (4.2.14)
T b dx
a =
r
qd•
Rab efx
eT f d (4.2.15)
P abA cdx
cxd = 0 (4.2.16)
T b dv =
qb•
qd•
vT b d (4.2.17)
xbv = qb•vx
b (4.2.18)
uv = vu = I (4.2.19)
uxb = qb•x
bu (4.2.20)
uT b d =
qb•
qd•
T b du (4.2.21)
yb = −rρT a bCacxcu (4.2.22)
(r−ρ + ǫrρ−2) z = −xbCbaxau (4.2.23)
where qa• are N complex parameters related by qa• = r
2/qa′•, with a
′ = N + 1− a.
The matrix PA in eq. (4.2.16) is the q-antisymmetrizer for the B,C,D q-groups
given by (cf. (4.1.16)):
P abA cd = −
1
r + r−1
(Rˆab cd − rδac δbd +
r − r−1
ǫrN−1−ǫ + 1
CabCcd). (4.2.24)
The last two relations (4.2.22) - (4.2.23) are constraints, showing that the TAB
matrix elements in eq. (4.2.8) are really a redundant set. This redundance is neces-
sary if we want to express the q-commuations of the ISOq,r(N) and ISpq,r(N) basic
group elements as RTT = TTR (i.e. if we want an R-matrix formulation). Remark
that, in the R-matrix formulation for IGLq,r(N), all the T
A
B are independent. Here
we can take as independent generators the elements
T a b, x
a, v, u ≡ v−1 and the identity I (a = 1, ...N) (4.2.25)
The co-structures on the ISOq,r(N) (or ISpq,r(N)) generators can be read from
(4.2.10) after decomposing the indices A = ◦, a, •:
∆(T a b) = T
a
c ⊗ T c b , ∆(xa) = T a c ⊗ xc + xa ⊗ v , (4.2.26)
∆(v) = v ⊗ v , ∆(u) = u⊗ u , (4.2.27)
κ(T a b) = C
acT d cCdb = ǫaǫbr
−ρa+ρb T b
′
a′ , (4.2.28)
κ(xa) = −κ(T a c)xcu , κ(v) = u , κ(u) = v , (4.2.29)
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ε(T a b) = δ
a
b , ε(x
a) = 0 , ε(u) = ε(v) = ε(I) = 1 . (4.2.30)
In the commutative limit q → 1, r → 1 we recover the algebra of functions on
ISO(N) (plus the dilatation v that can be set to the identity). In the ISp(N) case,
the q → 1, r → 1 limit of relation (4.2.23) implies xbCbaxa = 0 i.e. P ab0 efxexf = 0,
that with (4.2.16) gives the commutativity of the coordinates xa (both PA and
P0 are antisymmetrizers in the symplectic case). We then recover the algebra of
functions on ISp(N) plus the element z, that can be set to zero, and the dilatation
v, that can be set to the identity (see also Note 4.2.4).
Note 4.2.1 In order to study the ISOq,r(N) and ISpq,r(N) differential calculus
and universal enveloping algebras we will use the definition (4.2.1) rather then
Theorem 4.2.1 : ISq,r(N) =
<TAB>
[RTT,CTT,T ]
. With abuse of notations we therefore
identify [cf. (4.2.11)]: u = P (T ◦ ◦), v = P (T
•
•), z = P (T
◦
•), x
a = P (T a •), ya =
P (T ◦ a), T
a
b = P (T
a
b) ; I = P (I) where P : Sq,r(N + 2) → ISq,r(N) ≡
Sq,r(N + 2)/H .
Note 4.2.2 From the commutations (4.2.20) - (4.2.21) we see that one can set
u = I only when qa• = 1 for all a. From qa• = r
2/qa′•, cf. eq. (4.1.7), this implies
also r = 1.
Note 4.2..3 Eq.s (4.2.16) are the multiparametric orthogonal quantum plane
commutations. They follow from the (a•
b
•) RTT components and (4.2.23).
Note 4.2.4 In the symplectic case eq.s (4.2.16) alone are not sufficient to order in
an arbitrary given way a monomial in the x elements; we can obtain an ordering
only if we consider also the element zv (or z) besides the x elements. In other
terms, the expression xaCabx
b appearing in (4.2.23) cannot be ordered as αabx
axb
with αab ∈ C and αab = 0 if a > b.
To recover the symplectic q-plane commutations relations described in [19] one
has to impose also the condition
P0
ab
cdx
cxd = 0 i.e. xaCabx
b = 0 , z = 0 (4.2.31)
that arises naturally from the characteristic equation and the projector decompo-
sition of the R-matrix: in the symplectic case P0 is an antisymmetrizer. As a
consequence the xx commutations (4.2.16) become
Rˆab cdx
cxd − rxbxa = 0 . (4.2.32)
Notice however that (4.2.31) is not compatible with a deformation of the whole sym-
plectic group. Condition (4.2.31) amounts to consider the Hopf quotient ISpq,r(N)/K
where K is the Hopf ideal generated by z. From ∆(z) = ya ⊗ xa + u ⊗ z + z ⊗ v
∈ ISpq,r(N) ⊗ K + K ⊗ ISpq,r(N) we deduce that ya ⊗ xa ∈ ISpq,r(N) ⊗ K +
K ⊗ ISpq,r(N) and applying (m⊗ id)(id⊗∆) to ya⊗ xa we obtain that xbCbd⊗ xd
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∈ ISpq,r(N)⊗K+K⊗ISpq,r(N). Projecting on ISpq,r(N)/K yields xbCbd⊗xd = 0
since K is the kernel of the projection. Now classically xbCbd⊗xd 6= 0. This proves
that the classical limit of ISpq,r(N)/K is not the algebra of functions over ISp(N).
Note 4.2.5 We here briefly study the structure of ISq,r(N) with respect to Sq,r(N),
that is easily seen to be a Hopf subalgebra of ISq,r(N). It is also a quotient of
ISq,r(N) via the Hopf algebra projection [well defined only if qa• = const ∀a i.e.
qa• = r ∀a see (4.2.21)]:
π(xa) = 0 , π(u) = I , π(T a b) = T
a
b , π(I) = I .
Then the results of Theorem 3.3.6 apply to ISq,r(N) as well, and we can write the
Hopf algebra isomorhism
ISq,r(N) ∼= B×·Sq,r(N) (4.2.33)
where B is the subalgebra of ISq,r(N) generated by u and x
a (in the orthogonal
case B is the quantum orthogonal plane with dilatation u). Also Theorem 3.3.4
hold for ISq,r(N). [This theorem, neglecting the graded structure, is a consequence
of Theorem 3.3.6, an explicit proof for the ISq,r(N) case follows the same steps
as for IGLq,r(N)]. The (Z,N) grading is introduced in the following way: the
elements T a b have grade (0, 0), the elements x
a have grade (0, 1), the elements u
and v = u−1 have grade (1, 0) and (−1, 0). This grading is compatible with the
RTT commutation relations.
For ISOq,r(N), the generators u and x
a of B can be ordered using (4.2.16)
and (4.2.20), and the Poincare´ series of the subalgebra B is the same as that of the
commutative algebra in the N+1 symbols u, xa [19]. A linear basis of B is therefore
given by the ordered monomials: ζ i = ui◦(x1)i1... (xN )iN with i◦ ∈ Z, i1, ...iN ∈
N ∪{0}. In the ISpq,r(N) case, if we also consider the elements z, a linear basis of
B ⊂ ISpq,r(N) is given by the ordered monomials ζ i = ui◦(x1)i1 ... (xN )iN (zv)iN+1
with i◦ ∈ Z, i1, ...iN , iN+1 ∈ N ∪ {0} (zv commutes with the coordinates xa).
Using (3.3.76), or (4.2.15) and (4.2.21), a generic element of ISq,r(N) can be
written as ζ iai (and also aiζ
i) where ai ∈ Sq,r(N). As in Corollary 3.1.1, we
have that ISq,r(N), for qa• = r ∀a, is a bicovariant bimodule over Sq,r(N) freely
generated, as a right module, by the elements ζ i; moreover
ISq,r(N) =
∑
(h,k)∈(Z,N)
⊕ Γ(h,k) (4.2.34)
where Γ(0,0) = Sq,r(N)
Γ(0,1) = {xaba / ba ∈ Sq,r(N)} , Γ(±1,0) = {u±1b / b ∈ Sq,r(N)}
Γ(h,k) = {uhxa1xa2 . . . xakba1a2...ak / ba1a2...ak ∈ Sq,r(N)} (4.2.35)
Any submodule Γ(h,k) is a bicovariant bimodule freely generated by the ordered
monomials ζ i with degree (h, k) ∈ (Z,N). We leave to the reader to reformulate Note
3.3.5 and Note 3.3.6 in this context.
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Note 4.2.6 Among all the real forms of Sq,r(N + 2) mentioned in the previous
section, only ∗ and ∗
♯
are inherited by ISq,r(N), indeed only these two conjugations
are compatible with the ideal H : H∗ ⊆ H and H∗♯ ⊆ H [or, more easily, are
compatible with (4.2.15)]. The conditions on the parameters are:
• |qab| = |qa•| = |r| = 1 for ISOq,r(n, n;R), ISOq,r(n, n+1;R) and ISpq,r(n;R).
• For ISOq,r(n + 1, n− 1;R) : |r| = 1; |qa•| = 1 for a 6= n, n + 1; |qab| = 1 for
a and b both different from n or n + 1; qab/r ∈ R when at least one of the indices
a, b is equal to n or n+ 1; qa•/r ∈ R for a = n or a = n+ 1.
In particular, the quantum Poincare´ group ISOq,r(3, 1;R) is obtained by setting
|q1•| = |r| = 1, q2•/r ∈ R, q12/r ∈ R.
According to Note 4.2.2, a dilatation-free q-Poincare´ group is found after the
further restrictions q1• = q2• = r = 1. The only free parameter remaining is then
q12 ∈ R.
4.3 Universal enveloping algebras Uq,r(so(N + 2))
and Uq,r(sp(N + 2))
We construct the universal enveloping algebra Uq,r(s(N + 2)) of Sq,r(N + 2) as the
algebra of regular functionals [19] on Sq,r(N + 2) (recall that S stands for SO and
Sp).
Uq,r(s(N + 2)) is the algebra over C generated by the counit ε and by the
functionals L± defined by their value on the matrix elements TAB :
L±AB(T
C
D) = (R
±)ACBD, (4.3.1)
L±AB(I) = δ
A
B (4.3.2)
with
(R+)ACBD ≡ RCADB ; (R−)ACBD ≡ (R−1)ACBD . (4.3.3)
To extend the definition (4.3.1) to the whole algebra Sq,r(N + 2) we set
L±AB(ab) = L
±A
C(a)L
±C
B(b) ∀a, b ∈ Sq,r(N + 2) . (4.3.4)
From (4.3.1), using the upper and lower triangularity of R+ and R−, we see that
L+ is upper triangular and L− is lower triangular.
The commutations between L±AB and L
±C
D are induced by (4.1.2) :
R12L
±
2 L
±
1 = L
±
1 L
±
2 R12 , (4.3.5)
R12L
+
2 L
−
1 = L
−
1 L
+
2 R12 , (4.3.6)
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where as usual the product L±2 L
±
1 is the convolution product L
±
2 L
±
1 ≡ (L±2 ⊗L±1 )∆.
The L±AB elements satisfy orthogonality conditions analogous to (4.1.17):
CABL±CBL
±D
A = C
DCε (4.3.7)
CABL
±B
CL
±A
D = CDCε (4.3.8)
as can be verified by applying them to the q-group generators and using (4.1.19),
(4.1.20). They provide the inverse for the matrix L±:
[(L±)−1]AB = C
DAL±CDCBC (4.3.9)
The co-structures of the algebra generated by the functionals L± and ε are
defined by the duality (4.3.4):
∆′(L±AB)(a⊗ b) ≡ L±AB(ab) = L±AG(a)L±GB(b) (4.3.10)
ε′(L±AB) ≡ L±AB(I) (4.3.11)
κ′(L±AB)(a) ≡ L±AB(κ(a)) (4.3.12)
so that
∆′(L±AB) = L
±A
G ⊗ L±GB (4.3.13)
ε′(L±AB) = δ
A
B (4.3.14)
κ′(L±AB) = [(L
±)−1]AB = C
DAL±CDCBC (4.3.15)
From (4.3.15) we have that κ′ is an inner operation in the algebra generated by
the functionals L±AB and ε, it is then easy to see that these elements generate a
Hopf algebra, the Hopf algebra Uq,r(s(N+2)) of regular functionals on the quantum
group Sq,r(N + 2).
Note 4.3.1 From the CLL relations κ′(L±AB)L
±B
C = L
±A
Bκ
′(L±BC) = δ
A
Cε we
have, using upper-lower triangularity of L±:
L±AAκ
′(L±AA) = κ
′(L±AA)L
±A
A = ε i.e. L
±A
AL
±A′
A′ = L
±A′
A′L
±A
A = ε (4.3.16)
As a consequence detL± ≡ L±◦◦L±11L±22 . . . L±NNL±•• = ε. In the Bn case we also
have L±n2n2 = ε.
Note 4.3.2 The RLL relations imply that the subalgebra U0 generated by the
elements L±AA and ε is commutative (use upper triangularity of R). Moreover, from
(4.3.13) the invertible elements L±AA are also group like, and we conclude that U
0
is the group Hopf algebra of the abelian group generated by L±AA and ε . In the
classical limit U0 is a maximal commutative subgroup of S(N + 2).
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Note 4.3.3 When qAB = r, the multiparametric R-matrix goes into the unipara-
metric R-matrix and we recover the standard uniparametric orthogonal (symplectic)
quantum groups. Then the L± functionals satisfy the further relation:
∀A , L+AAL−AA = ε , (4.3.17)
indeed L+AAL
−A
A(a) = ε(a) as can be easily seen when a = T
A
B and generalized to
any a ∈ Sq,r(N +2) using (4.3.4). In this case [19] we can avoid to realize the Hopf
algebra Ur(s(N + 2)) as functionals on Sr(N + 2) and we can define it abstractly
as the Hopf algebra generated by the symbols L± and the unit ε modulo relations
(4.3.5),(4.3.6),(4.3.7),(4.3.8), and (4.3.17).
As discussed in [19] in the uniparametric case, the Hopf algebra Ur(s(N + 2))
of regular functionals is a Hopf subalgebra of the orthogonal (symplectic) Drinfeld-
Jimbo universal enveloping algebra Uh, where r = e
h. In the general multiparamet-
ric case, relation (4.3.17) does not hold any more. Here we discuss the generalization
of (4.3.17) and the relation between Uq,r(s(N+2)) and the multiparametric orthog-
onal (symplectic) Drinfeld-Jimbo universal enveloping algebra U
(F)
h . This latter is
the quasitriangular Hopf algebra U
(F)
h = (Uh,∆
(F), S,R(F)) paired to the multi-
parametric q-group Sq,r(N + 2). It is obtained from Uh = (Uh,∆, S,R) via a twist
[75]. U
(F)
h has the same algebra structure of Uh (and the same antipode S), while
the coproduct ∆(F) and the universal element R(F) belonging to (a completion of)
Uh ⊗ Uh are determined by the twisting element F that belongs to (a completion
of) a maximal commutative subalgebra of Uh ⊗ Uh. We have
∀φ ∈ Uh , ∆(F)(φ) = F∆(φ)F−1 ; R(F) = F21RF−1 ; R(F)(T ⊗ T ) = Rq,r .
(4.3.18)
The element F satisfies: (∆(F)⊗id)F = F13F23 , (id⊗∆(F))F = F13F12 , F12F21 =
I , F12F13F23 = F23F13F12 , (ε⊗ id)F = (id⊗ ε)F = ε , (S ⊗ id)F = (id⊗ S)F =
F−1, ·(id⊗ S)F = ·(S ⊗ id)F = ·(id⊗ id)F = ε ; we explicitly have
F(TAB ⊗ TCD) = FACBD (4.3.19)
where FACBD is the diagonal matrix
F = diag(
√
q11
r
,
√
q12
r
, ...
√
qNN
r
) (4.3.20)
It is easy to see that the definition of the L± functionals given in the beginning of this
section is equivalent to the following one: L+AB(a) = R(F)(a⊗TAB) and L−AB(a) =
R(F)−1(TAB ⊗ a). From (∆(F) ⊗ id)R = R13R23 , (id ⊗ ∆(F))R = R13R12 , we
have ∆(F)(L±AB) = L
±A
C ⊗L±CB and therefore ∆(F) = ∆′ on Uq,r(s(N +2)). From
(id⊗S)(R) = (S⊗ id)(R) = R−1 it is also easy to see that S = κ′ on Uq,r(s(N+2))
and we conclude that the algebra of regular functionals Uq,r(s(N+2)) is a realization
[in terms of functionals on Sq,r(N + 2)] of a Hopf subalgebra of U
(F)
h with r = e
h.
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The generalization of (4.3.17) lies in U
(F)
h and not in Uq,r(s(N +2)), and it is given
by
∀A L+AAL−AA = fi(TAA)f i where F4 = fi ⊗ f i . (4.3.21)
This relation holds with L± considered as abstract symbols. It can easily be checked
when L± are realized as functionals: indeed L+AAL
−A
A(a) = F4(TAA⊗a) as can be
seen when a = TAB [use F2(TAA ⊗ b) = F(TAA ⊗ b1)F(TAA ⊗ b2)] and generalized
to any a ∈ Sq,r(N + 2) using F(TAA ⊗ ab) = F(TAA ⊗ a)F(TAA ⊗ b).
In order to characterize the relation between the Hopf algebra of regular func-
tionals Uq,r(s(N + 2)) and U
(F)
h , following [19], we extend the group Hopf algebra
U0 described in Note 4.3.2 to Uˆ0 by means of the elements 1 ℓ±
A
A = lnL
±A
A.
Otherwise stated this means that in Uˆ0 we can write L±AA = exp(ℓ
±A
A) where
ℓ±
A
A ∈ Uˆ0. [Explicitly ℓ±AA(TCD) = ln(R±ACAC) δCD, ℓ±AA(I) = 0, ℓ±AA(ab) =
ℓ±
A
A(a)ε(b) + ε(a)ℓ
±A
A(b) and κ
′(ℓ±
A
A) = −ℓ±AA ]. It then follows that F be-
longs to (a completion of) Uˆ0 ⊗ Uˆ0. The corresponding extension Uˆq,r(s(N + 2))
of Uq,r(s(N + 2)), defined as the Hopf algebra generated by the symbols L
± and
ℓ± modulo relations (4.3.5)-(4.3.8) and (4.3.21), is isomorphic – when r = eh – to
U
(F)
h : Uˆq,r(s(N +2))
∼= U (F)h . This relation holds because it is the twisted version
of the known uniparametric analogue Uˆr(s(N + 2)) ∼= Uh [19, 79].
The elements L± [or 1
r−r−1
(L±AB − δABε)] may be seen as the quantum analogue
of the tangent vectors; then the RLL relations are the quantum analogue of the
Lie algebra relations, and we can use the orthogonal (symplectic) CLL conditions
to reduce the number of the L± generators to (N + 2)(N + 1)/2, (orthogonal case)
or (N + 2)(N + 3)/2 (symplectic case) i.e. the dimension of the classical group
manifold.
This we proceed to do for Uq,r(so(N+2)), for Uq,r(sp(N+2)) one can proceed in
a similar way2; we next study the RL±L± commutation relations restricted to these
(N + 2)(N + 1)/2 generators and find a set of ordered monomials in the reduced
L± that linearly span all Uˆq,r(so(N + 2)).
We first observe that the commutative subalgebra Uˆ0 is generated by (N + 2)/2
elements (N even, N = 2n) or (N + 1)/2 elements (N odd, N = 2n + 1), for
example ℓ−◦◦, ℓ
−1
1 ... ℓ
−n
n. For the off-diagonal L
± elements, we can choose as free
indices (C,D) = (c, ◦) in relation (4.3.8), and using L−◦◦L−•• = ε, we find:
L−•c = −(C◦•)−1CabL−b c L−a◦L−•• . (4.3.22)
1 In the classical limit ℓ±
A
A are the tangent vectors to a maximal commutative subgroup of
S(N + 2). They generate a Cartan subalgebra of the Lie algebra s(N + 2).
2In the Uq,r(sp(N + 2)) case relations (4.3.26) [and more in general (4.3.25)] do not allow to
order the L−a◦ (and more in general the L
±α
J) elements because we are missing the relation with
the P0 projector, cf. Note 4.2.4. However we can still order the L
−a
◦ (or L
±α
J ) elements if we
consider also L−•◦ (or L
±J′
J ). This leads to the (N + 2)(N + 3)/2 generators of the symplectic
case. Notice that Lemma 4.3.1 and 4.3.2 still hold; Theorem 4.3.1 holds as well provided that α
can also be equal to J ′: J ′ < α ≤ J .
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If we choose (C,D) = (◦, ◦) we obtain
L−•◦ = −(r−2C•◦ + C◦•)−1CabL−b ◦ L−a◦L−•• . (4.3.23)
Similar results hold for L+◦d and L
+◦
•. Iterating this procedure, fromCabL
−b
cL
−a
d =
Cdcε we find that L
−N
i (with i = 2, ...N − 1) and L−N1 are functionally dependent
on L−i 1 and L
−N
N . Similarly for L
+1
i and L
+1
N . The final result is that the ele-
ments L−aJ with J < a < J
′ and L+aJ with J
′ < a < J – whose number in both ±
cases is 1
4
N(N + 2) for N even and 1
4
(N + 1)2 for N odd – and the elements ℓ−◦◦,
ℓ−11... ℓ
−n
n generate all Uˆq,r(so(N+2)). The total number of generators is therefore
(N + 2)(N + 1)/2.
Notice that in this derivation we have not used the RLL relations (i.e. the
quantum analogue of the Lie algebra relations) to further reduce the number of
generators. We therefore expect that, as in the classical case, monomials in the
(N + 2)(N + 1)/2 generators can be ordered (in any arbitrary way). We begin by
proving this for polynomials in L+AA, L
+α
J with J
′ < α < J, and for polynomials in
L−AA, L
−α
J with J < α < J
′ .
Lemma 4.3.1 Consider the RL±L± commutation relations
RABEFL
±F
DL
±E
C = L
±A
EL
±B
FR
EF
CD . (4.3.24)
For C 6= D they close respectively on the subset of the L+αJ with J ′ < α ≤ J and
on the subset of the L−αJ with J ≤ α < J ′. For C = D they are equivalent to the
q−1-plane commutation relations:
[PA(J ′−J+1)]αβγδL±δ JL
±γ
J = 0 , (4.3.25)
where PA(J ′−J+1) is the antisymmetrizer in dimension J − J ′ + 1 [compare with
(4.1.16)]. In particular
P abA cdL
−d
◦L
−c
◦ = 0 (4.3.26)
or equivalently [(PA)
q−1,r−1
]abcdL
−c
◦L
−d
◦ = 0 which coincide, for r → r−1 and q →
q−1, with the N -dimensional quantum orthogonal plane relations (4.2.16).
Proof : The proof is a straightforward calculation based on (4.1.22) and on upper
or lower triangularity of the R matrix and of the L± functionals. ✷✷✷
Lemma 4.3.2 Uq,r(so(N)) is a Hopf subalgebra of Uq,r(so(N + 2)).
Proof: Choosing SOq,r(N) indices as free indices in (4.3.24) and using upper or
lower triangularity of the L± matrices, and (4.1.8) or (4.1.26), we find that only
SOq,r(N) indices appear in (4.3.24); similarly for relations (4.3.6)-(4.3.8), and for
the costructures (4.3.13)-(4.3.15). ✷✷✷
Now we observe that in virtue of the RL+L+ relations the L+ elements can be
ordered; similarly we can order the L− using the RL−L− relations. This statement
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can be proved by induction using that Uq,r(so(N)) is a subalgebra of Uq,r(so(N+2)),
and splitting the SOq,r(N+2) index in the usual way [some of the resulting formulas
are given in (4.4.9)-(4.4.12)].
It is then straightforward to prove that the elements L+αJ with J
′ < α ≤ J can be
ordered; indeed we can always order the L+αJ L
+β
K with J
′ < α ≤ J, K ′ < β ≤ K and
J 6= K since their commutation relations are a closed subset of (4.3.24) [see Lemma
4.3.1]. Then there is no difficulty in ordering substrings composed by L+αJ and
L+βJ elements because (4.3.25) are q
−1-plane commutation relations, that allow for
any ordering of the quantum plane coordinates [19]. More in general the L+AA and
L+αJ with J
′ < α < J can be ordered because of L+AAL
+B
C=(qBA/qCA)L
+B
CL
+A
A .
Similarly we can order the L−AA and L
−α
J with J < α < J
′. It is now easy to prove
the following
Theorem 4.3.1 A set of elements spanning Uˆq,r(so(N+2)) is given by the ordered
monomials
Mon(L+αJ ; J
′ < α < J) (ℓ−◦◦)
p◦(ℓ−11)
p1 . . . (ℓ−nn)
pn Mon(L−αJ ; J < α < J
′) (4.3.27)
where p◦, p1, ...pn ∈ N ∪ {0}, n = N/2 (N even), n = (N − 1)/2 (N odd) and
Mon(L+αJ ; J
′ < α < J), [Mon(L−αJ ; J < α < J
′)] is a monomial in the off-diagonal
elements L+αJ with J
′ < α < J [L−αJ with J < α < J
′] where an ordering has been
chosen. ✷✷✷
Note 4.3.4 Conjecture: the above monomials are linearly independent and there-
fore form a basis of Uˆq,r(so(N + 2)) .
Conjugation
The canonical ∗-conjugation on Uq,r(s(N +2)) induced by the ∗-conjugation on
Sq,r(N + 2) is given by:
ψ∗(a) ≡ ψ(κ−1(a∗)) (4.3.28)
where ψ ∈ Uq,r(s(N + 2)), a ∈ Sq,r(N + 2), and the overline denotes the usual
complex conjugation. It is not difficult to determine the action on the basis elements
L±AB. The two Sq,r(N+2) ∗-conjugations that are compatible with ISOq,rN induce
respectively the following conjugations on the L±AB (we denote
∗♯ simply by ∗):
(L±AB)
∗ = κ′2(L±AB) (4.3.29)
(L±AB)
∗ = DACκ′2(L±CD)DDB (4.3.30)
Notice that κ′2(L±AB) = D
−1A
EL
±E
FD
F
B where D
a
e = C
asCes and its inverse is
D−1
f
b = C
sfCsb.
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4.4 Universal enveloping algebras Uq,r(iso(N)) and
Uq,r(isp(N))
Consider a generic functional f ∈ Uq,r(s(N + 2)). It is well defined on the quotient
ISq,r(N) = Sq,r(N + 2)/H if and only if f(H) = 0. It is easy to see that the set
H⊥ of all these functionals is a subalgebra of Uq,r(s(N + 2)) : if f(H) = 0 and
g(H) = 0 then fg(H) = 0 because ∆(H) ⊆ H ⊗ Sq,r(N + 2) + Sq,r(N + 2) ⊗ H.
Moreover [83] H⊥ is a Hopf subalgebra of Uq,r(s(N +2)) since H is a Hopf ideal, cf.
sections 3.5-6. In agreement with these observations we will find the Hopf algebra
Uq,r(iso(N)) [dually paired to ISq,r(N)] as a subalgebra of Uq,r(s(N +2)) vanishing
on the ideal H .
Let
IU ≡ [L−AB, L+ab, L+◦◦, L+••, ε] ⊆ Uq,r(s(N + 2)) (4.4.1)
be the subalgebra of Uq,r(s(N + 2)) generated by L
−A
B, L
+a
b, L
+◦
◦, L
+•
•, ε.
Note 4.4.1 These are all and only the functionals annihilating the generators of H :
T a ◦ , T
•
b and T
•
◦ . The remaining Uq,r(s(N + 2)) generators L
+◦
b , L
+a
• , L
+◦
•
do not annihilate the generators of H and are not included in (4.4.1).
We now proceed to study this algebra IU . We will show that it is a Hopf algebra
and that IU ⊆ H⊥; we will give an R-matrix formulation, and prove that IU is
the semidirect product of Uq,r(s(N)) and the algebra B
′ generated by the elements
L−◦◦ and L
−a
◦. This is the analogue of ISq,r(N) being the semidirect product of
Sq,r(N) and the algebra B generated by the elements u and x
a, cf. Note 4.2.5.
We then show that IU is dually paired with ISq,r(N). These results lead to the
conclusion that IU is the universal enveloping algebra of ISq,r(N).
Theorem 4.4.1 IU is a Hopf subalgebra of Uq,r(s(N + 2)).
Proof : IU is by definition a subalgebra. The sub-coalgebra property ∆′(IU) ⊆
IU ⊗ IU follows immediately from the upper triangularity of L+AB:
∆′(L+ab) = L
+a
c⊗L+cb ; ∆′(L+◦◦) = L+◦◦⊗L+◦◦ ; ∆′(L+••) = L+••⊗L+•• (4.4.2)
and the compatibility of ∆′ with the product. We conclude that IU is a Hopf-
subalgebra because κ′(IU) ⊆ IU as is easily seen using (4.3.15) and antimultiplica-
tivity of κ′. ✷✷✷
We may wonder whether the RLL and CLL relations of Uq,r(s(N + 2)) close
in IU . In this case IU will be given by all and only the polynomials in the
functionals L−AB, L
+a
b, L
+◦
◦, L
+•
•, ε. This check is done by writing explicitly all
q-commutations between the generators of IU : they do not involve the functionals
L+◦b , L
+a
• , L
+◦
• . Moreover one can also write them in a compact form using
a new R-matrix R12 ≡ L+2(t1), where L+ is defined below. Similarly the orthog-
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onality (symplecticity) conditions (4.3.7)-(4.3.8) do not relate elements of IU with
elements not belonging to IU . We therefore conclude
Theorem 4.4.2 The Hopf algebra IU is generated by the unit ε and the matrix
entries:
L− =
(
L−AB
)
; L+ =
L
+◦
◦ 0 0
0 L+ab 0
0 0 L+••
 ; (4.4.3)
these functionals satisfy the q-commutation relations:
R12L+2L+1 = L+1L+2R12 or equivalently R12L+2L+1 = L+1L+2R12 (4.4.4)
R12L
−
2 L
−
1 = L
−
1 L
−
2 R12 , (4.4.5)
R12L+2L−1 = L−1 L+2R12 , (4.4.6)
where
R12 ≡ L+2(t1) that is Rabcd = Rabcd ; RABAB = RABAB and otherwise RABCD = 0
and the orthogonality (symplecticity) conditions :
CABL+CBL+DA = CDCε ; CABL+BCL+AD = CDCε ; (4.4.7)
CABL−CBL
−D
A = C
DCε ; CABL
−B
CL
−A
D = CDCε , (4.4.8)
The costructures are the ones given in (4.3.13)-(4.3.15) with L+ replaced by L+.
✷✷✷
Note 4.4.2 We can consider the extension ˆIU ⊂ Uˆq,r(s(N + 2)) obtained by
including the elements ℓ±AA (ℓ
±A
A = lnL
±A
A, see the previous section). Then
ˆIU is generated by the symbols L−AB, L+AB, ℓ±AA modulo the relations (4.4.4)-
(4.4.8) and (4.3.21) [(4.3.17) in the uniparametric case]. Equivalently, from (4.3.22)-
(4.3.23), we have that ˆIU is generated by Uˆq,r(s(N)), the dilatation ℓ
−◦
◦ and the N
elements L−a◦ (satisfying, in the orthogonal case, the quantum plane relations). All
the relations are then given by those between the generators of Uˆq,r(s(N)) –listed
in (4.3.5)-(4.3.8), (4.3.21) with lower case indices– and by the following ones
L−◦◦L
−a
◦ = q
−1
◦a L
−a
◦L
−◦
◦ (4.4.9)
P abA feL
−e
◦L
−f
◦ = 0 (4.4.10)
L−◦◦L
±b
d =
qb◦
qd◦
L±b dL
−◦
◦ (4.4.11)
L−a◦L
±b
d =
r
qd◦
(R±)baefL
±e
dL
−f
◦ (4.4.12)
where R± is defined in (4.3.3). The number of generators is N(N − 1)/2 + N + 1
in the orthogonal case and N(N + 1)/2 +N + 2 in the symplectic case because we
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consider also the element L−•◦ so that the L
−a
◦ elements can be ordered (cf. last
footnote).
Note 4.4.3 When qa• = r ∀a, then L−◦◦ = L+•• , L−•• = L+◦◦ and, in complete
analogy to (4.2.25), IU is generated by Uq,r(s(N)), L
−a
◦, L
−◦
◦ and L
−•
• = (L
−◦
◦)
−1.
With abuse of notations we will consider IU generated by these elements also for
arbitrary values of the parameters qa•; this is what actually happens in ˆIU .
Note 4.4.4 From the second equation in (4.4.4) applied to t we obtain the quantum
Yang-Baxter equation for the matrix R.
The results of Note 4.2.5 holds also for Uq,r(is(N)) with the obvious changes in
notation. The projection π [well defined only if qa• = r ∀a see (4.4.11)] is given by:
π(L−a◦) = 0 , π(L
−◦
◦) = I , π(L
±a
b) = L
±a
b , π(ε) = ε .
The semidirect product structure is:
Uq,r(is(N)) ∼= B′×·Uq,r(s(N)) (4.4.13)
where B′ is the subalgebra of Uq,r(is(N)) generated by L
−◦
◦ and L
−a
◦. Moreover
B′ = IU inv, the space of all right invariant elements of the Uq,r(s(N))–bicovariant
algebra Uq,r(is(N)). The ordered monomials that form a basis of B
′ and that freely
generate IU as a right module, in the orthogonal case are:
ηi = (L−◦◦)
i◦(L−1◦)
i1... (L−N◦)
iN with i◦ ∈ Z , i1, ...iN ∈N ∪ {0} .
In the symplectic case, if we also consider the element z, a linear basis of B′ is given
by the ordered monomials
ηi = (L−◦◦)
i◦(L−1◦)
i1... (L−N◦)
iN (L−•◦L
−◦
◦)
iN+1 with i◦ ∈ Z , i1, ...iN , iN+1 ∈N∪{0}
[L−•◦L
−◦
◦ commutes with the elements L
−a
◦. Use (4.4.9), (4.4.10) and then (4.4.11)
and (4.4.12), to exlicitly write a generic element of IU as ηiai where ai ∈ Uq,r(s(N))].
The (Z,N) grading is: grade(T a b) = (0, 0), grade(L
−a
◦) = (0, 1), grade(L
−◦
◦) =
(1, 0), so that:
Uq,r(is(N)) =
∑
(h,k)∈(Z,N)
⊕ Γ′(h,k) (4.4.14)
where Γ′(0,0) = Uq,r(s(N))
Γ′(0,1) = {L−a◦ϕa / ϕa ∈ Uq,r(s(N))} , Γ′(±1,0) = {(L−◦◦)±1ϕ / ϕ ∈ Uq,r(s(N))}
Γ′(h,k) = {(L−◦◦)hL−a1◦L−◦a2 . . . L−◦akϕa1a2...ak / ϕa1a2...ak ∈ Uq,r(s(N))}
Any submodule Γ′(h,k) is a Uq,r(s(N))–bicovariant bimodule freely generated by the
elements ηi with degree (h, k) ∈ (Z,N). Also the analogue of Note 3.3.5 and Note
3.3.6 still holds for IU .
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Duality Uq,r(iso(N))↔ ISq,r(N)
We now show that IU is dually paired to Sq,r(N + 2). This is the fundamental
step allowing to interpret IU as the algebra of regular functionals on ISq,r(N).
Theorem 4.4.4 IU annihilates H .
Proof : Let L and T be generic generators of IU and H respectively. As
discussed in Note 4.4.1, L(T ) = 0. A generic element of the ideal is given by aT b
where sum of polynomials is understood; we have (using Sweedler’s notation for
the coproduct): L(aT b) = L(1)(a)L(2)(T )L(3)(b) = 0 because L(2)(T ) = 0. Indeed
L(2) is still a generator of IU since IU is a sub-coalgebra of Uq,r(s(N + 2)). Thus
L(H) = 0. Recalling that a product of functionals annihilating H still annihilates
the co-ideal H , we also have IU(H) = 0. ✷✷✷
In virtue of Theorem 4.4.4 the following bracket is well defined:
Definition 〈 , 〉 : IU ⊗ ISq,r(N) −→ C
〈a′, P (a)〉 ≡ a′(a) ∀a′ ∈ IU , ∀a ∈ Sq,r(N + 2) (4.4.15)
where P : Sq,r(N + 2) → Sq,r(N + 2)/H ≡ ISq,r(N) is the canonical projection,
which is surjective. The bracket is well defined because two generic counterimages
of P (a) differ by an addend belonging to H .
Note that when we use the bracket 〈 , 〉, a′ is seen as an element of IU , while
in the expression a′(a), a′ is seen as an element of Uq,r(s(N +2)) (vanishing on H).
Theorem 4.4.5 The bracket (4.4.15) defines a pairing between IU and ISq,r(N) :
∀a′, b′ ∈ IU , ∀P (a), P (b) ∈ ISq,r(N)
〈a′b′, P (a)〉 = 〈a′ ⊗ b′,∆(P (a))〉 (4.4.16)
〈a′, P (a)P (b)〉 = 〈∆′(a′), P (a)⊗ P (b)〉 (4.4.17)
〈κ′(a′), P (a)〉 = 〈a′, κ(P (a))〉 (4.4.18)
〈I, P (a)〉 = ε(P (a)) ; 〈a′, P (I)〉 = ε′(a′) (4.4.19)
Proof : The proof is easy since IU is a Hopf subalgebra of Uq,r(s(N + 2)) and
P is compatible with the structures and costructures of Sq,r(N + 2) and ISq,r(N).
Indeed we have
〈a′, P (a)P (b)〉 = 〈a′, P (ab)〉 = a′(ab) = ∆′(a′)(a⊗ b) = 〈∆′(a′), P (a)⊗ P (b)〉
〈a′b′, P (a)〉 = a′b′(a) = (a′⊗b′)∆N+2(a) = 〈a′⊗b′, (P⊗P )∆N+2(a)〉 = 〈a′⊗b′,∆(P (a))〉
〈κ′(a′), P (a)〉 = κ′(a′)(a) = a′(κN+2(a)) = 〈a′, P (κN+2(a))〉 = 〈a′, κ(P (a))〉
✷✷✷
We now recall that IU and ISq,r(N), besides being dually paired, are bicovari-
ant algebras with the same graded structure (4.2.34) and (4.4.14), and can both be
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obtained as a cross-product cross-coproduct construction: ISq,r(N) ∼= B×·Sq,r(N),
IU ∼= B′×·Uq,r(s(N)). In particular ISq,r(N) and IU are freely generated (as mod-
ules) by B and B′ i.e. by the two isomorphic sets of the monomials in the q-plane
plus dilatation coordinates L−◦◦, L
−a
◦ and u, x
a respectively. We then conclude
that IU is the universal enveloping algebra of ISq,r(N):
Uq,r(is(N)) ≡ IU . (4.4.20)
Note 4.4.5 Given a ∗-structure on ISq,r(N), the duality ISq,r(N) ↔ Uq,r(is(N))
induces a ∗-structure on Uq,r(is(N)). If in particular the ∗-conjugation on ISq,r(N)
is found by projecting a ∗-conjugation on Sq,r(N + 2), then the induced ∗ on
Uq,r(iso(N)) is simply the restriction to Uq,r(is(N)) of the ∗ on Uq,r(s(N + 2)).
This is the case for the ∗-structures that lead to the real forms ISq,r(N,R) and
ISOq,r(n+ 1, n− 1) and in particular to the quantum Poincare´ group.
4.5 Bicovariant calculus on SOq,r(N+2) and Spq,r(N + 2)
The bicovariant differential calculus on the multiparametric q-groups of the B,C,D
series can be formulated following Section 2.2. We list here some formulae and
comments that do not appear in that section.
The commutations between the generators TRS and the 1-forms ω
A2
A1
are explic-
itly given by
ω A2A1 T
R
S = (R
−1)TB1CA1(R
−1)A2CB2ST
R
Tω
B2
B1
(4.5.1)
Using (2.2.45) we compute the exterior derivative on the basis elements of Sq,r(N +
2):
d TAB =
1
r − r−1 [(R
−1)CRET (R
−1)TESBT
A
C−δRS TAB] ω SR ≡ TACXCRBSω SR (4.5.2)
where we have
XA1B1A2B2 ≡
1
r − r−1 [(R
−1)A1B1ET (R
−1)TEB2A2 − δB1B2δA1A2 ] = zKA1B1A2B2 − (Rˆ−1)A1B1A2B2
(4.5.3)
with z ≡ ǫrN−ǫ, KA1B1A2B2 = CA1B1CA2B2 . [From (4.1.14) and (4.1.21), the second
equality in (4.5.3) is easily proven.] Notice also that from (4.5.2) and (2.1.85),
XA1B1A2B2 is the fundamental representation of the q-Lie algebra generators χ
B1
B2
:
XA1B1A2B2 = χ
B1
B2
(TA1A2)
Every element ρ of Γ, which by definition is written in a unique way as ρ =
aA1A2ω
A2
A1
, can also be written as
ρ =
∑
k
akdbk (4.5.4)
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for some ak, bk belonging to A. This can be proven directly by inverting the relation
(4.5.2). The result is an expression of the ω in terms of a linear combination of
κ(T )dT , as in the classical case:
ω A2A1 = Y
A2B2
A1B1
κ(TB1C)dT
C
B2
(4.5.5)
where Y satisfies XA1B1A2B2Y
B2C2
B1C1
= δA1C1 δ
C2
A2
, Y A2B2A1B1 X
B1C1
B2C2
= δC1A1δ
A2
C2
and is
given explicitly by
Y A2B2A1B1 = α[(z − λ)CA1B1CA2B2 + CA1DRDA2CB1CCB2 −
λ
z(z − z−1)D
A2
A1
(D−1)B2B1 ]
(4.5.6)
with α = 1
z(z−z−1−λ)
and DEC ≡ CEFCCF . The r = 1 limit of (4.5.2) is discussed in
the next section.
The braiding matrix Λ that defines the exterior product of forms is given by
(2.2.35). It satisfies the characteristic equation:
(Λ + r2I) (Λ + r−2I) (Λ + ǫrǫ+1−NI)(Λ + ǫr−ǫ−1+NI)×
(Λ− ǫr−ǫ+1+NI) (Λ− ǫrǫ−1−NI) (Λ− I) = 0 (4.5.7)
due to the characteristic equation (4.1.13). For simplicity we will at times use the
adjoint indices i, j, k, ... with i = BA , i =
A
B. Define
(PI , PJ)
a2 d2
a1 d1
|c1 b1c2 b2 ≡ df2d−1c2 Rˆb1f2c2g1(PI)c1g1a1e1(Rˆ−1)a2e1d1g2(PJ)d2g2b2f2 (4.5.8)
where PI = PS, PA, P0 are given in (4.1.16) and d
f2 ≡ Df2f2 , d−1c2 ≡ (D−1)c2c2. The
(PI , PJ) are themselves projectors, i.e.:
(PI , PJ)(PK , PL) = δIKδJL(PI , PJ) (4.5.9)
Moreover
(I, I) = I (4.5.10)
From ωi ∧ ωj ≡ ωi ⊗ ωj − Λijklωk ⊗ ωl we find
ωi ∧ ωj = −Z ij klωk ∧ ωl (4.5.11)
with
Z = (PS, PS) + (PA, PA) + (P0, P0)− I (4.5.12)
see ref. [30]. The inverse of Λ always exists, and is given by
(Λ−1) A2 D2A1 D1 |B1 C1B2 C2 = f D2B1D1 B2(TA2C2κ−1(TC1A1)) =
= RF1B1A1G1(R
−1)A2G1E2D1(R
−1)D2E2G2C2R
G2C1
B2F1
(d−1)C1dF1
(4.5.13)
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Note that for r = 1, Λ2 = I and (Λ + I)(Λ − I) = 0 replaces the seventh-order
spectral equation (4.5.7). In this special case, one finds the simple formula:
ωi ∧ ωj = −Λij klωk ∧ ωl i.e. Z = Λ . (4.5.14)
The q -Cartan-Maurer equations are given by:
dω C2C1 =
1
r − r−1 (ω
B
B ∧ ω C2C1 + ω C2C1 ∧ ω BB ) ≡ −
1
2
CA1 B1A2 B2 | C2C1 ω A2A1 ∧ ω B2B1 (4.5.15)
with:
CA1 B1A2 B2 | C2C1 = −
2
(r − r−1) [Z
B C2
B C1
|A1 B1A2 B2 + δA1C1 δC2A2δB1B2 ] (4.5.16)
To derive this formula we have used the flip operator Z on ω BB ∧ ω C2C1 .
Finally, we recall that the χ operators close on the q-Lie algebra :
χiχj − Λkl ijχkχl = C kij χk (4.5.17)
where the q-structure constants are given by
C ijk = χk(M
i
j ) explicitly : C
A1 B1
A2 B2
| C2C1 =
1
r − r−1 [−δ
B1
B2
δA1C1 δ
C2
A2
+Λ B C2B C1 |A1 B1A2 B2 ].
(4.5.18)
The C structure constants appearing in the Cartan-Maurer equations are related
to the C constants of the q-Lie algebra by:
C ijk =
1
2
[C ijk − Λrs jkC irs ] . (4.5.19)
In the particular case Λ2 = I (i.e. for r = 1) it is not difficult to see that in fact
C = C, and that the q-structure constants are Λ-antisymmetric:
C ijk = −Λrs jkC irs . (4.5.20)
Note 4.5.1 The formulae characterizing the bicovariant calculus have been writ-
ten in the basis {χAB}, {ω DC } because of the particularly simple expression of the
f BCA D and χ
A
B functionals in terms of L
±A
B, see (2.2.32) and (2.2.52). Obviously
the calculus is independent from the basis chosen. If we consider the linear trans-
formation
ωi → ω′i = X ijωj
(where we use adjoint indices i = A1
A2 , j =
B1
B2), from the exterior differential
da = (χi ∗ a)ωi = (χ′i ∗ a)ω′i (4.5.21)
135
we find
χi → χ′i = χj (X−1)ji ,
and from the coproduct rule (2.1.35) of the χi we find f
i
j → f ′ij = X ilf lm (X−1)mj ;
while from (2.1.38) we have Mi
j →M ′i j = (X−1)liMlmXjm.
A useful change of basis is obtained via the following transformation:
ω A2A1 → ϑA1A2 = XA1B1A2B2ω B2B1
χA1A2 → ψ A2A1 = χB1B2Y B2A2B1A1
(4.5.22)
where X and its (second) inverse Y are defined in (4.5.3) and (4.5.6). Using (4.5.5)
it is immediate to see that
ϑA1A2 = κ(T
A1
C)dT
C
A2
. (4.5.23)
We also have:
ψ A2A1 (T
B1
B2
) = ψ A2A1 (T˜
B1
B2
) = δB1A1δ
A2
B2
where T˜B1B2 ≡ TB1B2 − δB1B2I . (4.5.24)
Formula (4.5.24) follows from ψ A2A1 (I) = 0 and:
ϑA1A2 = κ(T
A1
C)dT
C
A2
= κ(TA1C)(ψ
B2
B1
∗ TCA2)ϑB1B2
= κ(TA1C)T
C
Dψ
B2
B1
(TDA2)ϑ
B1
B2
= ψ B2B1 (T
A1
A2
)ϑB1B2 .
(4.5.25)
The analogue of the coordinates T˜B1B2 in the old basis is given by
x B2B1 ≡ Y B2C2B1C1 T˜C1C2 , χA1A2(x B2B1 ) = δA1B1δB2A2 . (4.5.26)
The set of coordinates x B2B1 and T˜
C1
C2
span the space X described in (2.1.89) and
dual to the q-Lie algebra of Sq,r(N + 2).
Conjugation
From the ∗-structures (4.3.29), (4.3.30) and the definition (2.2.52) it is straight-
forward to find how the ∗-conjugation acts on the tangent vectors χ. Both conju-
gations (4.3.29) and (4.3.30) are compatibile with the differential calculus. Indeed
they respectively yield [use (2.2.52), (4.3.15), (4.3.5), (4.1.19), (4.1.20) and (4.1.21)
with N → N + 2 since we have capital indices]:
(χAB)
∗ = −r−N−1χCDDF BDAGREGFCDDE for SOq,r(n+ 2, n;R) ; 2n+ 2 = N + 2
(4.5.27)
(χAB)
∗ = −ǫrǫ−(N+2)χCDREABCDDE for SOq,r(n+ 1, n+ 1;R) or Spq,r(n+ 1, n+ 1;R)
with DEC ≡ CEFCCF . As for the L matrices (and similarly to the T matrices) we
have κ2(χAB) = D
−1A
Eχ
E
FD
F
B.
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In a basis {χAB} relation (2.3.52) reads
(χAB)
∗ = V A QBP χ
P
Q if and only if ω
D
C = −ω FE V E DFC (4.5.28)
where V is a matrix with complex entries and V is its complex conjugate . Using
this espression [or the inversion formulae (4.5.5)] one finds the induced conjugation
on the left invariant 1-forms (use DAB = D
−1A
B):
(ω BA )
∗ = rN+1DFDDCGD−1BER−1EGFAω DC for SOq,r(n+ 2, n;R) ; 2n+ 2 = N + 2
(4.5.29)
(ω BA )
∗ = ǫrN+2−ǫD−1
B
ER
−1EC
DAω
D
C for SOq,r(n+ 1, n+ 1;R) or Spq,r(n+ 1, n+ 1;R).
4.6 Differential calculus on SOq,r=1(N + 2) and
Spq,r=1(N + 2)
As discussed in Section 4.2, we have obtained the quantum inhomogeneous groups
ISq,r(N) via the projection
P : Sq,r(N + 2)−−→ Sq,r(N + 2)
H
= ISq,r(N) (4.6.1)
with H=Hopf ideal in Sq,r(N + 2) defined after (4.2.1). As a consequence, the
universal enveloping algebra U(isq,r(N)) is a Hopf subalgebra of U(sq,r(N +2)) and
contains all the functionals that annihilate H = Ker(P ).
Let us consider now the χ functionals in the differential calculus on Sq,r(N +2).
Decomposing the indices we find:
χab =
1
r − r−1 [f
ca
c b − δab ε] +
1
r − r−1f
•a
• b (4.6.2)
χa◦ =
1
r − r−1f
ca
c ◦ +
1
r − r−1f
•a
• ◦ (4.6.3)
χ◦b = +
1
r − r−1 [f
c◦
c b + f
•◦
• b] (4.6.4)
χa• = +
1
r − r−1f
•a
• • (4.6.5)
χ•b =
1
r − r−1f
••
• b (4.6.6)
χ◦◦ =
1
r − r−1 [f
◦◦
◦ ◦ − ε] +
1
r − r−1 [f
c◦
c ◦ + f
•◦
• ◦] (4.6.7)
χ◦• = +
1
r − r−1f
•◦
• • (4.6.8)
χ•◦ =
1
r − r−1f
••
• ◦ (4.6.9)
χ•• =
1
r − r−1 [f
••
• • − ε] (4.6.10)
︸ ︷︷ ︸
terms annihilating H
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where we have indicated the terms that do and do not annihilate the Hopf ideal
H , i.e. that belong or do not belong to Uq,r(is(N)). We see that only the func-
tionals χ•b, χ
•
◦ and χ
•
• do annihilate H , and therefore belong to U(isq,r(N)). The
resulting bicovariant differential calculus, see Chapter 5, contains dilatations and
translations, but does not contain the tangent vectors of Sq,r(N), i.e. the functionals
χab. Indeed these contain f
•a
• b, in general not vanishing on H . We can, however,
try to find restrictions on the parameters q, r such that f •a• b(H) = 0. As we will
see, this happens for r = 1. For this reason we consider in the following the par-
ticular multiparametric deformations called “minimal deformations” or twistings,
corresponding to r = 1.
We first examine what happens to the bicovariant calculus on Sq,r(N +2) in the
r = 1 limit3. The R matrix is given by, cf. (4.1.8):
RABAB = q
−1
AB +O(λ) (4.6.11)
RABBA = λ A > B,A
′ 6= B (4.6.12)
RAA
′
A′A = λ (1− ǫrρA−ρA′ ) A > A′ (4.6.13)
RAA
′
BB′ = −λǫAǫB +O(λ2) A > B,A′ 6= B (4.6.14)
where O(λn) indicates an infinitesimal of order ≥ λn; the qAB parameters satisfy:
qAB = q
−1
AB′ = q
−1
A′B = q
−1
BA ; qAA = qAA′ = 1 (4.6.15)
up to order O(λ). Note that the components RAA
′
A′A are of order O(λ
2) for the
orthogonal case (ǫ = 1) and of order O(λ) for the symplectic case (ǫ = −1). The
RTT relations simply become:
TB1A1T
B2
A2
=
qB1B2
qA1A2
TB2A2T
B1
A1
. (4.6.16)
For r = 1 the metric is CAB = ǫAδAB′ and therefore we have CAB = ǫCBA. Using
the definition (4.3.1), it is easy to see that
L±AA(T
C
D) = δ
C
DqAC +O(λ) (4.6.17)
L±AB(T
B
A) = ±λ A 6= B,A′ 6= B; A < B for L+, A > B for L− (4.6.18)
L±AA′(T
A′
A) = ±λ [1− ǫr±(ρA−ρA′)] A < A′ for L+, A > A′ for L− (4.6.19)
L±AB(T
A′
B′) = ∓λǫAǫB +O(λ2) A 6= B,A′ 6= B; A < B for L+, A > B for L−(4.6.20)
3By limr→1 a, where the generic element a ∈ Sq,r(N+2) is a polynomial in the matrix elements
TAB with complex coefficients f(r) depending on r, we understand the element of Sq,r=1(N + 2)
with coefficients given by limr→1 f(r). The expression limr→1 φ = ϕ, where φ ∈ U(sq,r(N + 2))
and ϕ ∈ U(Sq,r=1(N+2)) means that limr→1 φ(a) = ϕ(limr→1 a) for any a ∈ Sq,r(N+2) such that
limr→1 a exists. Finally, the left invariant 1-forms ω
i are symbols, and therefore limr→1 aiω
i ≡
(limr→1 ai)ω
i.
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all other L±(T ) vanishing. Relations (4.6.18) and (4.6.20) imply that for any gener-
ator TCD we have L
±A
B(T
C
D) = −ǫAǫBL±B
′
A′(T
C
D) +O(λ
2) with A 6= B, A 6= B′ .
In general, since
∆(L±AA) = L
±A
A⊗L±AA ; ∆(L±AB) = L±AA⊗L±AB+L±AB⊗L±BB+O(λ2), A 6= B
we find that
L±AA = O(1) (4.6.21)
L±AB = O(λ), A 6= B, A 6= B′ (4.6.22)
L±AA′ = O(λ
2) for SOq, O(λ) for Spq (4.6.23)
where, by definition, φ = O(λn) (φ being a functional) means that for any element
a ∈ Sq,r(N + 2) with well-defined classical limit, we have φ(a) = O(λn).
Moreover the following relations hold:
L±AA = L
∓A
A +O(λ) , (4.6.24)
κ(L±AB) = ǫAǫBL
±B′
A′ +O(λ) and therefore, κ
2 = id+O(λ) . (4.6.25)
Similarly one can prove the relations involving the f functionals (no sum on repeated
indices):
f AAA A = ε+O(λ) (4.6.26)
f BAA B = O(1) and f
BA
A B = f
A′B′
B′ A′ +O(λ) (4.6.27)
f CAC A = O(λ
2) C 6= A (4.6.28)
f CAC B = O(λ
2) [A < B,C 6= B] or [A > B,C 6= A] (4.6.29)
[hint: check (4.6.27)-(4.6.29) first on the generators, then use the coproduct in
(2.1.35)]. From the last relation we deduce
χAB =
1
λ
f BAB B +O(λ), A < B (4.6.30)
χAB =
1
λ
f AAA B +O(λ), A > B (4.6.31)
and from (4.6.26) and (4.6.28) one has
χAA =
1
λ
[f AAA A − ε] (4.6.32)
Next one can verify that
χAB(T
B
A) = −qBA +O(λ)
χAB(T
A′
B′) = ǫAǫB +O(λ)
χAB(T
C
D) = 0 otherwise
 A 6= B, A 6= B′ (4.6.33)
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∀ TCD , χAA(TCD) = −χA
′
A′(T
C
D) +O(λ). (4.6.34)
Eq.s (4.6.33) yield the relation between χ functionals:
∀ TCD , χB
′
A′(T
C
D) = −
ǫAǫB
qBA
χAB(T
C
D) +O(λ), A 6= B, A 6= B′. (4.6.35)
It is not difficult to prove that the coproduct rule in (2.1.35) is compatible
with (4.6.35) and (4.6.34) making them valid on arbitrary polynomials in the TAB
elements:
χB
′
A′ = −
ǫAǫB
qBA
χAB +O(λ), A 6= B, A 6= B′ ; χAA = −χA
′
A′ +O(λ) . (4.6.36)
Finally:
χAA′ = O(λ) for SOq , O(1) for Spq , A 6= A′. (4.6.37)
Summarizing, in the r → 1 limit, only the following χ functionals survive:
χAA ≡ lim
r→1
1
λ
[f AAA A − ε] (4.6.38)
χAB ≡ lim
r→1
1
λ
f AAA B, A > B,A 6= B′ (4.6.39)
χAB ≡ lim
r→1
1
λ
f BAB B, A < B,A 6= B′ (4.6.40)
χAA′ ≡ lim
r→1
1
λ
∑
C
f CAC A′ = 0 for SOq, 6= 0 for Spq (4.6.41)
Notice that (4.6.36) and (4.6.37) are all contained in the formula:
χB
′
A′ = −
ǫAǫB
qBA
χAB +O(λ) (4.6.42)
thus in the r → 1 limit there are (N + 2)(N + 1)/2 tangent vectors for SOq(N + 2)
and (N + 2)(N + 3)/2 tangent vectors for Spq(N +2), exactly as in the classical case.
The r = 1 limit of (4.5.2) reads:
dTAB = −
∑
C
TACqCB(ω
C
B − ǫBǫCqBCω B
′
C′ ) , (4.6.43)
and therefore, for r = 1, ω appears only in the combination
Ω BA ≡ ω BA − ǫAǫBqABω A
′
B′ , (4.6.44)
Only (N + 2)(N + 1)/2 [(N + 2)(N + 3)/2 for Spq(N +2)] of the (N + 2)2 one forms Ω
B
A
are linearly independent because [compare with (4.6.42)]:
Ω A
′
B′ = −
ǫAǫB
qAB
Ω BA . (4.6.45)
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In the sequel, instead of considering the left module of 1-forms freely generated by
ω BA , we consider the submodule Γ freely generated by Ω
B
A with A
′ < B for SOq and
A′ ≤ B for Spq. In fact only this submodule will be relevant for the r = 1 differential
calculus. As in the classical case 4 , in order to simplify notations in sums we often
use χAB and Ω
B
A without the restriction A
′ ≤ B see for ex. (4.6.50) below. The
bimodule structure on Γ, see Theorem 4.5.1, is given by the r → 1 limit of the f i j
functionals. These are diagonal in the i, j indices [i.e. they vanish for i 6= j, see
(4.6.26)-(4.6.29)] and still satisfy the property (2.1.32). We have:
Ω BA a = (ω
B
A − ǫAǫBqABω A′B′ )a
= (f BCA D ∗ a)ω DC − ǫAǫBqAB(f A′D′B′ C′ ∗ a)ω C′D′
= (f BAA B ∗ a)Ω BA
(4.6.46)
where in the last equality we have used (4.6.27) and no sum is understood. We
see that the bimodule structure is very simple since it does not mix different Ω’s.
Moreover, relation (4.6.43) is invertible and yields:
Ω BA = −qABκ(TBC)dTCA ; (4.6.47)
in the limit qAB = 1, the Ω
B
A are to be identified with the classical 1-forms, and
indeed for qAB = 1 eq. (4.6.47) reproduces the correct classical limit Ω = −g−1dg
for the left-invariant 1-forms on the group manifold.
The bimodule commutation rule (4.6.46) yields a formula similar to (4.5.1),
replacing the values of the R matrix for r = 1 we find the commutations:
Ω A2A1 T
R
S =
qA2S
qA1S
TRSΩ
A2
A1
(4.6.48)
For r = 1 the coproduct on the χ functionals reads
∆′(χAB) = χ
A
B ⊗ f BAA B + ε⊗ χAB no sum on repeated indices. (4.6.49)
We then consider the r = 1 limit of (2.3.30): da = (χi ∗ a)ωi and therefore obtain
the following definition of the exterior differential:
da ≡ 1
2
(χAB ∗ a)Ω BA =
∑
A′≤B
(χAB ∗ a)Ω BA , ∀a ∈ A , (4.6.50)
4 To make closer contact with the classical case one may define:
ΩAB ≡ Ω BC CCA = ǫAΩ BA′ ; χAB ≡ CACχCB = ǫAχA
′
B ,
and retrieve the more familiar q-antisymmetry:
ΩAB = −ǫqBAΩBA ; χAB = −ǫqABχBA .
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where in the second expression we have used the basis of linear independent tangent
vectors {χAB}A′≤B and dual 1-forms {Ω BA }A′≤B (notice that in the SOq case we have
A′ < B because χAA = Ω
A
A = 0). The Leibniz rule is satisfied for d defined in (4.6.50)
because of (4.6.49) and (4.6.46). Moreover any ρ = aABΩ
B
A ∈ Γ can be written as
ρ =
∑
k akdbk, [use (4.6.47)].
We now introduce a left and a right action on the bimodule Γ of 1-forms:
∆L(aΩ
B
A ) ≡ ∆(a)I ⊗ Ω BA , (4.6.51)
∆R(aΩ
B
A ) ≡ ∆(a)(Ω DC ⊗MC BDA ) . (4.6.52)
where MC BDA = T
C
Aκ(T
B
D). [Using (4.6.44) one can check that this is the r = 1
limit of ∆L(aω
A2
A1
) = ∆(a) (I⊗ω A2A1 ) and ∆R(aω A2A1 ) = ∆(a) (ω B2B1 ⊗MB1 A2B2A1 )]. Re-
lation (4.6.52) is well defined i.e. ∆R(Ω
A′
B′ ) = ∆R(− ǫAǫBqAB Ω BA ) because ǫF ǫEqFEMF
′ B
E′A
= ǫAǫBqABM
E A′
FB′ . Since in the r = 1 case the bicovariant bimodule conditions
(2.1.32), (2.1.44) and (2.1.51) are still satisfied, it is easy to deduce that ∆L and
∆R give a bicovariant bimodule structure to Γ.
The differential (4.6.50) gives a bicovariant differential calculus if it is compatible
with ∆L and ∆R, i.e. if:
∆L(adb) = ∆(a)(id⊗ d)∆(b) , (4.6.53)
∆R(adb) = ∆(a)(d⊗ id)∆(b) . (4.6.54)
The proof of the compatibility of d with ∆L is straightforward, just use (4.6.50) and
the coassociativity of the coproduct ∆. In order to prove (4.6.54) we recall, from
Proposition 2.3.1, that in the case r 6= 1 property (4.6.54) holds if and only if
b1ω
j ⊗ b2χi(b3)M ij = b1ωj ⊗ χj(b2)b3 (4.6.55)
and this last relation is equivalent to
b1χi(b2)M
i
j = χj(b1)b2 , i.e. χi ∗ b = (b ∗ χj)κ(M ji ) (4.6.56)
as one can verify by applyingm(κ⊗id)∆L⊗id (m denotes multiplication) to (4.6.55),
and using the linear independence of the ωi. Now formula (4.6.56) holds also in
the limit r = 1. Indeed if we consider b to be a polynomial in the TAB with well
behaved coefficents in the r → 1 limit, then limr→1[b1χi(b2)M ij ] = limr→1[χj(b1)b2]
i.e. b1[limr→1 χi(b2)]M
i
j = [limr→1 χj(b1)]b2 so that relation (4.6.56) remains valid
for r = 1, cf .(4.6.38)-(4.6.41). At this point one can prove (4.6.54) in the r = 1
case simply by substituting Ω to ω in (2.3.37), (2.3.38) and (4.6.55). Since (4.6.56)
holds for r = 1, then also (4.6.55) holds in this limit and the theorem is proved.
✷✷✷
We conclude that (4.6.50) defines a bicovariant differential calculus on Sq(N+2).
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Note 4.6.1 We have found the Sq,r=1(N) differential calculus studying the r = 1
limit of the χ functionals and of the bicovariant bimodule of 1-forms [see (4.6.51),
(4.6.52), (4.6.53), (4.6.54)]. This has given a comprehensive analysis of the r → 1
limit. The classical limit r → 1, q → 1 and the classical differential calculus are
now easily recovered. From a slightly different perspective, since the calculus can
be defined from the q-Lie algebra alone, we could just have studied only the limit
of the q-Lie algebra. It is immediate to see that (2.3.3), (2.3.4), (2.3.5) or (2.3.18)
still hold. This is another proof of the bicovariance of the Sq,r=1(N) calculus.
We have chosen to study the r → 1 limit of the quantum Lie algebra in the χ
basis because this gives the classical Lie algebra. Another possiblity is to perform
the limit in the ψ basis. In this case the ψ are linearly independent also when r = 1,
see (4.5.24) and the classical differential calculus is contained in this calculus.
Note 4.6.2 In (4.6.56) the sum on the indices j = (C,D) can be restricted to
C′ ≤ D, thus using the basis {χCD}C′≤D, provided one replaces M by
M−
C B
DA ≡MC BDA − ǫAǫBqABMC A
′
DB′ for C
′ 6= D, A′ 6= B
M−
C B
C′A ≡ 0 , M−C A
′
DA ≡ 0 for SOq
M−
C B
C′A ≡MC BC′A , M−C A
′
DA ≡MC A
′
DA for Spq
(4.6.57)
This is easily seen from (4.6.42). We have thus obtained the fundamental re-
lation (2.3.23): (χB1B2 ∗ b)M−A1 B2A2B1 = (b ∗ χA1A2), with A′1 ≤ A2 , B′1 ≤ B2 for the
ISq,r=1(N) differential calculus. Notice that M−
C B
DA = M
C B
DA − ǫCǫDqDCMD′ BC′A ,
this equality is due to the RTT relations (4.6.16). We can also write ∆R(aΩ
B
A ) =∑
C′≤D∆(a)(Ω
D
C ⊗ M−C BDA ) cf.(4.6.52), thus using the basis {Ω DC }C′≤D. Ac-
cording to the general theory the elements M−
C B
DA with C
′ ≤ D, A′ ≤ B are the
adjoint representation for the differential calculus on Sq,r=1(N + 2). Since the cal-
culus is bicovariant [cf.(4.6.53), (4.6.54)] we know a priori that the M−
C B
DA with
C′ ≤ D, A′ ≤ B satisfy the properties (2.1.44) and (2.1.51).5
It is useful to express the bicovariant algebra (4.5.17), (2.1.112)-(2.1.114) in
5A direct proof in the SOq case is also instructive. We call P− the “q-antisymmetric” projector
defined by:
P−
A D
BC ≡
1
2
(δACδ
D
B − qBAδB
′
C δ
D
A′) =
1
2
(δACδ
D
B − qCDδB
′
C δ
D
A′) .
Then one easily shows that P−
A D
BC = −qBAP−B
′ C
A′D , P−
A D
BC = −qCDP−A C
′
BD′ and
ΩjP−j
i = Ωi , P−i
jχj = χi , P−k
ifkj = f
i
kP−j
k = P−k
ifknP−j
n ,
M−i
j = 2P−i
lMl
j = 2Mi
lP−l
j , M−i
j = P−i
lM−l
j = M−i
lP−l
j = 2P−i
αM−α
j = 2M−i
βP−β
j ,
where greek letters α, β represent adjoint indices (A1, A2), (B1, B2) with the restriction
A′1 < A2, B
′
1 < B2. It is then straightforward to show that ∆(M−i
j) = M−i
α ⊗ M−αj and
ε(M−α
β) = δβα. Applying P− to (2.1.51) and using f
i
j = 0 unless i = j cf. (4.6.26)-(4.6.29)
one also proves M−α
j(a ∗ fαk) = (f j β ∗ a)M−kβ . These formulae hold in particular if all indices
are greek, thus proving (2.1.44) and (2.1.51) for SOq,r=1(N + 2).
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the r → 1 limit. Due to the R matrix being diagonal for r = 1, the Λ tensor
Λ A2 D2A1 D1 |C1 B1C2 B2 ≡ f A2B1A1 B2(MC1 D2C2D1 ) takes the simple form:
Λ A2 B2A1 B1 |B1 A1B2 A2 = qA1B2qA2B1qB1A1qB2A2 , 0 otherwise (4.6.58)
Therefore (2.1.112)-(2.1.114) read (no sum on repeated indices):
f i if
j
j = f
j
jf
i
i (4.6.59)
C ijk f
j
jf
k
k + f
i
jχk = Λ
kj
jkχkf
i
j +C
i
jk f
i
i (4.6.60)
χkf
i
i = Λ
ik
kif
i
iχk . (4.6.61)
Explicitly the q-Lie algebra (4.5.17) reads:
χC1C2χ
B1
B2
− qB1C2qC1B1qB2C1qC2B2 χB1B2χC1C2 =
− qB1C2qC2B2qB2B1δC1B2 χB1C2 + qC1B1qB2B1CB2C2 χB1C′1 +
+ qC2B2qB1C2C
C1B1 χ
B′2
C2
− qB2C1δB1C2 χ
B′2
C′1
. (4.6.62)
The Cartan-Maurer equations are obtained by differentiating (4.6.47):
dΩ BA = qABqBCqCACCD Ω
B
C ∧ Ω DA (4.6.63)
The commutations between Ω ’s are easy to find using (4.5.14):
Ω A2A1 ∧ Ω D2D1 = −qA1D2qD1A1qA2D1qD2A2Ω D2D1 ∧ Ω A2A1 (4.6.64)
Finally, we turn to the ∗-conjugations given by equations (4.5.27) and (4.5.29).
Their r → 1 limit yields, for (4.3.30)
(Ω BA )
∗ = qBADCAΩ DC DBD ; (χAB)∗ = −qCDDACχCDDDB = −qBADAEχEFDFB ,
(4.6.65)
while for the conjugation (4.3.29)
(Ω BA )
∗ = ǫqBAΩ
B
A ; (χ
A
B)
∗ = −ǫqABχAB . (4.6.66)
This shows that we have a bicovariant ∗-differential calculus.
4.7 Differential calculus on ISOq,r=1(N) and
ISpq,r=1(N)
We have found the inhomogeneous quantum group ISq,r(N) by means of a pro-
jection from Sq,r(N + 2); dually, its universal enveloping algebra is a given Hopf
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subalgebra of Uq,r(s(N + 2)). Using the same techniques and the results of Section
2.3 we here derive the differential calculus on ISq,r=1(N).
From (2.3.4), (2.3.5) and (2.3.18) it is immediate to see that T ′ ≡ T∩Uq,r=1(is(N))
satisfies
∆(T ′) ⊂ T ′ ⊗ ε+ Uq,r=1(is(N))⊗ T ′ (4.7.1)
[T ′, T ′] ⊆ T ∩ Uq,r=1(is(N)) = T ′ (4.7.2)
∀ψ ∈ Uq,r(is(N)) , adψT ′ ⊆ T ′ (4.7.3)
indeed Uq,r(is(N)) is a Hopf subalgebra of Uq,r(s(N + 2)). Also condition (2.3.3) is
fulfilled since T ′ generates Uq,r(is(N)) in the same way T generates Uq,r(s(N + 2))
[80], this is a consequence of the upper and lower triangularity of the L+ and L−
matrices and of the dependence of the diagonal elements of L+ from the diagonal
elements of L−; this is true for r 6= 1 and therefore also for r = 1. From this last
statement, (4.7.1) and (4.7.2)–or just from (4.7.1) and (4.7.3)– we obtain that T ′
generates an ISq,r=1(N) bicovariant differential calculus.
We reconsider now, in the r → 1 limit, the functionals given in eq.s (4.6.2)-
(4.6.10). We list below the functionals among these that belong to T ′:
χab =
1
r − r−1 [f
ca
c b − δab ε]
χa◦ =
1
r − r−1f
ca
c ◦
χ•b =
1
r − r−1f
••
• b
χ◦◦ =
1
r − r−1 [f
◦◦
◦ ◦ − ε]
χ•• =
1
r − r−1 [f
••
• • − ε]
χ•◦ =
1
r − r−1f
••
• ◦ (4.7.4)
Note that in the r → 1 limit χ•◦ vanishes for SOq,r=1(N + 2), and does not vanish
in the case Spq,r=1(N + 2).
For r = 1 the χ’s in (4.7.4) are not linearly independent, cf. relation (4.6.42) of
previous section, and we have:
χb
′
a′ = −qabχab, χb
′
◦ = −
1
qb•
χ•b, χ
◦
◦ = −χ•• (4.7.5)
A basis of tangent vectors for T ′, in the orthogonal case, is therefore given by
χab = lim
r→1
1
λ
[f cac b − δab ε] , with a+ b > N + 1 i.e. a′ < b; (4.7.6)
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χ•b = lim
r→1
1
λ
f ••• b ; χ
•
• = lim
r→1
1
λ
[f ••• • − ε] , (4.7.7)
The q-Lie algebra commutations are a subset of (4.6.62) obtained specializing the
capital indices of (4.6.62) to the indices ab ,
•
b and
•
•. We have the SOq,r=1(N)
q-Lie algebra that reads as in eq. (4.6.62) with lower case indices; the remaining
commutations are:
χc1c2χb2 −
qc1•
qc2•
qb2c1qc2b2χb2χ
c1
c2
=
qc1•
qc2•
[Cb2c2χc′1 − δc1b2qc2c1χc2 ] , (4.7.8)
χc2χb2 −
qb2•
qc2•
qc2b2χb2χc2 = 0 , (4.7.9)
χc1c2χ
•
• − χ••χc1c2 = 0 , χc2χ•• − χ••χc2 = −χc2 (4.7.10)
where we have defined χa ≡ χ•a . The exterior differential reads, ∀a ∈ ISOq,r=1(N)
da =
∑
a′<b
(χab ∗ a)Ωab + (χ•b ∗ a)Ω•b + (χ•• ∗ a)Ω•• (4.7.11)
where Ωa
b, Ω•
b, and Ω•
• are the 1-forms dual to the tangent vectors (4.7.6) and
(4.7.7). As discussed in [69], these 1-forms can be seen as the projection of the
Sq,r=1(N + 2) 1-forms : P (ΩA
B) = −qABP [κ(TBC)]dP (TCA).
The adjoint representation, defined by (2.3.18): adψ = Mi
j(ψ)χj , is given by
the elements P (M−
C B
DA ) ∈ ISOq,r=1(N) with C′ ≤ D, A′ ≤ B obtained by projecting
with P those of SOq,r=1(N + 2).
Proof : In SOq,r(N + 2) we have adψχ
C
D = M−
C B
DA (ψ)χ
C
D with C
′ ≤ D, A′ ≤ B,
since M−
C B
DA is the adjoint representation of the SOq,r(N + 2) calculus (see Note
4.6.2). Now M−
C B
DA (ψ) = ψ(M−
C B
DA ) = 〈ψ , P (M−C BDA )〉 where the last bracket
is the duality bracket between ISOq,r(N) and Uq,r(iso(N)) [cf. (4.4.15)]. We then
obtain:
adψχ
C
D = 〈ψ , P (M−C BDA )〉χCD with C′ ≤ D, A′ ≤ B ,
this is the defining formula for the adjoint representation associated to the quantum
Lie algebra T ′. The nonvanishing elements are:
P (M−
b1 a2
b2a1
) = T b1a1κ(T
a2
b2
)− qb2b1T b
′
2
a1
κ(T a2b′1
)
P (M−
b1 a2
b2•
) = xb1κ(T a2b2)− qb2b1xb
′
2κ(T a2b′1
)
P (M−
• a2
b2•
) = vκ(T a2b2)
P (M−
• a2
•• ) = vκ(x
a2)
P (M−
• •
•• ) = I (4.7.12)
We will later use the relation between left invariant and right invariant vectorfields;
in our case (2.3.23) reads:
(χA1A2 ∗ b)P (M−B1 A2B2A1 ) = b ∗ χB1B2 with A′1 < A2, B′1 < B2 . (4.7.13)
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The ISpq,r=1(N) differential calculus has the same structure as the ISOq,r=1(N)
one, provided one considers a′ ≤ b in (4.7.6) and (4.7.11), and includes the extra
generator χ•◦ in (4.7.7) and his dual form Ω◦
• in the definition of the exterior
differential. The adjoint representation is obtained by projecting with P the adjoint
representation of the Spq,r(N + 2) differential calculus.
We now show that it is possible to exclude the generator χ•• (and χ
◦
◦) and
obtain a dilatation-free bicovariant differential calculus on ISOq,r=1(N).
We study the ISOq,r=1(N) subspace g linearly spanned by the functionals χ
a
b , χb:
g ≡ span{χab , χb} . (4.7.14)
The space g is our candidate q-Lie algebra. A basis of g is {χα} = {χab(a′ < b), χ•b}.
In the sequel greek letters will denote adjoint indices α = (a1, a2) with a
′
1 <
a2, and α = (•, a2). The coproduct on the elements χα reads ∆′χα = χα⊗fαα+ε⊗
χα; this shows that g satisfies condition (2.3.4). We also have ∆
′fαα = f
α
α⊗fαα. To
prove that g defines a bicovariant differential calculus we can proceed as in Section
3.5. We here give an alternative proof based on the results of Section 2.3. Recalling
Theorem 2.3.1, g defines a bicovariant differential calculus if there exists a set of
elements Mi
j ∈ ISOq,r=1(N) that satysfy (2.3.4) and(2.3.23): (χj ∗ b)M ji = b ∗ χi.
It is immediate to verify that the subset of (4.7.12) given by
P (M−
b1 a2
b2a1
) = T b1a1κ(T
a2
b2
)− qb2b1T b
′
2
a1
κ(T a2b′1
)
P (M−
b1 a2
b2•
) = xb1κ(T a2b2)− qb2b1xb
′
2κ(T a2b′1
)
P (M−
• a2
b2•
) = vκ(T a2b2) (4.7.15)
satisfies
(χβ ∗ a)Mαβ = a ∗ χα (4.7.16)
indeed P (M−
b1 •
b2•
) = P (M−
• •
b2•
) = 0 and therefore (4.7.13) closes also on the
subset of χ and M− with greek indices. We have therefore shown:
Theorem 4.7.1 g is a quantum Lie algebra and defines a bicovariant differential
calculus on ISOq,r=1(N) that has the same dimension as in the commutative case.
✷✷✷
We now analize this differential calculus. The exterior derivative is
da = (χα ∗ a)Ωα (4.7.17)
The left ISOq,r=1(N)–module Γ freely generated by the 1-forms Ω
α dual to the
tangent vectors χα is a bicovariant bimodule over ISOq,r=1(N) with the right mul-
tiplication (no sum on repeated indices):
Ωαa = (fαα ∗ a)Ωα , a ∈ ISOq,r=1(N) (4.7.18)
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and with the left and right actions of ISOq,r=1(N) on Γ given by:
∆L(aαΩ
α) ≡ ∆(aα)I ⊗ Ωα (4.7.19)
∆R(aαΩ
α) ≡ ∆(aα)Ωβ ⊗ P (M− αβ ) . (4.7.20)
Using the general formula (4.7.18) we can deduce the Ω, T commutations:
Ω a2a1 T
r
s =
qa2s
qa1s
T r sΩ
a2
a1
(4.7.21)
Ω a2a1 x
r =
qa2•
qa1•
xrΩ a2a1 (4.7.22)
Ω a2a1 u =
qa1•
qa2•
u Ω a2a1 (4.7.23)
Ω a2• T
r
s = qs•qa2sT
r
sΩ
a2
• (4.7.24)
Ω a2• x
r = qa2•x
rΩ a2• (4.7.25)
Ω a2• u =
1
qa2•
u Ω a2• (4.7.26)
Note 4.7.1 u commutes with all Ω ’s only if qa• = 1 (cf. Note 4.2.2). This means
that u = I is consistent with the differential calculus on ISOqab,r=1,qa•=1(N).
The exterior derivative on the generators TAB is given by:
dT a b = −
∑
c
T a cqcbΩ
c
b
dxa = −∑
c
T a cqc•V
c (4.7.27)
du = dv = 0
where we have defined V a ≡ Ω a• . Again, for qa• = 1, u = v = I is a consistent
choice.
Inverting (4.7.27) yields:
Ω ba = −qabκ(T b c) dT c a (4.7.28)
V b = − 1
qb•
κ(T b c) dx
c (4.7.29)
The exterior product of the left-invariant 1-forms is defined as
Ωα ∧ Ωβ ≡ Ωα ⊗ Ωβ − Λαβ γδΩγ ⊗ Ωδ (4.7.30)
where
Λαβ γδ ≡ 〈fαδ , P (M− βγ )〉 = fαδ(M− βγ ) (4.7.31)
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[cf. (4.4.15)]; so that this Λ tensor is obtained from the one of SOq,r=1(N + 2) by
restricting its indices to the subset ab, •b. We therefore just specialize the indices
in equation (4.6.64) to deduce the q-commutations for the 1-forms Ω and V :
Ω a2a1 ∧ Ω d2d1 = −qa1d2qd1a1qa2d1qd2a2Ω d2d1 ∧ Ω a2a1 (4.7.32)
Ω a2a1 ∧ V d2 = −
qa2•
qa1•
qa1d2qd2a2V
d2 ∧ Ω a2a1 (4.7.33)
V a2 ∧ V d2 = −qa2•
qd2•
qd2a2V
d2 ∧ V a2 (4.7.34)
The Cartan-Maurer equations
dΩα = −1
2
C αβγ Ω
β ∧ Ωγ (4.7.35)
can be explicitly written for the Ω and V by differentiating eq.s (4.7.28) and (4.7.29)
[or again secializing the indices in (4.6.63)]:
dΩ ba = qabqbcqca Ω
b
c ∧ Ω ca (4.7.36)
dV b =
qa•
qb•
qba Ω
b
a ∧ V a (4.7.37)
where the 1-forms Ω ba with a
′ > b are given by Ω ba = −qabΩ a′b′ ; i.e. we consider (as
it is usually done in the classical limit), the 1-forms Ω ba to be “q-antisymmetric”
Ω ba = −qabΩ a′b′ , cf. eq. (4.6.45).
The ∗-conjugation on the χ functionals and on the 1-forms Ω can be deduced
from (4.6.65):
(χab)
∗ = −qcdDacχcdDdb, (χb)∗ = −(qd•)−1χdDdb = −qb•χdDdb (4.7.38)
(Ω ba )
∗ = qbaDcaΩ dc Dbd, (V b)∗ = qb•V dDbd (4.7.39)
Note 4.7.2 As discussed at the end of Section 4.2, a q-Poincare´ group without
dilatations (i.e. u = I) has only one free real parameter q12, which is the real
parameter related to the q-Lorentz subalgebra. Then the formulas of this section can
be specialized to describe a bicovariant calculus on the dilatation-free ISOq,r=1(3, 1)
provided qa• = 1 and q12 ∈ R. It is however possible to have a bicovariant calculus
without the dilatation generator χ•• even on ISOq,r=1(3, 1) with u 6= I. The q-
Poincare´ algebra presented in [14] corresponds to the case q ≡ q1•, q2• = q12 = 1, for
which the Lorentz subalgebra is undeformed and the q-Poincare´ group contains u 6=
I. The possibility of having a dilatation-free q-Lie algebra describing a bicovariant
calculus on a q-group containing dilatations u was already observed in the case of
IGL q-groups (see Section 3.5).
149
Note 4.7.3 We here study a differential calculus on ISpq,r=1(N) that has the same
number of tangent vectors as in the classical case. Following the same arguments
given after (4.7.14) we have an ISpq,r=1(N) differential calculus with quantum Lie
algebra generators χab with a
′ ≤ b, χb and χ•◦. To further restrict the quantum Lie
algebra to the one spanned by the basis {χab (a′ ≤ b) , χb}, observe that from (4.6.19),
χ•◦ = lim
r→1
1
λ
κ′(L+••)L
−•
◦ (4.7.40)
is different from zero only on monomials that contain the element z. However in the
q, r → 1 limit, as noticed after (4.2.30), z can be set to zero since there is no more
any constraint between z and the generators T a b, x
a, u, v = u−1. Then χ•◦ is zero as
well and we have an [N(N +1)/2+N ]–dimensional bicovariant differential calculus
on the twisted inhomogeneous symplectic group generated by T a b, x
a, u, v = u−1.
The adjoint representation is given by the elements P (M−
β
α ) ∈ ISpq,r(N) obtained
by projecting with P those of Spq,r=1(N + 2). The explicit formulae carachterizing
this differential calculus are as in (4.7.17)–(4.7.35), where now greek letters denote
adjoint indices α = (a1, a2) with a
′
1 ≤ a2, and α = (•, a2).
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Chapter 5
Geometry of the quantum
orthogonal plane
We present here a bicovariant calculus on the full multiparametric ISOq,r(N) with-
out the restriction r = 1. This calculus, however, is trivial on the SOq,r(N) quan-
tum subgroup: it can really be seen as a non-trivial calculus only on the coset
Funq,r[ISO(N)/SO(N)], i.e. on the quantum orthogonal plane. We therefore call
this calculus on the quantum plane ISOq,r(N)–bicovariant. We find that in the
r 6= 1 case this ISOq,r(N)–bicovariant calculus necessarily contains dilatations.
If we break ISOq,r(N) bicovariance and require right covariance under ISOq,r(N)
and left covariance only under SOq,r(N), i.e. compatibility of the exterior differen-
tial on the quantum plane with the right ISOq,r(N)-coaction and the left SOq,r(N)-
coaction, the calculus can be expressed in terms of coordinates x, differentials dx and
partial derivatives ∂, without the need of dilatations. In this case q-commutations
between x, dx and ∂ close by themselves, and in fact generalize to the multipara-
metric case the known results of ref.s [51, 53, 54]. Here these results emerge from
the broader setting of the bicovariant calculus on ISOq,r(N).
The two ∗-conjugations of the previous sections, consistent with the q-group
structure, lead to a ISOq,r(n + 1, n − 1), and a ISOq,r(n, n) or ISOq,r(n, n + 1)
bicovariant calculus on the quantum orthogonal plane respectively with (n+1, n−1),
(n, n) or (n, n+1) signature. We will be concerned with the conjugation that gives
the ISOq,r(n − 1, n + 1) calculus. [To retrieve the other conjugations, both for
N=even and N=odd, just take DAB = δAB in the formulae where DAB appears].
Using this conjugation one can define real coordinates X and hermitian par-
tial derivative operators P i.e. momenta. This is achieved by a canonical proce-
dure, using the compatibility of the ∗-structure with the bicovariant calculus on
ISOq,r(N), i.e. the property that ∗ is a linear operation on the q-Lie algebra. The
q-commutations of the momenta P with the coordinates X define a deformed ver-
sion of the Heisenberg X , P commutation relations (with no extra operator as in
ref.s [9]). In the same spirit as in ref.s [9] it would be interesting to investigate the
Hilbert space representations of this deformed phase-space algebra.
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In Section 5.1 we present the ISOq,r(N) bicovariant differential calculus with
r 6= 1, then, in Section 5.2 we restrict this calculus to the quantum orthogonal plane.
We find that in order to obtain a space of 1-forms that has the same dimension as
in classical case we have to break ISOq,r(N)-bicovariance. This naturally leads to
a right ISOq,r(N)-covariant and SOq,r(N)-bicovariant calculus. The commutation
relations caracterizing this calculus are explicitly given in the tables at the end of
the chapter.
5.1 Bicovariant calculus on ISOq,r(N) with r 6= 1
In this section we study, with projection techniques, a differential calculus on
ISOq,r(N) with r 6= 1, a similar calculus exists also for ISpq,r(N); for physical
reasons we here treat in detail the orthogonal case.
As discussed at the beginning of Section 4.6, in the r 6= 1 case, the quantum tan-
gent space T ′ ≡ T ∪Uq,r(is(N)) contains dilatations and translations, but does not
contain the tangent vectors of Sq,r(N), i.e. the functionals χ
a
b. However T
′ defines
a bicovariant differential calculus on ISOq,r(N) or ISpq,r(N) because conditions
(2.3.4) and (2.3.18) are satisfied. The proof is as in (4.7.1) and (4.7.3).
The q-Lie algebra in the orthogonal case is explicitly given by
χ•◦χ
•
b − (q•b)−2χ•bχ•◦ = 0 (5.1.1)
χ•cχ
•
• − r−2χ••χ•c = −r−1χ•c (5.1.2)
χ•◦χ
•
• − r−4χ••χ•◦ =
−(1 + r2)
r3
χ•◦ (5.1.3)
q•aP
ab
A cdχ
•
bχ
•
a = 0 (5.1.4)
Relation (5.1.4) is equivalent to qb•P
ab
A cdχ
•
bχ
•
a = 0 and qa•[(PA)q−1,r−1 ]
ab
cdχ
•
aχ
•
b = 0.
A combination of (5.1.1)-(5.1.4) yields:
χ•◦ + λχ
•
◦χ
•
• = λ
−rN2
r2 + rN
1
qd•
χ•bC
dbχ•d (5.1.5)
Notice the similar structure of eq.s (4.2.23), (4.3.23) and (5.1.5).
Following the same arguments as in (4.7.12), the adjoint representation is given
by the elements
P (M• DB• ) = P (T
•
•κN+2(T
D
B)) = vP (κN+2(T
D
B)) (5.1.6)
that explicitly read
P (M• ◦◦• ) = v
2 P (M• d◦• ) = 0 P (M
• •
◦• ) = 0
P (M• ◦b• ) = vr
−N
2 xeCeb P (M
• d
b• ) = vκ(T
d
b) P (M
• •
b• ) = 0
P (M• ◦•• ) = − 1
rN (r
N
2 +r−
N
2 +2)
xeCefx
f P (M• d•• ) = vκ(x
d) P (M• ••• ) = I
(5.1.7)
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The differential related to this calculus is given by
∀a ∈ ISOq,r(N) da = (χ•b ∗ a)ω•b + (χ•• ∗ a)ω•• + (χ•◦ ∗ a)ω•◦ (5.1.8)
where ω•
b, ω•
• and ω•
◦ are the 1-forms dual to the tangent vectors χ•b, χ
•
◦ and χ
•
•.
The left and right actions ∆L : Γ→ ISOq,r(N)⊗Γ and ∆R : Γ→ Γ⊗ISOq,r(N)
are defined by:
∆L(ω
A
• ) = I ⊗ ω A• , ∆R(ω A• ) = ω B• ⊗ P (M• AB• ) (5.1.9)
We now explicitly give the relation characterizing this differential calculus. These
formulae will be needed in the next chapter.
To simplify notations, we write the composite indices as follows:
•
a → a, •• → •, •◦ → ◦; •a → a, •• → •, •◦ → ◦ (5.1.10)
Similarly we’ll write qb instead of qb•. The explicit expression for the tangent vectors
then reads:
χb =
1
r − r−1f
•
b
χ◦ =
1
r − r−1f
•
◦
χ• =
1
r − r−1 [f
•
• − ε] (5.1.11)
and their coproduct is given by
∆(χb) = χ• ⊗ f •b + χc ⊗ f cb + ε⊗ χb (5.1.12)
∆(χ•) = χ• ⊗ f •• + ε⊗ χ• (5.1.13)
∆(χ◦) = χ◦ ⊗ f ◦◦ + χ• ⊗ f •◦ + χc ⊗ f c◦ + ε⊗ χ◦ (5.1.14)
Using the general formula (4.7.18) we can deduce the ω, T commutations for ISOq,r(N):
ωbT c d =
qf
r
(R−1)bf edT
c
fω
e (5.1.15)
ωbxc =
qb
r2
xcωb + λr
N
2
−1qdC
bdT c dω
◦ (5.1.16)
ωbu =
r2
qb
u ωb (5.1.17)
ωbv =
qb
r2
v ωb (5.1.18)
ω•T c d = T
c
dω
• (5.1.19)
ω•xc =
1
r2
xcω• − λqb
r
T c bω
b (5.1.20)
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ω•u = r2uω• (5.1.21)
ω•v = r−2vω• (5.1.22)
ω◦T c d = q
2
dr
−2T c dω
◦ (5.1.23)
ω◦xc = xcω◦ (5.1.24)
ω◦u = uω◦ (5.1.25)
ω◦v = vω◦ (5.1.26)
The 1-form τ ≡ ω• ≡ ω •• is bi-invariant, and one can check that ∀ a ∈ A , da =
1
λ
[τa− aτ ]. The exterior derivative on the generators of ISOq,r(N) reads:
dT c d = 0 (5.1.27)
dxc = −qbr−1T c bωb − r−1xcω• (5.1.28)
du = ruω• (5.1.29)
dv = −r−1vω• (5.1.30)
dz = −qbr−1ybωb − r(1− rN)uω◦ − r−1zω• (5.1.31)
where we have included the exterior derivative on z for convenience. Note that
the calculus is trivial on the SOq,r(N) subgroup of ISOq,r(N), as is evident from
(5.1.27). Thus effectively we are discussing a bicovariant calculus on the orthogonal
q-plane generated by the coordinates xa and the “dilatations” u, v.
Every element ρ of Γ can be written as ρ =
∑
k akdbk for some ak, bk belonging
to ISOq,r(N). Indeed inverting the relations (5.1.28)-(5.1.31) yields:
ωa = − r
qa
κ(T a c)[dx
c − xcudv] = r
qa
[dκ(xa)]v = r−1vdκ(xa) (5.1.32)
ω• = −rudv = r−1vdu (5.1.33)
ω◦ = −vdz + r
−Nzdv + r−
N
2 Cabx
adxb
r(1− rN) (5.1.34)
The exterior product of left-invariant 1-forms is as usual defined by
ωi ∧ ωj ≡ ωi ⊗ ωj − Λij klωk ⊗ ωl (5.1.35)
where
Λij kl = f
i
l(M
j
k ) (5.1.36)
As in (4.7.31) this Λ tensor is obtained from the one of SOq,r(N + 2) by restricting
its indices to the subset •b, ••, •◦. The non-vanishing components of Λ read:
Λad cb =
qa
qc
r−1Rad bc Λ
•◦
cb = − r
−
N
2 −1
qc
λCbc Λ
•d
c• = r
−2δdc
Λa◦ c◦ = r
−1λδac Λ
◦d
c◦ = (
r
qc
)2δdc Λ
a•
•b = δ
a
b
Λ•d •b = r
−1λδdb Λ
a◦
◦b = r
−4(qa)
2δab Λ
••
•• = 1
Λad •◦ = −qar−
N
2
−1λCda Λ•◦ •◦ = λr
−1(1− r−N) Λ◦• •◦ = 1
Λ•◦ ◦• = r
−4 Λ◦◦ ◦◦ = 1
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From (5.1.35) it is not difficult to deduce the commutations between the ω’s:
1
qc
P abS cd ω
d ∧ ωc = 0 (5.1.37)
ωa ∧ ω• = −r2ω• ∧ ωa (5.1.38)
ωa ∧ ω◦ = −r−4(qa)2ω◦ ∧ ωa (5.1.39)
ω• ∧ ω• = ω◦ ∧ ω◦ = 0 (5.1.40)
ω• ∧ ω◦ = −r−4ω◦ ∧ ω• + λr
−N
2
−1
qa(1− r−N)Cba ω
a ∧ ωb (5.1.41)
Notice that the dimension of the space of 2-forms generated by ωa ∧ ωb is larger
than in the commutative case since PS project into an N(N + 1)/2 − 1 (and not
into an N(N + 1)/2) dimensional space. This is not surprising since the exterior
algebra of homogeneous orthogonal quantum groups is known to be larger than its
classical counterpart.
The Cartan-Maurer equations
dωi =
1
r − r−1 (τ ∧ ω
i + ωi ∧ τ) (5.1.42)
can be explicitly found after use of the commutations (5.1.37)- (5.1.41):
dωa = r−1ωa ∧ ω• (5.1.43)
dω• = 0 (5.1.44)
dω◦ = −r(1 + r2)ω• ∧ ω◦ + r
3
r
N
2 − r−N2
Cba
qa
ωa ∧ ωb (5.1.45)
Finally, the nonvanishing structure constants C, given by C ijk = χk(M
i
j ), read:
C ◦ab = −q−1a r−
N
2
−1Cba C
c
a• = −r−1δca C c•b = r−1δcb
C ◦◦• = −r−3(1 + r2) C ◦•◦ = r−1(1− r−N)
These structure constants can be obtained from those of SOq,r(N+2) by specializing
indices, for the same reason as for the Λ components.
The ∗-conjugation on the χ functionals can be deduced from (4.5.27) [use (qf)−1Dfb
= qbDfb]
(χb)
∗ = −r−NDfb
1
qf
Ddfχd = −r−NqbDfbDdfχd = −r−NqbDfbDdfχd (5.1.46)
(χ•)
∗ = −χ• (5.1.47)
(χ◦)
∗ = −r−2N−2χ◦ (5.1.48)
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whereas the conjugation on the ω 1-forms can be deduced from (2.3.52) and (5.1.46)-
(5.1.48) or directly from their expression in terms of dx, du, dv differentials (5.1.32)-
(5.1.34) remembering that (da)∗ = d(a∗):
(ωa)∗ = qa
−1rN(D−1)abDbc = qa−1rNDab(D−1)bcωc (5.1.49)
(ω•)∗ = ω• (5.1.50)
(ω◦)∗ = r2N+2ω◦ (5.1.51)
5.2 Calculus on the multiparametric orthogonal
quantum plane
In this section we concentrate on the orthogonal quantum plane
M ≡ Funq,r
(
ISO(N)
SO(N)
)
, (5.2.52)
i.e. the ISOq,r(N) subalgebra generated by the coordinates x
a and the dilata-
tions u, v. This is the algebra we called B in the study of the cross-product cross-
coproduct construction ISOq,r(N) ∼= B×·SOq,r(N) of Section 4.2.
We study the action of the exterior differential d on M and the corresponding
space ΓM of 1-forms. ΓM is the sub-bimodule of Γ formed by all the elements adb or
(da′)b′ where a, b, a′, b′ are polynomials in xa, u and v [of course adb = d(ab)−(da)b].
We will see that a generic element ρ of ΓM cannot be generated, as a left module,
only by the differentials dx, dv, i.e. it cannot be written as ρ = aidx
i + adv. We
need also to introduce the differential dz (or equivalently dL ≡ d(xaCabxb)). Thus
the basis of differentials is given by dxa, dv, dz and corresponds to the intrinsic basis
of independent 1-forms ωa, ω• and ω◦. Note that du can be expressed in terms of
dv since du = −u(dv)u = −r2u2dv = −r−2(dv)u2 [ see (5.3.124) below].
In Subsection 5.2.1 we consistently impose an extra conditon in order to relate dz
to dx and dv. This is done in two different ways: checking explicilty the consistency
of the extra condition as in [48] [53] and also deriving it using ISOq,r(N) symmetry
principles.
Commutations
The commutations between the coordinates xa, u and v have been given in Sec-
tion 4.2. The commutations between coordinates and differentials are found by
expressing the differentials in terms of the 1-forms ω as in (5.1.28)-(5.1.31), and
using then the x, u, v commutations with the ω’s given in (5.1.15)-(5.1.26). The
resulting q-commutations between x and dx are found to be:
(r−2PS − PA)(x⊗ dx) = (PS + PA)(dx⊗ x) (5.2.53)
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where we have used the tensor notation Aabcdx
cdxd ≡ A(x⊗dx) etc. The remaining
commutations are given in formulae (5.3.121)–(5.3.132) in Table 1.
Let us consider the above formula, giving the x, dx commutations. If we multiply
it by P0 we find 0 = 0. Thus from this equation we have no information on
P0(x⊗ dx). Applying instead the projectors PS and PA yields
PS(x⊗ dx) = r2PS(dx⊗ x) ; PA(x⊗ dx) = −PA(dx⊗ x) (5.2.54)
which does not allow to express xadxb only in terms of linear combinations of (dx)x
since no linear combination of PS and PA is invertible. The space of 1-forms has
therefore one more dimension than his classical analogue because we are missing a
condition involving the one dimensional projector P ab0 ef = (C
lmC lm)
−1CabC ef , see
(4.1.16).
However, if we consider the 1-form dL ≡ d(xeCefxf ) – an exterior derivative of
polynomials in the basic elements – we can write the commutations between the x
and dx elements as follows:
dx⊗ x = −(PS + PA + P0)x⊗ dx+ (PS + PA)d(x⊗ x) + P0d(x⊗ x)
= PSdx⊗ x+ PAdx⊗ x− P0x⊗ dx+ P0d(x⊗ x)
= (r−2PS − PA − P0)x⊗ dx+ P0d(x⊗ x) (5.2.55)
where we have used the Leibniz rule, the commutations (5.2.54) and PS+PA+P0 =
I. Equivalently we have
dx⊗ x = (r−2PS − PA − P0)x⊗ dx− C r
N
2
−2(1− r2)
1− rN (vdz + zdv) (5.2.56)
involving the dv and dz differentials.
The presence of dz can also be explained within the general theory by recalling
that Γ is a free right module [see paragraph following (2.1.47)]. A basis of right
invariant 1-forms is given by (2.1.47): ηA ≡ κ−1(M AB )ωB, we explicitly have:
ηa = −r−1dxa u = −r−1dT a • κ(T • •) (5.2.57)
η• = −r−1dv u = −r−1dT • • κ(T • •) (5.2.58)
η◦ =
r
N
2
−1
(1− rN)(1 + rN−2) [dx
eCefx
f − rN−2xeCefdxf ]u2 (5.2.59)
=
−rN−1
rN − 1[dz u+ dyb κ(x
b) + du κ(z)] =
−rN−1
rN − 1dT
◦
B κ(T
B
•) (5.2.60)
To derive the expressions for η◦ use: yb = −r−N2 uxeCefT f b; dyb κ(xb) = r−
N
2 du xxu+
r−
N
2 dx xu2; dz = d( −r
−
N
2
1+r2−N
uxx) = −r
−
N
2
1+r2−N
(du xx+ dx xu+ xdx u); κ(z) = κ(T ◦ •) =
r−Nz; uxx = r2xxu; udx x = dx xu, where xx ≡ L ≡ xeCefxf .
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The 1-forms (5.2.58)-(5.2.59) in Γ do not contain any T a b element and therefore
belong to ΓM as well; they are linearly independent and freely generate ΓM as a
right module because they freely generate the full Γ as a right module. The extra
1-form η◦ (or dz) is therefore a natural consequence of the right module structure
of Γ.
In summary: either dL or dz or η◦ are necessary in order to close the com-
mutation algebra between coordinates and differentials. Thus the commutations
involving z and dz appear in Table 1.
We have seen that dv u; dxa u and η◦ freely generate ΓM as a right module;
recalling that Γ is also a free left module, we have the :
Proposition 5.1 The M-bimodule ΓM , as a left module (or as a right module),
is freely generated by the differentials dx, dL (or dz) and dv. Proof: to show that
aidx
i + adL + a•dv = 0 ⇒ ai = 0, a = 0, a• = 0 express dxi, dL, dv in terms of
ωa, ω◦ω•, see (5.1.28)-(5.1.31), and recall that Γ is a free left module.
Note 5.2.1 From (5.3.121), (5.3.122) and the commutations of L with x and u
we have xcdL = dLxc, udL = dLu and vdL = dL v. These relations and (5.3.120)
show that inside ΓM there is the smaller bimodule generated by the differentials
dxa and dL.
We now examine the space of 2-forms. By simply applying the exterior derivative
d to the relations (5.3.120)-(5.3.132) we deduce the commutations between the
differentials given in Table 1. As with the ωa’s in eq. (5.1.37), the relations in
(5.3.133) are not sufficient to order the differentials dxa.
ISOq,r(N) - coactions
All the relations we have been deriving have many symmetry properties because
they are covariant, under the actions on M and Γ, of the full ISOq,r(N) q-group.
In fact we have the following three ISOq,r(N) actions:
1) the coproduct of ISOq,r(N) can be seen as a left-coaction ∆ : M →
ISOq,r(N)⊗M :
∆xa = T a b ⊗ xb + xa ⊗ v , ∆(u) = u⊗ u , ∆(v) = v ⊗ v (5.2.61)
2) the left coaction ∆L : Γ→ ISOq,r(N)⊗ Γ, when restricted to ΓM gives
∆L|
ΓM
: ΓM → ISOq,r(N)⊗ ΓM (5.2.62)
and defines a left coaction of ISOq,r(N) on ΓM compatible with the bimodule
structure of ΓM and the exterior differential: ∆L|
ΓM
(adb) = ∆(a)(id⊗ d)∆(b).
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3) the right coaction ∆R : Γ→ Γ⊗ISOq,r(N), does not become a right coaction
of ISOq,r(N) on ΓM ; however we have
∆R|
ΓM
: ΓM → Γ⊗M ⊂ Γ⊗ ISOq,r(N) (5.2.63)
this map is obviously well defined and satisfies ∆R|
ΓM
(adb) = ∆(a)(d ⊗ id)∆(b)
∀a, b ∈M since M ⊂ ISOq,r(N).
We call this calculus ISOq,r(N)-bicovariant because ∆L|
ΓM
and ∆R|
ΓM
are com-
patible with the bimodule structure of ΓM and with the exterior differential.
5.2.1 ISOq,r(N)-covariant and SOq,r(N)-bicovariant calculus
Commutations
Since the P abA cdx
cxd = 0 commutation relations allow for an ordering of the
coordinates (moreover the Poincare´ series of the polynomials on the quantum or-
thogonal plane is the same as the classical one), it is tempting to impose extra
conditions on the differential algebra of the q-Minkowski plane, so that the space
of 1-forms has the same dimension as in the classical case. We require that the
commutation relations between x and dx close on the algebra generated by x and
dx:
dxaxb = αabefx
edxf (5.2.64)
where α is an unknown matrix whose entries are complex numbers. Any matrix
can be expanded as α = aPS + bPA + cP0 with a, b, c = const. From (5.2.54) we
have α = r−2PS − PA + cP0; therefore condition (5.2.64) is equivalent to
P0(dx⊗ x) = cP0(x⊗ dx) (5.2.65)
and supplements eq.s (5.2.54). Taking its exterior derivative leads to a supplemen-
tary condition on the dx, dx products (for c 6= −1):
P0(dx ∧ dx) = 0 . (5.2.66)
From (5.3.133) and (5.2.66) it follows that dx ∧ dx = (PS + PA + P0)(dx ∧ dx) =
PA(dx ∧ dx), or [see the definition of PA in (4.1.16)] :
dx ∧ dx = −rRˆ dx ∧ dx . (5.2.67)
which allows the ordering of dx, dx products.
Using (5.2.55), (5.2.65) and (4.1.15), we find
dx⊗ x = (r−2PS − PA)(x⊗ dx) + P0(dx⊗ x) (5.2.68)
= (r−2PS − PA)(x⊗ dx) + cP0(x⊗ dx) (5.2.69)
= (r−2PS − PA + rN−2P0)(x⊗ dx) + (c− rN−2)P0(x⊗ dx)(5.2.70)
= r−1Rˆ−1(x⊗ dx) + (c− rN−2)P0(x⊗ dx) . (5.2.71)
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The consistency of the commutation relations (5.2.67) and (5.2.71) with the asso-
ciativity condition on the triple dxi dxj xk fixes c = rN−2 i.e.:
P0(dx⊗ x) = rN−2P0(x⊗ dx) ; (5.2.72)
the x, dx commutations (5.2.71) then become:
x⊗ dx = rRˆ(dx⊗ x) (5.2.73)
and reproduce (in the uniparametric case) the known x, dx commutations of the
quantum orthogonal plane [54].
Coactions
This calculus is no more bicovariant under the ISOq,r(N) action,
xa −→ T a b ⊗ xb + xa ⊗ v , u −→ u⊗ u , v −→ v ⊗ v (5.2.74)
but we are left with bicovariance under the SOq,r(N) action
xa −→ T a b ⊗ xb . (5.2.75)
In other words, δL : Γ
′
M → SOq,r ⊗ Γ′M defined by δL(adb) = δ(c)(id ⊗ d)δ(b) with
δ(xa) = T a b ⊗ xb is a left coaction of SOq,r(N) on the bimodule Γ′M where Γ′M is
ΓM with the extra condition (5.2.65) [cf. (5.2.62)]. Similarly, the map δR(adb) =
δ(a)(d⊗ id)δ(b) is well defined [cf. (5.2.63)].
Left covariance under (5.2.74) is broken only by (5.2.65). Indeed, while rela-
tions (5.2.54) are left and right ISOq,r(N)-covariant, the extra condition (5.2.65)
is not left ISOq,r(N)-covariant : ∆L[P0(dx ⊗ x)− cP0(x⊗ dx)] 6= 0, ∀c. It is right
ISOq,r(N)-covariant, ∆R[P0(dx⊗x)−cP0(x⊗dx)] = 0, only for c = rN−2, as can be
seen using T b ddx
a = d(T b dx
a) = r
qd
Rabefdx
e T f d and (4.1.21). Therefore the choice
c = rN−2 preserves the right coaction ∆R i.e. the right ISOq,r(N)-covariance.
Note 5.2.2 We can reformulate the quotient procedure ΓM → Γ′M in a more abstact
setting by considering that ΓM is a subbimodule of the bicovariant bimodule Γ. In
(5.2.59) we have expressed the xeCefdx
f ↔ dxeCefxf commutation via the right
invariant 1-form η◦. A condition on Γ (and therefore on ΓM) that preserves right
ISOq,r(N) covariance, i.e. compatible with ∆R, is: η
◦ linearly dependent from the
remaining right invariant 1-forms: dv u and dxa u. It is easily seen that since η◦
is quadratic in the basis elements xa the only possible linear condition is η◦ = 0,
and this gives exactly (5.2.72). The M-bimodule Γ′M is therefore generated by
the differentials dxb and dv. Since left ISOq,r(N) covariance, contrary to right
ISOq,r(N) covariance, is broken, the relations between the left invariants 1-forms
is nonlinear. Explicitly we have
ω◦ = −qa
r2
vya ω
a +
r
N
2
−2
rN + r2
Cabx
axbω• (5.2.76)
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[express dz in terms of dxi,dv in (5.1.34) and use the expansion of dxb and dv on
ωa and ω• as given in (5.1.28),(5.1.30)].
Partial derivatives
The tangent vectors χ in (5.1.11) and the corresponding vector fields χ∗ have
“flat” indices. To compare χ∗ with partial derivative operators with “curved” in-
dices, we need to define the operators
←
∂ such that
d a =
←
∂c (a) dx
c +
←
∂ •(a)dv ≡
←
∂C(a)dx
C (5.2.77)
[C = (c, •), dxC = (dxc, dv)]. The action of
←
∂C on the coordinates x
C = (xc, v) is
given by
←
∂C (x
A) = δACI , (5.2.78)
From the Leibniz rule d(ab) = (da)b+a(db), using (5.2.77) and the fact that dxC =
(dxc, dv) is a basis for 1-forms, we find
←
∂ c(ax
b) = aδbc +
←
∂ d(a)r
−1(Rˆ−1)dbecx
e − (1− r2)←∂ •δbcv (5.2.79)
←
∂ •(ax
b) = q−1b
←
∂ •(a)x
b (5.2.80)
←
∂ c(av) = r
−2qc
←
∂ c(a)v (5.2.81)
←
∂ •(av) = r
−2
←
∂ •(a)v + a (5.2.82)
Note the dilatation operator
←
∂ • appearing on the right-hand side of (5.2.79).
From d2(a) = 0 = d(
←
∂C(a)dx
C) =
←
∂B(
←
∂C(a))dx
B∧dxC and the q-commutations
of the differentials (5.3.133)-(5.3.139) one finds the commutations between the
“curved” partial derivatives:
(PA)
ab
cd
←
∂ a
←
∂ b = 0 (5.2.83)
←
∂ b
←
∂ • − qb
r2
←
∂ •
←
∂ b = 0 (5.2.84)
We can also define the partial derivatives ∂C so that [48], [53],
d a = dxC ∂C(a) ; (5.2.85)
again the action of ∂
C
on the coordinates is
∂C(x
A) = δACI . (5.2.86)
We now give an explicit relation between the ∂C and the q-Lie algebra generators
χ
C
(a similar expression holds also for the
←
∂ derivatives). From (2.3.32) we have:
d a = −ηC(a ∗ κ′(χ
C
)) (5.2.87)
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where C = (c, •) because we have set η◦ = 0. Relations (5.2.85) and (5.2.87) give,
∀a ∈ ISOq,r(N) :
∂c(a) = r
−1u(a ∗ κ′(χc)) , ∂•(a) = r−1u(a ∗ κ′(χ•)) (5.2.88)
The commutations between the partial derivatives can be derived as done above for
←
∂ , or via (5.2.88) and the q-Lie algebra (5.1.1)-(5.1.4). They are given in Table 2.
Similarly we can introduce the right invariant vectorfields
h˜C ≡ h˜κ′(χ
C
) ≡ [κ′(χC )⊗ id]∆ (5.2.89)
and use their Leibniz rule [it follows from ∆(κ′(χ
C
)) = κ′(χ
C
)⊗ε+κ′(fDC)⊗κ′(χD) ]:
h˜C(ab) = h˜C(a)b+ κ
′(fDC)(a1) a2h˜D(b) (5.2.90)
to derive the ∂, x, u commutations. For example we have h˜ax
b = rvδba+(r/qb)R
lb
acx
ch˜l
+rλh˜• that togheter with ∂C = r
−1uh˜C gives
∂ax
b = δij [I + (r
2 − 1)v∂•] + rRlbacxc∂l .
Similarly for the the other relations, see Table 2.
Conjugation
The commutations in Table 2 are consistent under the conjugation (already
defined for xa and dxa)
(xa)∗ = Dabxb, (dxa)∗ = Dabdxb, (∂a)∗ = −rNd−1b Dba∂b (5.2.91)
v∗ = v, (dv)∗ = dv, (∂•)
∗ = u− ∂• (5.2.92)
where we have used the notation Daa = d
a , D−1aa = d
−1
a (D
a
b = C
aeCbe is diagonal).
This consistency can be checked directly by taking the ∗-conjugates of the relations
in Table 2, and by using the identity (4.1.34) and:
C¯ = CT ; [QN (r)]
∗ = QN(r); (5.2.93)
dcd−1h R
cg
ha(R
−1)eacd = δ
e
hδ
g
d; R
ab
cdd
adb = Rabcdd
cdd
dcRcghc = r
N−1δgh; R
ab
cdd
−1
a d
−1
b = R
ab
cdd
−1
c d
−1
d
(5.2.94)
qa =
1
qa
for a 6= n, n + 1, qn = 1
qn+1
(5.2.95)
We now derive the conjugation on the partial derivatives from the differential cal-
culus on ISOq,r(N). This is achieved by studying the conjugation on the right
invariant vectorfields h˜.
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For a general Hopf algebra, with tangent vectors χi, we deduce the conjugation
on h˜ from the commutation relations between h˜ and a generic element of the Hopf
algebra:
h˜jb = h˜j(b) + 〈κ′(f s j) , b1〉 b2h˜s = 〈κ′(χj) , b1〉 b2 + 〈κ′(f s j) , b1〉 b2h˜s (5.2.96)
We multiply this expression by 〈κ′2(f j i) , b0〉 [where we have used the notation
(id⊗∆)∆(b) = b0 ⊗ b1 ⊗ b2] to obtain
〈κ′2(f j i) , b1〉 h˜jb2 + 〈κ′2(χi) , b1〉b2 = bh˜i (5.2.97)
Now, using 〈ψ , b〉 = 〈[κ′(ψ)]∗, b∗〉 and then applying ∗ we obtain (here a = b∗)
h˜∗ja = 〈[κ′3(χj)]∗ , a1〉 a2 + 〈[κ′3(f s j)]∗ , a1〉 a2h˜s . (5.2.98)
This last relation implies
h˜∗i ≡ [h˜κ′(χi)]∗ = h˜[κ′3(χi)]∗ (5.2.99)
notice that ∗◦κ′2 is a well defined conjugation since (∗◦κ′2)2 = id .
We now apply formula (5.2.99), valid for a generic Hopf algebra, to the ∗-
conjugation and the right invariant vectorfields of this section; we have:
[h˜κ′(χa)]
∗ = −rNqad−1a Dbah˜κ′(χb) (5.2.100)
[h˜κ′(χ•)]
∗ = −h˜κ′(χ•) . (5.2.101)
From these last relations and (5.2.88) we then finally deduce (∂a)
∗ = −d−1b DbarN∂b
and (∂•)
∗ = u− ∂• .
5.2.2 The reduced xa, dxa, ∂a algebra and the quantum
Minkowski phase-space.
Note that the algebra in Table 2 actually contains a subalgebra generated only
by xa, dxa, ∂a, indeed ∂• vanishes when acting on monomials containing only the
coordinates xb, as can be seen from (5.4.149). This calculus is ISOq,r(N)-right
covariant because it can also be obtained imposing the conditions η• = 0 and
χ• = 0 that are compatible with the right coaction ∆R and the bimodule structure
given by the f ij functionals.
Table 3 contains the multiparametric orthogonal quantum plane algebra of coor-
dinates, differentials and partial derivatives, together with a consistent conjugation
for any even dimension. We emphasize here that this conjugation does not re-
quire an additional scaling operator as in ref. [9]. Thus the algebra in Table 3
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can be taken as starting point for a deformed Heisenberg algebra (i.e. a deformed
phase-space) .
Real coordinates and hermitean momenta
We note that the transformation
Xa =
1√
2
(xa + xa
′
) , a ≤ n (5.2.102)
Xn+1 =
i√
2
(xn − xn+1) (5.2.103)
Xa =
1√
2
(xa − xa′) , a > n+ 1 (5.2.104)
defines real coordinates Xa. On this basis the metric becomes C ′ = (M−1)TCM−1
(where M is the transformation matrix X = Mx):
C ′ =
1
2

r
N
2
−1 + r−
N
2
+1 0 0 −(rN2 −1 − r−N2 +1)
0 r
N
2
−2 + r−
N
2
+2 −(rN2 −2 − r−N2 +2) 0
...
...
...
...
0 0 2 0 0 0
0 0 0 2 0 0
...
...
...
...
0 r
N
2
−2 − r−N2 +2 −(rN2 −2 + r−N2 +2) 0
r
N
2
−1 − r−N2 +1 0 0 −(rN2 −1 + r−N2 +1)

(5.2.105)
and reduces for r → 1 to the usual SO(n + 1, n − 1) diagonal metric with n + 1
plus signs and n − 1 minus signs. Notice that the diagonal elements of C ′ are real
while the off diagonal ones are pure imaginary, moreover C ′ is hermitian (and can
therefore be diagonalized via a unitary matrix).
As for the coordinates X , it is possible to define antihermitian χ and ∂, and real
ω and dx. To define hermitian momenta we first notice that the partial derivatives
∂˜a ≡ rN2 d−
1
2
a ∂a (5.2.106)
behave, under the hermitian conjugation ∗, similarly to the coordinates xa:
(∂˜a)
∗ = −∂˜a a 6= n, n+ 1 (5.2.107)
(∂˜n)
∗ = −∂˜n+1 . (5.2.108)
As in (5.2.102)–(5.2.104) we then define:
Pa =
−ih¯√
2
(∂˜a + ∂˜a′) , a ≤ n (5.2.109)
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Pn+1 =
−h¯√
2
(∂˜n − ∂˜n+1) (5.2.110)
Pa =
−ih¯√
2
(∂˜a − ∂˜a′) , a > n+ 1 (5.2.111)
It is easy to see that the Pa are hermitian: Pa
∗ = Pa and that in the classical
limit are the momenta conjugated to the coordinates Xa: Pa(X
b) = −ih¯δba. In the
r 6= 1 case we explicitly have (use da′ = d−1a , dn = dn+1 = 1):
Pa(X
a) = −i
2
r
N
2 h¯(d
1
2
a + d
− 1
2
a )
Pa(X
a′) = ǫa
−i
2
r
N
2 h¯(d
1
2
a − d−
1
2
a ) where ǫa = 1 if a < n and ǫa = −1 if a > n+ 1
while the other entries of the Pa(X
b) matrix are zero.
By defining the transformation matrix N ba as:
Pa ≡ −ih¯N ba ∂b (5.2.112)
we find the deformed canonical commutation relations:
PaX
b − rSbcadXdPc = −ih¯EbaI (5.2.113)
where
Sbcad = N
e
a M
b
fRˆ
fh
eg(M
−1)gd(N
−1) ch , E
b
a ≡
i
h¯
Pa(X
b) = N ca M
b
c (5.2.114)
Similarly one finds all the remaining commutations of the P , X and dX algebra.
Notice that no unitary operator appears on the right-hand side of (5.2.113). Our
conjugation is consistent with (5.2.113) without the need of the extra operator of
ref. [9] .
For n = 2 the results of this section immediately yield the bicovariant calculus
on the quantum Minkowski space, i.e. on the multiparametric orthogonal quantum
plane Funq,r(ISO(3, 1)/SO(3, 1)).
Note 5.2.3 In the r → 1 limit the reduced differential calculus on the coordinates
xa coincides with the r = 1 bicovariant differential calculus on ISOq,r=1(N) of
Section 4.7 [see (4.7.17)]. This is so because the ISOq,r=1(N) bicovariant differential
can be written da = (χab ∗ a)ωab+ (χ•c ∗ a)ω•c = −ηab(a ∗ κ′(χab))− η•c(a ∗ κ′(χ•c)).
Similarly to Theorem 3.7.1, we have that (a∗κ′(χab)) = 0 when a is a polynomial in
xa. Then the exterior differential on such polynomials reads da = −η•c(a ∗ κ′(χ•c))
as in the reduced differential calculus on the coordinates xa.
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5.3 Table 1: the ISOq,r(N)-bicovariant algebra
P abA cdx
cxd = 0 (5.3.115)
xbv = qbvx
b ; xbu = q−1b ux
b (5.3.116)
z = − 1
(r−
N
2 + r
N
2
−2)
xbCbax
au (5.3.117)
zv = r2vz ; zu = r−2uz (5.3.118)
qax
az = zxa (5.3.119)
(x⊗ dx) = (r2PS − PA − P0)(dx⊗ x) + P0d(x⊗ x) (5.3.120)
xcdu =
1
qc
(du)xc − λ
r
(dxc)u; xcdv = qc(dv)x
c + λr(dxc)v (5.3.121)
xcdz =
1
qc
(dz)xc (5.3.122)
udxc =
qc
r2
(dxc)u (5.3.123)
udu = r−2(du)u; udv = r−2(dv)u (5.3.124)
udz = (dz)u (5.3.125)
vdxc =
r2
qc
(dxc)v (5.3.126)
vdu = r2(du)v; vdv = r2(dv)v (5.3.127)
vdz = (dz)v (5.3.128)
zdxc = qc(dx
c)z (5.3.129)
zdu = r−2(du)z + (r−2 − 1)(dz)u (5.3.130)
zdv = r2(dv)z + (r2 − 1)(dz)v (5.3.131)
zdz = r−2(dz)z (5.3.132)
PS(dx ∧ dx) = 0 (5.3.133)
dxc ∧ du = −r
2
qc
du ∧ dxc; dxc ∧ dv = − qc
r2
dv ∧ dxc (5.3.134)
dxc ∧ dz = − 1
qc
dz ∧ dxc (5.3.135)
du ∧ du = dv ∧ dv = 0 (5.3.136)
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du ∧ dv = −r−2dv ∧ du (5.3.137)
dz ∧ du = −du ∧ dz; dz ∧ dv = −dv ∧ dz (5.3.138)
dz ∧ dz = 0 (5.3.139)
5.4 Table 2: the ISOq,r(N)-covariant x
a, v, ∂a, ∂•, dxa, dv
algebra
P abA cdx
cxd = 0 (5.4.140)
xbv = qbvx
b (5.4.141)
x⊗ dx = rRˆ(dx⊗ x) (5.4.142)
xcdv = qc(dv)x
c + λr(dxc)v (5.4.143)
vdxc =
r2
qc
(dxc)v (5.4.144)
dx ∧ dx = −rRˆdx ∧ dx (5.4.145)
dxc ∧ dv = − qc
r2
dv ∧ dxc (5.4.146)
dv ∧ dv = 0 (5.4.147)
∂cx
b = rRˆbecdx
d∂e + δ
b
c[I + (r
2 − 1)v∂•] (5.4.148)
∂•x
b = qbx
b∂• (5.4.149)
∂•v = r
2v∂• + I (5.4.150)
(PA)
ab
cd∂b∂a = 0 (5.4.151)
∂b∂• − qb
r2
∂•∂b = 0 (5.4.152)
Conjugation:
(xa)∗ = Dabxb, (dxa)∗ = Dabdxb, (∂a)∗ = −rNd−1a Dba∂b (5.4.153)
v∗ = v, (dv)∗ = dv, (∂•)
∗ = u− ∂• (5.4.154)
r∗ = r−1, q∗a =
1
qa
for a 6= n, n + 1, q∗n =
1
qn+1
(5.4.155)
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5.5 Table 3: the reduced ISOq,r(N)-covariant x
a, ∂a, dx
a
algebra
P abA cdx
cxd = 0 (5.5.156)
x⊗ dx = rRˆ(dx⊗ x) (5.5.157)
dx ∧ dx = −rRˆ(dx ∧ dx) (5.5.158)
∂cx
b = rRˆbecdx
d∂e + δ
b
cI (5.5.159)
P abA cd∂b∂a = 0 (5.5.160)
Conjugation:
(xa)∗ = Dabxb, (dxa)∗ = Dabdxb, (∂a)∗ = −rNd−1a Dba∂b (5.5.161)
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Chapter 6
Appendix
A The Hopf algebra axioms
A Hopf algebra over the field K is a unital algebra over K endowed with the linear
maps:
∆ : A→ A⊗ A, ε : A→ K, κ : A→ A (A.1)
satisfying the following properties ∀a, b ∈ A:
(∆⊗ id)∆(a) = (id⊗∆)∆(a) (A.2)
(ε⊗ id)∆(a) = (id⊗ ε)∆(a) = a (A.3)
m(κ⊗ id)∆(a) = m(id⊗ κ)∆(a) = ε(a)I (A.4)
∆(ab) = ∆(a)∆(b) ; ∆(I) = I ⊗ I (A.5)
ε(ab) = ε(a)ε(b) ; ε(I) = 1 (A.6)
where m is the multiplication map m(a⊗ b) = ab. From these axioms we deduce:
κ(ab) = κ(b)κ(a) ; ∆[κ(a)] = τ(κ⊗ κ)∆(a) ; ε[κ(a)] = ε(a) ; κ(I) = I (A.7)
where τ(a⊗ b) = b⊗ a is the twist map.
B The derivation of two equations
In this Appendix we derive the two equations (2.1.108) and (2.1.110). Consider the
exterior derivative of eq. (2.1.30):
d(ωia) = d[(f i j ∗ a)ωj]. (B.1)
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The left-hand side is equal to:
d(ωia) =
= dωi ∧ a− ωi ∧ da = −C ijk ωj ⊗ ωka− ωi ∧ (χj ∗ a)ωj =
= −C ijk ωj ⊗ ωka− (f i s ∗ χj ∗ a)ωs ∧ ωj =
= −C ijk (f j p ∗ fk q ∗ a)ωp ⊗ ωq − (f i s ∗ χj ∗ a)(ωs ⊗ ωj − Λsjpqωp ⊗ ωq) =
= [(−C ijk f j pfk q − f i pχq + Λsjpqf i sχj) ∗ a](ωp ⊗ ωq) (B.2)
The right-hand side reads:
d[(f i j ∗ a)ωj] =
= d(f i j ∗ a)ωj + (f i j ∗ a)dωj =
= (χk ∗ f i j ∗ a)ωk ∧ ωj − (f i j ∗ a)C jpq ωp ⊗ ωq =
= (χk ∗ f i j ∗ a)(ωk ⊗ ωj − Λkjpqωp ⊗ ωq)− (f i j ∗ a)C jpq ωp ⊗ ωq =
= [(χpf
i
q − Λkjpqχkf i j −C jpq f i j) ∗ a](ωp ⊗ ωq), (B.3)
so that we deduce the equation
−C ijk f j pfk q − f i pχq + Λsjpqf i sχj =
= χpf
i
q − Λkj pqχkf i j −C jpq f i j. (B.4)
We now need two lemmas.
Lemma 1
fn l ∗ aθ = (fn r ∗ a)(f r l ∗ θ), a ∈ A, θ ∈ Γ⊗n. (B.5)
Proof
fn l ∗ aθ =
(id⊗ fn l)∆(a)∆R(θ) = a1θ1fn l(a2θ2) =
a1θ1f
n
r(a2)f
r
l(θ2) = a1f
n
r(a2)θ1f
r
l(θ2) =
(fn r ∗ a)θ1f r l(θ2) = (fn r ∗ a)(f r l ∗ θ). (B.6)
Lemma 2
f r l ∗ ωj = Λrjklωk. (B.7)
Proof
f r l ∗ ωj =
(id⊗ f r l)∆R(ωj) = (id⊗ f r l)[ωk ⊗M jk ] =
= ωkf r l(M
j
k ) = Λ
rj
kl. (B.8)
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Consider now eq. (2.1.107) with h = fn l:
d(fn l ∗ a) = fn l ∗ da. (B.9)
The first member is equal to (χk ∗ fn l ∗ a)ωk, while the second member is:
fn l ∗ da = fn l ∗ [(χj ∗ a)ωj] = (fn r ∗ χj ∗ a)(f r l ∗ ωj)
= (fn r ∗ χj ∗ a)(Λrjklωk) (B.10)
We have used here the two lemmas (B.5) and (B.7). Therefore the following equa-
tion holds:
χk ∗ fn l = Λrjkl fn r ∗ χj , (B.11)
which is just eq. (2.1.108). Equation (2.1.110) is obtained simply by subtracting
(B.11) from eq. (B.4).
C Two theorems on it and ℓt
Theorem 2.4.11
ℓti = itid+ diti
that is
∀ ai1...inωi1 ∧ . . . ωin ∈ Γ∧n,
ℓti(ai1...inω
i1 ∧ . . . ωin) = (itid+ diti)(ai1...inωi1 ∧ . . . ωin). (C.1)
We will show this theorem by induction on the integer n. To do this, we need
the following:
Lemma
If n = 1, the theorem is true, i.e.
ℓti(bkω
k) = (itid+ diti)(bkω
k). (C.2)
First we show that:
ℓti(ω
k) = (itid+ diti)ω
k. (C.3)
We already know that ℓti(ω
k) = ωjC kji . The right-hand side of (C.3) yields:
(itid+ diti)(ω
k) = itidω
k + d(itiω
k) =
= −1
2
Cnj
kiti(ω
n ∧ ωj) =
= −1
2
Cnj
k
(
fni ∗ ωj − ωnδji
)
=
= −1
2
Cnj
k
[
(id⊗ fni)
(
ωℓ ⊗M ℓj
)
− δjiωn
]
=
= −1
2
Cnj
k
[
ωℓΛnjℓi − δjiωn
]
=
= +1
2
Cnj
k
[
δnℓ δ
j
i − Λnjℓi
]
ωℓ =
= C kℓi ω
ℓ
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and (C.3) is thus proved.
The right-hand side of (C.2) gives:
(itid+ diti)(bkω
k) = iti
(
dbk ∧ ωk + bkdωk
)
+ d
(
bkiti(ω
k)
)
=
= itj (dbk)f
j
i ∗ ωk − (dbk)iti(ωk)+
+bkiti(dω
k) + (dbk)iti(ω
k) =
= itj ((χn ∗ bk)ωn)f j i ∗ ωk + bkiti(dωk) =
= (χn ∗ bk)δnj f ji ∗ ωk + bk(itid+ diti)ωk =
= (χn ∗ bk)fni ∗ ωk + bkℓti(ωk) =
= ℓtn(bk)f
n
i ∗ ωk + bkℓti(ωk) =
= ℓti(bkω
k),
and the lemma is proved. We now finally prove the theorem.
Let us suppose it to be true for a (n− 1)-form:
ℓta(ai2...inω
i2 ∧ . . . ωin) = (itid+ diti)(ai2...inωi2 ∧ . . . ωin). (C.4)
Then it holds also for an n-form. Indeed, the left-hand side of (C.1) yields
ℓti(ai1...inω
i1 ∧ . . . ωin) =
= ℓtj (ai1...inω
i1) ∧ f ji ∗ (ωi2 ∧ . . . ωin) + ai1...inωi1 ∧ ℓti(ωi2 ∧ . . . ωin)
while the right-hand side of (C.1) is given by :
(itid+ diti)(ai1...inω
i1 ∧ . . . ωin) =
= iti [d(ai1...inω
i1) ∧ ωi2 ∧ . . . ωin − (ai1...inωi1) ∧ d(ωi2 ∧ . . . ωin)] +
d[itj (ai1...inω
i1)f ji ∗ (ωi2 ∧ . . . ωin)− (ai1...inωi1) ∧ iti(ωi2 ∧ . . . ωin)] =
= itj (dai1...inω
i1) ∧ f ji ∗ (ωi2 ∧ . . . ωin) + d(ai1...inωi1) ∧ iti(ωi2 ∧ . . . ωin) +
−itj (ai1...inωi1)f ji ∗ d(ωi2 ∧ . . . ωin) + ai1...inωi1 ∧ itid(ωi2 ∧ . . . ωin) +
+ditj (ai1...inω
i1)f ji ∗ (ωi2 ∧ . . . ωin) + itj (ai1...inωi1) ∧ f ji ∗ d(ωi2 ∧ . . . ωin) +
−d(ai1...inωi1) ∧ iti(ωi2 ∧ . . . ωin) + ai1...inωi1 ∧ diti(ωi2 ∧ . . . ωin) =
= [(itjd+ ditj )(ai1...inω
i1)] ∧ f ji ∗ (ωi2 ∧ . . . ωin) +
+ai1...inω
i1(itid+ diti)(ω
i2 ∧ . . . ωin) =
= ℓtj (ai1...inω
i1) ∧ f ji ∗ (ωi2 ∧ . . . ωin) + ai1...inωi1 ∧ ℓti(ωi2 ∧ . . . ωin)
and the theorem is proved. ✷✷✷
Lemma [iti , ℓtk ] = iti◦ℓtk − Λefikℓte◦itf
Proof By definition we have
[iti , ℓtk , ] (ϑ) ≡ ℓκ′(χk1)∗◦iti◦ℓχk2∗ (ϑ) = κ′(χj) ∗ (iti(f jk ∗ ϑ)) + iti(ℓtk(ϑ)) (C.5)
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we therefore have to prove that
κ′(χj) ∗ (iti(f jk ∗ ϑ)) = −Λefikℓte◦itf (C.6)
First notice that on a generic covariant tensor τ ∈ Γ⊗
iti(f
j
k ∗ τ) = Λefikf je ∗ itf (τ) (C.7)
as can be easily proved by induction with τ = τ ′ ⊗ ωℓ, τ ′ ∈ Γ⊗. To complete the
proof recall that κ(χj)f
j
e = −χe [apply m(κ′ ⊗ id) to ∆′(χe)]. ✷✷✷
Theorem [iti , ℓtk ] = i[ti,tk]=C
l
ik itl
Proof
The proof is by induction, it holds on 1-forms, let assume it holds for a generic ϑ
form of order n, we prove it holds also for the generic n + 1 form ωa ∧ ϑ. Use the
previous lemma to rewrite [iti , ℓtk ] as (1)+(2):
(1) itiℓtj (ω
a ∧ ϑ) = iti [(ωbC abp ∧ f pj ∗ ϑ+ ωa ∧ ℓtj (ϑ)]
= [C abp f
b
if
p
j + f
a
iχj] ∗ ϑ− ωb ∧C abp iti(f pj ∗ ϑ)− ωa ∧ itiℓtj (ϑ)
(2) −Λklijℓtk itl(ωa ∧ ϑ) = −Λklijℓtk [fal ∗ ϑ− ωaitl(ϑ)]
= [−Λklijχkfal] ∗ ϑ+ Λklijωb ∧C abp f pk ∗ itl(ϑ)− ωa ∧ (−1)Λklijℓtk itl(ϑ)
(3) C kij itk(ω
a ∧ ϑ) = C kij fak ∗ ϑ−C kij ωa ∧ itk(ϑ)
(C.8)
We then have
(1)+(2)−(3) = [C abp f bif pj + faiχj − Λklijχkfal −C kij fak] ∗ ϑ (C.9)
−ωb ∧C abp [iti(f pj ∗ ϑ)− Λklijf pk ∗ itl(ϑ)] (C.10)
−ωa ∧ [itiℓtj − Λklijℓtk itl −C kij itk ](ϑ) (C.11)
= 0 (C.12)
Where the first addend is zero because of (2.1.113), the second is zero because of
(C.7), the third because of the inductive hypothesis. ✷✷✷
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