We study the efficiency of a number of closed-loop identification methods. Results will be given for methods based on the prediction error approach as well as those based on the instrumental variable approach. Moreover, interesting insights in the properties of a recently suggested subspace method for closed-loop identification are obtained by exploring the links between this method and the instrumental variable method.
Introduction
The accuracy of different prediction error (PE) methods for closed-loop identification has been studied in, e.g., [3] . Here we will review these results and link them to corresponding results for instrumental variable (IV) methods for closed-loop identification, e.g., [5] . By studying the special case of single-input single-output ARMAX models it is possible to compare these methods with a modified, but yet representative, form of a recently proposed errors-in-variables (EIV) subspace method [l] , that can be applied to closed-loop data.
Preliminaries
We assume that the true system is given by the AR-MAX model and that there is a stabilizing LTI feedback between u(t) and y(t) given by
where the reference signal r ( t ) is independent of e(t).
To identify this system we will work with models of the form 
~( t )
where cp,.(t) and cpe(t) are the parts of p(t) that are due to r ( t ) and e ( t ) , respectively. In some cases the model (3) will be applied together with a (possibly parameter-dependent) monic pre-filter L that can be used to emphasize certain frequency regions. The resulting parameter vector estimate will be denoted 6.
The main focus in the paper will be to characterize the asymptotic covariance matrix Po,
for a number of identification methods that guarantee that the parameter estimates converge to the true values also when applied to closed-loop data.
Prediction Error Methods
The P E estimate is found as the straightforward fit: where Re 2 0 depends on e ( t ) and not on r ( t ) . (The symbol E is defined in, e.g., [4] .) This means that the noise actually helps reducing the variance in the direct method. In case the optimal, fixed prefilter L ( q , q ) = L(q) = l/CO(q) is used we can write (7) as If we parameterize the pre-filter as we obtain the indirect method (see, e.g., [2] ). For this method the asymptotic covariance matrix satisfies
Instrumental Variable Methods

Consider the linear regression (3). Let ( ( t ) denote an
IV vector (of the same size as p(t)) and L(q) be a prefilter, then with the standard IV method the parameter estimate is computed as given that the indicated inverse exists. requires the instruments be chosen such that
Consistency
EIS(t)L(q)Co(q)e(t)l
Depending on the choices of instruments ( ( t ) and prefilter L(q) different instrumental variable "methods"
result. For all choices of ( ( t ) and L ( q ) ,
Pi" 2 Pe""
Equality holds if ( ( t ) = l/Co(q)cp(t) and L(q) = 1/Co(q) (given that these choices satisfy (12)).
If the instruments are chosen as filtered versions of r ( t ) then (12) will be automatically satisfied since r ( t ) and e ( t ) are independent. The resulting method will here be denoted RIV ('R' for reference signal). For this method it can be shown that (see [5] ) for any pre-filter L(q) and any ( ( t ) constructed from r(t) through filtering we have that P y 2 Pe"'"
Equality holds if ( ( t ) = &cp,(t) and L(q) = &.
Another possibility is to use delayed versions of the regression vector, ( ( t ) = p(t -k ) . To satisfy (12), the delay k has to be larger than the maximal delay in L(q)Co(q). This method will be referred to as PIV ('P' for past regressors). The covariance matrix becomes where d 7 ) = L(q-1)co(4-1)(P(d (16) This can be better or worse than the RIV method depending, e.g., on how L(q) and the delay k are chosen.
When the feedback loop is noisy it is likely that PIV gives better accuracy than RIV [2] . Under all circumstances 2 P:".
Discussion
The direct method gives optimal accuracy, while the other P E and IV methods studied in this paper all give worse accuracy. A key point in understanding this difference is that in the direct method the whole input spectrum is used to reduce the variance, whereas in the indirect and RIV methods only the noise-free part is used. In the PIV method the whole input spectrum is used, but, like all IV methods, this method suffers from the fact that cross-correlation, rather than the auto-correlation, is used to reduce the variance. The special case is when the noise model is known exactly, then one can use the auto-correlation to achieve minimum variance on par with the direct method. The use of a periodic reference signal can also increase the correlation between the instruments and the regressors, and hence improve the accuracy. To balance the picture somewhat we also point out that with an increasing SNR the differences between the methods will disappear and all will perform similarly.
