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An Beispielen werden nichtlineare Normalverteilungsmodelle vorgestellt, die bei Finite-Element-Modellen
der Strukturmechanik auftreten. Hierbei versucht man durch Anpassung von Parametern eines Finite—
Element—Modells an Experimente ein besseres mathematisches Modell für das Schwingungsverhalten
zu erhalten. Für einige der Parameterkomponenten hat man dabei noch Zusatzinformationen. Bei—
spielsweise hängen die Eigenfrequenzen einer Platte von den Dickeschwankungen der Platte ab und es
ist naheliegend, dabei eine räumliche Korrelation anzunehmen. Mathematisch beschreiben wird dies
durch eine a-priori- Verteilung für die Dichenparameter, wobei allerdings hier die a-priori— Verteilung
noch unbekannte Parameter aufweist, man also die räumliche Verteilung nicht vollständig kennt. Das
Problem ist also die Parameterschätzung in nichtlinearen Modellen vom empirischen Bayesschen Typ,
d.h‚ mit unvollständiger a-priori-Information. Es werden ein approximativer Algorithmus zur Lösung
des Problems, der auf der Linearisierung des Modells beruht, und einige Ergebnisse hierzu vorgestellt.
1 Einführende Beispiele
1.1 Nichtlineare Normalverteilungsmodelle
Die Überlegungen im folgenden sind auch auf allgemeine nichtlineare Modelle von der Form
Y = „(19) + e e ~ M0, 2) (1)
mit a-priori—Annahme i9 ~ N(,u('y),B anwendbar. Dabei bezeichnet N die multivariate Normalvere
teilung, d.h. der Fehlervektor e 6 RN wird als normalverteilt mit Erwartungswert 0 und Kovarianzmatrix
E E RNXN angenommen. Die Funktion n : Rm —> RN ist i.a. nichtlinear und der Mittelwert bzw. die
Streuung der a-priori—Verteilung hängen i.a. von unbekannten Parametern 7 bzw. p ab.
Ein einfaches akademisches Testbeispiel ist etwa 17(6) z %192(1, . . . , 1)t, e ~ N(0, JOIN) (d.h. N Beobach—
tungen K = äüg + ei mit unabhängigen und identisch N(0, oä)—verteilten Meßfehlern 61') mit bekannter
Streuung 03 des Meßfehlers und a—priori-Annahme i9 ~ N(190, p2) mit bekanntem a—priori—Mittelwert 190
und unbekannter a—priori-Streuung p2.
1.2 Eigenwerte und Eigenvektoren eines strukturellen Eigenwertproblem als Beobachtungen
Bei der Anpassung von Finite-Element—Modellen in der Strukturmechanik versucht man mit der Beob-
achtung von Eigenfrequenzen und Eigenformen eines mechanischen System ein besseres mathematisches
Modell durch Parameteranpassungen zu erreichen. Der Beobachtungsvektor
ÄIW) >
Y = +6
(HTLIW)
W
7709)
(mit I, L g {1, . . . ,n}) besteht hier aus (fehlerbehafteten) Meßwerten für die Eigenwerte A109), i E I, und
für gewisse Komponenten am, i E I, j E L, der zugehörigen Eigenvektoren : (x1109), . . . ‚an-„09Wt
des strukturellen Eigenwertproblems
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des ungedämpften Systems
M(19)äö + K(19)x = 0
mit Strukturparameter 19 E R“, positiv definiter Massenmatrix M (19) 6 RM” und positiv definiter
Steifigkeitsmatrix K (i9) 6 RM".
Ein einfaches Beispiel hierzu ist das in Bild 1 dargestellte Massen-Feder—System mit n Massen m1, . . . , m”
und n + 1 Steifigkeiten k1, . . . ,kn+1:
k, k2 kg kn kn+1
m1 m2 1713 m"
o o I
o—> o——> 0—) o—>
(171 {E2 {133 In
Bild 1: n-Massen-Feder-Schwinger in Reihenschaltung
Die Massen werden hier als bekannt vorausgesetzt, so daß der Strukturparameter 19 : (kl, . . . , kn+1)t nur
noch die unbekannten Steifigkeiten enthält. Die Massenmatrix ergibt sich zu M (19) : diag(m1, . . . ,mn)
und die Steifigkeitsmatrix zu
k1 + k2 —k2
—k2 kg + kg —-k3
—kn—-1 kn~1 + kn —kn
_kn kn + kn+1
Plausibel sind zwei verschiedene a—priori—Verteilungen: Zum einen
19 N N(190,7‘2I„+1)
d.h. die Parameterkomponenten sind unabhängig und identisch verteilt, mit bekanntem Mittelwert 190
und unbekannter Varianz 7'2. Zum anderen mit räumlicher Korrelation zwischen den Komponenten, die
mit zunehmender Entfernung exponentiell abklingt, d.h. COV(19i, 191-) = szll—Jl. Genauer:
Ü N N(190: B(T2a
mit unbekanntem T2 und p und 8(72,p)ij : Tgpli—jl.
1.3 Eine Platte mit nichtkonstanter Dicke
Der letzte Fall zeigt die Richtung auf, die man für praxisrelevante Modelle zu beschreiten hat. So bein-
haltet ein Modell, das am Institut für Mechanik der Otto—von-Guericke-Universität untersucht wird (vgl.
Zehn u.a. (2000), S.697ff.), als Parameterkomponenten die Dicken einer Platte an verschiedenen Stellen.
Hierzu wurden mehrere Platten ausgemessen, um einen Eindruck zu gewinnen, welche Modelle für die
räumliche Korrelation der Dickenparameter in Frage kommen. Die Dicke einer dieser Platten kann man
aus Bild 2 ersehen.
Um die Verteilung der Dicken 191- in den Punkten v, : (mug/i), i = 1,. .. ,n, geeignet zu beschreiben,
wurde ein isotropes Modell für die Korrelationen gewählt:
COV(192'‚19;) = C(||Ui - Ujll)
Anschließend wurde versucht, verschiedene parametrische Modellen (vgl. Cressie 1993, S.61 f.) an das
Variogramm 2'y(h) = 2C(0) — 2C(h) anzupassen (Beachte: 2cy(||vi — Uj = Var(i9, — 19,-), d.h. das Va-
riogramm kann man aus den quadrierten Dickendifferenzen schätzen; die jeweiligen Mittelwerte dieser
quadrierten Differenzen in Abhängigkeit vom Abstand sind in Bild 3 als Punktewolke dargestellt).
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Bild 2: Eine Platte mit nichtkonstanter Dicke
Ein geeignetes parametrisches Modell war hierbei das Exponentialmodell
27mm) : c(1 —- exp(——h/a))
Mittels einer Methode aus der räumlichen Statistik (vgl. Cressie 1993, Formel 2.6.12), die die angenehme
Eigenschaft hat, besonders für kleine Distanzen eine sehr gute Näherung zu liefern, wurden dann die
Parameter a und c bestimmt, und man erhielt die Kurve in Bild 3 für das geschätzte Variogramm.
Für ein praxisrelevantes Modell wird man i.a. die Dicke der Platte an den verschiedenen Stellen nicht
durch Versuche ermitteln, sondern zur Anpassung eines Finite-Element—Modells versuchen, durch einen
repräsentativen Ausschnitt ein geeignetes Modell für die Covarianzfunktion zu bestimmen. Man wählt
dann also z.B. ein Exponentialmodell, wobei man für das weitere Vorgehen aber a, c und C(O) als
unbekannt ansetzt, also eine a—priori—Verteilung von der Form
19 N N((Üg‚ . . .,190),B(C(0),a,c))
falls man zudem keine systematischen Abweichungen von einer bekannten mittleren Dicke 190 erwartet,
also = E(19j) : 190 voraussetzt.
2 Bayes-Methode bei vollständiger a-priori-Information
Da die hier vorgestellte Methode zur empirischen Bayes-Schätzung auf der Bayes—Schätzung bei vollstän—
diger a—priori-Information beruht, wird hierzu im folgenden ein Verfahren vorgestellt. Man betrachtet
also die Situation eines nichtlinearen Modells der Form (1) mit
19~N(M,B)
und bekannten p und B. Ein übliches Schätzverfahren beruht dann darauf, die a—posteriori-Dichte zu
maximieren, was zu einem Kleinste-Quadrate-Problem mit Strafterm führt:
mflin IIy ~ 71(19)||%+||19 ~ ullis
Zur Lösung dieses Problems erwiesen sich die Verfahren von Collins u.a. (1974) und von Friswell (1989)
als ungeeignet, vergleiche Zehn u.a. (1999) und Offinger (1999).
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Bild 3: Variogrammschätzung
Konvergenz gegen den gesuchten Wert liefert hingegen das iterative Verfahren 190 = p und
19m = 19i + (B—1 + J52_1Ji)"1(JfE_1(y - 0(19I))+ 3’101 - 191)) (2)
mit Ji = 333(12) (zur Berechnung von Ableitungen der Eigenwerte und der Eigenvektoren im Beispiel
1b) vergleiche z.B. Offinger (1998)). Diese Formeln kann man wie folgt motivieren: Im (i + 1)ten Itera—
tionsschritt betrachtet man das in 19i linearisierte approximative Modell
Y:n(l9i)+Ji'(l9—l9i)+6
und bestimmt dann in diesem die Bayes-Schätzung 19i“ zur a—priori-Verteilung 19 ~ NW, B).
Für einen Zusammenhang der Formel (2) mit den Formeln von Pazman (1992, 1993) und einer alter—
nativen Darstellung vergl. Oflinger (1999). Numerische Untersuchungen an Testproblemen vom Typ 1.1
und 1.2 zeigten, daß dieses iterative Verfahren ungefähr die gleiche Konvergenzrate wie das Verfahren
von Pazman aufweist, nämlich etwas besseres Verhalten als lineare Konvergenz, i.a. aber weniger Ite-
rationen benötigt. Zudem läßt sich mathematisch beweisen, daß zumindest ein lokales Maximum der
a-posteriori—Dichte gefunden wird, falls Konvergenz eintritt.
3 Die empirische Bayes—Methode
Man betrachtet jetzt den Fall, daß in der a-priori-Verteilung unbekannte Parameter 7 und p auftreten:
19 ~ NOW), B(p))
Das übliche Vorgehen besteht nun darin, Schätzwerte 3 und ß für diese Parameter aus der Randdichte
m(7‚p)(y) = f f19(y)7r(„„„)(z9) d1?
von Y mit dem Maximurn—Likelihood—Verfahren zu bestimmen, wobei fg die Dichte der N(n(19)‚ E)-
Verteilung und 7r(7,p)(19) die Dichte der N(‚u(7)‚B(p))—Verteilung‚ der a-priori-Verteilung, bezeichnet.
Anschließend ergibt sich die Schätzung für 19 gemäß dem Verfahren bei vollständiger a—priori—Information.
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Ein Problem besteht nun darin, daß im nichtlinearen Fall die Integration in der Formel für die Randdich—
te nicht explizit lösbar ist und insbesondere nicht die Dichte einer Normalverteilung ist. Ein mögliches
Vorgehen im nichtlinearen Fall wäre nun, das Integral für die Randdichte jeweils numerisch auszuwer—
ten, z.B. mit einer Monte-Carlo—Methode. Für praxisrelevante Beispiele ist dieses Verfahren allerdings
sehr aufwendig, da hierbei für viele verschiedene Ü-Werte 17(19) bestimmt werden muß, also viele struk—
turelle Eigenwert-Probleme gelöst werden müssen. Weniger aufwendig ist folgendes Verfahren, das auf
schrittweiser Linearisierung basiert:
Im linearen Fall ist nämlich m(7‚p)(y) die Dichte einer Normalverteilung: Falls
7209) = J - t9 + yo 6 ~ N(0‚ E) und 19 ~ N(u(7)‚B(p))
dann ist die Randdichte von Y die Normalverteilung N(J,u(’y)+yo, E+JB(p) Jt) und man erhält folgende
Formel für die Randdichte (mit einer Konstanten c):
-2lnm(7,p)(y) = c +1mdet(E + JB(p)Jt) + (y - yo — MM)“E + JB(/>)Jt)"1(y — yo — JIM»
Zur Minimierung solcher Funktionen wurden in der Varianzkompontenanalyse Verfahren entwickelt (vgl.
z.B. Rao und Kleffe (1988) oder Searle u.a. (1992)). Hat man hiermit Schätzwerte i; und ,3 bestimmt,
erhält man im linearen Modell als Schätzung für 19:
19 = (1%?)—1 + Jt2_1J)‘1(B(/7)“1u(?)+ «FY10; - yo»)
4 Ein Algorithmus zur approximativen Lösung des empirischen Bayes-Verfahrens
Initialisierung: i z: O, 50 : M70) für ein geeignetes 70.
1. Linearisiere das Modell in 19i, d.h. bestimme die Jacobi-Matrix J,- : %(19,-) der Funktion n in 19,-:
Y%n(13i)+Ji'(19—1/9\i)+6
2. Berechne die (neue) empirische Bayes—Schätzung (W, in diesem linearen Modell mit einem Ver-
fahren aus der Varianzkompontenanalyse, d.h. löse
min ln det(2 + J,B(p)Jf)+
(mp)
(y — 0(52) — Ji(‚ü(’>’) — 1%))72 + JiB(p)J,-t)"1(y - 7703i) —mm - 52))
3. Führe einen Updateschritt des Verfahrens zur Bayes-Schätzung bei vollständiger a-priori—Informa-
tion durch:
{2+1 = 11+ (3-10?) + Jäz-lJi)“1(J:2-1<y — um?» + B—1<ß)<uo>— 5m
4. Falls Konvergenzkriterium nicht erfüllt, setze i := i + 1 und gehe zurück zu
Dieser Algorithmus wurde untersucht an unserem (akademischen) Testbeispiel aus 1.1 bei verschiedenen
Werte von Uä/N für 190 = 1 und bei Beobachtung g : y, = 1, d.h. im Modell Y, : %192 + e,- mit
unabhängigen und identischen Fehlern e, ~ N(0, 03) und a-priori-Annahme 19 ~ N(1, p2). Die Ergebnisse
sind in Bild 4 dargestellt. Ferner ist hier zum Vergleich noch der Bayes—Schätzer für p2 : 1, d.h. bei
vollständiger a—priori-Information angegeben.
Man erkennt, daß unser Algorithmus eine sehr gute Näherung ergibt, obwohl er mit deutlich weniger
Rechenaufwand als die numerische Integration verbunden ist.
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Bild 4: Ergebnisse des Algorithmus im akademischen Testbeispiel aus 1.1
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