Abstract. When using climate data for various applications, users are confronted with the difficulty to assess the uncertainties of the data. For both in-situ and remote sensing data the issues of representativeness, homogeneity, and coverage have to be considered for the past, and their respective change over time has to be considered for any interpretation of trends. A synthesis of observations can be obtained by employing data assimilation with numerical weather prediction (NWP) models resulting in a meteorological reanalysis. Global reanalyses can be used as boundary conditions for regional reanalyses (RRAs), which run in a limited area (Europe in our case) with higher spatial and temporal resolution, and allow for assimilation of more regionally representative observations. With the spatially highly resolved RRAs, which exhibit smaller scale information, a more realistic representation of extreme events (e.g. of precipitation) compared to global reanalyses is aimed for. In this study, we discuss different methods for quantifying the uncertainty of the RRAs to answer the question to which extent the smaller scale information (or resulting statistics) provided by the RRAs can be relied on. Within the European Union's seventh Framework Programme (EU FP7) project Uncertainties in Ensembles of Regional Re-Analyses (UERRA) ensembles of RRAs (both multi-model and single model ensembles) are produced and their uncertainties are quantified. Here we explore the following methods for characterizing the uncertainties of the RRAs: (A) analyzing the feedback statistics of the assimilation systems, (B) validation against station measurements and (C) grids derived thereof, and (D) against gridded satellite data products. The RRA ensembles (E) provide the opportunity to derive ensemble scores like ensemble spread and other special probabilistic skill scores. Finally, user applications (F) are considered. The various methods are related to user questions they can help to answer.
Introduction
Atmospheric reanalyses produce complete and physically consistent data products aiming for a best estimate of the state of the Earth's atmosphere (Dee et al., 2014) . In the European Union's seventh Framework Programme (EU FP7) project Uncertainties in Ensembles of Regional Re-Analyses (UERRA), various European meteorological regional reanalyses (RRAs) are developed. Users turn to the spatially highly resolved RRAs for smaller scale information and a more realistic representation of extreme events (e.g. of precipitation) compared to global reanalyses, and would like to derive trends.
The main objectives of the UERRA project are to produce a long-term (several decades) high-resolution climate quality ensemble of European RRAs of Essential Climate Variables (ECVs) and to estimate the associated uncertainties in these RRAs. The RRAs and the uncertainty estimates are to be made publicly available so a large community can benefit from the research. Within the UERRA project and its precursor project European Reanalysis and Observations for Monitoring (EURO4M), gridded data are produced, and data rescue and digitization efforts are undertaken (Brunet et al., 2013) . Data rescue efforts are concentrated on filling gaps in data from 1950 onwards. More on the structure, participants, and status of the UERRA project can be found on its website http://www.uerra.eu. Table 1 summarizes the RRAs which are planned to be produced within the UERRA project at the Met Office (MO), Exeter, UK (developed upon Renshaw, 2013) ; the Swedish Meteorological and Hydrological Institute (SMHI), Norrköping, Sweden (developed upon Dahlgren et al., 2014 and now Bubnova et al., 1995) ; DWD's (Deutscher Wetterdienst) Hans-Ertel Centre for Weather Research (HErZ; Simmer et al., 2015) University of Bonn, Germany (Bollmeyer et al., 2015) ; and Météo France, Toulouse, France (Häg-gmark et al., 2000; Jansson et al., 2007; Soci et al., 2011 Soci et al., , 2013 . The RRAs differ in the numerical weather prediction (NWP) model used, the data assimilation system applied, in the boundary conditions applied, and in the observations used for the assimilation. All deterministic RRA lateral boundary conditions are derived from the global ERAInterim (Dee et al., 2011) and ERA-40 (Uppala et al., 2005) reanalysis whereas for the ensemble realizations it is planned to take lateral boundary conditions from ERA-20C (Poli et al., 2013) or ERA5, the successor of ERA-Interim, into account.
These three groups (MO, SMHI, HErZ) develop RRAs based on their operational NWP models, which are the Unified Model (Davies et al., 2006) , the HARMONIE model (Bubnova et al., 1995; De Troch et al., 2013; Gerard et al., 2009) , and the COnsortium for Small-scale MOdelling (COSMO) model (Schättler et al., 2014) , respectively. They plan to produce a deterministic run and a set of ensembles of reanalyses with up to 20 members each. The data assimilation methods employed by MO are a hybrid 4DVar for the deterministic run and an ensemble of 4D-Vars (Rawlins et al., 2007) for the ensemble runs. SMHI has implemented a 3D-Var (Berre, 2000; Fischer et al., 2005) for the deterministic run and an ensemble of (2) 3D-Vars (using the ALADIN and ALARO-0 physics versions as described in De Troch et al., 2013) for the ensemble runs. HErZ uses nudging and is developing a Local Ensemble Transform Kalman Filter (LETKF) (Hunt et al., 2007; Harnisch and Keil, 2015) with Ensemble Nudging for the deterministic and ensemble runs, respectively. Ensembles are created either by perturbed initial conditions (MO), disturbed model physics (SMHI), disturbed observations (HErZ), or a combination of these. Météo-France performs an additional statistical and dynamical downscaling of the RRAs produced at SMHI followed by high resolution reanalysis for the surface only in order to drive inter alias hydrological physical models. The data sets are planned to span several decades, and a few years for the more experimental set-ups. SMHI produces in addition a cloudiness reanalysis (based on Häggmark et al., 2000) using a consistent satellite data set.
An estimation of uncertainty is required by users on different temporal and spatial scales for enabling and enhancing applications of RRA products. Section 2 outlines the methods, relying on assimilation feedback, comparison against station observations, gridded station observations, gridded satellite remote sensing based data products, and ensembles. We also discuss deriving uncertainty estimation from user applications. The advantages and disadvantages of the various methods are discussed and they are related to various scientific and user questions. The meteorological parameters for which each method is feasible depend mainly on practical considerations. In Sect. 3, the various skill scores are summarized, the suitability of which depends on the meteorological parameters and the question sought to be answered. In Sect. 4, a summary and recommendations for best practises are given. Kaiser-Weiss et al. (2015) . Each of the methods is discussed in this section, benefits and drawbacks pointed out, and the principle aim pursued with each method condensed into a scientific and a user question. Furthermore, the discussion below addresses both random and systematic uncertainties. A systematic uncertainty (which can depend on time as well as location or meteorological situation) is referred to as bias. Random uncertainties are characterized with the root mean square (RMS) against some data set considered as truth, in case of absence of error estimates of the latter.
Methods to estimate uncertainties in RRAs

Method A: feedback statistics
Here, we distinguish between virtually independent observations (not assimilated yet) and dependent observations (observations passed through the assimilation system prior to the production of the reanalysis field). Strictly speaking, any observation system biased relative to the model will yield the analysis biased, and in this sense, measurements at later points in time are not strictly independent (as they are subject to this bias, too). Strictly independent data are hard to come by, especially for longer time periods, because they would naturally be selected for assimilation. Integrated parameters, such as precipitation, are strictly independent for most reanalysis systems. Further, minimum and maximum temperatures are not assimilated (though would not be strictly independent in case of biases). In order to maintain a reasonable large data base, we have to loosen our requirements on independence such that we use virtually independent data as if they were strictly independent.
We regard the feedback as the output of the assimilation system in observation space. The feedback comprises the assimilated observations (bias corrected where applicable) (o), the background or "free forecast" (the short range forecast used in the data assimilation) (H b ), and the analysis (H a ). The background and the analysis are brought into observation space with the matrix of the linearized observation operator H, so a direct comparison between observations and model parameters can be performed in an optimal way. We check the feedback for trends and seasonal dependency (which are not desirable).
Usually, feedback statistics are a standard output of the data assimilation system and are frequently used by the producers for quality control. Note that, when comparing different systems, the bias correction might differ. For one system, an approximately Gaussian distribution is expected for both o − H b and o − H a , where the absolute value of o − H b is the bias between observations and modelled observations, i.e. even if the difference is zero, both terms could be biased versus the (unknown) truth.
Comparison between the different RRAs has to be done with observations assimilated by all of the UERRA reanaly- sis systems, which do not differ much in their bias correction. Especially suitable for this purpose are radiosondes (temperature, wind speed and direction, and relative humidity). The core scientific interest in applying feedback statistics for validating the RRAs is how stable the RRAs are with respect to multi-annual trends on different spatial scales for these parameters. For instance, users of wind energy applications want to know how well represented the wind speed at heights relevant to wind energy is, especially with respect to trends and frequency distributions. Feedback statistics can of course be applied to all sorts of assimilated observations in order to perform the afore mentioned task. However, assimilated radiosonde data best fit the purpose of this method due to the fact that they are used throughout the different RRA systems as anchor-data (i.e. no bias corrections applied). In contrast, aircraft data are handled specifically for each assimilation system (due to data thinning, data selection, and individual pre-processing) which renders inter-comparison of that data source much more difficult. When, firstly, comparing the mean or RMS of o − H b between different reanalysis systems, it is crucial that comparable forecast lengths are selected. If this is valid o − H b is a good measure to start with as a means of comparing against virtually independent observations. A smaller o − H b , i.e. a closer match, can be caused by a number of reasons: (1) the background is closer to the truth -desired from the user per-spective, (2) the bias removal prior to the assimilation was successful -desired for the assimilation, (3) the background and the observations have the same bias against the truthunlikely when a number of observing systems yield similar results, (4) the model is biased due to the assimilation of biased observations in the previous step -also unlikely when a number of observing systems yield similar results. Secondly, in a successful assimilation, the average RMS of o − H a should be smaller than the average RMS o − H b for each observing system. Note that the mean or RMS of o − H a is harder to compare between different reanalysis systems. Desroziers et al. (2005) provide a methodology of the diagnosis in observation space and show that the variance of o − H b is the sum of the variance of background error in observation space ( σ b) 2 and the variance of observation error ( σ o) 2 , compare their Eq. (1):
Further, they show that the background error covariance in observation space can be related to the product of H a − H b and o − H b , see their Eq. (2), and the observation error covariance can be related to the product of o − H a and o − H b , see their Eq. (3). Finally, if the error covariances are correctly specified in the analyses, the product of H a − H b and o − H a should relate to the analysis-error covariance (see their Eq. 4). Before Desroziers et al. (2005) , Hollingsworth and Lönnberg (1986) and Lönnberg and Hollingsworth (1986) applied a curve fitting of the covariances as a function of distance to separated background errors from observation error based on the assumption that forecasts errors are horizontally homogeneous and observation errors are horizontally uncorrelated, where it is understood that the observation error includes the representativeness error (also known as sampling error) as well as instrumental errors. This means a separation of background bias and observation bias by inspection of the spatial structure of mean background departures mean(o − H b ) for, e.g. each season or time of the day. It is well known that the NWP models used in the data assimilation exhibit biases that have both diurnal and seasonal variations. Thus, inspecting horizontal plots of biases at station locations (or possibly from a gridding interpolation procedure) will show if there is a significant background model bias. This is the case if there are spatially consistent mean departures that are sizeable compared with the RMS of the departures. In addition, this can be found by looking at the mean of the analysis increments mean(a − b) in grid point space.
On the other hand, if there are large variations of the mean background departures from station to station without horizontal consistency one may conclude that the bias is in the observation itself, or in some cases, due to poor representativeness of the NPW model background at the specific location. It may be due to occasional large departures between model orography and the one of the station or very different surface properties. The latter is expected to be the case only for a small portion of the stations and manual inspections of the data can reveal if it is the case. Either way, stations with large biases should be excluded for evaluations of random errors and used with special care when studying trends.
Multi-annual trends in the RRAs are determined by the boundary conditions (lateral boundary from the global reanalysis as well as the lower boundary, especially by the soil moisture and sea surface temperature), and the assimilated observations, where any trend in the observation system bias (relative to the model) would influence trends in the reanalysis. The latter might be expected to happen in regions where the observation coverage changed significantly over time.
The advantages of applying method (A) is that it provides a relative measure and can detect discontinuities and breaks as well as slowly increasing or decreasing systematic errors of the analyses (which all would influence trends). These results are dependent on the weight the observations are given in the different data assimilation systems, thus they need to be inter-compared between the different RRAs with care. A drawback of this method is that inter-comparison between the feedback statistics of different reanalysis systems is in principle difficult mainly because the handling of the observations may differ from one centre to another. For some of the parameters of interest (like, e.g. precipitation), the bias and RMSE are not sufficient scores to perform a thorough statistical analysis, thus more than these standard parameters should be evaluated based on the feedback. Note this method is limited in application to parameters which are assimilated.
Method B: station observations
Method (B) describes the comparison against point measurements from station observations. Interpreting single grid cells from the regional reanalysis and taking it as a proxy for a single point poses several questions from a theoretical point of view, such as that of the representativeness of the NWP model for a given observation location and observing method. However, the benefit of the method is that from a practical point of view this is often the easiest approach. Users of the RRAs are very much interested to answer the question how well the reanalyses compare against (their own) independent observation time series. This boils down to the question at what time scales correlations can be found between RRA fields and station observations.
In contrast to the previously described feedback methodology, this method allows to compare parameters which are not assimilated. For an independent validation and uncertainty estimate the reference data are required not to be assimilated into the RRAs. This leads to the scientific question on which time scales of variability and with which parameters the RRAs can be used to compare with station measurements.
The major drawback of the method is that a point measurement cannot be expected to closely match the nearest reanalysis grid point even if the measurement happens to be located exactly at the centre of the model grid point. This is due to the fact that the point measurement is representative for a limited area around the measurement, whereas the model grid point represents a much larger area, corresponding to the inherent spatial resolution, which can be expected to be larger than the nominal resolution, i.e. span several model grid cells. Not only the difference in the spatial but also the temporal representativeness needs to be considered, because the point measurement takes place more or less instantaneous, whereas the model value represents an average over a longer time period. Hakuba et al. (2014) (and references therein) provide a study on the representativeness of ground-based point measurements of surface solar radiation compared to gridded satellite data products detailing the points mentioned above.
And most importantly, the vertical representation usually is different between the model and the point measurement because the model levels are seldom exactly at the height of the measurement as, e.g. 2 m temperature or 10 m wind speed. This is complicated by the fact that the model topography is smoothed and thus different to the real one and there are limits to which extent small scale variability can be modelled or parameterized.
It is possible to correct for some of the above mentioned deficiencies. For interpolating the model value to the observation height, either the vertical observation operator can be used -as done in the intrinsic handling in method (A) -or some simplified interpolation of the model levels to the height above ground where the observation took place can be applied. Still, the problem remains that the model topography and the real one differ and some local topographic effects are not modelled.
If the assimilated, dependent observations together with the observation operators are used, this method (B) is identical to method (A). Then the difference is more a technical one, in terms of separate data handling of the observations and RRA fields. However, in practice, the full observation operators of the RRA cannot readily be applied off-line. Hence, the advantage of method (B) is that the same observations can be used for all RRA systems, irrespectively how they were used (or not used) in each of the systems.
Most of the representative station observations are assimilated into the RRAs, leaving only few high quality independent measurements for the uncertainty estimation. Therefore, the reference data are divided into two groups, namely (B1) independent observations, mainly wind speed from tall mast stations, and (B2) dependent observations, which were chosen to include T min , T max , and threshold values of temperature as well as precipitation. Refer to Sect. 3 for a discussion on scores and skill scores to use for this method and parameters.
Method C: gridded station observations
Method (C) describes validation against gridded data fields which are spatially interpolated station observations. This is, similar to method (B), a handy comparison for users of traditional data sources, who consider switching to or also including reanalysis data for their specific applications. Several data products exist which cover the European continent or a sub-region thereof. Mainly two data products, which will be extended and improved within the UERRA project, will be used for the validation performed within this project. The E-OBS data set (Haylock et al., 2008; van den Besselaar et al., 2011 ) is created by statistical interpolation of European land station observations and consists of daily values of temperature (minimum, mean, and maximum), precipitation, and sea level pressure. The projection of the data is provided either on a regular grid or a rotated pole grid in 0.25 • or 0.5 • and 0.22 • or 0.44 • horizontal resolution, respectively. The E-OBS product is continuously updated and new versions of the product are released frequently. The second gridded dataset used for the validation is the Alpine Precipitation Grid Dataset (APGD), see Isotta et al. (2013) for details. The APGD is a high-resolution statistically interpolated precipitation data set, based on roughly 5500 rain gauge measurements, and covers the Alpine region, a sub-European land area.
Advantages with this method of validation are that the gridded data products have already been very carefully prepared, covering desirable parameters such as temperature and precipitation, and are ready to use. In combination with skill scores (see Sect. 3 for details) such as the equitable threat score (ETS) (Gandin and Murphy, 1992) or fractional skill score (FSS) (Roberts and Lean, 2008) , uncertainty estimates concerning spatial and temporal scales as well as trend analyses can be performed. The main scientific interest to pursue with this method is to determine the effective spatial and temporal resolution of the RRAs and answer the user question which scales of the RRAs can be interpreted.
Caution needs to be exercised, as with method B, that the underlying station observations are independent of the RRAs. Furthermore, it is hard to answer how representative the gridded data products are in comparison with the reanalyses at the interpolated points. The smoothed topography plays a significant role because the parameters of interest (i.e. precipitation) are temporally and spatially highly variable surface parameters. We have to make sure that we do not automatically arrive at the conclusion that the best reanalysis is the one with the most similar topography, or the most similar correlation length scales, compared to the topography of the gridded data product.
Another principle concern with gridded data products is that the number of station data contributing to each grid cell varies so that the grid cells come with a regional varying quality. One way to reduce this effect is to demand a thresh-old value of a minimum number of stations contributing to a single grid cell.
The analysis could comprise a simple comparison (bias, RMSE, and frequency distribution) as well as more sophisticated skill scores as the ETS, FSS, and thresholds or the likes as applicable in order to estimate the effective spatial and temporal scale of the product. In addition, the temporal change (trends) of the above mentioned statistical properties needs to be analysed.
Suitable for this method of comparison are fields of precipitation, T min , and T max , because there is large user interest in these variables and products covering whole of Europe exist. Furthermore, the spatial aggregation remedies the high local differences which make the point comparisons in (B) so difficult. Uncertainty information of the gridded data product would be required, to be provided either as a range or an ensemble of grids, to use for evaluation purposes. Refer to Isotta et al. (2015) for a successful example application of this method for precipitation in the Alpine area.
Method D: gridded satellite data products
Method (D) concerns the validation against satellite based observations. Long-term climate quality satellite data are produced by the Satellite Application Facility on Climate Monitoring (CM SAF) and the European Space Agency's (ESA) climate change initiative (CCI) . The characteristics of satellite data products depend on the observing system, i.e. whether it was produced by geostationary or low Earth orbiting satellites (GEO, LEO) and on the part of the spectrum the observation was taken, i.e. in the optical or microwave. Data products of GEO satellites exhibit a high temporal (up to 15 min) and spatial (about 5 km) resolution but provide only a limited area (non-global) coverage. LEO satellites have the capacity to provide global products but provide data only in swaths and can only provide few samples of a specific location per day (depending on the latitude). Products based on observations taken in the optical and near infra-red spectrum (e.g. global radiation) provide higher spatial resolution (up to a few kilometres) than products based on microwave observations (e.g. precipitation) that have a much coarser resolution of about 25 km. For studies with focus on Europe, such products can be derived from the observations of the SEVIRI-instrument (Spinning Enhanced Visible and InfraRed Imager) which is on-board of EUMETSAT's METEOSAT-satellites (from 2004 onwards only). UERRA will produce a 20 year cloud cover reanalysis (based on Häggmark et al., 2000) from METEOSAT and NOAA AVHRR satellite data.
Potentially useful parameters for RRA uncertainty characterization include global radiation, cloud liquid water path, and snow water equivalent. The CM SAF CLoud property dAtAset using SEVIRI (CLAAS) provides, amongst other, daily means of cloud properties and solar radiation (Stengel et al., 2014) and is freely available through Stengel et al. (2013) . Snow water equivalent (SWE) data (Takala et al., 2011) is freely provided by the European Space Agency's (ESA) GlobSnow and GlobSnow-2 projects (Luojus et al., 2010, http://www.globsnow.info). Precipitation and total cloud cover are available as satellite products but need to be used with care. The precipitation products have a coarser horizontal resolution of 0.25 • × 0.25 • , do not all cover whole of Europe, and underestimate precipitation in all seasons (Kidd et al., 2012) . The total cloud cover satellite product is difficult to compare against model output because of different definitions of total cloud cover between model and satellite instrument.
In order to characterize uncertainties, skill scores in addition to the usually applied bias and RMSE are needed to determine the effective temporal and spatial resolution of the RRAs and satellite data products. Climatologies of frequency distributions, numbers of threshold value exceedance, and any variation over time has to be captured. Another possibility is to apply the fractional skill score (refer to Sect. 3) to the RRAs and the satellite data sets by comparing against a high resolved (station based) reference and investigate different temporal and spatial scales. This result would be of value for users of RRAs in order to judge which data product is likely to best suited for their applications. The analysis can be complicated by the fact that the RRAs may feature a finer effective resolution than the satellite data products, thus only scales corresponding to the satellite data (temporal and/or spatial) can be compared with this method.
Method E: ensemble based comparison
Method (E) describes validation performed on ensembles of regional reanalyses which are developed in the UERRA project. For instance, MO plans a set of about 20 ensemble members for their RRA employing a 4D-Var data assimilation system. The benefit of an ensemble-based reanalysis is that it inherently provides estimates of the analysis error, as noted by Whitaker et al. (2009) . Additionally, the spatio-temporal evolution of the background error is estimated from the ensemble-spread. The ensemble spread describes possible variability and uncertainty within the reanalysis. Whitaker and Loughe (1998) have examined the relationship between the ensemble spread and ensemble mean skill and found that the spread can be used as a measure of skill for the ensemble mean if the spread is very large or very small compared to its climatological value. Many more ensemble based verification methods have been developed and are listed in Sect. 3. The drawbacks of an ensemble-based reanalysis is that the Ensemble Prediction System (EPS) costs considerable additional computing time and therefore always results into a trade-off between resolution and the number of ensemble members calculated. Additionally, it cannot be guaranteed that the ensemble members cover the full physical space of possible realizations.
Due to the fact that the ensembles of the RRAs are calculated on a lower resolution (about twice as coarse), one interesting scientific question is to what extent the ensembles provide a better estimate on spatial and temporal uncertainty than the deterministic reanalysis. Specifically, a user of the RRAs would be interested in which uncertainty characteristics can be interpreted from the ensembles for user relevant parameters.
Simple metrics such as the ensemble mean and spread can be used to characterize the inherent variability of each RRA and the possible temporal and spatial variation thereof. If an ensemble has been tested to be reliable (refer Sect. 3), it may be used to produce probability density functions (PDFs) or cumulative distribution functions (CDFs) of a given parameter. This allows users to retrieve, for this parameter, information about the probability of exceedance of a given threshold. In addition, probabilistic scores can be applied against station observations, gridded station data, and satellite data products (methods B, C, and D) where in principle all the above considerations hold true.
When performing verification of deterministic or ensemble based (re)analyses or forecasts, their skill is assessed against observations which are assumed to be exact. There is an inconsistency when accepting that the model may be uncertain while the observations are assumed to be certain which can lead to misguided verification results. Therefore, in recent years, the effect of observation errors on the verification of ensemble prediction systems in particular was analysed and new scores and methods were developed. Saetra et al. (2004) investigated the effects of observation errors on the statistics for ensemble spread and reliability. They show that rank histograms are highly sensitive to the inclusion of observation errors, whereas reliability diagrams are less sensitive. Candille and Talagrand (2008) introduce the "observational probability" method by defining observation uncertainty as a normal distribution which guarantees that the uncertainty is variable in both mean and spread. Santos and Ghelli (2012) extend the previous work and developed the "observed observational probability" method which includes uncertainty in the verification process to variables that are non-Gaussian distributed, in particular precipitation.
Method F: user models
Users regarding reanalysis as an additional data source simply use the reanalysis data fields and draw conclusions based on whether their application improved compared to their traditional forcing data. Though this is a valid approach for a certain case, it does not give scientifically sound uncertainty estimates. We discuss this method here because it is expected to be a popular way.
As one example for user models driven by RRA fields, the surface and soil model SURFEX (Masson et al., 2013) from Météo-France is considered in the UERRA project. The SURFEX model computes soil variables such as surface and deep soil temperature, soil moisture, and snow characteristics. The SURFEX drainage and run-off forces the hydrological model TRIP (Oki and Sud, 1998) to compute river discharges.
For validation, the discharge of catchments is compared to RRA precipitation over the same catchments. Though a modelled discharge closer to the observed ones is highly desirable for the application, conclusions from the validation results are not straightforward. Poor validation would not necessarily mean the RRA of the UERRA project was poor. It may be that the user model was tuned to good performance with the traditional input data. Likewise, good validation results may reflect the model tuning rather than the quality of the RRA.
Verification skill
For the various methods described above, verification scores and skill scores can be applied in order to provide an estimate of uncertainty for the RRAs. Which score can be applied also depends on the parameter but mainly on the question which is sought to be answered. Here, a short summary is given of suitable scores and skill scores which are intended to be applied within the various methods and to the appropriate parameters.
In Sect. 2.2, the described method is based on point (station) reference measurements. Frequency distributions of climatologically relevant threshold values can be used as verification measures such as how often, e.g. a temperature, precipitation, or wind speed threshold was exceeded (or fell below). In addition, there are a number of different skill scores which are suitable to quantify the uncertainty estimation and which are applicable to this method. To start with, continuous metrics such as the bias, RMSE, and correlation are good measures to get a first impression of the data product in relation to its reference. For instance, for temperature or wind speed these measures can easily be applied. However, for precipitation more advanced but commonly used scores and skill scores need to be applied based on contingency tables. These include but are not limited to the probability of (false) detection POD (POFD), false alarm ratio, critical success index, the equitable threat score, and Heidke skill score, (for a comprehensive discussion of statistical methods refer to Wilks, 2011) .
When the reference data source is not a single station observation but a gridded data product, as introduced in Sects. 2.3 and 2.4, then the uncertainty estimation can be performed in two ways. It is possible to either verify pointwise by applying the above mentioned classical metrics or use new spatial-based verification approaches. These new verification approaches include fuzzy verification methods, e.g. the fractional skill score (FSS) (Roberts and Lean, 2008) , as summarized by Ebert (2008) ; an added value index which quantifies the added value of a high resolution product compared to a lower resolution product as introduced by Kanamitsu and DeHaan (2011) ; and an object-based approach for specifically verifying precipitation estimates as explained in Li et al. (2015) .
As introduced in Sect. 2.5, there will be an ensemble based realization of the regional reanalyses. For the verification of ensemble based products, ensemble based and probabilistic verification procedures have been developed. These procedures cover certain aspects of the uncertainty estimation, so usually many scores and skill scores need to be applied to come to a comprehensive result. One classical way of checking the reliability (or statistical consistency) of the ensemble is to build Talagrand (or rank) histograms (Talagrand et al., 1999; Hamill, 2001) . It answers the question how well the ensemble represent the true variability (uncertainty) of the observations. Using a reliability diagram (Hamill, 1997) , the reliability, sharpness, and resolution of the ensembles (here: ensembles of regional reanalyses) are evaluated. Another diagram which is widely used is the relative operating characteristics (ROC) plot (Masson, 1982; Candille and Talagrand, 2008) . Here, POD is plotted against POFD and it answers the question what the ability of the forecast is to discriminate between events and non-events. And finally, there are different skill scores which test the skill of the probabilistic information in varying ways, such as the Brier (skill) score (Brier, 1950; Candille and Talagrand, 2008) , which relates to the user question: "What is the magnitude of the probability forecast errors?" or the (continuous) ranked probability score (Hersbach (2000) and references therein), which relates to the user question: "how well did the probability forecast predict the category that the observation fell into?".
Summary
In this paper we summarized methods to characterize a regional reanalysis. Several RRAs are produced in the FP7 UERRA project. Uncertainty characterization is among the main foci of the project. The aim was to arrive at uncertainty estimates which are suitable for end users and allow comparisons between different reanalyses. Following methods have been discussed: (A) feedback statistics, the comparison against (B) station observations, (C) gridded station observations, and (D) satellite data, followed by (E) ensemble based comparisons when the UERRA ensemble become available, as well as (F) evaluating user model output driven by RRA input.
We outlined the benefits and drawbacks of each method. Specifically, the benefit of method (A) feedback statistics is that it can be arranged as output during the reanalysis production, and deals with suitable observation operators to arrive at a scientifically sound comparison between reanalysis output and (independent) observations. The drawback of (A) is that it is not easily comparable between different reanalysis systems. A comparison against station measurements (method B) can be easily performed with different reanalysis systems, the result will depend on model resolution, topographic resolution, and representativeness of the station. Comparisons against gridded observations (method C) have the advantage that they fully cover the area of interest. The drawback of (C) is that the result of the comparison might be influenced by how close the spatial smoothing (or correlation length scales) in the gridding procedure resemble the ones in the reanalyses. The advantage of comparing to (not assimilated) satellite data (method D) is that here again the full area is covered, the disadvantage is that the satellite retrieval itself is a statistical procedure which has to rely on a number of assumptions, thus the uncertainty of the satellite product might be larger than that of the reanalyses in many circumstances. Finally, the advantage of method (E) ensembles is that the random part of reanalysis uncertainty can be estimated (if the ensemble is generated with one model) and additionally assess the model uncertainty by combining several models. We pointed out that method (F) investigates advantages in applications, is user friendly, but does not allow to generalize conclusions about uncertainties. The methods are related to scientific and user questions which might be answered with the respective method.
We discussed for which meteorological parameters which methods are most suitable by focusing especially on: air temperature, humidity, and wind speed at the near-ground levels as these are of primary user interest targeted by the regional reanalysis efforts. For the satellite data, suitable parameters include global radiation, cloud liquid water path, and snow water equivalent. Precipitation and total cloud cover from satellite are harder to interpret. Depending on the meteorological parameter of interest, several skill scores are recommended.
