Abstract. In this paper a multi-dimensional simplified kinetic model (following the ideas of onedimensional model by Cordier, Pareschi, Toscani [S. Cordier, L. Pareschi, and G. Toscani, J. Stat. Phys., 120, 253-277, 2005]) which uses Mossin's expression for portfolio [J. Mossin, Econometrica: Journal of the Econometric Society, [768][769][770][771][772][773][774][775][776][777][778][779][780][781][782][783] 1966] is established to describe the time evolution of the portfolio distribution for several risky assets in the market. The existence and uniqueness of L 1 -solutions of the model and the L 1 -weak compactness of the time-scaled solutions are proved. Furthermore, the limit of the time-scaled solutions is proved to satisfy a weak form of the multidimensional Fokker-Planck equation under some assumptions on the parameters in the trading rule.
Introduction
Econophysics is an interdisciplinary field involving economics and physics, which was developed two decades ago. It has received a lot of attention recently, in particular on its applications to the financial markets. Several models were investigated by means of the basic ideas and tools from statistical physics, which offer a new way to the research of complicated economic systems (see, e.g., [2, 4, 6, 7, 10] ). In these models, the agents and their transactions in the market can be identified with molecules and molecular interactions in physics respectively. The main reason is that the economic systems, which consist of a large number of agents, are analogue to the physical systems composed of many particles.
Since the inverse power law was demonstrated by V.Pareto [21] more than one century ago, there have been a lot of papers on the wealth distribution verifying his conclusion. The model proposed by Drǎgulescu and Yakovenko [10] , in which money is considered to be a conserved quantity, showed that the stationary distribution admits an exponential Boltzmann-Gibbs function. Another model was established by Chakraborti and Chakrabarti [5] , where the saving propensity ensures that all the individuals don't spend up their money and plays an important role in the trading rule. Recently, Cordier, Pareschi and Toscani [9] derived a one-dimensional Boltzmann-like equation for a simple market economy with a somewhat different trading rule in which the random variable was introduced as an ingredient to characterize the rate of market returns. They also proved that the asymptotic limit of the time-scaled distribution obeys a one-dimensional Fokker-Planck equation. Later on, based on the Levy-LevySolomon model, a detailed model characterizing the portfolio 1 between stock and bond was derived by Cordier, Pareschi, Piatecki [8] . Other models can also be found for instance in [12, 13, 14, 20] . The readers can get more information on the research of econophysics from the review paper [25] in 2009 given by Yakovenko and Rosser.
Generally speaking, individuals or firms combine alternative investments into proper portfolios in order to reduce the total risk. Therefore, it is necessary to establish a multi-dimensional kinetic model to characterize the time evolution of the portfolio distribution. Following the ideas in [9] and using the vector-expression of portfolio as in [18] , we will establish a multi-dimensional model which might be helpful to describe the time evolution of the portfolio distribution in the financial market. Similar to the one-dimensional case, the random variable, whose variance measures the risk of transactions, is an essential factor in the trading rule of our model. Also, the characteristic functions are introduced in the Boltzmann-type equation of our model. These functions are used to guarantee that the debt is not allowed in the transaction, which is different from the molecular interactions in physics because the molecular interactions are unconditional in physics. Additionally, in the discussion of our multi-dimensional model, the trade is limited within the same kind of investment. In stock exchange, for example, one sells stocks of a company while another buys the stocks of the same company. This restriction is reasonable in view of this example, since the exchange among various kinds of stocks happens rarely.
It is very helpful for investors to know as thoroughly as possible the large time tendency of the investment in the financial market. For this purpose, one needs to study large time behavior of the portfolio distribution. Matthes and Toscani [17] studied a type of kinetic model which conserves the first moment; they derived a criterion which guarantees the existence of nontrivial stationary state. Our kinetic model has less symmetric structure and only conserves the zeroth moment. Therefore, it is difficult to obtain the nontrivial stationary state directly even in the sense of weak convergence, which is quite different from the classical Boltzmann equation and the case in [17] . As mentioned above, a feasible way to deal with the convergence problem has been given by [8, 9] for the one-dimensional model. We show that this also works for the multi-dimensional model. However it should be noted that here the time evolution of distribution in the multi-dimensional model is not simply a sum of those in one-dimensional models but depends on the relations between every two risky assets. It is well known that the covariance, which is often used to describe the relations between two risky assets in the economy, is usually not zero because risky asset prices are inevitably influenced by certain common factors. The appearance of correlation coefficients in multi-dimensional Fokker-Planck equation that we finally obtain shows the reason why we study the multi-dimensional model.
The rest of the paper is organized as follows: in Section 2 we first set up our multi-dimensional model by applying kinetic theory, and then prove the existence and uniqueness of mild solutions, and some related properties. Despite the fact that it can be more technical and involved, the existence and uniqueness should not be as big a problem for the present model as it is for the one-dimensional case in [9] . Here we will only present the main steps of the proof and omit some details. In Section 3 we prove some estimates which are crucial to the proof of the main theorem. In Section 4 we prove our main theorem.
A multi-dimensional kinetic model for portfolio and main properties
Using the same expression as Mossin in [18] , we denote by w = (w 1 ,··· ,w m )
T and w * = (w 1 * ,··· ,w m * )
T the m-asset ( or m-stock ) portfolios of two arbitrary individuals. We assume that the ith component of each portfolio represents the holdings of the portfolio in asset i, which is analogous to the ith component of the velocity in physics. By virtue of this, the transaction is analogous to the collision.
Let η = (η 1 ,··· ,η m ) T , η * = (η 1 * ,··· ,η m * ) T be two random vectors representing the rates of market returns. Their variances measure the risk (such as price fluctuation) according to Markowitz theory. Denote x = (x 1 ,··· ,x m )
T , x * = (x 1 * ,··· ,x m * ) T as the outcomes of η and η * , respectively, i.e.
Let us denote by w,w * the portfolios of two arbitrary individuals before the trade, and by w ′ ,w ′ * the generated portfolios after the trade. Following the ideas in [9] , we shall have the interaction rule
where 0 < r i < 1. To see the dependence of w ′ ,w ′ * on w,w * ,r = (r 1 ,··· ,r m ) T clearly, we rewrite (2.1)-(2.2) as
3)
Throughout this paper, we assume:
T and η * = (η 1 * ,··· ,η m * ) T are two random variable vectors with the same distribution. Denote the joint density function by ρ := ρ η for simplicity.
• ρ(x) is obtained from a given random vector ζ = (ζ 1 ,··· ,ζ m ) T , i.e.
where ρ 0 (x) is the joint density function of ζ and satisfies
Thus it is easily seen that
Let f (w,t) be the distribution of agents with the portfolio w = (w 1 ,··· ,w m ) T at the time t ≥ 0. By the methods of the kinetic theory in [3] , the time evolution of f (w,t) can be described as follows:
Here ′ w, ′ w * are pre-trading portfolios which generate w,w * after the trade, respectively. Applying the trading rule, we see that w = D(x,r)(
|J| is the absolute value of Jacobian from w,w * to ′ w, ′ w * . More precisely, |J| = |D(x,r)||D(x * ,r)| − |D(r)| 2 for any (x,x * ). The kernels are given by
where 1 {·≥0} is the characteristic function of the set {· ≥ 0}. Define
9)
If Q ± (f,f )(w,t) are finite, then the decomposition 
t 0
where w ∈ R m \Z, t ∈ [0,∞), and Z is a null set independent of t.
Then there exists a unique mild solution f of (2.8) with conserved zeroth moment, such that
where c is a constant depending only on σ i , r i , s, and E(|ζ i | s ).
Remark 2.3. We remark that the mild solution f should actually be written as f r to indicate the dependence on the parameter r = (r 1 ,··· ,r m ) T . For simplicity, we will write f (w,t) instead of f r (w,t). Proof. The proof of the existence and uniqueness of the solution is similar to that of the spatially homogeneous Boltzmann equation with bounded kernel (see [1] and [15] ). First we prove that there exists δ > 0 depending on f 0 L 1 such that the solution exists on R m × [0,δ]. Then we extend the solution to R m × [0,∞) by the conservation of the total number of agents (i.e. conservation of zeroth moment). For δ > 0, let B δ be a set of functions f (w,t) satisfying
It is easy to check that (B δ , · − · δ ) is a complete metric space. Moreover, we have for all f,g ∈ B δ that
Define the operator
Then we have
. Thus T is a contractive mapping from B δ into itself. This implies that T has a unique fixed point f ∈ B δ , i.e.
where Z t ∈ R m is a null set depending on t, such that
Now we focus on proving the nonnegativity of f (w,t). Denote (f (w,t))
This combined with the fact (−f (w,t))
Thus, by the Gronwall inequality, (−f (·,t))
Furthermore, f can be modified by redefining the functions on a null set such that it satisfies (2.11). In fact, letf (w,t) = |T (f )(w,t)|. Then for all w ∈ R m ,f is nonnegative, continuous with respect to t ∈ [0,δ], and satisfies f − T (f ) δ = 0. Meanwhile, the continuity off in t implies that Z t can be modified with a null set independent of t, which is denoted by Z. Thenf is a local mild solution on R m × [0,δ]. In the following, denotef by f for simplicity.
It is clear that the L 1 -norm of the solution is preserved:
we can extend the solution to an arbitrary time. Indeed, applying the above argument and replacing the initial datum f 0 by f (·,δ), we can repeat the procedure up to time 2δ, and so on. Then the extended function f is a unique solution and belongs to
. By the density scaling and the zeroth moment conservation, we may assume the initial datum to be normalized:
It is easily seen that when a i ,b i ≥ 0,
imply that
Substituting this inequality into (2.22), we get
From this and (2.21), by the Gronwall inequality we obtain the bound
where C is a constant independent of n:
. Therefore, multiplying both sides of (2.11) by |w| s and integrating with respect to w on R m , we obtain
2), one easily sees that
it follows from the distribution of η, η * that
In the following we will denote
By (2.1)-(2.5), a simple calculation shows that
Combining (2.30) and (2.32), we get (2.12) using Gronwall inequality.
(ii) ( The case of s > 2). The same argument as that in (2.29) shows that
it follows by Taylor's formula that
, and ·,· denotes the inner product in R m . Substituting the identity (2.35) into A 2 and splitting the integration A 2 into two parts A 21 + A 22 , we get
Moreover, by the Cauchy-Schwarz inequality and Hölder's inequality we have
which gives
Using the Cauchy-Schwarz inequality and Hölder's inequality again, we have
Combining (2.34) and (2.40), we get (2.12) for any s > 2 by using Gronwall inequality .
If the assumption on the initial datum is strengthened, the following result can be obtained.
where w ∈ R m \ Z, t ∈ [0,∞), and Z is a null set independent of t.
Proof. The proof is essentially the same as that for the previous one. First we shall prove that there exists ε > 0 depending on f 0 L 1 such that the statement holds on R m × [0,ε]. Let M ε be a set of functions f (w,t) satisfying:
We observe that (M ε , · − · ε ) is a complete metric space. Let T be the same operator as that in (2.15):
Then for all f,g ∈ M ε , the same argument as that for Theorem 2.2 shows that
. By the Hölder inequality we have
Moreover, using a change of variables, we obtain
,··· ,
As a consequence of (2.43)-(2.44), we have
see that T is a contractive mapping from M ε into itself. Thus by the same argument as that in Theorem 2.2, there exists a local unique mild solution f of (2.8) such that (2.42) holds on R m × [0,ε]. Moreover, since ε depends only on f 0 L 1 , f can also be inductively extended to be the unique mild solution of (2.8) satisfying (2.42).
Time scaled solutions and some estimates
It is quite difficult to study the large time behavior of f since f conserves only the zeroth moment. However, a feasible method dealing with the problem has been used previously for the one-dimensional model in [8] and [9] . The analysis, which is similar to the quasi-elastic limit of granular gas [23] , is to some extent analogous to that for the approximation of the Boltzmann equation by the Landau equation when grazing collision is taken into consideration [24] . This section is devoted to proving several lemmas which are needed to establish the main theorem in the next section.
Recall that |r| = max 1≤i≤1 {r i }. If we set t ′ = |r|t, a new probability density g r (w,t ′ ) = g r (w,|r|t) = f (w,t) is then introduced. It is clear that g(w,0) = f (w,0) and
Furthermore, fixing t ′ and taking σ 2 i = λ i r i , we obtain from (2.12) that
where c is the constant given in (2.33) for s = 2 and in (2.41) for s > 2. The explicit formulas of c show that c/|r| is bounded above with a constant independent of r. This gives the boundedness of R m |w| s g r (w,t ′ )dw for any fixed t ′ .
Remark 3.1. By the density scaling and the zeroth moment conservation, we may assume R m f (w,0)dw = 1, which implies R m g r (w,t ′ )dw = 1. Additionally, in Section 3 and Section 4 we simply write g r (w,t) instead of g r (w,t ′ ) for convenience.
With these preparations, we turn to the proof of our result. It is easy to prove the following lemma by an argument similar to that for (2.12). 
Proof.
Without loss of generality, we may assume 0 < |r| ≤ 1 2 . We obtain the following equation immediately from (2.11) and the definition of g r :
Multiplying the equation by w i and integrating with respect to w on R m , by (2.6) and (2.28) we compute
Taking σ 2 i = λ i r i and using the Hölder inequality, under the assumption (2.5) we obtain 1 |r|
where
Note that R m x 2 i ρ 0 (x)dx = 1 by the assumption (2.6). Thus L j → 0 as |r| → 0 + . In addition, using the Hölder inequality again, we obtain 1 |r|
These estimates together with (3.1) prove the lemma.
In order to prove the L 1 -weak compactness of {g r (·,t)} r,t in the next section, we need an L 2 -estimate of g r (·,t), which we prove in the following lemma. where the constant a depends only on λ i , E(|ζ i | 2m+2 ), and the dimension m.
Let |r| be given in (2.31). Assume that
Proof. By Theorem 2.6, the equation
holds for every 0
it follows that
× gr(w,τ )gr(w * ,τ )gr(w ′ ,τ ) − g 2 r (w,τ )gr(w * ,τ ) dxdx * dw * dwdτ
Notice that for any x,x * ∈ Ω 1 , if w,w * ∈ R 2 ), we have
Using (2.6) and the identity
we compute
Substituting this into (3.13), we obtain
On the other hand, for every element in Ω 2 there exists at least one component, denoted by x i0 ( or x i0 * ), such that |x i0 | >
2 ). We only estimate I 2 for the case where |x i0 | > 1−ri 0 2 . The other case is exactly the same because of the same distribution of η and η * . Moreover, we suppose |r|/r k ≤ c(q k ) for each k since r k /|r| → q k (> 0) is considered. Here c(q k ) is a constant depending only on q k . Taking σ 2 i = λ i r i , we obtain an estimate by an analysis similar to that in (2.29):
Finally, combining the estimates for I 1 , I 2 with (3.11)-(3.12) and using the Gronwall inequality, we prove (3.10) with a = c(m)
c(q k ).
Asymptotic limit of the multi-dimensional model
Throughout this section, we always assume that (2.5)-(2.6), (3.9) hold and 
where q i > 0 is given by (3.9), S i = R m w i g(w,0)dw is the initial amount of money invested in asset i, and κ ij is the correlation coefficient between the rate of return for asset i and asset j.
Remark 4.2. For two assets, i and j, recall that the covariance of the rates of return is defined as: Remark 4.3. The assumption of g(·,0) ∈ L 2 (R m ) (together with the assumption that E(|ζ i | 2m+2 ) < ∞ ) is only used to prove the L 1 -weak compactness of {g r (w,t)} r,t . Even though the condition of g(·,0) ∈ L 2 (R m ) is very strong, it can provide some symmetries to get the cancellation property in the estimate for I 1 , as one can see in (3.13). Of course if one only wants to get the limit equation in a distributional sense, the assumption of
Proof of the Theorem 4.1.
Proof. Let ϕ(w) be a test function which belongs to
holds by (3.3) . Recall Taylor's formula
3) wherew = w + θ(w ′ − w), θ ∈ (0,1). Inserting this expansion into (4.2), the Equation (4.2) becomes
Next, we divide the proof into three steps. Let us estimate successively each of the two terms R 1 (r), R 2 (r).
Step 1: Proof of R 1 (r) → 0 as |r| → 0 + . Without loss of generality, we may assume that 0 < |r| < 1/2. Now we introduce some notation. Since ϕ is compactly supported, there exists
where Γ = {µ|µ : {1,2,...,m} → {0,1}}. For each (x,w * ), define
For any i,j, let
m , we see for each (x,w * ) that
wherew is the vector given in (4.3):w = w + θ(w ′ − w), θ ∈ (0,1). Recall that a ∧ b = min{a,b}. Then the mean value theorem gives that Then by (2.23), (4.5), and (4.9)-(4.10) we have
As mentioned before, we have
This leads to
To prove J 5 → 0, it suffices to show that J i,j 5 → 0 as |r| → 0 + since J 5 is a finite sum of J i,j 5 . By (2.6) we have
From (3.1), we see that r → R m |w| 2 g r (w,t)dw is bounded for any t. Then, using the Hölder inequality, one sees that the right-hand side of the inequality (4.14) converges to zero as |r| → 0 + . Thus J i,j 5 → 0 (|r| → 0 + ), and this proves that J 5 → 0.
(ii) The estimate for J 6 . Similarly, let
It is enough to prove J i,j
It is easily seen that
By the second inequality in (2.23), the estimate for J i,j 6,2,1 can be obtained by the same argument as that in (4.14): (iii) The estimate for J 7 . Let
To prove J 7 → 0, we only need to prove that J i,j
Taking σ 2 i = λ i r i , by (2.5) we have
Recalling a ∧ b = min{a,b}, one easily sees that
Since R m y Step 2: Proof of R 2 (r) → 0 as |r| → 0 + . By (2.23), (2.28), (4.6), and (4.9)-(4.10), we have
(4.27)
For any fixed i,j, we get 1 |r|
The same argument as that for the previous estimates in (4.21) and (4.25) shows that all the integrals on the right-hand side of (4.28) converge to zero as |r| → 0 + . Moreover, by (2.5) we have
Finally grouping the estimates in Step 2, we conclude that R 2 (r) → 0 as |r| → 0 + under the assumption of σ 2 i = λ i r i .
Step 3: Proof of L 1 -weak compactness of {g r (·,t)} r,t . We only need to verify the Dunford-Pettis compactness criterion [11] for weak compactness in L 1 . It follows by Lemma 3.3 and the Hölder inequality that
And the inequality (3.1) implies that
Moreover, using the fact that R m g r (w,t)dw = R m f (w,0)dw, it follows that {g r (w,t)} r,t is L 1 -weakly compact. Just as in [16] , let ) and allt ∈ Q + . Here Q + is the set of nonnegative rational numbers. So it remains to prove that this limit also exists for all t ∈ [0,∞). Actually, we only need to prove the following ) and arbitrary t 1 , t 2 . Here t 1 ∨ t 2 = max{t 1 ,t 2 } and b is a constant depending only on λ i , m, and R m |w| 2 g(w,0)dw. In addition, it is shown that c/|r| is bounded by a constant independent of r under the assumption of σ Combining the conclusions of R 1 (r),R 2 (r) with Lemma 3.2, and taking now the weak limit in (4.2) as n → ∞, we find ) rather than L 2 (R m ). Additionally, from our proof of Lemma 3.3 one can see that it is very hard to replace the L 2 condition with the L 1 condition when proving the L 1 -weak compactness of {g r (w,t)} r,t for the same reason.
Conclusion
From J.Mossin [18] , we know that portfolios can be denoted by vectors. Following the ideas in [9] , we set up a multi-dimensional model by the theories and methods in [3] . The model might be helpful to describe the time evolution of the portfolio distribution in a financial market. The main result, Theorem 4.1, which is obtained in a suitable way, demonstrates that the mild solution is approximated by a weak solution of the multi-dimensional Fokker-Planck equation at large times.
Moreover, further research about the portfolio distribution might give us guidance in investments and other related fields.
