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WEAK KAM THEOREM FOR HAMILTON-JACOBI EQUATIONS
XIFENG SU AND JUN YAN
Abstract. In this paper, we generalize weak KAM theorem from posi-
tive Lagrangian systems to “proper” Hamilton-Jacobi equations.
We introduce an implicitly defined solution semigroup of evolution-
ary Hamilton-Jacobi equations. By exploring the properties of the so-
lution semigroup, we prove the convergence of solution semigroup and
existence of weak KAM solutions for stationary equations:
H(x, u, dxu) = 0.
weak KAM thoery, Hamilton-Jacobi equations, solution semigroup,
viscosity solution.
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1. Introduction
Let M be a compact and connected smooth manifold of dimension m
without boundary. We denote by T M and T ∗M the tangent bundle and the
cotangent bundle respectively. We denote π : T M → M the canonical
projection. A point in T M will be denoted by (x, v) with x ∈ M and v ∈
Tx M = π−1(x). Likewise, a point in T ∗M will be denoted by x ∈ M and
p ∈ T ∗x M, a linear form on the vector space Tx M. We will fix a Riemannian
metric g on M once and for all. For v ∈ Tx M, the norm ‖v‖x is g(v, v) 12
and we will also denote by ‖ · ‖x the dual norm on T ∗x M if it does not cause
confusion.
We suppose H : T ∗M × R→ R is a C∞ function satisfying the following
conditions:
(H1) For each (x, p, u) ∈ T ∗M × R, the Hessian matrix ∂2H
∂p2 (x, u, p) is
everywhere positive definite.
(H2) For each u ∈ R, lim‖p‖x→∞ H(x,u,p)‖p‖x = +∞ uniformly in x ∈ M, where
‖ · ‖x denotes the norm on T ∗x M induced by a Riemannian Metric.
(H3) The flow Φt of (3) is complete. That is, the maximal solution of (3)
are defined on all of R.
(H4) H(x, u, p) is uniformly Lipschitz continuous with respect to u. We
will denote by λ ≥ 0 the corresponding Lipschitz constant
λ = sup
u1 ,u2∈R
u1,u2
|H(x, u1, p) − H(x, u2, p)|
|u1 − u2|
∀ (x, p) ∈ T ∗M.
(H5) H(x, u, p) is increasing with respect to u.
1
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(H6) There exists a real number c such that
c(L(x, c, x˙)) = 0
where
c(L(x, c, x˙)) = inf
u∈C1,1(M)
max
x∈M
H(x, c, dxu(x))
is referred as the Man˜e´ critical value.
We would remark that the completeness assumption of the phase flow Φt
is to exclude the case that the Tonelli minimizers are not C1. See [BM85] for
a counterexample in the case of time periodic positive definite Lagrangian
systems.
We also point out that (H5) is crucial for the convergence of the solution
semigroup in Section 4, which is referred as proper condition (see [CIL92]).
One example satisfying (H1)-(H5) to keep in mind could be
(1) H(x, u, dxu) = u + H1(x, dxu)
where H1 is the usual Tonelli Hamiltonian.
The corresponding evolutionary first-order Hamilton-Jacobi equation is:
(2)
{
∂u
∂t + H(x, u, dxu) = 0 on M × R
u(x, 0) = ϕ(x) on M;
where ϕ is a given continuous function on M.
This first-order nonlinear PDE is of the most general form in the sense
that the unknown function enters explicitly. The fact that the Hamiltonian
depends on the unknown function will be the main obstacle for us in this
paper. We will overcome this difficulty by introducing new approaches such
as defining implicitly the solution semigroup.
Our approach is based on both characteristic method and dynamical ap-
proach.
On the one hand, it is because PDEs have not been nearly so well studied
as ODEs. Characteristic method can reduce a problem in partial differen-
tial equations to a problem in ordinary differential equations. See [Arn92,
Lio82, Ben77] for more detailed description for characteristics method.
On the other hand, dynamical systems have had a period of fast develop-
ment within the last three decades. The dynamical approach here is mainly
to employ the theory of ODEs, dynamical systems and variational methods
to find “integrable structure” (weak KAM solutions) within general first-
order nonlinear PDEs.
By characteristic method, it suffices to deal with the characteristic equa-
tion of (2), an ODE system:
(3)

x˙ = ∂H
∂p (x, u, p)
p˙ = −∂H
∂x
(x, u, p) − ∂H
∂u
(x, u, p) p
u˙ = ∂H
∂p (x, u, p) p − H(x, u, p).
The phase curves of the above system on the 2m + 1-dimensional space
T ∗M×R are called the characteristics of (2). Moreover, this system defines
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a time independent vector field E on T ∗M × R and generates a flow of
diffeomorphisms denoted as Φt from T ∗M × R to itself.
We will prove the existence and regularity theorem for the calibrated
curves of (3) which minimize the action. We will furthermore show that
such calibrated curves are characteristics. These results are analogues of
the Tonelli’s theorem and Weierstrass’s theorem in Mather theory.
We begin with a quick recounting of the main results in the literature of
Mather theory and weak KAM theory which are global and non-perturbative
theories. See [Eva04, Kal05].
The classical weak KAM theorem for Hamilton-Jacobi equation by A.
Fathi [Fat97b, Fat97a] and W. E [E99] makes a bridge between the cele-
brated Mather theory [Mat91, Mat93] and the classical theory of viscosity
solution of Hamilton-Jacobi equation [CL81, CL83, CEL84, Lio82].
In the present paper, we will introduce the remarkable tool, the solution
semigroup of characteristic equation (3), which is an analogue of the Lax-
Oleinik operator [Hop50, Lax57, Ole57] or [Fat08] in classical weak KAM
theory. See also [WY12] for a new kind of Lax-Oleinik type operator with
parameters associated with time periodic positive definite Lagrangian Sys-
tems.
By the solution semigroup, we will establish the weak KAM theorem,
the existence of variational solutions for (2), which is just a dynamical de-
scription of the viscosity solutions in Section 3.
Our next goal is to prove the the convergence of the solution semigroup
which asserts the existence of the weak KAM solutions for the stationary
Hamilton-Jacobi equation:
(4) H(x, u, dxu) = 0 on M.
We will show that the limit points of the solution semigroup acting on an
arbitrary u ∈ C(M × R,R) as initial condition converges to a weak KAM
solution of (4).
2. Dynamics of the calibrated curves
In this section, we will first give a proof of a lower semi-continuity prop-
erty of the action, which is an analogue of Tonelli’s theorem. And then, we
will introduce several key concepts, such as solution semigroup, calibrated
curves, which will be useful for our dynamical approach. Indeed, we show
the existence of the solution semigroup and its associated calibrated curves
in our setting.
In addition, to apply variational approach with a dynamical interpreta-
tion, we will investigate the relation between calibrated curves and charac-
teristics and prove the the regularity of the calibrated curves.
2.1. The existence of action minimizing curves. For every t > 0 and
u ∈ C0(M × R,R), we first define the action of an absolutely continuous
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curve γ : [0, t] → M as
(5) Atu(γ) =
∫ t
0
L
(
γ(s), u(γ(s), s), γ˙(s)) ds,
where L(x, u, x˙) = supp∈T ∗x M{〈p, x˙〉 − H(x, u, p)}, which will be referred as
the Lagrangian.
Remark 1. Note that the Lagragian depends on the parameter in R. More
precisely, along the absolutely continuous curve, the Lagrangian is point-
wisely defined.
In this section, we will prove the existence of curves γ : [0, t] → M
which minimize the action Atu over the class of absolutely continuous curves
subject to a fixed boundary condition. We will use the arguments inspired
by [Mat91] and [Fat08], but the proof here involves some more complexity.
In what follows,we will omit t when it doesn’t cause confusions. Note
that Au(γ) exists since L is bound below although it may be +∞.
Proposition 1. (1) Assume that H(x, u, p) has positive definite fiberwise
Hessian second derivative and superlinear growth. Then, for every
u ∈ R, L(x, u, x˙) has positive definite fiberwise Hessian second deriva-
tive and superlinear growth.
(2) Assume that H(x, u, p) is increasing and uniformly Lipschitz continuous
with respect to u and λ ≥ 0 is the coresponding Lipschitz constant.
Then, L(x, u, x˙) is decreasing and uniformly Lipschitz continuous with
respect to u and the Lipschitz constant is ≤ λ.
Proof. (1) results from the definition of positive definiteness, superlinear
growth and the relation between H and L.
To show (2), we notice that
L(x, u, x˙) = sup
p∈T ∗x M
{〈p, x˙〉 − H(x, u, p)}.
Suppose that u1, u2 ∈ R and u1 ≥ u2. For any (x, x˙) ∈ Tx M there exists a
unique p0 such that x˙ = ∂H∂p (x, u, p0) and L(x, u, x˙) = 〈p0, x˙〉 − H(x, u, p0).
Therefore,
L(x, u1, x˙) = sup
p∈T ∗x M
{〈p, x˙〉 − H(x, u, p)}
= 〈p0, x˙〉 − H(x, u, p0)
≤ 〈p0, x˙〉 − H(x, u2, p0)
≤ L(x, u2, x˙),
which shows the monotonicity of L(x, u, x˙) with respect to u.
To prove the Lipschitz property, we notice that
L(x, u1, x˙) = 〈p0, x˙〉 − H(x, u1, p0)
≤ 〈p0, x˙〉 − H(x, u2, p0) + λ|u1 − u2|
≤ L(x, u2, x˙) + λ |u1 − u2|.
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Likewise, we have L(x, u2, x˙) ≤ L(x, u1, x˙) + λ |u1 − u2|.
Hence, we obtain |L(x, u2, x˙) − L(x, u1, x˙)| ≤ λ |u1 − u2|. 
Let us now introduce the following fundamental theorem which asserts
the compactness of certain subsets of Cac([0, t], M) and will play an impor-
tant role in the next sections.
Theorem 1 (Tonelli’s Theorem). Assume that (H1)-(H4) hold. Let K ∈ R
and u ∈ C0(M × R,R). The set
CacK ≡ {γ ∈ Cac([0, t], M) : Au(γ) ≤ K}
is compact in the C0-topology.
To keep the pace of the exposition, we postpone its proof in the appendix
of the paper.
2.2. Solution semigroup. We will first deduce the solution semigroup the-
ory for the evolutionary Hamilton-Jacobi equations (2). The key point is
that the solution semigroup is defined implicitly. To the best of our knowl-
edge, similar semigroup were considered in [Dou65] for some cases. See
[Ben77] and references therein for an elementary introduction to the solu-
tion semigroup with more restrictions.
2.2.1. Well-definition of solution semigroup. For every given continuous
function ϕ on M, we now define the operator A : C0(M ×R,R) 	 depend-
ing on ϕ as follows:
A [u](x, t) = inf
γ(t)=x
γ∈Cac([0,t],M)
{
ϕ
(
γ(0)) + ∫ t
0
L
(
γ(s), u(γ(s), s), γ˙(s)) ds}
= inf
γ(t)=x
γ∈Cac([0,t],M)
{
ϕ
(
γ(0)) + Au(γ)} ,(6)
where u ∈ C0(M × R,R) and (x, t) ∈ M × R+.
In the following, we will prove that the operator has a unique fixed point.
Proposition 2. For every x ∈ M, t > 0 and u ∈ C0(M × R,R), there exists
an absolutely continuous curve γ : [0, t] → M such that
(7) A [u](x, t) = ϕ(γ(0)) + ∫ t
0
L
(
γ(s), u(γ(s), s), γ˙(s)) ds.
Proof. For any n ∈ N, by the definition of A , there exists a γn ∈ Cac([0, t], M)
such that
(8) ϕ(γn(0)) +
∫ t
0
L(γn(s), u(γn(s), s), γ˙n(s)) ds ≤ A [u](x, t) + 1
n
.
By Theorem 1, up to a subsequence, still denoted by γn, there exists a
γ ∈ Cac([0, t], M) such that γn converges to γ in the C0-topology. Moreover,
(9) Au(γ) ≤ lim inf
n→+∞
Au(γn).
Hence A [u](x, t) = ϕ(γ(0)) + Au(γ) which ends the proof. 
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We now study the property of the operator A defined in (6). We claim
Lemma 1. A has a unique fixed point.
Proof. For any given t ∈ R+ and every u, v ∈ C0(M × R,R), we estimate(
A [u] − A [v])(x, t)
≤
∫ t
0
(L(γ(s), u(γ(s), s), γ˙(s)) − L(γ(s), v(γ(s), s), γ˙(s))) ds
≤λ ‖u − v‖∞t
where γ ∈ Cac([0, t], M) such that
A [v](x, t) = ϕ(γ(0)) + ∫ t
0
L
(
γ(s), v(γ(s), s), γ˙(s)) ds.
Note that we use here the fact guaranteed by Proposition 2 that the infi-
mum in the definition of A is a minimum.
By exchange the position of u and v, we obtain
|
(
A [u] − A [v])(x, t)| ≤ λ ‖u − v‖∞t.
Therefore, we have the following estimates:∣∣∣(A 2[u] −A 2[v])(x, t)∣∣∣
≤
∣∣∣∣∣∣
∫ t
0
λ
[
A [u](γ(s), s) −A [v](γ(s), s)] ds∣∣∣∣∣∣
≤
∫ t
0
sλ2‖u − v‖∞ ds ≤
(tλ)2
2
‖u − v‖∞.
More general, continuing the above procedure, we obtain
(10)
∣∣∣(A n[u] − A n[v])(x, t)∣∣∣ ≤ (tλ)n
n! ‖u − v‖∞.
Therefore, for any t ∈ R+, there exists some N large enough such that
A N : C0(M,R) 	 is a contraction mapping and has a fixed point u. That
is, for any t ∈ R+ and N ∈ N large enough, there exists a u ∈ C0(M,R) such
that
(11) A N[u](x) = u(x).
We now show that u is a fixed point of A . Since
A [u] = A ◦A N[u] = A N ◦ A [u],
A [u] is also a fixed point of A N . By the uniqueness of fixed point of
contraction mapping, we have
A[u] = u.

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We denote Ttϕ(x) = u(x, t) the unique fixed point of A , i.e.,
(12) Ttϕ(x) = inf
γ(t)=x
γ∈Cac([0,t],M)
{
ϕ
(
γ(0)) + ∫ t
0
L
(
γ(s), Tsϕ(γ(s)), γ˙(s)) ds
}
.
In the context, {Tt}t≥0 will be referred as the solution semigroup. In the
following section, we will show that the family of operators {Tt}t≥0 is a
semigroup of nonlinear operators.
2.2.2. The semigroup property.
Lemma 2 (Semigroup Property). {Tt}t≥0 is a one-parameter semigroup of
operators from C0(M,R) into itself.
Proof. It is easy to see T0 = Id. It suffices to prove that Tt+s = Tt ◦ Ts for
any t, s ≥ 0.
For every η ∈ C0(M,R) and u ∈ C0(M × R,R), we define
(13) A ηt [u](x, t) = inf
γ(t)=x
γ∈Cac([0,t],M)
{
η
(
γ(0)) + ∫ t
0
L
(
γ(s), u(γ(s), s), γ˙(s)) ds} .
By the definition of Tt, we have
Tt ◦ Tsϕ(x) = inf
γ(t)=x
γ∈Cac([0,t],M)
{
Tsϕ
(
γ(0)) + ∫ t
0
L
(
γ(τ), Tτ ◦ Tsϕ(γ(τ)), γ˙(τ)) dτ
}
= A
Tsϕ
t [Tt ◦ Tsϕ](x).
On the other hand,
Tt+sϕ(x) = inf
γ(t+s)=x
γ∈Cac([0,t+s],M)
{
ϕ
(
γ(0)) + ∫ t+s
0
L
(
γ(τ), Tτϕ(γ(τ)), γ˙(τ)) dτ
}
= inf
γ(t+s)=x
γ∈Cac([0,t+s],M)
{
ϕ
(
γ(0)) + ( ∫ s
0
+
∫ t+s
s
)
L
(
γ(τ), Tτϕ(γ(τ)), γ˙(τ)) dτ
}
= inf
γ(t+s)=x
γ∈Cac([s,t+s],M)
{
Tsϕ
(
γ(s)) + ∫ t+s
s
L
(
γ(τ), Tτϕ(γ(τ)), γ˙(τ)) dτ
}
= inf
γ¯(t)=x
γ¯∈Cac([0,t],M)
{
Tsϕ
(
γ¯(0)) + ∫ t
0
L
(
γ¯(τ), Tτ+sϕ(γ¯(τ)), ˙γ¯(τ)) dτ
}
= A
Tsϕ
t [Tt+sϕ](x).
By Lemma 1, we know A Tsϕt has a unique fixed point, i.e. Tt+s = Tt ◦ Ts.
This completes the proof of the Lemma 2. 
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2.3. The calibrated curve and its regularity. It is convenient to introduce
the following notion of calibrated curves of the solution semigroup. Our
goal in this section is to conclude the regularity of such calibrated curves.
Definition 1. Let t > 0. We say that a continuous curve (γ, u) : [0, t] →
M × R is a calibrated curve for (2), if γ ∈ Cac([0, t], M) with γ(t) = x and
for any s ∈ [0, t] we have the following equality
u(s) = ϕ(γ(0)) +
∫ s
0
L
(
γ(τ), u(τ), γ˙(τ)) dτ
= Tsϕ(γ(s)).
(14)
In the next, we will consist in showing the following regularity result.
Theorem 2. Assume that (H1)-(H5) hold. The calibrated curve (γ, u) for
(2) is C1 and the curve(
γ(s), u(s), p(s) = ∂L
∂x˙
(γ(s), u(s), γ˙(s))) ∀ s ∈ [0, t]
still referred as calibrated curves for convenience if there is no confusion,
satisfies the characteristic equation (3).
Proof. Suppose that (γ(s), u(s)) is a calibrated curve for (2) with γ(t) = x.
From the definition of the calibrated curves and Theorem 1, we know that
γ(s) is absolutely continuous for any s ∈ [0, t] and so it is differentiable
almost everywhere.
Let us start by fixing t0 ∈ [0, t] where γ is differentiable. Let k = ‖γ˙(t0)‖.
To fix notation, we denote
x0 = γ(t0), v0 = γ˙(t0), u0 = Tt0ϕ(x0), p0 =
∂L
∂v
(x0, u0, v0).
Denote Φt : T ∗M × R 	 the flow of diffeomorphisms generated by the
characteristic equation (3). Let
B2k =
{
v ∈ Tx0 M : ‖v‖ ≤ 2k
}
,
B2k = LB2k,
where L is the Legendre transform associated with L.
When ǫ is sufficiently small, by the characteristic method, it is easy to
check the following facts.
Proposition 3. (1) For every 0 < t < ǫ, Φt considered as a mapping
from {x0} × {u0} × B2k to its image is a diffeomorphism.
(2) Let Φ : (0, ǫ) × {x0} × {u0} × B2k → R × R × T ∗M. Denote Ω
ǫ
2k, a
subset of R × R × T ∗M, the image of Φ. Let
Ω
ǫ
2k = π(Ω
ǫ
2k)
where π : R × R × T ∗M → R × M, (t, u, x, p) 7→ (t, x).
Then, π ◦ Φ is a diffeomorphism.
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(3) For simplicity, we let
Γ(s) = γ(s + t0), v(s) = u(s + t0),
where Γ(0) = γ(t0) = x0, v(0) = u(t0) = u0.
Then, the graph of Γ on [0, ǫ] is included in Ωǫ2k.
Now we claim that there exists a ǫ > 0 such that γ(s) is differentiable on
[t0, t0 + ǫ] and the curve(
x(s) = γ(s), u(s), p(s) = ∂L
∂x˙
(γ(s), u(s), γ˙(s))) with s ∈ [t0, t0 + ǫ]
generated by the calibrated curve (γ, u) satisfies the characteristic equa-
tion (3). We will divide our proof into two steps.
Step 1. We will first construct a classical solution of (2) in Ωǫ2k.
We denote the rectangle in M × R by
Iǫ,τ(x, s) = {(y, t) ∈ M × R : dist(y, x) ≤ ǫ, |t − s| ≤ τ},
where dist denotes the distance on M associated with the Riemannian met-
ric g. In particular, we denote Iǫ(x) = {y ∈ M : dist(y, x) ≤ ǫ} the rectangle
in M.
Later on, we will always choose ǫ0, τ0 > 0 such that Ωǫ2k ⊆ Iǫ0 ,τ0(x0, t0)
is included in some local coordinate chart U × R of M × R. We have the
following fundamental lemma.
Lemma 3. Let ϕp(x) = u0 + p · (x− x0). For every (x, s) ∈ Ωǫ2k, there exist a
p0 = p0(x, s) ∈ B2k such that the Cauchy problem for the Hamilton-Jacobi
equation
(15)
{
∂S
∂s
+ H(x, S , dxS ) = 0,
S (x, t0) = ϕp0(x);
has a classical solution S (x, s) in Ωǫ2k. In particular, we have
(16) S (x, s) = u0 +
∫ s
t0
L
(
x(τ), S (x(τ), τ), x˙(τ)) dτ.
Proof. We will construct the specific solution below. From the fundamental
existence and uniqueness theorem of ordinary differential equations, we can
take τ0 small enough such that for each initial value ξ0 ∈ T ∗M × R, there is
a characteristic curve ξ satisfying
(17)
{
˙ξ(t) = E(ξ(t))
ξ(0) = ξ0,
where
E(x, p, u) =
(
∂H
∂p
,−
∂H
∂x
−
∂H
∂u
p,
∂H
∂p
p − H
)
is the vector field of (3).
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Due to Proposition 3, for any (x, s) ∈ Ωǫ2k, there exists a unique p0 =
p0(x, t) ∈ B2k such that for t0 ≤ t ≤ s we have the characteristic curve
(18)
{
Φ
t(x0, p0, u0) = (x(t), p(t), u(t)),
x(s) = x.
Let S (x, s) = u(s), which is a classical solution of (15) in Ωǫ2k when ǫ is
sufficiently small.
Hence, we can write
S (x, s) = u0 +
∫ s
t0
L
(
x(τ), S (x(τ), τ), x˙(τ)) dτ,
which completes the proof of the lemma. 
Before going into the second step, we would point out another fact which
asserts the variational property of the classical solution S (x, s).
Let ξ : [t0, s] → Iǫ(x0) ⊆ M with ξ(t0) = x0, ξ(s) = x be an abso-
lutely continuous curve. Since S (x, s) is C1 and the map [t0, s] → R,
τ 7→ S (x(τ), τ) is absolutely continuous and thus we have
S (ξ(s), s) − S (ξ(t0), t0) =
∫ s
t0
{
∂S
∂s
(ξ(τ), τ) + ∂S
∂x
(ξ(τ), τ)˙ξ(τ)
}
dτ.
For each τ where ˙ξ(τ) exists, the Fenchel inequality implies
∂S
∂x
(ξ(τ), τ)˙ξ(τ) ≤ H(ξ(τ), S (ξ(τ), τ)), ∂S
∂x
(ξ(τ), τ))+L(ξ(τ), S (ξ(τ), τ)), ˙ξ(τ)).
Since S satisfies (15), we have
(19) S (x, s) − S (x0, t0) ≤
∫ s
t0
L(ξ(τ), S (ξ(τ), τ), ˙ξ(τ)) dτ.
It is not difficult to check that there exists a C1 curve ξ such that (19) is
an equality if and only if
˙ξ(τ) = ∂H
∂p
(
x, S (ξ(τ), τ), ∂xS (ξ(τ), τ)
)
.
Therefore, we can write the function S (x, s) as
S (x, s) = u0 + inf
ξ(s)=x,ξ(t0)=x0
ξ∈Cac([t0 ,s],Iǫ(x0))
∫ s
t0
L(ξ(τ), S (ξ(τ), τ), ˙ξ(τ)) dτ.
Step 2. We will show that the classical solution S (x, t) constructed above
is the same as u(x, t) at the point (γ(s), s) for any s ∈ (t0, t0 + ǫ).
We first introduce the following lemma.
Lemma 4. Let ǫ be sufficient small. For any (x, s) ∈ Ωǫ2k, if (γ, u) is a
calibrated curve for (2) such that
γ(t0) = x0, u(t0) = u0, γ(s) = x,
then we have
dist(γ(τ), x0) < ǫ0 ∀ τ ∈ [t0, s].
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Proof. We suppose by contradiction that γ([t0, s]) * ˚Iǫ0(x0) which denotes
the inner points of the rectangle Iǫ0(x0), i.e. there exists t0 < t1 < s such that
γ([t0, t1)) ⊆ ˚Iǫ(x0) and dist(γ(t1), x0) = δ.
By the fiberwise superlinear growth of L and Lipschitz continuity of L
with respect to u, there exists C1 > −∞ such that for every x˙ ∈ Tx M, we
have
(20) L(x, u, x˙) ≥ L(x, 0, x˙) − λ|u| ≥ ‖x˙‖ +C1 − λ|u|.
Since u is continuous, there exists a K > 0 such that |u(τ)| ≤ K for every
τ ∈ [t0, s]. Consequently, we obtain from above inequality (20) that
(21) Au(γ) = Au(γ|[t0 ,t1]) + Au(γ|[t1,s]) ≥ δ + (C1 − λK)(s − t0).
Due to the definition of (γ, u), we have
Au(γ) = u(s) − u(t0).
Hence, letting s → t0 in (21), by the continuity of u, we obtain 0 ≥ δ,
which is a contradiction. 
We continue now with the proof of the second step.
We know that (γ, u) is a calibrated curve of (2) for s ∈ (t0, t0 + ǫ) and so
we have by the semigroup property of {Tt}t≥0 that
u(s) = u0 + inf
ξ(s)=γ(s),ξ(t0)=x0
γ∈Cac([t0 ,s],Iǫ0 (x0))
∫ s
t0
L(ξ(τ), u(τ), ˙ξ(τ)) dτ
= u0 +
∫ s
t0
L(γ(τ), v(τ), γ˙(τ)) dτ.
(22)
Let us denote Ψ(s) = S (γ(s), s) − u(s). We will first claim that along the
curve γ the quantity Ψ(s) ≤ 0 for any s ∈ (t0, t0 + ǫ).
Using a contradiction argument, we assume that there exists an s0 > t0
such that Ψ(s0) > 0. Namely,
(23)
Ψ(s0) ≤ Ψ(s) +
∫ s0
s
[
L(γ(τ), S (γ(τ), τ), γ˙(τ)) − L(γ(τ), u(τ), γ˙(τ))] dτ.
Hence, by the continuity of Ψ, one can define
s1 = inf{s ∈ [t0, s0] : Ψ|[s,s0] > 0}.
Clearly Ψ(s1) = 0. Take s = s1 in (23), we have
Ψ(s0) ≤
∫ s0
s1
[
L(γ(τ), S (γ(τ), τ), γ˙(τ)) − L(γ(τ), u(τ), γ˙(τ))] dτ
≤ 0.
The last inequality holds because of the proper condition (H5). It contra-
dicts the assumption that Ψ(s0) > 0 and concludes the claim.
Likewise, along the characteristic curve x, the quantity Ψ(s) ≥ 0 for any
s ∈ (t0, t0 + ǫ). Thus, we have S (γ(s), s) = u(s) which shows this step.
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Consequently, due to the arbitrariness of s, we conclude that there exists
an ǫ > 0 such that γ is differentiable on [t0, t0 + ǫ] and the curve(
x(s) = γ(s), u(s), p(s) = ∂L
∂x˙
(γ(s), u(s), γ˙(s))) with s ∈ [t0, t0 + ǫ]
satisfies the characteristic equation (3).
We now extend such local results to the global ones using a similar ar-
gument in [Mat91] or [Fat08]. Suppose that there exists a t1 ∈ (t0, t) such
that the curve generated by the calibrated curve (γ, u) coincides with a char-
acteristic in [t0, t1) and [t0, t1) is the maximal interval on which this curve
coincides with a characteristic. Since (γ, u)([t0, t1)) is contained in a com-
pact set γ([0, t])×u([0, t]), by (H3), the characteristic curve can be extended
to the compact closure [t0, t1]. Therefore, γ˙(t1) exists. We apply the above
argument (Step 1 and Step 2) and obtain that γ is differentiable on [t1, t1+ǫ]
and the curve(
x(s) = γ(s), u(s), p(s) = ∂L
∂x˙
(γ(s), u(s), γ˙(s))) with s ∈ [t1, t1 + ǫ]
satisfies the characteristic equation (3). Because the characteristic curve is
unique in the neighborhood of t1, the curve generated by the calibrated curve
(γ, u) coincides with a characteristic in [t0, t1 + ǫ), which is a contradiction
with the maximality of t1. Hence, t1 = t.
Consequently, it is easy to see that the calibrated curve is differentiable
on [0, t] and satisfies the characteristic equation, which completes the proof
of the theorem. 
3. Weak KAM type framework for Hamilton-Jacobi equations
3.1. Existence of variational solutions for (2). Following [Fat97b, CISM,
WY12], we give the analogous definition of the variational solutions for (2)
( or weak KAM solutions for (4)) with a dynamical meaning in our setting
as follows.
Definition 2 (Variational Solutions). We say that U : M × R → R is a
variational solution of (2) if the following are satisfied:
(1) For any (x, t1), (y, t2) ∈ M × R with 0 ≤ t1 < t2, we have
U(y, t2) − U(x, t1) ≤ inf
γ(t1)=x,γ(t2)=y
γ∈Cac([t1 ,t2],M)
∫ t2
t1
L(γ(s),U(γ(s), s), γ˙(s))ds.
(2) For any (x, t) ∈ M × R, there exists a C1 curve γ : [0, t] with γ(t) = x
such that
U(x, t) − U(γ(s), s) =
∫ t
s
L(γ(τ),U(γ(τ), τ), γ˙(τ))dτ
= inf
ξ(s)=γ(s),ξ(t)=x
ξ∈Cac([s,t],M)
∫ t
s
L(ξ(τ),U(ξ(τ), τ), ˙ξ(τ))dτ ∀ 0 ≤ s < t.
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In particular, a variational solution of the stationary equation (4) is also
called a weak KAM solution.
We now claim
Theorem 3. Assume that (H1)-(H5) hold. Then, the solution semigroup
{Tt}t≥0 we obtain in (12) acting on the initial value ϕ(x) is a variational
solution of (2).
Proof. For any (x, t1), (y, t2) ∈ M × R with 0 ≤ t1 < t2, by the definition of
the solution semigroup, we have
Tt2ϕ(y) − Tt1ϕ(x) ≤ inf
γ(t2)=y,γ(t1)=x
γ∈Cac([0,t2],M)
{
ϕ
(
γ(0)) + ∫ t2
0
L
(
γ(s), Tsϕ(γ(s)), γ˙(s)) ds
}
− inf
ξ(t1)=x
ξ∈Cac([0,t1],M)
{
ϕ
(
ξ(0)) + ∫ t1
0
L
(
ξ(s), Tsϕ(ξ(s)), ˙ξ(s)) ds
}
≤ inf
γ(t2)=y,γ(t1)=x
γ∈Cac([t1 ,t2],M)
{∫ t2
t1
L
(
γ(s), Tsϕ(γ(s)), γ˙(s)) ds
}
.
The last inequality holds because one can choose γ ∈ Cac([0, t2], M) such
that γ = ξ on the interval [0, t1] where ξ ∈ Cac([0, t1], M) with ξ(t1) = x
satisfies
Tt1ϕ(x) =
{
ϕ
(
ξ(0)) + ∫ t1
0
L
(
ξ(s), Tsϕ(ξ(s)), ˙ξ(s)) ds
}
.
All what remains is to show (2). For any (x, t) ∈ M × R+, there exists a
minimizing curve γt ∈ C1([0, t], M) with γt(t) = x such that
Ttϕ(x) = ϕ(γt(0)) + ∫ t
0
L
(
γt(s), Tsϕ(γt(s)), γ˙t(s)) ds.
It follows from the proof of Lemma 2 that
Ttϕ(x) − Tsϕ(γt(s)) = ∫ t
s
L
(
γt(τ), Tτϕ(γt(τ)), γ˙t(τ)) dτ
for any s ∈ [0, t]. This ends the proof of the theorem.

3.2. Relationship between variational solutions and viscosity solutions.
Crandall and Lions [CL83] have introduced the following notion of viscos-
ity solutions which applies naturally to first-order Hamilton-Jacobi equa-
tions.
Definition 3 (Viscosity solution). A function U : V → R is a viscosity
sub-solution of (2) on the open subset V ⊆ M × R, if for every C1 function
φ : V → R with φ ≥ U everywhere and U(x0, t0) = ϕ(x0, t0) at every point
(x0, t0) ∈ V, we have
∂φ
∂t
(x0, t0) + H(x0, φ(x0, t0), dxφ(x0, t0)) ≤ 0.
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A function U : V → R is a viscosity super-solution of (2) on the open
subset V ⊆ M × R, if for every C1 function ψ : V → R with ψ ≤ U
everywhere and U(y0, τ0) = ϕ(y0, τ0) at every point (y0, τ0) ∈ V, we have
∂ψ
∂t
(y0, τ0) + H(y0, ψ(y0, τ0), dxψ(y0, τ0)) ≥ 0.
A function u : V → R is a viscosity solution of (2) on the open subset
V ⊆ M × R, if it is both a sub-solution and a super-solution.
We are now ready to establish the relationship between variational solu-
tions and viscosity solutions in our context.
Theorem 4. Assume that (H1)-(H5) hold. Then, any variational solution of
(2) is also a viscosity solution and vice versa.
Proof. Let V be an open subset of M × R.
(I). To prove that variational solutions are viscosity solutions, it suffices to
show that U is both a viscosity sub-solution and a viscosity super-solution.
(a) Let φ : V → R be C1 such that U ≤ φ with equality at (x0, t0) ∈ V .
Therefore,
φ(x0, t0) − φ(x, t) ≤ U(x0, t0) − U(x, t).
Take v ∈ Tx0 M and pick γ : (t0−δ, t0+δ) → M a C1 curve with γ(t0) = x0
and γ˙(t0) = v. For t ∈ (t0 − δ, t0), by the above inequality and the definition
of a variational solution, we obtain
φ(γ(t0), t0) − φ(γ(t), t) ≤ U(γ(t0), t0) − U(γ(t), t)
≤
∫ t0
t
L(γ(s),U(γ(s), s), γ˙(s))ds.
Dividing by t0 − t at each side of the above inequality, we have
φ(γ(t), t) − φ(γ(t0), t0)
t − t0
≤
1
t0 − t
∫ t0
t
L(γ(s),U(γ(s), s), γ˙(s))ds.
Letting t → t0− yields
(24) ∂φ
∂t
(x0, t0) + dxφ(x0, t0)v − L(x0, φ(x0, t0), v) ≤ 0
Taking supremum over v ∈ Tx0 M for (24), we obtain
∂φ
∂t
(x0, t0) + H(x0, φ(x0, t0), dxφ(x0, t0)) ≤ 0
which shows that U is a viscosity sub-solution.
(b) Suppose that ψ : V → R be C1 such that U ≥ φ with equality at
(x0, t0) ∈ V . This implies
ψ(x0, t0) − ψ(x, t) ≥ U(x0, t0) − U(x, t).
By the definition of variational solutions, we can choose a C1 curve γ :
[0, t0] with γ(t0) = x0 such that
U(γ(t0), t0) − U(γ(s), s) =
∫ t0
s
L(γ(τ),U(γ(τ), τ), γ˙(τ))dτ ∀ 0 ≤ s < t0.
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Therefore,
(25)
ψ(γ(t0), t0) − ψ(γ(s), s) ≥
∫ t0
s
L(γ(τ),U(γ(τ), τ), γ˙(τ))dτ ∀ 0 ≤ s < t0.
We divide both sides of (25) by t0 − s and get
ψ(γ(s), s) − ψ(γ(t0), t0)
s − t0
≥
1
t0 − s
∫ t0
s
L(γ(τ),U(γ(τ), τ), γ˙(τ))dτ ∀s < t0.
Let s → t0− and we have
∂ψ
∂t
(x0, t0) + dxψ(x0, t0)γ˙(t0) − L(x0, ψ(x0, t0), γ˙(t0)) ≥ 0.
This yields
∂ψ
∂t
(x0, t0) + H(x0, ψ(x0, t0), dxψ(x0, t0)) ≥ 0,
which completes the proof of the first part of the theorem.
(II). Notice that, by Theorem 3, u(x, t) = Ttϕ(x) is a variational solution
of (2). So, to prove that viscosity solutions are variational solutions, it is
enough to show that the viscosity for (2) is unique.
Before going into the proof of the uniqueness result, we will introduce
the following estimate whose proof is essentially given in [Bar13][Section
5.2] and will be omitted here.
Lemma 5. Suppose that H ∈ C2 satisfies (H5). Let u1(x, t), u2(x, t) are two
viscosity solutions of (2). If either u1(x, t) or u2(x, t) is uniformly Lipschitz
continuous on M × [0, T ], we have
(26) sup
M×[0,T ]
(u1 − u2) ≤ sup
M
(u1(x, 0) − u2(x, 0)).
In the sequel, we will use this estimate to obtain the uniqueness of viscos-
ity solution of (2). Let u1(x, t) = Ttϕ(x) be the variational solution and so it
is a viscosity solution. Suppose that u2(x, t) is another viscosity solution of
(2).
Since, for any given δ > 0, u1(x, t) is uniformly Lipschitz continuous on
M × [δ, T ], we have
sup
M×[δ,T ]
(u1 − u2) ≤ sup
M
(u1(x, δ) − u2(x, δ))
and
sup
M×[δ,T ]
(u2 − u1) ≤ sup
M
(u2(x, δ) − u1(x, δ)).
Due to the arbitrariness of δ, the continuity of u1(x, t) and u2(x, t) with
respect to t and the initial condition u1(x, 0) = u2(x, 0) = ϕ(x), we obtain
u1(x, t) = u2(x, t) ∀ (x, t) ∈ M × [0, t],
which shows the equivalence relation between variational solutions and vis-
cosity solutions.

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4. convergence of the solution semigroup
This section is devoted to showing that the solution semigroup {Tt}t≥0
with an arbitrary ϕ ∈ C0(M,R) as initial condition converges to a weak
KAM solution of (4) as t → +∞.
4.1. Properties of the solution semigroup. Before going into the details
of the proof of our main theorem, we will first obtain the several crucial
properties of {Tt}t≥0 and then show the Lipschitz property of variational so-
lutions.
Here are two important properties of {Tt}t≥0.
Lemma 6. Assume that (H1)-(H5) hold. Then,
(1) (Monotonicity) {Tt}t≥0 is increasing.
(2) (Non-expansiveness) {Tt}t≥0 is non-expanding.
Proof. (1). For given ϕ, ψ ∈ C0(M,R) with ϕ ≤ ψ, we suppose, by contra-
diction, that there exist t1 > 0 and x ∈ M such that Tt1ϕ(x) > Tt1ψ(x).
By the definition and semi-group property of {Tt}t≥0, we obtain
Tt1ϕ(x) − Tt1ψ(x)
= inf
γ(t1)=x
γ∈Cac([0,t1],M)
{
Tsϕ
(
γ(s)) + ∫ t1
s
L
(
γ(τ), Tτϕ(γ(τ)), γ˙(τ)) dτ
}
− inf
γ(t1)=x
γ∈Cac([0,t1],M)
{
Tsψ
(
γ(s)) + ∫ t1
s
L
(
γ(τ), Tτψ(γ(τ)), γ˙(τ)) dτ
}
≤ Tsϕ(Γ(s)) − Tsψ(Γ(s)) +∫ t1
s
(
L
(
Γ(τ), Tτϕ(Γ(τ)), ˙Γ(τ)) − L(Γ(τ), Tτψ(Γ(τ)), ˙Γ(τ))) dτ
(27)
where Γ ∈ Cac([0, t1], M) such that
Tt1ψ(x) = ψ(Γ(0)) +
∫ t1
0
L
(
Γ(s), Tsψ(Γ(s)), ˙Γ(s)) ds.
Let Ψ(τ) = Tτϕ(Γ(τ)) − Tτψ(Γ(τ)). We can rewrite (27) as
Ψ(t1) ≤ Ψ(s)+
∫ t1
s
(
L
(
Γ(τ), Tτϕ(Γ(τ)), ˙Γ(τ)) − L(Γ(τ), Tτψ(Γ(τ)), ˙Γ(τ))) dτ.
Hence, by the continuity of Ψ and the fact that Ψ(0) ≤ 0 and Ψ(t1) > 0,
we have that there exists 0 ≤ t0 < t1 such that Ψ(t0) = 0. We define
(28) t2 = inf{ t ∈ [t0, t1] : Ψ|[t,t1] > 0 }.
Clearly Ψ(t2) = 0. Therefore, by the monotonicity of L, we obtain that
0 < Ψ(t1) ≤ Ψ(t2) = 0 for s = t2,
which is a contradiction. This finishes the proof of point (1) of the lemma.
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We continue to prove (2) in the same spirit as (1). For each ϕ, ψ ∈
C0(M,R), without loss of generality, we suppose that there exist t1 > 0
and x ∈ M such that Tt1ϕ(x) > Tt1ψ(x) + ‖ϕ − ψ‖∞.
We just apply the same argument for
Ψ(τ) = Tτϕ(Γ(τ)) − Tτψ(Γ(τ)) − ‖ϕ − ψ‖∞
instead of Ψ(τ) = Tτϕ(Γ(τ)) − Tτψ(Γ(τ)). We define t2 by substituting Ψ
with Ψ in (28) and have
0 < Ψ(t1) ≤ Ψ(t2) = 0,
which is contradiction. Therefore, we have
Ttϕ(x) − Ttψ(x) ≤ ‖ϕ − ψ‖∞.
Likewise, one can get
Ttϕ(x) − Ttψ(x) ≥ −‖ϕ − ψ‖∞,
which completes the proof of the lemma. 
Suppose that ϕ is Lipschitz continuous with Lipschitz constant Lip(ϕ).
By the compactness of M, the Lipschitz continuity of L with respect to u
and the fiberwise superlinearity of L, there exists a constant CLip(ϕ) such that
L(x, u, x˙) ≥ Lip(ϕ)‖x˙‖ + CLip(ϕ) ∀ (x, x˙) ∈ T M and u is bounded.
It follows that for every curve γ : [0, t] → M, we have∫ t
0
L(γ(s), u(γ(s), s), γ˙(s)) ds ≥ Lip(ϕ) dist(γ(0), γ(t)) + CLip(ϕ)t
≥ ϕ(γ(t)) − ϕ(γ(0)) +CLip(ϕ)t.
We conclude that
Ttϕ(x) ≥ ϕ(x) +CLip(ϕ)t.
On the other hand, using the constant curve γx with γx(s) = x for any
s ∈ [0, t], we obtain
Ttϕ(x) ≤ ϕ(x) + max
s∈[0,t]
L(x, Tsϕ(x), 0)t.
Therefore, we have
‖Ttϕ − ϕ‖∞ ≤ t max{CLip(ϕ), max
x∈M,s∈[0,t]
L(x, Tsϕ(x), 0)}.
Hence, by the semigroup property, we have
‖Tt1ϕ−Tt2ϕ‖∞ ≤ ‖T|t1−t2 |ϕ−ϕ‖∞ ≤ |t1−t2|max{CLip(ϕ), max
x∈M,s∈[0,t]
L(x, u(x, s), 0)}.
In general, we have that for each ϕ ∈ C0(M,R) the map t 7→ Ttϕ is
uniformly continuous.
In order to obtain the Lipschitz property of variational solutions, we need
the following crucial observation.
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Theorem 5. Suppose that the assumptions (H1)–(H6) hold. For every ϕ ∈
C0(M,R), there exists a K ∈ R+ such that
‖Ttϕ‖∞ ≤ K ∀ t ≥ 0.
Proof. For every (x, t) ∈ M × R+, there exists a calibrated curve(
γ(s), u(s), p(s)) s ∈ [0, t]
satisfying γ(t) = x such that
u(x, t) ≡ Ttϕ(x) = ϕ(γ(0)) +
∫ t
0
L
(
γ(s), u(s), γ˙(s)) ds.
(I) We will first show that Ttϕ(x) is bounded from below. Suppose u(x, t) <
c. Then, there are two cases along the curve γ:
(1) There exists a τ0 ∈ [0, t) such that u(τ0) = c and u(τ) < c when
τ > τ0. Consequently,
u(x, t) = u(τ0) +
∫ t
τ0
L
(
γ(τ), u(τ), γ˙(τ)) dτ.
By (H5) and point (2) of Proposition 1, we have the following esti-
mates:
u(x, t) ≥ u(τ0) +
∫ t
τ0
L
(
γ(τ), c, γ˙(τ)) dτ
≥ c + min
x,y∈M
ht−τ0c (x, y).
where hsc(x, y) is the barrier function for the autonomous Lagrangian
L(x, c, x˙).
(2) For every τ ∈ [0, t], we have u(τ) < c. Hence, we obtain:
u(x, t) = u(0) +
∫ t
0
L
(
γ(τ), u(τ), γ˙(τ)) dτ
≥ min
x∈M
ϕ(x) + min
x,y∈M
htc(x, y).
From Mather theory, we know that u(x, t) is uniformly bounded independent
of t for both cases. Take K1 = min{c, c + minx,y∈M ht−τ0c (x, y),minx∈M ϕ(x) +
minx,y∈M htc(x, y)} and we obtain the uniform lower bound of u(x, t) for any
(x, t) ∈ M × R+.
(II) We now show the uniform upper bound of u(x, t). For every (x, t) ∈
M×R+ and a given point x0 ∈ M, one can find a minimizing curve Γ for the
autonomous Lagrangian L(x, c, x˙) such that Γ(0) = x0, Γ(t) = x. Suppose
u(x, t) < c. Then, there are two cases along the curve Γ:
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(1) There exists a τ0 ∈ [0, t) such that u(Γ(τ0), τ0) = c and u(Γ(τ), τ) > c
when τ > τ0. So we have the estimates:
u(x, t) ≤ u(Γ(τ0), τ0) +
∫ t
τ0
L
(
Γ(τ), u(Γ(τ), τ), ˙Γ(τ)) dτ
≤ c +
∫ t
τ0
L
(
Γ(τ), c, ˙Γ(τ)) dτ
= c + ht−τ0c (Γ(τ0), x).
To get the upper bound for u(x, t), it suffices to prove that ht−τ0c (Γ(τ0), x)
is bounded. In fact, due to the properties of the barrier function in
Mather theory, when τ > 1, one can find z such that
hτc(x, y) = hτ0c (x, z) + hτ−τ0c (z, y).
We can have the fact that there exists a A > 0 such that |hτc(x, y)| ≤ A
for every τ > 1. Likewise, there exists a B > 0 such that |hτc(x, y)| ≤
B for every τ > 12 .
Hence, we obtain
|hτ0c (x, z)| ≤ A + B when τ0 is small enough;
|hτ−τ0c (z, y)| ≤ A + B when τ − τ0 is small enough.
Notice that we have Γ(τ0) such that the following equality holds:
htc(x0, x) = hτ0c (x0, Γ(τ0)) + ht−τ0c (Γ(τ0), x),
which shows that u(x, t) is bounded from above.
(2) For every τ ∈ [0, t], we have u(τ) > c. Hence, we obtain:
u(x, t) ≤ ϕ(x0) +
∫ t
0
L
(
Γ(s), u(Γ(s), s), ˙Γ(s)) ds
≤ ϕ(x0) +
∫ t
0
L
(
Γ(s), c, ˙Γ(s)) ds
≤ max
x∈M
ϕ(x) + htc(x0, x),
which is bounded.
This completes the proof of the theorem. 
Denote φt = Φt ◦L−1 : T M ×R	 where Φt is the phase flow for (3) and
L is the Legendre transform. We have
Lemma 7. For any κ > 0, there exists a A > 0 such that if x ∈ M, |u| ≤
K, |x˙| ≥ A, we have
‖x˙(t)‖ ≥ κ ∀ t ∈ [−1, 1],
where (x(t), u(t), x˙(t)) = φt(x, u, x˙).
20 X. SU AND J. YAN
Proof. We suppose by contradiction that there exist κ0 such that for any
n ∈ Z+, if xn ∈ M, |un| ≤ K, |vn| ≥ n, there exists an sn ∈ [−1, 1] such that
|vn(sn)| ≤ κ0. One can choose a subsequence {sni} of {sn}n∈Z+ such that
sni → s0 ∈ [−1, 1], xni(sni) → x0 ∈ M, uni(sni) → u0, vni(sni) → v0.
Due to Theorem 5 and the assumption, we have |u0| ≤ K and |v0| ≤ κ0. This
contradicts with the assumption of |vni | ≥ ni by the completeness of Φt. 
We will show the following lemma of a priori compactness.
Lemma 8 (A Priori Compactness). There exists a A > 0 such that for every
calibrated curve (γ(t), u(t), p(t)), we have
|γ˙(t)| ≤ A when t > 2.
Proof. Suppose by contradiction that for any n, there exists a tn > 2 and xn
such that the calibrated curve(
γn(s), un(s), γ˙n(s)) s ∈ [0, tn] with γn(tn) = xn
satisfies |γ˙n(tn)| ≥ n.
Take K in Theorem 5 such that |u(x, t)| ≤ K. Due to the superlinear
growth of L(x, K, x˙), there exists a κ > 0 such that when x˙ > κ, we have
L(x, K, x˙) ≥ 5K ∀ x ∈ M.
When n large enough, applying Lemma 7, we have
|γ˙n(s)| ≥ κ s ∈ [tn − 1, tn].
Consequently, s > 1 and L(γn(s), K, γ˙n(s)) ≥ 5K for every s ∈ [tn − 1, tn].
Hence, we estimate
|u(xn, tn) − u(γn(tn − 1), tn − 1)| = |un(tn) − un(tn − 1)|
=
∣∣∣∣∣∣
∫ tn
tn−1
L(γn(τ), un(τ), γ˙n(τ)) dτ
∣∣∣∣∣∣
≥
∣∣∣∣∣∣
∫ tn
tn−1
L(γn(τ), K, γ˙n(τ)) dτ
∣∣∣∣∣∣
≥ 5K,
which is a contradiction with the fact that |u(x, t)| ≤ K when t > 1. It ends
the proof of the lemma.

With above preliminary results and using a similar argument as in [Fat08],
it is not difficult to show a variant of Fleming Lemma in our context.
Theorem 6. For every ϕ ∈ C0(M,R), the family of functions Ttϕ with t ≥ 1
is equi-Lipschitz.
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4.2. Convergence of the solution semigroup. The goal of this section is
to prove the following convergence theorem.
Theorem 7. Suppose that H is a C∞ function satisfying the hypotheses
(H1)–(H6). Let Tt : C0(M,R) → C0(M,R) be the associated solution semi-
group.
Then, for each ϕ ∈ C0(M,R), the limit of Ttϕ, as t → +∞, exists. More-
over, let us denote u∞ this limit and we obtain that u∞ satisfies (4).
Before proving the theorem, we first recall some crucial facts in the next.
Due to Theorem 3 we know that u(x, t) = Ttϕ(x) is a variational solution of
(2).
Hence, by the definition of variational solutions, there exists a C1 curve
γt : [0, t] with γt(t) = x such that
Ttϕ(x) − Tsϕ(γt(s)) =
∫ t
s
L(γt(τ), Tτϕ(γt(τ)), γ˙t(τ))dτ
= inf
ξ(s)=γt(s),ξ(t)=x
ξ∈Cac([s,t],M)
∫ t
s
L(ξ(τ), Tτϕ(ξ(τ)), ˙ξ(τ))dτ ∀ 0 ≤ s < t.
We need to investigate the long time behavior of the energy H on the
calibrated curve γt as t → +∞. Note that due to Theorem 2, for every t > 0,
the calibrated curve
(29) (γt(s), ut(s) = Tsϕ(γt(s)), pt(s) = ∂L
∂x˙
(γt(s), ut(s), γ˙t(s)))
is also a characteristic curve of (2).
Along the characteristics, for every s ∈ [0, t] we calculate:
dH
ds (γt(s), ut(s), pt(s)) =
∂H
∂x
γ˙t(s) + ∂H
∂u
u˙t(s) + ∂H
∂p
p˙t(s)
= −
∂H
∂u
(γt(s), ut(s), pt(s)) H(γt(s), ut(s), pt(s)).
(30)
Let Ht(s) = H(γt(s), ut(s), pt(s)) and we have
(1) Ht(s) is a decreasing function of s if Ht(0) > 0;
(2) Ht(s) is an increasing function of s if Ht(0) < 0;
(3) Ht(s) = 0 if Ht(0) = 0.
We now give an energy estimate for some initial time s0 ∈ [0, 1] depend-
ing on (x, t) ∈ M × R+. As a corollary, we have uniform bounds for the
energy Ht(s) when 1 ≤ s ≤ t.
Lemma 9. For every x ∈ M, t ≥ 1, there exists an s0 = s0(x, t) ∈ [0, 1] such
that the calibrated curve given by (29) satisfies
|H(γt(s0), ut(s0), pt(s0))| ≤ H0.
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Proof. Moreover, assuming t ≥ 1, we first observe by the continuity of u
that there exists an A > 0 such that
|u(x, s)| ≤ A ∀ s ∈ [0, 1].
Secondly, we claim that there exists a B > 0 such that for every t ≥ 1,
there exists an s0 ∈ [0, 1] satisfying
|pt(s0)| ≤ B.
In fact, we suppose by contradiction that for every B > 0, there is a t ≥ 1
such that
|pt(s)| ≥ B ∀ s ∈ [0, 1].
Hence, by the superlinear growth of L(x, u, x˙) with respect to x˙, we know
L(γt(s), ut(s), γ˙t(s)) is unbounded for any s ∈ [0, 1]. This contradicts the
fact that u(x, s) is bounded, which shows the claim.
Consequently, let us take
H0 = max
x∈M
|u|≤A
|p|≤B
H(x, p, u)
which is independent of x and t, and then for every t ≥ 1, there exists a
point s0 ∈ [0, 1] of the calibrated curve (γt(s), ut(s), pt(s)) such that
|H(γt(s0), ut(s0), pt(s0))| ≤ H0.

Let us now show the following proposition which is a key ingredient in
the proof of Theorem 7.
Proposition 4. If the limit energy of Htn(tn) exists as tn → +∞, we have
limtn→+∞ Htn(tn) ≤ 0.
Proof. We first observe that from Lemma 9, one can choose a strictly in-
creasing sequence tn → +∞ as n → +∞ such that
lim
n→+∞
H
(
γn(tn), un(tn), pn(tn)) = a,
where (γn, un) : [0, tn] → M × R is a calibrated curve of (2) with γn(tn) = x
and un(s) = u(γn(s), s) is a variational solution of (2).
We suppose by contradiction that a > 0.
We notice that γn is a characteristic curve by Theorem 2 and therefore C2
by the characteristic equation (3).
In the next, we will use the “diagonal sequence trick” for the sequence
(γn, γ˙n). For every N ∈ N, by Ascoli-Arzela theorem, we can find a subse-
quence (γnk , γ˙nk) such that
(γnk(s), γ˙nk(s)) → (γN∞(s), γ˙N∞(s)) ∀ s ∈ [0, N].
For typographical simplicity, we still denote (γn, γ˙n) this subsequence (γnk , γ˙nk).
Likewise, we can find a subsequence (γnk , γ˙nk) such that
(γnk(s), γ˙nk(s)) → (γN+1∞ (s), γ˙N+1∞ (s)) ∀ s ∈ [0, N + 1].
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Note that (γN∞(s), γ˙N∞(s)) = (γN+1∞ (s), γ˙N+1∞ (s)) for every s ∈ [0, N].
We continue this procedure and we finally obtain a curve (γ∞(s), γ˙∞(s))
for s ∈ [0,+∞). Using the continuity of u(x, t) with respect to x, one can
have a limit point u∞ of un at the same time. Therefore, the limit point
(γ∞, u∞, p∞) of (γn, un, pn) are obtained.
Hence, by our assumption, we have
(31) lim
s→+∞
H
(
γ∞(s), u∞(s), p∞(s)) = a > 0,
and H(γ∞(s), u∞(s), p∞(s)) is a decreasing function of s. That is, for every
η > 0, there is an S such that
H
(
γ∞(s), u∞(s), p∞(s)) > a − η ∀ s ≥ S .
For the proof of Proposition 4, we need to introduce a common fixed
point of Tt to control the energy of (γ∞(s), u∞(s), p∞(s)) as s goes to +∞.
Lemma 10. For every ϕ ∈ C0(M,R), let us define
(32) u¯ = lim sup
t→∞
Ttϕ.
Moreover, the limit of Ttu¯ exists for t → +∞ and this limit is a common
fixed point of Tt.
Proof. To prove the Lemma 10, we will first claim Ttu¯ ≤ u¯ holds for any
t ≥ 0. In fact, due to the definition of limsup, we have, for every ǫ > 0,
there exists an S ∈ R+ such that
(33) Tsϕ + ǫ ≥ u¯ ∀ s ≥ S .
By the non-expansiveness and monotonicity of Tt, we get
(34) Tt ◦ Tsϕ + ǫ ≥ Tt(Tsϕ + ǫ) ≥ Ttu¯.
Taking limsup of the above inequality as s → ∞, we obtain
(35) u¯ + ǫ ≥ Ttu¯.
Since ǫ is arbitrary, we have Ttu¯ ≤ u¯. Hence, by the monotonicity of Tt, it
is easy to see that Ttu¯ is decreasing in t and so has a limit point as t → ∞.
We denote
u¯0 = lim
t→∞
Ttu¯.
Since Ttϕ(x) is equi-Lipschitz with t ≥ 1, by Theorem 5 and Ascoli-
Arzela Theorem, we have u¯0 ∈ C0(M), which is a common fixed point of
Tt. This completes the proof of the lemma. 
Due to the property of u¯0, we know for every ǫ > 0 there exists a T ∈ R+
such that
Ttϕ < u¯0 + ǫ ∀ t ≥ T.
So, by the proper condition, we obtain for s > T large enough that
H
(
γ∞(s), u∞(s), p∞(s)) ≤ H(γ∞(s), u¯0(γ∞(s)) + ǫ, p∞(s))
L
(
γ∞(s), u∞(s), γ˙∞(s)) ≥ L(γ∞(s), u¯0(γ∞(s)) + ǫ, γ˙∞(s)).(36)
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Consequently, choosing ǫ, η > 0 satisfying λǫ + η < a2 , by (H4), (36) and(31), we get
H
(
γ∞(s), u¯0(γ∞(s)), p∞(s)) ≥ H(γ∞(s), u¯0(γ∞(s)) + ǫ, p∞(s)) − λǫ
≥ a − η − λǫ >
a
2
(37)
where s ≥ max{S , T } is large enough.
On the other hand, using point (2) of Proposition 1 and (36), we have∫ s
T
L
(
γ∞(τ), u¯0(γ∞(τ)), γ˙∞(τ)) dτ
≤
∫ s
T
L
(
γ∞(τ), u¯0(γ∞(τ)) + ǫ, γ˙∞(τ)) + λǫ dτ
≤
∫ s
T
L
(
γ∞(τ), u∞(τ), γ˙∞(τ)) dτ + λǫ(s − T )
=u(γ∞(s), s) − u(γ∞(T ), T ) + λǫ(s − T )
(38)
where s ≥ max{S , T } is large enough. Note that the terms u(γ∞(s), s) and
u(γ∞(T ), T ) are bounded by Theorem 5.
We now argue that (38) contradicts (37) and therefore we obtain a ≤ 0.
This finishes the proof of the proposition.
All what remains to prove is the following lemma.
Lemma 11. Let H(x, p) = H(x, u¯0(x), p). For every δ > 0, there exist
Λ > 0, B > 0 such that when γ : [0, s] → M satisfies H(γ(τ), p(τ)) > δ we
have ∫ s
0
L(γ(τ), γ˙(τ)) dτ ≥ Λs − B
where L is the associated Lagrangian of H.
Proof. From Lemma 10, we know that u¯0(x) is variational solution of (2),
i.e.,
H(x, u¯0(x), dxu¯0(x)) = 0.
This means 0 is a critical value of the Hamiltonian H.
Let us denote by D the set of all the differentiable points of u¯0 in M. Due
to the Lipschitz property of u¯0, one can define
L˜(x, x˙) =
 L(x, x˙) − 〈dxu¯0(x), x˙〉 x ∈ D ,inf {lim infD∋xn→x[L(x, x˙) − 〈dxu¯0(x), x˙〉]} x < D .
Denote Γ =
{(
x,L(dxu¯0(x))) : x ∈ D} where L is the Legendre trans-
form associated with L. Therefore, we obtain the following facts
(1) L˜
∣∣∣
Γ
= 0;
(2) ∂L˜
∂x˙
∣∣∣
Γ
=
∂L
∂x˙
(x,L(dxu¯0(x))) − dxu¯0(x) = 0.
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Take x ∈ π1Γ ⊆ M where π1 is the projection from T M to M, and then
for every x˙ ∈ Tx M we have from above facts (1), (2) and (H1)
L˜(x, x˙) ≥ M‖x˙ − L(dxu¯0(x))‖2.
Consequently, denoting Γ the closure of Γ in T M, we have
(39) L˜(x, x˙)
{
= 0 (x, x˙) ∈ Γ,
> 0 (x, x˙) < Γ,
and
(40) H
∣∣∣
Γ
= 0.
When H(γ(τ), dxu¯0(γ(τ))) > δ > 0, one can find a ∆ > 0 such that
dist((γ(τ), γ˙(τ)), Γ) > ∆. Then, by (39), we can find a Λ = Λ(δ) > 0 such
that L˜(γ(τ), γ˙(τ)) > Λ.
Thus, we can calculate∫ s
0
L(γ(τ), γ˙(τ)) dτ ≥ Λs +
∫ s
0
〈dxu¯0(γ(τ)), γ˙(τ)〉 dτ
≥ Λs − B,
(41)
where B = 2 max ‖u¯0‖. This concludes the lemma. 
To check that (38) contradicts (37), we just choose ǫ > 0 small enough
such that λǫ < Λ. So by Lemma 11, we have
Λ(s − T ) ≤ B + λǫ(s − T ) + u(γ∞(s), s) − u(γ∞(T ), T )
which is a contradiction when s − T is large enough. 
Proof of Theorem 7. We now continue with the proof of Theorem 7. Due to
Theorem 5 and Lemma 6, we know from Ascoli-Arzela theorem that there
exist a strictly increasing sequence tn → +∞ and a Lipschitz function u∞
such that Ttnϕ → u∞ uniformly.
From Proposition 4, we obtain that
H(x, u∞(x), dxu∞(x)) ≤ 0
for almost all x ∈ M.
Let us denote H(x, p) = H(x, u∞(x), p). For every continuous piecewise
C1 curve γ : [t1, t2] → M with 0 ≤ t1 < t2, we have
u∞(γ(t2)) − u∞(γ(t1)) ≤
∫ t2
t1
L(γ(s), γ˙(s)) ds
=
∫ t2
t1
L(γ(s), u∞(γ(s)), γ˙(s)) ds,
where L is the associated Lagrangian of H.
Hence, u∞ ≤ Ttu∞ for each t ≥ 0. By the monotonicity of Tt, we know
that Ttu∞ is increasing in t.
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Let us denote sn = tn+1 − tn, which is a sequence goes to +∞ as n → +∞.
Therefore, we have
‖Tsnu∞ − u∞‖∞ ≤ ‖Tsnu∞ − Tsn+tnϕ‖∞ + ‖Ttn+1ϕ − u∞‖∞
≤ ‖u∞ − Ttnϕ‖∞ + ‖Ttn+1ϕ − u∞‖∞
(42)
by the non-expansiveness of Tt. This shows that limn→+∞ Tsnu∞ = u∞,
which asserts that u∞ is common fixed point for Tt with t ≥ 0.
To show that the limit of Ttϕ exists as t → +∞, it then remains to prove
Ttϕ → u∞ as t → +∞.
With this aim , we estimate that
‖Ttϕ − u∞‖∞ = ‖Tt−tn ◦ Ttnϕ − Tt−tn u∞‖∞ ≤ ‖Ttnϕ − u∞‖∞,
when t > tn. This finishes the proof of the theorem since Ttnϕ → u∞. 
Appendix
Proof of Theorem 1. Let us start by fixing some t > 0, some K ∈ R and
some u ∈ C0(M × R,R).
Since M × [0, t] is compact in M × R, the set u(M × [0, t]) is compact
in R. Consequently, there exists Kt > 0 such that |u(x, s)| ≤ Kt for every
x ∈ M, s ∈ [0, t].
First step: The set CacK is absolutely equicontinuous, i.e., for every ǫ > 0,
there exists δ > 0 such that if 0 ≤ a1 < b1 ≤ a2 ≤ b2 ≤ . . . ≤ an ≤ bn ≤ t
and ∑ni=0 bi − ai < δ, then
n∑
i=0
dist(γ(ai), γ(bi)) < ǫ ∀ γ ∈ CacK .
Due to the Lipschitz continuity of L with respect to u and the fiberwise
superlinear growth of L, for each R ≥ 0, we can find CR > −∞ such that for
every x˙ ∈ Tx M, we have
L(x, u, x˙) ≥ L(x, 0, x˙) − λ|u| ≥ R‖x˙‖ +CR − λ|u|.
Consequently, for every ǫ > 0, let us take R > 2 K+tλKt−tC0
ǫ
, δ = Rǫ2(C0−CR) .
Suppose we have a finite sequence of pairwise disjoint sub-intervals (ai, bi)
of [0, t] as above satisfies
n∑
i=1
(bi − ai) < δ.
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Let J = ∪ni=1[ai, bi]. It follows that
n∑
i=1
dist(γ(ai), γ(bi))
≤
n∑
i=1
∫ bi
ai
‖γ˙(s)‖ ds =
∫
J
‖γ˙(s)‖ ds
≤
1
R
∫
J
[L(γ(s), u(γ(s), s), γ˙(s)) − CR + λ|u(γ(s), s)|] ds
≤
Au(γ)
R
−
∫
[0,t]\J
L(γ(s), u(γ(s), s), γ˙(s))
R
ds + λKt − CR
R
n∑
i=1
(bi − ai)
≤
K
R
+
λKt − C0
R
[t −
n∑
i=1
(bi − ai)] + λKt − CRR
n∑
i=1
(bi − ai)
≤
K + tλKt − tC0
R
+
C0 − CR
R
n∑
i=1
(bi − ai)
<
ǫ
2
+
ǫ
2
= ǫ,
which shows this step.
Hence, for every sequence {γi}i∈N ⊆ CacK , by the compactness of M and
Ascoli-Arzela theorem, we can find a subsequence (still denoted by γi)
which converges to some absolutely continuous curve γ.
Second step: To complete the proof, we will consist in showing that
Au(γ) ≤ K. In fact, it suffices to prove that Au is lower semicontinuous with
respect to the C0-topology. In the sequel, we will reduce the proof to the
case where M is an open subset of Rk where k = dimM.
Since γi converges uniformly to γ, we know that the set
K = γ([0, t]) ∪ ∪i∈Nγi([0, t])
is compact. Using the continuity of u, we know u(K × [0, t]) is a compact
subset of R.
Therefore, by the Lipschitz continuity of L with respect to u and the
fiberwise superlinearity of L, we can find a constant K = C0 −λKt such that
L(x, u, x˙) ≥ K ∀ x ∈ K , x˙ ∈ Tx M.
If [a, b] ⊆ [0, t], taking K0 as a lower bound of L(γi(τ), u(γi(τ), τ), γ˙i(τ))
on [0, t] \ [a, b], we have
Au(γi|[a,b]) ≤ Au(γi) − K(t − b + a) ∀ i ∈ N.
It follows that
lim inf
i→+∞
Au(γi|[a,b]) < +∞ ∀ [a, b] ⊆ [0, t].
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By continuity of γ, we can find a finite sequence t1 = 0 < t2 < . . . < tp = t
and a sequence of coordinate charts U1, . . . ,Up such that
γ([tn, tn+1]) ⊆ Un n = 1, . . . , p − 1.
Since γi converges uniformly to γ, there exists an N0 such that when
i ≥ N0 we have
γi([tn, tn+1]) ⊆ Un for n = 1, . . . , p.
Therefore, it is enough to show in local coordinate charts that
Au(γ|[tn ,tn+1]) ≤ lim infi→+∞ Au(γi|[tn,tn+1]).
because we have lim infi→+∞(αi + βi) ≥ lim infi→+∞ αi + lim infi→+∞ βi for
sequences of real numbers αi and βi.
Hence, we do need to prove the lower semi-continuity of Au in the case
where M is an open subset of Rk.
Third step: We now consider the differentiable point s ∈ (0, t) of γ. It is
easy to have the following local estimate in the case M = U ⊆ Rk:
Lemma 12. For any ǫ > 0, we have
L(x, u(x, τ), x˙) ≥ L(γ(s), u(γ(s), s), γ˙(s))
+
∂L
∂x˙
(
γ(s), u(γ(s), s), γ˙(s)) (x˙ − γ˙(s)) − ǫ,(43)
provided (x, τ) and (γ(s), s) are close enough.
Proof. Using the continuity of u, let us choose η0 > 0 such that
Vη0 = {(x, τ) ∈ Rk+1 : ‖x − γ(s)‖ + |τ − s| ≤ η0}
is a compact subset of U.
Since L is Lipschitz continuous with respect to u and fiberwise superlin-
ear , let R = ‖∂L
∂x˙
(γ(s), u(γ(s), s), γ˙(s))‖, we can find CR+1 > −∞ such that
for every (x, τ) ∈ Vη0 and x˙ ∈ Tx M, we have
L(x, u(x, τ), x˙) ≥ L(x, 0, x˙) − λ|u| ≥ (R + 1)‖x˙‖ +CR+1 − λKt.
Let
K˜ = L(γ(s), u(γ(s), s), γ˙(s)) − ∂L
∂x˙
(γ(s), u(γ(s), s), γ˙(s))(γ˙(s)).
For ‖x˙‖ ≥ K˜ − CR+1 + λKt, for (x, τ) ∈ Vη0 , we obtain
L(x, u(x, τ), x˙) ≥ (R + 1)‖x˙‖ + CR+1 − λKt
≥ R‖x˙‖ + K˜
≥
∂L
∂x˙
(γ(s), u(γ(s), s), γ˙(s))(x˙) + K˜
≥ L
(
γ(s), u(γ(s), s), γ˙(s))
+
∂L
∂x˙
(
γ(s), u(γ(s), s), γ˙(s)) (x˙ − γ˙(s)).
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For ‖x˙‖ ≤ K˜ − CR+1 + λKt, we note that for (x, τ) = (γ(s), s), we have
L(γ(s), u(γ(s), s), x˙) ≥ L(γ(s), u(γ(s), s), γ˙(s))+∂L
∂x˙
(
γ(s), u(γ(s), s), γ˙(s)) (x˙−γ˙(s))
which follows immediately from the fiberwise convexity of L.
Consequently, for ǫ > 0, we can find 0 < η ≤ η0 such that for every
(x, τ) ∈ Vη we have
L(x, u(x, τ), x˙) ≥ L(γ(s), u(γ(s), s), γ˙(s))+∂L
∂x˙
(
γ(s), u(γ(s), s), γ˙(s)) (x˙−γ˙(s))−ǫ.

Fourth step: To apply a standard argument, for every C ∈ R, we define
the function
(44) wC(s) = min { L(γ(s), u(γ(s), s), γ˙(s)),C } .
Since u is continuous and L is bounded below, wC is integrable of s. There-
fore, its indefinite integral WC(s) =
∫ s
0 wC(τ) dτ is absolutely continuous on[0, t]. We denote
EC ≡
{
s ∈ [0, t] : γ and WC are differentiable at s, wC(s) = dWC(s)ds
}
which has full Lebesgue measure in [0, t].
We apply (43) with x = γi(τ), x˙ = γ˙i(τ) and we compute
lim inf
δ1,δ2↓0
lim inf
n→∞
1
δ1 + δ2
∫ s+δ2
s−δ1
L
(
γi(τ), u(γ(τ), τ), γ˙i(τ))
≥L
(
γ(s), u(γ(s), s), γ˙(s)) − ǫ
+ lim inf
δ1,δ2↓0
lim inf
n→∞
1
δ1 + δ2
∫ s+δ2
s−δ1
∂L
∂x˙
(
γ(s), u(γ(s), s), γ˙(s)) (γ˙i(τ) − γ˙(s))
=L
(
γ(s), u(γ(s), s), γ˙(s)) − ǫ
(45)
The last equality holds since γi C0 converges to γ.
In particular, take s ∈ EC . This inequality implies for every ǫ > 0, there
exists a δ0 > 0 such that if 0 < δ1, δ2 ≤ δ0, we have
lim inf
i→∞
1
δ1 + δ2
Au
(
γi|[s−δ1,s+δ2
)
≥ L(γ(s), u(γ(s), s), γ˙(s)) − ǫ
2
≥
WC(s + δ2) − WC(s − δ1)
δ1 + δ2
− ǫ
(46)
The last step is to extend the local estimate (46) to the global one. In
fact, it is not difficult to construct a countable mutually disjoint sequence
{[ai, bi]}i∈N of closed intervals which cover EC such that
(47) lim inf
i→∞
Au(γi|[a j ,b j])
b j − a j
≥
WC(b j) − WC(a j)
b j − a j
− ǫ.
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It follows that
(48) lim inf
i→∞
Au(γi) ≥ WC(t) − WC(0) − ǫt.
Let C ↑ ∞ and since ǫ is arbitrary we obtain
(49) lim inf
i→∞
Au(γi) ≥ Au(γ),
which finishes the proof of the theorem.

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