In this paper, we obtain some operator inequalities for functions defined by power series with real coefficients and, more specifically, with nonnegative coefficients. In order to obtain these inequalities, some recent reverses of the Schwarz inequality for vectors in inner product spaces are utilized. Natural applications for some elementary functions of interest are also provided.
Introduction
Let f (z) := ∞ n=0 a n z n be an analytic function defined by a power series with nonnegative coefficients a n , n ≥ Now, with the help of the power series f (z) = ∞ n=0 a n z n we can naturally construct another power series which will have as coefficients the absolute values of the coefficient of the original series, namely, f A (z) := ∞ n=0 |a n |z n . It is obvious that this new power series will have the same radius of convergence as the original series.
As some natural examples that are useful for applications, we can point out that, if
then the corresponding functions constructed by the use of the absolute values of the coefficients are obviously
and they are defined on the same domain as the generating functions.
Before we are able to state the new inequalities for functions of selfadjoint operators we need to recall the continuous functional calculus for such operators.
Let A be a selfadjoint linear operator on a complex Hilbert space (H; ., . ). The Gelfand map establishes a *-isometric isomorphism between the set C(Sp(A)) of all continuous functions defined on the spectrum of A, denoted Sp(A), and the C * -algebra C * (A) generated by A and the identity operator 1 H on H as follows [7, p. 3] :
For any f, g ∈ C(Sp(A)) and any α, β ∈ C we have
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With this notation we define
and we call it the continuous functional calculus for a selfadjoint operator A.
If A is a selfadjoint operator and f is a real valued continuous function on Sp(A), then f (t) ≥ 0 for any t ∈ Sp(A) implies that f (A) ≥ 0, i.e. f (A) is a positive operator on H. Moreover, if both f and g are real valued functions on Sp(A) then the following important property holds:
in the operator order of B(H). For a recent monograph devoted to various inequalities for functions of selfadjoint operators, see [7] and the references therein. For other results, see [8, 9, 10, 11] .
The main aim of this paper is to provide some operator inequalities for functions defined by power series with real coefficients and, more specifically, with nonnegative coefficients. In order to obtain these inequalities, some recent reverses of the Schwarz inequality for vectors in inner product spaces are utilized. Natural applications for some elementary functions of interest are also considered.
Some operator inequalities
We use the following vector inequality obtained by the author in [1,5, pp. 28-29]:
or, equivalently,
holds. Then we have the inequalities
3)
The constant 1/4 in the last inequality is best possible.
Perhaps a more useful particular case of the above lemma is as follows.
The following result holds:
Theorem 1 Let us consider the power series f (z) = ∞ n=0 a n z n with real coefficients a n 
that is convergent on the open disk D(0, R) with R > 0. If the selfadjoint operator T on the Hilbert space H has the spectrum Sp(T ) ⊂ [m, M] and 0 < m < M with M
2 / √ mM < R, then for any x ∈ H with x = 1 we have the inequality
in the operator order of B(H) and for any natural number k, which implies that
for any x ∈ H with x = 1. Now, if we apply inequality (2.6), then we get
for any natural number k and for any x ∈ H with x = 1.
for any natural number k.
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Utilising Equations (2.8) and (2.9) we get
for any natural number k and for any x ∈ H with x = 1. Now, if we multiply Equation (2.10) with |a k | sum over k from 0 to n and use the triangle inequality, we deduce
for any natural number n and for any x ∈ H with x = 1. Now, observe that
therefore all the series in Equation (2.11) are convergent and taking the limit over n → ∞ in Equation (2.11) we deduce the desired result (2.7).
The following inequality also holds [2,5, 
The constant 1/2 is best possible in both inequalities.
Corollary 2 Let (H; · , · ) be an inner product space over K and z, y ∈ H, N > n > 0 so that either Equation (2.4) or, equivalently, Equation (2.5) holds true. Then we have
The constant 1/2 is best possible.
We are able to provide now another upper bound for f (T )x with x ∈ H, x = 1 as follows: 
for any x ∈ H with x = 1. Now, if we apply inequality (2.13), then we can state that
for any natural number n and for any x ∈ H with x = 1. Since
therefore all the series in Equation (2.16) are convergent and taking the limit over n → ∞ in Equation (2.16) we deduce the desired result (2.14).
In order to obtain another reverse inequality for the operator f (T ), we need the following result [3] (see also [5, p. 4 
]):
Lemma 3 Let (H; · , · ) be an inner product space over K and z, y ∈ H, γ, ∈ K so that either Equation (2.1) 
or, equivalently, Equation (2.2) holds true. Then we have the inequality
The constant 1/4 is best possible.
The case for positive bounds that will be used in the following corollary is as follows.
Corollary 3 Let (H; · , · ) be an inner product space over K and z, y ∈ H, N > n > 0 so that either Equation (2.4) or, equivalently, Equation (2.5) holds true. Then we have
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The following result also holds: 
for any x ∈ H with x = 1. Observe that from Equation (2.18) we get
provided that either Equation (2.4) or, equivalently, Equation (2.5) holds true. Now if we apply this inequality for T k we can write that
for any natural number k and for any x ∈ H with x = 1. Finally, if we apply a similar argument to the one from the above theorems we derive the desired result (2.19). The details are omitted.
Finally, in order to obtain the last reverse inequality, we need to use the following KlamkinMcLenaghan inequality for vectors in inner product spaces that has been obtained in [6] : Lemma 4 Let (H; · , · ) be an inner product space over K and z, y ∈ H, γ, ∈ K with Re( γ ) > 0 so that either Equation (2.1) For a generalisation of Equation (2.12), other similar results and the equlity case analysis, see [4] . 
