The analysis of infeasible subproblems plays an import role in solving mixed integer programs (MIPs) and is implemented in most major MIP solvers. There are two fundamentally different concepts to generate valid global constraints from infeasible subproblems. The first is to analyze the sequence of implications obtained by domain propagation that led to infeasibility. The result of the analysis is one or more sets of contradicting variable bounds from which so-called conflict constraints can be generated. This concept has its origin in solving satisfiability problems and is similarly used in constraint programming. The second concept is to analyze infeasible linear programming (LP) relaxations. The dual LP solution provides a set of multipliers that can be used to generate a single new globally valid linear constraint. The main contribution of this short paper is an empirical evaluation of two ways to combine both approaches. Experiments are carried out on general MIP instances from standard public test sets such as Miplib2010; the presented algorithms have been implemented within the non-commercial MIP solver SCIP. Moreover, we present a pool-based approach to manage conflicts which addresses the way a MIP solver traverses the search tree better than aging strategies known from SAT solving.
November 24, 2016
Abstract The analysis of infeasible subproblems plays an import role in solving mixed integer programs (MIPs) and is implemented in most major MIP solvers. There are two fundamentally different concepts to generate valid global constraints from infeasible subproblems. The first is to analyze the sequence of implications obtained by domain propagation that led to infeasibility. The result of the analysis is one or more sets of contradicting variable bounds from which so-called conflict constraints can be generated. This concept has its origin in solving satisfiability problems and is similarly used in constraint programming. The second concept is to analyze infeasible linear programming (LP) relaxations. The dual LP solution provides a set of multipliers that can be used to generate a single new globally valid linear constraint. The main contribution of this short paper is an empirical evaluation of two ways to combine both approaches. Experiments are carried out on general MIP instances from standard public test sets such as Miplib2010; the presented algorithms have been implemented within the non-commercial MIP solver SCIP. Moreover, we present a pool-based approach to manage conflicts which addresses the way a MIP solver traverses the search tree better than aging strategies known from SAT solving.
Introduction: MIP and Conflict Analysis
In this paper we consider mixed integer programs (MIPs) of the form c = min{c
with objective function c ∈ R n , constraint matrix A ∈ R m×n , constraint lefthand side b ∈ R m , and variable bounds , u ∈ R n , where R := R ∪ {±∞}.
Furthermore, let N = {1, . . . , n} be the index set of all variables. Let I ⊆ N such that x i ∈ Z for all i ∈ I, i.e., the set of variables that need to be integral in every feasible solution.
When omitting the integrality requirements, we obtain the linear program (LP)
The linear program (2) is called LP relaxation of (1) . The LP relaxation provides a lower bound on the optimal solution value of the MIP (1), i.e., c LP ≤ c . In LP-based branch-and-bound [11, 18] , the most commonly used method to solve MIPs, the LP relaxation is used for bounding. Branch-and-bound is a divide-and-conquer method which splits the search space sequentially into smaller subproblems that are (hopefully) easier to solve. During this procedure we may encounter infeasible subproblems. Infeasibility can be detected by contradicting implications, e.g., derived by domain propagation, or by an infeasible LP relaxation. Modern MIP solvers try to learn from infeasible subproblems, e.g., by conflict analysis. Conflict analysis for MIP has its origin in solving satisfiability problems (SAT) and goes back to [21] . Similar ideas are used in constraint programming, e.g., see [14, 15, 25] . First integrations of these techniques into MIP were independently suggested by [12] , [24] and [2] . Further publications suggested to use conflict information for variable selection in branching, to tentatively generate conflicts before branching [3, 16] , and to analyze infeasibility detected in primal heuristics [6, 7] . Today, conflict analysis is widely established in solving MIPs. The principal idea of conflict analysis, in MIP terminology, can be sketched as follows.
Given an infeasible node of the branch-and-bound tree defined by the subproblem
with local bounds ≤ ≤ u ≤ u. In LP-based branch-and-bound, the infeasibility of a subproblem is typically detected by an infeasible LP relaxation (see next section) or by contradicting implications. In the latter case, a conflict graph gets constructed which represents the logic of how the set of branching decisions led to the detection of infeasibility. More precisely, the conflict graph is a directed acyclic graph in which the vertices represent bound changes of variables and the arcs (v, w) correspond to bound changes implied by propagation, i.e., the bound change corresponding to w is based (besides others) on the bound change represented by v. In addition to these inner vertices which represent the bound changes from domain propagation, the graph features source vertices for the bound changes that correspond to branching decisions and an artificial sink vertex representing the infeasibility. Then, each cut that separates the branching decisions from the artificial infeasibility vertex gives rise to a valid conflict constraint. A conflict constraint consists of a set of variables with associated bounds, requiring that in each feasible solution at least one of the variables has to take a value outside these bounds. Note that in general, this is not a linear constraint and that by using different cuts in the graph, several different conflict constraints might be derived from a single infeasibility. A variant of conflict analysis close to the one described above is implemented in SCIP, the solver in which we will conduct our computational experiments. Also, a similar implementation is available in the FICO Xpress-Optimizer.
This short paper consists of two parts which are independent but complement each other in practice. The first part of this paper (Section 2) focuses on a MIP technique to analyze infeasibility based on LP theory. We discuss the interaction, differences, and commonalities between conflict analysis and the so-called dual ray analysis. Although both techniques have been known before, e.g., [2, 22] , this will be, to the best of our knowledge, the first published direct comparison of the two. In the second part (Section 3), we present a new approach to drop conflicts that do not lead to variable bound reductions frequently. This new concept is an alternative to the aging scheme known from SAT. Finally, we present computational experiments comparing the techniques described in Section 2 and 3.
Analyzing Dual Unbounded Solutions
The idea of conflict analysis is tightly linked to domain propagation: conflict analysis studies a sequence of variable bound implications made by domain propagation routines. Besides domain propagation, there is another important subroutine in MIP solving which might prove infeasibility of a subproblem: the LP relaxation. The proof of LP infeasibility comes in form of a so-called "dual ray", that is a list of multipliers on the model constraints and the variable bounds. Those give rise to a globally valid constraint that can be used similarly to a conflict constraint. In this section, we discuss the analysis of the LP infeasibility proof in more detail.
Analysis of Infeasible LPs: Theoretical Background
Consider a node of the branch-and-bound tree and the corresponding subproblem
defined by local bounds ≤ ≤ u ≤ u. The dual LP of the corresponding LP relaxation of (4) is given by
where A ·i is the i-th column of A, r i = max{0, c i − y t A ·i }, and r i = min{0, c i − y t A ·i }. By LP theory each unbounded ray (γ, r, r) of (5) proves infeasibility of (4). A ray is called unbounded if multiplying the ray with an arbitrary scalar α > 0 will not change the feasibility. Note, in this case it holds r i = max{0, −y t A ·i } and r i = min{0, −y t A ·i }.
Moreover, the Lemma of Farkas states that exactly one of the following two systems is satisfiable
It follows immediately, that if F 1 is infeasible, there exists an unbounded ray (γ, r, r) of (5) satisfying F 2 . An infeasibility proof of (4) is given by a single constraint
which is an aggregation of all rows A j· for j = 1, . . . , m with weight γ j > 0. Constraint (6) is globally valid but violated in the local bounds [ , u ] of subproblem (4) . In the following, this constraint will be called proof-constraint.
Conflict Analysis of Infeasible LPs
The analysis of an infeasible LP relaxation, as it is implemented in SCIP, is a hybrid of the theoretical considerations made in Section 2.1 and the analysis of the conflict graph known from SAT. To use the concept of a conflict graph, all variables with a non-zero coefficient in the proof-constraint are converted to vertices of the conflict graph representing bound changes; global bound changes are omitted. Those vertices, called the initial reason, are then connected to the artificial sink representing the infeasibility. This neat idea was introduced in [1] . From thereon, conflict analysis can be applied as described in Section 1.
In practice, the proof-constraint is often quite dense, and therefore, it might be worthwhile to search for a sparser infeasibility proof. This can be done by a heuristic that relaxes some of the local bounds [ , u ] that appear in the proofconstraint. Of course, the relaxed local bounds [ , u ] with < ≤ ≤ u ≤ u < u still need to fulfill
The more bounds can be relaxed that way, the smaller gets the initial reason and consequently the stronger are the derived conflict constraints. Note again that these constraints do not need to be linear, if general integer or continuous variables are present.
Dual Ray Analysis of Infeasible LPs
The proof-constraint is globally valid but infeasible within the local bounds. It follows immediately by the Lemma of Farkas that the maximal activity
] is strictly less than the corresponding left-hand side γ t b. Instead of creating an "artificial" initial reason, the proof-constraint might also be used directly for domain propagation in the remainder of the search. It is a conic combination of global constraints, i.e., it is itself a valid (but redundant) global constraint. In contrast to the method described in Section 2.2, using a dual unbounded ray as a set of weights to aggregate model constraints yields exactly one linear constraint.
The proof-constraint along with an activity argument can be used to deduce local lower and upper variable bounds [2] . Therefore, consider a subproblem with local bounds [ , u ]. For any i ∈ N with a non-zero coefficient in the proof-constraint the maximal activity residual is given by
i.e., the maximal activity over all variables but x i . Hence, valid local bounds are given by
This is the so-called bound tightening procedure [9] which is widely used in all major MIP solvers, for all kinds of linear constraints. Just like the dual ray might be heuristically shrinked to get a short initial reason for conflict analysis, it might be worthwhile to alter the proof-constraint itself before using it for propagation. This can include the application of presolving steps such as coefficient tightening to the constraint, projecting out continuous variables or applying mixed-integer rounding to get an alternative globally valid constraint which might be more powerful to propagate.
Finally, instead of generating a valid constraint from the dual ray, one could equivalently use the ray itself to simply check for infeasibility [22, 23] or to estimate the objective change during branch-and-bound and to derive branching decisions therefrom. While in Section 2.2, we described a way to reduce LP infeasibility analysis to conflict analysis based on domain propagation, one could as well try to generate a dual ray by solving the LP relaxation after having detected infeasibility by propagation.
Managing of Conflicts in a MIP Solver
Maintaining and propagating large numbers of conflict constraints might slow down a solver and create a big burden memory-wise. For instances with a high throughput of branch-and-bound nodes, a solver like SCIP might easily create hundreds of thousands of conflicts within an hour of running time. In order to avoid a slowdown or memory short-coming, an aging mechanism is used within SCIP. Once again, aging is a concept inspired by SAT and CP solving. Every time a conflict constraint is considered for domain propagation an age counter (individually for each constraint) is increased if no deduction was found. If a deduction is found, the age will be reset to 0. If the age reaches a predefined threshold the conflict constraint is permanently deleted.
In SAT and CP, this mechanism is a well-established method to drop conflict constraints that do not frequently propagate. In the case of MIP solving, there are two main differences concerning the branch-and-bound search. First, domain propagation is most often not the most expensive part of node processing. Second, SAT and CP solvers often use a pure depth-first-search (DFS) node selection, while state-of-the-art MIP solvers use some hybrid between DFS and best-estimate-search or best-first-search (see, e.g., [2, 5, 20] ). Therefore, it frequently happens that the node processed next is picked from a different part of the tree.
In the following, we describe a pool-based approach to manage conflict constraints. Here, a pool refers to a fixed-size array that allows direct access to a particular element and which is independent of the model itself. The conflict pool is used to manage all conflict constraints, independently whether they were derived from domain propagation or an infeasible LP relaxation. The number of constraints that can be stored within the conflict pool at the same is limited. In our implementation the maximal size of the conflict pool depends on the number of variables and constraints of the presolved problem. However, the pool provides space for at least 1 000 and at most 50 000 conflict constraints at the same time. The conflict pool allows a central management of conflict constraints independently from the model constraints, i.e., they can be propagated, checked or deleted separately, without the need to traverse through all constraints.
To drop conflict constraints that don't lead to deductions frequently we implemented an update-routine that checks the conflict pool regularly, e.g., any time we create the first new conflict at a node. Moreover, we still use the concept of aging to determine the conflict constraints that are rarely used in propagation. Within this update procedure the oldest conflict constraints are removed.
Beside of the regular checks, the conflict pool is updated every time a new improving incumbent solution is found. Conflict constraints might depend on a (previous) best known solution, e.g., when the conflict was created from an LP whose infeasibility proof contained the objective cutoff. Such conflicts become weaker whenever a new incumbent is found and the chance that they lead to deductions becomes smaller the more the incumbent improves. Due to this, for each conflict constraint involving an incumbent solution we store the corresponding objective value. If this value is sufficiently worse than the new objective value, the conflict constraint will be permanently deleted. In our computational experiments (cf. Section 4) we use a threshold of 5%.
Computational Experiments
In our computational experiments, we compare combinations of the techniques presented in this paper: conflict analysis and dual ray analysis. To the best of our knowledge, most major MIP solvers either use conflict analysis of infeasible LPs and domain propagation (e.g., SCIP, FICO Xpress-Optimizer) or they employ dual ray analysis (e.g., Gurobi, SAS). We will refer to the former as the conflict setting and to the latter as the dualray setting. We compare those to a setting that uses conflict analysis and dual ray analysis simultaneously, the combined setting. Finally, we consider an extension of the combined setting that uses a pool for conflict management, the setting combined+pool.
All experiments were performed with the non-commercial MIP solver SCIP From these we selected all instances for which (i) all of the above settings need at least 100 nodes, (ii) at least one setting finishes within the time limit of 3600 seconds, and (iii) at least one setting analyzes more than 100 infeasible subproblems successfully. We refer to this test set as the Conflict set, since it was designed to contain instances for which conflict or dual ray analysis is frequently used.
Aggregated results on the number of generated nodes and needed solving time can be found in Table 1 . Detailed results can be found in Table 2 and 5 in the appendix. We use the conflict setting as a base line (since it used to be the SCIP default), for which we give actual means of branch-and-bound nodes and the solving time. For all other settings, we instead give factors w.r.t. the base line. A number greater then one implies that the setting is inferior and a number less than one implies that the setting is superior to the conflict setting.
First of all, we observe that solely using dual ray analysis is inferior to using conflict analysis on both test sets and w.r.t. both performance measures. Note that we used a basic implementation of dual ray analysis; a solver that solely relies on it might implement further extensions that decrease this difference in performance, see also Section 5. However, the combination of conflict and dual ray analysis showed some significant performance improvements. We observed a speed-up of 3% and 18% on Miplib2010 and Conflict, respectively. Moreover, the number of generated nodes could be reduced by 5% and 25%, respectively. Finally, on the Conflict test set, the combined setting solved one instance more than the conflict setting and five more than the dualray setting. We take those results as an indicator that the two techniques complement each show the shifted geometric mean of absolute numbers of generated nodes (n, shift = 100) and needed solving time in seconds (t, shift = 10), respectively. All remaining columns show the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Column 3 and 4, respectively.
other nicely. In an additional experiment, we also tested to apply conflict analysis solely from domain propagation or solely from infeasible LPs. Both variants were inferior to the conflict setting and are therefore not discussed in detail (cf. Table 4 and 5 in the appendix).
To partially explain the different extent of the improvements on both tests set, we would like to point out that in the Miplib2010 benchmark set, there are only 31 instances which fulfill the filtering criteria mentioned above for the Conflict set. On those, the combined setting is 7.2% faster and needs 15.6% less nodes than the conflict setting.
Looking at individual instances, there are a few cases for which the combined setting is the clear winner, e.g., neos-849702 orbnatt350. For neos-849702 and bnatt350, the dualray setting has a timeout, while the conflict setting is a factor of 6.2 and 1.83 slower, respectively, than the combined setting. At the same time, ns1766074 shows the largest deterioration from using a combined setting, being a factor of 1.63 slower than conflict and a factor of 1.06 slower than dualray.
As can be seen in Table 1 , using a conflict pool in addition to an aging system makes hardly any difference w.r.t. the overall performance.
Conclusion and Outlook
In this short paper we discussed the similarities and differences of conflict analysis and dual ray analysis in solving MIPs. Our computational study indicates that a combination of both approaches can enhance the performance of a stateof-the-art MIP solver significantly. On instances where the analysis of infeasible subproblems succeeds frequently, the solving time improved by 17.3% and the number of branch-and-bound nodes by 24.5%. In contrast to that, using a pool-based approach in addition to an aging mechanism to manage conflict constraints showed hardly any impact.
There are several instances for which using either dual ray analysis or conflict analysis exclusively outperformed the combination of both. Thus, we will plan to investigate a dynamic mechanism to switch between both techniques. Furthermore, applying dual ray analysis for infeasibility deduced by domain propagation as well as using more preprocessing (e.g., mixed integer rounding, projecting out continuous variables, etc.) techniques to modify constraints derived from dual ray analysis appear as promising directions for future research.
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A Appendix
A detailed overview of all computational results on Miplib2010 and Conflict test set can be found in Table 2 -5. For each table we use the conflict setting as a base line, for which we give actual means of branch-and-bound nodes and the solving time. For all other settings, we instead give factors w.r.t. the base line. A number greater then one implies that the setting is inferior and a number less than one implies that the setting is superior to the conflict setting.
A comparison between the conflict, dualray, combined, and combined+pool setting can be found in Table 2 and 3. In addition, results for applying conflict analysis solely from domain propagation or solely from infeasible LPs can be found in Table 4 and 5. Table 2 : Detailed computational results on Miplib2010 test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration).
conflict dualray combined combined+pool Table 2 : Detailed computational results on Miplib2010 test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration).
conflict dualray combined combined+pool Table 3 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration).
conflict dualray combined combined+pool Table 3 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 3 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 4 : Detailed computational results on Miplib2010 test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 4 : Detailed computational results on Miplib2010 test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 4 : Detailed computational results on Miplib2010 test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 4 : Detailed computational results on Miplib2010 test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 5 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 5 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 5 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 5 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration). Table 5 : Detailed computational results on Conflict test set. The table shows the absolute number of generated nodes (n) and needed solving time in seconds (t), as well as the relative number of generated nodes (nQ) and needed solving time (tQ) w.r.t. Columns 2 and 3 (conflict). All changes in the number of nodes or solving time of at least 5% are highlighted in bold and blue (improvement) and italic and red (deterioration).
