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a b s t r a c t
Parallel communicating grammar systems with regular control (RPCGS, for short) are intro-
duced, which are obtained from returning regular parallel communicating grammar sys-
tems by restricting the derivations that are executed in parallel by the various components
through a regular control language. For the class of languages that are generated by RPCGSs
with constant communication complexity we derive a characterisation in terms of a re-
stricted type of freely rewriting restarting automaton. From this characterisation we obtain
that these languages are semi-linear, and that for RPCGSs with constant communication
complexity, the centralised variant has the same generative power as the non-centralised
variant.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
This paper contributes to the analysis of freely rewriting restarting automata (FRR automata, see [11]) and parallel
communicating grammar systems (PCGSs, see, e.g. [18]). The original motivation for this study comes from computational
linguistics. In particular, we are interested in a method called analysis by reduction that consists of correct stepwise
reductions of a given sentence. While restarting automata have already been accepted by several computer linguists as a
tool for modelling analysis by reduction, the potential usefulness of PCGSs in this field has only been mentioned in [13].
By studying restarting automata we aim at explaining and further developing the method of analysis by reduction. For
example, the Functional Generative Description (FGD) for the Czech language developed in Prague (see, e.g., [8]) is based
on this method. By the analysis by reduction it is possible to obtain (in)dependencies in (Czech) sentences by sequences
of correct reductions, and it is possible to properly describe complex word-order variants of a language with a high degree
of ‘free’ word order (see [8]) like Czech. The goal of the analysis by reduction is to check whether or not the input string
and its reductions given by the analysis belong to the particular language considered. An input string can be seen as a
sequence of tokens (word forms and punctuation marks) that is enriched with meta-linguistic categories from all linguistic
layers encoded in the sentence. Inserting additional information into the input string is called disambiguation, and it helps
to decrease the amount of nondeterminism in the process of analysis. Within the analysis the input string is simplified until
the so-called core predicative structure of the sentence is obtained.
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From the linguistic point of view the most valuable benefit of the analysis by reduction are the grammatical meta-
linguistic categories which are used for the disambiguation. These categories make it possible to perform the reductions
(mostly) without mistakes. The meta-linguistic categories are assigned to the individual lexical items of FGD, and they are
very similar to the grammatical categories from traditional grammars of the Czech language.
The choice of PCGSs as a grammatical model as well as themodifications of the restarting automaton studied here reflect
our attempt to formally consider language phenomena like coordination of segments (see [6]). These phenomena have not
been considered in [8] and in fact, they have not yet been considered properly at all. Here instead of working with individual
linguistic exampleswe transform a certain class of PCGSs into freely rewriting restarting automata. In fact, this particular class
of PCGSs generates a class of languages, which nicely illustrates the phenomenon of coordination of segments. From this
transformationwe obtain new types ofmeta-linguistic categories.We believe that similar types of categories can be used for
the disambiguation of the proper coordinations of segments.We envisage that themethodology of the analysis by reduction
is not specific to FGD and that a similar approach can be used to obtain a formal frame for other language descriptions like,
e.g., those presented in [7,9].
The parallel communicating grammar system is a theoretical model for a finite group of agents that concurrently work
on the solution of a problem [2,5,18]. These systems are able to create copies of generated strings and their images under
regular mappings in a very natural way. On the other hand, FRR automata create a suitable tool for modelling analysis
by reduction. In order to model analysis by reduction, FRR automata work on so-called characteristic languages, that is, on
languageswith auxiliary symbols (categories) included in addition to the input symbols. The proper language is obtained from
a characteristic language by removing all auxiliary symbols from its sentences. We take advantage of the fact that restarting
automata ensure theweak correctness preserving property and the error preserving property for the analysis, that is, after any
restart within an accepting computation starting with a word from the characteristic language, the content of the tape is
again a word from the characteristic language, and conversely, after any restart within a computation starting with a word
from the complement of the characteristic language, the content of the tape is again from that complement. The correctness
preserving property and the error preserving property are both necessary in order to obtain a type of characteristic analysis
which properly corresponds to the above-mentioned type of analysis by reduction.
Here we use formalised analysis by reduction to show that parallel communicating grammar systems inherently define
two important types of linguistic phenomena: sentence segmentswith common parallel dependencies and full independence
of sentence segments. To achieve our goal we use a technique that is based on the notion of skeletal set, which is particularly
useful for error recovery during a robust parsing or during a grammar-checking procedure. Observe, however, that within
a generative section of a computation, each component grammar of a PCGS works in complete isolation from all other
component grammars1 apart from the effects of the global clock that ensures that each component grammarmakes a single
generative step in each time unit. It seems that in order tomodel the linguistic notion of segment the type of communication
offered by a PCGS is not sufficient, as in order to coordinate the various occurrences of segments within a sentence a
more direct method of communication seems to be necessary. We therefore introduce an extension of the PCGS model by
providing a regular control for proper derivations. This yields the so-called regulated returning regular parallel communicating
grammar systems (RPCGS(REG) or simply RPCGS). Here a regular language is used to restrict the set of admissible derivations
of a PCGS. This idea is borrowed from the field of ‘regulated rewriting’ (see, e.g., [4]); a similar idea was used by Paˇun in [17]
to define PCGSs with rule synchronisation.
We study RPCGSs with constant communication complexity, that is, if Π is such a system, then there exists a constant
c ≥ 1 such that each word generated by Π has a regulated Π-derivation during which at most c communications are
executed. In fact, we will see that in this situation we can even assume that all successful Π-derivations contain at most
c communications in accordance with the definition of the notion of constant communication complexity given in [12].
Actually, we consider two related complexity measures for RPCGSs: the generation complexity, which bounds the number
of generative sections in a word generated by an RPCGS, and the distribution complexity, which bounds the distribution of
concurrently generated segments over the word generated. Constant communication complexity of an RPCSG Π implies
that the generation and the distribution complexities of Π are also bounded from above by constants. Conversely, if the
generation complexity and the distribution complexity of an RPCGSΠ are both bounded from above by constants, then also
the communication complexity ofΠ is bounded from above by a constant.
Our main technical result states that if Π is an RPCGS, for which the generation complexity is bounded by a constant
g and the distribution complexity is bounded by a constant d, then the language L(Π) generated by Π is the proper
language of a freely rewriting restarting automaton M of a very restricted form: M only performs rewrite operations of
a very restricted type, and the number of rewrites per cycle and the number of auxiliary symbols that occur in any word
from the characteristic language of M are both bounded by constants that depend on the bounds d and g above. In fact, M
even has a skeletal set of type [σ , α, d] for some positive integers σ and α, where α ≤ d ·g holds. Based on these restrictions
ofM we obtain an important property of the language L(Π): it is semi-linear, and its characteristic analysis is of polynomial
size, where the degree of the polynomial bound also depends on the constants d and g . This is an essential improvement
of previous results (see [13,14]). In fact, we prove that the languages generated by RPCGSs with constant communication
complexity correspond to the proper languages of skeleton preserving FRR automata, thus establishing a characterisation of
1 This is reminiscent of the behaviour of a distributed system.
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a class of RPCGSs in terms of a certain type of restarting automaton. In particular, it follows from our results that centralised
RPCGSs with constant communication complexity are equivalent (in generative power) to non-centralised RPCGSs with
constant communication complexity. Here an RPCGS Π is called centralised if the master grammar of Π (see Sections 2.1
and 2.2 for the definitions of PCGSs and RPCGSs, respectively) is the only one that can initiate communication steps, while
it is called non-centralised if any component grammar can do so.
This paper is structured as follows. In Section 2 we give the (informal) definitions of PCGS, RPCGS, and FRR automata,
and present some basic facts about them. In Section 3 we introduce the notion of skeleton preserving FRR automaton and
present the simulation of RPCGSs by skeleton preserving FRR automata mentioned above. Then in Section 4 we show that
the proper language of a skeleton preserving FRR automaton is generated by a centralised RPCGS with bounded distribution
and generation complexity, thus completing the announced characterisation. Finally, some closing remarks are found in
Section 5.
2. Regulated parallel communicating grammar systems and FRR automata
Here we informally introduce the various grammar systems and models of restarting automata that we will consider in
this paper.
2.1. Parallel communicating grammar systems
A returning regular parallel communicating grammar system of degree m (≥1) is defined as an (m + 3)-tuple Π =
(N, K , T ,G1, . . . ,Gm), where N is a finite alphabet of symbols called nonterminals, K = {Q1, . . . ,Qm} is a set of special
symbols called communication symbols (or query symbols) that is a subset of N , T is a finite alphabet of symbols called
terminals that is disjoint from N , and Gi = (N, T , Si, Pi) are (right-)regular grammars (1 ≤ i ≤ m). Thus, Si ∈ N r K
is the start symbol of Gi, and Pi only contains productions of the form A → wB and A → w, where A, B ∈ N and
w ∈ T ∗. The grammars Gi are the component grammars of Π , and the component grammar G1 is called the master of the
system.
A configuration ofΠ is anm-tuple C = (x1A1, . . . , xmAm), where xi ∈ T ∗ and Ai ∈ (N ∪ {ε}) (1 ≤ i ≤ m). The string xiAi
is the i-th component of configuration C . The nonterminal cut of C is them-tuple N(C) = (A1, A2, . . . , Am). If N(C) contains a
communication symbol from K , then it is called an NC-cut, denoted by NC(C).
A derivation of Π is a sequence of configurations D = C0, C1, . . . , Ct starting from the initial configuration C0 =
(S1, . . . , Sm) such that, for all 0 ≤ j < t , Cj+1 is obtained from Cj by a single generative step or a single communication
step. This is written as Cj ⇒ Cj+1. If no communication symbol occurs in Cj, then a generative step is performed. It consists
of synchronously applying a single rewrite step of grammar Gi to the i-th component of Cj for all i = 1, . . . ,m. Components
of Cj that are terminal strings remain unchanged. If, however, any component of Cj contains a nonterminal that cannot be
rewritten, then the derivation is blocked. Further, if the first component of Cj is a terminal word w, then the derivation is
complete, andw is the result of this derivation. In this situation D is usually denoted as D(w). A maximal subsequence of D
that only contains generative steps is called a generative section of D.
If one or more communication symbols are present in Cj = (α(j)1 , . . . , α(j)m ), then a communication step is performed.
It consists of replacing each occurrence of each communication symbol Qℓ (1 ≤ ℓ ≤ m) by the phrase α(j)ℓ , provided
that α(j)ℓ itself does not contain a communication symbol. Such an individual replacement is called a communication. In
addition, the component ℓ is reset2 to its start symbol Sℓ. Obviously, in a single communication step at most m − 1
communications can be performed. Communication steps are performed until all communication symbols have been
replaced, or until the derivation is blocked. A maximal subsequence of D that only contains communication steps is
called a communication section of D. Thus, the communication steps divide D into generative sections and communication
sections.
By +⇒ we denote the transitive closure of the relation⇒ above. The (terminal) language L(Π) generated byΠ is the set
of all terminal words that are generated by the component G1 (themaster of the system):
L(Π) = {w ∈ T ∗ | ∃α2, . . . , αm ∈ (N ∪ T )∗ : (S1, . . . , Sm) +⇒ (w, α2, . . . , αm)}.
Several useful notions can be associated with a derivation D(w) inΠ which help to analyse D(w).
• Assume thatD(w) contains ℓ generative sections. For i ∈ {1, . . . ,m} and j ∈ {1, . . . , ℓ}, letα(j)i denote the i-th component
of the configuration of D(w) at the beginning of the j-th generative section, and let γ (j)i denote the i-th component of the
configuration of D(w) at the end of the j-th generative section. Then either α(j)i ∈ T ∗ and α(j)i = γ (j)i , or α(j)i = wA
and γ (j)i = wuB for some terminal words w, u ∈ T ∗, a nonterminal A ∈ N , and B ∈ N ∪ {ε}. In the former case Gi
is inactive during the j-th generative section of D(w), while in the latter case A ∗⇒Gi uB is the sub-derivation that Gi
2 Because of this the PCGS is called ‘returning’.
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performs during the j-th generative section of D(w). The word u generated by this sub-derivation is called the (i, j)-
generative factor of D(w), denoted by g(i, j) (or g(i, j,D(w))); if Gi is inactive during this generative section, then g(i, j)
is undefined. Observe that, for a fixed derivation D(w), each symbol of the wordw belongs unambiguously to one of the
non-empty factors g(i, j), and w has a unique factorisation of the form w = g(i1, j1)g(i2, j2) · · · g(ir , jr) for some r ≥ 1,
i1, . . . , ir ∈ {1, . . . ,m}, and j1, . . . , jr ∈ {1, . . . , ℓ}.
• By n(i, j) (or n(i, j,D(w))) we denote the number of occurrences of g(i, j) inw. If g(i, j) is undefined, then we simply take
n(i, j) = 0. Note that n(i, j) > 1 is possible. For example, this happenswhen there are two ormore component grammars
that request the sentential form γ (j)i (see above) from the component grammar Gi at the same time.
• For j ≥ 1, let N(j,D(w)) = ∑mi=1 n(i, j,D(w)), that is, N(j,D(w)) gives the number of occurrences of factors in w
that are generated by the various component grammars of Π during the j-th generative section of D(w). The degree of
distribution DD(D(w)) of D(w) is defined as the maximum of these values, that is, DD(D(w)) = maxj N(j,D(w)). Thus,
DD(D(w)) is themaximal number of occurrences of factors g(i, j) inw that are generated in the samegenerative section of
D(w).
• The communication structure CS(D(w)) of D(w) captures the connection between the terminal wordw and its particular
derivation D(w):
CS(D(w)) = (i1, j1), (i2, j2), . . . , (ir , jr), ifw = g(i1, j1)g(i2, j2) · · · g(ir , jr).
We say that r is the length of CS(D(w)).
• The communication sequence (or NC-sequence) NCS(D) of a sub-derivation D of D(w) is defined as the sequence of all NC-
cuts in D. Realise that the communication sequence NCS(D(w)) unambiguously defines the communication structure
of D(w). Moreover, the set of words with the same communication sequence (or structure) is in general infinite.
A cycle in a derivation D is a smallest (continuous) sub-derivation C = C1, . . . , Cj of D such that N(C1) = N(Cj). If none of
the nonterminal cuts in C contains a communication symbol, then the whole cycle is contained in a generative section; in
this case we speak of a generative cycle.
If there is a generative cycle in the derivationD(w), then deletion ormanifold repetition of this cycle results in a derivation
of a terminal word. However, deletion or repetition of a generative cycle does neither change the communication sequence
nor the communication structure of a derivation.
We now illustrate the notions introduced above by a simple example.
Example 2.1. Let Πab = (N, K , T ,G1,G2,G3) be the PCGS that is defined by taking N = {S1, S2, S3, Z2, Z3,Q1,Q2,Q3},
K = {Q1,Q2,Q3}, T = {a, b}, and Gi = (N, T , Si, Pi), i = 1, 2, 3, where the sets of productions are as follows:
P1 : S1 → aS1 | aQ2, P2 : S2 → bZ2, P3 : S3 → Z3,
Z2 → aZ2 | aQ3, Z2 → bZ2, Z3 → bZ3.
Z3 → b.
Then L(Πab) = {ambmanbm+n | m, n ≥ 1}. For thewordw = a3b3a2b5 wehave a derivationD(w) inΠab that can be described
compactly as follows, where we use the symbol | to indicate a generative step and the symbol || for a communication step:
S1
S2
S3
 aS1bZ2Z3

a2S1
b2Z2
bZ3

a3Q2
b3Z2
b2Z3

a3b3Z2
S2
b2Z3

a3b3aZ2
bZ2
b2bZ3

a3b3a2Q3
b2Z2
b2b2Z3

a3b3a2b2b2Z3
b2Z2
S3

a3b3a2b2b2b
b2bZ2
Z3.
From this derivation we obtain the generative factors
g(1, 1) = a3, g(1, 2) = a2, g(1, 3) = b,
g(2, 1) = b3, g(2, 2) = b2, g(2, 3) = b,
g(3, 1) = b2, g(3, 2) = b2, g(3, 3) = ε,
and the following factorisation ofw:
w = a3b3a2b5 = g(1, 1)g(2, 1)g(1, 2)g(3, 1)g(3, 2)g(1, 3).
The communication structure of D(w) is
CS(D(w)) = (1, 1)(2, 1)(1, 2)(3, 1)(3, 2)(1, 3),
and the corresponding NC-sequence is
NCS(D(w)) =
Q2
Z2
Z3
Q3
Z2
Z3

.
Observe that the above derivation D(w) contains a generative cycle of length 1 in its first generative section.
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We call a derivation D(w) reduced, if every repetition of any of its generative cycles leads to a longer terminal word. The
derivation in the example above is obviously reduced. It is easily seen that, for every derivation D(w), there is an equivalent
reduced derivation D′(w) of the same word. In what follows we only consider derivations that are reduced.
2.2. Regulated parallel communicating grammar systems
Within a generative section of a derivation, each component grammar of a PCGSworks in complete isolation fromall other
component grammars apart from the synchronisation enforcedby the ‘global clock.’ Hereweextend the PCGSby establishing
a regular control for the admissible derivations. By using this regular control a better coordination of the generative steps
of the various component grammars can be achieved, in this way turning the PCGS into a truly parallel device.
LetΠ = (N, K , T ,G1, . . . ,Gm) be a PCGS, and let
(A0,1, . . . , A0,m), (α1,1A1,1, . . . , α1,mA1,m), (α1,1α2,1A2,1, . . . , α1,mα2,mA2,m),
. . . , (α1,1 · · ·αs,1As,1, . . . , α1,m · · ·αs,mAs,m)
be the sub-derivation that corresponds to the j-th generative section of a Π-derivation D(w). Here (A0,1, . . . , A0,m) is the
nonterminal cut at the beginning of this generative section, and (Aℓ−1,i → αℓ,iAℓ,i) is the production of component grammar
Gi (1 ≤ i ≤ m) that is applied in the ℓ-th step of this sub-derivation (1 ≤ ℓ ≤ s). If component grammar Gi is inactive during
the ℓ-th step of this sub-derivation, as Aℓ−1,i is the empty word, then we simply take αℓ,iAℓ,i = ε as well. With this sub-
derivation we now associate the following extended j-trace:
ex-T(D(w), j) =
A0,1A0,2· · ·
A0,m

 α1,1A1,1α1,2A1,2· · ·
α1,mA1,m

 α2,1A2,1α2,2A2,2· · ·
α2,mA2,m
. . .
 αs,1As,1αs,2As,2· · ·
αs,mAs,m
 ,
which completely describes this sequence of generative steps. Assume that D(w) has k generative sections. Then the
sequence
ex-T(D(w)) = ex-T(D(w), 1), ex-T(D(w), 2), . . . , ex-T(D(w), k)
is called the extended trace of D(w), which is simply another representation of D(w). Observe that, for all j < k, the
nonterminal cut at the beginning of the (j+ 1)-st generative section is uniquely determined by the nonterminal cut at the
end of the j-th generative section, which is actually an NC-cut, as the former is obtained from the latter through a (uniquely
determined) sequence of communication steps.
With each m-tuple (r1, r2, . . . , rm), where ri is the right-hand side of a production of grammar Gi (1 ≤ i ≤ m) or ri = ε,
andwith each possible nonterminal cut (B1, B2, . . . , Bm) ofΠ , we now associate a new symbol. In this waywe obtain a finite
alphabetΩΠ . Let ι denote the mapping that sends a sequence ofm-tuples of the form (r1, r2, . . . , rm) or (B1, B2, . . . , Bm) to
the corresponding sequence of letters from ΩΠ . Then ι(ex-T(D)) is a string over ΩΠ for each extended trace ex-T(D(w)).
Under this interpretation, the set
Lex-T(Π) = {ι(ex-T(D(w))) | w ∈ L(Π), and D(w) is aΠ-derivation ofw}
is actually a regular language overΩΠ .
Example 2.1 (Cont.). ForΠab we can choose the alphabetΩΠab as
ΩΠab = ({S1, Z2, Z3, ε} × {S2, Z2, ε} × {S3, Z3, ε}) ∪ ({aS1, aQ2, aZ2, aQ3, b} × {bZ2} × {Z3, bZ3}).
From the derivation D(w) considered above we obtain the following extended trace:S1
S2
S3
aS1
bZ2
Z3
aS1
bZ2
bZ3
aQ2
bZ2
bZ3

,
Z2
S2
Z3
aZ2
bZ2
bZ3
aQ3
bZ2
bZ3

,
Z3
Z2
S3
b
bZ2
Z3

.
Now we are ready to define one of the main notions of this paper, the regulated parallel communicating grammar system.
Definition 2.2. LetΠ be a PCGS, and let R be a regular language overΩΠ . Then the language L(Π, R) that is generated byΠ
regulated by R is defined as
L(Π, R) = {w ∈ L(Π) | ∃Π-derivation D(w) : ι(ex-T(D(w))) ∈ R}.
The pair (Π, R) is called a regulated parallel communicating grammar system (RPCGS). We say that the PCGS Π is regulated
by R, and that aΠ-derivation D(w) satisfying ι(ex-T(D(w))) ∈ R is regulated by R.
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Thus, in an RPCGS (Π, R), aΠ-derivationD(w) is admissible only if it satisfies the additional condition that ι(ex-T(D(w)))
belongs to the regular language R. This is exactly the same mechanism that is used in (context-free) grammars with regular
control (see, e.g., [4]). A different notion of regular control has been introduced for cooperating/distributed grammar systems
in the form of regular hypothesis languages [3]. Finally in [17] Paˇun studies parallel communicating grammar systems with
rule synchronisation, in which regular sets (of a certain form) of tuples of rules are used to control admissible derivations of
PCGSs. As this kind of regular control is similar to our type of regular control, we consider it in some detail.
Definition 2.3 ([17]). A parallel communicating grammar systemwith rule synchronisation is defined as a pair (Π,M), where
Π = (N, K , T ,G1, . . . ,Gm) is a parallel communicating grammar system andM is a subset of
(P1 ∪ {#})× · · · × (Pm ∪ {#}),
where Pi is the set of productions of the grammar Gi (1 ≤ i ≤ m), and # is a new symbol. In each generative step
(α1, . . . , αm) ⇒(Π,M) (β1, . . . , βm), an element (r1, . . . , rm) ∈ M must be used, that is, for all i = 1, . . . ,m, αi ⇒ri βi,
if ri ∈ Pi, and αi = βi ∈ T ∗, if ri = #.
Thus, the set M regulates two things: (1) which rules may be applied in parallel, and (2) which components may be
terminal. While Paˇun defines and studies parallel communicating grammar systems with rule synchronisation for all types
of grammars, we are here only interested in the special case of such systems with regular components. As the sets of
productions Pi (1 ≤ i ≤ m) are finite,M is a finite set, and soM∗ is a regular language over the corresponding alphabet. In
fact, a PCGS with rule synchronisation (Π,M) can be simulated by an RPCGS of the form (Π, R). We demonstrate this for
an example system that is taken from the proof of Theorem 2 of [17].
Example 2.4. Let Π = (N, K , T ,G1,G2,G3) be the PCGS that is defined by taking N = {S1, S2, S3, A,Q1,Q2,Q3}, K =
{Q1,Q2,Q3}, T = {a, b, c}, and Gi = (N, T , Si, Pi), i = 1, 2, 3, where the sets of productions are as follows:
P1 : S1 → aS1, S1 → aA, A → bA, A → bcQ2, S2 → Q3,
P2 : S2 → S2, S2 → bS2,
P3 : S3 → aS3, S3 → a.
Further, letM be the following set:
M = {(S1 → aS1, S2 → S2, S3 → aS3), (S1 → aA, S2 → S2, S3 → a),
(A → bA, S2 → bS2,#), (A → bcQ2, S2 → bS2,#), (S2 → Q3, S2 → S2,#)}.
Then L(Π,M) = {ambncbnam | m, n ≥ 1}, which cannot be generated by any plain PCGS [18]. However, it is generated by
the RPCGS (Π, R) that is obtained by taking the following regular control language R:
R =
S1
S2
S3

·
aS1
S2
aS3
∗
·
aA
S2
a

·
 bA
bS2
ε
∗
·
bcQ2
bS2
ε

·
S2
S2
ε

·
Q3
S2
ε

.
Thus, RPCGSs are at least as expressive as PCGSs with rule synchronisation. It remains currently open whether these two
types of regulated parallel communicating grammar systems define the same class of languages, or whether RPCGSs have
strictly more expressive power. At least for a fixed PCGSΠ , the language L(Π, R) can in general not be generated by a PCGS
with rule synchronisation of the form (Π,M) for any setM . This is shown by the following example.
Example 2.5. Let Π = (N, K , T ,G1,G2) be the PCGS that is defined by taking N = {S1, S2,Q1,Q2}, K = {Q1,Q2},
T = {a, b, c}, and Gi = (N, T , Si, Pi), i = 1, 2, where the sets of productions are as follows:
P1 : S1 → aS1, S1 → bS1, S1 → cQ2,
P2 : S2 → aS2, S2 → bS2, S2 → c,
and let R be the following regular control language:
R =

S1
S2

·

aS1
bS2

·

bS1
aS2
∗
·

cQ2
c

.
Then L(Π, R) = {(ab)nc(ba)nc | n ≥ 0}. On the other hand, if M is a subset of (P1 ∪ {#}) × (P2 ∪ {#}) such that
L(Π, R) ⊆ L(Π,M), then it follows that
(S1 → aS1, S2 → bS2), (S1 → bS1, S2 → aS2), (S1 → cQ2, S2 → c) ∈ M.
This, in turn, implies that aacbbc ∈ L(Π,M), that is, L(Π,M) properly contains L(Π, R). Thus, L(Π, R) ≠ L(Π,M) for each
subsetM of (P1 ∪ {#})× (P2 ∪ {#}).
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2.3. Complexity measures for (regulated) PCGSs
For an (R)PCGSΠ = (N, K , T ,G1, . . . ,Gm), the communication complexity com(D(w),Π) of a (regulated)Π-derivation
D(w) is the number of communications performed during this derivation, that is, the number of replacements of
communication symbols by sentential forms performed in the course of this particular Π-derivation (see, e.g., [12]). Then
the communication complexity com(w,Π) of a wordw ∈ L(Π) is defined as
com(w,Π) = min{com(D,Π) | D is a (regulated)Π-derivation ofw},
that is, it is the minimum of the number of communications in a (regulated)Π-derivations ofw. Thus, in this we follow the
usual way of defining complexity measures (see, e.g., [19]) in contrast to [12], where it is required that the maximum over
allΠ-derivations ofw must be taken. We will return to this point shortly.
As usual the above definition gives the communication complexity function com(Π) : N→ N ofΠ by taking
com(Π)(n) = max{com(w,Π) | w ∈ L(Π), |w| ≤ n}.
Finally, for a function f : N → N, the (regulated) communication complexity class (R)COM(f ) consists of all languages L that
are generated by an (R)PCGSΠ satisfying com(Π)(n) ≤ f (n) for all n ∈ N.
The distribution complexity of a (regulated)Π-derivation D(w) is the degree of distribution DD(D(w)) defined above, and
the generation complexity of D(w) is the number of generative sections in D(w). The distribution complexity DC(w,Π) and
the generation complexity GC(w,Π) of a word w ∈ L(Π), the distribution complexity function DC(Π) and the generation
complexity function GC(Π) ofΠ , and the distribution complexity class (R)DC(f ) and the generation complexity class (R)GC(f )
are then defined in analogy to the corresponding notions for communication complexity.
Motivated by the analysis by reduction we are mainly interested in those classes of languages for which these three
complexity measures are bounded from above by constants. For a natural number k, we denote the corresponding
communication complexity class for RPCGSs by RCOM(k), the distribution complexity class by k-RDC, and the generation
complexity class by k-RGC. If the distribution complexity and the generation complexity are simultaneously bounded by
constants d and g , respectively, then the corresponding class is denoted by d-g-RDGC. The corresponding complexity classes
for PCGSs in general are denoted by COM(k), k-DC, k-GC, and d-g-DGC, respectively.
If Π is an (R)PCGS and D(w) is a (regulated) Π-derivation during which only k communications are performed, then
D(w) contains at most k communication steps, and therewith it contains at most k+1many generative sections. Obviously,
this yields the following fact.
Fact 1. Let Π be an (R)PCGS such that its communication complexity function com(Π) is bounded from above by a constant.
Then also DC(Π) and GC(Π) are bounded from above by constants.
When only the master component of an (R)PCGS may use communication symbols, then we speak of a centralised
(R)PCGS. This is in contrast to the general case of non-centralised (R)PCGSs, in which each component grammar may use
communication symbols. By d-g-C(R)DGCwe will denote the class of languages that are generated by centralised (R)PCGSs
simultaneously with distribution complexity d and generation complexity g .
If D(w) is a non-reduced derivation in an RPCGS (Π, R) of degree m, then a generative section j of D(w) contains a
cycle C such that, for all i ∈ {1, . . . ,m}, if the (i, j)-generative factor g(i, j) occurs in w, then component grammar Gi just
produces the empty word during cycle C. By cutting out this cycle, we obtain a shorter derivation D′ of the same word w.
In general, this shorter derivation may not satisfy the condition that ι(ex-T(D′)) ∈ R, that is, it may not be regulated by the
given regular language R. However, if (Π, R) has only constant communication complexity, and therewith only constant
generation complexity, we can rectify this situation by adjusting the language R appropriately. In fact, the new regular
control language R′ can be chosen in such a way that it admits only reduced Π-derivations that contain at most a given
number k of communications. In this way, we can ensure that not only the best regulated Π-derivation of a word w has
communication complexity at most k, but all regulatedΠ-derivations ofw do so (see above).
Fact 2. Let (Π, R) be an RPCGS with constant communication complexity k. Then there exists a regular language R′ over ΩΠ such
that L(Π, R) = L(Π, R′), and everyΠ-derivation regulated by R′ is reduced and contains at most k communications.
Thus, when dealing with RPCGs with constant communication complexity, we can restrict our attention to reduced
derivations. It follows from Fact 2 that, if (Π, R) is an RPCGS of degree m with constant communication complexity, then
there exists a constant e(Π, R) such that, whenever D(w) is a reduced regulated Π-derivation the j-th generative section
of which contains more than e(Π, R) many generative steps, then at least one of the factors g(i, j,D(w)) (1 ≤ i ≤ m)
is rewritten to a longer word in the course of this generative section. Based on pumping arguments also the following
observation follows easily.
Fact 3. If (Π, R) is an RPCGS with constant communication complexity, then the set of regulated Π-derivations that do not
contain a generative cycle is finite.
Obviously, regulated PCGSs should be more powerful in their generative power than PCGSs. To prove this claim we
separate the language class d-g-(C)RDGC from the class d-g-(C)DGC by presenting a corresponding example language.
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Example 2.6. LetΣ = {0, 1}, let h be the morphism that is induced by h(0) = 1 and h(1) = 0, let L = {wh(w) | w ∈ Σ∗},
and letΠ = (N, K ,Σ,G1,G2) be the centralised PCGS that consists of the following two component grammars G1 and G2,
where N = {S1, S2,U, V ,Q1,Q2} and K = {Q1,Q2}:
G1 : S1 → V , V → 0V | 1V | Q2,
G2 : S2 → U, U → 0U | 1U | ε.
For the regular control we take the language
R =

S1
S2

0V
1U

,

1V
0U
∗ Q2
ε

.
First consider the unregulated case. In the first step of a Π-derivation both grammars use their unique starting rule.
Thereafter, both grammars choose sequences of symbols fromΣ nondeterministically and independently of each other, but
in a synchronous way. Finally, one communication completes the derivation. It is easily seen that L(Π) = {ww′ | w,w′ ∈
Σ∗, |w| = |w′|}. In the regulated case, however, the regular control language R coordinates the nondeterministic choices
of G1 and G2, ensuring that in each step G2 chooses the symbol h(s), if G1 chooses the symbol s. It follows that L(Π, R) = L
holds. As (Π, R) has distribution and generation complexity 2, we see that L belongs to the class 2-2-CRDGC.
Observe that there is a kind of indirect communication between the two component grammars in every step of a regulated
derivation in the RPCGS (Π, R) from Example 2.6, while the communication complexity of (Π, R) is just one. On the other
hand, there is no unregulated PCGS with constant communication complexity for the language generated by (Π, R).
Theorem 2.7. Let L = {wh(w) | w ∈ Σ∗} be the language from Example 2.6. Then L ∉ COM(O(1)).
Proof. Assume that L ∈ COM(k) for some constant k ∈ N, and let Π = (N, K ,Σ,G1, . . . ,Gm) be a PCGS of degree m
generating Lwith communication complexity at most k. From Fact 1 we see that there exist constants d and g (that depend
onm and k) such thatDC(Π) ≤ d andGC(Π) ≤ g hold. In fact, ifw ∈ L, then there exists aΠ-derivationD(w) ofw such that
the communication structure CS(D(w)) is of length at most d · g . Now we consider a word w = α1α2 · · ·αnh(α1) · · · h(αn)
that satisfies the following conditions:
1. n > d · g , and
2. for all i = 1, . . . , n, αi = 0ji1ji , where ji is chosen in such a way that neither 0ji nor 1ji can be generated without a
generative cycle.
Let D be a reduced Π-derivation of w satisfying |CS(D(w))| ≤ d · g . The choice of n guarantees that there exists an
index i such that the complete subword αi is generated by one of the component grammars ofΠ within a single generative
section s. For brevity we call this particular component grammar I .
From the choice of αi = 0ji1ji it follows that there are two generative cycles C0 and C1 of length ℓ0 and ℓ1, respectively,
within the generative section s such that component grammar I generates a nonempty factor 0∆0 of αi in cycle C0 and a
nonempty factor 1∆1 of αi in cycle C1. Since D is a reduced derivation, repetitions of either C0 and/or C1 will result in a
longer terminal word. By simple pumping arguments it follows that there must be another component grammar, say H ,
that generates the factor 1∆0 of h(αi) in cycle C0 and the factor 0∆1 of h(αi) in cycle C1.
Now we consider two derivations D(0) and D(1) such that D(0) is obtained from D by repeating the cycle C0 (ℓ1 + 1)
times, while D(1) is obtained from D by repeating the cycle C1 (ℓ0 + 1) times. Thus, in both derivations we have added the
same number ℓ0 · ℓ1 of generative steps to generative section s. This implies that we obtain a validΠ-derivation D(0, 1), if I
behaves as in derivation D(0), while H (and all other components) behave as in derivation D(1). The word w′ generated by
this derivation has the form
w′ = α1 · · ·αi−1βiαi+1 · · ·αnh(α1) · · · h(αi−1)γih(αi+1) · · · h(αn),
where βi = 0ji+(∆0·ℓ1)1ji and γi = 1ji0ji+(∆1·ℓ0). Asw′ ∉ L, this contradicts our assumption that L(Π) = L. It follows that L is
not generated by any PCGS with constant communication complexity. 
The RPCGS from Example 2.6 is centralised. Hence, Example 2.6 and Theorem 2.7 together yield the following separation
results, as clearly d-g-DGC ⊆ COM(O(1)) holds for all d, g ≥ 1.
Corollary 2.8. For all d, g ≥ 2, (a) d-g-DGC ( d-g-RDGC,
(b) d-g-CDGC ( d-g-CRDGC, and
(c) COM(O(1)) ( RCOM(O(1)).
2.4. Freely rewriting restarting automata
Here we introduce the particular type of restarting automaton we are interested in in this paper.
A freely rewriting restarting automaton, abbreviated as FRR automaton, is a nondeterministic machine that consists of a
finite-state control, a single flexible tape with end markers, and a read/write window of a fixed size k ≥ 1 that can move
466 D. Pardubská et al. / Theoretical Computer Science 412 (2011) 458–477
along this tape. Formally, an FRR automaton is described by an 8-tuple M = (Q ,Σ,Γ , c, $, q0, k, δ), where Q denotes a
finite set of (internal) states that contains the initial state q0,Σ is a finite input alphabet, and Γ is a finite tape alphabet that
contains Σ . The elements of Γ r Σ are called auxiliary symbols. The additional symbols c, $ ∉ Γ are used as markers for
the left and right end of the workspace, respectively. They cannot be removed from the tape. The behavior ofM is described
by a transition function δ that associates a finite set of transition steps to each pair of the form (q, x), where q is a state and
x is a possible content of the read/write window.
There are four types of transition steps: move-right steps, rewrite steps, restart steps, and accept steps. A move-right step
simply shifts the read/write window one position to the right and changes the internal state. A rewrite step causes M to
replace a non-empty prefix u of the content x = uz of the read/write window by a word v satisfying |v| ≤ |u|, thus
producing the factor vz, and to change the state. Further, the read/write window is placed immediately to the right of
the string v. However, some restrictions apply in that neither a move-right step nor a rewrite step can shift the read/write
window across the right sentinel $. A restart step causesM to place its read/writewindowover the left end of the tape, so that
the first symbol it sees is the left sentinel c, and to reenter the initial state q0. Finally, an accept step simply causesM to halt
and accept. However, it is more convenient for our purposes to describe FRR automata through so-called meta-instructions
(see below).
A configuration ofM is described by a string αqβ , where q ∈ Q , and either α = ε and β ∈ {c} ·Γ ∗ · {$} or α ∈ {c} ·Γ ∗ and
β ∈ Γ ∗ · {$}; here q represents the current state, αβ is the current content of the tape, and it is understood that the window
contains the first k symbols of β or all of β when |β| ≤ k. A restarting configuration is of the form q0cw$, wherew ∈ Γ ∗.
Any computation ofM consists of certain phases. A phase, called a cycle, starts in a restarting configuration. Thewindow is
shifted along the tape bymove-right and rewrite operations until a restart operation is performed and thus a new restarting
configuration is reached. If no further restart operation is performed, then the computation necessarily finishes in a halting
configuration—such a phase is called a tail. It is required that in each cycleM performs at least one rewrite step that is strictly
length-decreasing. Thus, each cycle strictly reduces the length of the tape. We use the notationw ⊢cM z to denote a cycle of
M that begins with the restarting configuration q0cw$ and ends with the restarting configuration q0cz$; the relation ⊢c∗M is
the reflexive and transitive closure of ⊢cM . An FRR automaton is called t-rewriting for an integer t ≥ 1, if it does not perform
more than t rewrite steps in any cycle or tail. By t-FRRwe denote the class of all t-rewriting FRR automata.
A rewriting meta-instruction for a t-rewriting FRR automatonM is of the form
(E1, u1 → v1, E2, u2 → v2, E3, . . . , Ei, ui → vi, Ei+1),
where i ∈ {1, . . . , t}, E1, . . . , Ei+1 are regular languages, and uj, vj ∈ Γ ∗ are strings satisfying k ≥ |uj| ≥ |vj| for all
j = 1, . . . , i. The rules uj → vj, 1 ≤ j ≤ i, embody rewrite steps of M . On trying to execute this meta-instruction, M
will get stuck (and so reject) starting from the restarting configuration C1 = q0cw$, if w does not admit a factorisation
of the form w = w1u1w2u2 · · ·wiuiwi+1 such that cw1 ∈ E1, w2 ∈ E2, . . . , wi+1$ ∈ Ei+1. On the other hand, if w does
have factorisations of this form, then one such factorisation is chosen nondeterministically, and C1 is transformed into the
restarting configuration C2 = q0cw1v1w2v2w3 · · ·wiviwi+1$. To describe the tails of accepting computations ofM , we use a
meta-instruction of the form (c · E · $,Accept), which accepts the sentences from the regular language E.
A wordw ∈ Γ ∗ is accepted byM , if there is an accepting computation ofM which starts from the restarting configuration
q0cw$. By LC(M)we denote the so-called characteristic language of M , which is the language consisting of all words accepted
byM . By PrΣ we denote the projection from Γ ∗ ontoΣ∗, that is, PrΣ is the morphism defined by a → a (a ∈ Σ) and A → ε
(A ∈ Γ rΣ). If v = PrΣ (w), then v is called theΣ-projection ofw, andw is called an expanded version of v. For a language
L ⊆ Γ ∗, PrΣ (L) = {PrΣ (w) | w ∈ L}. Further, forΘ ⊆ Γ , |x|Θ denotes the number of occurrences of symbols fromΘ in x.
In recent papers (see, e.g., [10]) restarting automata were mainly used as acceptors. The main focus was on the so-
called (input) language of a restarting automaton M , that is, the set L(M) := LC(M) ∩ Σ∗. Here, motivated by linguistic
considerations to model the analysis by reduction with parallel processing, we are rather interested in the so-called proper
language of M , which is the set of words LP(M) := PrΣ (LC(M)). Realise that the main difference between the input language
and the proper language lies in theway inwhich auxiliary symbols are inserted into the (terminal)words of the language. For
words from the input language, auxiliary symbols can only be inserted by the automaton itself in the course of a computation,
while for words from the proper language, the auxiliary symbols are provided beforehand by an outside source, e.g., a
linguist.
Based on the number of auxiliary symbols that are allowed in a word, two different classes of FRR automata have been
considered in the literature—lexicalised and linearised FRR automata [11,13,14]. Here, however, we will restrict the use of
auxiliary symbols even further, as we will only consider FRR automata for which the number of auxiliary symbols that may
occur concurrently on the tape is bounded beforehand by a constant.
In a real process of analysis by reduction of a sentence of a natural language it is desired that whatever is done within the
process does not change the correctness of the sentence. Unfortunately for nondeterministic restarting automata we only
have the following two properties approximating this behavior.
Proposition 2.9 (Weak Correctness Preserving Property). Each FRR automaton M is weakly correctness preserving, that is, if
w ∈ LC(M) andw ⊢c∗M z is part of an accepting computation of M, then z ∈ LC(M), too.
Proposition 2.10 (Error Preserving Property). Each FRR automaton M is error preserving, that is, if w ∉ LC(M) and w ⊢c∗M z,
then z ∉ LC(M), either.
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Observe that FRR automata are in general not (strongly) correctness preserving, that is, if w ∈ LC(M) and w ⊢c∗M z,
then z will not necessarily belong to LC(M). This does not properly correspond to the standard requirement of analysis
by reduction. On the other hand, it fully corresponds to the task of (lexicalized) syntactic analysis (see [8]), which is derived
from a description of an analysis by reduction. The next definition is a formalization of such a (lexicalized) syntactic analysis.
Definition 2.11. LetM = (Q ,Σ,Γ , c, $, q0, k, δ) be an FRR automaton, and letw ∈ Σ∗. Then the set
AC(w,M) := {wC ∈ Γ ∗ | wC ∈ LC(M) and PrΣ (wC ) = w}
is called the characteristic analysis ofw by M . The size of AC(w,M) is called the characteristic ambiguity ofw by M .
3. Weak analysis by reduction for regulated parallel communicating grammar systems
In [13] two of the present authors gave a transformation of a PCGS Π with constant communication complexity into
a deterministic linearised FRR automaton. In that transformation auxiliary symbols are used to merge the description of
a Π-derivation D(w) of a word w into the word itself. In [15] the current authors present a revised transformation in
which, thanks to nondeterminism, the number of auxiliary symbols is decreased from linear to constant. More precisely,
that transformation yields a nondeterministic d-rewriting FRR automatonM of a very restricted form from a PCGSΠ with
constant distribution complexity d and constant generation complexity g such that LP(M) = L(Π). Unfortunately, the
resulting FRR automaton is not correctness preserving, in contrast to what is stated in [15], but only weakly correctness
preserving.
No reverse transformation has been found for any of the above transformations. The problem for obtaining such a reverse
transformation seems to stem from the limited form of communication available in PCGSs. Here we do not only extend the
transformation of [15] to PCGSs with regular control, but in Section 4we also show that in this case a reverse transformation
is possible as well.
As alreadymentioned in the introduction we are looking for restrictions of FRR automata and RPCGSs that imply that the
resulting (proper) languages are semi-linear with characteristic analysis of polynomial size. In the following we will place
restrictions on the positions at which rewrites within a cycle can be performed by a restarting automaton. These restrictions
will be formalised through the notion of a skeleton preserving FRR automaton. They are motivated by the way in which an
RPCGSwith constant communication complexity is transformed into an FRR automaton (modelling analysis by reduction) in
the proof of Theorem3.3. The origin of this result is in fact the simulation of a PCGSwith constant communication complexity
by a nondeterministic FRR automaton with a constant number of auxiliary symbols given in [15].
Informally, a skeleton preserving automaton is an FRR automaton that ‘‘recognises’’ a finite set of finite sequences of
special auxiliary symbols of different ‘‘colours’’ that are allowed to be inserted into an input word. All rewrite steps of the
automaton are performed in the left neighbourhood of these special symbols. Moreover, within any cycle the automaton is
only allowed to rewrite sub-words that are close to auxiliary symbols of the same ‘‘colour’’.
To simplify the definition of a skeleton preserving FRR automaton, we first present some notation. Let s, r ∈ N+, let SP
be a set of symbols, and let
φ : SP → {1, . . . , s} × {1, . . . , r}
be a mapping, which is called the structural mapping of SP . For all 1 ≤ i ≤ s and 1 ≤ j ≤ r , SP(i) and SP(i, j)will be used to
denote the following subsets of SP:
SP(i) = {χ ∈ SP | ∃ j′ : φ(χ) = (i, j′)},
SP(i, j) = {χ ∈ SP | φ(χ) = (i, j)}.
Further, for an FRR automatonM , let SC(M) denote the simple characteristic language ofM , which is the set of wordsw ∈ Γ ∗
thatM accepts in tail computations.
Definition 3.1. Let r, s, t ∈ N+, and letM = (Q ,Σ,Γ , c, $, q0, k, δ) be a t-rewriting FRR automaton forwhich the language
SC(M) is finite. M is called a skeleton preserving [s, r, t]-automaton if there exists a subalphabet SP of Γ of cardinality
|SP| ≤ s · r and a mapping φ : SP → {1, . . . , s} × {1, . . . , r} such that all of the following properties are satisfied:
(1) For eachw ∈ LC(M), there exist integers r ′ ≤ r and i ∈ {1, . . . , s} such thatw has the form
w = x1Λ1Θ1x2Λ2Θ2 · · · xr ′Λr ′Θr ′ ,
where x1, . . . , xr ′ ∈ Σ∗, Θ1, . . . ,Θr ′ ∈ SP(i), and Λ1, . . . ,Λr ′ ∈ V = Γ r (SP ∪ Σ). We call xiΛiΘi the i-th skeletal
factor ofw.
(2) For allw ∈ LC(M) and all χ ∈ SP , |w|χ ≤ 1.
(3) Each rewriting meta-instruction I ofM can be written as a sequence of constraints separated by rewriting rules, that is,
I = (c · C (0),W1, C (1),W2, . . . ,Wt ′ , C (t ′) · $)
for some t ′ ≤ t such that
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– Wa = (Σ∗, xayazaΛaΘa → xazaΛ′aΘa) for all a = 1, . . . , t ′, where xayaza ∈ Σ∗,Λa,Λ′a ∈ V , andΘa ∈ SP ,
– |y1y2 · · · yt ′ | > 0, and {Θ1,Θ2, . . . ,Θt ′} = SP(i, j) for some i and j,
– C (a) = Σ∗ ·Λa(1)Θa(1) ·Σ∗ ·Λa(2)Θa(2) · · ·Σ∗ ·Λa(ℓ(a))Θa(ℓ(a)) for all a = 0, . . . , t ′, whereΘa(1),Θa(2), . . . ,Θa(ℓ(a)) ∈
SP(i) r SP(i, j), andΛa(1),Λa(2), . . . ,Λa(ℓ(a)) ∈ V .
(4) Whenever f = xiΛiΘi is a skeletal factor of w ∈ LC(M) such that |f | > k, then there is an applicable rewriting meta-
instruction ofM that contains a rewrite step that deletes some symbols from f .
The set SP is called the skeletal set of M , and V is the set of variables of M . As elements of SP are neither inserted, nor
removed, nor changed during any computation of M , we call them islands. Further, SP(i) is the i-th skeleton, and SP(i, j) is
the j-th level of the i-th skeleton.
Thus, if M is a skeleton preserving [s, r, t]-automaton, then there exists a skeletal set SP of M consisting of s skeletons
such that each word w ∈ LC(M) consists of up to r skeletal factors of the form xΛΘ , where x ∈ Σ∗, Θ ∈ SP(i) for some
i ∈ {1, . . . , s}, andΛ ∈ V . Further, for each cycle ofM , there exists a level SP(i, j) of a skeletal set SP(i) such thatM performs
up to t rewrite operations in that cycle, each ofwhich deletes a piece from the factor x and replaces the variableΛ by another
variable Λ′ for a skeletal factor xΛΘ satisfying Θ ∈ SP(i, j). Hence, we see that the levels SP(i, j) of a skeletal set SP(i) are
used to mark the positions at which the various rewrite operations within a cycle are executed. Below we illustrate this
definition by an example.
Example 3.2. LetΣ = {a, b, c, d}, let h : {a, c}∗ → {b, d}∗ be the morphism given by h(a) = b and h(c) = d, and let L2 be
the following language:
L2 = {wh(w)zh(z)h(w) | w, z ∈ {a, c}∗}.
We present a skeleton preserving [1, 5, 3]-automatonM2 with input alphabetΣ and tape alphabet Γ = Σ ∪ SP2∪{A} such
that
LC(M2) = {wA[1, 1, 1]h(w)A[1, 1, 2]zA[1, 2, 3]h(z)A[1, 2, 4]h(w)A[1, 1, 5] | w, z ∈ {a, c}∗},
and LP(M2) = L2. Here SP2 = {[1, 1, 1], [1, 1, 2], [1, 2, 3], [1, 2, 4], [1, 1, 5]} will be the skeletal set of M2, and A is
the only variable, that is, V = {A}. In each cycle the automaton M2 will reduce the word wc ∈ LC(M2) either to the
left of each of the factors A[1, 1, 1], A[1, 1, 2], and A[1, 1, 5], or to the left of A[1, 2, 3] and A[1, 2, 4]. Accordingly, the
structural mapping φ2 of the skeletal set SP is given by φ2([1, i, j]) = [1, i] for all [1, i, j] ∈ SP2, that is, SP(1) = SP2,
SP(1, 1) = {[1, 1, 1], [1, 1, 2], [1, 1, 5]}, and SP(1, 2) = {[1, 2, 3], [1, 2, 4]}. Thus, SP2 consists of a single skeleton with
two levels. The behaviour ofM2 is given by the following five meta-instructions:
Ia,1 = (c ·Σ∗, aA[1, 1, 1] → A[1, 1, 1],Σ∗, bA[1, 1, 2] → A[1, 1, 2],
Σ∗ · A · [1, 2, 3] ·Σ∗ · A · [1, 2, 4],Σ∗, bA[1, 1, 5] → A[1, 1, 5] · $);
Ic,1 = (c ·Σ∗, cA[1, 1, 1] → [1, 1, 1],Σ∗, dA[1, 1, 2] → A[1, 1, 2],
Σ∗ · A · [1, 2, 3] ·Σ∗ · A · [1, 2, 4],Σ∗, dA[1, 1, 5] → A[1, 1, 5] · $);
Ia,2 = (c ·Σ∗ · A · [1, 1, 1] ·Σ∗ · A · [1, 1, 2],Σ∗, aA[1, 2, 3] → A[1, 2, 3],
Σ∗, bA[1, 2, 4] → A[1, 2, 4],Σ∗ · A · [1, 1, 5] · $);
Ic,2 = (c ·Σ∗ · A · [1, 1, 1] ·Σ∗ · A · [1, 1, 2],Σ∗, cA[1, 2, 3] → A[1, 2, 3],
Σ∗, dA[1, 2, 4] → A[1, 2, 4],Σ∗ · A · [1, 1, 5] · $);
Iacc = (c · A · [1, 1, 1] · A · [1, 1, 2] · A · [1, 2, 3] · A · [1, 2, 4] · A · [1, 1, 5] · $,Accept).
It is not hard to see that M2 has the desired properties, that is, LC(M2) is indeed the language stated above, and M2 is a
skeleton preserving [1, 5, 3]-automaton satisfying LP(M2) = L2.
Actually, the structure of the FRR automaton M2 above mirrors the way in which the language L2 is generated by an
RPCGS of degree 2. This will become clear in the proof of the following theorem.
Theorem 3.3. For each L ∈ d-g-RDGC, there exist positive integers σ and α, where d ≤ α ≤ d · g, such that there is a skeleton
preserving [σ , α, d]-automaton M satisfying L = LP(M). Moreover, for each word w ∈ LC(M), the number of auxiliary symbols
inw is bounded from above by the constant 2 · α.
Here the number σ corresponds to the number of reduced regulatedΠ-derivations without a generative cycle, and for
each value s ∈ {1, . . . , σ }, the corresponding s-th skeleton SP(s) is used to describe the factorisation of a wordw ∈ L(Π, R)
into its generative factors according to this particular Π-derivation. The second index j corresponds to an index of a
generative section of this Π-derivation, and the elements of the j-th level SP(s, j) of the s-th skeleton are used to mark
the occurrences of the generative factors g(l, j) (1 ≤ l ≤ m) inw.
Proof. Let L ∈ d-g-RDGC, and let (Π, R) be an RPCGS with m components that generates L with distribution complexity
d and generation complexity g . Obviously, (Π, R) has constant communication complexity, and hence, we can conclude
from Fact 3 thatΠ has only a finite number σ of cycle-free (regulated) derivations. Let CF = {Dˆ1(wˆ1), . . . , Dˆσ (wˆσ )} be the
set of these derivations, and let α be the maximal length of the communication structures CS(Dˆ1(wˆ1)), . . . , CS(Dˆσ (wˆσ )).
Obviously, we have d ≤ α ≤ d · g .
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Fig. 1. The situation before and after the execution of a cycle that makes rewrites within the j-th generative section: the reduced parts are grey. Two
occurrences of g(1, j)were reduced to g ′(1, j); one occurrence of g(2, j)was reduced to g ′(2, j).
We describe a skeleton preserving [σ , α, d]-automatonM that, given a certain extended versionwC of an input wordw,
performs the analysis by reductionwhich starts by considering a regulatedΠ-derivationD(w) of thewordw. This derivation
is then simplified step-by-step until a cycle-free derivation Dˆ(wˆ) is obtained. If Dˆ(wˆ) belongs to the set CF of cycle-free
derivations above, then M halts and accepts the word wC , which implies that w is in the proper language of M . However,
if the above analysis cannot be completed, or if Dˆ(wˆ) is not one of the cycle-free derivations in the set CF , then the current
computation ofM fails, rejecting the wordwC .
Letw ∈ L, let D(w) be a regulated derivation ofw inΠ , and let g(i, j) be the terminal word generated by the component
grammar Gi within the j-th generative section of this derivation. Thenw can be written asw = g(i1, j1)g(i2, j2) · · · g(ir , jr).
In order to reference these generative factors, we use the notationw = g1g2 · · · gr , that is, gν simply denotes the ν-th factor
in the above factorisation. AsΠ has generation complexity g , there are at most g generative sections in the derivation D(w),
that is, j1, . . . , jr ≤ g hold. Further, asΠ has distribution complexity d, there are at most d occurrences of factors g(it , j) for
any j. Further, let us recall that r ≤ α holds.
Now the wordwC is chosen as
wC := g1Λs,1Θs,1 g2Λs,2Θs,2 · · · gr−1Λs,r−1Θs,r−1 grΛs,rΘs,r ,
where Θs,1, . . . ,Θs,r are elements of the s-th skeleton, and Λs,1, . . . ,Λs,r are variables. These symbols are not only
used to separate the individual factors gν from each other, but also to store relevant information about the regulated
derivations D(w) and Dˆs(wˆs).
The restarting automatonM processes the wordwC as follows. In each cycleM first nondeterministically chooses an index
j of a generative section, and then it consistently removes the ‘‘rightmost ’’3 generative cycle from each occurrence gν of each
of the factors g(i, j) in w (see Fig. 1). Simultaneously, it checks the consistency of its guess and makes some changes in the
corresponding variables Λs,jt . The restarting automaton M repeatedly executes such cycles until a word is obtained that
does not contain any generative cycles anymore. From Fact 3 we know that the set of words of this form is finite.
We now showwhat information is to be associatedwith the auxiliary symbols in order to realise this strategy. The symbol
Θs,t remains fixed throughout the computation, that is, the information associated with it is static. On the other hand, the
symbolΛs,t (1 ≤ t ≤ r) is temporary, as it will be modified during the computation, that is, the information associated with
it is dynamic.
Consider an extended trace ex-T(D(w), j) that corresponds to the generative section j of D(w), and assume that there is a
cycle within this trace. The removal of such a cycle from ex-T(D(w), j) leads to a relevant change in all occurrences of factors
g(i, j) in w. We can repeat this reduction of the extended trace considered until no more cycles occur in it. The resulting
reduced form of g(i, j) is denoted by gˆ(i, j), and by our assumption ex-T(Dˆs(wˆs), j) is the extended trace of the corresponding
cycle-free derivation of gˆ(i, j). Further, by our assumption
ex-T(Dˆs(wˆs)) = ex-T(Dˆs(wˆs), 1), ex-T(Dˆs(wˆs), 2), . . . , ex-T(Dˆs(wˆs), gs).
Then ex-T(Dˆs(wˆs)) represents the regulated cycle-free derivation Dˆs(wˆs). Now, with each Θs,t for which gt = g(i, j), we
need to associate the values s, t , the pair (i, j), the factor gˆ(i, j), and the complete extended trace ex-T(Dˆs(wˆs)). Remember
that the set of all possible values s, t , (i, j), gˆ(i, j), and ex-T(Dˆ(wˆ)) is finite, and that its cardinality only depends on (Π, R).
Accordingly we choose the following skeletal set
SP := {Θs,t,i,j | 1 ≤ s ≤ σ , 1 ≤ t ≤ α, 1 ≤ i ≤ m, 1 ≤ j ≤ g such that gˆt = gˆ(i, j)},
whereΘs,t,i,j is associated with the tuple [s, ex-T(Dˆs(wˆs)), t, i, j, gˆ(i, j)], and the structural mapping φ : SP → {1, . . . , σ }×
{1, . . . , α} is defined byΘs,t,i,j → (s, j). Thus, we have
SP(s, j) = {Θs,t,i,j | 1 ≤ t ≤ α, 1 ≤ i ≤ m such that gˆt = gˆ(i, j)}
for all s ∈ {1, . . . , σ } and all j ∈ {1, . . . , g}.
The information associated withΛs,t will be changed whenever a deletion is executed in the left neighbourhood of this
particular symbol. It describes a suffix of the relevant extended trace ex-T(D(w), jt). By Λs,t(D(w)) we will denote the
particular symbol that corresponds to this information.
From Fact 3 we know that there is a constant p(Π) such that, whenever an extended trace ex-T(D(w), j) is of length
at least p(Π), then it contains a (generative) cycle. Accordingly we associate the suffix suf (D(w), jt) of length p(Π) of the
3 It guesses the last, thus the rightmost, generative cycle in the derivation it simulates.
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corresponding extended trace ex-T(D(w), jt) with the symbolΛs,t . Observe that this information is the same for all values
of t ′ satisfying jt ′ = jt , and it is consistent with the factor g(it , jt). When reducing the factors g(i, j), where j = jt , then the
rightmost generative cycle is removed from ex-T(D(w), j), which results in an extended trace ex-T(D′(w′), j) of a shortened
derivation, the corresponding factor is removed from g(it , jt), resulting in the word g ′(it , jt), and Λs,t is replaced by the
symbolΛ′s,t that corresponds to the new suffix suf (D′(w′), jt). These reductions must be consistent, that is,
• there is a prefix pref and a suffix suf of ex-T(D, j) such that pref · suf = ex-T(Dˆ(wˆ), j),
• a suffix of suf (D′(w′), jt) corresponds to a suffix of ex-T(D′, j), and
• the words g(it , jt) and g ′(it , jt) are related to each other in accordance with the factor removed from suf (D(w), jt).
Accordingly, we take the set of variables
V := {Λs,t,z | 1 ≤ s ≤ σ , 1 ≤ t ≤ α, z ∈ Ω∗Π satisfying |z| ∈ {0, p(Π)}}.
Now we can describe the behaviour ofM in some more detail. Let
w = g(i1, j1)g(i2, j2) · · · g(ir , jr) = g1g2 · · · gr ∈ L,
and let ex-T(Dˆs(wˆs), j) be the extended trace of the corresponding cycle-free regulated derivation of gˆ(i, j). Then
wC = g1Λs,1,zj1Θs,1,i1,j1g2Λs,2,zj2Θs,2,i2,j2 · · · grΛs,r,zjrΘs,r,ir ,jr ,
where, for all ν = 1, . . . , r , zjν is the suffix of g(iν, jν) of length p(Π), if |g(iν, jν)| ≥ p(Π), and zjν = ε, otherwise.
Then, starting from the configuration q0cwC$, M first decides nondeterministically whether to execute a cycle or a tail
computation.
Case 1. IfM has decided to try to execute a cycle, then it nondeterministically chooses a value s′ ∈ {1, . . . , σ } and an index
j ∈ {1, . . . , g} of a generative section of D(w) that it will reduce in this cycle. Accordingly, it executes a move-right step
storing these twovalues in its internal control. Then itmoves to the right until itswindowcontains a suffix of g1 togetherwith
the two symbolsΛs,1,zj1Θs,1,i1,j1 . Now it verifies that s
′ coincideswith s; in the negative case, it halts and rejects immediately,
while in the affirmative case it tries to simulate a reduction of the factors gt satisfying gt = g(i, j) for some i ∈ {1, . . . ,m}
as outlined above. Actually all throughout this cycle, whenever M encounters a factor of the form Λs,t,zjtΘs,t,it ,jt it verifies
that s′ and s coincide. NowM moves further to the right until it detects the first factor of the form gtΛs,t,zjtΘs,t,it ,jt satisfying
jt = j.
(1) From the extended trace ex-T(Dˆt(wˆs)) associated with the symbol Θs,t,it ,j, M can determine the nonterminal cut with
which the extended j-trace ex-T(D(w), j) begins.
(2) Moving from left to right across the factor gt = g(it , j), M guesses the extended j-trace ex-T(D(w), j) in such a way
that it is consistent with the word gt ; if no such guess is possible, the computation fails. Simultaneously, M always
remembers the current suffix ℓt of length 2 · p(Π) of the part of ex-T(D(w), j) considered so far, if gt is sufficiently
long.
(3) When the delimiter Θs,t,it ,j occurs as the rightmost symbol in M ’s window, then M tries to execute a reduction of the
suffix of gt = g(it , j), if |gt | ≥ p(Π) holds. If none is possible, then the computation fails. To perform a reduction M
checks whether the current suffix ℓt of ex-T(D(w, j)) contains a (generative) cycle, that is, whether the suffix ℓt,2 of ℓt
of length p(Π) has the following form: α1,1A1,1α1,2A1,2· · ·
α1,mA1,m
 . . .
 αγ ,1Aγ ,1αγ ,2Aγ ,2· · ·
αγ ,mAγ ,m
 . . .
 αγ+ν,1Aγ+ν,1αγ+ν,2Aγ+ν,2· · ·
αγ+ν,mAγ+ν,m
 . . .
 αs′,1As′,1αs′,2As′,2· · ·
αs′,mAs′,m

such that Aγ ,µ = Aγ+ν,µ for all µ = 1, . . . ,m. If that is the case, and if ℓt,2 coincides with the information associated
with the symbol Λs,t,zjt , then M removes the factor αγ+1,it · · ·αγ+ν,it from g(it , j), it removes the corresponding cycle
from ℓt , which yields the suffix ℓ′t of an extended j-trace, and it replaces Λs,t,zj by the corresponding symbol Λs,t,ℓ′t .
Observe that the factor αγ+1,it · · ·αγ+ν,it may well be empty, implying that this rewrite step simply replaces the
symbol Λs,t,zj by the new symbol Λs,t,ℓ′t . Further, M stores ℓt in its finite control, in order to be able to verify at later
occurrences of factors of the form g(., j) that a consistent reduction is performed, and then M moves further to the
right.
If no further factor of the form g(., j) is encountered, then M restarts at the right end of the tape. If, however,
another factor gt ′ = g(i′, j) is found, then M tries to reduce this factor in a way consistent with the reduction applied
to gt = g(it , j). Essentially, M processes the factor gt ′ = g(i′, j) in the same way as g(it , j). However, on reaching the
symbol Λs,t ′,zj , M checks whether the current suffix ℓt ′ of the extended j-trace simulated coincides with the suffix ℓt
stored in its finite control. In the affirmative it reduces the factor gt ′ in a consistent way, and it replaces the symbol
Λs,t ′,zj byΛs,t ′,ℓ′t ; otherwise, the computation fails.
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Case 2. In an accepting tail M simply checks whether the current contentw′C of the tape belongs to the finite set of ‘‘shortest’’
characteristic words. These words are characterised by the following properties:
• the communication structure CS(w′) is consistent with the extended trace ex-t(Dˆs(wˆs);
• there is a regulatedΠ-derivation D(w′) ofw′ = PrΣ (w′C ) that is consistent with this communication structure, and that
does not contain any generative cycles;
• the factors gˆ(i, j) stored on the tape are equal to the corresponding factors g(i, j,D(w′)).
From the description above it follows that M is a nondeterministic FRR automaton, and that its simple characteristic
language is finite. The number of auxiliary symbols occurring in any restarting configuration of an accepting computation
ofM is bounded from above by the constant 2 · α, and it is quite obvious that LP(M) = L holds.
For two different factors g(it , j) and g(it ′ , j), M may guess different extended j-traces, but because of the information
associated withΛs,t,zj andΛs,t ′,zj , the suffixes of length 2 · p(Π) of these traces coincide. Thus, as long as the corresponding
suffix of the extended j-trace considered coincides with the information associated to Λs,t,zj , the reduction performed is
consistent with a valid derivation D(w). If an inconsistency is discovered by M , then the computation fails immediately,
that is, no further restart is performed. Finally, we see that M is a skeleton preserving [σ , α, g]-automaton with skeletal
set SP , where d ≤ α ≤ d · g . This completes the proof of Theorem 3.3. 
To illustrate this construction we apply it to the PCGSΠab of Example 2.1.
Example 2.1 (Cont.). TheΠab-derivationD(w) considered above contains a generative cycle of length 1 in its first generative
section. By removing this generative cycleweobtain the followingderivation Dˆ1(wˆ), whichdoes not contain any (generative)
cycle anymore:
S1
S2
S3
 aS1bZ2Z3
 a
2Q2
b2Z2
bZ3

a2b2Z2
S2
bZ3

a2b2aZ2
bZ2
bbZ3

a2b2a2Q3
b2Z2
bb2Z3

a2b2a2bb2Z3
b2Z2
S3

a2b2a2bb2b
b2bZ2
Z3.
From this derivation we obtain the extended trace
ex-T(Dˆ1(wˆ)) =
S1
S2
S3
aS1
bZ2
Z3
aQ2
bZ2
bZ3

,
Z2
S2
Z3
aZ2
bZ2
bZ3
aQ3
bZ2
bZ3

,
Z3
Z2
S3
b
bZ2
Z3

,
which yields the following generative factors:
gˆ(1, 1) = a2, gˆ(1, 2) = a2, gˆ(1, 3) = b,
gˆ(2, 1) = b2, gˆ(2, 2) = b2, gˆ(2, 3) = b,
gˆ(3, 1) = b, gˆ(3, 2) = b2, gˆ(3, 3) = ε.
These, in turn, give the factorisation
wˆ = a2b2a2b4 = gˆ(1, 1)gˆ(2, 1)gˆ(1, 2)gˆ(3, 1)gˆ(3, 2)gˆ(1, 3).
Observe that
CS(Dˆ1(wˆ)) = (1, 1)(2, 1)(1, 2)(3, 1)(3, 2)(1, 3) = CS(D(w)).
The PCGSΠab has distribution complexity 3 and generation complexity 3. As Dˆ1(wˆ) is the only cycle-freeΠab-derivation,
the construction from the proof of Theorem 3.3 gives a skeleton preserving [1, 6, 3]-automaton M satisfying LP(M) =
L(Πab). Accordingly we take
SP = {Θ1,t,i,j | 1 ≤ t ≤ 6, 1 ≤ i ≤ 3, 1 ≤ j ≤ 3 such that gˆt = gˆ(i, j)}
= {Θ1,1,1,1,Θ1,2,2,1,Θ1,3,1,2,Θ1,4,3,1,Θ1,5,3,2,Θ1,6,1,3},
and
V = {Λ1,t,z | 1 ≤ t ≤ 6, z ∈ Ω∗Πab(2) satisfying |z| ∈ {0, 4}}.
The symbols Θ1,t,i,j are simply associated with the integer t , the pair (i, j), the generative factor gˆ(i, j), and the extended
trace ex-T(Dˆ1(wˆ)) above.
It remains to describe the variables in V and their associated information inmore detail. If the extended trace considered
is too short to contain a generative cycle, then we simply associate the empty word with the corresponding variables.
Otherwise, we associate the corresponding suffix of length 4 with these variables. Accordingly, we can actually restrict
the set of variables as follows:
V = {Λ1,1,z1 ,Λ1,2,z1 ,Λ1,4,z1 | z1 ∈ S1} ∪ {Λ1,3,z2 ,Λ1,5,z2 | z2 ∈ S2} ∪ {Λ1,6,ε},
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where
S1 = {ε} ∪
S1S2S3
aS1
bZ2
Z3
aS1
bZ2
bZ3
aQ2
bZ2
bZ3
 ,
S1Z2Z3
aS1
bZ2
bZ3
aS1
bZ2
bZ3
aQ2
bZ2
bZ3


,
and
S2 = {ε} ∪
Z2S2Z3
aZ2
bZ2
bZ3
aZ2
bZ2
bZ3
aQ3
bZ2
bZ3
 ,
Z2Z2Z3
aZ2
bZ2
bZ3
aZ2
bZ2
bZ3
aQ3
bZ2
bZ3


.
The characteristic word wC corresponding to w and the characteristic word wˆC corresponding to wˆ are obtained as
follows, where z(2)1 denotes the second element of S1:
wC = a3Λ1,1,z(2)1 Θ1,1,1,1 · b
3Λ1,2,z(2)1
Θ1,2,2,1 · a2Λ1,3,εΘ1,3,1,2 · b2Λ1,4,z(2)1 Θ1,4,3,1 · b
2Λ1,5,εΘ1,5,3,2 · bΛ1,6,εΘ1,6,1,3,
wˆC = a2Λ1,1,εΘ1,1,1,1 · b2Λ1,2,εΘ1,2,2,1 · a2Λ1,3,εΘ1,3,1,2 · bΛ1,4,εΘ1,4,3,1 · b2Λ1,5,εΘ1,5,3,2 · bΛ1,6,εΘ1,6,1,3.
The construction in the proof of Theorem 3.3 shows thatM reduces the word wC to the word wˆC in a single cycle, and that
it accepts the latter word in an accepting tail.
As a consequence of the fact that a skeleton preserving automaton only performs very simple rewrite operations, and that
these rewrite operations are always executed at fixed places, we will now derive the following interesting fact on languages
accepted by these automata.
Corollary 3.4. If M is a skeleton preserving automaton, then the languages LC(M) and LP(M) are semi-linear.
Proof. The rewrite steps of a skeleton preserving automaton M are of a very restricted type. In each cycle, only a constant
number of rewrite steps are executed immediately to the left of particular islands.4 Each of these rewrite steps replaces
a variable by another variable, and in each cycle at least one rewrite step also deletes a non-empty factor in the left
neighbourhood of the corresponding variable. Moreover, the simple characteristic language SC(M) is finite, and therewith
eachword from the language LC(M) is reduced through a finite sequence of cycles to one of the finitelymanywords in SC(M).
AsM only allows finitely many different types of cycles, it follows that the language LC(M) is semi-linear, that is, its image
under the corresponding Parikhmapping is a semi-linear subset ofN|Γ |. As LP(M) is obtained as the projection of LC(M) onto
Σ∗, it follows that also LP(M) is semi-linear. 
If M is a skeleton preserving [s, r, t]-automaton with skeletal set SP , then an input word w of length n belongs to the
proper language LP(M), if there exists an extended variant wC of w that is in the characteristic language LC(M). From
the form of the skeletal set we see that wC is obtained from w by inserting at most r factors of the form ΛΘ , where Λ
is a variable and Θ is an island. There are
n
r
 ∈ O(nr) many different ways to insert these factors, of which there are
|Γ r (Σ ∪ SP)| · |SP| ≤ |Γ r Σ |2 many different ones. Hence, there are O(|Γ r Σ |2·r · nr)many candidates for wC . Thus,
we obtain the following result.
Proposition 3.5. Let M be a skeleton preserving [s, r, t]-automaton. For each input word w ∈ Σ∗, the size of the characteristic
analysis AC(w,M) ofw by M is at most O(|Γ rΣ |2·r · |w|r).
4. From skeleton preserving FRR automata to RPCGSs
We have seen above that each RPCGS can be simulated by a skeleton preserving FRR automaton. In particular, each
language L ∈ d-g-RDGC is the proper language of a skeleton preserving [σ , α, d]-automaton for some σ ≥ 1 and
d ≤ α ≤ d · g . Here we will establish a reverse simulation, in this way obtaining a close correspondence between regulated
PCGSs with finite communication complexity and skeleton preserving FRR automata. To this end we first introduce some
technical notions that reflect the structural properties of computations of skeleton preserving FRR automata.
Let M = (Q ,Σ,Γ , c, $, q0, k, δ) be a skeleton preserving [s, r, t]-automaton with skeletal set SP and set of variables
V = Γ r (SP ∪Σ). Then each wordwC ∈ LC(M) has a factorisation of the form
wC = x1Λ1Θ1x2Λ2Θ2 · · · xr ′Λr ′Θr ′ ,
for some r ′ ≤ r , where xiΛiΘi ∈ Σ∗ · V · SP are the skeletal factors ofwC (1 ≤ i ≤ r ′). Then the sequence (Θ1,Θ2, . . . ,Θr ′)
is called the skeletal structure ofwC . From the form of the rewritingmeta-instructions ofM we see that the skeletal structure
of wC is preserved during the whole computation (analysis by reduction) of M on wC . Actually, there is a unique index
i ∈ {1, . . . , s} such that all symbols Θl, 1 ≤ l ≤ r ′, belong to the i-th skeleton SP(i). Further, each cycle w1 ⊢cM w2
unambiguously determines an index j such that all rewrite steps executed during this cycle involve the j-th level SP(i, j)
of SP(i).
4 This constant – the number of rewrites in a cycle – can be seen as a function of the meta-instruction applied in that cycle.
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Nowwe informally explain the high-level idea of our simulation. Letm be the cardinality of the skeletal set SP ofM . Then
the RPCGS for simulatingM will havem+ 1 component grammars. For each of them skeletal factorsΘi ∈ SP , there will be
a corresponding component grammar that will be responsible for simulating the rewrite steps involving that skeletal factor
in reverse order, and there will be the master grammar, which will be responsible for the final composition of the various
‘‘factors’’ into the final word. In each derivation all component grammars will first guess the skeletal structure that will be
used byM in the computation to be simulated. In this way all component grammars identify their roles in the simulation to
be performed. Then these grammars will generate those subwords in one generative step that are deleted in one cycle ofM;
the consistency of their actions will be regulated by a suitable regular control language.
We first explain in Proposition 4.1 how to simulate a skeleton preserving automaton with skeletal structure of length 1
by a regular grammar in reverse order. Then the general simulation sketched abovewill be given in the proof of Theorem 4.2.
Proposition 4.1. LetM be a skeleton preserving [1, 1, 1]-automatonwith input alphabetΣ . Then there is a right-linear grammar
Gθ = (Vθ ,Σ, Sθ , Pθ ) such that L(Gθ ) = LP(M). Moreover, Gθ can be designed in such a way that it simulates M’s computations
step-by-step in reverse order.
Proof. LetM = (Q ,Σ,Γ , c, $, q0, k, δ) be a skeleton preserving [1, 1, 1]-automatonwith skeletal set SP and set of variables
V = Γ r (SP ∪ Σ). Then |SP| ≤ 1, and hence, either SP = ∅ or SP = {Θ} for some symbol Θ ∈ Γ . From Definition 3.1
we see that in the former case LC(M) = ∅, which is regular, while in the latter case each word w ∈ LC(M) has the form
w = xΛΘ for some x ∈ Σ∗ and some symbol Λ ∈ V . As the simple characteristic language SC(M) of M is finite by
hypothesis, we see that SC(M) = {x1Λ1Θ, . . . , xmΛmΘ} for some integer m ≥ 1, some words x1, . . . , xm ∈ Σ∗, and some
variablesΛ1, . . . ,Λm ∈ V .
In each cycle w = xΛΘ ⊢cM x′Λ′Θ = w′, M applies a rewriting meta-instruction of the form xayazaΛΘ → xazaΛ′Θ ,
where xayaza ∈ Σ+ is of length at most k − 2. The converse process can be realised by applying the suffix rewrite rule
xazaΛ′Θ → xayazaΛΘ . If we denote the finite set of these suffix rewrite rules by R, then we see that LC(M) = ∆∗R(SC(M)),
where ∆∗R(u) = {v | u ∗⇒R v} is the set of descendants of a word u with respect to the suffix rewrite relation⇒R induced
by R, and∆∗R(U) =

u∈U ∆
∗
R(u) for each subset U ⊆ Γ ∗. As the set SC(M) is finite, and as the set of descendants of a finite
language with respect to a finite suffix rewrite system is regular [1], it follows that the language LC(M) is regular.
From the finite set SC(M) and the finite suffix rewrite system R, one can construct a right-linear grammar GΘ that
simulatesM ’s computations step-by-step in reverse order. 
Now we are prepared for the general simulation of a skeleton preserving FRR automaton by an RPCGS.
Theorem 4.2. If M is a skeleton preserving [σ , α, d]-automaton, then the proper language LP(M) belongs to the language class
d-α-CRDGC, that is, it is generated by a centralised regulated PCGS with distribution complexity d and generation complexity α.
The proof of this theorem is followed by a detailed example illustrating it.
Proof. Let M = (Q ,Σ,Γ , c, $, q0, k, δ) be a skeleton preserving [σ , α, d]-automaton with the skeletal set SP =
{Θ1, . . . ,Θm} and the set of variables V = Γ r (SP ∪ Σ). Then m ≤ σ · α, and we have an associated structural mapping
φ : SP → {1, . . . , σ } × {1, . . . , α}. For each word w ∈ LC(M), there exists a skeleton sk ∈ {1, . . . , σ } such that w can be
written asw = x1Λ1Θi1x2Λ2Θi2 . . . xrΛrΘir ,where r ≤ α, x1, . . . , xr ∈ Σ∗,Λ1, . . . ,Λr ∈ V , andΘi1 , . . . ,Θir ∈ SP(sk). In
addition, all islandsΘi1 , . . . ,Θir are pairwise distinct. In fact, by introducing additional skeletons if necessary we can even
assume that the following condition (∗) is satisfied for allw, z ∈ LC(M):
ifw = x1Λ1Θi1x2Λ2Θi2 · · · xrΛrΘir , and z = y1Λ′1Θj1y2Λ′2Θj2 · · · yr ′Λ′r ′Θjr′ ,
whereΘi1 , . . . ,Θir ∈ SP(sk) andΘj1 , . . . ,Θjr′ ∈ SP(sk′),
then either sk ≠ sk′, or r = r ′ and il = jl for all l = 1, . . . , r.
(∗)
In particular, we can assume without loss of generality that all elements of SP(sk) occur in w, that is, SP(sk) =
{Θi1 , . . . ,Θir }. Thus, each wordw ∈ LC(M) induces an ordering5 < on the corresponding skeleton SP(sk):
Θ < Θ ′ if and only if there are integers 1 ≤ s < s′ ≤ r such thatΘ = Θis andΘ ′ = Θis′ .
Hence, we can define a function ordsk : SP(sk) → {1, . . . , |SP(sk)|} by taking ordsk(Θ) = s, if Θ = Θis , and we obtain a
converse function elemsk : {1, . . . , |SP(sk)|} → SP(sk) by taking elemsk(s) = Θis .
From M we now construct a centralised RPCGS (Π, R) for the language LP(M), where Π = (N, K ,Σ,GM ,G1, . . . ,Gm),
that is,Π will have degreem+ 1. This construction consists of six main steps.
Step 1. For every Θi ∈ SP , 1 ≤ i ≤ m, we extract an FRR automaton MΘi from M that is almost a skeleton preserving[1, 1, 1]-automaton.MΘi is obtained fromM as follows:
(a) The simple characteristic language SC(MΘi) consists of all words of the form xΛΘi, where x ∈ Σ∗ andΛ ∈ V , such that
xΛΘi is a prefix of a word w ∈ SC(M), orΘ ′xΛΘi is a factor of a word w ∈ SC(M) for someΘ ′ ∈ SP . As SC(M) is finite,
the language SC(MΘi) is finite, too.
5 Since the ordering depends on sk, writing <sk instead of < would be more appropriate. But as sk does not change during the computation, we can
afford to suppress the index sk and to simply write<.
474 D. Pardubská et al. / Theoretical Computer Science 412 (2011) 458–477
(b) For each meta-instruction ofM of the form
I = (c · C (0),W1, C (1), . . . ,Ws, . . . , C (t ′) · $)
containing a rewrite step of the form Ws = (Σ∗, xsyszsΛΘi → xszsΛ′Θi), where xs, ys, zs ∈ Σ∗ and Λ,Λ′ ∈ V , we
introduce the meta-instruction
IΘi = (c ·Σ∗, xsyszsΛΘi → xszsΛ′Θi,Σ · $)
for MΘi . If ys ≠ ε for all meta-instruction resulting in this way, then MΘi is indeed a skeleton preserving [1, 1, 1]-
automaton. However, if ys = ε, then the corresponding meta-instruction IΘi violates the requirement that each meta-
instruction of a skeleton preserving automaton must be strictly length-reducing.
Step 2. To each of the FRR automata MΘi we now construct a right-linear grammar HΘi = (VΘi ,Σ, SΘi , PΘi) that generates
the language L(HΘi) = LP(MΘi) by simulating the computations of MΘi step-by-step in reverse order. Here we use the
construction from Proposition 4.1 that also applies to those of our FRR automata MΘi that contain meta-instructions that
are not strictly length-reducing.
Step 3. For all i = 1, . . . ,m, the component grammar Gi is now obtained by modifying the grammar HΘi . Essentially the
nonterminals of Gi will be pairs consisting of a nonterminal of HΘi and a skeleton sk ∈ {1, . . . , σ }. In the first step of a Π-
derivation all component grammars will guess a skeleton sk and ‘remember’ their guess in the second component of their
nonterminals. If the islandΘi belongs to the skeleton sk, that is, ifΘi ∈ SP(sk), then the component grammar Gi will actively
take part in theΠ-derivation; otherwise, it will be inactive, just idling using a chain rule of the form (∗, sk)→ (∗, sk). The
regular control language R will then be used to ensure that in a regulated Π-derivation, all component grammars choose
the same skeleton sk.
Accordingly we define the component grammar Gi = (Vi,Σ, Si, Pi) as follows, where ski ∈ {1, . . . , σ } denotes the
particular skeleton containingΘi:
Vi = {Si} ∪ {(A, ski) | A ∈ VΘi}∪ {(∗, sk) | sk ∈ {1, . . . , σ } r {ski}},
and Pi contains the following productions:
(1) Si → (SΘi , ski),
(2) Si → (∗, sk) for all sk ∈ {1, . . . , σ } r {ski},
(3) (A, ski)→ x(B, ski) for all (A → xB) ∈ PΘi , where x ∈ Σ∗ and B ∈ VΘi ,
(4) (A, ski)→ x for all (A → x) ∈ PΘi , where x ∈ Σ∗,
(5) (A, ski)→ (A, ski) for all A ∈ VΘi ,
(6) (∗, sk)→ (∗, sk) for all sk ∈ {1, . . . , σ } r {ski}.
Using theproductions of types (1), (3), and (4),Gi can simulate anyHΘi-derivation. Theproductions of types (2) and (6) cannot
be used in any successful derivation, and the productions of type (5) can only be used to prolong derivations. This will be
necessary when the grammars G1, . . . ,Gm are run concurrently in aΠ-derivation. It follows that L(Gi) = L(HΘi) = LP(MΘi)
holds.
Step 4. In order to enable the master grammar GM to compose the terminal word w to be generated from the segments
that are generated by the component grammars G1, . . . ,Gm during the various generative sections, we introduce special
nonterminals T1, . . . , Tm. For each grammar Gi, 1 ≤ i ≤ m, we replace each production of type (4) of the form (A, ski)→ x
by the production (A, ski)→ xTordski (Θi). Hence, the revised grammar Gi generates the language LP(MΘi) · Tj, if ordski(Θi) = j,
that is, if Θi is the j-th element of the skeleton ski in the ordering introduced above. The nonterminal Tj can be seen as a
message from Gi to the master to ask Gi for a communication. In addition, we add the production Tordski (Θi) → Tordski (Θi) to
the grammar Gi.
Step 5. The master grammar GM uses the nonterminals
VM = {SM} ∪ {(SM , sk) | sk = 1, . . . , σ } ∪ {T1, . . . , Tm} ∪ {Q1, . . . ,Qm},
where Q1, . . . ,Qm are the communication symbols. Observe that as a centralised RPCGS,Π does not need a communication
symbol for the master grammar itself, as only the master grammar can initiate communications. Further, GM has the
following productions, where the elements of a skeleton SP(sk) = {Θi1 , . . . ,Θir } are ordered as Θj1(sk) < Θj2(sk) < · · · <
Θjr (sk) with respect to the ordering introduced above:
(M1) SM → (SM , sk) for all sk ∈ {1, . . . , σ },
(M2) (SM , sk)→ (SM , sk) for all sk ∈ {1, . . . , σ },
(M3) (SM , sk)→ Qj1(sk) for all sk ∈ {1, . . . , σ },
(M4) Tji(sk) → Qji+1(sk) for all sk ∈ {1, . . . , σ } and all 1 ≤ i < |sk|,
(M5) Tj|sk|(sk) → ε for all sk ∈ {1, . . . , σ }.
These productions are used as follows. Assume that w ∈ LC(M) has the factorisation w = x1Λ1Θj1x2Λ2Θj2 · · · xrΛrΘjr
for a skeleton sk. Then GM proceeds as follows. In the first generative section SM is transformed into (SM , sk), which is
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finally transformed into Qj1 . Assume that Gj1 has generated the string x1Tj1 during this section. Then the string x1Tj1 will
be communicated to GM , Gj1 will be reset, and Tj1 will be rewritten into the communication symbol Qj2 by GM . By now
Gj2 has generated the string x2Tj2 , which will now be communicated to GM . This process continues until all factors xs,
1 ≤ s ≤ r , have been communicated to GM . In the last step the nonterminal Tjr is deleted, thus creating the terminal
word x1x2 · · · xr = PrΣ (w).
Step 6. From the discussion abovewe see that LP(M) ⊆ L(Π) holds. However, in order to guarantee thatΠ does not generate
anywords that do not belong to the language LP(M), we need an appropriate control language R that restricts the admissible
Π-derivations. This control language must ensure the following properties of admissibleΠ-derivations:
(1) In the first step of a regulatedΠ-derivation all component grammars must choose the same skeleton sk ∈ {1, . . . , σ }.
If SP(sk) = {Θi1 , . . . ,Θir }, then all component grammars Gi that do not correspond to an elementΘ ∈ SP(sk) can only
apply the idling production (∗, sk)→ (∗, sk).
(2) Those of the component grammars Gi1 , . . . ,Gir that correspond to a level of SP(sk) that is active in a rewriting meta-
instruction ofM must be forced to act synchronously and in accordance with that meta-instruction.
As there are only finitelymany skeletons, and as the behaviour ofM on each terminal factor of aword from LC(M) is described
by one of the right-linear grammars G1, . . . ,Gm, these conditions are in fact expressible by a regular language overΩΠ . 
The following simple example is included in order to illustrate the proof above.
Example 3.2 (Cont.). The automatonM2 is a skeleton preserving [1, 5, 3]-automaton satisfying
LC(M2) = {wA[1, 1, 1]h(w)A[1, 1, 2]zA[1, 2, 3]h(z)A[1, 2, 4]h(w)A[1, 1, 5] | w, z ∈ {a, c}∗},
that is, LP(M2) = {wh(w)zh(z)h(w) | w, z ∈ {a, c}∗} = L2. The skeletal set ofM2 is the set SP2 ={[1, 1, 1], [1, 1, 2], [1, 2, 3],
[1, 2, 4], [1, 1, 5]} with the structural mapping φ2 given by φ2([1, i, j]) = [1, i] for all [1, i, j] ∈ SP2. Thus, SP2 consists of a
single skeleton skwith two levels. Further,M2 only has a single variable A.
Now we construct a centralised RPCGS (Π2, R2) step by step which generates the language L2, simulating M2. The
construction illustrates the underlying ideas of the proof of Theorem 4.2.
First we describe themaster GM2 ofΠ2. It has the following productions, in which the symbols [1, 1, 1], [1, 1, 2], [1, 2, 3],[1, 2, 4], [1, 1, 5] are used as communication symbols:
SM → (SM , sk), (SM , sk)→ (SM , sk), (SM , sk)→ [1, 1, 1],
T1 → [1, 1, 2], T2 → [1, 2, 3], T3 → [1, 2, 4],
T4 → [1, 1, 5], T5 → ε.
Observe that GM2 does not use any terminals at all.
Next we describe the remaining component grammars ofΠ2. These are the grammars G[1,1,1], G[1,1,2], G[1,1,5], G[1,2,3], and
G[1,2,4], which are given by the following sets of productions:
G[1,1,1] : S[1,1,1] → (S[1,1,1], sk), (S[1,1,1], sk) → (S[1,1,1], sk),
(S[1,1,1], sk) → (A[1,1,1], sk), (A[1,1,1], sk)→ a(A[1,1,1], sk),
(A[1,1,1], sk)→ c(A[1,1,1], sk), (A[1,1,1], sk)→ T1,
T1 → T1;
G[1,1,2] : S[1,1,2] → (S[1,1,2], sk), (S[1,1,2], sk) → (S[1,1,2], sk),
(S[1,1,2], sk) → (A[1,1,2], sk), (A[1,1,2], sk)→ b(A[1,1,2], sk),
(A[1,1,2], sk)→ d(A[1,1,2], sk), (A[1,1,2], sk)→ T2,
T2 → T2;
G[1,1,5] : S[1,1,5] → (S[1,1,5], sk), (S[1,1,5], sk) → (S[1,1,5], sk),
(S[1,1,5], sk) → (A[1,1,5], sk), (A[1,1,5], sk)→ b(A[1,1,5], sk),
(A[1,1,5], sk)→ d(A[1,1,5], sk), (A[1,1,5], sk)→ T5,
T5 → T5;
G[1,2,3] : S[1,2,3] → (S[1,2,3], sk), (S[1,2,3], sk) → (S[1,2,3], sk),
(S[1,2,3], sk) → (A[1,2,3], sk), (A[1,2,3], sk)→ a(A[1,2,3], sk),
(A[1,2,3], sk)→ c(A[1,2,3], sk), (A[1,2,3], sk)→ T3,
T3 → T3;
G[1,2,4] : S[1,2,4] → (S[1,2,4], sk), (S[1,2,4], sk) → (S[1,2,4], sk),
(S[1,2,4], sk) → (A[1,2,4], sk), (A[1,2,4], sk)→ b(A[1,2,4], sk),
(A[1,2,4], sk)→ d(A[1,2,4], sk), (A[1,2,4], sk)→ T4,
T4 → T4.
It remains to describe the regular control language R2 for the set of admissible extended traces ofΠ2. The task of R2 is to
force Π2 to first generate the factors of the first level, then the factors of the second level, and finally to compose the final
word generated by the master in the correct way. Observe that all component grammars must idle after returning to their
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start symbol. Accordingly, the language R2 is given through the following regular expression:
R2 =

SM
S[1,1,1]
S[1,1,2]
S[1,1,5]
S[1,2,3]
S[1,2,4]


(SM , sk)
(S[1,1,1], sk)
(S[1,1,2], sk)
(S[1,1,5], sk)
(S[1,2,3], sk)
(S[1,2,4], sk)


(SM , sk)
(A[1,1,1], sk)
(A[1,1,2], sk)
(A[1,1,5], sk)
(S[1,2,3], sk)
(S[1,2,4], sk)



(SM , sk)
a(A[1,1,1], sk)
b(A[1,1,2], sk)
b(A[1,1,5], sk)
(S[1,2,3], sk)
(S[1,2,4], sk)
 ,

(SM , sk)
c(A[1,1,1], sk)
d(A[1,1,2], sk)
d(A[1,1,5], sk)
(S[1,2,3], sk)
(S[1,2,4], sk)


∗
·

(SM , sk)
T1
T2
T5
(S[1,2,3], sk)
(S[1,2,4], sk)


(SM , sk)
T1
T2
T5
(A[1,2,3], sk)
(A[1,2,4], sk)



(SM , sk)
T1
T2
T5
a(A[1,2,3], sk)
b(A[1,2,4], sk)
 ,

(SM , sk)
T1
T2
T5
c(A[1,2,3], sk)
d(A[1,2,4], sk)


∗
(SM , sk)
T1
T2
T5
T3
T4

·

[1, 1, 1]
T1
T2
T5
T3
T4


T1
S[1,1,1]
T2
T5
T3
T4


[1, 1, 2]
(S[1,1,1], sk)
T2
T5
T3
T4


T2
(S[1,1,1], sk)
S[1,1,2]
T5
T3
T4


[1, 2, 3]
(S[1,1,1], sk)
(S[1,1,2], sk)
T5
T3
T4


T3
(S[1,1,1], sk)
(S[1,1,2], sk)
T5
S[1,2,3]
T4

·

[1, 2, 4]
(S[1,1,1], sk)
(S[1,1,2], sk)
T5
(S[1,2,3], sk)
T4


T4
(S[1,1,1], sk)
(S[1,1,2], sk)
T5
(S[1,2,3], sk)
S[1,2,4]


[1, 2, 5]
(S[1,1,1], sk)
(S[1,1,2], sk)
T5
(S[1,2,3], sk)
(S[1,2,4], sk)


T5
(S[1,1,1], sk)
(S[1,1,2], sk)
S[1,1,5]
(S[1,2,3], sk)
(S[1,2,4], sk)


ε
(S[1,1,1], sk)
(S[1,1,2], sk)
(S[1,1,5], sk)
(S[1,2,3], sk)
(S[1,2,4], sk)
 .
It can be verified that the centralised RPCGS (Π2, R2) generates the language LP(M2), that is, L(Π2, R2) = LP(M2) = L2
holds.
From Theorems 3.3 and 4.2 we obtain the following consequence.
Corollary 4.3. For each L ∈ RCOM(O(1)), there is a centralised RPCGS (Π, R)with constant communication complexity such that
L = L(Π, R).
5. Conclusion
Motivated by research in computational linguistics we have introduced a kind of additional communication into amodel
of returning PCGSs with regular components, thus obtaining the regulated PCGS. For the grammar systems of this type with
constant communication complexity we have derived the following results:
• A language L can be generated by an RPCGS if and only if it is the proper language of a skeleton preserving FRR automaton.
Accordingly, L is semi-linear.
• The centralised variant of RPCGSs is as expressive as the non-centralised variant.
• Regulated PCGSs are more expressive than non-regulated PCGSs.
However, it remains to derive closure and non-closure properties for the class of languages that can be generated by
regulated PCGSs with constant communication complexity. Also it remains to study regulated PCGSs with a higher degree
of communication complexity.
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