This study examines face-scanning behaviors of infants at 6, 9, and 12 months as they watched videos of a woman describing an object in front of her. The videos were created to vary information in the mouth (speaking vs. smiling) and the eyes (gazing into the camera vs. cueing the infant with head turn or gaze direction to an object being described). Infants tended to divide their attention between the eyes and the mouth, looking less at the eyes with age and more at the mouth than the eyes at 9 and 12 months. Attention to the mouth was greater on speaking trials than on smiling trials at all three ages, and this difference increased between 6 and 9 months. Despite consistent results within subjects, there was considerable variation between subjects. This raises the question of whether a developmental "norm" of face scanning in infancy ought to be pursued. Rather, these data add to emerging evidence suggesting that individual differences in face scanning might reliably predict aspects of later development.
tends to emerge for static images or still-face videos Oakes & Ellis, 2011) . In some cases, a preference for the upper half of the face has been shown for videos in which the speaker's mouth was moving, but no sound was presented (Liu et al., 2011; Wheeler et al., 2011) . This pattern was also observed by . Chawarska and colleagues addressed the interaction between age and stimulus type by showing 3-, 6-, 9-and 12-month-olds videos of someone speaking, dynamic videos without speaking, and static images. Across the age ranges, infants looked less at the eyes for speaking than for nonspeaking dynamic videos and less at the eyes for dynamic videos than for static images (and vice versa for attention to the mouth). This study also found decreased attention to the mouth between 9 and 12 months for typically developing infants, but no such pattern among unaffected siblings of autistic infants.
Because of inconsistencies in the published literature, we are left with several unanswered questions regarding the effects of age and interlocutor behavior on face scanning. Specifically, how do age and interlocutor behavior interact in face scanning, and how consistent are face-scanning behaviors within and between infants? To address these questions, the current study used a longitudinal design in which 6-, 9-, and 12-month-old infants saw four types of video stimuli. The stimuli were counterbalanced for presence or absence of linguistically relevant information in the mouth (speaking vs. smiling) and eyes (gaze shift toward an object or gaze into camera). This design provided a range of stimuli from highly dynamic (speaking and shifting attention toward a target object) to nearly still (smiling and gazing at the camera while an audio track played from a speaking trial).
Two sets of stimuli were used in this experiment. In one, the speaker shifted her gaze to the object on gaze-to-object trials while in the other, she shifted her head and gaze to the object (thus making the gaze shift a redundant and less relevant cue). This design allowed us to explore specific contributions of four factors on face-scanning behaviors in infancy: presence of information in the mouth, presence of information in the eyes, relevance of the gaze-following cue, and age. We expected that infants' face scanning would increasingly optimize the likelihood of extracting rich information available in the speaker's face. Specifically, we expected infants to look more at the mouth when the speaker was speaking because the moving mouth is both salient and informative and more at the eyes of the speaker when she was indicating the target location with her gaze because this would help inform their understanding of the situation. We expected greater attention to the eyes for the gaze-shift-only condition when that would be the sole cue to the target location. Finally, because infants are producing more complex and phonologically language-specific utterances over the second half of the first year (Adamson, 1995) 3 and because the mouth carries information about how particular speech sounds are formed, we hypothesized that infants' attention to the mouth would increase between 6 and 12 months.
The use of face-scanning and gaze-following measures in this design was intended to examine correlations among these behaviors and their relation to later language development. These results are presented elsewhere (Tenenbaum, E., Sobel, D. M., Malle, B. F., Sheinkopf, S. J., & Morgan, J. L., unpublished data). Gaze following and attention to faces in infancy predict language development. Here, we focus on the results of infants' face scanning to consider how such scanning behaviors change within and across infants.
METHOD Participants
Infants were recruited from public birth records. All were born full-term to monolingual English-speaking families and had no known developmental or hearing disabilities. Families were compensated with a toy, book, or t-shirt at each visit. Families were informed that the study would involve visits at 6, 9, and 12 months, but were not excluded from participating if they could not commit to a longitudinal study or if data collection had failed at a previous visit.
At 6 months, 125 infants visited the laboratory. Data were collected successfully for 97 infants (M = 198 days, SD = 11 days; 53 male, 44 female). Additional infants were tested but excluded from the analyses for the following reasons: could not calibrate eye tracker (n = 9), fewer than half the trials successfully tracked (n = 16), non-native speaker of English (n = 1), experimenter error (n = 2). At 9 months, data were collected successfully for 65 infants (M = 293 days, SD = 12 days; 36 male, 29 female). Additional infants were tested but excluded from analysis for the following reasons: equipment failure (n = 10) 1 , could not calibrate (n = 14), fewer than half the trials successfully tracked (n = 16). At 12 months, data were collected from 62 infants (M = 396 days, SD = 12 days; 33 male, 29 female). Additional infants were tested but excluded from analysis for the following reasons: could not calibrate 1 A flood in the laboratory during this period of data collection damaged the cable that controlled the illuminator on the camera. This made it extremely difficult to calibrate infants' eyes to the system .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 4 (n = 6), fewer than half the trials successfully tracked (n = 7), equipment failure (n = 3). A trial was considered successfully tracked if data were collected for at least 4 of the 8 sec of trial time. This cutoff was established to exclude trials on which the infant was not attending to the stimuli. By the same logic, to be included in the analysis, infants had to contribute data on at least 8 of the 16 trials.
Although there was substantially more data loss in this study than in other comparable longitudinal eye-tracking studies (e.g. Gredeback, Ficke & Melinder 2010) 4 , the rates are in-line with other investigations (Lewkowicz & Hansen-Tift, 2012) . A number of factors, including the use of independent head tracking through a probe affixed to the infant's head and our requirement that infants attend to at least 4 of the 8 sec of trial time on at least 8 trials, may have contributed to a slightly higher attrition rate.
Stimuli
Infants saw 16 trials per test session; four trials from each of the four trial types. In each clip, a woman seated behind a table with two objects in 13 Trial types: (a) Look at object and speak: the woman gazed toward the object while speaking about it. (b) Look at object and smile: the woman gazed toward the object and smiled while an audio track from a speaking trial was played. (c) Look at camera and speak: the woman fixated the camera and spoke about the object. (d) Look at camera and smile: the woman fixated the camera and smiled while an audio track from a speaking trial was played. front of her described one of the objects in highly animated infant-directed speech. The four trial types were counterbalanced for presence or absence of information in the eyes and mouth (see Figure 1) . In Gaze to Object and Speak trials (Figure 1a) , the woman gazed toward the object while describing it. In Gaze to Object and Smile trials (Figure 1b) , the woman gazed toward the object and smiled while an audio track from a speaking trial was played. In Direct Gaze and Speak trials (Figure 1c) , the woman fixated the camera while describing the object and in Direct Gaze and Smile trials (Figure 1d ), the woman fixated the camera and smiled while an audio track from a speaking trial was played.
LOW RESOLUTION FIG
Two stimulus sets were used across subjects. In one set, the head-turn stimuli, the woman shifted her head and gaze toward the target object on gaze-to-object trials. This resulted in a redundant cue to object location. To eliminate this redundant information and isolate the relevance of the information in the eyes, a second set of stimuli were constructed. In the gaze-shift stimuli, the speaker shifted only her gaze to the target object while maintaining head position facing forward on the two types of gazeto-object trials (i.e., smiling and speaking). In order to allow the speaker to see the objects while shifting only her gaze, objects had to be moved closer to her face. This resulted in a zooming in on the scene. Infants were assigned to one of the two stimulus types and saw only stimuli of that type at each experimental visit. Thus, if an infant saw head-turn stimuli at 6 months, they also saw those same stimuli at 9 and 12 months. Each infant saw four trial types of stimuli from either the head-turn stimuli or the gaze-shift stimuli at each session. Figure 2 shows screen captures from the two sets.
At the start of each 8-sec trial, the speaker smiled into the camera to demonstrate engagement with the infant (following a procedure by Senju & Csibra, 2008) . She then described one of the objects in front of her (hereafter, the target object). During the speaking trials, the woman described the target object while on smiling trials, she simply smiled while the infants heard an audio track from an analogous speaking trial. The object descriptions began with a labeling phrase such as "Would you like to hear about a modi?" and were followed by a descriptive sentence that was not intended to identify the target object: "It's one little piece of a bigger garden we can make." The lack of uniquely descriptive information meant that target objects could be identified only on gaze-to-object trials. On all trials, the onset of the target word occurred 2 sec from the start of the trial. At that point, on gaze-to-object trials, the speaker shifted her gaze from the camera toward one of the objects. She maintained fixation on that object for the remainder of the trial.
The set of objects were selected to be unfamiliar to the infants and were matched on relative salience through pilot testing. Thirty-two object pairs were used to create the stimuli. Four pairs were excluded because the objects proved to be excessively salient or unbalanced in relative salience. Infants saw 16 of 24 pairs of objects at each test session. Objects thus overlapped between the ages, but infants did not see exactly the same set of objects at each visit. Target object and position were counterbalanced with trial type across infants and trials. Presentation of the 16 trials was randomized for each infant.
Apparatus
Infants were seated on a caregiver's lap in a sound-treated testing room, approximately 32 inches from the computer screen on which the videos were displayed. The display at this distance subtended approximately 30°9 20°visual angle. The woman's face on the video screen covered approximately 7°9 10°(for the gaze-shift stimuli, this increased to 10°9 14°). The objects covered an average visual angle of 3.5°9 3.5°( 5°9 5°in the gaze-shift stimuli). Two speakers sat on either side of the screen. Below the computer screen was an Applied Science Laboratories (ASL) 5 Pan-Tilt 5000 eye-tracker (sampling rate of 60 hertz), which was connected to a control unit running updated 6000-level software in the adjacent room. The control unit was connected to a PC in the testing booth, which ran ASL software for eye tracking. Three video capture boards allowed the experimenter to view (1) the wide angle view of infant and caregiver, (2) the infant's eye, and (3) a simultaneous view of the screen infants were watching overlain with crosshairs indicating the running average of the infant's current fixation point and the three previous fixation points. Videos were captured at a rate of 30 frames per second and compressed using a LEAD MCMP/MJPEG Video Codec. 
Procedure
Testing sessions began with a two-point calibration sequence. Calibration was followed by a video of a moving ball. Experimenters determined online whether the infant was successfully calibrated based on the apparent tracking of the motion of the ball (within an estimated 1-2°visual angle was accepted). At the start of each trial, an animated figure appeared in one of five positions around the screen (thus randomizing the initial fixation point for each trial). This fixation also allowed the experimenter to reconfirm calibration before each trial. If calibration was deemed inaccurate (>1-2°visual angle), the infant could be recalibrated at any point during the experiment. Once fixation was verified, the experimenter initiated the trial. This was repeated for the 16 test trials (four trials of each of the four trial types). The video of the infant's view overlain with crosshairs indicating fixation was then retained for off-line coding of the infant's focus across the trial.
Coding
Using custom-designed software, four dynamic regions of interest (ROIs) (eyes, mouth, target, and distracter) were established for each stimulus video. The remaining areas of the screen were designated "away" or, if crosshairs were not successfully recorded, "no track." ROIs were adjusted to fit the changing size of the speaker's face as she spoke and turned her head throughout the trials. Care was taken to equate the eyes and mouth regions. When the two regions differed slightly in overall size, the ROI surrounding the eyes was made larger than the mouth. The ROIs surrounding the mouth and eyes each accounted for approximately 2% of the scene (4% for the gaze-shift stimuli). The objects each covered approximately 3% of the scene (5% for gaze-shift stimuli).
Crosshairs were then extracted frame-by-frame (at a rate of 30 frames/ second) from the videos recorded during the eye-tracking sessions and cross-referenced by trial with established regions of interest. Crosshairs were extracted using software written in Python. A series of image filters was used to identify the location of the horizontal and vertical lines on the screen. For the 640 9 480 pixel scene, the estimated error for the X position was <3 pixels and for the Y position, <1 pixel. Because the sampling rate of the ASL camera did not match that of the video capture board, some frames had what appeared to be two fixation points. In these cases, we calculated the mean of the horizontal and vertical coordinates. Dependent measures were calculated based on the raw cumulative tracked time spent fixating each region (no postprocessing or fixation analysis was completed) Figure 3 . A subset of approximately 10% of all collected data (24 of 225 test sessions) was hand coded, frame-by-frame by a naı¨ve rater. Inter-rater reliability between the automated scoring and that completed by hand was 90.5%, Cohen's Kappa = .90.
RESULTS
Trials were considered usable if fixations were successfully tracked for at least half the trial time (4 of the 8 sec). Data for a given session were included in the analysis if the infant was successfully tracked on at least half of the test trials (8 of the 16 trials such that a mean could be calculated for each trial type). For sessions with sufficient data, an average of 13.68 of the 16 trials (SD = 2.23 trials) were successfully tracked. Within those usable trials, gaze was tracked successfully for an average of 6.42 of the 8 sec of trial time (SD = 0.71 sec) across the three ages.
This study was designed to address four factors in face-scanning behaviors: presence of information in the mouth, presence of information in the eyes, relevance of the gaze-following cue, and age. We had predicted that Figure 3 15 A scene capture from the custom software used to define dynamic ROIs for the eyes, mouth, target, and distracter objects. The lines that extend to the edges of the screen indicate the infant's fixation. In this case, the frame would be coded as "Mouth." 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42   FACE SCANNING IN INFANCY attention to mouth would be greater when information was available in the mouth (i.e. speaking trials) and that attention to eyes would be greater when information was available in the eyes (i.e. gaze-to-object trials) and especially when there were no other cues to the target location (i.e. gazeshift stimuli). To test this, we ran 2 (Gaze: at object or at camera) 9 2 (Speaking: speaking or smiling) 9 3 (Region: eyes, mouth, objects) repeated measures ANOVAs on the proportion of time spent fixating each region with a between-subjects factor of stimulus type (head-turn or gazeshift stimuli) at each of the three ages. In the case of significant interactions, we followed up with alpha-corrected orthogonal contrasts. To address the potential effects of gender, we ran a preliminary analysis with gender as a between-subjects factor. There was no main effect of gender nor any significant interactions at 6, 9, or 12 months. We thus collapsed across this factor for the remaining analyses. Table 1 shows the number of infants who saw each stimulus type, and the mean proportion of time spent fixating the eyes, mouth, and objects at the three ages tested, collapsed across trial types for both the head-turn and gaze-shift stimuli. Figures 4 and 5 illustrate the effects of gaze and speaking at each of the three ages.
LOW RESOLUTION FIG
At 6 months, with 97 infants contributing usable data, there were significant main effects of region, F(2, 94) = 226.83, p < .01, partial g 2 = .83, speaking, F(1, 95) = 4.77, p < .05, partial g 2 = .05, and gaze, F TABLE 1 Overall mean proportion of tracked trial times spent fixating the eyes, mouth, and objects by age and stimulus type, collapsed across the four trial types. Totals on the left reflect means for the set of infants who saw the head-turn stimuli, and totals on the right were for the infants who saw the gaze-shift stimuli 12 .
Head-turn stimuli
Gaze-shift stimuli (1,95) = 5.13, p < .05, partial g 2 = .05. Infants at 6 months looked more at the face than the objects, F(1, 95) = 451.17, p < .01, partial g 2 = .83, but showed no significant difference in their overall distribution of attention to the mouth vs. eyes, F(1, 95) = .06, ns. At this age, infants looked more at the stimuli overall when the speaker was speaking and less overall when she was looking at the object than when she was looking into the camera.
There was a significant interaction between speaking and region, F(2, 94) = 44.18, p < .01, partial g 2 = .49, reflecting an increase in attention to the mouth and decrease in attention to the eyes on speaking trials relative Figure 4 Effect of the speaker's direction of attention (left panel: looking at camera, right panel: looking at object) on infants' fixations patterns by age and stimulus set (top panel: gaze-shift stimuli, bottom panel: head-turn stimuli). Attention to the eyes increased overall for the gaze-shift stimuli over head-turn stimuli. While the focus of the speaker's attention made little difference in patterns of fixation for the head-turn stimuli, infants who saw the gaze-shift stimuli were more likely to look at the speaker's eyes when she was looking at the camera than when she was looking at the object for all three ages. Tracked trial time unaccounted for in these proportions was spent fixating other areas of the screen .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42   FACE SCANNING IN INFANCY to smiling trials, F(1,95) = 67.78, p < .01, partial g 2 = .42, as well as a decrease in attention to the objects relative to the face when the speaker was speaking, F(1,95) = 20.17, p < .01, partial g 2 = .
18. There was also a significant interaction between gaze and region, F(2, 94) = 9.24, p < .01, partial g 2 = .
16. This was attributed to increased attention to the eyes when the speaker was looking straight into the camera. There were no other main effects nor any significant interactions at 6 months.
Thus at 6 months, as predicted, attention to the mouth was greater on speaking trials than on smiling trials. Attention to the eyes did not increase for gaze-to-object trials, even for gaze-shift stimuli on which the eyes were the only cue to the target location. Of note, there was no significant difference in attention between the target and distracter objects for either stimu- lus set (head turn: t(48) = .50, ns; gaze shift: t(47) = .32, ns), indicating that infants were not reliably following the speaker's gaze at this age.
At 9 months, with 65 infants contributing usable data, there were significant main effects of region, F(2, 62) = 59.28, p < .01, partial g 2 = .66, and speaking, F(1, 63) = 6.84, p = .01, partial g 2 = .10, but no significant effect of gaze, F(1,63) = .00, ns. At 9 months, infants looked more at the face than the objects, F(1, 63) = 102.74, p < .01, partial g 2 = .62, and also more at the mouth overall than at the eyes, F(1, 63) = 7.92, p < .01, partial g 2 = .
11. Infants at 9 months also looked more at the stimuli overall when the speaker was speaking. There was a significant interaction between speaking and region, F(2, 62) = 81.35, p < .01, partial g 2 = .72, reflecting an increase in attention to the mouth and decrease in attention to the eyes on speaking trials, F(1,63) = 156.17, p < .01, partial g 2 = .71, as well as a decrease in attention to the objects relative to the face when the speaker was speaking, F(1,63) = 23.97, p < .01, partial g 2 = .
28. There was also a significant interaction between gaze and region, F(2, 62) = 6.51, p < .01, partial g 2 = .17, reflecting increased attention to the eyes when the speaker was looking straight into the camera and increased attention to the speaker's mouth when she was looking at the object F(1,63) = 9.13, p < .01, partial g 2 = .13. While there was no main effect of stimulus type at 9 months, nor significant interactions between stimulus type and speaking or gaze, there were significant three-way interactions between speaking, region, and stimulus type, F(2, 62) = 12.55, p < .01, partial g 2 = .29, as well as between gaze, region, and stimulus type, F(2, 62) = 8.63, p < .01, partial g 2 = .22. For head-turn stimuli, even when the speaker was smiling, infants were still more likely to look at her mouth than her eyes. For the gaze-shift stimuli, infants showed the reverse pattern, focusing more on the speaker's eyes than her mouth for smiling trials, F(1, 63) = 25.32, p < .01, partial g 2 = .29. Infants also demonstrated an exaggerated preference for the mouth on the head-turn stimuli by focusing more on the speaker's mouth than on her eyes for gaze-to-camera trials while those watching the gaze-shift stimuli distributed their attention fairly evenly between the eyes and the mouth on those trial types, F(1, 63) = 10.89, p < .01, partial g 2 = .
15. There were no other main effects nor any other significant interactions at 9 months.
Thus at 9 months, as was true at 6 months, attention to the mouth was greater on speaking trials than on smiling trials. Attention to the eyes did not increase for gaze-to-object trials, even for gaze-shift stimuli on which the eyes were the only cue to the target location. Of note, there was no significant difference in attention between the target and distracter objects for either stimulus set (head turn: t(29) = .38, ns; gaze shift: t(34) = .52, ns), indicating that infants were not reliably following the speaker's gaze 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42   FACE SCANNING IN INFANCY at this age. In contrast to the results at 6 months, at 9 months infants looked more at the mouth of the speaker overall than at her eyes.
At 12 months, with 62 infants contributing usable data, there were significant main effects of region, F(2, 59) = 18.74, p < .01, partial g 2 = .39, and speaking, F(1, 60) = 8.65, p < .01, partial g 2 = .13, but no significant effect of gaze, F(1,60) = 1.48, ns. At 12 months, infants looked more at the face than at the objects, F(1, 60) = 20.63, p < .01, partial g 2 = .26, and more at the mouth than at the eyes, F(1, 60) = 12.73, p < .01, partial g 2 = .
18. Infants at 12 months also looked more at the stimuli overall when the speaker was speaking. There was a significant interaction between speaking and region, F(2, 59) = 80.93, p < .01, partial g 2 = .73, reflecting an increase in attention to the mouth and decrease in attention to the eyes on speaking trials, F(1,60) = 139.48, p < .01, partial g 2 = .70, as well as a decrease in attention to the objects relative to the face when the speaker was speaking, F(1,60) = 29.73, p < .01, partial g 2 = .
33. There was also a significant interaction between gaze and region, F(2, 59) = 4.54, p < .05, partial g 2 = .13, reflecting increased attention to the eyes when the speaker was looking straight into the camera and increased attention to the speaker's mouth when she was looking at the object F(1,60) = 7.24, p < .01, partial g 2 = .11. While there was not a significant main effect of stimulus type at 12 months, there was a significant interaction between stimulus type and gaze, F(1, 60) = 1.48, p < .05, partial g 2 = .07. Infants watching the headturn stimuli looked at the stimuli less overall when the speaker's attention was focused on the object than when she looked into the camera. Infants who saw the gaze-shift stimuli looked at both gaze-to-camera and gaze-toobject trials roughly the same amount. There were also significant threeway interactions between speaking, region, and stimulus type, F(2, 59) = 6.44, p < .01, partial g 2 = .18, and gaze, region, and stimulus type, F(2, 59) = 3.53, p < .05, partial g 2 = .11. For head-turn stimuli, even when the speaker was smiling, infants were still more likely to look at her mouth than her eyes. For the gaze-shift stimuli, infants showed the reverse pattern, focusing more on the speaker's eyes than on her mouth for smiling trials, F(1, 60) = 10.50, p < .01, partial g 2 = .15. Infants also demonstrated an exaggerated preference for the mouth on the head-turn stimuli by focusing more on the speaker's mouth than on her eyes for gaze-tocamera trials while those watching the gaze-shift stimuli distributed their attention fairly evenly between the eyes and the mouth on gaze-to-camera trials, F(1, 60) = 6.84, p = .01, partial g 2 = .10. Aside from a significant 4-way interaction between gaze, speak, region, and stimulus type, which exceeds the scope of this experiment, there were no other significant main effects nor any significant interactions at 12 months.
Once again, at 12 months, attention to the mouth was greater on speaking trials than on smiling trials. Attention to the eyes did not increase for gaze-to-object trials, however, even for gaze-shift stimuli on which the eyes were the only cue to the target location. Of note, there was no significant difference in attention between the target and distracter objects for the gaze-shift stimulus set, t(34) = 1.4, ns, indicating that infants were not reliably following the speaker's gaze at this age for this stimulus set. For the head-turn stimuli, infants at 12 months were reliably looking more toward the target object than the distracter, t(26) = 2.24, p < .05. As was true at 9 months, infants at 12 months looked more at the speaker's mouth overall than at her eyes.
Thus, at each of the three ages, attention to the mouth did increase for speaking trials relative to smiling trials. Attention to the eyes, however, did not increase when information was available in that region of the face. Possible explanations for this are discussed below.
To explore the effect of age with all usable data (6 months: n = 97; 9 months: n = 65; 12 months, n = 62), we used a restricted maximum likelihood linear mixed model, examining the effects of gaze, speaking, and age. We used a linear mixed model because it is robust to missing data. Because the results were generally consistent across the stimulus sets, we collapsed across this factor, thereby also increasing the power of the analysis, but retained stimulus type as a covariate. For the dependent measure, we calculated the ratio of time spent fixating the mouth to time spent fixating the mouth or eyes. We then transformed the resulting ratio using an arcsine transformation. There were significant main effects of speaking, F(1, 738.71) = 75.50, and of age, F(2, 485.57) = 13.35, p < .001. The effect of gaze was not significant, F(1, 738.71) = 2.33, p = .13, and there were no significant interactions.
2 The main effect of speaking reflects an increase in attention to the mouth on speaking trials. The main effect of age reflects the shift toward the mouth between 6 and 9 months.
Thus far, we have been describing the data as group patterns. However, the variability we observed across infants was quite striking. At all three ages, scores on the mouth to face index covered the range from 0 (focus on the eyes) to 1 (focus on the mouth). This variability raises the question of whether infants' face scanning varied within individuals as much as it did across infants. Individual differences across ages were in fact quite stable: Within subjects, the ratio of mouth to face across the three ages 2 Because SPSS uses a Satterthwaite approximation to compute the denominator degrees of freedom when fitting linear mixed models, the denominator degrees of freedom are not whole numbers .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42   FACE SCANNING IN INFANCY was significantly correlated, Pearson correlation coefficients for 6 to 9 months: r(41) = .42, p < .01; 9 to 12 months: r(42) = .49, p < .01; 6 to 12 months: r(44) = .51. p < .01. Scatter plots for these correlations are shown in Figure 6 .
DISCUSSION
This study explored the effects of four factors on distribution of attention to faces in infancy: information in the mouth, information in the eyes, relevance of the gaze cue, and age. We did this by longitudinally tracking the fixation patterns of infants at 6, 9, and 12 months as they watched video stimuli counterbalanced for presence or absence of information in the eyes and mouth. This age range coincides with the emergence of language production. 16 Scatter plots of the mouth per face ratios at 6 and 9 months (top left), 9 and 12 months (top right), and 6 and 12 months (bottom). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 16 TENENBAUM ET AL.
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As we had anticipated, when the speaker was speaking rather than smiling, the infants focused their attention predominantly on her mouth at all three ages. This result reflects the importance of information in the mouth for infants in the second half of the first year of life. This also reflects the highly salient nature of mouth movement. This result is consistent with recent studies indicating that young children focus a good deal of attention on the mouth, especially for stimuli involving speech (Frank et al., 2011; Lewkowicz & Hansen-Tift, 2012; Nakano et al., 2010; von Hofsten et al., 2009) . Further, Lewkowicz and Hansen-Tift's finding that infants continue to focus on the mouth longer in infancy for nonnative speech than for their native language suggests that the attention to the mouth at this stage is related to the linguistic content and not simply to the saliency of the moving mouth.
We also found that attention to the eyes decreased over the same period. This pattern was likely due to two factors: increased looking to the mouth and a trend toward increased interest in the objects. Contrary to our expectations, infants did not look more at the eyes when the speaker was using her gaze to indicate the target object. Although there was some increase in attention to the target objects in this condition, this shift did not account for the magnitude of the decrease in attention to the eyes.
In retrospect, what we called gaze-informative trials (i.e., when the woman was cueing the infant with her gaze direction) could also be described as "gaze averted": Although the speaker is shifting her attention to the object, she is also shifting her attention away from the infant. From birth, infants prefer to look at a person making eye contact over one who is averting her gaze (Farroni, Menon & Johnson, 2006) .
It is possible that the presence of an audio track playing the speaker's voice on trials in which the speaker was smiling may have influenced the patterns of attention in this study. The inclusion of sound was intended to ensure that all stimuli had auditory and visual information. Future work should address the potential effects of this design.
With the exception of the head-turn stimuli at 12 months, infants were not successfully following the gaze of the speaker to the target object in this study. This failure to replicate previous findings that infants will follow gaze by 6 months in an eye-tracking paradigm (Senju & Csibra, 2008) may simply be the result of our specific stimuli. It is possible that our novel objects were smaller and less interesting than those used in other studies, making it less obvious to infants that this was a gaze-following task. The lack of successful gaze following makes it impossible to determine how infants might have directed their attention if they had recognized the gaze-following component to this task. Had the gaze-following task been more salient, infants might have exploited   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42   FACE SCANNING IN INFANCY the information in the eyes more readily, especially when this was the only cue to the target location. Further work will be necessary to address this.
One additional interesting result of this study is that there was significant variation between infants on face-scanning behaviors. This variation in combination with the consistency of face-scanning patterns for infants across the three ages suggests that some infants may be attending to and benefiting from information available in the scene while others are missing out. Gredeba¨ck, Eriksson, Schmitow, Laeng and Stenberg (2012) indicated that individual factors such as the time infants have spent with their parents can affect the way they scan faces. Young, Merin, Rogers and Ozonoff (2009) demonstrated that infants who looked more at the mouth at 6 months showed superior vocabulary development at age 2. Similarly, Falck-Ytter, Fernell, Gillberg and Von Hofsten (2010) found that patterns of face scanning also predict social-cognitive skills in autistic and typically developing children.
Much research has focused on determining where groups of infants tend to look at faces and social scenes. This approach to exploring face scanning may be ignoring significant variability between infants in the way they scan these images. The results of the current study add to the growing body of evidence suggesting that individual patterns of face scanning in infancy may reliably predict future patterns of development. Future studies should examine further correspondences between sensitivity to information in the social scene and other developmental factors. 
