In this paper we discuss how to use variational methods to study the existence of nontrivial homoclinic orbits of the following nonlinear difference equations
Introduction
A lot of attention has been devoted in recent years to find periodic solutions of discrete dynamic models, for example, see [2, [8] [9] [10] 15] . It is our purpose in the present work to find other types of solutions, namely the doubly asymptotic solutions, first discovered by Poincaré [14] in continuous Hamiltonian systems. Hereafter this problem has always been an active subject, see [1, 6, 7, 11, 13, 17, 18] and the reference therein. Such doubly asymptotic solutions are called homoclinic solutions (orbits). Similarly we give the below definition: Ifx is a periodic solu-tion of a discrete system, another solution z will be called homoclinic orbit emanating fromx if |z(t) −x| → 0 when t → ±∞.
In this paper, we consider the existence of nontrivial homoclinic orbits emanating from 0 of the equation
Δ p(t)Δu(t − 1) + q(t)u(t) = f t, u(t) , t ∈ Z,
(1.1)
where p(t) and q(t) are real valued on Z and p(t) is nonzero for each t ∈ Z, f (t, x) : Z × R → R is continuous in x, the forward difference operator Δ is defined by Δu(t) = u(t + 1) − u(t). As usual, N , Z, and R denote the set of all natural numbers, integers and real numbers, respectively. For a, b ∈ Z, denote Z(a) = {a, 
where
is the normal symplectic matrix. Moreover, Eq. (1.1) is a discretization of the following second order differential equation
which is also equivalent to a first order nonlinear Hamiltonian system. (1.1) and (1.2) are best approximations of (1.3) and its equivalent Hamiltonian system, respectively, when one lets the stepsize not equal to 1 but the variable stepsize go to zero. It is very verified that system (1.2) preserves the symplectic structure. So their solutions can give some desirable numerical features for the corresponding continuous Hamiltonian solutions. Equation (1.3) can be regarded as the more general form of the Emden-Fowler equation appearing in the study of astrophysics, gas dynamics, fluid mechanics, relativistic mechanics, nuclear physics and chemically reacting system in terms of various special forms of f (t, x(t)), for example, see [19] and the reference therein.
In this survey paper, many well-known results concerning properties of solutions of (1.3) are collected. On the other hand, Eq. (1.1) do have its applicable setting as evidenced by the monograph [4, 5] , as mentioned in which when f (t, x) ≡ 0 for (t, x) ∈ Z × R, Eq. (1.1) becomes the second order self-adjoint difference equation 4) which is in some ways a type of best expressive ways of the structure of the solution space for recurrence relations occurring in the study of series solutions of second order linear differential equations. So Eq. (1.4) arises with high frequency in various fields such as optimal control, filtering theory and discrete variational theory. Many authors have extensively studied its disconjugacy, disfocality, Boundary Value Problem, oscillation and asymptotic behavior. When f (t, x(t)) ≡ f (t), Eq. (1.1) was discussed on its Boundary Value Problem and uniqueness of solutions. Therefore, it is of practical importance and mathematical significance to study Eq. (1.1).
Yu and Guo recently dealt with the existence of periodic solutions for Eq. (1.1) by applying the Critical Point Theory in [20] . The variational methods has also been used to deal with the Boundary Value Problems of difference equations, for example, see [3] . In this paper we show that the Palais-Smale condition is satisfied on the unbounded domain and we use the usual Mountain Pass Theorem to prove the existence of a homoclinic orbit of (1.
1). Moreover, if f (t, .)
is an odd function, we prove Eq. (1.1) possesses an unbounded sequence of homoclinic orbits emanating from 0 by invoking the "symmetric" Mountain Pass Theorem.
Throughout the paper, it will be assumed that f satisfies
And further assume that
(q) q(t) < 0 for all t ∈ Z and lim |t|→∞ q(t) = −∞.
Remarks.
(
This together with (f 1 ) shows that f (t, x) grows superlinearly both at infinity and at origin.
Preliminaries
In this section, we will establish the corresponding variational framework for (1.1) and some technical lemmas which will play an important role in the proof of our main results.
Let S be the vector space of all real sequences of the form
The space E is a Hilbert space with the inner product
for any u, v ∈ E, and the corresponding norm
In what follows, l 2 I and l 2 denote the space of functions whose second powers are summable on the interval I and (−∞, +∞) equiped with the norm
where F (t, x) = x 0 f (t, s) ds, and for any u ∈ E, we can compute the Fréchet derivative of (2.1)
Thus, u is a critical point of ϕ on E if and only if u is a classical solution of Eq. (1.1) with u(±∞) = Δu(±∞) = 0. This means that the functional ϕ is just the variational framework of (1.1). Now we prove two technical lemmas.
Lemma 2.1. Assume that a sequence {u
Proof. Suppose, without loss of generality, that u k 0 in E. The Banach-Steinhaus theorem implies that
ε for all t ∈ Z(T 1 ). By (p) and (q), clearly u k 0 in E I , where
I . This together with the uniquence of the weak limit in l 2 I , we have u k → 0 on I , so there is a k 0 such that Proof. Let {u k } be a sequence in E such that
We show that {u k } possesses a convergent subsequence. By (2.5) and (f 2 ), there is a constant d 0 such that
Hence, {u k } is bounded in E. So passing to a subsequence if necessary, it can be assumed that u k u 0 in E and hence by Lemma 2.1 u k → u 0 in l 2 . Moreover by (f 1 ) and u k , u 0 ∈ E, for any ε > 0, we can choose T ∈ N such that |u k | < δ 1 , |u 0 | < δ 2 , and u k − u 0 < ε for all |t| > T (2.6) and which can lead to
for all |t| > T , where δ 1 , δ 2 are constants dependent on ε. So we have
By the uniformly continuity of f (t, x) in x and u k → u 0 in l 2 loc , the first term on the righthand side of (2.6) approaches 0 as k → ∞. In view of Lemma 2.1, (2.6) and (2.7) the second term can be estimated by
where the constant M dependents on the bounds for u k and u 0 in E. So we have
It follows from the definition of ϕ that
By the continuity of ϕ , Lemma 2.1 and (2.9), (2.10) implies that u k → u 0 in E. So the proof is complete. 2
Next we state two Lemmas extracted from the reference [12] and [16] where Then I possesses an unbounded sequence of critical values. 
Main results and their proofs
Proof. We will prove the existence of a nontrivial critical point of ϕ. We have already known that ϕ ∈ C 1 (E, R), ϕ(0) = 0 and ϕ satisfies the Palais-Smale condition. Hence, it suffices to prove that ϕ satisfied the conditions (A 1 ) and (A 2 ). By Lemma 2.1, there is an α 0 > 0 such that u α 0 u E , u ∈ E. On the other hand, by (p) and (q), there is α 1 > 0 such that u ∞ α 1 u E , where u ∞ = max t∈Z |u(t)|. And by (f 1 ), for all ε > 0, there is δ > 0 such that |F (t, x)| ε|x| 2 whenever |x| δ. Let ρ = δ α 1 and u E ρ, we have u ∞ δ α 1
Summing (3.1) on Z, we get
It suffices to choose ε = 1/4α 2 0 to get
for all σ ∈ R. Letū ∈ E be such that |ū(t)| 1 on a nonempty integer interval I ⊂ Z. By (1.5), for any σ 1, we have
Since β > 2, we can find a σ 1 such that σū > ρ and ϕ(σū) 0 = ϕ(0). 
Hence,
F t, u(t) .
Now for all u ∈Ẽ, we have u 2 Since c j → ∞ as j → ∞, (3.2) implies that {u j } is unbounded in E. Thus the proof is complete. 2
