Neural networks are important building blocks in artificial intelligence applications. These technical systems rely on noiseless continuous signals in stark contrast to the discrete action potentials exchanged among the neurons in real brains. A promising approach towards bridging this gap are the Spike-by-Spike (SbS) networks, which were demonstrated to reliably process information based on few stochastic spikes given suitable synaptic weights are provided. What is missing are algorithms for finding weight sets that would optimize the output performance of acyclically connected SbS networks.
Introduction
Fueled by the huge improvements in computational power by CPUs, GPUs, and special hardware, deep neuronal networks ( [1] ) brought a massive improvement for the field of expert systems as well as artificial intelligence ( [2, 3, 4, 5, 6] ). These networks started out as simple perceptrons ( [7] ) which where extended into multi-layer networks by a learning rule that utilizes the chain rule to propagate the error, between the actual and the desired output of the network, back from the output layer to the input. This allows to train all weights in such a network based on this back-propagated error. This learning rule is called backprop ([8] ).
In real biological neuronal networks, however, information typically is exchanged between neurons by discrete stereotyped signals, the action potentials. Combining deep networks with these spikes would open the door for new opportunities ( [9] ), among which are biologically more realistic neuronal networks for studying and describing the information processing in the brain as well as interesting technical approaches for improving the operation of such networks (e.g. low power consumption, fast inference, event-driven information processing, and massive parallelization) ( [10] ). [11] presented a type of shallow neuronal network that is based on non-negative generative models ( [12, 13] ). Compared to other models with spiking neurons, this Spike-By-Spike (SbS) network model provides a type of network that requires relatively low additional computational requirements for using spikes as a mean for transmitting information to other neurons. This is due to the fact that in this model time only progresses from one spike to the next, thereby skipping the real time in between spikes. The SbS network has interesting properties like inbuilt sparseness which connects it to compressed sensing and the ability to massively parallelize the network. However, until now constructing deep SbS networks was not possible since no suitable learning rule existed.
For a network consisting of one input layer and only one hidden layer, an iterative algorithm can be derived ( [11] ) which has the goal to maximize the likelihood between the observed spikes, generated by the input layer, and an internal representation of the input based on hidden latent variables. The input layer is defined by an input probability distribution p µ (s) for input pattern µ to generate a (next) spike at input neuron s. For a given pattern µ in every time step t a spike is drawn at input neuron s t,µ from p µ (s). Time advances from spike to spike, jumping over the real time that has elapsed between these spikes. Based on these observed spikes, the realized input probability distributionp µ (s) can be calculated over T observed spikes througĥ
The internal representation r(s) is defined by
where h µ (i) are the hidden latent variables and W (s|i) are corresponding weights between the input and the hidden layer. Both commodities are normalized, positive numbers (0 ≤ h(i) ≤ 1 with i h µ (i) = 1 and 0 ≤ W (s|i) ≤ 1 with s W (s|i) = 1). Summarizing [11] , the negative logarithm of the likelihood
is optimized under the condition of positive and normalized elements. C is a constant that is independent of the internal representation.
Optimization of L by gradient descent can be used to derive learning rules for training the weights between the input and hidden layer. More importantly, it also leads to an update rule for the latent variables that are updated with each incoming spike s t,µ :
with ( > 0) as smoothing constant which results in different level of sparseness on h µ (i) depending of its value.
Compared to other spiking neuron models ( [14] ), here the required computational effort for each spike is very low. This is a direct result of completely peculating the temporal structure in between spikes.
The resulting sparseness of h(i) is mainly a result of using non-negative elements. It is known that using non-negative elements is connected to so-called compressed sensing ( [15] ). Compressed sensing (CS) ( [16, 17, 18, 19, 20] ) is a method used in technical applications to reconstruct underlying causes from data if these causes are sparse. CS is used to find solutions to otherwise under-determined linear systems using only a minimum of measurements.
While [11] provides suitable learning rules for one layer networks which can also be extended to two layer networks, it doesn't offer learning rules for networks with arbitrary many layers. In this paper a learning rule capable of training the weights for much deeper networks is derived based on the idea of error back-propagation ( [8] ) which takes into account the presented update rule for the latent variables. After that, the functionality of this new learning rule is demonstrated through several examples with increasing complexity, up to a deep convolutional network used for classifying handwritten digits.
Results

Derivation of the SbS backprop learning rule
For derivation of the learning rule, the error function is defined by the cross entropy
with t µ (d) as the desired output for neuron d in the output layer of the network and h t y,µ (d) as the actual output of the network at time t. It is assumed that the output layer has D output neurons as well as that the error is optimized over an ensemble of M patterns. The individual pattern is denoted by µ. Furthermore, D d t µ (d) = 1 and D d h t y,µ (d) = 1 is expected. In addition, the update rule for h t y,µ (d) ( [11] ) is given by
with t − 1 denoting latent variables one update step back in the past and y − 1 for the layer directly before the output layer, which contains S neurons. W y−1→y (s|d) describe the weights between the layer before the output layer (y − 1) and the output layer (y) itself. These weights, like all weights in a Spike-By-Spike (SbS) network, are normalized via s W y−1→y (s|d) = 1.
Using equation 6 in equation 5 leads to
For optimizing the weights, the gradient − ∂E ∂W y−1→y (u|v) is of special interest. Part of this gradient is
For keeping the further nomenclature shorter,
are introduced.
This leads to the following gradient for optimizing the weights W y−1→y :
For updating the weights one layer down W y−2→y−1 (u|v), in equation 7 h t−1 y−1,µ (s) will be replaced by its update rule
This results in
This delivers the basis for calculating the gradient for the weight values W y−2→y−1 (u|v) as follows:
and
This procedure can be iterated until the input layer is reached. This delivers the gradient for the weights
with for m > 0
and for m = 0
as well as Like in other backprop rules, the error is back-propagated from the output layer to the input layer but here also in time (one iteration back in time for each layer closer to the input).
Using this gradient, the weights in all the examples in this paper are updated as follows
with 0 < γ < 1 as learning rate and
as scaling factor for ensuring the non-negativity of the weight values. Alternatively the gradient could be used for L4 ( [21] ) or Adam ( [22] ). However, in the following examples we focus on the pure gradient for understanding its properties instead of attempting to optimize the classification performances of the networks.
Learning the XOR function
The first example is a two layer network (see figure 1a ) with four neurons in the input layer, four neurons in the hidden layer and two neurons in the output layer. The task of the network is to realize the XOR function, which receives two bits of input and outputs zero if the values of both bits are the same or one if both bits have different values. The input layer consists of two bits while every bit is represented by a group of two neurons.
The first neuron in a group is only active if the input bit has a value of zero. The second input neuron of the group is only active if the input bit has a value of one. In every time step one spike is drawn from the input pattern distribution which is represented by the input neurons and send to the hidden layer. The hidden layer consists of one normalization group (for which i h(i) = 1) with four neurons. In the figure, the non-zero weights between the input and the hidden layer are shown and have a value of 0.5 each. Given these weights and the SbS dynamics for h(i), after processing enough input spikes, only one hidden neuron will remain active due to the competition within a normalization group. The corresponding input patterns, which lead to an activation of the neurons is listed in the hidden neurons in figure 1a . The probability distribution stored in the hidden neurons is also used to draw one spike in every time step. The spikes from the hidden layer are send to the output layer. The output layer processes incoming spikes according to the h-dynamic using the weight values between the hidden and output layer as shown in the figure. For decoding the result of the information processing, the output neuron with the higher value in its latent variable is selected. The first output neuron represents an output of zero and the second output neuron an output of one. For the first test, the weights in this network were randomly initialized. This was done by first setting all values to one, then adding 1% of positive random uniform noise and subsequently normalizing the weights. Before presentation of an input pattern p X (i), the latent variables of the hidden neurons h H1 (i) and the output neurons h HY (i) were set to their uniform distributions. Then for every time step, one spike each is drawn from p X and h H1 . This is done by comparing the cumulative sum of these probability distributions with random numbers drawn from an uniform distribution with [0, 1[. These spikes are then used to update h H1 (i) and h HY (i) (using = 0.1 in the update process). The cycle of drawing spikes and updating the latent variables of the hidden and output layer is performed with the same input pattern until a given number of spikes has been processed. Using equation 19 the gradient for this pattern is calculated and stored. After collecting these contributions for all four patterns, equation 22 is applied to update the weights. However, before normalizing V y−m−1→y−m (u|v), it is ensured that the smallest value in V is 0.0001. This prohibits that equation 22 is getting stuck by zero values, due to its multiplicative nature. ) and c.) One example for learned weights. d.) Kullback-Leibler divergence over all possible input/output patterns between the correct output and the probability distribution of the output neurons. e.) Minimum and maximum values of the weight matrices between the input and the hidden layer (red lines) and the hidden and output layer (blue lines). The vertical dashed lines show when parameters of the network are changed. These parameter changes are done to increase the range of used weight values. Otherwise the network is, due to its spareness properties, able to solve the task perfectly with small changes from the initial random weights. For d.) and e.) the curves are an average over 250 different initial conditions, which all lead to prefect results. Figure 1d shows the quality of the output during learning. As measure the Kullback-Leibler (KL) divergence between the expected output and the real output is calculated.
Compared to the cross entropy measure, which was used for developing the SbS backprop rule, the KL adds a reference which results in zero if and only if both distributions are the same. Due to limiting the smallest weight value to 0.0001, it is not possible to reach a KL divergence of 0. Instead, here the smallest KL is ≈ 4 · 10 −15 .
Using 1024 spikes per input pattern and learning step as well as γ = 0.025, we reach the minimum KL after 14 learning steps (see figure 1d ). Analyzing the magnitude of the weight values (figure 1e), reveals that the weights only changed a small amount from randomly initialized weights. The changes for the weights between the hidden layer and the output layer (blue lines, after 100 learning steps: ∆ = 0.35) are stronger than the changes for the weights between the input and the hidden layer(red lines, after 100 learning steps: ∆ = 0.1). This is a result of the competition inside of the hidden as well as the output layer. Already small asymmetries can be used to solve the task correctly.
In the following we wanted to know if the weights would approach the mathematically optimal weights (see figure 1a) if the task requires the network to be more robust against noise in its information processing. Thus we reduced the number of spikes (as well as γ) by half after 100, 350 and 600 learning steps (denoted by the vertical dashed lines in figure 1e and d). Due to the increased amount of noise, the KL doesn't decrease as much as before. However, the weights values start to spread over a larger range of values. In the end the weights are approaching the mathematical weights. Figure 1b and c show an example of weights as a result of the learning procedure.
We tested 250 initial conditions (i.e. seeds for the simulations). Figure 1e and d are an average over all these 250 instances. Furthermore, we re-checked all 250 weight sets with 1024 spikes per pattern and found that all resulted in the smallest KL. Figure  1 . However, in this instance, two additional input neurons are present which represent an input bit J that is uncorrelated to the XOR task. Applying the same learning procedure shown in Figure 1 , the learning process results in weights shown in b.) and c.). The main difference is that the weight values, corresponding to the bit J, deliver the same input to all the neurons in the hidden layer. Thus the competition between the hidden neurons ignores this kind of irrelevant input. e.) The black lines represent the development of the minimum and the maximum of the weight values corresponding to bit J and the red lines represent the minimum and maximum of the weight values for bit 1 and bit 2. For d.) and e.) the curves are an average over 250 different initial conditions, which all lead to prefect results.
Ignoring irrelevant information
In a second test we investigated if the SbS backprop rule can be used to learn a task correctly even if part of the input is not contributing to solving the task. Instead this part of the input introduces random unrelated information into the system that needs to be ignored. Thus we revisited the XOR network and added one random bit J to the input pattern. Every time the real input bit pattern is changed also this bit is set to a new random value (equal random chance for zero or one). Figure 2 shows the modified network structure. The same learning procedure as well as the same analysis from the XOR example was performed.
The result is that the weights between the two neurons encoding bit J and the hidden neurons show roughly the same values (see figure 2b and c for example weights). In terms of the winner-take-all competition inside the hidden layer, a uniform input is ignored due to the normalization of the latent variables. The development of KL divergence and the used weight value range (see figure 2d and e) shows similarities to figure 1, albeit slower (1/3 of all input spikes are lost to the meaningless bit J) and noisier.
Learning the 4 bit parity function
The 4 bit parity function is an extension of the 2 bit XOR function. This function counts the number of its input bits with value one. Then it outputs one if the count is odd or zero if the count is even. A SbS network able to realize this function has four layers (see figure 3a ): Input layer X with 8 neurons, which encodes the input in a similar fashion to the XOR network but via four groups with two neurons each. Hidden layer H1 with also 8 neurons and hidden layer H2 with four neurons as well as the output layer with two neurons. Besides the network structure, the procedure is as described in the example for the XOR network.
Concerning learning of weights, for 250 different initial seeds independent simulations were performed. Again, starting with randomly initialized weights the learning process goes through different combinations of numbers of spikes per pattern and γ learning rates. Subsequently 1024, 512, 256 and 128 spikes per pattern were used for 7000 learning steps each. During learning, γ is divided by 2 after every 1000 learning steps and every time the number of spikes per pattern is changed γ is reset to 0.03. Figure 4 shows the development of the average KL divergence as well as the average weight value range for the three weight matrices over the described learning process.
If learning was successful, the minimal KL divergence will be at ≈ 1.8 · 10 −14 . This is due to the restriction on the smallest weights values (see the XOR example above for details). Figure 3i shows the KL distribution for the trials that didn't end up with weights that can solve the task correctly. After training with 1024 spikes per pattern and 7000 learning steps, still 135 of the initial seeds haven't found a correct solution (blue line).
Taking these weights as starting point and running another 7000 learning steps but with 512 spikes per pattern, reduces this number to 16 erroneous sets of weights (orange line; for a fair comparison we tested the quality of the weights always with 1024 spikes per pattern). Using the weight sets from the 512 spikes per pattern run for an additional 7000 learning steps with 256 spikes per pattern ends in an increase of bad weight sets (error count is 28; yellow line). And finally these weights were used for another 7000 learning steps with 128 spikes per pattern. This ends up in 139 broken weight sets. In summary, it is important to optimize the number of spikes per pattern according to the task. Figure 3b (weights between input layer X and hidden layer H1), c (weights between hidden layer H1 and hidden layer H2) and d (weights between hidden layer H2 and output layer HY )
shows example weights for a working set of weights after 14000 learning steps. Comparing the structure of these weights with the mathematical solution shown in figure 3a , revels that the competition within the layers H1, H2
and HY allows for additional solutions.
For the next test we modified the network structure (see figure 3e ). Analyzing the original network structure shown in figure 3a reveals that the hidden layer H1 can be split into two normalization groups H1a and H1b which contain four neurons each. Every group has its own competition by normalization. With the old structure three spike were drawn from X, H1 and H2 for every time step. With the new structure five spikes are drawn in every time step: One spike from Xa, Xb, H1a, H1b and H2 each. The weights between Xa and H1a as well as the weights between Xb and H1b are the same. The contributions from SbS backprop learning are averaged.
One example for these shared weights after the whole learning process (4x 7000 learning steps) are shown in figure 3f . The corresponding weights between hidden layer H1 (H1a and H1b joined by concatenation and divided by 2 for maintaining the normalization condition) and hidden layer H2 are shown in figure 3g as well as the weights between hidden layer H2 and output layer HY are shown in 3h. Figure 5 shows the development of the average KL divergence as well as the average weight value range for the three weight matrices during learning. In contrast to the original network structure, this convolution inspired structure reacts favorably to additional learning runs with lower number of spikes per pattern (see figure 3j ). After the run with 1024 spikes, only 87 of 250 weight sets are erroneous. Adding a second run with 512 spike per pattern reduces this number to
17. An additional run with 256 spikes reduces the number even further to 7. And finally the run with 128 spikes ends up at only 4 bad weights sets.
As final test for the 4 bit parity function, we investigated how important the retardation of the H-values during learning is. Instead of using the H-values from the appropriate earlier times like it is defined by the derived SbS backprop rule, we only used the H-values from the same time step (after all spikes for that pattern have been processed into updated H-values). We made this small modification to the simulation for the network structure shown in figure 3e and re-run the simulations. Figure 3k shows the results. Besides the first run with 1024 spikes per pattern which resulted in 80 of 250 bad weights sets, we found a small decrease in performance. This can be seen in 30 (after learning with 512 spikes per pattern), 12 (after learning with 256 spikes), and 8 (after learning with 128 spikes) erroneous weights sets respectively. However, this difference is small and indicated that the retardation of H can be neglected if this is advantageous due to other factors. Figure 3 : 4 bit parity function. a.) Structure of a SbS network able to solve the 4 bit parity task. One set of example weights after 14000 learning steps, that solve the task correctly: b.) weights between input layer X and hidden layer H1, c.) weights between H1 and H2 and d.) weights between H1 and HY . e.) Variation of the structure of the network. The hidden layer H1 was split into two normalization groups H1a and H1b with 4 neurons each. One set of example weights after the whole learning process (4x 7000 learning steps), that solve the task correctly: f.) weights between input layer X and hidden layer parts H1a as well as H1b (both normalization groups share the same weights), g.) weights between the whole H1 layer and H2 and h.) weights between H1 and output layer HY . i.) -k.): KL divergence for the weight sets that didn't result in a minimal KL value, ordered by size. The weights were tested with 1024 spikes per pattern. i.) for the network structure a.). j.) and k.) for the network structure e.). For learning the weights for k.), the temporal part of the SbS backprop rule was removed and all the H-values used during learning were taken after the last spike for a pattern was processed. (left) Average KL divergence over 250 different initial seeds. In the upper row, the learning starts with randomly initialized weight sets then 7000 learning steps are done with 1024 spikes per pattern. For the first 1000 learning steps, γ was set to 0.03. Then γ was divided by 2. Again, after another 1000 learning steps, γ was divided by 2. This procedure is continued for the remaining 5000 learning steps, where always after another 1000 learning steps γ is divided by 2. The vertical dashed lines symbolize the points during learning when γ was divided by 2. The weights that result after 7000 learning steps were then used as starting weights for another 7000 learning steps with the same γ development but with 512 spikes per pattern. The corresponding KL divergence curve is shown in the second row. Learning was continued in the same fashion with 256 and then 128 spikes per pattern which resulted in the two lower rows, respectively. (right) Development of the maximal and minimal weights value for the three weight sets (X → H1: red line, H1 → H2: blue line, H2 → HY : solid black line) during the learning process, averaged over the 250 initial seed conditions. Figure 6 : Network structure of the convolution network for the MNIST data. Input X: Input layer with 28 x 28 normalization modules for 28 x 28 input pixel. Each module has two neurons realizing a simplified version of on/off cells for enforcing positive activity also for low pixel values. From this layer spikes are send to the layer H1. H1: Convolution layer H1 with 24 x 24 normalization groups with 32 neurons each. Every normalization group processes the spikes from 5 x 5 blocks of normalization groups from the input layer (x and y stride is 1). H2: 2 x 2 pooling layer H2 (x and y stride is 2) with 12 x 12 normalization groups with 32 neurons each. The weights between H1 and H2 are not learned but set to a fixed weight matrix that creates a competition between the 32 features of H1. H3: 5 x 5 convolution layer H3 (x and y stride is 1) with 8 x 8 normalization groups. Similar to H1 but with 64 neuron for each normalization group. H4: 2 x 2 pooling layer H4 (x and y stride is 2) with 4 x 4 normalization groups with 64 neurons each. This layer is similar to layer H2. H5: Fully connected layer H5. E.g. 1024 neurons in one big normalization group which are fully connected to layer H4 and output layer HY . HY : Output layer HY with 10 neurons for the 10 types of digits. For decoding the identity of the neuron with the highest activity is selected. The network in the TensorFlow tutorial is structured as follows: The input layer X consists of 28 x 28 elements representing the picture of a handwritten digit. The input layer is followed by a first hidden layer H1 which performs a convolution (with stride 1 and zero padding for keeping the size at 28 x 28 pixel after the convolution) through a kernel with the size of 5 x 5 with 32 filters. H1 is followed by a max pooling layer H2, which calculated the maximum over a 2 x 2 segment with stride of 2 from H1's output. Layer H3 is again a convolution layer like H1 but looking at the output of H2 and with 64 filters instead. H4 is a max pooling layer to H3. After H4, a fully connected layer H5 with 1024 neurons is positioned. And finally the output of the network can be read out The classification result is decoded by calculating the argmax from HY 's neurons.
Deep convolutional network (MNIST)
This network structure is mimicked by a SbS network. Since the computational complexity of the SbS network is orders of magnitude bigger, we simplified the TensorFlow example network. We removed the zero padding in both convolutional layers of the network. Thus layer X still has 28 x 28 pixels but layer H1 decreases to 24 x 24 with 32 filters. H2 halves the size to 12 x 12. Convolution layer H3 compressed the output of H2 to 8 x 8 with 64 filters. Its max pooling layer halves it again to 4 x 4. We keep the 1024 neurons for the fully connected layer H5 as well as the 10 neurons for the output layer. We used TensorFlow to train this reduced network with a simple gradient descent optimization and got a classification correct performance of 97.1%.
For transferring this reduced network into a SbS network (see figure 6 ), the following adjustments were made:
Input layer X: For the input a so called on/off split was made ( [11] ), which results in two channels per pixel. This is very similar to the representation of a bit by two neurons in the XOR example. This for smoothing the h -distribution. As result we got a h -vector for every one of the training patters. Then we applied the following self-organizing learning rule from [11] for updating the weights: In figure 7a shows the classification error that the full multi-layer network, using the pre-learned weights, achieves.
For determining the performance 1200 spikes per each of the 10000 test pattern were used. was changed to a base value of 0.4 and hence compensated for the amount of spikes received by the layers in one time step.
Thus we used =ˆ 1−ˆ withˆ X→H1 = 0.4,ˆ H1→H2 = 0.4 4 ,ˆ H2→H3 = 0.4 25 ,ˆ H3→H4 = 0.4 4 ,ˆ H4→H5 = 0.4 16 , and H5→HY = 0.4 for the first 1000 spikes. And = 1 25ˆ 1−ˆ was used for the last 200 spikes for smoothing the h-distributions. Every normalization group in this network produced one spike each in every time step. In figure   7a the error values are shown for hidden layers H5 with different number of neurons. For the TensorFlow example with 1024 neurons we get a classification performance of 96.8%. For the special case of 60000 neurons in layer H5 the number of neurons matches the number of patterns to be classified. Here, learning of the final layers of weights can be omitted. For each pattern µ we selected a different H5 neuron and copied the input distributions I H4,µ,x,y (s) into its input weights which were subsequently normalized. Thereby the pattern number was used to select each of the 60000 neurons in H5 as a template which in turn was then connected to the corresponding class in HY and these weights were also normalized. SbS Backprop Learning: Based on the weights from pre-learning with 1024 neurons in layer H4, several learning steps with the SbS backprop rule were done. For each weights update, the network ran with the 60000 training pattern in the full network with the parameters used for figure 7a. All the weights (except the fixed pooling weights) were optimized at the same time, while the minimum value for V was 0.0001, as in the earlier examples. Similar to the last example of learning the 4 bit parity function, we only used all the h -values after processing the last spike (not the time retarded h -values from earlier spikes). The learning rate γ was set to 0.025. We tested the classification error of the network during learning with the test data in the described fashion. Figure 7b shows the development of the classification error over the learning steps. Compared to the results of the corresponding TensorFlow network (2.9% error) which also only used the simple gradient, performances after SbS backprop are similar. Here it needs to be stressed that, due to the high computational requirements, neither γ (used from the XOR example) nor (0.4 was used instead of 0.1 because the information is transmitted faster through the network but under the caveat of stronger fluctuations in the h-distributions) were optimized.
Discussion
In this paper we presented an algorithm for learning weights in deep Spike-by-Spike networks ( [11] ) via error back-propagation. We were able to show that the algorithm can be used to learn the weights with a given network structure from scratch (i.e. randomly initialized weights) as well as to ignore non task relevant information. We showed that the algorithm can be used to train weights that were several layers away from the output.
Besides the new SbS backprop method, we showed how to build neuronal networks with convolutional and pooling layers with the same basic elements. No special maximum functionality as usual in deep convolutional networks was required. Furthermore, we presented a strategy to pre-learn weights in a convolutional neuronal network using an unsupervised method before applying the SbS backprop rule.
The SbS network is a generative model with latent variables as well as purely non-negative components which uses only spikes to transmit information. In the literature there are many papers concerned with learning (deep) generative models with error back-propagation (e.g. [12, 13, 23, 24, 25, 26, 27] ) as well as similar papers for training networks that use non-negative matrix factorization (e.g. [28, 29] ). In contrast to these approaches, the present framework conserves the specific spike driven update dynamics from [11] . This update rule is of special interest because it results in an extremely simple yet biologically plausible neuronal network that uses only spikes as signals. This allows to build special computational hardware that can be massively parallelized ( [30] ) and exhibits sparse representations that are know from compressed sensing ( [19, 20] ) and are a leading hypothesis for understanding coding in the brain ( [31, 32] ).
When run on typical CPUs or GPUs without special hardware, the SbS network is computationally very demanding. For this paper this forced us to stick with the simple gradient optimization method which is known to result in less classification performances compared to more elaborated optimization methods like Adam ( [22] ) or L4 ( [21] ). Furthermore, the long running times for our simulations prohibited a thorough search for optimal parameters. Nevertheless, for the example of the MNIST benchmark data we could show that a SbS convolutional network is able to reach a classification performance of 97.1% correct with SbS backprop and 1024 neurons in layer H5 (resp. 98.3% with 60000 neurons in layer H5 using only unsupervised pre-learning).
In summary, we presented an error back-propagation based learning rule for training multi-layer SbS networks.
This significantly extends earlier work ( [11] ) such that for the first time it makes supervised training of deep Spike-By-Spike based networks possible. Combined with optimized and massively parallel computational hardware ( [30] ) this will open the door for future investigations of this simple spike based neuronal network which has interesting properties as a generative model with in-built sparseness.
