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ABSTRACT 
Given a random rectangular VI x II matrix with elements from a normal distribu- 
tion, what is the distribution of the smallest singular value? To pose an equivalent 
question in thy language of multivariatc statistics, what is the distribution of the 
smallest eigenvallle of a matrix from the central Wishart distribution in the null case? 
We give new results giving the distribution as a simple recursion. This includes the 
mm-e difficult case when II - III is an even integer, without resorting to tonal 
polynomials and hypergeometric functions of matrix arguments. with the recursion, 
one can obtain exact expressions for the density and the moments of the distribution 
in terms of functions usually no more complicated than polynomials, exponent&, and 
at worst ordinary hypergeometric fbnctions. We further elaborate on the special cases 
when 71 - 111 = 0, 1, 2, and 3 and give a numerical table of the expected values for 
2 < ,n < 2s and 0 < n - nz Q 25. 
1. INTRODUCTION 
Take an tn X n (VI < n> random matrix X in which each element is an 
independent standard normal random variable. Form the positive (semi)defi- 
nite matrix A = XXT. In this paper we show how to obtain exact expressions 
for the distribution and the expected value of the smallest eigenvalue of A. 
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For example, let m = n = 25. The expected value of the smallest eigenvalue 
ofA is 
30285573653/1077824526597. 
On the other hand, if m = n = 27, the expected value is exactly (p - qfi>/r, 
with 
p = 931617797994681132254, 
q = 461090719632381299712, 
r=5118884604638003146675. 
These are exact answers in what might be called simplest form. So long as m 
and n are not both even, the expected value is always in either the field of 
rationals or its extension formed by adjoining &. The case of two evens is 
tractable, but more complicated. 
The m X m matrix A described above is said to have the (central) 
Wishart distribution with n degrees of freedom and covariance matrix I. We 
will use the simple notation W(m, n). The special case of covariance matrix I 
is sometimes referred to as the null case. The statistical use of these matrices 
can be found in principal component analysis, multiple discriminant analysis, 
and canonical correlation analysis. We recommend [2] and [8] for a thorough 
survey of the beautiful theory underlying Wishart matrices and for applica- 
tions in multivariate statistics. 
Various researchers have investigated the exact distribution of the small- 
est eigcnvalue. A simple expression in terms of hypergeometric functions of 
matrix arguments is given in [7]. A similar expression in terms of zonal 
polynomials is given in [B]. These expressions cover the general case of 
arbitrary covariance matrices. 
In a recent paper [4] we explored various properties of the eigenvalues of 
Wishart matrices with a focus on the expected condition number and gave 
exact expressions for the distribution of the smallest eigenvalue for the cases 
W(m, m), W(m,m + I), and W(m,m +3). Here we show how to use the first 
two of these expressions as terminal cases in a recursion to compute the 
distribution in the general case. We further add to the list the exact 
expression for the distribution for the case W(m, m +2) (see Table 1 in 
Section 6). 
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The joint probability density of the m eigenvalues of Wishart matrices, 
A,> ... > A,,, > 0, is well known; see [8] for a derivation. It is given as 
K e 
,,I n 
-ix:“Iht n A;(“-“‘-l)n (Ai _ A,i) dA, . . . dA,,,, (1.1) 
i=l i < .j 
where 
h,!,,=(~)“i’2~l.(n-:+1)r(~n-:+1). (1.2) 
We can integrate (1.1) to obtain the probability density function (p.d.f.) of 
the smallest eigenvalue. Upon doing so and with a change of variables, we 
obtain that the density of the smallest eigenvalue, f,,,,,,(A), is given by 
K !,I - 1 
111 I, 
( m - 1) ! 
A(“-,,1-1)/2,--hlll/2 /I,--1 ;G (x;+A)‘“-“‘~“‘“AdR, (1.3) 
where A = ll l<r<j~r,l_-llX,-Xjl, dn=dCL(XI)...$~(X,,-,)’ d/-L(x)= 
xe-‘/‘, and the integration takes place over the positive orthant, Ry-’ = 
Kr,;. .> x,,,_ i): xi > 0). It is this integral that we wish to study. 
2. MAIN RESULTS 
In our main theorem, we give a closed form for the integral in (1.3) 
THEOREM 2.1. The distribution of the smullest eigenvalue of u matrix 
from Wfm, n) is given by c ,,,,,, A (11--),1--1)/2e-A,,l/2fi(A), u,.here 
p,,&) if n - m is odd, 
Q ,,,,,, (A)V(A)+R,,,,,,(A)V’(A) ifn-miseven. 
Here U(A) is the Tricomi function 
V - -- _ 
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und U’(A) is its derivative, 
171 - 1 
1 
in+1 1 A 
_- u 
--- 
4 2 ‘2’2 i 
The expressions P,,,,,,(A), Q,,,,,,(A), and R,,,,,,(A) ure polynominls with rutionul 
coefficients which are determined by recursions h [riven below. The constant 
C ,,, ,, is gicen 6y 
r(( 711-t 1)/2) “ri” I( j/2) 
C 
,,1,)1 = p1)12N)J1-~1v2 
w ,j=l IY((?n+.i)/2) ’ 
u;here p = 2”‘/2-1 if n - m is odd and 2 ‘I’ if n - m is even. 
One can verify by counting powers of 7 and 2 that c,,,,,, is rational when 
n and m have opposite parity. If m and n are even, ~,,,,,,2i/~ is rational, 
while if m and n are odd, c,,,,,,(27r)“’ is rational. The Tricomi function 
U(a, h, z) is the cofluent hypergeometric function described in Chapter 13 of 
[l] or Chapter 48 of [lo]. 
The degree of P,,,,,> is i(nz - l>(n - m - l), while the degrees of Q,,,,,,(A) 
and R,,,.,,(A) are at most i(m - 1Xn - m). The following recursion may be 
used for computing P ,,,,” given P,,,,. _? or computing Q,,,,,, and R ,,,,,, given 
Q,,,.n-2 andR,,,~,,-z: 
(a) n - m odd: 
S” := c,,,n-2. 
For i = 1 to in - 1 
2A n-i-l 
Si := (A + n - i)Si_ 1 --s:_, + A(i - 1) 
m-i m - i 
Si-Z. 
P m,n := S,,,-1. 
n - m even: 
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For i=l to m-I 
2A 
si := (A + 71 - i)S,_i - 
n-i-l 
-s;_i+h(i-1) 
m-i m-i 
si_, 
l 0 
m-l 
-- 
m-i I I 2 S,_l. 2A A+1 
The initial cases are given by 
P ,r,, m + 1 = 1, Qm. ,n = 1, and R ,,,,, n = 0. 
We found it very convenient to compute these polynomials and the 
moments of the distribution using the symbolic package Mathematics [I2]. 
The programs appear in Appendix A. 
3. SAMPLE PLOTS OF THE DISTRIBUTIONS 
Figure 1 shows the distribution functions for m = 3 and n = 3 4 , >..., 28. 
Note that the distribution gets wider as n gets larger. Though it is hard to 
see on the graph, it is curious that when n = m or when n = m + 1 the graph 
is monotonic. Otherwise, it is bell shaped and vanishes at the origin. 
A special case of interest occurs when m = n. This situation is related to 
the condition number of a random matrix. We showed in [4] that the 
distribution of nh,,i, converges pointwise to the probability density 
The convergence is in fact remarkably fast. In Figure 2, we plot the densities 
of nA,in for m = n with m = 1, 2, and 03. Given the proximity of these 
curves, it would be pointless to plot any of the intermediate curves. 
In Figure 3 we illustrate a result of Silverstein [9] about the asymptotics 
of the smallest eigenvalue. Silverstein proved that if the ratio m /n tends to 
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FK:. 3. The density of A,,,i,, /2 tn for W(m,2m), tt~ = 3,9, 15,21,27. 
a limit y as 7~ and n go to infinity, then A,,,i,, /n converges almost surely to 
(1-\lrT)“. Th us I WC take n = 21~1 WC find that A,,,,,, /n is almost surely ‘f 
i - fi = 0.09. In F’ lgure 3 we plot the density of YZ~,,,~,, for W(nz,2rn) for 
m = 3,9,15,21,27 and the delta function which it is approaching. Though 
when m = 27 the distribution is quite narrow, it still appears curiously far 
from its limiting value. 
4. DERJVATJON OF DENSITY FORMULAS 
We begin by introducing some simplifying notation for the multivariate 
integrals that we will study. 
DKFINITION 4.1. Let 
62 
where the integrand f(h) is 
ALAN EDELMAN 
(Xl + /iy.. . (~~+h)~(x~+,+A)~-~.+~+~+h)~-~ 
i terms j terms 
x (ri+j+,+A)a-e~+~,,+A)“-z. 
m - i - j - 1 tcrnrs 
Further define the operator 
‘:j[gI=jH,,,_,f(A)gAdn + 
Notice that given a parameter m (which we omit from the notation), ZLyj 
is a function of A. We will sometimes make this explicit by writing Z,Tj(A). 
The subscripts i and j and the implicit parameter m - i - j - 1 give the 
numbers of terms of degree, (Y, LY - 1, and (Y -2 respectively. 
In this notation, we can rewrite (1.3) as 
.L ,,,,, (A) = k,,,,,Aae-AP”‘2Z~-l,o(A)l (4.4) 
where LY = (n - m - 1)/2 and k,,,,. = K ,,,, n /(m - l)!. 
It is already obvious from (1.3) or (4.4) that if n - m is an odd integer, 
then ZP,- 1,O is a polynomial. This was observed using other methods in [7] 
and [8]. 
The integrals we are about to compute appear complicated, but the next 
lemma makes explicit how symmetry can be used to simplify them. This is an 
old trick which was most recently popularized in [3]. 
LEMMA 4.1. We have 
-AZ,Pfj if i<k<i+j, 
if i+j<k<m. 
(4.5) 
Zf the terms ( xk + A) and (x, + A) have the same exponent in the integrals 
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(i.e., both k und 1 fall within one of the closed inter-Gals [l, i], [i + 1, i + j], or 
[i + j + 1, m - I]), then 
'Ioj 
Xkxl 
[ 1 ~ =o, xk - xl 
't:j 
x; I 1 __ = Zpfj[Xk]. xk - xr 
(4.6) 
(4.7) 
(4.8) 
Proof. Equation (4.5) is little more than the statement xk = (x, + A) - A. 
The integral in (4.6) vanishes, since it is antisymmetric in rk and xI. The 
integral in (4.7) follows from the identity 
xk Xl -++-----_ 1 
xk - xI xl - *k 
and symmetry. The integral in (4.8) f 11 o ows from (4.6) and the identity 
xk” XkXl 
-=x --. k 
xk - xl xk - xl 
n 
In the next lemma we give a preliminary recurrence for computing Z,yj, 
We say preliminary because we will replace it with a more effective 
recurrence involving the derivatives of the polynomials. 
LEMMA 4.2. 
-~[k+2(a-l)]Z,“_,,~+(i-l)AZ,P_,,j+,, (4.9) 
I,” j = z,:;lj-,, (4.10) 
wherek=m-i-j-1. 
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Proof. The second equation is immediate from Definition 4.1. TO prove 
(4.9), we begin by using (4.5), 
We choose the variable xi for an integration by parts in the integral 
Iz?_,,j+l[~i]. The relevant terms for this variable have the form 
_2(Xi + A)“~‘~i<,lXi-XcI”i~(d/dx, )e-rt’2. 
Due to the factors of xy ande-‘I/“, the integrand vanishes at the endpoints 
and we need only compute (cE/&,)((x, + A)“-‘~\x, - ~,lx~}e~‘~/‘. Since 
(d/&,Ix, - *[I = Ixi - xrl/(si - x,), we conclude 
‘pfi = Alia_,,j+, +2 qc,,,,, +((Y-l)I~_l,j[xi+j]+ C ‘p-l,j+l 
/#i 
= (A +2a +2)1,“_,,.j+, 
xi 
-2A((~-l1)Z,U_,,~+2 c I;_,,i+, -- 
/#i [ 1 xi - S( ’ 
obtaining the term for IF_ ,, j[ s~+~] from (4.5). 
Lastly, we calculate 
AI:_, i+2 if l<Z<i, 1. 
Cl.J+I if i<Z<i+j, 
21;-,,j+, -AI,“_, j if itj<l<m. 
These equations follow from Lemma 4.1. The first equation can be derived 
by pulling out a factor of xI + A and using both (4.6) and (4.7). Tht second 
case is (4.7) exactly. To derive the last case, pull out a factor of xi + A to 
obtain 
This completes the proof. n 
An algorithm can be based on Equation (4.9) in that it allows for 
reduction of the first index i until we reach 0. Then Equation (4.10) allows 
us to reduce (Y to (Y - 1. Thus (4.9) and (4.10) g’ ~vc us the means to compute 
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Zpfj by reducing it to the case of I;,,,,_, _i or I,‘!;“_, _i. In Lemma 4.5, we will 
gibe simple expressions for these initial cases. 
LEMMA 4.3. If i + j = m - 1 (i.e. m - i - j - 1 = O), then 
2h Cl 2a 
- --I,F-,,j+l 
j+ldh 
+/q-1) 1+- 
i i 
Zp-2, j+2' 
j+1 
Proof. The property that i + j = m - 1 means (from Definition 4.1) that 
the integrand has exponents (Y and (Y - 1, but no exponents (Y -2. Lemma 
4.2 gives ZFj in terms of Z~~_,,j+l, Zp_,,j, and Z:_, j+e. Since (i--l)+ 
j z m - 1, we need to express this term ‘differently if we are to have a 
recursion with no exponents (Y -2. We use the observation that when 
m-i-j-1=0, 
&..j+1 =(i-l)CXZ~_,,,+,+(j+l)(a-l)Zp_l,.j, 
which comes from differentiating under the integral sign. Combining this 
with Lemma 4.2, the lemma is proved. n 
LEM\IA 4.4. For i + j = m - 1 assume inductit;ely that 
Zp:,=Ai(A)U(A)+Bi(A)U’(A), 
where the Ai und Bi are polynomials, und U und U’ are us in Theorem 2.1. 
We haoe then 
2A 
Ai = (A + n - i)Ai_l - -A\_, 
m-i 
n-i-l m-l 
+A(i-1) 
m - i 
Ai_, - 
2(m-i) 
B,&,> 
2A 
Bi = (A + n - i)Bi_l - - 
m-i 
B;_ , 
n-i-l 
+A(i-1) Bi--2 - 
2AA,_1 +(A +l)B,_, 
m-i m-i 
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Proof. This follows directly from Lemma 4.3 and the differential equa- 
tion satisfied by U, 
m - 1 
2hU”-(h+l)U’-~U=O. 
(See 13.1.1 in [l]). 
LEMMA 4.5. For n - m odd, the case (Y = 1 is given by a multiple of a 
Laguerre polynomial, 
where (11~ = l7{,,‘<x + i), and 
is the generalized Laguerre polynomial. 
For n - m even, using the notation of Lemma 4.4, the case LY = i is given 
by a combination of kguerre polynomials and Tricomi functions, 
l;(f+l_i = A&J+ B&J’, 
Ai = (i!)cI,p+l-i’( - A), 
-2Ac 
Bi = 
m-l 
i !L(“J’“-“( - A), 
where c= c,,,,,,, /k,,,,,,. 
Proof. The case of n - m odd is an induction using Lemma 4.3. The 
base case arises in understanding the distribution for W(m, m + 3). We 
proved in [41 that I,‘,_,,, = [2(m + Ok ,,,.,, 1+3 ]- ‘L!t)_ I( - A). By differentiating 
under the integral sign and symmetry we see 
d’ 
-$I!,-,,” =(m-_i)iz,lr-l-.j..i~ 
For the case of n - m even, we have that A, is a constant and B,, = 0, 
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because we know the explicit form for the distribution with m = II. This will 
be summarized in Section 6. We continue through a fairly tedious induction, 
which we omit here, the main useful formulas being ALr?$)( - A) + (a + 1 + 
h)L’,:?,“(- A) = nL’,P)(- A) and ((1/dA)L’f’(- A) = L(f?,“(- A>. H 
Proof of Theorem 2.1 und the recursion. Theorem 2.1 and the recursion 
are the result of combining all the lemmas in this section. n 
5. EXPECTED VALUES AND OTHER MOMENTS 
From the form of the probability density function given by Theorem 2.1, 
we can obtain expected values and other moments of the distribution in 
closed form in temls of hypergeometric functions. Let 
2 B+l 
P= - 
i I VP-tl), m 
i 
m-l 1 
f(=)=zF, 2 -,Z++.;+;+:.l-- , 
1 
(5.11) 
m 
i 
m + 1 1 
fi(=)=nF, 2 -.Z+~.~+Z+d.l-- 
Ill i 
Then 
/ 
mAb - hr,lPU 
m-l 1 A 
dh = 
/q P + Z) - _ _ _ 
0 2 3 2’2 r(P + m/2+2)‘(@ +‘I’ 
dh 
(5.12) 
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These integrals can he obtained by taking the Laplace transform of the 
Tricomi function and interchanging the order of integration. Since integra- 
tions of this form are documented in [5] (’ see formula i’.621.6), we list the 
results. 
We provide a further set of formulas that allows us to reduce the 
hypergeometric functions f(z) and g(z) into a simpler form. These formulas 
were derived using a number of different expressions that can be found in [I] 
and [lo]. We omit the details here. (To rederive these formulas, a handy 
reference is Section 15.2 in [l].) We have 
f(O) = 
(m+1)v& 
2m ’ 
- [I,+(rn-1)/21[k+(,n+1)/21r(k_e) 
(k -+)(k+l)(l-l/m) ’ 
(5.13) 
??I( 171 +3) 
i 
n1 + 1 
g(l)= m_l g(0) - - 
1 26 ’ 
g(k)= 2k-1+ 
( 
~)jk+~jg(i-l) 
_ [li+(n,-1)/21[k+(rn+1)/211(8_2), 
k(k -:)(1-1/m) 
Lastly we will need the initial cases. These are expressed in terms of the 
incomplete Beta function, B(p, v; X> (see [lo, Chapte; 581): 
n1 - 1 
f(-l)=- 
2 
m+l 
g(O) = 2 
Furthermore, if m is odd, the two Beta functions can be expressed in the 
form p + q& where 1-, and q arc rational. (See formula 58:4:1O in [lo].) 
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Though we do not rewrite the formula here, it is used in the Mathematics 
code in Appendix A. 
We can readily conclude from these formulas and Theorem 2.1 that 
P~o~osr-rrm 5.1. If IL and m are of opposite purity, then a11 the moments 
offA,,ll,{h) are rational. If m and n are odd, the moments take the form p + q& 
where p and q are rational. 
One might wonder what happens when m and n are even. In this case, 
the Beta function can be expressed in terms of more familiar functions, but 
there will be terms involving an arcsine of the parameters. Since Mathemat- 
ica is capable of calculating the Beta function, we chose not to simplify the 
expression further. (See 5X:4:11 in [lo].) 
6. n - m = 0, 1, 2, AND 3 
In the special cases of n - m = 0, 1, 2, and 3 we have most of the exact 
form of the distribution functions and the expected values. In Table I we 
document these distribution functions. See [4] for the derivation of the 
distributions when n - m = 0, 1, and 3. The distribution for n - m = 2 is a 
special case of Lemma 2.5. 
In Table 2, we give the expected values and their asymptotics for 
n-m=O, 1, and 3. The expected value integral for n - m = 2 is trivial, 
while when n - m = 0 or 3 the integrals can be found in [5]. The asymptotics 
are most readily calculated from the integral forms for the hypergcometric 
functions. Particularly useful formulas are 60:3:3 (which has a typographical 
n-m 
0 
m 
1 
1 
2 
r((m + 1)/2) 
6 
I,‘“’ ,( - h ) 
2(m+l) ” 
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error in our edition) and 48:3:5 in [lo]. We could use the sane formulas to 
further derive exact expressions for all of the moments of these distributions, 
hut in these tables, we content ourselves with the expected value. \\‘e know 
of no simple formula for the expected value integral when tz - III = 2 and 
believe that it may not be obtainable as a hypergeometric function of one 
variable. 
In Table 3, we give five correct digits for the expected value for ~1 = 111. 
We also performed a few Matlah experiments with 1000 n X II matrices. \Vc 
found typically that averaging the data from 1000 nlatrices would give at best 
two digits. 
111 E(A,,,,,,) 
1 1 .OOOOO 
2 0.32920 
3 0.26795 
1 0.19387 
5 0.15164 
6 0.12443 
7 0.10547 
8 0.091510 
9 0.08ON03 
10 0.072336 
100 0.0069209 
1000 0.00068899 
10000 0.000068868 
Experimental 
1.01 
0.46 
0.25 
0.20 
0.15 
0.12 
0.10 
0.091 
0.080 
0.0723 
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7. COMPUTATION OF EXPECTED VALUES 
In Appendix B, we give the expected values of h,,,i,, for 1n < 25 and 
1)~ - n < 25. We computed the exact expressions symbolically and then asked 
Mathematics to compute the numerical values to 22 decimal places. We then 
rounded the answers to ten decimal places. 
The expected value for fixed m is asymptotic to n as n + 00. The 
explanation is the law of large numbers. For large n the matrix (l/n)XX’ 
has diagonal elements which are almost surely 1, since these elements are 
the means of II independent variables with mean value 1. Similarly the 
off-diagonal elements are means of n independent variables with mean 
value 0. 
APPENDIX A. MATHEMATICA PROGBA-MS 
The mathematics programs follow. Note how simple the code is when 
n - an is odd. Actually half of the II - m even code looks much like the odd 
case, and the other half is the symbolic evaluation of the hypergeometric 
functions f and g, which perhaps ought to be part of Mathematics. WC 
separated the even and odd cases though they could in fact be merged into 
one routine with some “if’ statements. Users should be careful not to try to 
do both cases at once with the code supplied. 
(*************************************************************~ 
(********* Smallest Eigenvatue of Wishart Matrices ***********) 
<********* n m odd ***********I _ 
<********* Atan Edetman 3/89 l **********) 
(**************************+************************************~ 
p[m_, "_l:=pCm,nl=IfC"==m+l,l, 
BLockCCs>, 
(SC-11-O; sCOl=pCm,n-21; 
sCi l:=sCil=ExpandC(l+n-i)sCi-II-2t/<m-i)D[s[i-11,ll - 
+ l<i-l)((n-i-l)/(m-i))sCi-211; 
sCm-II)11 
cCm_, n_l:=mProductCGammaCj/2l/Gamma~~j+m~/2l, Cj,E,n-ml]* 
2-(m(l+m-n)/2-I) 
(*CatcuLate rth moment of Y(m,n)*) 
momentCm_,n_,r _l:=cCm,nl*CoefficientListCpCm,nl,1l. 
TabteC<E/m) "~r+k+l+~n-m-1~/2~Ga~~~C~+k+lt~~-m-l~t2l,~k,O,~m-l~~n-m-l~J2~l 
(*************+*************+*********************************) 
(************Smallest Eigenvalue of Uishart Matrices*****+*****) 
(************#" m eve" ***********I _ 
(************ALan Edetman 3,89 ***********j 
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(*Here we compute an ordered pair of polynomials Q and R as 
described in the paper; we denote the pair by q+) 
(*n=m*) 
q[m_, m_l:=<l,O> 
tuobytuoCm_l=CCO,~m-l~/2~,~2~,~+l~~ 
(*n>m*) 
q[m_,n_ l:=qCm,nl=BLockCCs3, 
(s(C-ll=CO,O>; sCOl=qCm,n-21; 
sCi_l:=sCil=ExpandC~l+n-i~sCi-ll-2l/~m-i~D~s~i-ll,ll 
+l~i-l~~~n-i-l~/~m-i~~sCi-23-tuobytuobyt~o~ml.s~i-ll/~m-i~l; 
sCm-1111 
(* Calculate zth moment of U(m,n) *I 
momentCm_,m_, r_l:=SimplifyCcCm,ml*SqrtC(Zlm~ "(2z+l)lgrCm,z+m/2l(z+l)fCm,zll 
momentCm_,n_, z_l:=(PrintCq,Cm,nll;SimpLify~c~m,nl*( 
CoefficientListCqCm,nlCClll,ll. 
TableCSqrtC(Z/m) ~~2r+2k+n-m+l~lgrCm,z+k+n/2l~~+k+~n-~~/2tl~fC~,~+k+ 
(n-m121, 
Ck,O,(m-l)(n-m)/Z,l>l 
-cm-l)/L*CoefficientListCqCm,nlCC2ll,ll. 
TableCSqrtC(Z/m) ~(2z+2k+n-m+l)lgrCm,z+k+n/2lg~m,z+k+~n-m~/2l, 
Ck,O,(m-l)(n-m)/Z,l>l~l) 
(* we use 1 on the next line to denote z+ktn/2 l ) 
gr[m_, _ 1 l:=grCm,ll=GammaCl+l-m/2lGamma~l+~-m+l~/2l/Gamma~m/2+l+~-m+3~/2l 
(* These are the f and g functions of section 5; when m is odd 
they are computed exactly; otherwise they are Left in terms of Betas *I 
f[m_, -ll:=fCm,-ll=IfCEvenPCml, 
(m-1)/2(1-l/m) ~(-~m-l)/2)BetaCl-llm,Cm-l~/2,3/2l, 
SimplifyC(m-1)/2SqrtC(l-l/m) -(-(m-1)11* 
SumC(-1) "j((m-3)/2)!/j!/((m-3)/2-j)! 
(l-SqrtCm~(-(2j+3))l)/(j+3/2),~j,O,~m-3~/2>lll 
APPENDIX B. TABLES OF EXPECTED VALUES 
In Table 4 we tabulate E(A,i,) f or matrices from W(m, n) for 2 < m < 25 
and 0 < n - m < 25. The tables were computed to 22 significant places and 
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TABLE 4 
E(A,>,.>) 
n m=2 n in = n m = 
2 0.42920 36732 3 0.26794 91924 4 0.19386 
3 1 .ooooo 00000 4 0.66666 66666 5 0.50000 
4 1.64380 55098 5 1.14532 36690 6 0.88171 
5 2.33333 33333 6 1.67901 23456 7 1.31875 
6 3.05475 68872 7 2.25346 00587 8 1.79852 
7 3.80000 00000 8 2.85962 50571 9 2.31261 
8 4.56388 30351 9 3.49136 49631 10 2.85500 
9 5.34285 71428 10 4.14428 69481 11 3.42128 
10 6.13436 84145 11 4.81512 31731 12 4.00807 
11 6.93650 79365 12 5.50136 57834 13 4.61270 
12 7.74780 52559 13 6.20104 09819 14 5.23305 06344 
13 8.56709 95671 14 6.91256 25619 15 5.86738 50439 
14 9.39345 56939 15 7.63463 32629 16 6.51426 51192 
15 10.22610 72261 16 8.36617 61781 17 7.17248 30335 
16 11.06441 68149 17 9.10628 57451 18 7.84101 30065 
17 11.90784 77078 18 9.85419 18999 19 8.51897 50858 
18 12.75594 28659 19 10.60923 33212 20 9.20560 76928 
19 13.60830 93377 20 11.37083 70985 21 9.90024 64731 
20 14.46460 63584 21 12.13850 30368 22 10.60230 77679 
21 15.32453 61449 22 12.91179 13689 23 11.31127 55311 
4 
69492 
00000 
34535 
00000 
99628 
16071 
70562 
78999 
04176 
04251 
22 16.18783 66763 23 13.69031 30120 24 12.02669 08511 
23 17.05427 59614 24 14.47372 17549 25 12.74814 34726 
24 17.92364 74344 25 15.26170 79269 26 13.47526 48690 
25 18.79576 62205 26 16.05399 32198 27 14.20772 25338 
26 19.67046 60775 27 16.85032 64164 28 14.94521 52378 
27 20.54759 68694 28 17.65047 98383 29 15.68746 90600 
n m=5 n m = 
5 0.15163 83427 6 0.12443 41749 7 0.10547 25222 
6 0.40000 00000 7 0.33333 33333 8 0.28571 42857 
7 0.71765 48409 8 0.60542 71012 9 0.52371 54716 
8 1.08825 60000 9 0.92736 29890 10 0.80839 56410 
9 1.50106 56933 10 1.29000 25081 11 1.13193 23711 
10 1.94856 39884 11 1.68673 30432 12 1.48851 80375 
11 2.42523 57127 12 2.11257 47590 13 1.87368 43823 
12 2.92689 13163 13 2.56366 14015 14 2.28389 92217 
13 3.45025 85950 14 3.03691 77175 15 2.71630 95644 
14 3.99272 34899 15 3.52984 87205 16 3.16856 99712 
6 n m= 7 
15 4.55215 82326 16 4.04039 64542 17 3.63872 35095 
16 5.12680 32872 17 4.56683 94337 18 4.12511 66562 
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TABLE 3 
Continued 
Pl 9,1 = 5 n m = 6 n In = 7 
17 5.71518 38047 18 5.10772 01146 19 4.62633 69196 
18 6.31604 89953 19 5.66179 13630 20 3.14116 61301 
19 6.92832 71645 20 6.22797 61562 21 5.66854 38153 
20 7.55109 17322 21 6.80533 67155 22 6.20754 35893 
21 8.18353 51199 22 7.39305 04993 23 6.75734 64476 
22 8.82493 83888 23 7.99039 12777 24 7.31722 34894 
23 9.37470 51501 24 8.59671 40299 25 7.88652 70064 
24 10.13224 87016 255 9.21144 27395 26 8.46467 51679 
23 10.79708 16322 26 9.83406 05679 27 Y.OSll4 37324 
26 Il.46875 73400 27 10.46410 14913 2X 9.63545 83574 
27 12.13687 30488 28 11.10114 37334 29 10.24718 X1838 
28 12.83106 40135 29 11.744HO 40188 30 10.85594 04444 
29 13.52099 86743 30 12.393733 2828Fj 31 11.47135 59041 
30 l-1.21637 15776 31 13.0,5061 03850 32 12.09310 -49796 
?,I = 8 111 = 9 11, = 10 
8 0.09150 979.54 
9 0.25000 00000 
10 0.461q51 96969 
11 0.71673 11774 
12 1.00888 20636 
13 1.33285 48256 
14 1.68464 22272 
15 2.06102 8282i 
16 2.45938 12163 
17 2.8775 1 26503 
9 
10 
11 
12 
13 
1-l 
15 
I6 
17 
18 
O.OH080 35714 10 0.07233 55653 
0.22222 22222 11 0.20000 00000 
0.41237 3602.5 12 0.37304 04473 
0.64387 80726 13 0.581.5.5 30632 
0.91025 19030 1‘4 0.82937 21482 
1.20717 17360 15 1.10346 08797 
1.53102 70970 16 1.10357 16270 
1 .X7X89 33531 17 1.72703 52508 
2.24834 i6088 18 2.07162 11316 
2.63735 t5095i 19 2.43543 96181 
18 3.31357 83268 19 3.03418 38566 20 2.X16X7 13791 
19 3.76600 60646 20 3.46735 3S262 21 3.21431 61001 
20 4.23344 22226 21 3.90556 9303.5 22 3.62715 07720 
21 3.71471 11079 22 4.35770 6687.5 233 4.05370 09721 
22 5.20878 36624 23 3.82277 39733 2-l 1.49321 57239 
23 5.71475 29409 24 5.29989 26522 25 4.944H3 84626 
24 6.23181 46503 2.5 5.78827 95187 26 5.40783 15261 
25 6.75925 15224 26 6.28723 36735 27 5.88151 35139 
26 7.29632 06311 27 6.79612 38175 28 6.36.524 88867 
27 7.84274 29995 28 7.31337 95073 29 6.85848 93333 
28 8.39769 50102 29 7.84148 30349 30 7.36072 65503 
29 8.96080 12483 30 8.37696 28383 31 7.87149 61581 
30 953162 84953 31 8.92038 79254 32 8.39037 25418 
31 10.10978 06538 32 9.47136 31331 33 8.91696 44497 
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TM3LE 4 
Continued 
n m = 8 n In = 9 n m = lo 
3;?, IO.69489 44335 33 10.02952 50854 z 9.45091 12170 
33 11.28663 56620 34 10.59453 87070 35 9.99187 95082 
n 11, = 11 tt1 = 13 
11 0.06547 13615 
12 0.18181 81818 
13 0.34043 73973 
14 0.53529 06594 
15 0.76180 39979 
16 1.01636 14552 
17 1.29602 32011 
18 1.59835 a0475 
19 1.92128 60942 
20 2.26307 62871 
n 
E 
13 
14 
1- J 
16 
17 
18 
19 
20 
21 
It1 = 12 t1 
0.05979 53181 1:3 0.05502 38447 
0.16666 66666 14 0.15384 61538 
0.3 1308 .57550 15 0.28980 93197 
0.49372 04732 I6 0.33816 49440 
0.70449 10738 17 0.65524 97x91 
0.94214 07756 18 0.87811 33430 
1.20399 77427 19 1.12432 37307 
1.48782 67734 20 1.39182 06754 
1.79172 97178 21 1.67885 00614 
2.11407 5113(! 22 1.98389 33004 
21 2.62220 63733 22 2.45344 65933 23 2.30362 46594 
22 2.99735 79391 23 2.80860 39887 24 2.64287 73826 
23 3.38737 39867 24 3.17845 33324 25 2.99461 74207 
24 3.79123 20941 25 3.36202 33148 26 3.35992 26833 
25 4.20802 31611 26 3.95844 65148 27 3.73796 64133 
26 3.63693 43553 27 4.36694 42452 28 4.12800 36707 
27 5.0772:3 52670 28 3.78681 41751 29 3.52936 02569 
28 5.52826 65544 29 5.21i42 01224 30 3.94142 35175 
29 5.98943 05451 30 5.65818 35579 31 5.36363 46573 
30 6.46018 33924 31 6.10857 64806 32 5.79548 226.37 
131 6.94002 84793 32 6.56811 33970 33 6.23649 68114 
32 7.42851 08353 33 7.03635 62015 31 6.68624 39683 
33 7.92521 23787 34 7.51288 97961 35 7.13433 05661 
34 8.42974 78403 35 7.99733 83218 36 7.61038 11165 
35 8.94176 12516 36 8.48935 18991 37 8.08405 17921 
36 9.46092 2904.3 37 8.98860 57969 38 8.56503 27919 
n 111 = 13 
14 0.05095 68663 
15 0.14285 71428 
16 0.26975 92161 
17 0.42740 27205 
18 0.61247 84415 
19 0.82230 40167 
20 1.05464 65296 
21 1.30761 24117 
n 
is- 
16 
17 
18 
19 
20 
21 
22 
0.04744 92130 16 0.04439 30078 
0.13333 33333 17 0.12300 00000 
0.25230 73055 18 0.23697 87425 
0.40052 30533 19 0.37683 27319 
0.57497 46818 20 0.54181 78817 
0.77321 09593 21 0.72968 48225 
0.99317 92498 22 0.93854 01424 
1.23312 90389 23 1.16676 10162 
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TABLE 3 
Continued 
n m = 14 n m = 15 II 911 = 16 
z 1.57957 33412 - 23 1.49154 70620 G 1.41293 79112 
23 1.86911 35462 24 1.76711 11141 25 1.67583 37M5 
24 2.17499 082S5 2s 2.03865 57930 26 1.9543s :37743 
25 2.49610 68584 26 2.36514 63283 27 2.24752 197% 
26 2.83148 40691 27 2.68565 HO779 28 2.Fj5-146 32 132 
27 3.18024 72630 2x 3.01936 022tS0 29 2.87438 84636 
28 3.54160 88442 29 3.:36550 25602 30 3.20658 %301X9 
29 3.91385 67254 30 3.72340 46604 31 3.FjSO39 67491 
30 4.29934 43910 31 3.09244 69233 32 3.90523 60065 
31 4.69448 25949 32 3.47206 30702 33 4.27033 68309 
32 5.09973 239x4 33 -4.86173 38232 34 4.64583 91999 
33 5..51459 92771 34 5.26098 15408 35 3.03068 21280 
34 3.93862 81007 35 3.66936 S6163 36 5.42459 94618 
35 6.3i139 88288 36 6.08637 85381 .37 5.82721 62513 
36 6.81252 28008 37 6.51193 24683 38 6.23816 56018 
37 7.26163 9,5212 38 6.94540 62739 39 6.63710 59279 
.3x 7.71841 38601 39 7.38654 29325 40 7.08371 C-198 
39 8.18253 36047 40 7.83504 72373 41 7.51770 55783 
,n = 17 
0.04170 64222 
0.1 li6-1 70588 
0.22340 78.577 
035Ri9 46581 
0.51229 09032 
0.69082 43814 
0.88964 31884 
1.10723 85 103 
1.34229 46097 
1.5936!5 20199 
n III = 18 n ,n = 19 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
18 0.03932 62653 19 0.03720 29666 
19 0.11111 11111 20 0.10526 31578 
20 0.21130 84599 21 0.20045 33390 
21 0.33698 61.582 22 0.32006 99998 
22 0.4HSH2 66435 23 0.46197 06360 
23 0.63.591 42557 24 0.62437 83425 
24 0.84562 25271 25 0.80577 90508 
25 1.05354 55907 26 1.004HS 93492 
26 1.27845 24192 27 1.22046 51535 
27 1.51925 43031 28 1.45137 23910 
2i 1.86028 06565 28 1.77498 06713 29 1.69726 .32154 
28 2.14125 909ii 29 2.04476 05Oii 30 1.95671 92537 
29 2.43575 82841 30 2.32780 77045 31 2.22918 83847 
30 2.74302 834SO 31 2.62340 92865 32 251399 40900 
31 3.06238 84377 32 2.93091 57942 33 2.81051 67380 
32 3.39321 70099 33 3.24973 33243 34 3.11818 83524 
33 3.73394 53674 34 3.57931 68722 35 3.43648 65492 
34 4.08705 11012 35 3.91916 47085 36 3.76492 94007 
35 4.44905 28964 36 4.26881 35913 37 4.10307 10535 
36 4.82030 60615 37 4.62783 46623 3ti 4.45049 7959s 
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TABLE 4 
Continued 
n m = 17 n m = 18 n m = 19 
- - - 
37 5.20099 86711 38 4.99582 99020 39 4.80682 56157 
38 5.59014 82288 39 5.37242 90557 40 5.17169 57276 
39 5.98759 87620 40 5.75728 69512 41 5.53477 37278 
40 6.39301 82829 41 S.15008 11467 42 5.92574 65961 
41 6.80609 65577 42 fi.55050 98604 43 6.31432 09360 
42 7.226,54 31404 43 6.95829 01409 44 6.71022 12701 
n m = 20 n m=21 n m = 22 
20 0.03529 70957 21 0.03357 68963 22 0.0320 1 65067 
21 0.10000 00000 22 0.09523 80952 23 0.09090 90909 
22 0.19065 98061 23 0.18177 92904 24 0.17368 97257 
23 0.30477 38068 24 0.29087 51603 25 0.27819 06321 
24 0.44035 43346 25 0.42067 56766 26 0.40268 47041 
25 0.59574 81050 26 0.56963 81618 27 0.54572 86244 
26 0.76954 19025 27 0.73644 02175 28 0.70608 20529 
27 0.96050 58427 28 0.91992 76433 29 0.88265 95627 
28 1.16755 58113 29 1.11908 01045 30 1.07449 90916 
29 1.38972 68838 30 1.33298 69005 31 1.28073 97419 
30 1.62615 35922 31 1.56082 90012 32 1.50060 53503 
31 1.87605 47494 32 1.80186 52373 33 1.73339 18668 
32 2.13872 14618 33 2.05542 13870 34 1.97845 73796 
33 2.41350 74618 34 2.32088 13653 35 2.23521 40576 
34 2.69982 11795 35 2.59767 99895 36 2.50312 15255 
35 2.99711 9 1535 36 2.88529 69550 37 2.78168 13413 
36 3.30490 04921 37 3.18325 17627 38 3.07043 23372 
37 3.62270 21724 38 3.49109 94046 39 3.36894 66512 
38 3.95009 50184 39 3.80842 66657 30 3.67682 63181 
39 4.28668 02354 40 4.13484 89295 41 3.99370 03198 
40 4.63208 64042 41 4.47000 74022 42 4.31922 20172 
41 4.98596 68596 42 4.81356 66865 43 4.65306 69012 
42 5.34799 73929 43 5.16521 26511 44 4.99493 06136 
43 5.71787 42283 44 5.52465 05497 45 5.34452 71970 
44 6.09531 22337 45 5.89160 33552 46 5.70158 75419 
45 6.48004 33323 46 6.26581 02777 47 6.06585 80022 
n m = 23 n m = 24 n m = 25 
23 
- - 
0.03059 46537 24 0.02929 36778 25 0.02809 87980 
24 0.08695 65217 25 0.08333 33333 26 0.08000 00000 
25 0.16628 98889 26 0.15949 51310 27 0.15323 41171 
78 
TABLE 4 
Continued 
n rn = 23 II 
6; 0.26656 75886 27 
27 0.38617 27706 28 
28 O.Fj2375 17098 29 
29 06X13 84506 30 
30 0.83831 02317 31 
31 1 I)3335 83550 32 
32 1.23246 77509 33 
33 1 .-I4490 18854 34 
34 1.6fi999 1 177S 3,5 
35 1.90712 38482 36 
36 2.15573 85250 37 
37 2.41531 81576 38 
38 2.68538 49397 39 
39 2.96~549 60194 40 
40 3.25523 98391 41 
41 35S-123 29x74 42 
42 3.86211 7369ri 43 
43 4.17855 83272 44 
44 d.ijO3-24 15502 45 
43 4.83587 22337 46 
36 5.17617 29579 47 
47 S.52388 23181 48 
48 5.87875 36502 49 
,,1 = 24 
0.25587 79818 
0.37096 4.3285 
O.ciO3-18 le51t% 
0.6X3:3 12262 
0.81G4 7946S 
0.99S27 1938 1 
1.18773 04413 
1.39322 35540 
1.61111 37618 
1.84081 74121 
2.08179 79246 
2.33336 01863 
2.59564 38696 
2.867fi2 94706 
3.14911 49284 
3.43973 27097 
3.7391’3 ., 72790 
4.04700 48883 
4.36303 16351 
4.6X69:3 1747X 
3.01843 60643 
.3.335729 06770 
5.70325 372 19 
28 
29 
30 
:31 
:32 
33 
34 
33 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
m = 25 
0.24601 358SO 
0.35691 06045 
0.48472 61246 
0.62842 3502:3 
0.78708 96640 
0.9*5990 99417 
1.146 15 05383 
1 ,345 14 ,%36:3 
1 ..S56328 73323 
1.77901 88530 
2.01282 626S2 
2.2S72.3 52975 
2.rS11H0 60103 
2.77612 93322 
3.04982 :39262 
3332.53 :34862 
3.62392 4387:3 
3.92368 :36298 
4.23151 70304 
4.Fj4714 76226 
4.87031 42355 
5.20077 02257 
3.33828 23429 
then chopped to 10 digits after the decimal point. Unlike standard numerical 
calculations, WC had the expected values in an exact symbolic form, and thus 
it would 1~ little more work to comr,ute 100 digits though we contented 
ourselves with 10 in the table. 
APPENDIX C. SAMPLE FORMULAS AND OTHER USES 
We give here a few sample outputs from the Mathematics code. For 
example, we obtain q C 3, 1 5 1 to be the ordered pair of polynomials 
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These correspond to the polynomials Q:), ,5 and R3,1a as described in 
Theorem 2.1. The constant c:~,,,~ is obtained by typing c C3, 1 5 I, and we 
obtain cg, ,J = (2~)-‘/2/21576627072000. Thus we know exactly the distri- 
bution of the smallest cigenvalue for W(3,lS). We could not readily plot the 
distribution or derive any quantity of interest from the distribution. 
\~e obtained the first and second moments by typing ml= 
momentC3, 15, 11 and m2=momentC3, 15.21. We further numerically 
obtained the mean and variance to ten places by m=N Cm 1 , 1 0 1, v=N Cm 2 - 
m 1 7, 10 1. The results were 
485986370753 
ml=14 
-44079842304 SqrtC31 
16553532759625 
m2=210 
-66119763456 SqrtC31 
m=7.634633263 
v=7.168805888 
one can also obtain very precise values for the percentage points of the 
distribution. This is particularly easy when n - tn is odd, since Mathematics 
will perform the integration to obtain the cumulative density function and 
then, by the command FindRoot, will find the percentage point to arbitrary 
precision. 
I would like to thank Ingram Olkin, who inadvertently started me on this 
research by asking for the expected t:alue in the cuse of W(J1.51, and Nick 
Trefethen for hein, (r a great sowce vf help and inspiration and ulso for 
generously making acailal~le to me his office, his Sur. 3/60, and Mathematics. 
1 uwuld further like to thank the creators of Mathematics and Matlah for 
making the computations so eas!y. 
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