We propose an algorithm to obtain the ground-state energy of a many-electron system using the variational wave function of a linear combination of antisymmetrized geminal powers. We optimized this algorithm to obtain the energy and the other parameters of a many-electron system. Also we clarified the bottleneck of the total calculation in the tensor contraction and successfully reduced the computational time. As a result, we can use an extended number of geminal states to obtain the ground state of the water molecule and Hubbard models. The result for the water molecule with the Dunning double-zeta basis is of the sub-milihartree order above the energy of exact diagonalization. Further, we observe that the result for the one-dimensional Hubbard model with 14 sites shows good tendency to capture the right ground state and that for the two-dimensional Hubbard model still lacks some part of the energy reflecting the large size of the Hilbert space. We conclude that the required number of terms for geminal states for sufficiently accurate energy is only moderately affected by the problem size. We further show other technical details for the numerical algorithms of geminal states in the variation process. It is expected that with the use of more extended computing resources and larger sizes of electronic systems, our algorithm can provide improved results.
I. INTRODUCTION
The many-electron problem in quantum chemistry or quantum lattice models is still considered as an important subject of modern science. With the growth of largescale computer facilities, it has become possible to not only solve these problems with the exact diagonalization but also construct numerical algorithms that could handle the complex behaviors of electronic correlation.
In post-Hartree-Fock theories, perhaps the most simple and convenient method is configuration interaction. [1, 2] Configuration interaction is built on the basis of the Hartree-Fock theory, and a small or large number of configurations are chosen for each approximation level. Obtaining energy results of high precision is limited by the large scaling problem of the algorithm.
The configuration interaction or coupled cluster [3] is regarded as a single reference that is based on the results of one Hartree-Fock configuration. There is already an established framework for multi-reference configuration interaction (MRCI). [4] MRCI uses several configurations for the building blocks and applies excitation or other operators to these configurations. Thus, the MRCI can obtain results that are very close to the exact result; however, the calculations become prohibitively expensive for large molecules. The multi-reference coupled cluster (MRCC) is also used in such applications, but it is yet early to provide any systematic applications. [5, 6] In the area of macroscopic materials, the most successful method for the many-electron problem is density functional theory (DFT). [7] [8] [9] The formalism of DFT is based on the assumption that there is a one-to-one correspondence between the total wave function and the single-electron density. The Kohn-Sham equation is built on this theory and treats the system on the basis of the Hartree-Fock theory. If we can replace the HartreeFock strategy in DFT with a more sophisticated one with multi-reference wavefunction ansatz, then we can possibly obtain a large part of the correlation energy of the target system.
When solving the many-electron problem with multireference theory, quantum Monte Carlo (QMC) is a highly reliable tool. [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] It is common to combine the Slater determinant with the Jastrow factor to obtain the solution of a target system. In some cases, the wavefunction is extended to use the Pfaffian or antisymmetrized geminal power (AGP) states to obtain an accurate ground state. There are known problems in QMC; it suffers from the well-known negative-sign problem with the usage of probability.
The formalism of configuration interaction or MRCI is not dependent on the probability and is instead based on a discrete set of configurations. If we construct the Slater determinants from continuous matrices, the degree of freedom for the variation is extended considerably. On this subject, there are foregoing research works mainly on Hubbard models. [21] [22] [23] [24] The formalism of their calculations is based on the evaluation of the matrix element of the overlap of the multi-Slater determinant with matrices representing the orbitals on each site. Because of the nature of the Hubbard model that has a simple form of the correlation term, the calculation for Hubbard models with non-orthogonal determinants could be achieved with low computational scaling. With this formalism, the ground states of one-dimensional and two-dimensional Hubbard models are captured adequately and with good precision of the energy. Recently, new results have been reported that are aided by large computing facilities. [25] [26] [27] These report highly accurate results with the consideration of the spin and spatial symmetry for the Hubbard model as well as qualitatively good results for the selected molecular systems.
The electronic states of the Slater determinants are classified as non-interacting, and they are described by rectangular matrices and their inverse matrices. There are suggestions in the context of reduced density matrices for the fermionic system to use the antisymmetrized geminal power states instead of the Slater determinants. [28] [29] [30] [31] [32] [33] [34] We have recently shown the formula for the density matrices for geminal states and variational calculations with the superpositions of geminal states. [35, 36] The result were, in some cases, highly accurate when compared with the exact diagonalization. An algorithm was included to avoid the divergent-like behavior of the AGP energy. We have extended the number of states for the AGP and tested the same molecular system and the Hubbard model with increased number of electrons. The results are especially accurate in the case of a moderate number of geminal states. From these observations, we concluded that the exact ground-state wavefunction could be described with a moderate number of states for multi-reference AGP ansatz. In the next section, we provide some algorithms for the energy variation of the AGP states.
II. FORMALISM
First, we introduce the derivation of the expression for energy with two AGP states. This result was first indicated in ref. [35] . When constructing the AGP state from matrix parameters, we use the permutation tensor
The matrix ǫ is defined in ref. [35] as a skew-symmetric matrix. From the permutation tensor, we can construct the AGP wavefunction as
Here, α is a general matrix. We also define the superposition of the AGP states as
where c k is a variational parameter. This representation with α is equivalent to the AGP states with geminal γ by the relationship
From matrix α, we can construct the overlap of the AGP state as
where
Expression t x shows the matrix transpose of matrix x. When we substitute the permutation tensor ǫ of eq.(1) in eq. (5), we can obtain the explicit formula for the AGP norm as
for N = 4, and (8) for N = 6. Here, matrix A is defined as
These equations are similar to the ones that are obtained in the context of nuclear physics. [37] We can obtain the general result as
which is equivalent to the norm expression given in ref. [35] . The subscript t N/2 represents the N/2-order coefficient of t.
Next, we introduce the method to obtain the secondorder reduced density matrix for the AGP state. We can use the second derivative of the norm as
n.
(13) The tensor Γ would provide the reduced density matrix that we are seeking. We can use the relationship between matrix α and γ to obtain the reduced density matrix formula with the expression γ. These results appear to be similar to the expressions provided in ref. [35] .
We can obtain the explicit formula of the first-order derivative of the total energy by simple differentiation with respect to parameter γ. The result is given as fol-lows:
. (14) Here, we are using the eigendecomposition
Tensors q3, r3, and s3 are rank-3 tensors defined as follows:
The above expressions show the diagonal elements of tensors q3, r3, and s3. In eq. (14), these tensors are used as rank-6 tensors with diagonal entries. The tensor product with the cross term is defined similar to that in ref. [36] . For example, the first line
is equal to
These values for both the energy and the first-order derivatives can be obtained by operation with O(K 2 M 5 ) steps, where K is the number of terms of the AGP states and M is the number of orbitals or the system size.
In the foregoing studies, we refer to the variation with the linear combination of AGP states as the extended symmetric tensor decomposition (ESTD). However, we prefer to call it AGP-CI hereafter, for the sake of clarity.
In the real calculation of AGP-CI, we first consider the variation independently for each geminal until the energy level of the Hartree-Fock is attained. After all of the geminals are at the Hartree-Fock level, we combine each geminal state and perform the variation for the total state.
In the expression of the first derivative, there appear rank-6 tensors, but they behave essentially as rank-3 tensors in the real calculations. The bottleneck of the total variational calculation is the product of the rank-4 tensor with rank-2 tensors. We obtained a format to perform this O(M 5 ) operation for only four times for both the total energy and the first-order derivative using the developed method. In the future, we intend to further reduce the computational cost for this O(M 5 ) operation. For the AGP-CI calculation of the Hubbard model, we can use the tensor decomposition for the two-electron energy term given by
, and w (4) are rank-one tensors for the Hubbard repulsion term. With this decomposition, we found that the energy variation could be performed with scaling O(M 3 ) for the energy and O(M 4 ) for the first derivative for both the kinetic and repulsion energy terms.
III. RESULT
We changed the variational parameters of the geminals in the AGP-CI from the real skew-symmetric matrices to complex skew-symmetric matrices. As a result, the energy obtained for the system of the water molecule with STO-3G basis set that we used in ref. [36] came closer to the exact value. Table I shows the result with complex parameters.
Method
Total energy AGP-CI, real parameters, K = 16 -75.012415900 AGP-CI, complex parameters, K = 16 -75.012425253 Exact -75.012425818 Here, the result with real parameters and the full-CI result was taken from ref. [36] . We observed that after changing the parameters to be complex, the resulting energy is closer to the exact energy. For this case, the resul- tant energy is around 5.7 × 10 −7 hartree. If we desire, we could just change the threshold value in the variational procedure and could reduce the resultant energy almost arbitrarily.
Next, we show the result for the water molecule with the Dunning double-zeta basis set, which is defined in ref. [36] . We optimized our numerical code to obtain the energy. After that, we enlarged the number of states of AGP-CI by almost threefold. [2] . The CISD result in ref. [2] and the CCSD result in ref. [3] are also included.
of AGP-CI with K = 200. All the other values are taken from the references mentioned above. The configuration interaction singles and doubles (CISD) and the coupled cluster singles and doubles (CCSD) results are also included from the references. For K = 200, the resultant energy is around 1.5 × 10 −4 hartree and significantly reduced from the former result. We understand that this result satisfies the requirement of the chemical accuracy. The size of the Hilbert space of this system is approximately 1.3×10 7 ; our compact AGP states with 200 terms well capture the total wavefunction of this size. Fig.1 shows the behavior of the AGP-CI energy with respect to the exact energy for the iteration steps. The energy change for one iteration step is also shown as deltaE. This graph shows the first half of the total iteration steps for this system. The energy level of CISD is also shown as a horizontal line. As can be seen from the graph, the relative energy first drops sharply and is then trapped near the CISD energy. After a long interval, the energy starts to drop again and approaches the exact value. We have not yet clarified the reason why the AGP-CI energy is trapped near the CISD energy. The reason could be that there is a large concentration of the density of states of the AGPs near the CISD energy level. We could possibly imagine that if we can construct the CISD state before AGP-CI and prepare the initial AGP-CI wavefunction as imitating the CISD wavefunction then we could improve the quality of the total variation. Moreover, we could observe the following character of AGP-CI. For this system, the number of configurations for CISD is approximately the square of the number of orbitals. Then, since the AGPs include the Slater determinants, we could obtain fairly good AGP-CI results after setting the number of states larger than the square of the number of orbitals. This would mean that the AGP-CI result is likely to behave polynomially on the computational cost. As AGP states are continuous functions rather than discrete Slater determinants, we expect good energy improvement compared with CISD.
Thirdly, we introduce the results of AGP-CI for the one-dimensional half-filled Hubbard model with 14 sites. The parameter U/t is set to 1.0. Table III shows sult of AGP-CI for this system. The result with K = 1 is slightly below the Hartree-Fock energy. When we increase the number of states up to 500, we observe a resultant energy of 1.3 × 10 −4 . We understand that this result is in good agreement with the right ground state. This size of the number of states in AGP-CI was possible to achieve after introducing the Hamiltonian decomposition for the Hubbard repulsion term. Fig.2 shows the behavior of the energy of this system on the variation process. When the variation starts, the energy is trapped on some local energy level. Then, after some interval, the energy rapidly decreases and becomes closer to the exact value. Then, the variation is almost converged. For this system the size of the total Hilbert space is about 4.0 × 10 7 . The ground-state wavefunction of this large Hilbert space is well captured by 500 AGP states.
Finally, we introduce the result for the 4 × 4 twodimensional half-filled Hubbard model. The parameter U/t is set to 10.0. In Table IV, result for this system. The energy gradually improves when the number of states increases. When K = 400, the resultant energy is around 0.13. This two-dimensional Hubbard model with a relatively large repulsion energy seems to be strongly correlated, and a large number of states are required for a better description of the ground state. In this system, the dimension of the total Hilbert space is approximately 6.0 × 10 8 , which is larger than the former systems. Fig.3 shows the behavior of the relative energy on the variation process. As we can see from the figure, the energy sharply drops down on the early stage of the variation. Then, after the energy attains a certain value, the variation converges. This system of the two-dimensional Hubbard model has a highly symmetric structure; therefore, if we could include this symmetry of the Hubbard model, the AGP-CI variation would dra- matically improve.
We further analyzed the distribution of the eigenvalues of the first-order reduced density matrix (1RDM) for each AGP state in AGP-CI. Figs. 4, 5, and 6 respectively show the eigenvalue distribution for the DZ water, the one-dimensional Hubbard model, and the twodimensional Hubbard model at the end of the variation. The horizontal plane shows the index of the AGP state and the index of the eigenvalue. The vertical axis shows the magnitude of the eigenvalue. The eigenvalue of the 1RDM corresponds to the occupation number of the natural orbital of the AGP state. These distribution of the eigenvalue does not appear on the case of Slater determinants. As we can see from these figures, the distribution of the eigenvalue has a similar shape between different geminals in each system. This is a result of the condition of the AGP state that each AGP state in AGP-CI should have energy close to the ground-state energy. The distribution of DZ water is most narrow and that of the two-dimensional Hubbard model is most broad in these three cases. The broadness of these distributions might be reflecting the strength of the electronic correlation of each system. Therefore, we can assume that the requirement for a larger number of states for the twodimensional Hubbard model is a result of the stronger electronic correlation. Since these distributions are similar for each AGP state, we can assume that the required geminals in AGP-CI are distributing across a restricted area of the geminal space characterized by each system. It would benefit the whole calculation if we successfully characterize the nature of the geminals mentioned above. This could be done with a well-organized control of the eigenvalues of each geminal matrix.
IV. CONCLUSION
We tested the AGP-CI formalism on a double-zeta water molecule and Hubbard models with an extended number of sites. The results for the water molecule and 14-site Hubbard model were very close to the exact result. From this, we conclude that the required number of states for AGP-CI increases only moderately with the problem size. The calculation on the Hubbard model was based on the tensor decomposition for the two-electron part of the Hamiltonian. We could also use this tensor decomposition for molecular systems and could possibly reduce the computational scaling by one order. [38] There are non-trivial relationships of the AGP-CI energy with the CISD energy. If we could use the CISD wavefunctions before the AGP-CI calculation, we would expect that the total variation process would become shorter. In the future, we will further study the dependence of the required number of AGP states on the size of the problem. If we could utilize tensor decomposition for the Hamiltonian, we could investigate the behavior of AGP-CI for larger systems. With an analysis of the nature of the geminal states appearing in AGP-CI, we can improve the whole variation process. We only used dozens of CPUs for the above calculations; however, if this is extended to larger computing resources, we can perform the AGP-CI calculation with more extended systems.
