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ABSTRACT 
Ionic liquids (ILs) are an intriguing class of compounds, belonging to a subset of molten 
ionic salts with melting points near or less than 100 ºC. There has been much excitement and 
promise in recent years over the possible applications of ILs, such as solvent-free-electrolyte 
solutions, reusable solvents for carbon dioxide capture, and energetic ionic liquids for use as 
explosives and propellants. Having intriguingly well-balanced intermolecular and ionic 
interactions, small changes in quantum-based effects (such as dispersion or charge transfer) can 
play important roles in IL properties. ILs are thereby challenging to model classically, and 
require ab initio based methods to be modeled accurately. This dissertation looks at different ab 
initio based approaches to modeling the interactions found in ionic liquids, and the roles 
fragmentation methods are filling in moving toward accurate and cost efficient methods for 
modeling ionic liquids. 
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CHAPTER 1. INTRODUCTION 
Dissertation Organization 
The introduction of this dissertation provides a summarized overview of ab initio 
quantum chemistry relevant to the theoretical methods in the remaining chapters. Chapter 2 looks 
at the accuracy of the Hartree Fock method with an empirical dispersion correction, HF-D3, to 
model interaction energies and locate constrained minimum geometries in systems with π-π 
interactions. Chapter 3 examines the effects of aqueous microsolvation on the potential energy 
surface for the gas phase proton transfer process in 1,2,4-triazolium dinitramide ion pair. 
Chapter 4 is a perspective on the efficacy of using ab initio based fragmentation methods in 
modeling ionic liquids. Chapter 5 discusses the use of force matching to create force fields that 
might inherit averaged quantum and many-body effects from ab initio based fragmentation 
methods. 
 
Theoretical Background 
From a fundamental perspective, chemistry can be viewed as the study of the physics of 
atoms. From this perspective, atoms can be viewed as systems of atomic nuclei and electrons. In 
the field of quantum mechanics, one can find a set of mathematical tools to model the physics 
that governs nuclei and electrons. 
There are two fundamental postulates of first principles quantum mechanics. 1) For any 
system, there exists a wave function, Ψ, that fully characterizes the properties of that system such 
that Ψ "	is the probability density of the system over all its states. 2) Every property of the 
system has a corresponding operator, such that when the operator is applied to the wave function 
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of the system the result is an eigenvalue equation, where the eigenvalue is the value of that 
property.  
A fundamental property desired in quantum mechanics is the energy of a system, E, from 
which many other properties of the system can be derived. The fundamental operator for the 
energy of a system is the Hamiltonian operator, 𝐻, which is the sum of the kinetic and potential 
energy operators of the system.  𝐻 = 𝑇 + 𝑉      (1) 
If one applies the Hamiltonian operator to a wave function, and solves it exactly in the 
dimensions of space-time (r,t) in atomic units, the result is the time dependent Schrödinger 
equation, 
)* +,-)- = .ℏ 𝐻Ψ 𝑟, 𝑡      (2) 
where 𝑖 = −1 and ℏ is Planck’s constant divided by 2𝜋. To solve partial differential equations, 
such as the Schrödinger equation, one needs to be able to separate its variables. To circumvent 
non-separable terms in the Schrödinger equation for real chemical systems, several 
approximations are necessary.  
The Variational Principle states that if the Hamiltonian operator is treated exactly on any 
normalized and well-behaved wave function that satisfies all boundary conditions, the resulting 
energy will be greater than or equal to the lowest energy (ground state) of the system. Knowing 
this, using any trial wave function in a way that minimizes the energy will approach the true 
ground state of the system. This also means that we can make any approximation to the wave 
function, and still approach the ground state, as long as no approximation is applied to the 
Hamiltonian. 
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The first approximation used here is to assume that the wave function is separable in 
space and time, that is that the system does not change over time.  Ψ(𝑟, 𝑡) ≈ Ψ(r)Ω(t)     (3) 
By applying this approximation to the time dependent Schrodinger equation, the result is the 
time independent Schrödinger equation, which is an eigenvalue equation, with the energy being 
the eigenvalue.  𝐻Ψ 𝑟 = 𝐸Ψ 𝑟      (4) 
From here, we face the many body problem. The kinetic energy operator easily separates into the 
electronic and nuclear kinetic energies 𝑇 = −>" ∇."@.A> − >" ∇BCDBEFA>      (5) 
where 𝑒 is the number of electrons, 𝑛 is the number of nuclei, 𝑚F is the mass of nucleus 𝐴, and ∇ 
is the Laplacian operator. The potential energy operator, however gets a little more sticky; 𝑉 = KBLBM+N@.A>EFA> + >+NM+O@.PQ + KBKRLBMLREFPS    (6) 
where 𝑅F represents the spatial coordinates of nucleus 𝐴, 𝑟. represents the spatial coordinates of 
electron 𝑖, and 𝑍F is the atomic number of nucleus 𝐴. The electronic-nuclear potential energy 
terms are not separable, and therefore cannot be solved analytically for molecular systems with 
more than one electron. To circumvent this, it is assumed that the nuclear and electronic parts of 
the wave function are separable, or more precisely that the nuclei are fixed in space relative to 
the electrons. This Born-Oppenheimer approximation is justified by the fact that the masses of 
nuclei are several (~3) orders of magnitude larger than the mass of electrons, and thereby the 
motions of the electrons are nearly instantaneous with respect to the motions of the nuclei.  
Applying the Born-Oppenheimer approximation to the time independent Schrodinger equation, 
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the nuclear kinetic energy is ignored and the nuclear repulsion term is a constant. The remaining 
Hamiltonian is called the electronic Hamiltonian:  𝐻@V@W = − >" ∇."@.A> + KBLBM+N@.A>EFA> + >+NM+O@.PQ   (7) 
The two-electron potential energy term in the electronic Hamiltonian, however, is also a non-
separable term, meaning further approximation is still needed to solve a many electron problem.  
A commonly used approximation to circumvent this is the Hartree-Fock approximation, 
which assumes that the wave function can be modeled in terms of one-electron wave functions 
(𝜓). Using the Hartree-Fock approximation, the wave function can be defined as a product of 
one-electron wave functions, referred to as a Hartree Product.  ΨYZ = 𝜓>𝜓" …𝜓E     (8) 
At this point all non-separable issues have been accounted for. However, now that the wave 
function has been reduced to a product of one-electron wave functions, the properties of 
electrons need to be addressed, namely indistinguishability and antisymmetry. Because electrons 
are indistinguishable, for a wave function to accurately describe them, it has to account for every 
permutation in the order of the electrons. However, electrons are fermions, which can only be 
accurately described by an antisymmetric wave function, meaning that when two particles are 
switched the sign of the wave function must change. Applying these two requirements to the 
Hartree product results in a determinant of the one-electron wave functions. These are referred to 
as Slater determinants. Ψ@V@W ≈ ΨYZ = 𝜓>𝜓" …𝜓E     (9) 
Applying the electronic Hamiltonian operator to the corrected antisymmetric wave function 
results in the one-electron Hartree-Fock equations,  𝐹𝜓. = ℎ.𝜓. + 2𝐽Q − 𝐾Q@Q`. 𝜓. = 𝜀.𝜓.   (10) 
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which contain the one electron Hamiltonian, ℎ, and the two-electron operators, 𝐽 and 𝐾, the 
Coulomb and exchange operators. The eigenvalue, 𝜀., is the energy of the one-electron 
wavefunction, 𝜓.. The Coulomb operator represents the repulsion an electron ‘feels’ within the 
average field of the other electrons. The exchange operator is a direct result of the antisymmetry 
of the wave function in conjunction with the indistinguishability of electrons. 
Now that a solution to the Schrödinger equation is approximated, the functional form of 
the one electron wave functions needs to be defined. A natural and common approximation is to 
consider the one electron wave functions to be a linear combination of atomic orbitals (LCAO), 
or basis functions.  𝜓. = 𝐶.cc 𝜒c     (11) 
where 𝐶.c are the molecular orbital (MO) coefficents and 𝜒c are the atomic basis functions. By 
using the LCAO approximation, the Fock equations are transformed into a matrix eigenvalue 
equation. By diagonalizing the Fock matrix, the columns of coefficients represent the MOs, and 
are the eigenfunctions of the Fock matrix. Their corresponding eigenvalues, 𝜀., are the MO 
energies. Because the MO coefficients and the Fock matrix elements are interdependent, a 
common solution is to solve for them iteratively until self-consistency, starting from a guess 
Fock matrix. A simple guess is to ignore the two electron terms in the first guess. By minimizing 
the total energy by varying the MO coefficients, the variational principle guarantees a converged 
energy solution will be the HF ground state, which is greater than or equal to the true ground 
state. This concludes the closed shell Hartree-Fock self-consistent field method (SCF). From 
here, one will find that predicted properties can be qualitatively similar to experiment, but can 
still be quantitatively erroneous.  
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To obtain refined approximations, one develops post Hartree-Fock (HF) methods. The 
most important source of error in HF is the assumption that the wave function is separable into 
one election wave functions, that is to say the electrons are uncorrelated. Electron correlation 
energy can be separated into two classes: static and dynamic. The static correlation error arises 
from the assumption that that the wave function of a system can be accurately described by a 
single determinant, which is often not true. The second, and more common, electron correlation 
error is a lack of dynamic correlation, which is the response that each electron in a system should 
have to the motions of the other electrons. A common solution to this issue is to use some form 
of many body perturbation theory; that is, to assume that the dynamic electron correlation is a 
small perturbation from the HF ground state. 𝐻 = 𝐻e + 𝜆𝑉      (12) 
The HF ground state is used as the zeroth order approximation of a Taylor expansion.  𝐸 = 𝐸e(e) + 𝜆𝐸e(>) + 𝜆"𝐸e(") + ⋯    (13) 
Because the Hamiltonian and the Fock operator are Hermitian operators, the first order term is 
zero, so the first nonzero perturbation theory contribution is second order perturbation theory 
(MP2). Higher order truncations of the series have also been solved, but have found not to 
consistently improve upon the second order approximation, which already can recover over 80% 
of the correlation energy, and come at a much higher cost. MP2 can be thought of as recovering 
electronic correlation for single electron excitations of electrons.  
Further dynamic correlation can be recovered using coupled cluster (CC) theory, a more 
robust form of many body perturbation theory. Coupled cluster theory applies the exponential 
operator 𝑒h to a reference wavefunction, Φe, in this case the HF wavefunction. This can then be 
represented as an exponential Taylor expansion. 
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𝑒hΦe = Φe + 𝑇Φe + >"! 𝑇"Φe + >k! 𝑇kΦe +⋯  (14) 
In principal, the cluster operator, 𝑇, iterates through all possible excitations of increasing electron 
clusters sizes. 𝑇 = 𝑇> + 𝑇" + 𝑇k +⋯𝑇E    (15) 
 In practice, CC has been solved through electron clusters of singles and doubles (CCSD) and 
perturbatively through triples [CCSD(T)].  
Now, consider the computational cost of the MP2 and CC methods, often measured by 
the order of magnitude of mathematical operations required to perform a computation, O(Nx), 
where N is a measure of the system size. For HF the exponential x is 3-4, for MP2 x ≈5, for 
CCSD x ≈6, and for CCSD(T) x ≈7.  
Fragmentation methods have become a common approach to try to keep expensive 
quantum calculations limited to small bitesize subsets of a system, called fragments, and then 
cleverly combine all the fragment data together in a way that accurately approximates the whole 
system. A strong advantage to fragmentation methods over fully quantum calculations is that 
each fragment calculation can be performed independently. This allows fragmentation methods 
to take advantage of highly parallelized computer systems. Two fragmentation methods are 
introduced here, and will be discussed further in later chapters. 
The effective fragment potential (EFP) is a sophisticated force field, which obtains 
quantum based parameters from previously computed HF solutions of individual fragment types. 
The internal geometries of the fragments are held rigid. As such, the EFP energy (𝐸lmZ) need 
only describe the inter-fragment interactions. These interactions are separated into five types: 
Coulomb, polarization, exchange-repulsion, dispersion, and charge transfer.  𝐸lmZ = 𝐸nopV + 𝐸qoV + 𝐸@r+@q + 𝐸s.t  + 𝐸nh   (16) 
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The fragment molecular orbital method (FMO) is an embedding method, which is based 
on the assumption that quantum effects, such as charge transfer, dispersion and exchange 
repulsion are local or short-range effects. As such, long range fragment-fragment interactions can 
be approximated by a one-electron Coulomb operator, greatly reducing the computational cost. 
Fragments are individually computed at the quantum level within the Coulomb potential of all 
the other fragments. The n-body FMOn energy expression separates the energy into n-mer 
calculations (monomer, dimer, trimer…). 𝐸muv = 𝐸w +xw (𝐸wy − 𝐸w − 𝐸y) +xwPy (𝐸wyz − 𝐸w − 𝐸y − 𝐸z − (𝐸wy − 𝐸w − 𝐸y) −xwPyPz(𝐸wz − 𝐸w − 𝐸z) − (𝐸yz − 𝐸y − 𝐸z)) +…     (17) 
Truncating the series at the monomer, dimer or trimer level results in the FMO1, FMO2 or 
FMO3 energy, respectfully. 
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CHAPTER 2. MODELING SYSTEMS WITH Π-Π INTERACTIONS USING THE 
HARTREE FOCK METHOD WITH AN EMPIRICAL DISPERSION CORRECTION 
A paper published in the Journal of Physical Chemistry A 
DOI: 10.1021/jp510288k 
Justin A. Conrad and Mark S. Gordon 
 
 
 
Abstract 
The accuracy of the Hartree Fock method with an empirical dispersion correction, HF-
D3, to model interaction energies and locate constrained minimum geometries is tested against 
more conventional correlation methods, such as second order perturbation theory and coupled 
cluster theory, and against the sophisticated effective fragment potential model. HF-D3 was 
applied to substituted-benzene dimers in both sandwich and T-shaped configurations, and to 
DNA base pair complexes in both hydrogen bonded and stacked geometries. Overall, HF-D3 is 
found to be a plausible and cost efficient substitute for higher levels of electronic structure 
theory, such as MP2, in systems with π-π interactions.  
 
Introduction 
Many important noncovalent interactions in bimolecular systems are a result of Van der 
Waals (dispersion) interactions that arise from electron correlation. For example, the π- π 
interactions of base pairs in the stacked structure of DNA and the processes of bimolecular 
recognition are largely due to weak dispersive interactions.1,2,3 Such processes are difficult to 
model due to the weakness of the interaction and shallowness of the potential energy surfaces.4,5 
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An example is the benzene dimer, which has a binding energy of 2-3 kcal/mol in the gas phase.6,7 
High levels of electronic structure theory are generally required to accurately describe 
dispersion,4 but at a high computational cost. For instance, second order Moller-Plesset 
perturbation theory (MP2)8 and coupled cluster (CC) theory,9 scale as O(η5) and O(η7), 
respectively, where η represents the number of basis functions used in the system. Low levels of 
electronic structure theory, such as Hartree-Fock (HF) and most density functionals (DFs) in 
density functional theory (DFT) do not capture dispersion effects due to their use of the mean 
field approximation (independent particle model), but have a lower computational cost, scaling 
as O(η3) - O(η4). 
One solution to this problem of accuracy versus scaling is to add an empirical (-D) 
dispersion correction to the energy obtained with a mean field level of theory (MT): 
     (1) 
Such an empirical correction to the HF energy was first proposed by Hepburn, Scoles and Penco 
in 1975.10 Since 1975, there have been many attempts to accurately approximate dispersion onto 
MTs.11–18 A general form for the dispersion interaction energy from perturbation theory is:11,14,19  
     (2) 
Practical applications of Eq. 2 differ by their choice of damping functions [fn(rAB)], dispersion 
coefficients (CnAB), and the order (n) at which the series is truncated. The series is often truncated 
at n £ 10 and often does not include the odd orders (n = 7, 9) as they average to zero in freely 
rotating species. rAB in eq. 2 is the internuclear distance between atoms A and B.  
 Grimme and co-workers proposed a successful series of empirical atom pair-wise 
dispersion corrections for DFT functionals, denoted -D1, -D2, and -D3.20–22 DFT-D1,2 are both 
EMT −D = EMT − Edisp
Edisp =
CnAB
rABnn=6,7,8...∑AB∑
fn rAB( )
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variants of an atom pairwise sum over C6/R6 potentials.20,21 DFT-D3 differs from its predecessors 
by allowing the addition of higher order even terms (n ≥ 8), as well as a three-body contribution 
to the dispersion energy. In addition, the dispersion coefficients (CnAB) and cutoff radii for the 
damping function in DFT-D3 are computed from first principles. Fractional coordination 
numbers are utilized to interpolate the CnAB values. This method is believed to improve the 
accuracy of CnAB since it allows atoms to account for their chemical environment. Another 
feature of -D3 is the adjustment of only two global parameters. In practice, -D3 is usually 
truncated at the order n = 8, and the three-body term is not used as it overestimates the energy 
contribution of the three-body dispersion interactions in tested systems.22 
Sure and Grimme recently published an implementation of -D3 applied to HF using small 
basis sets, denoted HF-3C.23 By applying an empirical dispersion correction to HF instead of 
DFT, intrinsic double counting of electron correlation and possible dependence on error 
cancelation are avoided, as DFT does intrinsically account for some short range electron 
correlation, whereas HF includes no electron correlation aside from the Fermi hole. Some DFs 
do incorporate longer-range electron correlation affects (e.g., the M06 suite by Zhao and 
Truhlar24–26), such as dispersion. In HF-3C, two additional corrections are used with the -D3 
method. The first corrects for the basis set superposition error (BSSE), and the second is a short-
range correction for basis set deficiencies. Both of these corrections are required to maintain the 
accuracy of the method due to the use of a small basis set. The incorporation of these corrections 
includes additional parameters.23  
In the present investigation, the -D3 method is applied to HF, denoted HF-D3, without 
the two aforementioned additional corrections, with a large Pople basis set. HF-D3 has been used 
before in various applications of electronic structure theory,27–30 and has been benchmarked 
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using small or minimal basis sets.31 In this work, HF-D3 is applied to systems with π-π 
interactions and the resulting interaction energies are compared to conventional correlation 
method calculations, such as MP28 and coupled cluster with singles, doubles, and perturbative 
triples CCSD(T) 9, and the general effective fragment potential (EFP) method.32, 33 
 
Computational Methods 
HF-D3 was implemented using the General Atomic and Molecular Electronic Structure 
System (GAMESS)34,35 software package. HF-D3 calculations were performed with the 6-
311++G(d,p) basis set. The expressions for the -D3 dispersion correction22 (Eq.3) and the 
damping function36 (Eq.4) used are: 
     (3) 
     (4) 
Eq.4 is often referred to as the zero-damping scheme. Another damping scheme, recommended 
by Grimme et al,37 is the Becke and Johnson damping38,39 (not currently available in GAMESS), 
which appears to improve the mean absolute deviation of HF-D3 from benchmarked data on the 
S22 test set.37 In the present work, the scaling factors s6 and sr,8 were set equal to unity and the 
“steepness” parameters, a6 and a8, were set to 14 and 16, respectively, to reduce the error in the 
dispersion correction for typical covalent bond distances, as prescribed by Grimme et al.22 The 
two global parameters, sr,6 and s8, were determined by Grimme to be 1.158 and 1.746, 
respectively, for the HF-D3 method by a standard least-squares error fitting procedure. Note that 
the values of the global parameters for HF-D3 were not reported in ref 22, but were included in 
the 2010 public release of the Grimme -D3 code (dftd3.1.2), which was incorporated into 
Edisp = sn
CnAB
rABnn=6,8∑AB∑
fd ,n rAB( )
fd ,n rAB( ) = 11+ 6(rAB / (sr ,nR0AB ))−αn
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GAMESS. Interaction energies (Eint) are taken to be the difference between the total energy 
(ETotal) of a system and the sum of the monomer energies (Ek). 	
      (5)	
Substituted Benzene Dimers 
The HF-D3 method was applied to benzene and substituted benzene dimers (BD) in the 
sandwich, T-shaped(1) and T-shaped(2) configurations using the MP2/aug-cc-pVTZ optimized 
rigid monomers, as described by Sinnokrot and Sherrill5 (Figure 2.1). The substituted species are 
phenol, toluene, fluorobenzene, and benzonitrile. The C-C and C-H bond lengths for benzene are 
1.3942 Å and 1.0822 Å respectively. Phenol was restricted to CS symmetry so that the hydrogen 
atom on the alcohol group remains in the plane of the ring. Toluene was also restricted to CS 
symmetry so that one hydrogen atom in the methyl group is above the plane of the ring and the 
other two hydrogen atoms are below the plane of the ring. Intermonomer distances (R), defined 
as the distance between the ring centers, were optimized to within 0.05 Å precision. The 
interaction energies were calculated and compared to the estimated CCSD(T)/aug-cc-pVTZ, 
MP2/aug-cc-pVDZ (MP2/accd), and MP2/aug-cc-pVTZ (MP2/acct) data of ref 5, and to the 
corresponding EFP interaction energies.4 Effective fragment potentials (EFPs) are intermolecular 
interaction potentials that are generated from first principles quantum mechanics with no 
empirically fitted parameters.32,33 EFPs have been shown by Flick et al40 to predict 
intermolecular interaction energies to an accuracy that is comparable to that of MP2 for a wide 
variety of interaction types, ranging from hydrogen bonding to Van der Waals interactions. 
The CCSD(T) interaction energies were estimated in ref 5 by assuming that 
improvements to basis set and level of theory are additive. The same procedure has been used 
successfully in many composite methods [e.g. the Pople G341, the W442, and the ccCA-CC(2,3)43 
Eint = ETotal − Ek
k
∑
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composite methods]. The interaction energies in ref 5 were also corrected for possible basis set 
superposition error (BSSE) via the counterpoise-correction of Boys and Bernardi.44 In the 
present work, the dispersion contribution to the HF-D3 interaction energy is also compared to the 
symmetry adapted perturbation theory (SAPT)45 data of ref 5 and the EFP results of ref 4.  
 
DNA Base Pairs 
The HF-D3 method was also applied to (Watson-Crick) hydrogen bonded (_wc) and 
stacked (_s and _s1) DNA base pairs. The geometries used for these calculations were the 
resolution of the identity (RI)-MP2 equilibrium geometries of guanine-cytosine (G•••C_wc and 
G•••C_s, respectively) and adenine-thymine (A•••T_wc and A•••T_s1 respectively), taken from 
the JSCH-2005 benchmark set provided by Jurečka et al.3 [See Figure 2.2 for the notations used 
here.] Interaction energies were calculated and compared to the MP2 and estimated CCSD(T) 
interaction energies from ref 3, and to the EFP interaction energies reported by Smith and 
Gordon.46 The A•••T_wc and A•••T_s1 interaction energies are compared to the CCSD(T) 
results from Takantani et al.47 The estimated CCSD(T) energies used in ref 3 were counterpoise-
corrected for BSSE, and the energies were extrapolated to the complete basis set (CBS) limit by 
a two-point extrapolation scheme.48  
Interaction energy curves (IECs) were calculated by varying the relative positions of the 
two monomers starting from the RI-MP2 equilibrium geometries, keeping the internal 
geometries of each monomer rigid. Four types of IECs were calculated: translation, rotation, 
parallel tilt, and mirrored tilt (Figure 2.2). Translation IECs were calculated by varying the 
distance R between the centers of mass of each monomer at 0.05 Å increments through the 
minima and 0.50 Å increments at larger distances. Rotation IECs were calculated by rotating (by 
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an angle Φ) a single (rigid) monomer about the axis formed by the centers of mass, mostly at 10° 
intervals, with 1º intervals near the RI-MP2 minima.  Tilting IECs were calculated by tilting both 
monomers by the same degree of tilt (α or β) about each respective center of mass at the same 
projected angle (θ) in the planes that are perpendicular to the axis formed by the centers of mass. 
The reference projected angles, θ, of the equilibrium starting geometries are given in Table 2.1. 
Parallel tilting is defined as tilting both monomers by the same degree, α, in the same direction. 
Mirrored tilting is defined as tilting two monomers towards each other (i.e., in opposite 
directions) by the same angle, β. Parallel and mirrored tilting were done in 5° increments. All 
IECs were generated with MP2/6-311++G(d,p) and EFP for comparison. The EFP calculations 
used in this study include the charge transfer term of the interaction energy that was excluded in 
ref 46. EFP interaction energies were generated using the 6-311++G(3df,2p) basis set.  
 
Results and Discussion 
Sandwich Substituted Benzene Dimers 
Table 2.2 reports HF-D3 interaction energies at optimized distances R with the 
corresponding MP2/accd, MP2/acct, and estimated CCSD(T) results of ref 5 and EFP results of 
ref 4. HF-D3 consistently overestimates (more positive) the optimized distances for all BD 
systems, including T-shape (1) and T-shape (2) configurations, by 0.05-0.15 Å, with a mean 
deviation of 0.11 Å for the sandwich BD configurations relative to the estimated CCSD(T) 
minima. For comparison, EFP has a mean deviation of 0.08 Å for the optimized sandwich BD, 
while MP2/accd and MP2/acct both underestimate (less positive) the optimized distances with a 
mean deviation of -0.04 and -0.13 Å, respectively. The HF-D3 interaction energies at optimized 
sandwich BD minima are surprisingly accurate with a maximum absolute deviation of 0.30 
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kcal/mol for benzene-benzene, a minimum deviation of -0.04 kcal/mol for fluorobenzene-
benzene and an average deviation of 0.07 kcal/mol, all with respect to estimated CCSD(T). 
Therefore, HF-D3 interaction energies at the optimized sandwich BD geometries are more 
accurate than MP2/accd, MP2/acct and EFP, which have maximum absolute deviations of 1.44, 
1.81, and 0.86 kcal/mol and average deviations of -1.26, -1.61, -0.60 kcal/mol, respectively. The 
HF-D3 interaction energies are in good agreement with those predicted by estimated CCSD(T), 
with deviations that are less than 0.3 kcal/mol. Both HF-D3 and estimated CCSD(T) predict that 
all interaction energies of substituted benzene-benzene dimers are lower than that of the 
unsubstituted benzene-benzene dimer.  
 
T-shaped(1) Substituted Benzene Dimers 
For the T-shaped(1) BD, HF-D3 overestimates (more positive) the optimized R distances 
with a maximum deviation of  0.15 Å for benzonitrile-benzene, a minimum deviation of 0.05 Å 
for fluorobenzene-benzene and a mean deviation of 0.10 Å, with respect to the estimated 
CCSD(T) values (Table 2.2). Comparatively, EFP and MP2/acct have mean deviations of 0.18 
and -0.10 Å, respectively. The intermolecular distances obtained with the MP2/accd method 
show the best agreement with CCSD(T), with a maximum absolute deviation of 0.05 Å for 
fluorobenzene-benzene and a mean deviation of -0.01 Å. BD HF-D3 interaction energies for the 
T-shaped(1) structures are not as accurate as was observed for the sandwich BD. HF-D3 
consistently overestimates (more negative) the T-shaped(1) interaction energies, with a 
maximum deviation of -0.91 kcal/mol for benzenonitrile-benzene, a minimum deviation of -0.63 
kcal/mol for toluene-benzene and a mean deviation of -0.75 kcal/mol with respect to the 
estimated CCSD(T) interaction energies. The accuracy of the HF-D3 interaction energies is 
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comparable to that of MP2. In comparison, the mean deviations for MP2/acct and MP2/accd 
interaction energies from the estimated CCSD(T) values are -0.84 and -0.56 kcal/mol 
respectively. The EFP interaction energies are closest to the estimated CCSD(T) energies for the 
T-shaped (1) BD, with a maximum absolute deviation of 0.20 kcal/mol for benzene-benzene and 
a mean deviation of 0.07 kcal/mol. HF-D3 agrees with the estimated CCSD(T) interaction 
energies in the sense that the optimized T-shaped(1) BD interaction energies are lower (more 
negative) than the corresponding optimized sandwich BD interaction energies.  
 
T-shaped(2) Substituted Benzene Dimers 
For the T-shaped(2) BD, HF-D3 again over estimates (more positive) the optimized R 
distances with a maximum deviation of  0.11 Å for benzene-benzene, a minimum deviation of 
0.05 Å for toluene-benzene and a mean deviation of 0.08 Å, with respect to the estimated 
CCSD(T) method (Table 2.2). In comparison, the mean deviations obtained with EFP and 
MP2/acct are 0.16 and -0.12 Å, respectively. T-shaped(2) MP2/accd optimized R distances are 
the most accurate compared to the estimated CCSD(T) distances, with a maximum absolute 
deviation of 0.10 Å for toluene-benzene and a mean deviation of -0.03 Å. T-shaped(2) BD HF-
D3 interaction energies are not as accurate as HF-D3 sandwich BD interaction energies. The HF-
D3 method consistently overestimates (more negative) the T-shaped(2) interaction energies with 
a maximum deviation of -0.80 kcal/mol for toluene-benzene, a minimum deviation of -0.71 
kcal/mol for benzene-benzene and a mean deviation of -0.75 kcal/mol, with respect to the 
estimated CCSD(T) interaction energies. Compared to MP2/acct and MP2/accd with mean 
deviations of -0.86 and -0.57 kcal/mol, respectively, for the predicted interaction energies, HF-
D3 interaction energies provide an accuracy that is comparable to that of MP2. T-shaped(2) BD 
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EFP interaction energies are the closest to the estimated CCSD(T) values, with a maximum 
absolute deviation of 0.22 kcal/mol for benzene-benzene and a mean deviation of 0.09 kcal/mol. 
HF-D3 agrees with the estimated CCSD(T) method in that the optimized T-shaped(2) BD 
interaction energies are lower (more negative) than their corresponding optimized sandwich BD 
geometries, except for benzonitrile-benzene. For benzonitrile-benzene, HF-D3 and estimated 
CCSD(T) agree that the interaction energy of the sandwich configuration is lower than that of the 
T-shaped(2) configuration. 
 
Dispersion Component of Interaction Energies 
HF-D3, SAPT and EFP dispersion contributions to the total interaction energy are 
presented in Table 2.3. The geometries in Table 2.3 correspond to an inter-monomer distance of 
3.70 Å for the sandwich BD geometries and 4.90 Å for the T-shaped(1) and T-shaped(2) BD 
geometries. The HF-D3 dispersion interaction energies for the sandwich BD structures are 
consistently slightly smaller in magnitude than those predicted by SAPT, with an average 
deviation of 0.64 kcal/mol. The EFP dispersion interaction energies have an average deviation of 
0.16 kcal/mol relative to SAPT. The HF-D3 dispersion interaction energies for the T-shaped(1) 
BD species are smaller in magnitude than the corresponding SAPT values, with an average 
deviation of 0.12 kcal/mol. EFP has an average deviation of 0.38 kcal/mol relative to SAPT.  The 
HF-D3 and EFP deviations from the SAPT dispersion interaction energies for the T-shaped(2) 
BD species are similarly small, less than 0.5 kcal/mol. So, both HF-D3 and EFP give an 
excellent accounting of the dispersion interaction energies for benzene dimers.  
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DNA Base Pairs Interaction Energies 
Total interaction energies for the DNA base pair systems at the RI-MP2 optimized 
geometries for several levels of theory are reported in Table 2.4. The previous EFP calculations46 
did not include the charge transfer interaction and are denoted EFP*. HF-D3 reproduces the 
estimated CCSD(T) interaction energies for the base pairs very well, with the largest deviation 
being 2.4 kcal/mol. This performance is generally better than that of both MP2 and RI-MP2, not 
quite as good as EFP and slightly better than EFP*. It is also noteworthy that the agreement of 
EFP with estimated CCSD(T) is better when the charge transfer interaction is included. 
 
Interaction Energy Curves 
Some HF-D3/6-311++G(d,p), EFP and MP2/6-311++G(d,p) interaction energy curves for 
the DNA base pair systems are presented in Figures 2.3-2.6. The G•••C_wc HF-D3 and EFP 
IECs (Figure 2.3) both closely follow the MP2/6-311++G(d,p) curves. The HF-D3 G•••C_wc 
IECs tend to be slightly lower (more negative) than the MP2 IECs near minima, but still within 
1-2 kcal/mol of the MP2 interaction energies. The HF-D3 G•••C_wc IECs become higher (more 
positive) than MP2 IECs as the curves move away from the minima, except for the case of the 
translation IECs. For the G•••C_wc translation IECs, HF-D3 and MP2 interaction energies both 
asymptotically approach zero. The A•••T_wc IECs (Figure 2.5) follow similar trends as the 
G•••C_wc curves. The HF-D3 curves closely follow the MP2 A•••T_wc IECs to within 1 
kcal/mol near the energy minima.  
For G•••C_s the MP2 IECs are significantly lower (more negative) than both the HF-D3 
and EFP IECs. This is due to the tendency of MP2 to over bind the stacked geometry, especially 
for larger basis sets.5 This over binding is seen at the stacked RI-MP2 minima in Table 2.4: The 
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MP2/6-311++G(d,p) interaction energy is 5.5 and 6.9 kcal/mol lower than the estimated 
CCSD(T) values for G•••C_s and A•••T_s1, respectively. MP2 also over binds the interaction 
energies of the sandwich BD in ref 5 (Table 2.2). This over binding of MP2 interaction energies 
also occurs in the A•••T_s1 EICs (Figure 2.6). The HF-D3 A•••T_s1 IECs are closer to the EFP 
IECs and are more accurate than MP2 at the RI-MP2 minimum relative to estimated CCSD(T).  
 
Conclusions 
In this investigation the accuracy of the Hartree Fock method with an empirical 
dispersion correction, HF-D3, was tested using a basis set appropriate for correlation methods.  
HF-D3 interaction energies, dispersion contributions to the interaction energy and constrained 
minimum energy geometries of p-interacting systems were compared to those predicted by MP2, 
SAPT, and a sophisticated model potential method, EFP, with respect to estimated CCSD(T) 
benchmarks. HF-D3 models interaction energies and constrained minimum energy geometries 
that are in good agreement with higher levels of theory, including the estimated CCSD(T) 
benchmarks. For benzene dimers (BD), HF-D3 calculated minimum energy geometries along 
constrained optimizations are within 0.05-0.15 Å of the estimated CCSD(T) benchmark minima, 
comparable in accuracy to EFP and MP2. The HF-D3 BD interaction energies at the optimized 
minima are within 0.04-0.91 kcal/mol of the estimated CCSD(T) benchmark minimum energies. 
The ability of HF-D3 to accurately model interaction energies is comparable to that of EFP and 
MP2 in systems with relatively small dispersion contributions to the interaction energy, such as 
the hydrogen-bonded base pairs and T-shaped BD systems tested in this investigation. The 
accuracy of HF-D3 for interaction energies is comparable to that of EFP and better than MP2 for 
 	
22 
systems with large dispersion contributions, such as π-π stacking complexes, in which MP2 is 
known to over bind.5  
The findings in the present work are consistent with those found by Pruitt et al,29 who 
found that the HF-D3 method is able to reproduce relative energies with an accuracy comparable 
to MP2 on argon and water clusters. It was noted that HF-D3 performed better for systems for 
which short to medium range correlation effects are less important, such as argon clusters and 
benzene dimer.29 
For the systems tested in the present work, the HF-D3 dispersion contribution to the 
interaction energy is comparable in accuracy to both SAPT and EFP. It is concluded that the HF-
D3 model is a reasonable choice for calculating interaction energies of chemical systems with π-
π interactions near local energy minima and is a plausible, cost efficient replacement for MP2 for 
such systems. 
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Table 2.1   Projected angles of DNA base pairs at RI-MP2 equilibrium geometries. Projected 
angles for the methyl carbon atom of thymine and amine nitrogen atom of adenine are given by 
θ1 and θ2, respectively. Projected angles for the amine nitrogen atoms of guanine and cytosine 
are given by θ1 and θ2, respectively.  
 
 θ1  θ2 
G•••C_wc  194.57°  3.82° 
G•••C_s 354.10°  135.91° 
A•••T_wc 0.95°  357.84° 
A•••T_s1 101.29°  234.84° 
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Table 2.2   Interaction energies (Eint) for the Sandwich, T-Shaped(1), and T-shaped(2) configurations of 
substituted benzene dimer Structures at optimized inter-monomer distances (R).  
 
    Sandwich  T-shaped(1)  T-shaped(2) 
X   Method   R(Å)  Eint(kcal/mol)    R(Å)  Eint(kcal/mol)    R(Å)  Eint(kcal/mol)   
H  est. CCSD(T)/aug-cc-pVTZ a  3.90 -1.80  4.99 -2.62  4.99 -2.62 
  MP2/aug-cc-pVDZ a  3.80 -2.90  5.01 -3.16  5.01 -3.16 
  MP2/aug-cc-pVTZ a  3.70 -3.26  4.89 -3.46  4.89 -3.46 
  EFP b  3.95 -2.19  5.15 -2.42  5.15 -2.42 
    HF-D3/6-311G++(d,p)   4.00 -1.50   5.10 -3.33   5.10 -3.33 
OH  est. CCSD(T)/aug-cc-pVTZ a  3.80 -2.19  5.00 -2.58  5.00 -2.67 
  MP2/aug-cc-pVDZ a  3.70 -3.40  5.00 -3.14  4.95 -3.23 
  MP2/aug-cc-pVTZ a  3.60 -3.75  4.90 -3.42  4.90 -3.52 
  EFP b  3.90 -2.72  5.15 -2.54  5.15 -2.45 
    HF-D3/6-311G++(d,p)   3.95 -2.08   5.10 -3.25  5.05 -3.43 
CH3  est. CCSD(T)/aug-cc-pVTZ a  3.80 -2.27  5.00 -2.55  5.00 -2.95 
  MP2/aug-cc-pVDZ a  3.70 -3.58  5.00 -3.11  4.90 -3.60 
  MP2/aug-cc-pVTZ a  3.65 -3.96  4.90 -3.39  4.80 -3.89 
  EFP b  3.90 -2.78  5.20 -2.47  5.15 -2.95 
    HF-D3/6-311G++(d,p)   3.95 -2.03   5.10 -3.18   5.05 -3.75 
F  est. CCSD(T)/aug-cc-pVTZ a  3.80 -2.29  5.00 -2.77  5.00 -2.38 
  MP2/aug-cc-pVDZ a  3.70 -3.50  4.95 -3.35  5.00 -2.87 
  MP2/aug-cc-pVTZ a  3.70 -3.81  4.90 -3.61  4.90 -3.19 
  EFP b  3.90 -3.02  5.15 -2.79  5.20 -2.30 
    HF-D3/6-311G++(d,p)   3.90 -2.33   5.05 -3.59   5.10 -3.15 
CN  est. CCSD(T)/aug-cc-pVTZ a  3.80 -3.05  4.90 -3.25  5.00 -2.20 
  MP2/aug-cc-pVDZ a  3.70 -4.49  4.90 -3.79  5.00 -2.82 
  MP2/aug-cc-pVTZ a  3.60 -4.86  4.80 -4.11  4.90 -3.08 
  EFP b  3.85 -3.91  5.15 -3.20  5.15 -2.23 
  HF-D3/6-311G++(d,p)  3.85 -3.30  5.05 -4.16  5.10 -2.92 
  
a MP2 and estimated CCSD(T) results taken from ref 5. b EFP results taken from ref 4. 
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Table 2.3   Dispersion Energy Contributions (kcal/mol) at Fixed Intermonomer Distances 
(R) for Sandwich, T-Shaped(1), and T-shaped(2) Substituted Benzene Dimer Structuresa 
 
  Sandwicha  T-shaped(1)b  T-shaped(2)b 
X   SAPT c EFP d HF-D3   SAPT c EFP d HF-D3   SAPT c EFP d HF-D3 
H  -6.53 -6.38 -5.88  -4.37 -3.83 -4.22  -4.37 -3.83 -4.22 
OH  -6.72 -6.55 -6.11  -4.37 -4.07 -4.22  -4.41 -3.86 -4.31 
CH3  -7.19 -7.03 -6.46  -4.46 -4.16 -4.24  -4.59 -4.26 -4.47 
F  -6.49 -6.31 -5.93  -4.22 -3.92 -4.20  -4.30 -3.92 -4.24 
CN  -7.01 -6.87 -6.38  -4.29 -3.83 -4.22  -4.53 -4.20 -4.43 
 
a Intermonomer distances are 3.70 Å for sandwich geometries and b 4.90 Å for T-shaped 
geometries. c SAPT results taken from ref 5. d EFP results taken from ref 4. 
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Table 2.4   Interaction Energies of DNA Base Pair Complexes at Optimized RI-MP2 
Geometries. Energies are in kcal/mol. 
 
Method  G•••C_wc  G•••C_s A•••T_wc A•••T_s1 
RI-MP2/aug-cc-pVDZ a  -28.7 -18.5 -14.8 -13.1 
RI-MP2/aug-cc-pVTZ a  -30.4 -20.0 -16.1 -14.4 
RI-MP2/aug-cc-pVQZ a  -31.1 -20.5 -16.5 -14.8 
EFP* c  -30.4 -20.6 -14.0 -10.7 
EFP d  -33.7 -21.7 -16.2 -11.5 
MP2/6-311++G(d,p)  -30.6 -24.5 -16.4 -18.6 
HF-D3/6-311++G(d,p)  -32.1 -21.4 -16.2 -13.3 
est. CCSD(T) a  -32.1 -19.0 -16.7 b -11.7 b 
 
a CBS estimated CCSD(T) energies, RI-MP2 energies and optimized base pair geometries 
taken from ref 3, b except for A•••T_wc and A•••T_s1 CBS CCSD(T) data were taken from 
ref 47. c EFP* energies taken from ref 46. d EFP energies include charge transfer terms that 
are excluded in ref 46. 
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Figure 2.1   Substituted Benzene Dimer Geometries (X=H, OH, CH3, F, CN). Monomers 
geometries are rigid and optimized at the MP2/aug-cc-pVTZ level of theory, as described in 
reference 4.  
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Figure 2.2   DNA Base Pair Geometries. Hydrogen bonded and stacked adenine-thymine 
[A•••T_wc (A) and A•••T_s1 (C), respectively] and guanine-cytosine [G•••C_wc (B) and 
G•••C_s (D), respectively] base pair structures; RI-MP2 equilibrium geometries are from the 
JSCH-2005 benchmark set of ref 3. R is the distance between the centers of mass. Φ is the 
monomer degree of rotation about the axis formed by the centers of mass. α and β are 
degrees for parallel and mirrored tilt, respectively, at the angle θ. θ is a projected angle on the 
planes that are perpendicular to the centers of mass axis at each respective center of mass. 
Atoms are colored white: hydrogen, black: carbon, blue: nitrogen, and red: oxygen. 
  
 	
33 
 
 
Figure 2.3.   G•••C_wc Interaction Energy Curves 
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Figure 2.4   G•••C_s Interaction Energy Curves  
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Figure 2.5   A•••T_wc Interaction Energy Curves  
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Figure 2.6   A•••T_s1 Interaction Energy Curves 
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CHAPTER 3. PROTON TRANSFER IN 1,2,4-TRIAZOLIUM DINITRAMIDE: 
EFFECT OF AQUEOUS MICROSOLVATION 
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Abstract 
The gas phase proton transfer process in 1,2,4-triazolium dinitramide (TD) was 
studied using second order perturbation theory to determine how the presence of one and two 
water molecules modify the potential energy surface that connects the ion pair to the neutral 
pair. The presence of one water molecule can introduce small proton transfer energy barriers 
that separate the ion pair from the lower energy neutral pair. These energy barriers are easily 
surmounted. Reaction paths were determined for single proton transfers and double proton 
transfers via one water molecule. In the presence of two water molecules the global 
minimum is an ion pair, as are most of the lower energy local minima. Energy barriers for 
single, double, and triple proton transfers were also found for TD in the presence of two 
water molecules. One TD ion pair structure with two water molecules has no corresponding 
neutral pair energy minimum. A quasi-atomic orbital analysis is used to understand the 
nature of the bonding in the various species studied in this work. 
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Introduction 
1,2,4-Triazolium dinitramide (TD) was synthesized by Hawkins et al.1,2 in an effort 
to discover viable energetic salts for use as propellants. While other candidates in the 
synthesis succeeded toward this goal, (e.g. 4-amino-1,2,4-triazolium dinitramide was found 
to be an energetic ionic liquid,3-7 with a melting point of 20ºC and detonated easily) TD was 
found to be a non-energetic ionic liquid,8-10 with a melting point of 75ºC.1 TD was also 
found to be hygroscopic, being difficult to dry to less than 10% water by weight 
(approximately a 1:1 mole ratio in its driest state).2,11 Due to its less than promising 
energetics, no further study was performed by Hawkins et al. on TD.  
TD was later included in a computational study by Schmidt, Gordon and Boatz12 in 
an effort to learn more about triazolium cation species in energetic ionic liquids, specifically 
examining their heats of formation and the details of their electronic states. In that study, they 
found that if one used a sufficient level of theory, which included dynamic electron 
correlation, in this case second order Moller-Pesset perturbation theory (MP2),13 the gas 
phase dimer (ion pair) of TD was not an energy minimum on the potential energy surface. 
This is not unexpected, as many acid-base ion pairs are not stable outside the presence of a 
solvent. The potential energy surface for the TD dimer goes downhill through a single proton 
transfer to an energy minimum that corresponds to a neutral pair conformation, with no 
energy barrier.12 The gas phase proton transfer to the global energy minimum found by 
Schmidt, Gordon and Boatz is depicted in Figure 3.1.  
TD was investigated again computationally by Li, Boatz and Gordon,14 exploring the 
potential energy surface of the tetramer (two ion pairs). In their study it was found that the 
tetramer is a sufficient size cluster to stabilize the ionic structure as an energy minimum on 
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the potential energy surface. Using coupled cluster theory and MP2, the ionic structure was 
predicted to be the global energy minimum.14 
While TD is known to be hydroscopic, no further study was done on the effects of 
water on the potential energy surface of TD. The present study aims to reveal the effects of a 
small number of water molecules (i.e. “microsolvation”) on the landscape of the potential 
energy surface of the TD cation-anion pair (dimer). A specific goal is to determine the 
minimum number of water molecules necessary to 1) stabilize a separated ion pair as an 
energy minimum and 2) stabilize a separated ion pair as the global energy minimum. 
 
Computational Methods 
To be consistent with the previous results of Schmidt, Gordon and Boatz12 and compare to 
the results of Li, Boatz and Gordon,14 all calculations were performed at the second order 
perturbation (MP2) level of theory with the 6-31++G(d,p) basis set. Calculations were 
performed with the General Atomic and Molecular Electronic Structure Software (GAMESS) 
package.15,16  
For the TD dimer with one water molecule, geometry searches for minima on the potential 
energy surface (PES) were performed by manually positioning optimized monomers (single 
ion or molecule) at hydrogen bonding distances, using the MacMolPlt17 visualization 
software, such that the centers of mass of the monomers formed a linear or triangular shape. 
Structures were then optimized with no symmetry constraints, using the criterion that the 
energy gradient is less than 10-4 Hartree/Bohr.  Similarly, for two-water systems, geometry 
searches were performed from manually positioned starting structures such that the centers of 
mass of the monomers formed a convex quadrilateral shape at hydrogen bonding distances. 
 	
40 
The two water molecules were positioned either adjacent to each other or opposite each 
other. Two water dimer structures were also found by manually positioning a second water 
molecule at a hydrogen bonding distance from a monomer, starting from an energy minimum 
previously found for the TD dimer + one water.  
Hessian calculations were performed at all stationary points found on the PES to obtain zero 
point energies (ZPEs), vibrational modes and 298 K thermal vibrational energies. ZPEs were 
scaled by a factor of 0.9657.18 Diagonalizations of the Hessians were performed to determine 
the nature of the stationary points, either local minima or first order saddle points (transition 
states). Minimum energy paths (MEPs) for reactions were obtained using intrinsic reaction 
coordinate (IRC) calculations, starting from first order saddle points on the PES.19-22   
Atomic electrostatic potentials (ESP) were calculated to estimate molecular and ionic 
charges. ESPs were calculated using a geodesic algorithm, in which electrostatics are 
calculated at a set of points on several fused van der Waals surfaces.23 The sum of the fitted 
atomic charges is constrained to reproduce the total charge of the system (zero charge).  
The endothermicity/exothermicity of reactions was confirmed by single point completely 
renormalized coupled cluster singles, doubles and non-iterative triples [CR-CC(2,3)] energy 
calculations at the MP2 geometries for the lowest energy reaction on the one and two water 
TD dimer PES’s, again using the 6-31++G(d,p) basis.24,25 
To gain insight into the bonding patterns of the neutral and ionic (i.e., separated ion) 
minima, the quasi-atomic orbital (QUAO) analysis developed by Ruedenberg et al.28-31 was 
used to calculate bond orders (BO) and kinetic bond orders (KBO) from the restricted 
Hartree-Fock (RHF) densities. The QUAO analysis provides a semi-quantitative measure of 
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covalent bonding (magnitude of the BO) and bond strengths [magnitude of the (generally 
negative) KBO]. For a detailed description of this method, see references 28-31.  
 
Results and Discussion 
TD without Water Molecules 
As mentioned previously, Schmidt, Gordon and Boatz found that the TD dimer has no energy 
barrier that separates the ion pair from a neutral structure via a single proton transfer at the 
MP2 level of theory. For the sake of comparison to the results that are presented for TD with 
one and two water molecules, a QUAO analysis was performed at the global minimum 
neutral structure found by Schmidt, Gordon and Boatz, as well as at a corresponding ion pair 
structure obtained in the present study by performing a constrained optimization, in which 
the transferring proton is constrained at 1.0Å from N4 on the triazolium ring (see Figure 3.2). 
Figure 3.2 shows two overlapping p-shaped QUAOs, N1C5 and C5N1 (subscript indicates 
direction of orientation), on the triazole ring at the global minimum. The overlap region 
represents the s bond between atoms N1 and C5, N1-C5 s. Figure 3.3 shows an overlay of 
all s bonding and p bonding QUAOs for the global TDN minimum. Figure 3.4 shows an 
overlay of all s bonding and p bonding QUAOs for the corresponding separated ion TDN 
minimum found by constrained optimization. Table S1 in supplementary information shows 
a QUAO analysis for bonds with KBOs that are greater or equal in magnitude than -2.0 
kcal/mol and BOs greater or equal than 0.2 for the structures shown in Figures 3.3 and 3.4. 
Table 3.1 provides a QUAO analysis for orbitals that have significant changes in BO or 
KBO. 
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As the H4 proton transfers from N4 to N6, the character of the N6p QUAO (π subscript 
indicates the p-shaped orbital is oriented perpendicular to the plane of the molecule) changes 
from a nearly symmetric p-shaped orbital to a more s-shaped lone pair-like orbital. This 
change is reflected in its orbital occupation (Occ), which goes from 1.68 to 1.87 (Occ = 2 is a 
non-bonding lone pair), and a decrease in BO and KBO magnitudes for both adjacent p-
bonds: N6-N7 p and N6-N7’ p. Conversely, the character of N6H4 goes from a primarily s-
shaped lone pair orbital to a more p-shaped orbital as it forms a strong s bond with H4. This 
is reflected in changes in the N6H4 Occ, from 1.86 to 1.44, the N6-H4 s bond order, from 
0.39 to 0.85, and the N6-H4 s KBO, from -14.4 to -40.7 kcal/mol. 
As may be seen in Table 3.1, the most dramatic absolute changes in the BOs and KBOs 
occur for the s bonds involved in the proton transfer (N4-H4 s, N6-H4 s). This is not 
unexpected. However, several of the π-bonding orbitals alter significantly as well. The N6-
N7 π and N6-N7’ π KBOs decrease in magnitude by 64% and 38%, respectively. This is 
primarily due to the N6π orbital becoming more s-shaped, reducing the overlap and 
weakening both π bonds. This is also a main driving factor for the rotation of the nitro groups 
upon the weakening of the π bonds. Conversely this nitro group rotation and decrease in 
overlap with N6π facilitates an increase in the overlap of the π bonds between the two oxygen 
atoms on each respective nitro group. This is more significant in O6-O7 π, having an increase 
in magnitude of 42% in the corresponding KBO. 
West et al. have also noted the presence of a weak “long-distance” π-interaction, 
referred to as hyperconjugation, between the oxygen atoms in nitrogen dioxide and the 
carbonate ion.28 Interestingly, this is not the only occurrence of “long-distance” bonding from 
the QUAO analysis of the TD dimer. The oriented QUAOs N4H4 and N6H4 show a small 
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overlap of ~0.2 in BO and a KBO of ~-4 kcal/mol, forming a weak “long-distance” s-
interaction. Though this interaction is neither large nor unexpected, it is interesting to note 
that the QUAO analysis captures this interaction two atoms away as two electronegative 
elements come into close proximity due to a hydrogen bond. 
 
TD with One Water Molecule (TD•H2O) 
Ninety-one stationary points were found on the potential energy surface (PES) for TD with 
one water molecule (TD•H2O): 57 minima and 34 first order saddle points. Coordinates for 
all 91 stationary points are included in Supporting Information (S2-S44). 
Figure 3.5 shows the global minimum found for TD•H2O (structure G’) and some of the low 
lying separated ion potential energy minima found on the PES of TD•H2O. Table 3.2 shows 
reaction energies (Erxn) and activation energies (Eact) for the minimum energy paths (MEPs) 
from the separated ion minima in Figure 3.5 to corresponding neutral minima. The global 
minimum found on the TD•H2O PES (structure G’ in Figure 3.5) is a neutral structure, which 
is formed from the separated ion structure G (Figure 3.5) via a double proton transfer MEP 
through the water molecule. In the GàG’ transition state the water molecule participates in a 
hydronium-like species (see Figure 3.6).  
MEPs that correspond to single proton transfers from the triazolium cation to the dinitramide 
anion were found for structures A, B, D and E in Figure 3.5. Corresponding MEPs of double 
proton transfers from the triazolium cation to the dinitramide anion via the water molecule 
were found for structures C and F-K in Figure 3.5, indicated by the green highlighted 
hydrogen bonds.  
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Structures D, F and H in Figure 3.5, have asterisks next to their relative energies to indicate 
that the energies of these separated ion structures are similar to or lower than their 
corresponding neutral minimum structures. While the global minimum found on the PES for 
TD•H2O is a neutral structure, the presence of a single water molecule does stabilize 
separated ion structures as minima on the PES. A few of these separated ion minima appear 
to be similar or slightly lower in energy than corresponding neutral structures connected by a 
MEP; however, they may not truly be lower in energy, as suggested by the CR-CC(2,3) 
reaction energy for GàG’, which is 3.2 kcal/mol lower than the MP2 reaction energy.  
Bond orders and kinetic bond orders from the QUAO analysis of the three stationary points 
(separated ion minimum, saddle point, neutral minimum) along the MEP from the TD•H2O 
global neutral minimum (G’ in Figure 3.5) to its corresponding ionic minimum (G in Figure 
3.5) are presented in Table S2 in supplementary information. Table 3.3 provides a QUAO 
analysis for orbitals that have significant changes in BO or KBO. 
The atom numbering system is given in Figure 3.6. Figure 3.6 shows an overlay of the s 
bonding QUAOs involved in this double proton transfer at the separated ion, neutral global 
minimum, and the first order saddle point between them. The curve in Figure 3.6 is a two-
dimensional representation of the energy along the MEP for this reaction, calculated via an 
intrinsic reaction coordinate calculation that follows the vibrational mode associated with the 
proton transfers.  
As in the TD dimer, the largest absolute changes in BOs and KBOs occur in the s bonds 
involved in the proton transfers (N4-H4 s, O8-H4 s, O8-H8 s, and N6-H8 s in Table 3.3). 
As the N6H8 QUAO forms a strong bond with H8, N6H8 changes in character from a 
primarily s-shaped lone pair on N6 to a more p-shaped orbital that forms a bond with H8. 
 	
45 
Conversely, the character of N6π changes from a primarily p-shaped character to a more s-
shaped lone pair like orbital. This also changes the BOs and KBOs of the hyperconjugative 
interaction and the π bonding interaction with QUAOs on the nitro groups. These changes 
promote a rotation of the nitro groups as the proton transfer occurs. Since the resulting 
dinitramic acid is nearly planar, some hyperconjugation of N6p with the oxygen atoms in 
both nitro groups is observed, with BOs ~0.2 and KBOs ~ -1 kcal/mol.  
Analysis of the reaction energies and activation energies in Table 3.2 shows that many of the 
proton transfers from the separated ion minima illustrated in Figure 3.5 have low barriers 
separating them from the neutral minima. In fact, many of these barriers disappear if zero 
point energy and thermal vibrational energy at 298K are taken into account. However, a few 
very small barriers (~2 kcal/mol or less) still persist after these corrections. These small 
barriers are not likely to prevent the proton transfers. 
ESP calculations show that charges at the separated ion minima are typically in the range of 
±0.6 and ±0.8 on the triazolium cation and dinitramide anion, respectively, with the water 
molecule having nearly zero charge. This agrees with the findings of Schmidt, Gordon, and 
Boatz for the TD dimer.12 ESP calculations also show that the charge on the H atom being 
transferred is in the range of +0.4 to +0.6. So, the molecules at the neutral minima have 
charges that are typically between 0 and ±0.2. 
 
TD with Two Water Molecules (TD•2H2O) 
One hundred thirty stationary points were found on the potential energy surface (PES) of TD 
with two water molecules (TD·2H2O): 92 minima and 38 first order saddle points. 
Coordinates for all 130 stationary points are included in Supporting Information (S45-S113). 
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Figure 3.7 shows the two approximately degenerate MP2 global energy minima (structures A 
and B) and some of the low lying separated ion energy minima found on the PES of 
TD·2H2O. Reaction energies (Erxn) and activation energies (Eact) for proton transfers starting 
from the structures shown in Figure 3.7 are given in Table 3.4.  
Figures 3.8 and 3.9 both show MEPs that start from the separated ion global minimum 
(structure A in Figure 3.7) and lead to a neutral local minimum, structure A’ in Figure 3.8 
and structure A’H3O+ in Figure 3.9. Figure 3.8 shows the triple proton transfer starting with 
the transfer of H1 from N1 to O8, then H8 moving from O8 to O9, and ending with H9 
moving from O9 to O7. The energy barrier for the reverse reaction, starting from the higher 
energy local minimum is less than 2 kcal/mol. Figure 3.9 shows the MEP that corresponds to 
a single proton transfer of H1 from N1 to O8, resulting in the formation of the local 
minimum A’H3O+ in Figure 3.9. The reverse barrier for the MEP in Figure 3.9 is again less 
than 2 kcal/mol. Both of these reverse barriers disappear when ZPE or 298 K thermal 
vibrational corrections are included, suggesting that the corresponding neutral species do not 
really exist. The same is true for several other reactions whose energetic data are listed in 
Table 3.4: A, B, DN1, EN1, GN1, HN4, IN1, J, JD, K1, and K2. There is no neutral structure that is 
connected to the separated ion structure L in Figure 3.7. The CR-CC(2,3) results confirm that 
the reactions AàA’ and BàB’ are exothermic, so that the separated ions are 
thermodynamically favored relative to the neutral pairs on the TD·2H2O PES. 
The ESP charge distributions in TD·2H2O follow the same patterns as discussed above for 
TD·H2O, with ion charges typically in the range of ±0.6 and ±0.8 on the triazolium cation 
and dinitramide anion, respectively. The water molecule charges are close to zero. The 
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hydrogens being transferred generally have calculated charges in the range of +0.4 to +0.6. 
The neutral species have charges that are typically between 0 and ±0.2. 
The QUAO analysis in Table 3.5 shows changes in the electron density along the triple 
proton transfer (illustrated in Figure 3.8), from the perspective of the s and p bonding 
QUAO pairs. For an extended QUAO analysis see Table S3 in supplementary information. 
Table 3.5 gives the BOs and KBOs of the bonds of interest and the occupations of the QUAO 
pair forming the bond at the separated ion minimum, the first order saddle point and the 
neutral minimum. Atom numbers correspond to those in Figure 3.8. Changes in the strong 
N1-H1s, O8-H8 s and O9-H9 s bonds into weaker hydrogen bonds can be seen in Table 3.5 
as the BOs decrease from ~0.9 to ~0.3 and the KBOs decrease in magnitude from ~-45 
kcal/mol to ~-10 kcal/mol. Concomitantly, as expected, the occupations of the N1H1, O8H8 
and O9H9 QUAOs change from ~1.5 to ~1.9, essentially becoming lone pairs.  
The opposite changes occur for the weak O8-H1 s, O9-H8 s and O7-H9 s hydrogen bonds, 
all of which transform into strong s bonds: The corresponding BOs increase from ~0.3 to 
~0.8 and the KBOs increase in magnitude from ~-10 kcal/mol to ~-45 kcal/mol. 
Concomitantly, the occupations of O8H1, O9H8 and O7H9 decrease from ~1.9 to ~1.5.  
In both paths illustrated in Figures 3.8 and 3.9, weak “long range” bonding can be observed, 
as may be seen in Tables 3.5 and 3.6. Examples of hyperconjugation, or “long range” p 
bonds, is again observed in the triazole ring and in the nitro groups of dicyanamide: N1-N4 
p, N6-O6 p, N6-O7 p, N6-O7’ p, O6-O7 p and O6’-O7’ p. Examples of weak “long range” s 
bonds are again observed between electronegative elements across a hydrogen bond: N1-O8 
s, O6-O8 s, O7-O9 sigma and O8-O9 s. An extended QUAO analysis along the stationary 
points indicated in Figure 3.9 see Table S4 in supporting information. 
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Figure 3.8 also depicts a change in the orbital character of O7H9 as the O6-H9 s hydrogen 
bond breaks and the O7-H9 s bond forms. On atom O6, the O6H9 QUAO changes from 
mixed s/p character to a predominately p character, in-plane p orbital. Concurrently the 
mixed s/p lone pair on O6 becomes more s-like in character, resulting in an s-shaped lone 
pair as H9 moves away. The QUAOs on O7 have the opposite changes, with an in-plane p 
orbital changing to s/p mixed character (O7H9) as the O7-H9 s bond forms. Meanwhile, the 
s-shaped lone pair on O7 changes into a mixed s/p-shaped orbital, orienting away from the 
O7-H9 s bond. 
Figure 3.10 depicts the MEP for a double proton transfer from structure B (Figure 3.7) to B’, 
and an overlay of the s bonding QUAOs along the proton transfers at key points on the MEP. 
The reaction path for B àB’ differs from that for G àG’ in Figure 3.6 in that the double 
proton transfer is carried out via the water molecule hydrogen bonding to O7 (H4-O8 s and 
H8-O7 s in Table 3.7), instead of the water molecule hydrogen bonded to N6. The hydrogen 
bond H9-N6 s does not undergo a proton transfer, but it holds the N6H9 QUAO in its s-
shaped character. Consequently, the N6p QUAO does not change in character, thereby 
keeping the N7’ nitro group from rotating. As in the A àA’ reaction, the reverse barrier for 
B’ à B disappears after ZPE and 298 K thermal vibrational corrections, so that B’ is not a 
true minimum on the TD•2H2O PES. 
Similar to the AàA’ reaction, “long range” bonding can be observed in Table 3.7 for 
the BàB’ reaction. Examples of hyperconjugation, or “long range” p bonds, are again 
observed in the triazole ring and in the nitro groups of dicyanamide: N1-N4 p, N6-O6 p, N6-
O7 p, O6-O7 p and O6’-O7’ p. Examples of two weak “long range” s bonds are again 
observed between electronegative elements across a hydrogen bond: N4-O8 s and O7-O8 s. 
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For an extended QUAO analysis along the structures indicated in Figure 3.10 see Table S5 in 
supplementary information. 
 
Summary 
This study examines the microsolvation effects on the potential energy surface (PES) of 
water molecules on the 1,2,4-triazolium dinitramide (TD) ion pair.  
The presence of one water molecule can stabilize ion pair structures as energy minima on the 
PES, although the neutral structure, formed by a proton transfer from the cation to the anion, 
is the global minimum. Energy analyses of the stationary points show that the neutral 
structures are generally lower than or similar in energy to the corresponding separated ionic 
minimum energy structure. After zero point energy (ZPE) corrections and thermal-
vibrational energy corrections at 298K are included, many of the barriers that connect the 
separated ion structures to the neutral structures disappear, suggesting that the separated ion 
species are not true minima on the potential energy surface. There are a few very small (~2 
kcal/mol) separated ion à neutral barriers; however, it is unlikely that the separated ion 
species are stable. 
When two water molecules are present, the lowest energy minima become separated ion 
structures. Local minima are found that correspond to proton transferred neutral species; 
however, most of these neutral structures are separated from their separated ion partners by 
very small barriers that largely disappear upon the addition of ZPE and 298 K thermal 
vibrational corrections.  
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The present work demonstrates, therefore, that the presence of a small number of water 
molecules can stabilize separated ion species on the potential energy surface of just one 
cation-anion pair as effectively as the introduction of a second cation-anion pair.14 
Atomic electrostatic potential (ESP) calculations show that the transferring hydrogen atoms 
have charges between +0.4 and +0.6. The calculated ESP also suggest that the ions have 
charges in the range ±0.6 to ±0.8. This is consistent with the findings of Schmidt, Gordon 
and Boatz for the TD dimer.12 
The quasi-atomic orbital (QUAO) analysis provides insight into the nature and 
transformations of the electron density and atomic bonding of TD, TD•H2O and TD•2H2O. 
The analysis demonstrates the progression of the proton transfer reactions: strong s bonds 
weakening to hydrogen bonds and hydrogen bonds strengthening to strong s bonds. The 
QUAO analysis also captures the essence of weak “long-range” bonding: hyperconjugation 
of p bonds separated by two atoms. This long-range interaction appears to be a strong driving 
factor in the orientation of the nitro groups on dinitramide. It is likely that these long-range 
interactions, which increase in number as the number of water molecules in the system 
increases, together with the increasingly strong hydrogen bonding network provided by the 
water molecules are responsible for the observed stabilization of the separated ion structures.  
 
Supporting Information 
Atomic coordinates of TD•H2O minima (S2-S28), atomic coordinates of TD•H2O first order 
saddle points (S29-S44), atomic coordinates of TD•2H2O minima (S45-S93), atomic 
coordinates of TD•2H2O first order saddle points (S94-S113), QUAO analysis of structures 
in Figures 3.3 and 3.4 (Table S1), QUAO analysis of structures in Figure 3.6 (Table S2), 
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QUAO analysis of structures in Figure 3.8 (Table S3), QUAO analysis of structures in Figure 
3.9 (Table S4), and QUAO analysis of structures in Figure 3.10 (Table S5) 
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Table 3.1   QUAO analysis for TD dimer at the neutral global energy minimum and its 
corresponding separated ion structure, see Figures 3.3 and 3.4, respectively. QUAOs are 
listed as overlapping pairs that form s or p bonds. Subscripts indicate direction of orientation 
of p-shape QUAOs, either towards the indicated atom, perpendicular to the molecule (p) or 
horizontally aligned with the molecule (p’). Occupations and bond orders (BO) from the first 
order density matrix indicate occupancy of the QUAO and their overlaps, respectfully. 
Kinetic bond orders (KBO), given in kcal/mol, are indicative of bond strength. 
 
Ion. Neut. Ion. Neut.
N1 - N2 σ N1 N2 , N2 N1 1.10 , 0.90 1.09 , 0.90 0.98 0.98 -61.0 -61.1
N1 - N2 π N1 π , N2 π 1.53 , 1.24 1.56 , 1.26 0.41 0.42 -8.7 -8.9
N1 - N4 π N1 π , N4 π 1.53 , 1.46 1.56 , 1.31 0.25 0.26 -1.7 -2.1
N1 - C5 σ N1 C5 , C5 N1 0.84 , 1.18 0.84 , 1.20 0.97 0.96 -59.2 -58.3
N1 - C5 π N1 π , C5 π 0.84 , 1.53 0.92 , 1.56 0.67 0.62 -15.4 -14.2
N1 - H1 σ N1 H1 , H1 1.35 , 0.66 1.33 , 0.67 0.93 0.93 -42.1 -42.6
N2 - C3 σ N2 C3 , C3 N2 1.13 , 0.87 1.15 , 0.87 0.98 0.97 -58.8 -58.0
N2 - C3 π N2 π , C3 π 1.24 , 0.92 1.26 , 0.95 0.81 0.78 -19.9 -19.5
C3 - N4 σ C3 N4 , N4 C3 1.19 , 0.82 1.15 , 0.86 0.96 0.97 -57.5 -57.6
C3 - N4 π C3 π , N4 π 1.46 , 0.92 1.31 , 0.95 0.53 0.56 -11.3 -12.5
C3 - H3 σ C3 H3 , H3 1.22 , 0.78 1.19 , 0.82 0.96 0.97 -38.2 -38.7
N4 - C5 σ N4 C5 , C5 N4 0.85 , 1.15 0.89 , 1.11 0.97 0.98 -58.4 -59.2
N4 - C5 π N4 π , C5 π 0.84 , 1.46 0.92 , 1.31 0.64 0.70 -14.5 -16.6
N4 - H4 σ N4 H4 , H4 1.49 , 0.63 1.86 , 0.65 0.82 0.36 -45.2 -11.5
N4 - N6 σ N4 H4 , N6 H4 1.49 , 1.86 1.86 , 1.44 0.23 0.22 -4.4 -3.9
C5 - H5 σ C5 H5 , H5 1.25 , 0.75 1.21 , 0.80 0.95 0.96 -38.1 -38.7
H4 - N6 σ H4 , N6 H4 0.63 , 1.86 0.65 , 1.44 0.39 0.85 -14.4 -40.7
N6 - N7 σ N6 N7 , N7 N6 0.94 , 1.14 0.97 , 1.12 0.95 0.94 -59.0 -54.7
N6 - N7 π N6 π , N7 π 1.68 , 1.01 1.87 , 1.04 0.43 0.23 -9.1 -3.3
N6 - O7 π N6 N7 , O7 π' 0.94 , 1.92 0.97 , 1.92 0.20 0.21 -2.1 -1.8
N6 - O7 π N6 π , O7 π 1.68 , 1.53 1.87 , 1.47 0.28 0.17 -2.3 -0.7
N6 - N7' σ N6 N7' , N7' N6 0.94 , 1.15 0.99 , 1.12 0.94 0.93 -57.6 -53.3
N6 - N7' π N6 π , N7' π 1.68 , 1.02 1.87 , 1.03 0.34 0.25 -6.4 -3.9
N6 - O6' π N6 N7' , O6' π' 0.94 , 1.92 0.99 , 1.91 0.20 0.23 -2.0 -2.4
N7 - O6 σ N7 O6 , O6 N7 1.05 , 0.99 1.05 , 0.99 0.97 0.97 -69.2 -70.9
N7 - O6 π N7 π , O6 π 1.01 , 1.67 1.04 , 1.56 0.57 0.65 -15.1 -17.8
N7 - O7 σ N7 O7 , O7 N7 1.05 , 0.99 1.04 , 1.00 0.98 0.98 -71.3 -71.8
N7 - O7 π N7 π , O7 π 1.01 , 1.53 1.04 , 1.47 0.68 0.71 -19.2 -19.8
N7 - O7 π N7 N6 , O7 π' 0.94 , 1.92 1.12 , 1.92 0.19 0.20 -4.0 -4.1
O6 - O7 π O6 π , O7 π 1.67 , 1.53 1.56 , 1.47 0.40 0.49 -5.0 -7.0
N7' - O6' σ N7' O6' , O6' N7' 1.05 , 1.00 1.05 , 0.99 0.98 0.98 -71.4 -72.0
N7' - O6' π N7' π , O6' π 1.02 , 1.50 1.03 , 1.50 0.70 0.69 -19.6 -19.6
N7' - O6' π N7' N6 , O6' π' 1.15 , 1.92 1.12 , 1.91 0.19 0.23 -3.9 -4.8
N7' - O7' σ N7' O7' , O7' N7' 1.05 , 0.99 1.05 , 0.99 0.97 0.98 -69.6 -71.3
N7' - O7' π N7' π , O7' π 1.02 , 1.61 1.03 , 1.54 0.62 0.66 -16.7 -18.2
N7' - O7' π N7' π , O7' π 1.15 , 1.93 1.12 , 1.91 0.15 0.20 -2.7 -3.9
O6' - O7' π O6' π , O7' π 1.61 , 1.50 1.54 , 1.50 0.44 0.47 -6.0 -6.8
Occupations BO KBO (kcal/mol)
Bond QUAOs Ionic Neutral
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Table 3.2   Activation (Eact) and reaction (Erxn) energies (kcal/mol) of proton transfer 
reactions for TD•H2O, starting from the corresponding separated ion minimum shown in 
Figure 3.5. Reaction GàG’ is illustrated in Figure 3.6. Energy barriers that disappear after 
zero point energy (ZPE) or ZPE+298K temperature corrections are indicated by a minus sign 
(-) under Eact. 
 
  MP2 (CR-CC(2,3))  MP2+ZPE  MP2+ZPE+298K 
Rxn   Eact Erxn   Eact Erxn   Eact Erxn 
A  0.1 -1.2 (-4.4)  - -1.3  - -1.3 
B  1.8 -0.2  - -1.1  - -0.7 
C  4.8    0.03  2.8 -0.8  2.0 -0.7 
D  3.7 3.5  - 1.8  - 2.0 
E  0.01 -2.1  - -1.9  - -1.9 
F  5.3 1.2  2.6 0.1  2.0 0.3 
GàG’  3.7 -7.0  0.7 -7.5  0.1 -7.1 
H  4.0 1.3  1.4 0.1  0.8 0.3 
I  2.5 -1.3  - -2.0  - -1.7 
J  3.5 -6.2  0.5 -6.8  - -6.5 
K  3.9 -0.6  1.0 -1.5  0.5 -1.2 
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Table 3.3   QUAO analysis at the three stationary points (separated ion minimum, saddle 
point, neutral minimum) along the double proton transfer path from a separated ion energy 
minimum G to the global energy minimum G’ on the TD•H2O PES, see Figures 3.5 and 3.6. 
QUAOs are listed as overlapping pairs that form s or p bonds. Subscripts indicate direction 
of orientation of p-shape QUAOs, either towards the indicated atom, perpendicular to the 
molecule (p) or horizontally aligned with the molecule (p’). Occupations and bond orders 
(BO) from the first order density matrix indicate occupancy of the QUAO and their overlaps, 
respectively. Kinetic bond orders (KBO), given in kcal/mol, are indicative of bond strength. 
 
Ion. Sad. Neut. Ion. Sad. Neut.
N1 - N2 σ N1 N2 , N2 N1 1.09 , 0.90 1.09 , 0.91 1.09 , 0.91 0.98 0.98 0.98 -61.2 -61.2 -61.2
N1 - N2 π N1 π , N2 π 1.52 , 1.23 1.53 , 1.24 1.55 , 1.25 0.41 0.42 0.43 -8.6 -8.9 -9.1
N1 - N4 π N1 π , N4 π 1.52 , 1.49 1.53 , 1.41 1.55 , 1.31 0.24 0.25 0.26 -1.7 -1.9 -2.1
N1 - C5 σ N1 C5 , C5 N1 0.85 , 1.18 0.84 , 1.19 0.84 , 1.20 0.97 0.97 0.96 -59.3 -58.9 -58.2
N1 - C5 π N1 π , C5 π 0.83 , 1.52 0.87 , 1.53 0.93 , 1.55 0.68 0.65 0.62 -15.7 -15.0 -14.2
N1 - H1 σ N1 H1 , H1 1.35 , 0.65 1.34 , 0.66 1.33 , 0.67 0.93 0.93 0.93 -41.9 -42.2 -42.5
N2 - C3 σ N2 C3 , C3 N2 1.13 , 0.87 1.14 , 0.87 1.15 , 0.87 0.98 0.98 0.97 -58.9 -58.4 -57.9
N2 - C3 π N2 π , C3 π 1.23 , 0.93 1.24 , 0.95 1.25 , 0.96 0.81 0.80 0.78 -20.0 -19.7 -19.4
C3 - N4 σ C3 N4 , N4 C3 1.19 , 0.82 1.16 , 0.85 1.14 , 0.87 0.96 0.97 0.97 -57.1 -57.4 -57.2
C3 - N4 π C3 π , N4 π 1.49 , 0.93 1.41 , 0.95 1.31 , 0.96 0.51 0.54 0.56 -10.8 -11.7 -12.5
C3 - H3 σ C3 H3 , H3 1.21 , 0.79 1.20 , 0.81 1.19 , 0.82 0.96 0.97 0.97 -38.3 -38.6 -38.7
N4 - C5 σ N4 C5 , C5 N4 0.85 , 1.15 0.87 , 1.13 0.89 , 1.10 0.97 0.98 0.98 -58.7 -59.1 -59.3
N4 - C5 π N4 π , C5 π 0.83 , 1.49 0.87 , 1.41 0.93 , 1.31 0.63 0.66 0.70 -14.1 -15.3 -16.5
N4 - H4 σ N4 H4 , H4 1.46 , 0.63 1.69 , 0.60 1.90 , 0.61 0.85 0.62 0.29 -43.5 -28.8 -7.6
N4 - O8 σ N4 H4 , O8 H4 1.46 , 1.90 1.69 , 1.68 1.90 , -0.87 0.22 0.29 0.18 -4.6 -6.8 -3.0
C5 - H5 σ C5 H5 , H5 1.26 , 0.75 1.23 , 0.78 1.20 , 0.81 0.95 0.96 0.97 -38.0 -38.5 -38.8
H4 - O8 σ H4 , O8 H4 0.63 , 1.90 0.60 , 1.68 0.61 , 1.45 0.36 0.66 0.87 -13.7 -36.9 -49.1
N6 - N7 σ N6 N7 , N7 N6 0.91 , 1.17 0.94 , 1.15 1.00 , 1.11 0.94 0.94 0.93 -54.9 -55.7 -52.6
N6 - N7 π N6 π , N7 π 1.65 , 1.01 1.75 , 1.02 1.87 , 1.03 0.18 0.23 0.24 -1.9 -3.0 -3.7
N6 - O6 π N6 π , O6 π 0.91 , 1.93 0.94 , 1.92 1.00 , 1.91 0.19 0.21 0.24 -1.8 -2.1 -2.4
N6 - N7' σ N6 N7' , N7' N6 0.92 , 1.14 0.92 , 1.15 0.97 , 1.12 0.95 0.95 0.94 -60.6 -58.6 -54.9
N6 - N7' π N6 π , N7' π 1.65 , 1.01 1.75 , 1.01 1.87 , 1.03 0.54 0.42 0.25 -12.1 -8.4 -3.8
N6 - O6' π N6 π , O6' π 1.65 , 1.66 1.75 , 1.63 1.87 , 1.55 0.30 0.24 0.16 -2.2 -1.4 -0.7
N6 - O7' π N6 π , O7' π 1.65 , 1.62 1.75 , 1.54 1.87 , 1.48 0.32 0.27 0.18 -2.9 -2.1 -0.8
N6 - O8 σ N6 H8 , O8 H8 1.90 , 1.46 1.77 , 1.58 1.42 , 1.93 0.16 0.25 0.19 -2.5 -5.5 -3.5
N6 - H8 σ N6 H8 , H8 1.90 , 0.60 1.77 , 0.60 1.42 , 0.64 0.26 0.49 0.87 -6.4 -18.9 -40.8
N7 - O6 σ N7 O6 , O6 N7 1.04 , 1.01 1.05 , 1.00 1.05 , 0.99 0.97 0.97 0.98 -70.8 -70.9 -72.2
N7 - O6 π N7 π , O6 π 1.01 , 1.57 1.02 , 1.56 1.03 , 1.51 0.65 0.66 0.69 -17.7 -18.1 -19.2
N7 - O6 π N7 N6 , O6 π' 1.17 , 1.93 1.15 , 1.92 1.11 , 1.91 0.18 0.19 0.24 -3.5 -3.9 -4.9
N7 - O7 σ N7 O7 , O7 N7 1.04 , 1.01 1.04 , 1.00 1.05 , 0.99 0.98 0.98 0.98 -71.1 -71.0 -71.6
N7 - O7 π N7 π , O7 π 1.01 , 1.48 1.02 , 1.51 1.03 , 1.53 0.71 0.69 0.68 -20.1 -19.1 -18.6
N7 - O7 π N7 N6 , O7 π' 1.17 , 1.93 1.15 , 1.93 1.11 , 1.91 0.17 0.17 0.21 -0.3 -3.2 -4.1
O6 - O7 π O6 π , O7 π 1.57 , 1.48 1.56 , 1.51 1.51 , 1.53 0.47 0.46 0.48 -6.7 -6.4 -7.0
N7' - O6' σ N7' O6' , O6' N7' 1.06 , 0.98 1.05 , 0.99 1.05 , 0.99 0.97 0.97 0.98 -68.8 -69.3 -70.9
N7' - O6' π N7' π , O6' π 1.01 , 1.66 1.01 , 1.63 1.03 , 1.55 0.57 0.60 0.65 -14.8 -15.8 -17.8
N7' - O7' σ N7' O7' , O7' N7' 1.06 , 0.99 1.05 , 0.99 1.05 , 0.99 0.97 0.98 0.98 -69.7 -70.8 -71.6
N7' - O7' π N7' π , O7' π 1.01 , 1.62 1.01 , 1.54 1.03 , 1.48 0.61 0.67 0.70 -16.2 -18.5 -19.5
N7' - O7' π N7' N6 , O7' π' 1.14 , 1.93 1.15 , 1.93 1.12 , 1.92 0.17 0.18 0.20 -3.4 -3.6 -4.1
O6' - O7' π O6' π , O7' π 1.66 , 1.62 1.63 , 1.54 1.55 , 1.48 0.35 0.41 0.48 -4.1 -5.2 -6.9
O8 - H8' σ O8 H8' , H8' 1.39 , 0.61 1.41 , 0.59 1.38 , 0.62 0.92 0.91 0.92 -47.9 -47.2 -48.2
O8 - H8 σ O8 H8 , H8 1.46 , 0.60 1.58 , 0.60 1.93 , 0.64 0.87 0.76 0.30 -48.5 -43.3 -9.6
Occupations BO KBO	(kcal/mol)
Bond QUAOs Ionic Saddle Neutral
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Table 3.4   Activation (Eact) and reaction (Erxn) energies (in kcal/mol) of proton transfer 
reactions for TD•2H2O, starting from the corresponding separated ion minima shown in 
Figure 3.7. Reactions AàA’, AàA’H3O+ and BàB’ are illustrated in Figures 3.8, 3.9 and 
3.10, respectively. Energy barriers that disappear after zero point energy (ZPE) or 
ZPE+298K temperature corrections are indicated by a minus sign (-) under Eact. Subscripts 
N1 and N4 indicate the starting position of the proton being transferred from the 1,2,4-
triazolium cation. Subscripts for structure J indicate the completion of a double (D) or triple 
(T) proton transfer from a hydronium ion-like intermediate. Subscripts for K indicate the 
initial (1) and final (2) steps in double proton transfer reactions via a hydronium ion-like 
intermediate.   
 
  MP2 (CR-CC(2,3))  MP2+ZPE  MP2+ZPE+298K 
Rxn   Eact Erxn   Eact Erxn   Eact Erxn 
AàA’  9.8 8.1 (9.4)  7.5 6.8  - 6.8 
AàA’H3O+  6.3 5.7  - 5.0  - 4.5 
BàB’  6.1 4.3 (5.4)  3.2 3.0  - 3.3 
C  6.3   0.04  3.5 -0.5  2.5 -0.4 
DN1  8.1 5.4  4.9 4.3  - 4.6 
DN4  4.5 1.2  1.9 0.6  1.4 0.9 
EN4  8.7 5.2  5.5 4.1  5.0 4.5 
EN1  6.5 4.8  - 3.3  - 3.7 
FN4  4.9 1.6  2.0 0.6  1.4 1.0 
FN1  11.1 7.6  7.6 6.3  7.3 6.5 
GN4  5.6 2.3  2.8 1.2  2.4 1.9 
GN1  7.9 7.2  - 5.6  - 6.0 
HN4  9.5 7.9  - 7.0  - 7.1 
HN1  7.4 1.6  4.4 0.6  3.7 1.0 
IN4  5.2 0.1  2.3 -0.8  1.4 -0.7 
IN1  5.6 5.3  - 3.4  - 4.0 
J  0.9 0.6  - 0.2  - 0.04 
JD  1.1 0.3  - -0.1  - 0.5 
JT  3.7 -0.6  2.0 -0.7  1.4 -0.1 
K1  1.4 1.2  - 0.5  - 0.4 
K2  1.6 1.6  - 0.4  - 1.0 
L  - 3.1  - 1.8  - 2.4 
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Table 3.5   QUAO analysis along the triple proton transfer path, starting from the separated 
ion global energy minimum on the PES of TD•2H2O (Figures 3.7 and 3.8, structure A). 
QUAOs are listed as overlapping pairs that form s or p bonds. Subscripts indicate direction 
of orientation of QUAOs with p-character, either towards the indicated atom, perpendicular 
to the molecule (p) or horizontally aligned with the molecule (p’). Occupations and bond 
orders (BO) from the first order density matrix indicate occupancy of the QUAOs and their 
overlaps, respectfully. Kinetic bond orders (KBO), given in kcal/mol, are indicative of bond 
strength. Atom numbers are shown in Figure 3.8. 
 
Ion. Sad. Neut. Ion. Sad. Neut.
N1 - N2 σ N1 N2 , N2 N1 1.07 , 0.92 1.02 , 0.97 1.01 , 0.98 0.98 0.98 0.98 -61.5 -60.1 -59.9
N1 - N2 π N1 π , N2 π 1.48 , 1.23 1.30 , 1.22 1.26 , 1.21 0.43 0.46 0.47 -9.2 -10.2 -10.5
N1 - N4 π N1 π , N4 π 1.48 , 1.50 1.30 , 1.56 1.26 , 1.57 0.24 0.25 0.26 -1.7 -2.0 -2.0
N1 - C5 σ N1 C5 , C5 N1 0.85 , 1.17 0.90 , 1.12 0.90 , 1.11 0.97 0.98 0.98 -59.3 -60.1 -60.2
N1 - C5 π N1 π , C5 π 0.85 , 1.48 0.94 , 1.30 0.97 , 1.26 0.70 0.77 0.78 -16.5 -19.2 -19.6
N1 - H1 σ N1 H1 , H1 1.44 , 0.63 1.86 , 0.59 1.90 , 0.60 0.87 0.40 0.30 -43.6 -13.1 -8.4
N1 - O8 σ N1 H1 , O8 H1 1.44 , 1.93 1.86 , 1.53 1.90 , 1.47 0.19 0.23 0.19 -3.8 -4.4 -3.2
N2 - C3 σ N2 C3 , C3 N2 1.12 , 0.88 1.11 , 0.90 1.11 , 0.90 0.98 0.98 0.98 -58.9 -59.3 -59.4
N2 - C3 π N2 π , C3 π 1.23 , 0.95 1.22 , 0.97 1.21 , 0.98 0.81 0.80 0.80 -20.0 -20.1 -20.1
C3 - N4 σ C3 N4 , N4 C3 1.19 , 0.82 1.20 , 0.81 1.21 , 0.81 0.96 0.96 0.96 -57.4 -57.0 -56.9
C3 - N4 π C3 π , N4 π 1.50 , 0.95 1.56 , 0.97 1.57 , 0.98 0.52 0.51 0.51 -11.0 -10.8 -10.8
C3 - H3 σ C3 H3 , H3 1.21 , 0.80 1.19 , 0.81 1.19 , 0.82 0.97 0.97 0.97 -38.5 -38.7 -38.7
N4 - C5 σ N4 C5 , C5 N4 0.84 , 1.16 0.82 , 1.19 0.82 , 1.20 0.97 0.97 0.96 -58.3 -57.4 -57.3
N4 - C5 π N4 π , C5 π 0.85 , 1.50 0.94 , 1.56 0.97 , 1.57 0.61 0.55 0.53 -13.7 -11.8 -11.4
N4 - H4 σ N4 H4 , H4 1.43 , 0.64 1.37 , 0.66 1.35 , 0.67 0.87 0.91 0.92 -43.5 -43.8 -43.9
C5 - H5 σ C5 H5 , H5 1.26 , 0.76 1.20 , 0.81 1.19 , 0.81 0.95 0.97 0.97 -38.9 -38.6 -38.7
H1 - O8 σ H1 , O8 H1 0.63 , 1.93 0.59 , 1.53 0.60 , 1.47 0.31 0.81 0.86 -10.8 -46.7 -49.2
H4 - O6' σ H4 , O6' H4 0.64 , 1.91 0.66 , 1.98 0.67 , 1.98 0.28 0.13 0.10 -8.9 -2.1 -1.4
N6 - N7 σ N6 N7 , N7 N6 0.92 , 1.15 0.91 , 1.13 0.91 , 1.13 0.95 0.96 0.96 -59.8 -62.6 -64.0
N6 - N7 π N6 π , N7 π 1.63 , 1.00 1.54 , 1.02 1.48 , 1.05 0.50 0.65 0.69 -11.2 -15.3 -16.5
N6 - O6 π N6 π , O6 π 1.63 , 1.68 1.54 , 1.66 1.48 , 1.59 0.26 0.38 0.45 -1.6 -3.4 -4.7
N6 - O7 π N6 π , O7 π 1.63 , 1.56 1.54 , 1.76 1.48 , 1.87 0.32 0.32 0.25 -2.9 -2.9 -1.7
N6 - N7' σ N6 N7' , N7' N6 0.91 , 1.17 0.91 , 1.18 0.93 , 1.16 0.95 0.94 0.93 -57.1 -53.2 -52.5
N6 - N7' π N6 π , N7' π 1.63 , 1.01 1.54 , 1.01 1.48 , 1.02 0.31 0.11 0.09 -4.9 -0.7 -0.5
N7 - O6 σ N7 O6 , O6 N7 1.06 , 0.98 1.06 , 0.97 1.06 , 0.97 0.97 0.98 0.98 -68.7 -70.2 -71.9
N7 - O6 π N7 π , O6 π 1.00 , 1.68 1.02 , 1.66 1.05 , 1.59 0.55 0.58 0.63 -14.0 -15.1 -16.7
N7 - O6 π N7 N6 , O6 π' 1.06 , 1.96 1.07 , 1.93 1.06 , 1.91 0.16 0.19 0.23 -2.4 -4.0 -4.9
N7 - O7 σ N7 O7 , O7 N7 1.06 , 0.99 1.07 , 0.99 1.06 , 1.02 0.98 0.97 0.96 -70.7 -67.3 -62.6
N7 - O7 π N7 π , O7 π 1.00 , 1.56 1.02 , 1.76 1.05 , 1.87 0.66 0.48 0.35 -18.3 -12.0 -7.7
O6 - O7 π O6 π' , O7 N7 1.96 , 0.99 1.93 , 0.99 1.91 , 1.02 0.16 0.19 0.23 -1.8 -2.2 -2.6
O6 - O7 π O6 π , O7 π 1.68 , 1.56 1.66 , 1.76 1.59 , 1.87 0.36 0.28 0.23 -4.1 -2.5 -1.6
O6 - H9 σ O6 H9 , H9 1.93 , 0.60 1.99 , 0.57 1.99 , 0.57 0.25 0.05 0.05 -7.0 -0.2 -0.3
O7 - O9 σ O7 H9 , O9 H9 1.93 , 1.45 1.83 , 1.57 1.59 , 1.83 0.02 0.24 0.25 -0.1 -5.9 -6.4
O7 - H9 σ O7 H9 , H9 1.93 , 0.60 1.83 , 0.57 1.59 , 0.57 0.04 0.45 0.75 -0.1 -20.1 -43.5
N7' - O6' σ N7' O6' , O6' N7' 1.05 , 1.00 1.04 , 1.01 1.04 , 1.01 0.97 0.97 0.97 -69.1 -71.0 -71.3
N7' - O6' π N7' π , O6' π 1.01 , 1.64 1.01 , 1.56 1.02 , 1.55 0.59 0.65 0.66 -15.5 -18.0 -18.4
N7' - O7' σ N7' O7' , O7' N7' 1.04 , 1.00 1.04 , 1.01 1.04 , 1.01 0.98 0.98 0.98 -71.7 -71.6 -71.8
N7' - O7' π N7' π , O7' π 1.01 , 1.46 1.01 , 1.47 1.02 , 1.47 0.73 0.72 0.72 -20.4 -20.2 -19.9
O6' - O7' π O6' π , O7' π 1.46 , 1.64 1.47 , 1.56 1.47 , 1.55 0.43 0.48 0.49 -5.6 -6.8 -7.2
O8 - H8 σ O8 H8 , H8 1.47 , 0.59 1.75 , 0.57 1.92 , 0.58 0.86 0.59 0.34 -49.9 -31.3 -12.5
O8 - H8' σ O8 H8' , H8' 1.39 , 0.61 1.41 , 0.60 1.38 , 0.62 0.92 0.91 0.92 -48.7 -47.5 -48.5
O8 - O9 σ O8 H8 , O9 H8 1.47 , 1.94 1.75 , 1.68 1.92 , 1.50 0.18 0.28 0.20 -3.9 -7.2 -4.5
H8 - O9 σ H8 , O9 H8 0.59 , 1.94 0.57 , 1.68 0.58 , 1.50 0.30 0.68 0.84 -10.1 -38.5 -49.1
O9 - H9 σ O9 H9 , H9 1.45 , 0.60 1.57 , 0.57 1.83 , 0.57 0.87 0.78 0.49 -49.6 -45.4 -22.8
O9 - H9' σ O9 H9' , H9' 1.39 , 0.61 1.41 , 0.59 1.39 , 0.61 0.92 0.91 0.92 -48.4 -47.6 -48.2
Bond
Occupations BO KBO	(kcal/mol)
QUAOs Ionic Saddle Neutral
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Table 3.6   QUAO analysis along the single proton transfer path from the separated ion 
global energy minimum on the PES of TD•2H2O (Figure 3.7 and 3.9, structure A) to a 
hydronium-like minimum. QUAOs are listed as overlapping pairs that form s or p bonds. 
Subscripts indicate direction of orientation of QUAOs with p-character, either towards the 
indicated atom, perpendicular to the molecule (p). Occupations and bond orders (BO) from 
the first order density matrix indicate occupancy of the QUAO and their overlaps, 
respectfully. Kinetic bond orders (KBO), given in kcal/mol, are indicative of bond strength. 
 
Ion. Sad. Neut. Ion. Sad. Neut.
N1 - N2 σ N1 N2 , N2 N1 1.07 , 0.92 1.04 , 0.95 1.02 , 0.97 0.98 0.98 0.98 -61.5 -60.8 -60.2
N1 - N2 π N1 π , N2 π 1.48 , 1.23 1.38 , 1.21 1.31 , 1.22 0.43 0.44 0.46 -9.2 -9.7 -10.2
N1 - C5 σ N1 C5 , C5 N1 0.85 , 1.17 0.89 , 1.13 0.90 , 1.12 0.97 0.98 0.98 -59.3 -59.9 -59.9
N1 - C5 π N1 π , C5 π 0.85 , 1.48 0.90 , 1.38 0.94 , 1.31 0.70 0.74 0.76 -16.5 -18.0 -18.9
N1 - H1 σ N1 H1 , H1 1.44 , 0.63 1.69 , 0.60 1.84 , 0.58 0.87 0.63 0.43 -43.6 -29.0 -15.0
N1 - O8 σ N1 H1 , O8 H1 1.44 , 1.93 1.69 , 1.69 1.84 , 1.56 0.19 0.29 0.24 -3.8 -6.6 -4.7
N2 - C3 σ N2 C3 , C3 N2 1.12 , 0.88 1.11 , 0.89 1.11 , 0.90 0.98 0.98 0.98 -58.9 -59.2 -59.3
N2 - C3 π N2 π , C3 π 1.23 , 0.95 1.21 , 0.96 1.22 , 0.97 0.81 0.81 0.80 -20.0 -20.2 -20.1
C3 - N4 σ C3 N4 , N4 C3 1.19 , 0.82 1.21 , 0.81 1.21 , 0.81 0.96 0.96 0.96 -57.4 -57.0 -57.0
C3 - N4 π C3 π , N4 π 1.50 , 0.95 1.55 , 0.96 1.56 , 0.97 0.52 0.51 0.51 -11.0 -10.7 -10.8
C3 - H3 σ C3 H3 , H3 1.21 , 0.80 1.20 , 0.81 1.19 , 0.81 0.97 0.97 0.97 -38.5 -38.5 -38.6
N4 - C5 σ N4 C5 , C5 N4 0.84 , 1.16 0.83 , 1.18 0.82 , 1.19 0.97 0.97 0.97 -58.3 -57.8 -57.5
N4 - C5 π N4 π , C5 π 0.85 , 1.50 0.90 , 1.55 0.94 , 1.56 0.61 0.57 0.55 -13.7 -12.4 -11.9
N4 - H4 σ N4 H4 , H4 1.43 , 0.64 1.37 , 0.65 1.36 , 0.66 0.87 0.91 0.92 -43.5 -43.1 -43.4
C5 - H5 σ C5 H5 , H5 1.26 , 0.76 1.22 , 0.79 1.20 , 0.80 0.95 0.96 0.97 -38.9 -38.3 -38.5
H1 - O8 σ H1 , O8 H1 0.63 , 1.93 0.60 , 1.69 0.58 , 1.56 0.31 0.65 0.79 -10.8 -35.6 -45.0
H4 - O6' σ H4 , O6' H4 0.64 , 1.91 0.65 , 1.99 0.66 , 1.99 0.28 0.10 0.10 -8.9 -1.3 -1.3
N6 - N7 σ N6 N7 , N7 N6 0.92 , 1.15 0.92 , 1.13 0.92 , 1.13 0.95 0.96 0.96 -59.8 -61.8 -62.5
N6 - N7 π N6 π , N7 π 1.63 , 1.00 1.56 , 1.01 1.52 , 1.02 0.50 0.63 0.66 -11.2 -14.5 -15.6
N6 - O6 π N6 π , O6 π 1.63 , 1.68 1.56 , 1.71 1.52 , 1.76 0.26 0.32 0.31 -1.6 -2.5 -2.3
N6 - O7 π N6 π , O7 π 1.63 , 1.56 1.56 , 1.68 1.52 , 1.67 0.32 0.36 0.38 -2.9 -3.5 -3.9
N6 - N7' σ N6 N7' , N7' N6 0.91 , 1.17 0.90 , 1.18 0.91 , 1.18 0.95 0.94 0.94 -57.1 -53.7 -53.0
N6 - N7' π N6 π , N7' π 1.63 , 1.01 1.56 , 1.01 1.52 , 1.01 0.31 0.14 0.11 -4.9 -1.2 -0.7
N7 - O6 σ N7 O6 , O6 N7 1.06 , 0.98 1.06 , 0.97 1.06 , 0.98 0.97 0.97 0.97 -68.7 -68.7 -67.8
N7 - O6 π N7 π , O6 π 1.00 , 1.68 1.01 , 1.71 1.02 , 1.76 0.55 0.52 0.48 -14.0 -13.3 -11.6
N7 - O7 σ N7 O7 , O7 N7 1.06 , 0.99 1.06 , 0.98 1.06 , 0.98 0.98 0.97 0.98 -70.7 -69.7 -70.0
N7 - O7 π N7 π , O7 π 1.00 , 1.56 1.01 , 1.68 1.02 , 1.67 0.66 0.56 0.56 -18.3 -14.8 -14.8
O6 - O7 π O6 π , O7 π 1.68 , 1.56 1.71 , 1.68 1.76 , 1.67 0.36 0.30 0.27 -4.1 -3.0 -2.5
O6 - O8 σ O6 H8' , O8 H8' 1.93 , 1.47 1.91 , 1.49 1.84 , 1.57 0.00 0.18 0.24 0.0 -3.7 -5.6
O6 - H8' σ O6 H8' , H8' 1.93 , 0.61 1.91 , 0.59 1.84 , 0.58 0.00 0.31 0.44 0.0 -10.4 -19.3
O6 - H9 σ O6 H9 , H9 1.93 , 0.60 1.91 , 0.60 1.84 , 0.60 0.25 0.02 0.01 -7.0 0.0 0.0
O7 - H9 σ O7 H9 , H9 1.93 , 0.60 1.94 , 0.60 1.95 , 0.60 0.04 0.22 0.20 -0.1 -6.0 -4.9
N7' - O6' σ N7' O6' , O6' N7' 1.05 , 1.00 1.04 , 1.01 1.04 , 1.01 0.97 0.97 0.97 -69.1 -70.8 -71.1
N7' - O6' π N7' π , O6' π 1.01 , 1.64 1.01 , 1.57 1.01 , 1.56 0.59 0.65 0.66 -15.5 -17.9 -18.2
N7' - O7' σ N7' O7' , O7' N7' 1.04 , 1.00 1.04 , 1.01 1.04 , 1.01 0.98 0.98 0.98 -71.7 -71.6 -71.6
N7' - O7' π N7' π , O7' π 1.01 , 1.46 1.01 , 1.47 1.01 , 1.47 0.73 0.72 0.72 -20.4 -20.1 -20.1
O6' - O7' π O6' π , O7' π 1.46 , 1.64 1.47 , 1.57 1.47 , 1.56 0.43 0.47 0.48 -5.6 -6.7 -6.9
O8 - H8 σ O8 H8 , H8 1.47 , 0.59 1.49 , 0.58 1.51 , 0.57 0.86 0.85 0.83 -49.9 -48.0 -47.6
O8 - H8' σ O8 H8' , H8' 1.39 , 0.61 1.49 , 0.59 1.57 , 0.58 0.92 0.84 0.78 -48.7 -47.4 -44.6
O8 - O9 σ O8 H8 , O9 H8 1.47 , 1.94 1.49 , 1.93 1.51 , 1.91 0.18 0.19 0.20 -3.9 -3.8 -4.3
H8 - O9 σ H8 , O9 H8 0.59 , 1.94 0.58 , 1.93 0.57 , 1.91 0.30 0.32 0.35 -10.1 -10.6 -12.7
O9 - H9 σ O9 H9 , H9 1.45 , 0.60 1.44 , 0.60 1.44 , 0.60 0.87 0.88 0.89 -49.6 -49.2 -49.0
O9 - H9' σ O9 H9' , H9' 1.39 , 0.61 1.39 , 0.61 1.39 , 0.61 0.92 0.92 0.92 -48.4 -48.5 -48.4
Occupations BO KBO	(kcal/mol)
Bond QUAOs Ionic Saddle Neutral
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Table 3.7   QUAO analysis along the double proton transfer path from an ionic global energy 
minimum on the PES of TD•2H2O (Figure 3.7 and 3.10, structure B). QUAOs are listed as 
overlapping pairs that form sigma or pi bonds. Subscripts indicate direction of orientation of 
QUAOs with p-character, either towards the indicated atom, perpendicular to the molecule 
(p) or horizontally aligned with the molecule (p’). Occupations and bond orders (BO) from 
the first order density matrix indicate occupancy of the QUAO and their overlaps, 
respectfully. Kinetic bond orders (KBO), given in kcal/mol, are indicative of bond strength. 
 
Ion. Sad. Neut. Ion. Sad. Neut.
N1 - N2 σ N1 N2 , N2 N1 1.08 , 0.92 1.08 , 0.91 1.08 , 0.91 0.98 0.98 0.98 -61.6 -61.6 -61.6
N1 - N2 π N1 π , N2 π 1.49 , 1.22 1.52 , 1.24 1.53 , 1.25 0.42 0.43 0.44 -9.0 -9.3 -9.4
N1 - N4 π N1 π , N4 π 1.49 , 1.50 1.52 , 1.38 1.53 , 1.32 0.24 0.26 0.26 -1.7 -2.0 -2.1
N1 - C5 σ N1 C5 , C5 N1 0.85 , 1.17 0.85 , 1.18 0.84 , 1.19 0.97 0.97 0.96 -59.2 -58.6 -58.3
N1 - C5 π N1 π , C5 π 0.84 , 1.49 0.90 , 1.52 0.93 , 1.53 0.69 0.66 0.64 -16.0 -15.1 -14.6
N1 - H1 σ N1 H1 , H1 1.39 , 0.64 1.37 , 0.65 1.37 , 0.66 0.90 0.91 0.91 -42.5 -42.8 -43.2
N2 - C3 σ N2 C3 , C3 N2 1.12 , 0.88 1.14 , 0.87 1.14 , 0.87 0.98 0.98 0.98 -58.9 -58.2 -57.9
N2 - C3 π N2 π , C3 π 1.22 , 0.94 1.24 , 0.96 1.25 , 0.97 0.81 0.79 0.78 -19.9 -19.5 -19.3
C3 - N4 σ C3 N4 , N4 C3 1.20 , 0.82 1.16 , 0.85 1.15 , 0.86 0.96 0.97 0.97 -57.3 -57.6 -57.4
C3 - N4 π C3 π , N4 π 1.50 , 0.94 1.38 , 0.96 1.32 , 0.97 0.52 0.55 0.57 -10.9 -12.1 -12.6
C3 - H3 σ C3 H3 , H3 1.21 , 0.80 1.19 , 0.82 1.18 , 0.83 0.97 0.97 0.97 -38.5 -38.7 -38.8
N4 - C5 σ N4 C5 , C5 N4 0.84 , 1.16 0.88 , 1.12 0.89 , 1.11 0.97 0.98 0.98 -58.6 -59.0 -59.1
N4 - C5 π N4 π , C5 π 0.84 , 1.50 0.90 , 1.38 0.93 , 1.32 0.62 0.66 0.68 -14.0 -15.7 -16.3
N4 - H4 σ N4 H4 , H4 1.45 , 0.64 1.76 , 0.60 1.87 , 0.60 0.85 0.54 0.35 -44.0 -22.5 -10.9
N4 - O8 σ N4 H4 , O8 H4 1.45 , 1.91 1.76 , 1.62 1.87 , 1.49 0.21 0.28 0.21 -4.4 -6.3 -4.0
C5 - H5 σ C5 H5 , H5 1.26 , 0.76 1.22 , 0.79 1.20 , 0.81 0.95 0.96 0.96 -38.4 -38.8 -38.9
H4 - O8 σ H4 , O8 H4 0.64 , 1.91 0.60 , 1.62 0.60 , 1.49 0.34 0.73 0.84 -12.9 -42.1 -48.1
N6 - N7 σ N6 N7 , N7 N6 0.93 , 1.13 0.92 , 1.13 0.91 , 1.12 0.96 0.96 0.97 -62.0 -63.6 -64.6
N6 - N7 π N6 π , N7 π 1.61 , 1.01 1.52 , 1.02 1.45 , 1.05 0.59 0.67 0.71 -13.4 -15.9 -17.1
N6 - O6 π N6 π , O6 π 1.61 , 1.66 1.52 , 1.63 1.45 , 1.59 0.34 0.40 0.46 -2.7 -3.9 -4.9
N6 - O7 π N6 π , O7 π 1.61 , 1.68 1.52 , 1.81 1.45 , 1.89 0.33 0.28 0.23 -2.9 -2.2 -1.5
N6 - N7' σ N6 N7' , N7' N6 0.91 , 1.17 0.94 , 1.15 0.96 , 1.14 0.94 0.93 0.93 -53.7 -52.4 -51.4
N6 - H9 σ N6 H9 , H9 1.91 , 0.61 1.93 , 0.61 1.93 , 0.61 0.24 0.20 0.18 -5.8 -4.3 -3.4
N7 - O6 σ N7 O6 , O6 N7 1.06 , 0.97 1.06 , 0.97 1.06 , 0.97 0.98 0.98 0.98 -69.2 -70.3 -71.8
N7 - O6 π N7 π , O6 π 1.01 , 1.66 1.02 , 1.63 1.05 , 1.59 0.58 0.59 0.62 -15.0 -15.6 -16.4
N7 - O6 π N7 O7 , O6 π' 1.07 , 1.93 1.07 , 1.93 1.06 , 1.91 0.18 0.20 0.23 -3.8 -4.1 -4.9
N7 - O7 σ N7 O7 , O7 N7 1.07 , 0.98 1.07 , 0.99 1.06 , 1.02 0.97 0.97 0.96 -68.9 -65.9 -61.9
N7 - O7 π N7 π , O7 π 1.01 , 1.68 1.02 , 1.81 1.05 , 1.89 0.56 0.42 0.31 -14.7 -9.5 -6.3
O6 - O7 π O6 π' , O7 π 1.93 , 0.98 1.93 , 0.99 1.91 , 1.02 0.18 0.20 0.23 -2.1 -2.3 -2.7
O6 - O7 π O6 π , O7 π 1.66 , 1.68 1.63 , 1.81 1.59 , 1.89 0.32 0.25 0.20 -3.4 -2.1 -1.3
O7 - O8 σ O7 H8 , O8 H8 1.92 , 1.46 1.76 , 1.64 1.57 , 1.85 0.16 0.27 0.24 -2.8 -6.7 -5.9
O7 - H8 σ O7 H8 , H8 1.92 , 0.59 1.76 , 0.57 1.57 , 0.57 0.25 0.54 0.77 -7.3 -27.2 -44.1
N7' - O6' σ N7' O6' , O6' N7' 1.04 , 1.01 1.04 , 1.00 1.04 , 1.00 0.97 0.97 0.97 -71.0 -71.3 -71.6
N7' - O6' π N7' π , O6' π 1.01 , 1.55 1.02 , 1.52 1.03 , 1.50 0.67 0.68 0.69 -18.2 -18.8 -19.2
N7' - O6' π N7' N6 , O6' π' 1.17 , 1.93 1.15 , 1.92 1.14 , 1.91 0.18 0.20 0.21 -3.5 -3.8 -4.2
N7' - O7' σ N7' O7' , O7' N7' 1.04 , 1.01 1.04 , 1.01 1.04 , 1.00 0.97 0.97 0.97 -71.3 -71.6 -71.8
N7' - O7' π N7' π , O7' π 1.01 , 1.48 1.02 , 1.48 1.03 , 1.49 0.71 0.71 0.70 -20.2 -19.8 -19.5
N7' - O7' π N7' N6 , O7' π' 1.17 , 1.93 1.15 , 1.92 1.14 , 1.92 0.18 0.20 0.21 -3.4 -3.8 -4.1
O6' - O7' π O6' π , O7' π 1.48 , 1.55 1.48 , 1.52 1.49 , 1.50 0.49 0.50 0.50 -7.1 -7.4 -7.7
O8 - H8' σ O8 H8' , H8' 1.39 , 0.61 1.41 , 0.59 1.39 , 0.61 0.92 0.91 0.92 -48.2 -47.3 -48.1
O8 - H8 σ O8 H8 , H8 1.46 , 0.59 1.64 , 0.57 1.85 , 0.57 0.87 0.71 0.46 -48.7 -40.1 -20.0
O9 - H9' σ O9 H9' , H9' 1.39 , 0.61 1.38 , 0.62 1.38 , 0.62 0.92 0.92 0.92 -48.5 -48.4 -48.3
O9 - H9 σ O9 H9 , H9 1.44 , 0.61 1.42 , 0.61 1.41 , 0.61 0.88 0.89 0.90 -49.5 -49.6 -49.6
Occupations BO KBO	(kcal/mol)
Bond QUAOs Ionic Saddle Neutral
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Figure 3.1   Proton transfer to MP2 global minimum for TD dimer in gas phase. Figure 
constructed from Figures 2,3, and 4 of reference 12.  
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Figure 3.2   The sigma bond between N1 and C5 in the global TD dimer energy minimum of 
1,2,4-triazolium (N1-C5 s) is depicted as the overlap of the two p-like oriented QUAOs 
(N1C5,C5N1). The color of the QUAOs indicates the atom type: yellow/green=carbon, 
red/blue=nitrogen and lobe polarity (red/yellow=positive, blue/green=negative). 
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Figure 3.3   Overlay of the QUAOs involved in strong s bonding (left) or strong p bonding 
(right) of the neutral TD dimer global energy minima structure. The color of the QUAOs 
indicates the atom type: grey=hydrogen, yellow/green=carbon, red/blue=nitrogen, 
cyan/brown=oxygen and lobe polarity (yellow/red/cyan=positive, 
green/blue/brown=negative). 
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Figure 3.4   Overlay of the QUAOs involved in strong s bonding (left) or strong p bonding 
(right), of the separated ion TD dimer structure prior to proton transfer to the global energy 
minimum. N7’ is omitted since it is symmetrically equivalent to N7. The color of the 
QUAOs indicates the atom type: grey=hydrogen, yellow/green=carbon, red/blue=nitrogen, 
cyan/brown=oxygen and lobe polarity (yellow/red/cyan=positive, 
green/blue/brown=negative). 
  
σ Bonding QUAOs π Bonding QUAOs
N1
N2
N4
C3
C5
H1
H3
H5
H4
N1
N2
N4
C3
C5
H1
H3
H5
H4
N6
N7
N7’
O6’
O7’
O6
O7
N6
N7 N7’
O6’
O7’O7
O6
 	
65 
 
Figure 3.5   Lowest energy minimum and separated ion minima of TD•H2O. Relative MP2 
energies (kcal/mol) with ZPE corrections are shown in parentheses. Energies are relative to 
the lowest energy minimum found for TD•H2O (G’). Atom types are designated by color: 
white, hydrogen; black, carbon; blue, nitrogen; red, oxygen. Green dotted lines indicate 
directions of proton transfers. Asterisks (*) indicate that the separated ion minimum is lower 
in energy than a corresponding neutral minimum along a proton transfer reaction path.  
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Figure 3.6   Overlay of QUAOs involved in strong s bonding along the MEP of the double 
proton transfer path on the TD•H2O PES, starting from the separated ion minimum G (left), 
through the potential energy saddle point (middle), to the global neutral minimum G’ (right). 
Colors of QUAOs indicate atom type (grey=hydrogen, red/blue=nitrogen, 
cyan/brown=oxygen) and lobe polarity (red/cyan=positive, blue/brown=negative).  
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Figure 3.7   Lowest energy minimum and separated ion minima of TD•2H2O. Relative MP2 
energies (kcal/mol) with ZPE corrections are shown in parentheses. Energies are relative to 
the lowest energy minimum found for TD•2H2O (structure A). Atom types are designated by 
color: white, hydrogen; black, carbon; blue, nitrogen; red, oxygen. Green dotted lines 
indicate directions of proton transfers found from represented minima. Asterisks (*) indicate 
that the separated ion minimum is lower in energy than a corresponding neutral structure(s) 
along a proton transfer reaction path(s).  
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Figure 3.8   The MEP for the triple proton transfer from the global separated ion energy 
minimum A to a neutral energy minimum on the PES of TD•2H2O, starting from the 
separated ion minimum A (left), through the saddle point (middle), to the neutral local 
minimum A’ (right). Colors of QUAOs indicate atom types (grey=hydrogen, 
red/blue=nitrogen, cyan/brown=oxygen) and lobe polarity (red/cyan=positive, 
blue/brown=negative). Also shown are the QUAOs involved in s or s-like bonding at key 
points along the MEP.  
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Figure 3.9   The MEP for a proton transfer from the global separated ion energy minimum A 
to a hydronium ion-like energy minimum on the PES of TD•2H2O, starting from the 
separated ion minimum A (left), through the saddle point (middle), to the neutral local 
minimum A’H3O+ (right). The color of the QUAOs indicates atom type (grey=hydrogen, 
red/blue=nitrogen, cyan/brown=oxygen) and lobe polarity (red/cyan=positive, 
blue/brown=negative). Also shown are the QUAOs involved in s or s-like bonding at key 
points along the MEP.  
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Figure 3.10   The MEP for a double proton transfer from the separated ion global energy 
minimum to a neutral energy minimum on the TD•2H2O PES, starting from the separated ion 
minimum B (left), through the saddle point (middle), to the neutral minimum B’ (right). 
Color of QUAOs indicates atom type (grey=hydrogen, red/blue=nitrogen, 
cyan/brown=oxygen) and lobe polarity (red/cyan=positive, blue/brown=negative). QUAOs 
involved in s or s-like bonding along the MEP are also shown. 
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CHAPTER 4. IONIC LIQUIDS FROM A FRAGMENTED PERSPECTIVE 
A perspective to be submitted to the Physical Chemistry Chemical Physics 
Justin A. Conrad, Alex Findlater, Shin Ae Kim, and Mark S. Gordon 
 
 
 
Abstract 
The efficacy of using fragmentation methods, such as the effective fragment 
potential, the fragment molecular orbital and the effective fragment molecular orbital 
methods are discussed. The advantages and current limitations of these methods are 
discussed, potential improvements are suggested, and a prognosis for the future is provided. 
 
Introduction 
Ionic liquids (ILs) are an intriguing class of compounds. Belonging to a subset of 
molten ionic salts with melting points near or less than 100 ºC, some ionic liquids have 
melting points below room temperature (room temperature ionic liquids, RTILs). There has 
been much excitement and promise in recent years over the possible applications of ILs, 
some of which have come to fruition.1  For example, there has been considerable success in 
using ILs in carbon dioxide capture processes with an expectation of refrigeration 
applications, as well as syntheses of energetic ionic liquids (EILs) as explosives and as rocket 
fuels.1-4  
Much thought has also been applied to the use of ILs as solvent-free electrolyte 
solutions, in which the solvent is the electrolyte.5,6 A desirable application of this approach is 
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to replace highly volatile organic solvent based electrolyte solutions in dye sensitized solar 
cells with ILs.7,6 
While specific properties can differ considerably among ILs, some important 
properties are their extremely low vapor pressures8,9 (negligible in some ILs) and 
customizability in synthesis by simple choice of anion-cation pairing, or even mixtures of 
anions or cations, sometimes referred to as IL melts.1,6 Many organic precursors to common 
IL cations can also be easily altered by organic synthesis substitution methods as well, 
adding another layer of customizability.1 
The chemistry and physics of ILs result from a balance between attractive and 
repulsive interactions among the ions. There is often large delocalization of charge within the 
ions, and large asymmetric and sterically hindered structures that make crystal lattices 
difficult to form.1,10 Protic ionic liquids have an added complexity regarding how much of 
the IL consists of ions or neutral molecules; that is, the degree of ionicity.11 
With balanced intermolecular interactions, small changes in quantum-based effects 
(such as dispersion or charge transfer) can play important roles in IL properties.12,13 
Therefore, ILs are challenging to model classically, with the more successful force fields 
accounting for polarization and partial charges; some force fields include varying 
charges.13,14 But even sophisticated classical force fields only provide accurate predictions of 
some properties of some ILs and not others. 
Quantum based methods are necessary to model ILs accurately; however, traditional 
quantum methods that incorporate electron correlation (e.g., second order perturbation theory 
(MP2), coupled cluster (CC) theory) are too computationally expensive to model much more 
than small gas phase clusters of ions. The need to combine condensed phase simulations with 
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the accuracy of fully quantum calculations leads to the main focus of this perspective: 
modeling ionic liquids with ab initio based fragmentation methods.15,16 Fragmentation 
methods divide the computation of large chemical systems into smaller, well-defined 
fragments that can be calculated independently with high accuracy. Subsequently, all of the 
individual fragment data is combined in such a way as to retain accuracy for the entire 
system.16 This perspective examines some of the ab initio based fragmentation methods that 
have been used to model ILs, their utility, their limitations, some misconceptions, and some 
discussion on developing future methods for ILs.  
 
Effective Fragment Potential (EFP) Method 
The effective fragment potential (EFP) method is a non-empirical polarizable force 
field generated from first principle quantum mechanics calculations,17,18 and is available in 
the general atomic and molecular electronic structure software (GAMESS) package19,20 and 
the LIBEFP library.21,22 Originally designed as an explicit solvent model, EFPs can be 
generated for any closed shell chemical species as non-covalently bonded fragments. The 
internal geometry of an EFP fragment is held rigid. Therefore, the EFP energy only accounts 
for intermolecular interactions, which are described by five types of potentials: 𝐸lmZ = 𝐸nopV + 𝐸qoV + 𝐸@r+@q + 𝐸s.tq + 𝐸nh   (1) 
The terms in Eq.(1) correspond to Coulomb, polarization, exchange-repulsion, dispersion and 
charge transfer, respectively.13,17  
While the EFP method has been shown to successfully model interaction energies 
with essentially MP223 accuracy in molecular systems, the method has not been widely 
applied to modeling ILs.  
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A benchmark study by Tan and Izgorodina24 compared the EFP method to the 
symmetry adapted perturbation theory method SAPT2+3 for modeling interaction energies 
between various IL ion pairs over several geometric configurations, pairing eight different 
anions with eight different cations that are commonly found in IL compounds. The authors 
noted that there are up to 20% differences between the EFP and SAPT2+3 predicted 
interaction energies, with the charge transfer energy component having the largest percent 
differences. This difference in CT energy was particularly apparent for halide anions 
(chloride and bromide). 
Nebgen et al25 reported the use of EFPs to predict nanostructures in self-assembling 
ILs. In that study, EFP molecular dynamics (MD) simulations with varying concentrations of 
water were performed on ion pairs of three ILs (3-methyl-1- pentylimidazolium cation paired 
with either chloride, nitrate or thiocyanate). Each of the ILs have known and increasing 
levels of self-assembly (gelatinization) in water. Evaluating the short range structural 
ordering among cation, anion and water, the EFP MD radial distribution functions (RDFs) 
and preferred geometric configurations of the anions at the first and second solvation shells 
were compared to small-angle X-ray scattering, wide-angle X-ray scattering, and 1H NMR 
experimental results. The EFP-MD predictions are in good agreement with the experimental 
findings. For thiocyanate, the EFP-MD simulations were able to explain the absence of the 
interaction of the anion with the protons on the imidazolium ring inferred from the 1H NMR 
experiments.25 
Due to the apparent disparity between the two aforementioned studies, it is interesting 
to examine more closely the efficacy of the EFP method for modeling ILs.   
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Consider the terms in Eq.(1) in more detail. The Coulomb term 𝐸nopV in Eq. (1) is 
obtained using the Stone distributed multipolar analysis (DMA), expanded through octopoles 
with expansion points at the atom centers and bond midpoints.26, 27  
The polarization term (𝐸qoV) is represented by the interaction of the induced dipole on 
one fragment with the permanent dipole on another fragment, expressed in terms of the 
dipole polarizability. Although this is just the first term of the polarizability expansion, it is 
robust because the molecular polarizabilities are expressed as distributed tensor sums of 
localized molecular orbital (LMO) polarizability tensors on individual bonds and lone pairs. 
The LMO polarizability tensors are iterated in a self-consistent manner, thereby 
incorporating many body effects.  
The dispersion interaction (𝐸s.tq) can be expressed as an inverse R expansion,  𝐸s.tq = n|L|E        (2) 
where 𝑅 is the intermolecular distance and 𝐶E are coefficients.28 The coefficients 𝐶E (the first 
nonzero term has n = 6) are derived from the LMO dynamic (imaginary frequency) 
polarizability tensors summed over the entire frequency range.29, 30 The dispersion energy 
expression is often truncated at the 𝑅M} term, which corresponds to the dipole 
polarizabilities.31 Higher order terms, such as 𝑅M~ and 𝑅M terms, can be included in addition 
to the explicitly derived 𝑅M} terms.32, 33 In order to avoid a singularity near R =0, an overlap-
based damping function is employed.34 The overlap-based damping function depends on the 
intermolecular distance, so the dispersion interactions are diminished as the overlap 
increases. The overlap-based damping function for 𝐸s.tq does not contain any fitted 
parameters.35, 31  
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The exchange repulsion interaction (𝐸@r+@q) is derived as a power series expansion in 
the intermolecular overlap, truncated at the second order using LMOs.36 When the overlap 
expansion is expressed in terms of frozen LMOs on each fragment, the expansion can 
reliably be truncated at the quadratic term.36 The expression for 𝐸@r+@q requires that each 
EFP carries a basis set.  
The charge transfer interaction 𝐸nh is obtained using second-order perturbation 
theory.37 In the EFP method, charge transfer (CT) is defined as the interaction between the 
valence orbitals of one fragment and the virtual orbitals of another fragment. 
There are several considerations that must be addressed regarding 𝐸nhespecially 
when modeling charged species such as ILs. Of primary importance is working definition of 
the virtual spaces of fragments. Currently there are two options for defining virtual spaces in 
the EFP method: the use of canonical molecular orbitals (CMO) that requires the full virtual 
space as determined by the basis set employed, and the valence virtual orbitals (VVO) that 
require only a subset of the virtual space, as defined by the occupied space. 18,37,38 Since the 
full virtual space increases with the size of the basis set, the computational cost of the CMO 
option increases accordingly. In contrast, the size of the VVO virtual space is determined by 
the number of occupied valence orbitals and is therefore constant. The VVO option is the 
default in GAMESS, but care needs to be taken when using this option. 
The VVOs are generated by projecting the CMOs onto an accurate atomic minimal 
basis set (AAMBS) via a singular value decomposition. The products of this projection are 
the quasi-atomic molecular basis orbitals (QUAMBOs), which can be further classified into 
three distinct orbital spaces: occupied core orbitals, occupied valence orbitals, and valence 
virtual orbitals (VVOs).38,39 The VVO space produced from this projection contains orbitals 
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that resemble the atomic-like anti-bonding orbitals that complement the corresponding 
occupied orbitals. 
By using VVOs, two issues could arise in the CT term for ions. First, it is not certain 
that the VVO approximation is an adequate approach for ionic fragments. Secondly, the 
VVO approximation may not be appropriate for atomic fragments with noble gas electronic 
states (e.g. halides), since the VVO space would be null for atomic systems with noble gas 
electronic states (i.e. their s+p blocks are already full). Therefore, the CT energy for halide 
anions will be zero, as they would have no VVO space. So, CT energies for halide anions 
should use the full CMO virtual space.  
Another consideration for the CT energy is the basis set used for generating the 
orbitals. It was demonstrated in the first paper that introduced the general EFP method that 
the smallest basis set that should be used with this method is 6-31++G(d,p), in order to obtain 
consistently acceptable results.40 Furthermore, the 6-311++G(3df,2p) basis set41-43 is highly 
recommended for the greatest accuracy compared to SAPT results.44, 45 Finally, note that 
because effective fragment potentials are generated using Hartree-Fock (HF) and time-
dependent HF calculations, the Pople basis sets are strongly recommended. It is well known 
that the correlation consistent basis sets used to generate the EFPs by Tan and Izgorodina24 
are not reliable for HF calculations and should therefore not be used to generate EFPs.  
Reevaluating the EFP CT energy terms with the recommended 6-311++G(3df,2p) 
basis set over the all ion pair configurations explored by Tan and Izgorodina,24 calculated 
with the CMO and VVO approximations, produces the results in Table 4.1. The results in 
Table 4.1 demonstrate that the EFP method does have difficulty modeling halide anions, 
even with the appropriate CMO virtual space, unless the recommended EFP basis set is used. 
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Excluding halides, on average the EFP method performs acceptably well, especially with the 
recommended basis set, compared to SAPT2+3 with nearly 1 kcal/mol accuracy for the 
larger ions [1-alkyl-3-methylimidizolium (CnMIM) cations, N-alky-N-methylpyrodinium 
(CnMPyr) cations, and “typical” ionic liquid anions (TILA: tetrafluoroborate, dicyanamide, 
mesylate, bis{(trifluoromethyl)sulfonyl}amide, hexafluorophosphate, and tosylate] with the 
6-311++G(3df,2p) basis and the VVO virtual space. However, using the full CMO space 
with the same basis set provides much better accuracy. 
 
Table 4.1. The average difference and standard deviation in EFP charge transfer energies 
relative to the SAPT2+3 reference for > 180 ion pair configurations from reference 24, using 
four different basis sets. Energies are in kcal/mol.  
 
 
aSAPT2+3 , EFP/ACCD and EFP/ACCT data taken from reference 24 
 
Another limitation of EFP, also noted by Nebgen et al,25 is the internal rigidity of 
EFP fragments that in reality should have some torsional motions. Part of the success of 
Nebgen et al25 in modeling ions as fragments can be attributed to their implementation of the 
recently reported mEFP (macromolecule EFP) method introduced by Slipchenko et al46, 
which allows the fragmentation of a macromolecule into smaller “bonded” EFP fragments. 
By using mEFP, some of the lost degrees of freedom can be reincorporated into the modeling 
of a macromolecule. Nebgen et al.25 modeled the imidazolium cation as two fragments: the 
long alkyl chain and the five-membered ring with the methyl group. The fragmentation was 
0.239006
Cations Anions
CMO CMO
CnMIM TILA 1.2 ± 0.4 0.7 ± 0.5 -0.4 ± 1.7 1.1 ± 0.4 -0.6 ± 1.9 1.2 ± 0.3
CnMIM Halide -0.9 ± 5.5 4.1 ± 3.0
CnMPyr TILA 1.3 ± 0.5 0.4 ± 0.4 0.1 ± 1.0 1.1 ± 0.5 0.0 ± 1.2 1.2 ± 0.4
CnMPyr Halide 1.4 ± 1.1 1.2 ± 2.1
All All 1.3 ± 0.5 0.6 ± 0.4 -0.1 ± 2.5 1.1 ± 0.5 0.6 ± 2.5 1.2 ± 0.4
VVO VVO CMO VVO CMO VVO
ACCDa ACCTa 6-311++G(3df,2p) 6-311++G(d,p)
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accomplished by neglecting interactions between bonded fragments and by using classical 
harmonic potentials for the covalent bonding during their MD simulations.  
The effective fragment potential (EFP) method has the potential to be an effective 
tool in modeling ionic liquid (ILs), if used properly with an understanding of its underlying 
approximations and carefully determining which options will work for a desired system.  
 
Embedding Potential Methods 
The Fragment Molecular Orbital (FMO) method, developed by Kitaura et al.,47 is an 
embedding method that is based on a many body expansion. Fragment based embedding 
methods calculate properties of the defined fragments individually within an embedding 
potential that approximates the environment (i.e, the rest of the system) surrounding each 
fragment.16 In the FMO method, each fragment energy is calculated at an ab initio level of 
theory (e.g., HF, MP2, CC) within the electrostatic potential (ESP) of the other fragments. 
The ESP is calculated via the one-electron Coulomb integrals using the electron densities of 
the other fragments. Since the energy of each monomer (single fragment) is dependent on the 
electron densities of all other fragments, the monomer energies are calculated iteratively until 
their energies stop changing to within a defined cut off. This FMO process is called the self-
consistent charge (SCC) approach. If no explicit interactions between fragments are included, 
the method is called FMO1. The FMO energy can be further improved by calculating the 
explicit dimer energies (two-body energy terms across all fragment pairs). In this FMO2 
method each dimer (fragment pair) is calculated at the chosen ab initio level embedded 
within the ESP of the other monomer densities. To avoid double counting, the energies of the 
two monomers within each dimer are subtracted out, as shown in Eq. (3). 16,47 𝐸muv" = 𝐸w +xw (𝐸wy − 𝐸w − 𝐸y)xwPy     (3) 
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The most computationally costly component of the FMO2 energy is the two-electron 
integrals between the two fragments within a dimer. However, if the two fragments in a 
dimer are well separated (determined by a user defined cutoff) the two-electron integral 
contribution to the energy is small, and the dimer interaction energy can be approximated as 
ESP interactions between the two fragments.48 Three-body energy contributions (FMO3) 
between all trimers (sets of three fragments) can be calculated to further improve the FMO 
energy, as shown in Eq. (4).16,47  𝐸muvk = 𝐸w +xw (𝐸wy − 𝐸w − 𝐸y) +xwPy (𝐸wyz − 𝐸w − 𝐸y − 𝐸z − (𝐸wy − 𝐸w − 𝐸y) −xwPyPz(𝐸wz − 𝐸w − 𝐸z) − (𝐸yz − 𝐸y − 𝐸z))     (4) 
While some systems can be well approximated with FMO2, three-body effects can be very 
important in modeling systems accurately. For example, the hydrogen bond networks in 
water-containing clusters have large three-body contributions to the energy. 
Gao et al.49 reported the use of the explicit-polarization (X-pol)50 method to perform 
MD simulations of the IL 1-ethyl-3-methylimidazolium acetate. X-pol is an ab initio 
fragmentation method that is similar to FMO, in that it models a system as fragments within 
the embedding potential based on the densities of the other fragments. X-pol differs from 
FMO since the electrostatic interactions of the embedding potential are calculated from a 
multipole representation of densities of the other fragments, typically truncated at monopoles 
for efficiency.49,50 
Several studies have already demonstrated the ability of FMO/MP2 to accurately 
represent MP2 for IL clusters, with FMO3 consistently achieving sub 1 kcal/mol accuracy. 
Carlson and co-workers 51 reported sub kcal/mol recovery of the full MP2 relative energy for 
two ion pair structures of HEATN (1-hydroxyethyl-4-amino-1,2,4-triazolium nitrate) with 
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both FMO2 and FMO3. Izgorodina et al. reported [ref 52] sub kcal/mol recovery of the full 
MP2 energy for increasing cluster sizes of four ILs at both the FMO2 and FMO3 levels of 
theory. It was noted by the authors that the MP2 correlation energy correction increases 
rapidly with system size, thereby emphasizing the importance of using correlated QM 
methods to accurately predict IL properties.  
To accurately model anions with quantum mechanical methods, it is necessary to 
include diffuse functions in the basis set to allow the electron density to expand and relax due 
to an increase in electron repulsion effects. In the FMO method, an increase in the electronic 
overlap of adjacent fragments due to the addition of diffuse functions can cause the SCC 
process to converge slowly, increasing the overall computational cost, or even prevent the 
SCC from converging at all. This leads to the question of how to accurately model ionic 
liquids with diffuse functions using FMO.  
Several approaches have been utilized to solve this problem. The simplest, but not 
recommended, approach has been to disregard the use of diffuse functions for FMO 
calculations, accepting less accuracy to maintain efficiency. A second solution is to include 
diffuse functions for anion fragments only. This solution works reasonably well, so long as 
the nearest neighbors to a particular anion are not other anions. FMO-MD test simulations 
using this method perform better than simulations that use a single basis with diffuse 
functions for all fragments. However, if two anion fragments come close in proximity to each 
other the SCC takes longer to converge, or becomes non-convergent. A third solution was 
developed by Fedorov and Kitaura.53 Termed auxiliary polarization (AP), this method 
employs the use of an auxiliary basis set to calculate the effective embedding potential, 
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thereby avoiding the use of diffuse functions entirely in the SCC part of the calculation, 
while still being able to use diffuse functions in the quantum n-mer calculations. 
The design of the AP basis set is a three-step procedure using a primary basis set (A) 
that would include diffuse functions for anions and an auxiliary basis set (B) that omits 
diffuse functions. First, the gas phase n-mers are calculated with the auxiliary basis, B, 
followed by a full FMO calculation again using auxiliary basis B. Subtracting the energy of 
the gas phase n-mers from the full FMO calculation results in the effective energy of the 
embedding potential using basis B. The third step is to calculate the energy of the gas phase 
n-mers with the primary basis, A, plus the previously calculated embedding potential energy, 
effectively calculating the ESP with auxiliary basis B. This may be expressed mathematically 
as 𝐸FZmuv = 𝐸S − 𝐸EolZS + 𝐸EolZF     (5) 
The AP basis set approach has been used for all ionic liquid calculations that are reported 
below. 
The FMO method has the ability to break large covalent structures into separately 
defined fragments, without the use of capping.54 The procedure has its origins in the concept 
of localized charge distributions (LCD) developed by England and Gordon55 and later by 
Jensen and Gordon,56 in which two protons are “assigned” to each two-electron localized 
molecular orbital (LMO) to create a net neutral LCD. In the FMO method protons are 
likewise assigned to “move” with electrons to form what are called bond attached atoms and 
bond detached atoms. Like most fragmentation methods, the FMO method, and its more 
recent cousin, the effective fragment molecular orbital (EFMO) method57 cannot reliably 
fragment delocalized molecules, such as hexatriene or benzene. In an effort to reduce the cost 
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of modeling ILs with the FMO method, the covalent fragmentation method was explored 
using imidazolium cations as a test case. The imidazolium ring and an attached alkyl chain 
was split into two fragments, with the ring fragment having a net charge of +1 and the alkyl 
chain having zero net charge. The improved scaling of an eight ion pair cluster of 1-buyl-3-
methylimidizolium [BMIM] hexafluourophosphate [PF6] can be seen in the dotted curves in 
Figure 4.1. However, this improved scaling comes at a cost in accuracy, as the total 
interaction energy of the cluster is too low by ~30 kcal/mol. Electrostatic potentials reveal 
that the atomic charges on the ring change significantly (up to 0.5 e-) when the alkyl chain is 
separated from the ring. So, care must be taken when designing fragmentation schemes.  
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Figure 4.1. Wall time per time step for two fragmentation schemes of 1-butyl-3-
methylimidazolium hexafluorophosphate with FMO2-MD/RHF-D3 with the 6-31G(d) basis 
or with the 6-31G(d) /6-31+G(d) mixed basis that has diffuse functions on the anions. 
Simulations were over eight ion pairs. The 2-Frag scheme defines each ion as a fragment. 
The 3-Frag scheme defines each anion as one fragment and each cation as two fragments, 
with the butyl group taken to be a separate fragment. 
 
To determine how an alkyl chain can be fragmented without significantly changing the 
electron density on an imidazolium ring, 1-dodecyl-3methylimidixolium (C12MIM) cation 
was fragmented at each carbon along the 12-carbon chain. The atomic charges were then 
evaluated using electrostatic potential calculations. Atomic charges on the imidazolium ring 
are within 0.1 e- of their original charges when the alkyl chain is fragmented at the fourth 
carbon from the ring or further.  
Another question regarding the use of the FMO method to model ILs is, at what 
interfragment distance(s) do dimer or trimer energy contributions become small enough that 
they can be excluded from the calculation to gain efficiency without significant loss in 
accuracy. This is an important question in developing cost efficient algorithms for MD 
simulations with periodic boundary conditions to model condensed phase IL phenomena. 
This question was partially explored by Halat and co-workers58, on IL clusters of 4, 8, 16, 
and 32 ion pairs for eight ILs. They explored effective distance cut-offs for four components 
of the FMO energy: 2-body self-consistent field (SCF), 3-body SCF, 2-body electron 
correlation, and 3-body electron correlation. The SCF energies were calculated with HF and 
the electron correlation energy with MP2. While the preferred distance cutoffs varied 
depending on the specific IL, Halat and co-workers found on average that the SCF 2-body 
energy contributions are significant at all tested distances (tested up to 20 Å), while the 3-
body SCF contributions are only significant when the three fragments are within 6 Å of each 
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other. Electron correlation energies are well known to be short range, so it is not surprising 
that these authors concluded that the two-body (dimer) MP2 contributions to the energy are 
significant within 8 Å, while the 3-body (trimer)MP2 contributions to the energy are 
important only if the three fragments are within 4 Å of each other. Implementation of theses 
cutoffs for the 32 ion pair clusters effectively reduce the number of 3-body SCF calculations 
by 94%, 2-body MP2 calculations by 28%, and 3-body MP2 calculations by 89%. These are 
important findings for future FMO MD simulations of ILs.  
The FMO method can take advantage of multilevel parallelism via the use of the 
general distributed data interface (GDDI).59 The GDDI approach facilitates coarse grain 
parallelism across compute nodes by computing each fragment on a different node or set of 
nodes. If the chosen electronic structure method (e.g., HF, MP2) has been implemented with 
a parallel algorithm, fine grain parallelism can be used within each node. It has been 
demonstrated that by taking advantage of the GDDI ansatz and eliminating I/O from the 
algorithm, FMO calculations scale nearly linearly to 262,000 computer cores of a 
BlueGene/Q (BGQ) computer at Argonne National Laboratory.60, 61 This capability was 
noted in a previous perspective.15   
FMO molecular dynamics (MD) ionic liquid simulations were performed, using the 
BGQ, on four RTILs with clusters ranging from 8 ion pairs (IPs) to 16 IPs to 32 IPs. Several 
advantages and disadvantages of performing FMO/GDDI calculations on the BGQ were 
discovered. The main advantage is that the FMO/GDDI approach can fully utilize all 786,432 
cores across 48 racks. The main disadvantages are the limited I/O throughput and the limited 
memory per core. The I/O limitation has been eliminated as noted above. The memory 
limitation impacted the FMO/MP2 MD calculations for larger fragments; that is, for ILs with 
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large cations. For those species, the calculations were performed using the FMO2/AP 
approach at the RHF-D3 level of theory. The main and auxiliary basis sets used were 6-
31+G(d,p) and 6-31G, respectively. The MD simulations using this approach required ~2..5 
min of wall time per time step for an 8 IP system. This is, of course, much faster than what 
one could achieve with fully ab initio MD simulations (AIMD), and much slower than highly 
parameterized classical MD simulations.  
These calculations revealed improvements that are needed for modeling ILs with 
fragmentation methods on two fronts. One is to develop the ability to simulate condensed 
phase phenomena using accurate quantum chemistry methods. Another is to develop more 
efficient models that retain the quantum effects that are important to correctly predict the 
dynamic properties of ILs.  
 
Moving toward Condensed Phase IL Simulations 
Periodic Boundary Conditions 
In order for the FMO method to accurately model condensed phase IL systems and to 
accurately predict condensed phase properties, it is important to implement efficient codes 
for periodic boundary conditions (PBC). The existing FMO PBS code does not take 
advantage of the multilevel parallelism afforded by GDDI. An implementation of 
FMO2/PBC by Fujita, Nakano and Tanaka62, implemented in the ABINIT-MPX program 
package, surrounds a unit cell by a number of “shells” of periodic image cells to effectively 
enlarge the embedding potential around the central cell. Their method also allows monomers 
from image cells to be included in dimer calculations, but it was implemented without fully 
analytic gradients, thereby hindering the achievement of energy conservation. This was 
demonstrated by Brorsen et al,63 who developed the fully analytic FMO gradients and then 
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implemented FMO2/PBC with good energy conservation.63 However, the PBC 
implementation by the latter authors does not account for the long-range electrostatic dimer 
approximation.48 The same is true for the more recent FMO3 implementation61. This greatly 
reduces the computational efficiency of the method, since all dimers must be treated 
explicitly with the chosen electronic structure method when PBC are used. Therefore, to 
improve the efficiency and scalability of FMO/PBC simulations, the analytic gradient must 
include the long-range electrostatic term.  
 
Infinite Coulomb Potential 
Though not trivial for ab initio methods, the development of a long-range Coulomb 
approximation for an infinite system (e.g. Ewald sums, or fast multipoles)64,65 are necessary 
for FMO PBC simulations to accurately model condensed phase IL systems.  
 
Periodic Cell Shape 
Another potential improvement in efficiency might be provided by implementing a 
different shape for the periodic cell; for example, a truncated octahedron (TO)66 rather than a 
rectangular prism or a cube. The TO periodic cell is not commonly used in classical MD 
simulations due to the cost ratio (image cell algorithm complexity) vs. number of energy 
calculations. The TO requires fewer energy calculations but has a more complex and less 
vectorizable algorithm. In classical mechanics, energy calculations are typically very 
inexpensive, so the efficiency of the PBC has priority. However, for ab initio, including 
FMO, simulations the energy and gradient evaluations are much more computationally 
demanding, so the TO structure is an appealing alternative. Implementing a TO periodic cell 
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would reduce the number of image cells from 26 to 14, reducing the required number of 
energy and gradient calculations. While a truncated octahedron is not efficient for modeling 
elongated, rigid systems (e.g. carbon nanotubes), it might be reasonable for modeling liquid 
dynamics for compounds like ILs that naturally form a droplet shape. 
 
Improving Computational Efficiency 
The use of MP2 with FMO MD simulations is desirable, because MP2 incorporates 
most of the essential physics required to provide accurate predictions. However, because 
MP2 calculations scale ~ N5, performing FMO/MP2 MD simulations is at present too 
computationally costly. A viable alternative would be to use the resolution of the identity 
(RI) MP2 approximation, RI-MP2. RI-MP2 energies and gradients have recently been 
implemented in GAMESS67, so FMO/RI-MP2 MD simulations are now a viable alternative. 
Currently, as noted above, the FMO method uses the electrostatic potential to describe long-
range interactions. An alternative, and more accurate alternative is to use EFPs for this 
purpose. This is accomplished by the effective fragment molecular orbital (EFMO) method, 
in which fragment-fragment (dimer) interactions are calculated using EFP interaction 
energies when the two fragments are separated by a distance that is longer than a cutoff 
distance Rcut, which can be user defined. In addition to the improved accuracy afforded by 
the use of EFPs in place of electrostatic potentials, there is another advantage of this 
approach. The induction (i.e., polarization) EFP term is iterated to self-consistency, thereby 
incorporating many body effects. This at least partly obviates the need for the much more 
computationally demanding FMO3 method for species (e.g., water) in which many body 
effects can be important. The EFMO method also removes the EFP constraint of rigid 
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internal geometries. While this comes at the cost of having to generate EFPs at every time 
step in an MD simulation or optimization, it comes at a more consistent and predicable cost 
than the SCC in the FMO method. For ILs, this also means not having to use a separate basis 
set for the ESP, as the SCC is avoided entirely. The short-range interactions that can be 
difficult for ion pairs treated by EFPs are avoided in EFMO, as short-range interactions are 
captured in the fully ab initio n-mer calculations.  
 
Concluding Remarks 
Effective fragment potentials (EFPs) can be a useful tool for modeling ILs, when 
utilized appropriately. The EFP method is capable of achieving at least MP2 accuracy for the 
prediction of intermolecular interactions. However, the charge transfer term is particularly 
sensitive to the choice of basis set. The recommended 6-311++G(3df,2p) basis set provides 
more accurate predictions of charge transfer interactions for EFPs. In addition, the valence 
virtual orbital (VVO) approximation for the EFP charge transfer interaction energy is 
inappropriate for halide anions, as the VVO space for atoms with noble gas atoms is null. For 
these cases, the canonical molecular orbital (CMO) virtual space should be used. The 
implementation of the new macromolecule EFP (mEFP) can improve dynamic simulations of 
larger ions by incorporating some of the internal degrees of freedom.25 
The fragment molecular orbital (FMO) method has the ability to obtain great 
accuracy in modeling ILs, since the method is able to capture correlation energy interactions 
that classical methods have difficulty incorporating. Although much less computationally 
demanding than fully ab intio methods, because it scales nearly linearly, the FMO method 
still requires some improvements to be able to efficiently perform condensed phase dynamic 
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simulations of ILs, and to reach the time scales required to predict many dynamic properties 
of longer timescales, such as diffusion constants and ionicity. Implementing FMO periodic 
boundary conditions with a long-range Coulomb term (e.g., Ewald sums, fast multipoles) that 
fully utilize the multilevel parallelism of the FMO method will facilitate accurate modeling 
of condensed phase ILs. Utilizing the efficiency of the EFP method as an embedding 
potential for FMO (EFMO) enables the capture of short range many body correlation effects, 
increasing both the accuracy and the efficiency of the FMO method. Integration of the RI 
approximation to MP2 in FMO will further lower the computational cost for accurate IL 
simulations.  
While all the above improvements do move toward being able to model condensed 
phase IL systems accurately, it is also desirable to develop classical force fields that are 
capable of capturing the essential features that can be obtained using, for example, 
fragmentation methods like FMO and EFMO. One viable approach, being pursued by several 
groups, is to use short timescale ab initio, MD runs to help parameterize classical force 
fields.  
The accurate modeling of ionic liquids is a challenging task. Ab initio based 
fragmentation methods are playing an important role in bridging the gap between the 
accuracy of fully ab initio calculations and the efficiency of classical dynamics models in 
order to accurately model and predict IL properties. 
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CHAPTER 5. QUANTUM INHERITANCE: FORCE MATCHING FORCE FIELDS 
TO THE FRAGMENT MOLECULAR ORBITAL METHOD 
Justin A. Conrad, Yong Zhang, Ed. Maginn, and Mark S. Gordon 
 
 
 
Abstract 
The present study proposes the production of pairwise force fields that may inherit 
quantum and many body effects by force matching to ab initio forces obtained from fragment 
molecular orbital calculations for liquid argon and water. 
 
Introduction 
Computational modeling of condensed phases has brought new insights in studying 
chemical systems, allowing the prediction of dynamic properties, clarifying experimental 
data, and opening new opportunities in chemical modeling.1 However, for many systems 
modeling condensed phase dynamics is not a simple task. While the tools found in classical 
mechanics can be very efficient in terms of computational cost, chemical systems with 
complex interactions often require accounting for acute intermolecular interactions that are 
well modeled only by ab initio methods. Many-body effects are often neglected as well in 
classical models. 1 However, the computational expense of accurate first principles quantum 
methods is often impractical to perform condensed phase simulations within the time scales 
needed to predict many dynamic properties (e.g. diffusion coefficients). For these systems, it 
is desirable to develop models for which the costs scale like a classical mechanical model, 
 	
98 
but can accurately incorporate the necessary quantum and many-body effects that can dictate 
condensed phase dynamic properties. 
The fragment molecular orbital (FMO) method is an ab initio based fragmentation 
approach to modeling large chemical systems. In the FMO method, a system is divided into 
user defined fragments whose energies are calculated individually at a designated quantum 
level of theory embedded within the electrostatic potential of the other fragments.2 Two-body 
and three-body energies (FMO2 and FMO3 respectively) can also be calculated as 
perturbative corrections. The FMO method has been shown to accurately reproduce fully 
quantum energies with acceptable accuracy and nearly linear scaling with respect to the 
number of fragments. The overhead cost, however, still prevents the use of the FMO method 
for modeling condensed phase systems at long enough time scales for many dynamic 
properties. It does, however, allow for short simulations of large droplets of chemical 
systems at a near fully ab initio level of accuracy. 
  Force matching (FM) is a mathematical technique, often used in creating coarse 
grained force fields from fully atomistic force fields.3 Coarse graining is essentially a 
reduction in the degrees of freedom of a system to reduce the computational cost. FM can be 
used to coarse grain ab initio based models to only remove the electronic degrees of freedom, 
thereby creating a fully atomistic force field that could potentially retain net quantum and 
many-body effects from the originating ab initio model.4,5 
The present study proposes the production of pairwise force fields that may inherit 
quantum and many body effects by force matching to ab initio forces obtained from FMO 
calculations on liquid argon and water. 
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Theoretical Background 
Fragment Molecular Orbital Method 
Developed by Kitaura et al.,2 the FMO method employs an embedding approach that 
is based on a many body expansion. Each fragment energy is calculated at an ab initio level 
of theory (e.g., HF, MP2, CC) within the electrostatic potential (ESP) of the other fragments. 
The ESP is calculated via the one-electron Coulomb integrals using the electron densities of 
the other fragments. Since the energy of each monomer (single fragment) is dependent on the 
electron densities of all other fragments, the monomer energy is calculated iteratively until 
the energies stop changing to within a defined cut off. This FMO process is called the self-
consistent charge (SCC) approach. If no explicit interactions between fragments are included, 
the method is called FMO1. The FMO energy can be further improved by calculating the 
dimer energies (two-body energy terms across all fragment pairs) after the SCC process. In 
this FMO2 method each dimer (fragment pair) is calculated at the chosen ab initio level 
embedded within the ESP of the other monomer densities. To avoid double counting, the 
energies of the two monomers within each dimer are subtracted out, as shown in Eq. (3). 2,6 𝐸muv" = 𝐸w +xw (𝐸wy − 𝐸w − 𝐸y)xwPy     (3) 
The most computationally costly component of the FMO2 energy is the set of two-electron 
integrals between the two fragments within a dimer. However, if the two fragments in a 
dimer are well separated (determined by a user defined cutoff) the two-electron integral 
contribution to the energy is small, and the dimer interaction energy can be approximated as 
ESP interactions between the two fragments.48 Three-body energy contributions (FMO3) 
between all trimers (sets of three fragments) can be calculated to further improve the FMO 
energy, as shown in Eq. (4). 2,6 
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𝐸muvk = 𝐸w +xw (𝐸wy − 𝐸w − 𝐸y) +xwPy (𝐸wyz − 𝐸w − 𝐸y − 𝐸z − (𝐸wy − 𝐸w − 𝐸y) −xwPyPz(𝐸wz − 𝐸w − 𝐸z) − (𝐸yz − 𝐸y − 𝐸z))     (4) 
 
Force Matching 
Force matching is a numerical parameterization technique that can be used to 
transform one analytic potential to, as closely as possible, match (or overlay) a reference 
potential. The new potential and reference potential can be of different analytical form, and 
even (with a well-defined mapping) have different degrees of freedom (dimensions). This is 
accomplished via a least square minimization of the difference between the net forces on 
particles sampled from the reference potential with forces of the new potential, as shown in 
Equation (5).3  Χ" = >kx 𝐹.+@ − 𝐹.q 𝑔> …𝑔u "x.A>     (5) 
In Eq. (5) 𝑁 is the number of force matching sites, 𝐹.+@ is the net force of the reference 
potential on site 𝑖, 𝐹.q is the net force of the new potential on site 𝑖 and is dependent on 𝑀 
parameters, 𝑔> …𝑔u. To solve Eq. (5), the number of sampled configurations (𝐿) from the 
reference potential must be greater than the number of parameters divided by the number of 
sites 𝐿 > ux . This produces an overdetermined set of linear equations, which can be solved 
by a simple singular value decomposition algorithm. New potentials in this study will use 
cubic splines (continuously spliced bins of cubic polynomials) for short range van der Waals 
(vdW) forces, and Coulomb potentials for long range interactions.  
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Computational Methods 
Ab initio dimer and FMO droplet calculations were performed with the GAMESS 
(general atomic and molecular electronic structure system) package.7,8 Force field (FF) 
dynamics simulations were performed with the GROMACS software package.9 
Fully ab initio dimer gradient calculations using the restricted Hartree-Fock (RHF) 
method, RHF with dispersion correction (RHF-D3) and second order perturbation theory 
(MP2) were performed with a 6-31+G(d) basis set for an argon dimer and the 6-311++G(d,p) 
basis set for a water dimer over increasing argon-argon and oxygen-oxygen distances, 
respectively. Absolute changes in the root mean square (RMS) of the net forces at the atomic 
centers from these gradient calculations were used to determine the minimum radii necessary 
for FMO droplet force sampling. Figure 5.1 and 5.2 show the relative change in the RMS 
gradient for argon dimer and water dimer, respectively.  
Droplet structures for FMO gradient calculations were sampled from a 10 nanosecond 
trajectory force field MD simulation with 1.0 femtosecond time steps using an NVT 
ensemble with periodic boundary conditions (PBC). For argon, an optimized empirical 
Lennard-Jones 12-6 potential (LJ) potential was used (𝜖 = 0.238122 kcal/mol, 𝜎 = 3.405 
Å)10 in a periodic cube of box length of 65.6022 Å, at a temperature of 85 K. For water, a 
three site flexible simple point charge model (SPC/Fw)11 was used with cube of a box length 
of 44.5786 Å at a temperature of 298 K. Droplets were extracted from trajectory snapshots as 
non-overlapping spheres at the determined droplet radii, 8 Å for argon (~100 atoms) and 10 
Å for water (~175 molecules), within the simulation box at every 0.1 nanoseconds. Figures 
5.3 and 5.4 show example droplet sampling for argon and water, respectively.  
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FMO gradient calculations were performed with FMO2 at the RHF-D3 level of 
theory using auxiliary polarization (AP)12 at the sampled droplet geometries using the 6-
31+G(d) basis set and the 6-31G(d) auxiliary basis set for argon, and the 6-311++G(d,p) 
basis set and 6-311G(d,p) auxiliary basis set for water. Force matching was performed with 
the MSCGFM code, by Voth and coworkers, modified to sample droplet force data (i.e. no 
PBC). Bin sizes for cubic splines were 0.005 nm for Argon and 0.01 nm for water. A cutoff 
of 1.2 nm was used for the Coulombic potentials. Force matching was carried out over 741 
snapshots of 100 atom argon droplets (~8 Å radius) and 808 snapshots of 175 water 
molecules. Force matching was only used to parameterize the cubic splines for the argon-
argon and oxygen-oxygen VdW forces. 
 
Results 
Argon Force Field 
Figure 5.3 shows the pairwise argon-argon force field produced from force matching, 
compared to an optimized empirical Lennard-Jones 12-6 potential (LJ). There is good 
agreement between the two potentials, however, the force matched potential is slightly 
shifted and deeper, indicating a stronger attraction in the force matched potential. This is also 
reflected in the calculated dynamic properties. The radial distribution function (Figure 5.4) 
has sharper, more defined peaks, indicating slightly more structuring with the FM potential 
than the LJ, but otherwise captures the liquid structure very well. This increased attraction 
and structuring is also seen in the predicted density (Figure 5.5), being 2% higher than 
experiment. Figure 5.5 also shows good agreement in thermal expansion. The mean square 
displacement (MSD) of the FM potential predicted diffusivity is about ½ that of empirical LJ 
potential, shown in Figure 5.8. It is not clear which model is more correct with respect to 
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MSD since there is no available experimental data. The vapor-liquid coexistence densities, 
shown in Figure 5.9, are off and the critical temperature is significantly higher than 
experiment 
Vapor pressures are lower than experiment, Figure 5.10; enthalpies of vaporization 
are higher than experiment, Figure 5.11. The FM predicted melting point is 103.7 K, about 
20oC higher than experiment (83.8 K). Overall, the FM potential for argon performed very 
well, providing reasonable accuracy compared to LJ and experiment. Further improvement 
may be gained by using a higher level of theory for the ab initio FMO calculations, such as 
MP2, to more accurately model electronic correlation. 
 
Water Force Field 
Pairwise potentials for water FM results are shown in Figure 5.12. In short, they are 
very poor and unusable. However, with a closer analysis, and by comparison to the 
successful FM argon potential, several observations can be made. The oxygen-oxygen FM 
pairwise potential has a significant noise level and is unusually repulsive at short distances. 
Upon a closer look at the FMO forces sampled, it is clear that many of the net forces are very 
large, some on the order of 1 Hartree/Bohr, indicating that sampled geometries are very 
strained. Short FMO MD and optimization simulations revealed that many of the water 
molecules are too close in proximity, with many being past the proton transfer barriers in 
configuration space. This suggests that the SPC/Fw classical mechanics model that was used 
by the Maginn group to provide the FMO starting geometries does not produce structurally 
accurate geometries. This is confirmed by Voth and colleges,11 who states that the SPC/Fw 
model creates an over-structured first solvation shell. Over structuring is often a result of the 
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overestimation of short range interactions. In SPC/Fw, this is likely due to the fixed partial 
charge approximation, resulting in a higher density than the experimental value. This over-
structured and higher density led to a sampling of high energy structures on the FMO2/RHF-
D3 PES, which translated into the FM potential overestimating the oxygen-oxygen repulsion.  
Moving forward, molecular dynamics simulations using the effective fragment 
potential (EFP) method are being performed to generate water structures that should be 
closer to more relaxed ab initio equilibrium geometries. Once these simulations are complete, 
FMO forces will be sampled again. Additionally, short FMO-MD simulations will be 
performed on the sampled droplet structures to see if better sampling can be achieved for 
FM. 
 
Summary 
In this study new classical mechanical force fields were produced for argon and water 
via force matching to the fragment molecular orbital method. Force matching results 
produced a reasonable force field for argon, reproducing liquid argon densities within 2% of 
experiment, and good structural agreement. Force matching results for water revealed that the 
SPC/Fw model produces geometries that are too repulsive on the FMO PES. This results in 
exaggerated oxygen-oxygen repulsion in FM results. Alternative techniques for acquiring 
adequate configurational sampling are needed. Future studies will use EFP molecular 
dynamics to obtain starting structures.  
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Figure 5.1   Relative change in the root mean squared fully ab initio energy gradient for 
argon dimer at increasing interatomic distances. Gradient is measured in Hartree/Bohr. 
Second graph is identical to the first, but with log scaling. 
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Figure 5.2   Relative change in the root mean squared fully ab initio energy gradient for 
water dimer at increasing oxygen-oxygen distances. Gradient is measured in Hartree/Bohr. 
Second graph is identical to the first, but with log scaling. 
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Figure 5.3   Example sampling of argon droplet from classical MD simulation with a radius 
of 8 Å. 
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Figure 5.4   Example sampling of water droplet from classical MD simulation with a radius 
of 10 Å. 
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Figure 5.5   Pairwise argon-argon potential for FM and LJ. 
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Figure 5.6   Argon liquid density with respect to temperature. 
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Figure 5.7   Radial distribution functions of liquid argon at 85 K for FM and LJ. 
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Figure 5.8   Mean square deviation of argon over time for FM and LJ. 
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Figure 5.9   Argon liquid vapor coexistence curves for FM, LJ, and experiment. 
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Figure 5.10   Natural log of argon liquid vapor pressure as a function of inverse temperature. 
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Figure 5.11   Enthalpy of vaporization of argon with respect to temperature. 
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Figure 5.12   Pairwise FM water potentials. 
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CHAPTER 6. CONCLUSIONS 
Ionic liquids (ILs) are an intriguing class of compounds. Belonging to a subset of 
molten ionic salts with melting points near or less than 100 ºC. There has been much 
excitement and promise in recent years over the possible applications of ILs, such as solvent-
free-electrolyte solutions, reusable solvents for carbon dioxide capture, and energetic ionic 
liquids for use as explosives and propellants. Having precariously balanced intermolecular 
interactions, small changes in quantum-based effects (such as dispersion or charge transfer) 
can play important roles in IL properties. Therefore, ILs are challenging to model classically, 
and require ab initio based methods to be modeled accurately. This dissertation looks at 
different ab initio based approaches to modeling ionic liquids, and the roles fragmentation 
methods are filling in moving toward accurate and cost efficient methods for modeling ionic 
liquids. 
Chapter 2 demonstrates the accuracy of the Hartree Fock method with an empirical 
dispersion correction. HF-D3, was tested using a basis set appropriate for correlation 
methods.  HF-D3 interaction energies, dispersion contributions to the interaction energy and 
constrained minimum energy geometries of p-interacting systems were compared to those 
predicted by MP2, SAPT, and a sophisticated model potential method, EFP, with respect to 
estimated CCSD(T) benchmarks. HF-D3 models interaction energies and constrained 
minimum energy geometries that are in good agreement with higher levels of theory, 
including the estimated CCSD(T) benchmarks. For the systems tested in the present work, 
the HF-D3 dispersion contribution to the interaction energy is comparable in accuracy to 
both SAPT and EFP. It is concluded that the HF-D3 model is a reasonable choice for 
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calculating interaction energies of chemical systems with π-π interactions near local energy 
minima and is a plausible, cost efficient replacement for MP2 for such systems. 
Chapter 3 examines the microsolvation effects of water molecules on the potential 
energy surface (PES) of the 1,2,4-triazolium dinitramide (TD) ion pair. The presence of one 
water molecule can stabilize ion pair structures as energy minima on the PES. When two 
water molecules are present, the lowest energy minima become separated ion structures. The 
present work demonstrates, therefore, that the presence of a small number of water molecules 
can stabilize separated ion species on the potential energy surface of just one cation-anion 
pair as effectively as the introduction of a second cation-anion pair. The quasi-atomic orbital 
(QUAO) analysis provides insight into the nature and transformations of the electron density 
and atomic bonding of TD, TD•H2O and TD•2H2O. The analysis demonstrates the 
progression of the proton transfer reactions: strong s bonds weakening to hydrogen bonds 
and hydrogen bond strengthening to strong s bonds. The QUAO analysis also captures the 
essence of weak “long-range” bonding: hyperconjugation of p bonds separated by two atoms. 
Chapter 4 discusses the efficacy of using fragmentation methods to model ionic 
liquids. Effective fragment potentials (EFPs) can be a useful tool for modeling ILs, when 
utilized appropriately. The EFP method is capable of achieving at least MP2 accuracy for the 
prediction of intermolecular interactions. However, the charge transfer term is particularly 
sensitive to the choice of basis set. The recommended 6-311++G(3df,2p) basis set provides 
predictions of charge transfer interactions for EFPs. In addition, the valence virtual orbital 
(VVO) approximation for the EFP charge transfer interaction energy is inappropriate for 
halide anions, as the VVO space for atoms with noble gas atoms is null. For these cases, the 
canonical molecular orbital (CMO) virtual space should be used. The implementation of the 
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new macromolecule EFP (mEFP) can improve dynamic simulations of larger ions by 
incorporating some of the internal degrees of freedom. 
The fragment molecular orbital (FMO) method has the ability to obtain great 
accuracy in modeling ILs, since the method is able to capture correlation energy interactions 
that classical methods have difficulty incorporating. Although much less computationally 
demanding than fully ab initio methods, because it scales nearly linearly, the FMO method 
still requires some improvements to be able to efficiently perform condensed phase dynamic 
simulations of ILs, and to reach the time scales required to predict many dynamic properties 
of longer timescales, such as diffusion constants and ionicity. Implementing FMO periodic 
boundary conditions with a long-range Coulomb term (e.g., Ewald sums, fast multipoles) that 
fully utilize the multilevel parallelism of the FMO method will facilitate accurate modeling 
of condensed phase ILs. Utilizing the efficiency of the EFP method as an embedding 
potential for FMO (EFMO) enables the capture of short range many body correlation effects, 
increasing both the accuracy and the efficiency of the FMO method. Integration of the RI 
approximation to MP2 in FMO will further lower the computational cost for accurate IL 
simulations.  
Chapter 5 discusses the parameterization of efficient pairwise force fields via force 
matching to ab initio fragment molecular orbital calculations, such that force fields might 
inherit averaged quantum effects, such as dispersion, and many body interactions. Successful 
force field results for liquid argon are presented, able to reproduce liquid densities to within 
2% of experiment with high structural agreement. Approaches toward molecular force fields 
are discussed, with the goal of moving toward accurate and efficient force fields for 
modeling and predicting condensed phase dynamic properties of ionic liquids. 
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The accurate modeling of ionic liquids is a challenging task. Ab initio based 
fragmentation methods are playing an important role in bridging the gap between the 
accuracy of fully ab initio calculations and the efficiency of classical dynamics models in 
order to accurately model and predict IL properties. 
