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In this paper, we consider the signless Laplacians of simple graphs
and we give some eigenvalue inequalities. We first consider an in-
terlacing theorem when a vertex is deleted. In particular, let G − v
be a graph obtained from graph G by deleting its vertex v and κi(G)
be the ith largest eigenvalue of the signless Laplacian of G, we show
that κi+1(G) − 1  κi(G − v)  κi(G). Next, we consider the third
largest eigenvalue κ3(G) and we give a lower bound in terms of the
third largest degree d3 of the graph G. In particular, we prove that
κ3(G)  d3(G) −
√
2. Furthermore, we show that in several situa-
tions the latter bound can be increased to d3 − 1.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
All graphs considered here are simple (so loops or multiple edges are not allowed), undirected and
finite. LetG = G(V(G), E(G))beagraphwith vertex setV(G) = {v1, v2, . . . , vn} andedge setE(G). For
a graphG, letM = M(G)be a graphmatrixdefined in aprescribedway. TheM-polynomialofG is defined
as det(λI−M), where I is the identitymatrix. The roots of theM-polynomial are theM-eigenvalues and
theM-spectrum, denoted also by SpecM(G), of G is a multiset consisting of theM-eigenvalues. Usually
the graph matrices considered are A(G), the adjacency matrix, L(G) = D(G) − A(G), the Laplacian
matrix, and Q(G) = D(G) + A(G), the signless Laplacian matrix, where D(G) = diag(d1, d2, . . . , dn)
with di = deg(vi) being the degree of vertex vi ofG (1  i  n). Usuallywe take d1  d2  · · ·  dn,
so that (d1, d2, . . . , dn) denotes the degree sequence of G with degrees ordered in a non-increasing
fashion. Let v ∈ V(G) and e ∈ E(G), by G − v (G − e) we denote G − {v} (G − {e}, respectively); if
Et ⊆ E(G), then G − Et denotes the graph obtained from G by deleting all edges in Et .
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In the sequel, we will make use of some inequalities coming from matrix theory, so we need to
introduce some additional notations. Let B be a Hermitian matrix of order n, by ϕ(B) = ϕ(B, λ) =
det(λIn−B) (weomit the variable if it is clear from the context)wedenote the characteristic polynomial,
where In is the identity matrix. The roots of the characteristic polynomial of B, i.e., the eigenvalues of
B, will be denoted by λ1(B)  λ2(B)  · · ·  λn(B) (note, they are real since B is Hermitian). In
particular, if B = Q(G), wewriteϕ(G, λ) = ϕ(G) instead ofϕ(Q(G), λ). SinceQ(G) is real, symmetric
and positive semidefinite, all of its eigenvalues are non-negative numbers. Let κ1(G)  κ2(G) · · ·  κn(G)  0 be the eigenvalues of Q(G) (so κi(G) = λi(D(G)+ A(G))). For all other notation and
definitions not given here, the readers are refereed to [1].
Cvetkovic´, Rowlinson and Simic´ in [3–6] discussed the development of a spectral theory of graphs
based on the matrix Q , and gave several reasons why it is superior to other graph matrices such as
the adjacency and the Laplacian matrix. We refer the reader to the above cited papers for basic results
on this topic. In this paper, we proceed to investigate the properties of the Q-spectrum of graphs. In
particular, we consider some eigenvalues inequalities. For some results in this respect we refer the
reader to [2,7,8].
The remainder of the paper is organized as follows. In Section 2, we prove an interlacing theorem
for the Q-eigenvalues of a graph when a vertex is deleted. In Section 3, a lower bound for the third
largest Q-eigenvalue of a graph is determined by means of the third largest degree.
2. Interlacing theorem for the Q -spectrum
It is well-known that the Q-eigenvalues of a graph interlace with the Q-eigenvalues of an edge-
deleted subgraph, i.e., the edge-interlacing theorem [2].
Theorem 2.1 (Edge-interlacing theorem). Let G be a graph with order n and e ∈ E(G). Then
0  κn(G − e)  κn(G)  · · ·  κ2(G − e)  κ2(G)  κ1(G − e)  κ1(G).
The following corollary can be easily deduced by induction on the number of deleted edges.
Corollary 2.2. Let G be a graph with order n and Et = {e1, e2, . . . , et} ⊆ E(G). Let H = G− Et , then for
i = 1, 2, . . . , n − t,
κi+t(G)  κi(G − Et)  κi(G).
We now consider what happens to the Q-eigenvalues of a graph G when we delete a vertex in G.
Clearly, the deletion of a vertex in a graph G implies the deletion of all edges incident to that vertex,
hence a vertex variant of the interlacing theorem will be weaker with respect to the Edge-Interlacing
Theorem. The following two well-known theorems from matrix theory will be useful in the sequel.
Theorem 2.3 (Cauchy interlacing theorem). Let B be a Hermitian matrix of order n. If Br is a principal
submatrix of B of order r (1  r  n), then for 1  i  r,
λi+n−r(B)  λi(Br)  λi(B).
Theorem 2.4 (Weyl’s inequality). Let M = H+ P be three Hermitianmatrices of order n. Let λ1  λ2 · · ·  λn be the eigenvalues of M, η1  η2  · · ·  ηn be the eigenvalues of H, ν1 and νn be the largest
and smallest eigenvalues of P, respectively. Then, for each i = 1, 2, . . . , n, we have:
ηi + νn  λi  ηi + ν1. (1)
The following corollary immediately follows from Theorem 2.3.
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Corollary 2.5. Let Qv(G) be the principal submatrix of Q(G) obtained by deleting the row and column
corresponding to the vertex v. Then
κn(G)  λn−1(Qv(G))  · · ·  κ2(G)  λ1(Qv(G))  κ1(G).
We now show our first main result.
Theorem 2.6. Let G be a graph of order n and v ∈ V(G). Then for i = 1, 2, . . . , n − 1,
κi+1(G) − 1  κi(G − v)  κi(G),
where the right equality holds if and only if v is an isolated vertex.
Proof. Consider a vertex v ∈ G and let Qv(G) be principal submatrix of Q(G) obtained by delet-
ing the row and column related to v. As in Theorem 2.4 set M = Qv(G), H = Q(G− v) and P =
Qv(G)−Q(G− v). Then P is a (0, 1)-diagonal matrix whose ith diagonal entry is equal to 1 if and only
if the vertex vi is adjacent to v. From Theorem 2.4, we have:
κi(G − v) + λn(P)  λi(Qv(G))  κi(G − v) + λ1(P), (2)
and since 0  λn(P) and λ1(P)  1, we deduce
κi(G − v)  λi(Qv(G))  κi(G − v) + 1
From the above inequalities and by Corollary 2.5, we finally have
κi(G − v)  λi(Qv(G))  κi(G)
and
κi(G − v)  λi(Qv(G)) − 1  κi+1(G) − 1,
hence κi+1(G) − 1  κi(G − v)  κi(G). For the additional claim, the right equality trivially holds
when v is an isolated vertex; on theother hand if v is not an isolated vertex, sinceQ(G) is a non-negative
matrix, then, without loss of generalitywe can takeG connected, κ1(G) > λ1(Qv(G))  κ1(G−v). 
Corollary 2.7. Let G be a simple graph of order n and let H be a subgraph of G of order m  n, then, for
i = 1, 2, . . . ,m, we have
κi(H)  κi(G).
Remark 2.8. Note that the left inequalities in Theorem 2.6 are equalities for all Q-eigenvalues but one
of the graphs G = K1,n−1 with G − v = (n − 1)K1 and G = Kn with G − v = Kn−1.
Remark 2.9. Note that in (2) we have equalities on both sides when v is a vertex of degree either n−1
(so P is the identity matrix with λ1(P) = λn(P) = 1) or 0 (so P is the null matrix). If v is of degree
n − 1, in (2) we get λi(Qv(G)) − 1 = κi(G − v). The latter equality can be deduced also from the
following fact: since v is of degree n − 1, then Qv(G) = Q(G − v) + I so the Q-eigenvalues of G − v
are those of Qv(G) shifted by 1.
From the above remark and Corollary 2.5 we can deduce the following corollary.
Corollary 2.10. Let G be a graph and v be a vertex of degree n−1, then the Q-eigenvalues of G−v interlace
those of G decreased by 1. Namely,
κi+1(G) − 1  κi(G − v)  κi(G) − 1.
Another immediate consequence of the above corollary is the following result.
2588 J. Wang, F. Belardo / Linear Algebra and its Applications 435 (2011) 2585–2590
Corollary 2.11. Let G be a graph and v be a vertex of degree n−1, then if κ is a Q-eigenvalue ofmultiplicity
m for G then κ − 1 is a Q-eigenvalue for G − v of multiplicity at least m − 1.
3. A lower bound for the third largest Q -eigenvalue
In the sequel, we set the degree sequence of G of order n as d1  d2  · · ·  dn. Cvetkovic´ et al.
[2] proved that if G is a connected graph with order n  4, then κ1(G)  d1(G)+ 1 with equality iff G
is the star K1,n−1. Das [7] showed that κ2(G)  d2(G)− 1. In this section, we will determine a similar
lower bound for the third largest Q-eigenvalue κ3(G) of a graph by means of the third largest degree
d3(G).
Theorem 3.1. Let G be a graph and u, v and w be vertices of degree at least d3. We have:
(i) if u, v and w induce 3K1, then κ3(G)  d3;
(ii) if u, v and w induce K3 or P2 ∪ K1, then κ3(G)  d3 − 1;
(iii) if u, v and w induce P3, then κ3(G)  d3 −
√
2.
Proof. Set δ1 = deg(u), δ2 = deg(v) and δ3 = deg(w). Without loss of generality, let δ1  δ2 
δ3 = d3. Let Q(G) be the signless Laplacian matrix of G such that the first three rows and columns are
those related to u, v and w. LetM be the top-left principal 3 × 3 submatrix of Q(G).
Consider first Case (i), so u, v and w induce a 3K1. We have:
M =
⎛
⎜⎜⎝
δ1 0 0
0 δ2 0
0 0 d3
⎞
⎟⎟⎠ .
By Theorem 2.3 we deduce that κ3(G)  λ3(M) = d3 and Case (i) is proved.
Consider next the Case (ii) and assume that u, v and w induce a complete graph K3. Similarly to
above we have that
M =
⎛
⎜⎜⎝
δ1 1 1
1 δ2 1
1 1 d3
⎞
⎟⎟⎠ .
Set
H =
⎛
⎜⎜⎝
d3 1 1
1 d3 1
1 1 d3
⎞
⎟⎟⎠ ,
and P = M − H (note, P is a diagonal non-negative matrix). Since λn(P) = 0 and λ3(H) = d3 − 1, by
Theorems 2.3 and 2.4 we have κ3(G)  λ3(M)  λ3(H) + λn(P) = d3 − 1.
Assume now that u, v andw induce a P2 ∪ K1. Without loss of generality we can assume that u and
v are adjacent andw is not adjacent to u and v (the other configurations lead to matrices similar to H).
Similarly to above we have:
M =
⎛
⎜⎜⎜⎝
δ1 1 0
1 δ2 0
0 0 d3
⎞
⎟⎟⎟⎠ , H =
⎛
⎜⎜⎜⎝
d3 1 0
1 d3 0
0 0 d3
⎞
⎟⎟⎟⎠ ,
and P = M − H. Again, we have κ3(G)  λ3(M)  λ3(H) + λn(P) = d3 − 1, and Case (ii) is proved.
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Finally consider the Case (iii) and assume that u, v and w induce a path P3. We can additionally
assume that v is adjacent to both u andw (again, the other possibilities lead to matrices similar to the
H below). In analogy with the previous part of the proof, we have:
M =
⎛
⎜⎜⎝
δ1 1 0
1 δ2 1
0 1 d3
⎞
⎟⎟⎠ , H =
⎛
⎜⎜⎝
d3 1 0
1 d3 1
0 1 d3
⎞
⎟⎟⎠ ,
andP = M−H. Fromλn(P) = 0andλ3(H) = d3−
√
2,weobtainκ3(G)  λ3(M)  λ3(H)+λn(P) =
d3 −
√
2. 
We next show that it is possible to slightly improve the bound of Case (iii) in Theorem 3.1 with an
additional condition. Before doing so, we need some further definitions and results. For a graph G, a
partition π of V(G) = V1 ∪ V2 · · · ∪ Vk is equitable if the number of neighbors in Vj of a vertex u in Vi
is a constant cij , independent of u.
Lemma 3.2. Let V1, V2, . . . , Vk be an equitable partition π of G with parameters cij (i, j = 1, 2, . . . , k)
and let Qπ = (qij) be the matrix defined as follows
qij =
⎧⎪⎨
⎪⎩
cij if i = j;
cii +∑kj=1 cij if i = j.
If κ is an eigenvalue of Qπ , then κ is also an eigenvalue of Q(G).
Proof. If κ is an eigenvalue of Qπ , then Qπx = κx with x = (x1, x2, . . . , xk). Set |V(G)| = n and
y = (yv)v∈V(G) with yv = xi if v ∈ Vi (i = 1, 2, . . . , k). A direct calculation shows that
(Q(G)y)v = (Qπx)i = κxi = κyv.
The arbitrariness of v shows that the lemma holds. 
Theorem 3.3. Let G be a graph and u, v and w be vertices having degrees δ1, δ2 and δ3, respectively. If
δi  d3 and u, v and w do not share common neighbors, then κ3(G)  d3 − 1.
Proof. We can restrict to the configuration described in Case (iii) of Theorem 3.1, i.e., u, v andw induce
a path P3, otherwise by the same theoremwe immediately have that κ3(G)  d3−1. Furthermore, we
can set v adjacent to u andw (other possibilities lead to the same computations and similar matrices).
Consider the subgraph G′ ⊆ G induced by all edges incident to u, v and w. Due to the hypothesis,
G′ is a tree, consisting of a path on u, v andw such that at u, v andw there are attached δ1 − 1, δ2 − 2
and δ3 − 1 pendant vertices, respectively. If one among δ1, δ2 and δ3 is greater than d3, then we can
delete from G′ some vertices of degree 1 and obtain G′′ such that the three largest degrees are equal
to d3. By Corollary 2.7 we have κ3(G)  κ3(G′′). We now compute a lower bound for κ3(G′′) through
the divisor matrix of Q(G′′) defined in the following way: u forms the class V1, v forms the class V2,w
forms the class V3, the pendant vertices at u form the class V4, the pendant vertices at v form the class
V5 and the last class consists of the pendant vertices at w. Hence as in Lemma 3.2, we obtain
Qπ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d3 1 0 d3 − 1 0 0
1 d3 1 0 d3 − 2 0
0 1 d3 0 0 d3 − 1
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Fig. 1. A graph for which d3 −
√
2 < κ3 < d3 − 1.
By means of Lemma 3.2 all eigenvalues of Qπ are those of Q(G
′′). A direct calculation shows that
ϕ(Qπ , λ) = λf (λ)g(λ), where f (λ) = λ2−(d3+1)λ+1 and g(λ) = λ3−2(d3+1)λ2+(d23+2d3+
2)λ+1−3d3. If d3 = 2, then G′′ is a pathwith order 5 and λ3(P5) = (5−
√
5)/2 ≈ 1.38 > d3(P5)−
1 = 1. Next let d3  3. Let λ1(f )  λ2(f ) and λ1(g)  λ2(g)  λ3(g) be the roots of f (λ) = 0
and g(λ) = 0, respectively. It is easy to check that f (d3 + 3) = 2d3 + 7 > 0, f (d3) = 1 − d3 < 0,
f (d3 − 1) = 3 − 2d3 < 0, f (0) = 1 > 0 and g(d3 + 3) = 2(d3 + 8) > 0, g(d3) = (1 − d3) < 0,
g(d3 − 1) = 2(d3 − 2) > 0, g(0) = 1 − 3d3 < 0 which shows λ2(f ), λ3(g) ∈ (0, d3 − 1),
λ2(g) ∈ (d3 − 1, d3) and λ1(f ), λ1(g) ∈ (d3, d3 + 3).
Hence the third largest eigenvalue of Qπ is λ3(Qπ ) = λ2(g) > d3 − 1. Therefore κ3(G′′) 
λ3(Qπ ) > d3 − 1. 
Fromtheabove theoremwesee that in several configurationswehave thatκ3(G)  d3−1.However
if the conditions of Theorem 3.3 are not satisfied, we can get graphs whose third largest eigenvalue
falls in the interval [d3 −
√
2, d3 −1) as in the example given in Fig. 1. The graph depicted in Fig. 1 has
degree sequence (5, 5, 5, 3, 3, 3, 1, 1) and κ3 ≈ 3.7802 < d3 − 1 = 4 (note d3 −
√
2 ≈ 3.5857).
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