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Abstract
In this paper, the behavior of the sampling Kantorovich operators has been studied,
when discontinuous signals are considered in the above sampling series. Moreover, the
rate of approximation for the family of the above operators is estimated, when uniformly
continuous and bounded signals are considered. Further, also the problem of the linear
prediction by sampling values from the past is analyzed. At the end, the role of duration-
limited kernels in the previous approximation processes has been treated, and several
examples have been provided.
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1 Introduction
The present study is motivated by various reasons. First of all, we were inspired from the pa-
per of Butzer, Ries and Stens [14], where the behavior of the generalized sampling operators,
of the form:
(I) (Gwf)(t) :=
∑
k∈Z
f
(
k
w
)
χ (wt− k) , t ∈ R,
∗corresponding author
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were analyzed at any point t ∈ R, where the bounded signal f defined on R, presents a jump
discontinuity. The function χ : R → R is a suitable kernel, satisfying certain assumptions.
The generalized sampling operatorsGwf have been introduced in the 1980s (see e.g. [11, 7, 14,
16, 37]) as an approximate version of the classical Whittaker-Kotelnikov-Shannon sampling
theorem which uses an L1-kernel, see e.g. [38, 12, 32, 33, 34, 1, 4, 10, 2, 3, 6].
The sampling Kantorovich operators Swf , first introduced in [5] and studied in this paper
(see Section 2), arise as a further development of the generalized sampling operators, where
in place of the sample values f (k/w) we have mean values of the signal f , of the form
w
∫ (k+1)/w
k/w f(u) du, k ∈ Z, and w > 0; it turns out that these operators reduce ”time-jitter”
errors, what is very useful in signal processing.
In view of the above connection between the operators Swf and Gwf , it is quite natural to
ask what is the behavior of the sampling Kantorovich series when signals with discontinuities
are considered. Moreover, in last years it has been proved that the sampling Kantorovich
operators are very suitable for image reconstruction and enhancement (see e.g. [25, 26, 17,
18]); images are typical examples of discontinuous signals. This is an additional reason for
which it would be interesting to study the behavior of the sampling Kantorovich operators at
jump discontinuities. The latter problem will be the main topic investigated in the present
paper.
First of all, we establish a representation formula (see Lemma 2.5) for the sampling Kan-
torovich series evaluated at a certain fixed time t where the signal f has a jump discontinuity,
exploiting an auxiliary function appropriately defined. Then, by using the above formula,
we become able to obtain some necessary and sufficient conditions for the convergence of the
family (Swf)w>0 to a suitable finite linear combination of f(t+0) and f(t−0), where f(t+0)
and f(t− 0) are respectively the right and left limit of f .
The sampling Kantorovich operators, other than applications to image processing, have been
largely studied also from the theoretical point of view. For instance, a nonlinear version of
Swf has been studied in [40, 26, 39] both in continuous and Orlicz functions spaces, while a
more general version of these operators have been considered in [41, 42]. We recall that, Orlicz
spaces are very general spaces, including as a special case the Lp-spaces (see e.g. [36, 35, 9]).
The rate of approximation for Swf has been investigated in [8, 27, 28, 29] both in univariate
and multivariate settings.
In particular, Bardaro and Mantellini ([8]) proved an estimate for the order of approximation
involving the modulus of continuity of the function being approximated, requiring that the
discrete absolute moment of order β ≥ 1 of the kernel used to construct the operators is finite
(i.e. mβ(χ) < +∞, with β ≥ 1). Since in general examples of kernels for which the discrete
moment mβ(χ) = +∞, for β ≥ 1, can be given, in the present paper we achieve an estimate
applicable to sampling Kantorovich operators based upon those kernels.
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Finally, we study the problem of the linear prediction of signals from sample values taken
only from the past. This problem is important in real-word case studies, when, in order to
reconstruct a given signal at time t, one knows the sample values only before the present
time t.
In all the above mentioned problems, a crucial role is played by the kernels used to construct
the sampling Kantorovich operators. For this reason, a detailed discussion concerning the
kernels is given at the end of the paper together with several examples.
2 Approximation of discontinuous signals
First of all, we introduce the family of discrete operators studied in this paper.
In what follows, a function χ : R → R will be called a kernel if it satisfies the following
conditions:
(χ1) χ ∈ L1(R) and it is bounded in [−1, 1];
(χ2) for every u ∈ R, ∑
k∈Z
χ(u− k) = 1; (1)
(χ3) for some β > 0, the discrete absolute moment of order β are finite, i.e.,
mβ(χ) := sup
u∈R
∑
k∈Z
|χ(u− k)| |u − k|β < +∞.
For any kernel χ, the sampling Kantorovich operators can be defined as follows:
(Swf)(t) :=
∑
k∈Z
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
, (t ∈ R)
where f : R→ R is a locally integrable function such that the above series is convergent for
each t ∈ R.
Remark 2.1. Note that, since a kernel function satisfies conditions (χ1) and (χ3), it is
possible to prove (see e.g. [5, 25]) that the discrete absolute moment of order zero is finite,
i.e., m0(χ) < +∞.
Remark 2.2. We point out that, the boundedness on [−1, 1] required in assumption (χ1)
is a merely, non-restrictive, technical condition. From the practical point view, the above
assumption is not restrictive since the main examples of kernels (that will we show in Section
4) are bounded on the whole R.
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Clearly, it is easy to see that the operators Swf are well-defined for f ∈ L
∞(R). Indeed,
|(Swf)(t)| ≤ ‖f‖∞m0(χ) < +∞, t ∈ R,
where ‖ · ‖∞ denotes the usual sup-norm. The pointwise and uniform convergence for the
family of sampling Kantorovich operators have been proved in [5] for continuous signals of
one variable. More precisely, we have the following.
Theorem 2.3 ([5]). Let f : R→ R be a bounded function. Then,
lim
w→+∞
(Swf)(t) = f(t),
at any point t ∈ R of continuity for f . Moreover, if f is uniformly continuous, it turns out:
lim
w→+∞
‖Swf − f‖∞ = 0.
A multivariate version of the above theorem has been proved in [25].
Note that, assumption (χ1) on kernels functions χ is quite standard, condition (χ3) can be
easily deduced if χ(u) = O(u−β−1−ε), as |u| → +∞, for some ε > 0, while condition (χ2) is
in general difficult to check. For this reason, the following theorem can be useful.
Theorem 2.4 ([14]). Let χ be a continuous kernel function. Then, the following two assertion
are equivalent:
(I) For every u ∈ [0, 1), ∑
k∈Z
χ(u− k) = 1;
(II)
χ̂(2πk) =
{
1, k = 0,
0, k ∈ Z \ {0} ,
where χ̂(v) :=
∫
R
χ(u) e−iuv du, v ∈ R, denotes the Fourier transform of χ.
The proof of Theorem 2.4 follows as a consequence of the Poisson’s summation formula, see
e.g. [13, 14, 15]. Furthermore, it is easy to observe that (I) of Theorem 2.4 is equivalent to
(χ2) since the function
∑
k∈Z χ(u− k) is 1-periodic.
Now, in order to investigate the behavior of the sampling Kantorovich series at points where
a signal f is discontinuous, we introduce some notations.
Let f : R→ R and t ∈ R be fixed; we will denote by
f(t+ 0) := lim
ε→0+
f(t+ ε), and f(t− 0) := lim
ε→0+
f(t− ε).
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Moreover, for the kernel χ we define the functions:
Ψ+χ (x) :=
∑
k <x
χ(x− k), Ψ−χ (x) :=
∑
k>x
χ(x− k), (x ∈ R).
Under the previous assumptions, it is easy to see that Ψ+χ (x) and Ψ
−
χ (x) are periodic functions
with period equal to one. Indeed:
Ψ+χ (x+ 1) =
∑
k<x+1
χ(x+ 1− k) =
∑
k−1<x
χ(x− (k − 1))
=
∑
k˜ < x
χ(x− k˜) = Ψ+χ (x), (x ∈ R),
and the same computations can be made in case of Ψ−χ .
Moreover, assuming χ continuous, it is easy to prove that Ψ−χ is continuous from the right at
the integers, and Ψ+χ is continuous from the left again at the integers, see e.g., [14].
Now, we first prove the following useful representation lemma for the operators Swf .
Lemma 2.5. Let f : R→ R be a bounded function, and t ∈ R be fixed. We define:
gt(x) :=

f(x)− f(t− 0), x < t,
0, x = t,
f(x)− f(t+ 0), x > t.
(2)
There holds:
(Swf)(t) = (Swgt)(t) + [f(t+ 0)− f(t− 0)] ·
[
Ψ−χ (wt) + χ (wt− ⌊wt⌋)
]
+ f(t− 0) − χ (wt− ⌊wt⌋) (wt− ⌊wt⌋) [f(t+ 0)− f(t− 0)]
if wt /∈ Z, w > 0, where the symbol ⌊·⌋ denotes the integer part of a given number, while
(Swf)(t) = (Swgt)(t) + [f(t+ 0)− f(t− 0)] ·
[
Ψ−χ (wt) + χ (0)
]
+ f(t− 0),
if wt ∈ Z, w > 0.
Proof. First we consider the case wt /∈ Z, with w > 0. Thus we can write:
(Swgt)(t) =
∑
k<⌊wt⌋
χ(wt− k)
[
w
∫ (k+1)/w
k/w
[f(u)− f(t− 0)] du
]
+
∑
k>⌊wt⌋
χ(wt− k)
[
w
∫ (k+1)/w
k/w
[f(u)− f(t+ 0)] du
]
5
+ χ(wt− ⌊wt⌋)w
[∫ t
⌊wt⌋/w
[f(u)− f(t− 0)] du
+
∫ (⌊wt⌋+1)/w
t
[f(u)− f(t+ 0)] du
]
=
∑
k<⌊wt⌋
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
− f(t− 0)
∑
k<⌊wt⌋
χ(wt− k)
+
∑
k>⌊wt⌋
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
− f(t+ 0)
∑
k>⌊wt⌋
χ(wt− k)
+ χ(wt− ⌊wt⌋)w
[∫ (⌊wt⌋+1)/w
⌊wt⌋/w
f(u) du
]
− χ(wt− ⌊wt⌋)w
[
f(t− 0)
(
t−
⌊wt⌋
w
)
+ f(t+ 0)
(
⌊wt⌋+ 1
w
− t
)]
= (Swf)(t) − f(t− 0)
∑
k<⌊wt⌋
χ(wt− k)− f(t+ 0)
∑
k>⌊wt⌋
χ(wt− k)
− χ(wt− ⌊wt⌋) [f(t− 0) (wt− ⌊wt⌋) + f(t+ 0) (⌊wt⌋+ 1− wt)] .
Rearranging all the above terms, and by adding then subtracting the term f(t−0)
∑
k≥⌊wt⌋ χ(wt−
k) we obtain:
(Swf)(t) = (Swgt)(t) + f(t− 0)
∑
k∈Z
χ(wt− k)− f(t− 0)
∑
k>⌊wt⌋
χ(wt− k)
− f(t− 0)χ(wt − ⌊wt⌋) + f(t+ 0)
∑
k>⌊wt⌋
χ(wt− k) + f(t+ 0)χ(wt − ⌊wt⌋)
+ χ(wt− ⌊wt⌋) [f(t− 0) (wt− ⌊wt⌋) + f(t+ 0) (⌊wt⌋ − wt)] .
Now, since wt is not an integer, it is easy to note that:
Ψ−χ (wt) =
∑
k>⌊wt⌋
χ(wt− k),
moreover, by using condition (χ2) we finally have:
(Swf)(t) = (Swgt)(t) + f(t− 0) + Ψ
−
χ (wt) [f(t+ 0)− f(t− 0)]
+ χ(wt− ⌊wt⌋) [f(t+ 0)− f(t− 0)]
− χ(wt− ⌊wt⌋) (wt− ⌊wt⌋) [f(t+ 0)− f(t− 0)] .
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While, if wt ∈ Z, w > 0, we can repeat the above computations, splitting the operator
(Swgt)(t) as follows:
(Swgt)(t) =
∑
k<wt
χ(wt− k)
[
w
∫ (k+1)/w
k/w
[f(u)− f(t− 0)] du
]
+
∑
k≥wt
χ(wt− k)
[
w
∫ (k+1)/w
k/w
[f(u)− f(t+ 0)] du
]
.
Hence, rearranging all terms, by adding then subtracting again the term f(t−0)
∑
k≥wt χ(wt−
k), and by using condition (χ2) we can obtain:
(Swf)(t) = (Swgt)(t) + f(t− 0) + [f(t+ 0)− f(t− 0)]
∑
k≥wt
χ(wt− k)
= (Swgt)(t) + f(t− 0) + [f(t+ 0)− f(t− 0)]
[
Ψ−χ (wt) + χ(0)
]
.
Remark 2.6. The representation formula obtained in Lemma 2.5 it holds for every bounded
signal f , and for signals having removable discontinuities, the two cases wt ∈ Z and wt /∈ Z
coincide.
We are now ready to study the behavior of the sampling Kantorovich series at jump discon-
tinuity.
Theorem 2.7. Let f : R→ R be a bounded signal with a (non removable) jump discontinuity
at t ∈ R, and let α ∈ R. Then, the following assertions are equivalent:
(i) lim
w → +∞
wt ∈ Z
(Swf)(t) = [α+ χ(0) ] f(t + 0) + [ 1− α− χ(0) ] f(t− 0);
(ii) Ψ−χ (0) = α;
(iii) Ψ+χ (0) = 1− α− χ(0);
Proof. (i)⇒ (ii) From Lemma 2.5 we have:
(Swf)(t) = (Swgt)(t) + [f(t+ 0)− f(t− 0)] · [Ψ
−
χ (wt) + χ(0)] + f(t− 0), (3)
for any w > 0, such that wt ∈ Z. Now, by definition, it turns out that gt is bounded,
continuous in t, and gt(t) = 0, then from the assumptions and by Theorem 2.3 we have:
[α + χ(0) ] f(t+ 0) + [ 1− α− χ(0) ] f(t− 0) =
7
= f(t− 0) + [f(t+ 0)− f(t− 0)]
χ(0) + lim
w→ +∞
wt ∈ Z
Ψ−χ (wt)
 .
Since f has a jump discontinuity in t, we have f(t+ 0)− f(t− 0) 6= 0, then:
lim
w → +∞
wt ∈ Z
Ψ−χ (wt) = α.
Now, recalling that the function Ψ−χ is periodic with period equal to one, it turns out that:
lim
w → +∞
wt ∈ Z
Ψ−χ (wt) = Ψ
−
χ (0) = α.
(ii) ⇒ (i) Since Ψ−χ is 1-periodic, we have Ψ
−
χ (wt) = Ψ
−
χ (0) = α, for every w > 0 such
that wt ∈ Z. Then, by applying Theorem 2.3 again, and equality (3) we easily obtain:
lim
w → +∞
wt ∈ Z
(Swf)(t) = [α + χ(0) ] f(t+ 0) + [1− α− χ(0) ] f(t− 0).
Finally, by the assumption (χ2) on the kernels, we can write:
1 =
∑
k∈Z
χ(−k) = Ψ−χ (0) + χ(0) + Ψ
+
χ (0),
then immediately follows that (ii) is equivalent to (iii). This completes the proof.
Remark 2.8. We point out that in the case χ(0) = 0, (i) of Theorem 2.7 becomes:
lim
w → +∞
wt ∈ Z
(Swf)(t) = αf(t+ 0) + (1− α) f(t− 0),
i.e., the sampling Kantorovich series converge to a value which does not depend by the
behavior of the kernel at zero.
In what follows, when referring to the assertion (i) of Theorem 2.7, we speak of convergence
of the sampling Kantorovich series at jump discontinuities.
Now, in order to study the above problem when w > 0 is such that wt /∈ Z, an additional
assumption on χ must be assumed. In Section 4, we will show a class of kernel functions
satisfying this assumption, and moreover, in Theorem 2.10 we prove that the above additional
assumption on χ cannot be dropped. We have the following.
Theorem 2.9. Let f : R→ R be a bounded signal with a (non removable) jump discontinuity
at t ∈ R \ {0}, and let α ∈ R. Suppose in addition that the kernel function χ satisfies the
following condition:
χ(u) = 0, for every x ∈ (0, 1). (4)
Then, the following assertions are equivalent:
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(i) lim
w → +∞
wt /∈ Z
(Swf)(t) = α f(t+ 0) + (1− α) f(t− 0);
(ii) Ψ−χ (x) = α, for every x ∈ (0, 1);
(iii) Ψ+χ (x) = 1− α for every x ∈ (0, 1).
Proof. First of all, we can observe that under assumption (4) on χ, by Lemma 2.5 we have:
(Swf)(t) = (Swgt)(t) + [f(t+ 0)− f(t− 0)] ·Ψ
−
χ (wt) + f(t− 0), (5)
for every w > 0 such that wt /∈ Z, where gt is the function defined in (2). Now, by using (5)
it is immediate to prove that (ii) implies (i) by letting w → +∞ with the restriction wt /∈ Z,
using Theorem 2.3, and since, as in the proof of Theorem 2.7, Ψ−χ is 1-periodic.
Conversely, using (5) again, and since f(t+ 0) 6= f(t− 0), we can obtain:
lim
w → +∞
wt /∈ Z
Ψ−χ (wt) = α,
or, equivalently for every x ∈ (0, 1) and n ∈ N
lim
n→+∞
Ψ−χ (x+ n) = Ψ
−
χ (x) = α,
since Ψ−χ is 1-periodic. Therefore (i) and (ii) are equivalent.
The equivalence between (ii) and (iii) can be established easily since Ψ+χ and Ψ
−
χ are 1-periodic
and by using condition (χ2), we have:
1 =
∑
k∈Z
χ(wt− k) = Ψ+χ (wt) + Ψ
−
χ (wt) = Ψ
+
χ (x) + Ψ
−
χ (x),
for every x in (0, 1).
The results showed in Theorem 2.9, have been proved by using the condition in (4), which
could seem to be a quite strong assumption on the kernel χ.
Actually, it is possible to see that, even if condition (ii) of Theorem 2.9 is fulfilled, but χ does
not satisfy (4), the sampling Kantorovich series cannot converge at jump discontinuities.
Theorem 2.10. Let χ be a kernel which is not identically null on (0, 1). Suppose in addition
that χ satisfies condition (ii) of Theorem 2.9 with α ∈ R. Moreover, let f : R → R be a
bounded signal with a (non removable) jump discontinuity at t ∈ R \ {0}.
Then, the family of the sampling Kantorovich operators based upon χ, cannot converge (point-
wise) at t.
9
Proof. Suppose by contradiction that:
lim
w → +∞
wt /∈ Z
(Swf)(t) = ℓ,
for some ℓ ∈ R. Then by the uniqueness of the limit, and by using Lemma 2.5 and Theorem
2.3 we have:
ℓ = [f(t+ 0)− f(t− 0)] ·
 limw → +∞
wt /∈ Z
[
Ψ−χ (wt) + χ (wt− ⌊wt⌋)
]
+ f(t− 0) − [f(t+ 0)− f(t− 0)] ·
 limw → +∞
wt /∈ Z
χ (wt− ⌊wt⌋) · (wt− ⌊wt⌋)
 .
Now, by assumption (ii) of Theorem 2.9, and noting that, for every w > 0 with wt /∈ Z, we
have wt− ⌊wt⌋ = x ∈ (0, 1), we can write what follows:
ℓ = [f(t+ 0)− f(t− 0)] · [α+ χ (x)] + f(t− 0)
− [f(t+ 0)− f(t− 0)] · χ(x) · x, for every x ∈ (0, 1).
Since f(t+ 0)− f(t− 0) 6= 0, we can easily obtain:
χ(x) · (1− x) =
ℓ− f(t− 0)
f(t+ 0)− f(t− 0)
− α, for every x ∈ (0, 1),
i.e.,
χ(x) =
[
ℓ− f(t− 0)
f(t+ 0)− f(t− 0)
− α
]
·
1
1− x
, for every x ∈ (0, 1),
and this represents a contradiction. Indeed, if
ℓ− f(t− 0)
f(t+ 0)− f(t− 0)
− α =: C 6= 0,
it results that χ is unbounded on (0, 1), hence it fails to satisfy condition (χ1) on the kernel
functions. While, if C = 0 it turns out that χ(x) = 0 for every x ∈ (0, 1), that is again a
contradiction; thus the theorem is proved.
Finally, the following general theorem can be deduced.
Theorem 2.11. Let f : R→ R be a bounded signal with a (non removable) jump discontinuity
at t ∈ R, and let α ∈ R. Suppose in addition that the kernel function χ satisfies the following
condition:
χ(u) = 0, for every x ∈ [0, 1). (6)
Then, the following assertions are equivalent:
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(i) lim
w→+∞
(Swf)(t) = α f(t+ 0) + (1− α) f(t− 0);
(ii) Ψ−χ (x) = α, for every x ∈ [0, 1);
(iii) Ψ+χ (x) = 1− α for every x ∈ [0, 1).
If we assume in addition that χ is continuous on R, assertions (i), (ii), and (iii) are also
equivalent to the following:
(iv)
∫ 0
−∞
χ(u) e−iu2pik du =
{
α, k = 0,
0, k ∈ Z \ {0} ,
(v)
∫ +∞
0
χ(u) e−iu2pik du =
{
1− α, k = 0,
0, k ∈ Z \ {0} ,
Proof. The equivalence among (i), (ii) and (iii) can be established easily as a consequence of
Theorem 2.7 and Theorem 2.9.
Let now χ be continuous on R. We can prove (ii)⇔ (iv). Setting:
χ0(x) :=
{
χ(x), for x < 0,
0, for x ≥ 0,
then it results Ψ−χ (x) =
∑
k∈Z χ0(x − k) is a 1-periodic, continuous function on [0, 1). Now,
by the Poisson’s summation formula (see e.g., [13, 9]) its Fourier expansion is given by:
Ψ−χ (x) =
∑
k∈Z
χ̂0 (2kπ) e
i2kpix =
∑
k∈Z
[∫ 0
−∞
χ(u) e−i2kpiu du
]
ei2kpix.
Therefore Ψ−χ (x) = α for every x ∈ [0, 1) if and only if its Fourier series reduces to the term
k = 0, and this term is equal to α. The above fact implies the equivalence between (ii) and
(iv).
Finally, the equivalence between (iv) and (v) follows immediately from Theorem 2.4. This
completes the proof.
Clearly, also when we refer to (i) of Theorem 2.9 and Theorem 2.11 we speak of convergence
of the sampling Kantorovich series at jump discontinuities.
Finally, we can consider the case in which the discontinuity at the point t is removable, i.e.,
if f(t+ 0) = f(t− 0) = ℓ. In the latter case, it is easy to prove the following.
Theorem 2.12. Let f : R→ R be a bounded signal with a removable discontinuity at t ∈ R,
i.e., f(t+ 0) = f(t− 0) = ℓ. Then,
lim
w→+∞
(Swf)(t) = ℓ.
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Proof. The proof follows immediately noting that, by Lemma 2.5,
(Swf)(t) = (Swgt)(t) + ℓ,
for every w > 0, and applying Theorem 2.3.
Note that, Theorem 2.12 holds without any additional assumptions on the kernel functions.
3 Linear prediction and order of approximation
The problem of the order of approximation for the sampling Kantorovich series, has been
largely studied in various papers, see e.g. [8, 27, 28, 29], both for functions of one and
several variables. The approach used in the papers [27, 28, 29] involves functions belonging
to suitable Lipschitz classes (see e.g., [9]) in the space of continuous functions and in Orlicz
spaces. While, the estimates established in [8] were given for continuous functions only, and
by employing the modulus of continuity of the function being approximated. We recall that,
the modulus of continuity of a given uniformly continuous function f : R→ R is defined by:
ω(f, δ) := sup {|f(x)− f(y)| : x, y ∈ R, |x− y| ≤ δ} , (7)
δ > 0. It is well-known that, for any positive constant λ > 0, the modulus of continuity
satisfies the following useful property (see e.g., [13]):
ω(f, λ δ) ≤ (λ+ 1) · ω(f, δ). (8)
Now, we recall the following result.
Theorem 3.1 ([8]). Let χ be a kernel satisfying condition (χ3) with β ≥ 1. Then, for any
uniformly continuous and bounded function f : R→ R, there exists a positive constant C > 0
such that:
‖Swf − f‖∞ ≤ C ω(f,w
−1), w > 0.
We stress that, the estimate provided in Theorem 3.1 holds only when β of condition (χ3) is
not less than one. However, there exist examples of kernels for which the discrete absolute
moments of order β ≥ 1 are not finite, but at the same time, condition (χ3) is satisfied for
some values 0 < β < 1. In the latter case, Theorem 3.1 cannot be applied. For this reason,
we prove the following.
Theorem 3.2. Let χ be a kernel satisfying condition (χ3) with 0 < β < 1. Then, for any
uniformly continuous and bounded function f : R→ R, we have:
|(Swf)(x)− f(x)| ≤ ω
(
f, w−β
)
· [mβ(χ) + 2m0(χ)] + 2
β+1 ‖f‖∞mβ(χ)w
−β ,
for every x ∈ R, and w > 0 sufficiently large.
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Proof. Let x ∈ R be fixed. Now we can write what follows:
|(Swf)(x)− f(x)| =
∣∣∣∣∣(Swf)(x)− f(x)∑
k∈Z
χ(wx− k)
∣∣∣∣∣
≤
∑
k∈Z
[
w
∫ (k+1)/w
k/w
|f(u)− f(x)| du
]
· |χ(wx− k)| ,
for w > 0. Now, we split the above series as follows:
∑
|wx−k|≤w/2
[
w
∫ (k+1)/w
k/w
|f(u)− f(x)| du
]
· |χ(wx− k)|
+
∑
|wx−k|>w/2
[
w
∫ (k+1)/w
k/w
|f(u)− f(x)| du
]
· |χ(wx− k)| =: I1 + I2.
Before estimating I1, we first observe that, for every u ∈ [k/w, (k+1)/w], and if |wx−k| ≤ w/2
we have:
|u− x| ≤ |u− (k/w)| + |(k/w) − x| ≤ (1/w) + (1/2) ≤ 1,
for every w > 0 sufficiently large, and moreover, since 0 < β < 1, it is also easy to see that:
ω(f, |u− x|) ≤ ω(f, |u− x|β).
Hence, by using property (8) we can obtain:
I1 ≤
∑
|wx−k|≤w/2
[
w
∫ (k+1)/w
k/w
ω(f, |u− x|β) du
]
· |χ(wx− k)|
≤
∑
|wx−k|≤w/2
[
w
∫ (k+1)/w
k/w
(
wβ |u− x|β + 1
)
ω(f, w−β) du
]
· |χ(wx− k)|
≤ ω(f, w−β)
 ∑
|wx−k|≤w/2
(
w
∫ (k+1)/w
k/w
wβ |u− x|β du
)
|χ(wx− k)|
+
∑
|wx−k|≤w/2
|χ(wx− k)|
 =: ω(f, w−β) [I1,1 + I1,2| .
Concerning I1,1, exploiting the sub-additivity of | · |
β, with 0 < β < 1, we have:
I1,1 ≤
∑
|wx−k|≤w/2
(
wβ max
u∈[k/w, (k+1)/w]
|u− x|β
)
|χ(wx− k)|
≤
∑
|wx−k|≤w/2
wβ max
{
|(k/w) − x|β; |(k + 1)/w − x|β
}
|χ(wx− k)|
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≤
∑
|wx−k|≤w/2
wβ max
{
|(k/w) − x|β ; |(k/w) − x|β + (1/w)β
}
|χ(wx− k)|
=
∑
|wx−k|≤w/2
wβ
[
|(k/w) − x|β + w−β
]
|χ(wx− k)|
≤
∑
|wx−k|≤w/2
|wx− k|β |χ(wx− k)| +
∑
|wx−k|≤w/2
|χ(wx− k)|
≤ mβ(χ) + m0(χ) < +∞,
in view of condition (χ3) and what observed in Remark 2.1. Moreover, follows easily that
also I1,2 ≤ m0(χ). Finally, concerning I2 we have:
I2 ≤ 2‖f‖∞
∑
|wx−k|>w/2
|χ(wx− k)| ≤ 2‖f‖∞
∑
|wx−k|>w/2
|wx− k|β
|wx− k|β
|χ(wx− k)|
≤ 2β+1
‖f‖∞
wβ
∑
|wx−k|>w/2
|wx− k|β |χ(wx− k)| ≤ 2β+1 ‖f‖∞w
−βmβ(χ) < +∞.
This completes the proof.
After estimating the order of approximation, we investigate the problem of the linear predic-
tion of signals, by sample values taken only from the past. In fact, the sampling Kantorovich
series, in order to approximate a signal at a fixed time t, involve sample values taken both
from the past and the future with respect to t. Clearly, in practice this is not possible since
a signal is known only from the past with respect to the time t. The above problem can be
solved as follows.
Theorem 3.3. Let χ be a kernel with compact support, such that suppχ ⊂ (0,+∞). Then,
for every signal f : R → R for which the operators Swf , w > 0, are well-defined, and for
every fixed t ∈ R, we have:
(Swf)(t) =
∑
k/w<t
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
,
for every w > 0, such that wt ∈ Z.
In particular, if suppχ ⊂ [1,+∞) we have:
(Swf)(t) =
∑
k/w<t
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
,
for every w > 0.
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Proof. Since suppχ ⊂ (0,+∞), we have χ(wt− k) = 0 for every k ∈ Z such that wt− k ≤ 0,
i.e., k/w ≥ t. Moreover, if w > 0 is such that wt ∈ Z, it turns out that the last term of the
series (Swf)(t) is:
χ(1) ·
[
w
∫ t
t−(1/w)
f(u) du
]
;
therefore it is clear that our operators exploit the values of the signal f in the past with
respect to the fixed time t.
Moreover, if suppχ ⊂ [1,+∞) the proof follows as before, but we must observe that, if
wt /∈ Z, we have ⌊wt⌋ < wt < ⌊wt⌋+ 1, then:
∑
k/w< t
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
=
∑
k≤⌊wt⌋−1
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
+χ(wt− ⌊wt⌋)
[
w
∫ (⌊wt⌋+1)/w
⌊wt⌋/w
f(u) du
]
=
∑
k≤⌊wt⌋−1
χ(wt− k)
[
w
∫ (k+1)/w
k/w
f(u) du
]
,
since wt− ⌊wt⌋ < 1; then again the mean values are computed before the time t.
Obviously, it is easy to see that, if the kernel χ has compact support, the above sampling
Kantorovich series reduce to finite sums.
4 Examples of kernels and particular cases
In this section, we present some concrete examples of kernels. First of all, we mention some
well-known, band-limited kernels:
χ1(x) :=
1
2
(
sin(πx/2)
πx/2
)2
, x ∈ R, (Feje´r’s kernel),
χ2(x) :=
3
2π
sin(x/2) sin(3x/2)
3x2/4
, x ∈ R, (de la Valle´e Poussin’s kernel),
χ3(x) :=
sin(πx/2) sin(πx)
π2x2/2
, x ∈ R,
see e.g. [13, 14, 5, 25, 26]. For the above examples we have that condition (χ1) is easily
fulfilled, condition (χ2) is satisfied in view of Theorem 2.4, and finally condition (χ3) is
satisfied for every β < 1, see e.g. [13, 14, 9, 5].
For the sampling Kantorovich operators associated to these kernels, we can clearly speak of
convergence in the standard sense (that one established in Theorem 2.3), and we can speak
of convergence at jump discontinuities only in the case considered in Theorem 2.7. While,
Theorem 2.9 and Theorem 2.11 cannot be applied, since in general χj(x) 6= 0 for every
x ∈ (0, 1), j = 1, 2, 3.
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Further, concerning the order of approximation that can be achieved by the operators Sw,
w > 0, when the above kernels are employed, it is possible to observe that, since condition
(χ3) is satisfied only for every β < 1 (then mβ(χi) = +∞, for β ≥ 1, i = 1, 2, 3), Theorem
3.1 cannot be applied, while Theorem 3.2 holds.
As a general fact, we can observe that, it is impossible to construct non-trivial band-limited
kernels, such that χ(x) = 0 for every x ∈ (0, 1), since they must be identically zero, due to
the Paley-Wiener theorem, which establish the holomorphy of the function χ and the identity
principle of the analytic functions.
Now, since it is well-known that continuous functions cannot be simultaneously duration and
band limited, in order to obtain examples of kernels for which the corresponding sampling
Kantorovich operators converge at jump discontinuity, the above remark suggests to consider
only duration limited kernels, i.e., kernels with compact support.
Theorem 4.1. Let χa, χb : R → R be two continuous kernels such that, suppχa ⊆ [−a, a]
and suppχb ⊆ [−b, b], with a and b positive. Moreover, let α ∈ R be fixed. Then, setting:
χ(x) := (1− α)χa(x− a− 1) + αχb(x+ b), x ∈ R,
it turns out that χ is a kernel satisfying conditions (χ1), (χ2), and (χ3). Furthermore, the
corresponding sampling Kantorovich series Swf , w > 0, based upon χ satisfy (i) of Theorem
2.11 with the parameter α, at any jump discontinuity t ∈ R of the given bounded signal
f : R→ R.
Proof. First of all, it is easy to see that χ satisfy conditions (χ1) and (χ3) (see e.g. [5]).
Moreover, since χ is defined by a suitable finite linear combination of two continuous kernels
with compact support, it turns out that χ is itself continuous and with compact support.
Further, its Fourier transform can be computed as follows:
χ̂(v) = (1− α) e−iv (a+1) χ̂a(v) + α e
iv b χ̂b(v), v ∈ R.
Now, by Theorem 2.4, and since χa and χb satisfy condition (χ2), we have χ̂(0) = 1, and
χ̂(2πk) = 0, for k ∈ Z \ {0}, then also χ satisfies (χ2) and so it turns out to be a kernel
function. In addition, it is easy to see that, for any x ∈ [0, 1), we have χ(x) = 0, i.e., χ
satisfies condition (4). Finally, we can observe that:∫ +∞
0
χ(u) e−iu2pivdu = (1− α)
∫ +∞
0
χa(u− a− 1) e
−iu2piv du
= (1− α) e−iv 2pi (a+1) χ̂a(2πv),
and it results χ̂a(2πk)e
−i2pik (a+1) = 1, if k = 0, and χ̂a(2πk)e
−i2pik (a+1) = 0, if k ∈ Z \ {0},
then we obtain that condition (v) of Theorem 2.11 is fulfilled. This completes the proof.
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In order to construct examples of kernels as in Theorem 4.1, we first recall the definition of
the well-known central B-spline order n ∈ N+, given by:
Mn(x) :=
1
(n− 1)!
n∑
i=0
(−1)i
(
n
i
)(n
2
+ x− i
)n−1
+
, x ∈ R,
where (x)+ := max {x, 0} denotes “the positive part” of x ∈ R. Clearly, central B-splines of
order n does not satisfy the condition χ(x) = 0, for every x ∈ [0, 1).
It is well-know that, any Mn(x) has support [−n/2, n/2]; hence it is bounded and belonging
to L1(R). Thus condition (χ1) holds, (χ3) is easily satisfied for every positive values of β,
and noting that:
M̂n(v) =
(
sin v/2
v/2
)n
, v ∈ R,
we obtain from Theorem 2.4 that also condition (χ2) is fulfilled. Now, for every central
B-spline of order n ∈ N, we define for each α ∈ R, the following kernels:
χn(x) := (1− α)Mn(x− n− 1) + αMn(x+ n), x ∈ R.
By means of the kernels χn, the corresponding sampling Kantorovich series Swf , w > 0,
satisfy (i) of Theorem 2.11 with the parameter α, at any jump discontinuity t ∈ R of a given
bounded signal f : R→ R.
Until now, we showed only examples of continuous kernels; in what follows we introduce a
discontinuous kernel. Let
C2(x) :=
1
2
[M2(x+ 2) +M2(x− 2)] =

(|x| − 1)/2, 1 ≤ x < 2,
(3− |x|)/2, 2 ≤ x < 3,
0, elsewhere,
a continuous kernel constructed by a procedure similar to that one described in the proof
of Theorem 4.1. Clearly, the sampling Kantorovich operators based upon C2 satisfy (i) of
Theorem 2.11 with α = 1/2. Now, we introduce the following step function:
S(x) :=

1/2, |x| = 1,
−1/2, |x| = 2
0, elsewhere.
It is easy to check that
∑
k∈Z
S(x− k) = 0 and Ψ−S (x) = 0, for every x ∈ [0, 1); now defining:
D2(x) := C2(x) + S(x), x ∈ R,
we obtain that the discontinuous function D2(x) is again a kernel satisfying (χ1), (χ2), and
(χ3), D2(x) = 0 for every x ∈ [0, 1), and it satisfies condition (ii) of Theorem 2.11 (in the not
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necessarily continuous case). Hence, the corresponding sampling Kantorovich series based
upon D2 converge at jump discontinuity with α = 1/2.
Note that, while the previous examples of kernels with compact support have mβ(χ) < +∞,
for every β ≥ 0, the kernels χ1, χ2 and χ3 have mβ(χi) = +∞, for β ≥ 1, i = 1, 2, 3. In
the latter case, Theorem 3.1 cannot be applied and Theorem 3.2 becomes useful in order to
estimate the aliasing errors for the sampling Kantorovich operators.
In the following theorem, we show that, in general, it is possible to give a condition on the
kernels which ensures that (χ3) holds for 0 ≤ β < ν, for some ν < 1, and mβ(χ) = +∞, for
ν < β ≤ 1.
Theorem 4.2. Let χ : R → R be a function such that the following condition holds for
suitable constants 0 < C1 ≤ C2:
C1
|u|γ
≤ χ(u) ≤
C2
|u|γ
, for every |u| > M,
for some 1 < γ ≤ 2, and M > 0. Then:
mβ(χ) =
{
+∞, γ − 1 ≤ β ≤ 1,
< +∞, 0 ≤ β < γ − 1.
Proof. Let γ − 1 ≤ β ≤ 1, and u ∈ R be fixed. We can write:
mβ(χ) ≥
∑
k∈Z
|χ(u− k)| |u− k|β ≥ C1
∑
|u−k|>M
|u− k|β−γ = +∞,
since γ − β ≤ 1. While, for 0 ≤ β < γ − 1, and every u ∈ R we have:
∑
k∈Z
|χ(u− k)| |u − k|β ≤
 ∑
|u−k|≤M
+
∑
|u−k|>M
 |χ(u− k)| |u− k|β
≤ Mβm0(χ) + C2
∑
|u−k|>M
|u− k|β−γ < +∞,
where m0(χ) < +∞ since χ(u) = O(|u|
−γ), as |u| → +∞ with γ > 1, and since the series∑
|u−k|>M |u − k|
β−γ , with γ − β > 1, is uniformly convergent for every u ∈ R. Then the
proof follows.
Examples of kernels as in Theorem 4.2, which satisfy (χ1), (χ2), and (χ3) with 0 < β < 1,
can be constructed by using certain finite linear combination of sigmoidal functions, see e.g.
[21, 22, 19, 24, 23, 20, 30].
We recall that, a function σ : R→ R is called a sigmoidal function if it satisfies the following:
lim
x→−∞
σ(x) = 0, and lim
x→+∞
σ(x) = 1,
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see e.g., [31, 19, 23, 20]. In particular, we consider the following sigmoidal functions, first
introduced in [30]:
σγ(x) :=

1
|x|γ + 2
, x < −21/γ ,
2−(1/γ)−2x+ (1/2), −21/γ ≤ x ≤ 21/γ ,
xγ + 1
xγ + 2
, x > 21/γ ,
(9)
with 1 < γ ≤ 2. Now, we can define the positive functions:
φγ(u) :=
1
2
[σγ(u+ 1)− σγ(u− 1)], u ∈ R,
which satisfies the assumption of Theorem 4.2 for 1 < γ ≤ 2, then it turns out that:
mβ(φγ) =
{
+∞, γ − 1 ≤ β ≤ 1,
< +∞, 0 ≤ β < γ − 1,
i.e., φγ satisfies (χ3) for 0 ≤ β < γ − 1 < 1. Moreover, in [30] (or in [21, 22, 24]) it is showed
that φγ satisfies also conditions (χ1) and (χ2).
5 Final remarks and conclusions
Some necessary and sufficient conditions for the convergence at jump and removable discon-
tinuities for the families of sampling Kantorovich operators have been established. A crucial
role is played by suitable kernels a class of which can be easily obtained by a certain finite
linear combination of duration-limited kernels.
We note that, in the present setting, the representation formula of Lemma 2.5 is more delicate
to achieve in comparison with the analogous one in [14], due to the presence of the average
instead of the sample values f(k/w), k ∈ Z, w > 0.
Finally, since in some previous papers (see e.g. [25, 26, 17, 18]) it has been proved that the
sampling Kantorovich operators are suitable for image reconstruction and enhancement, and
for this aim it is important to study the behavior of the image in the point of discontinuity,
the present study can be useful for its extension to the multivariate frame.
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