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resumo Formula-se um problema de optimizac¸a˜o relativo a` afectac¸a˜o de ser-
vidores entre grupos funcionais de Erlang-B (M/M/n/0), que ocorre
na modelac¸a˜o de sistemas de Teletra´fego. Na pra´tica, ha´ normalmente
dois objectivos a atingir no dimensionamento de tais sistemas: Maximi-
zar o volume de tra´fego transportado (minimizando o tra´fego perdido
pelo sistema global) e optimizar o grau de servic¸o (minimizando as
probabilidades de bloqueio). Analisa-se o conflito potencial entre os
dois objectivos e caracteriza-se o conjunto N das soluc¸o˜es na˜o do-
minadas do problema. A abordagem do problema de optimizac¸a˜o e´
antecedida de um estudo nume´rico (ca´lculo das derivadas da func¸a˜o
de Erlang-B) e anal´ıtico (propriedades de convexidade do modelo).
Estabelecem-se dois me´todos nume´ricos de ca´lculo das derivadas par-
ciais de primeira e segunda ordem na varia´vel nu´mero de servidores
(Me´todo da Recursa˜o Completa Generalizada e Me´todo da Recursa˜o
Reduzida). Uma ana´lise do erro propagado nessas recurso˜es mostra
a nota´vel estabilidade nume´rica dos processos de ca´lculo. Extensos
resultados computacionais mostram a grande eficieˆncia dos me´todos
propostos, mesmo para valores elevados dos argumentos. No que toca
a`s propriedades anal´ıticas, estabelece-se o sinal das derivadas parciais
de segunda ordem da func¸a˜o tra´fego de transbordo num sistema de
Erlang-B. A convexidade em cada uma das varia´veis e´ demonstrada no
sentido estrito e em todo o dom´ınio, generalizando resultados ja´ conhe-
cidos. E´ proposto um algoritmo para percorrer N , que usa o me´todo
de Newton combinado com uma estrate´gia especial de determinac¸a˜o
das restric¸o˜es que esta˜o activas em cada o´ptimo de Pareto.

keywords Stochastic Models, Erlang-B Function, Numerical Algorithms,
Multiobjective Convex Optimization.
abstract An optimization problem related to the server allocation between
Erlang-B functional groups is formulated. This problem occurs in Te-
letraffic Systems modeling. In applied situations, the design of such
a system usually involves two objectives: to minimize the overflow
traffic of the global system and to minimize the blocking probabili-
ties. The potential conflict between these objectives is shown and the
set N of the non inferior solutions of the problem is characterized. An
algorithm for traveling on N is given. This algorithm uses the Newtow-
Raphson method together with a special strategy for determining the
set of active restrictions for each Pareto optimal solution. Previously to
the explanation of this optimization problem, a numerical and analytic
study of the model, including the determination of the Erlang-B func-
tion derivatives and convexity properties is presented. Two methods
are proposed for the numerical evaluation of the first and second order
derivatives of the Erlang-B function: Complete Generalized Recursion
Method and Reduced Recursion Method. A good numerical stabi-
lity of both methods is ensured by including a detailed error analysis.
Furthermore, extensive computations show the great efficiency of those
methods even for high argument values. Concerning the analytic pro-
perties, the sign of the second order partial derivatives of the overflow
traffic function is established and the strict convexity in each variables
is shown.
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“Chegamos enta˜o a uma questa˜o pre´via e radical:
se ha´ uma dimensa˜o cognitiva em toda a operac¸a˜o
computante e se a computac¸a˜o e´ apta para as
actividades cognitivas mais diversas, todo o
conhecimento, seja qual for a sua natureza, na˜o
supo˜e computac¸a˜o, e esta na˜o supo˜e um problema
a tratar?”
Edgar Morin (1986), La Methode 3. La
connaissance de la connaissance.

Cap´ıtulo 1
Introduc¸a˜o
1.1 Enquadramento
O dimensionamento de sistemas estoca´sticos de servic¸o1 tem vindo a recorrer cada vez
mais a processos de optimizac¸a˜o. Em particular, os sistemas com perda surgem como os
modelos estoca´sticos adequados a muitos sistemas de telecomunicac¸o˜es, incluindo redes
de comutac¸a˜o por circuitos, e sistemas de comunicac¸a˜o mo´vel ou via sate´lite. No con-
texto da revoluc¸a˜o tecnolo´gica na a´rea das comunicac¸o˜es a que temos vindo a assistir,
ha´ constantemente novas aplicac¸o˜es a considerar, merceˆ do extraordina´rio desenvolvi-
mento em curso. Para citar um exemplo cla´ssico, os modelos de dimensionamento de
redes telefo´nicas inter-centrais conduzem a problemas de optimizac¸a˜o de muito elevada
complexidade e geralmente de grande dimensa˜o, sendo normalmente abordados com
base numa decomposic¸a˜o em va´rios problemas e sub-problemas de optimizac¸a˜o (ver
por exemplo [8, 15]).
1A Teoria dos Sistemas Estoca´sticos de Servic¸o pode considerar-se como parte do campo das
aplicac¸o˜es dos processos estoca´sticos, sendo referida na literatura por denominac¸o˜es diversas, como
Teoria de Tra´fego ou Teoria das Filas de Espera. E´ comum na literatura internacional usar a palavra
inglesa “Queueing” para designar a a´rea, enquanto que os sistemas sa˜o designados por “Queues”. No
contexto das aplicac¸o˜es em Telecomunicac¸o˜es e´ conhecida por Teoria do Teletra´fego.
1
2 CAPI´TULO 1
No aˆmbito das questo˜es de Investigac¸a˜o Operacional associadas ao planeamento
de tais sistemas, estamos interessados em mu´ltiplos problemas de optimizac¸a˜o inci-
dindo sobre diferentes n´ıveis e facetas do processo de planeamento/dimensionamento
(por exemplo rede nuclear “core network”/rede local; rede funcional/rede de trans-
missa˜o; planeamento de curto/me´dio prazo). Uma resenha sobre aplicac¸o˜es de me´todos
cla´ssicos de programac¸a˜o matema´tica em planeamento de redes por comutac¸a˜o por
circuitos pode ser vista, por exemplo, em [6]. De uma maneira bastante gene´rica,
pretende-se sempre rentabilizar ao ma´ximo os meios instalados, tendo em conta a
procura prevista. Essa rentabilizac¸a˜o passa, na˜o so´ pelo ca´lculo dos paraˆmetros de
dimensionamento dos meios a instalar, mas tambe´m pela definic¸a˜o da melhor pol´ıtica
de utilizac¸a˜o desses meios. O objectivo, sera´ oferecer um servic¸o de qualidade elevada
aos utentes, ao mı´nimo custo.
Tipicamente, se um equipamento com perda (i.e. sem fila de espera) for desenhado
para responder ao nu´mero me´dio de solicitac¸o˜es a que esta´ sujeito, uma proporc¸a˜o
inaceita´vel de utentes encontra bloqueio. Para melhorar a qualidade de servic¸o pode
aumentar-se a quantidade de equipamento instalado no sistema mas, dessa forma, os
custos de instalac¸a˜o sera˜o tambe´m aumentados. Estes custos, reflectem-se num agra-
vamento do prec¸o que o utilizador tera´ de pagar pelo servic¸o prestado. Incrementando
a quantidade de equipamento para ale´m de um certo limite, na˜o se produzira´ nenhuma
melhoria significativa na qualidade de servic¸o e os utentes na˜o estara˜o dispostos a pagar
o correspondente aumento de custos.
As estrate´gias de optimizac¸a˜o desses sistemas encontram um bom compromisso
para obter a soluc¸a˜o correspondente ao sistema a instalar. Genericamente trata-se
da optimizac¸a˜o estrutural da rede (topologia do grafo associado a` rede e dimensiona-
mento da capacidade dos arcos em nu´mero de canais ou circuitos) e, conjuntamente,
da determinac¸a˜o dos encaminhamentos dos fluxos aleato´rios de chamadas entre pares
de nodos. Esta˜o em causa questo˜es de planeamento muito complexas e elaboradas,
recorrendo a modelos de optimizac¸a˜o de va´rios n´ıveis, podendo-se ter em cada n´ıvel
formulac¸o˜es mono ou multicrite´rio dos problemas de optimizac¸a˜o que esta˜o associados
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aos problemas de decisa˜o de diferentes tipos envolvidos nos processos de planeamento.
Assim se compreende que o planeamento de tais redes seja abordado com base numa
decomposic¸a˜o em va´rios problemas e sub-problemas de optimizac¸a˜o, como ja´ foi dito.
De entre as va´rias classes de problemas que assim va˜o surgindo nessa estrate´gia de-
compositiva incluem-se frequentemente problemas relativos a modelos ba´sicos de repre-
sentac¸a˜o da rede, classicamente conhecidos e extensamente estudados. De entre estes
modelos, o sistema com perda introduzido pelo matema´tico dinamarqueˆs A. K. Erlang,
ao servic¸o da operadora dinamarquesa de Telecomunicac¸o˜es, baseado na fo´rmula B do
seu histo´rico artigo [7] de 1917, constitui um dos mais conhecidos e tambe´m dos mais
estudados na literatura. Este modelo esta´ intimamente relacionado com o segundo
sistema introduzido nesse mesmo artigo e designado por modelo de Erlang-C, por estar
baseado na sua fo´rmula C. Ale´m desses dois modelos, tem surgido uma crescente lista
de outros modelos generalizados (ver [33, 24, 22, 37, 35, 17]) e h´ıbridos [34, 36] tendo em
conta uma adaptac¸a˜o a`s necessidades das aplicac¸o˜es, ou como resultado abstracto da
investigac¸a˜o de cara´cter mais teo´rico. As generalizac¸o˜es propostas sa˜o imensas, mesmo
se considerarmos apenas as referentes ao regime estaciona´rio (resultante do equil´ıbrio
estat´ıstico dos sistemas estoca´sticos) — contudo, ha´ que acrescentar tambe´m os mo-
delos referentes aos sistemas em regime transito´rio [45, 31, 26, 27, 30, 29, 39]. Ale´m
disso, surgem ana´lises dos referidos sistemas em regimes assimpto´ticos [19, 2] e/ou
cr´ıticos [16, 38].
Tendo em conta a extensa lista de trabalhos publicados relativos a propriedades
anal´ıticas desses modelos e a me´todos nume´ricos aplicados aos mesmos, pode falar-
-se de uma sub-a´rea de investigac¸a˜o (inserida na Teoria dos Sistemas Estoca´sticos de
Servic¸o), que designaremos por “Sistemas de Erlang.” E´ importante frisar, que esta
classe de sistemas constitui um campo bastante fe´rtil em novos problemas e aplicac¸o˜es,
o que justifica a dedicac¸a˜o e a atenc¸a˜o de uma comunidade cient´ıfica que ja´ se pode
considerar numerosa. Para ilustrar sucintamente essa actividade de investigac¸a˜o nos
anos mais recentes (e tendo tambe´m em conta um crite´rio de proximidade com os
to´picos tratadas nesta dissertac¸a˜o), escolhemos referir a seguinte lista seleccionada de
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publicac¸o˜es que podem ser encontradas numa pesquisa bibliogra´fica tema´tica: [43, 27,
25, 5, 28, 18, 46, 40, 41, 44, 39, 32, 29, 3, 4, 17].
Os referidos trabalhos podem considerar-se relacionados com a Teoria das Func¸o˜es
Especiais — “High Transcendental Functions” na literatura internacional (ver por
exemplo a obra de refereˆncia [1]). Com efeito, as fo´rmulas B e C de Erlang, assim
como as extenso˜es anal´ıticas normalmente adoptadas (sugeridas inicialmente por R.
Fortet [42, pag.602]), esta˜o intimamente relacionadas com classes de func¸o˜es especi-
ais conhecidas da teoria cla´ssica das func¸o˜es. Na verdade, para um matema´tico dessa
a´rea, a func¸a˜o de Erlang-B pode classificar-se como uma func¸a˜o gama incompleta, uma
func¸a˜o de Whittaker, uma func¸a˜o de conflueˆncia hipergeome´trica de Kummer ou ainda
como uma func¸a˜o de probabilidade χ2. Estas interelac¸o˜es sa˜o referidas em [23, pag.332]
e exploradas por D. L. Jagerman [19]. Ora, os estudos na a´rea dos “Sistemas de Er-
lang” inserem-se, nesse contexto, nas propriedades anal´ıticas relativas a essas classes
de func¸o˜es especiais, assim como nos me´todos nume´ricos com elas relacionados.
Neste trabalho abordam-se problemas ba´sicos de optimizac¸a˜o de um sistema de
teletra´fego muito comum em redes do referido tipo, o sistema ba´sico de Erlang-B, fo-
cando a repartic¸a˜o de um total de κ ∈ IR+ canais de comunicac¸a˜o por va´rios grupos
de circuitos funcionais aos quais sa˜o oferecidos tra´fegos de Poisson, de intensidades
conhecidas. Surge enta˜o um problema de afectac¸a˜o de servidores no contexto de um
modelo multidimensional de Erlang-B, uma vez que o sistema global e´ constituido por
mu´ltiplos canais independentes, cada um deles sendo um sistema ba´sico (unidimensio-
nal) de Erlang-B. No contexto do projecto o´ptimo, os crite´rios geralmente adoptados
sa˜o ou a igualdade de oportunidades para os utilizadores dos va´rios grupos (crite´rio de
equidade no grau de servic¸o, dividindo-se os circuitos de tal modo que sejam iguais as
probabilidades de bloqueio de chamadas), ou a maximizac¸a˜o do tra´fego transportado
no sistema global. Provar-se-a´ que o primeiro crite´rio e´ equivalente a minimizar a maior
probabilidade de bloqueio do conjunto de todos os canais, exprimindo assim uma pre-
ocupac¸a˜o de obter a melhor qualidade de servic¸o poss´ıvel. Podia dizer-se que traduz o
crite´rio dos utilizadores do sistema que desejam a melhor qualidade de servic¸o poss´ıvel,
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ou seja um crite´rio social . No entanto, de entre as designac¸o˜es poss´ıveis escolhemos
a sugestiva designac¸a˜o de Crite´rio de Equidade. O segundo crite´rio ( maximizac¸a˜o do
tra´fego transportado no sistema global), e´ equivalente a minimizar o tra´fego total per-
dido no sistema multidimensional. Esta preocupac¸a˜o traduz a preocupac¸a˜o da empresa
operadora que explora economicamente o sistema instalado. Essa entidade procurara´
maximizar os lucros inerentes ao servic¸o prestado aos utilizadores (que estara´ na raza˜o
directa do volume de tra´fego transportado). Poderia ser designado por crite´rio da
administrac¸a˜o ou mesmo crite´rio da operadora. De entre as designac¸o˜es poss´ıveis, usa-
remos a bastante adequada designac¸a˜o de Crite´rio de Eficieˆncia. A optimizac¸a˜o do
sistema e´ assim abordada com base numa formulac¸a˜o bicrite´rio. Conseguiu-se uma
prova matema´tica de um resultado que pode parecer sugestivamente o´bvio: Ha´ conflito
entre o crite´rios de Equidade e Eficieˆncia, salvo num caso degenerado de simetria geral
do estado de todos os canais. Isto quer dizer que se o sistema estiver optimizado em
termos de eficieˆncia na˜o estara´ optimizado em termos de equidade (e vice-versa).
Qualquer tentativa de abordar o problema de optimizac¸a˜o descrito (afectac¸a˜o de
servidores bicrite´rio num sistema multidimensional de Erlang-B), depara com uma
se´rie de questo˜es anal´ıticas relativas a eventuais propriedades do modelo ba´sico de
Erlang-B. Em muitos casos, a resposta a essas questo˜es na˜o e´ encontrada na litera-
tura, constituindo cada uma delas um to´pico de investigac¸a˜o com eventual interesse
independente (uma vez que o esclarecimento dessas questo˜es constituira´ uma nova
propriedade do modelo ba´sico de Erlang-B). Tomemos como exemplo as propriedades
de convexidade. Efectivamente, no dimensionamento o´ptimo dos referidos modelos e´
muito importante saber quando as medidas de “performance” (func¸o˜es objectivo), sa˜o
convexas nas varia´veis de decisa˜o. Na verdade, como uma func¸a˜o estritamente convexa
teˆm um u´nico mı´nimo, as te´cnicas para determinar um mı´nimo local determinam, com
efeito, o mı´nimo global. Como veremos neste trabalho foi necessa´rio estabelecer novas
propriedades de convexidade para o modelo de Erlang-B, que se revelam bastante u´teis
tanto no problema de optimizac¸a˜o descrito como noutros problemas de optimizac¸a˜o
correlacionados.
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Da mesma forma, se pretendermos abordar o problema de optimizac¸a˜o proposto
tendo em vista o ca´lculo efectivo das soluc¸o˜es (que neste caso sera´ uma tabela de
o´ptimos de Pareto do problema bicrite´rio), teremos de adoptar uma abordagem al-
gor´ıtmica adequada. Tendo em conta considerac¸o˜es de eficieˆncia computacional, e´
comum tentar definir me´todos com convergeˆncia quadra´tica, ou seja, dentro de uma
classe de me´todos que necessitam do ca´lculo nume´rico dos gradientes das func¸o˜es objec-
tivo. Deste modo, surge imediatamente a necessidade de dispor de me´todos nume´ricos
eficazes na˜o so´ para o ca´lculo da func¸a˜o de Erlang-B, como tambe´m das suas deriva-
das de primeira e segunda ordem. E´ sabido que estes problemas foram investigados
extensivamente. No entanto, no decorrer do nosso trabalho conseguiram-se estabelecer
novos e melhores me´todos nume´ricos de ca´lculo que constituem uma das principais
contribuic¸o˜es do trabalho que conduziu a esta dissertac¸a˜o.
Assim se explica porque nos dedica´mos ao estudo de um modelo basilar no contexto
da Teoria do Teletra´fego: o modelo de Erlang-B. Este modelo, apesar de ter sido
intensiva e extensivamente estudado ha´ mais de 80 anos veio a revelar-se ainda fe´rtil em
mate´ria de investigac¸a˜o, tanto na vertente nume´rica como anal´ıtica. O nosso trabalho
de investigac¸a˜o manteve-se nesses estudos uma vez que se avolumava a lista de novas
questo˜es que eramos capazes de formular, sem que a resoluc¸a˜o das mesmas fosse feita
a` mesma velocidade com que eram criadas. . .
Por fim, importa salientar que no contexto do nosso estudo do problema bicrite´rio
proposto, foram levantadas uma se´rie de questo˜es relativas a propriedades de sistemas
de Erlang-B que deram origem a trabalho adicional (na˜o incluido nesta dissertac¸a˜o),
assim como to´picos reservados para um trabalho futuro de investigac¸a˜o.
1.2 Objectivos Gerais do Trabalho
Os objectivos deste trabalho dizem respeito a treˆs classes de mate´rias relativas ao
estudo de modelos estaciona´rios de Erlang-B:
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(i) Estabelecimento de resultados relativos a propriedades anal´ıticas das func¸o˜es que
descrevem o estado do sistema (prova de proposic¸o˜es que estabelecem desigual-
dades, condic¸o˜es de monotonia, de convexidade, etc.);
(ii) Definic¸a˜o de algoritmos nume´ricos para o ca´lculo de valores das func¸o˜es de estado,
assim como das suas derivadas parciais de primeira e segunda ordem (na varia´vel
tra´fego oferecido e tambe´m na varia´vel nu´mero de circuitos);
(iii) Investigac¸a˜o do problema de optimizac¸a˜o na afectac¸a˜o de servidores em siste-
mas multidimensionais de Erlang-B com tra´fego mono-classe numa formulac¸a˜o
bicrite´rio (com os objectivos de Eficieˆncia do sistema e Equidade no acesso aos
diferentes canais).
Conve´m frisar que estas treˆs classes de mate´rias se encontram intimamente relaci-
onadas. Com efeito, na abordagem do problema de optimizac¸a˜o revela-se essencial
conhecer as propriedades anal´ıticas a que nos referimos no ponto (i). Por outro lado,
para definir os algoritmos de optimizac¸a˜o e´ determinante dispor dos algoritmos ba´sicos
a que nos referimos no ponto (ii).
Na verdade, pode afirmar-se que os objectivos centrais do trabalho dizem respeito ao
problema de optimizac¸a˜o, ou seja a` mate´ria referida no ponto (iii). O estudo efectuado
nos pontos (i) e (ii) revela-se importante porque estabelece resultados preliminares que
permitem depois abordar o problema de optimizac¸a˜o de forma expedita. De facto, os
resultados obtidos no estudo relativo aos pontos (i) e (ii) foram obtidos com o propo´sito
de esclarecer questo˜es ba´sicas que se revelavam importantes no contexto de problemas
de optimizac¸a˜o.
No entanto, deve referir-se que o estudo das mate´rias (i) e (ii) veio a revelar-se
bastante produtivo, pois foram estabelecidos resultados e algoritmos com interesse
independente. Na verdade, em relac¸a˜o ao ponto (i) estabelecem-se resultados relativos
a` convexidade estrita da func¸a˜o tra´fego de transbordo, assim como algumas proposic¸o˜es
relativas a` conhecida propriedade de efica´cia dos grandes grupos. Por outro lado, no que
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diz respeito ao ponto (ii) define-se um algoritmo de ca´lculo das derivadas da func¸a˜o de
Erlang-B que se revela importante em va´rios contextos, nomeadamente em problemas
de dimensionamento de redes de telecomunicac¸o˜es.
E´ importante salientar que o problema de optimizac¸a˜o referido no ponto (iii) foi
formulado usando uma aproximac¸a˜o bicrite´rio. Usam-se, dessa forma, duas func¸o˜es
objectivo nessas formulac¸o˜es (designadas por Eficieˆncia e Equidade). Procura-se esta-
belecer um conjunto de resultados que caracterizem o conjunto de soluc¸o˜es na˜o domi-
nadas (o´ptimos de Pareto). A especificac¸a˜o de algoritmos de ca´lculo dessas soluc¸o˜es e´
tambe´m objectivo deste trabalho.
Por fim, procurar-se-a´ apresentar e discutir um conjunto significativo de resultados
computacionais obtidos a partir da implementac¸a˜o dos algoritmos especificados du-
rante a exposic¸a˜o do trabalho. Essa especificac¸a˜o foi feita usando um pseudo-co´digo
padra˜o definido por no´s num livro [9] de ı´ndole dida´ctica publicado pela Universidade
de Aveiro.
1.3 Organizac¸a˜o da Dissertac¸a˜o
Durante o trabalho que conduziu a esta dissertac¸a˜o, fomos registando sempre em re-
lato´rios os resultados obtidos sempre que se entendia que tinha sido terminado o tra-
tamento de um to´pico de investigac¸a˜o a que nos t´ınhamos proposto. Nos casos em que
os resultados se afiguravam conjuntamente originais e interessantes, esses relato´rios so-
friam correcc¸o˜es e adaptac¸o˜es sucessivas gerando por vezes verso˜es resumidas em l´ıngua
inglesa com o objectivo de serem publicadas. Importa salientar que se gerou assim uma
colecc¸a˜o de textos com um volume assinala´vel e que se revela importante no contexto
da prossecuc¸a˜o do trabalho seguindo va´rias linhas de investigac¸a˜o ja´ iniciadas ou vis-
lumbradas. Por outro lado, pareceu-nos conveniente aproveitar no essencial algumas
verso˜es desses textos para figurarem nesta dissertac¸a˜o com as convenientes adaptac¸o˜es.
Por estas razo˜es, a corpo da dissertac¸a˜o e´ constituida por quatro cap´ıtulos sendo cada
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um deles baseado num dos referidos relato´rios de investigac¸a˜o. Assim, cada um desses
cap´ıtulos mante´m ainda a estrutura pro´pria de um documento independente, ou seja de
memorandum. Na abertura de cada cap´ıtulo, acha´mos conveniente deixar em nota de
rodape´ algumas refereˆncias na˜o so´ ao documento original que deu origem ao cap´ıtulo
em causa, mas tambe´m a`s publicac¸o˜es/apresentac¸o˜es a que a mate´ria nele contida deu
origem.
No Cap´ıtulo 2, apresenta-se um me´todo gene´rico de ca´lculo da func¸a˜o de Erlang-
B e das suas derivadas parciais de qualquer ordem [11]. Esse me´todo (que veio a ser
designado no seguimento do trabalho comoMe´todo da Recursa˜o Completa Generalizada
(RC)), baseia-se numa recursa˜o matricial que generaliza uma recursa˜o escalar sugerida
por D. L. Jagerman [20]. Um dos aspectos mais importantes do cap´ıtulo e´ a ana´lise
da estabilidade nume´rica da recursa˜o, estabelecendo-se propriedades que sustentam a
robustez do me´todo. Ale´m disso, analisa-se o caso em que o nu´mero de circuitos na˜o e´
inteiro e indica-se uma abordagem para aproximar os valores iniciais por um me´todo
de integrac¸a˜o nume´rica de Gauss-Laguerre. Para efeitos de comparac¸a˜o de resultados
em termos de precisa˜o e eficieˆncia e´ exposto um me´todo alternativo de ca´lculo da
func¸a˜o e suas derivadas baseado num me´todo de quadratura por se´ries cardinais que
nos foi enviado por D. L. Jagerman na forma de um relato´rio interno dos AT&T
Bell Laboratories [21]. Extensa experimentac¸a˜o computacional e´ exposta na forma
de tabelas e e´ feita uma ana´lise dos resultados mostrando o excelente desempenho
do me´todo proposto, excepto em termos de eficieˆncia para valores muito elevados dos
argumentos da func¸a˜o.
No Cap´ıtulo 3, apresenta-se um novo algoritmo especialmente importante nos casos
em que os argumentos da func¸a˜o sa˜o muito elevados. Apresenta-se assim o Me´todo da
Recursa˜o Reduzida (RR) [12]. Prova-se, assim, que se os argumentos da func¸a˜o sa˜o
suficientemente elevados, o nu´mero de passos desse ca´lculo recursivo pode ser consi-
deravelmente reduzido sem se perder precisa˜o nos resultados. Este me´todo conduz a
um algoritmo que calcula resultados com precisa˜o igual a` da ma´quina que executa os
ca´lculos e exibe uma extraordina´ria eficieˆncia mesmo para valores muito elevados dos
10 CAPI´TULO 1
argumentos da func¸a˜o. O me´todo e´ inicialmente estabelecido para o ca´lculo da func¸a˜o,
sendo depois generalizado para o ca´lculo das derivadas de primeira e segunda ordem.
Resultados de uma extensa experimentac¸a˜o computacional sa˜o incluidos no fim do tra-
balho, comparando a precisa˜o e a eficieˆncia do algoritmo proposto com os resultados
obtidos pelo me´todo da recursa˜o completa. Os resultados computacionais evidenciam
as vantagens em eficieˆncia e precisa˜o do algoritmo proposto.
Dedica-se o Cap´ıtulo 4 a estabelecer novas propriedades de convexidade da func¸a˜o
tra´fego de transbordo num sistema de Erlang-B, tendo em vista a sua crucial im-
portaˆncia no contexto dos problemas de optimizac¸a˜o [14, 13]. Prova-se que a dita
func¸a˜o que define o tra´fego de transbordo e´ estritamente convexa na varia´vel nu´mero
de circuitos. Prova-se tambe´m que a mesma func¸a˜o e´ estritamente convexa na varia´vel
tra´fego oferecido. Os dois resultados citados, obteˆm-se estabelecendo o sinal das deri-
vadas parciais de segunda ordem da func¸a˜o. Usando o mesmo processo, demonstra-se
depois que as derivadas rectangulares de segunda ordem sa˜o func¸o˜es estritamente ne-
gativas. Por fim, aborda-se a questa˜o da convexidade estrita conjunta da func¸a˜o em
algum domı´nio aberto e convexo de IR+ × IR+ e conjectura-se que tal acontecera´ em
zonas de baixo bloqueio, onde o tra´fego oferecido nominal e´ inferior a −1.
No Cap´ıtulo 5, aborda-se finalmente o problema de optimizac¸a˜o para a afectac¸a˜o
de servidores num sistema multidimensional de Erlang-B com tra´fego mono-classe (i.e.
com tra´fegos oferecidos parciais todos com chamadas do mesmo tipo), com base na
formulac¸a˜o bicrite´rio ja´ descrita [10]. Como ja´ foi dito, os crite´rios adoptados sa˜o ou
a igualdade de oportunidades para os utilizadores dos va´rios grupos (dividindo-se os
circuitos de tal modo que sejam iguais as probabilidades de bloqueio de chamadas), ou
a maximizac¸a˜o do tra´fego transportado no sistema global. A optimizac¸a˜o do sistema e´
assim abordada com base numa formulac¸a˜o bicrite´rio, designando os crite´rios descritos,
respectivamente, por Equidade e Eficieˆncia. Demonstram-se propriedades da func¸a˜o
de Erlang-B que po˜em e evideˆncia o conflito entre esses dois objectivos, e abordam-se
va´rias formulac¸o˜es relacionadas com o mesmo problema. Abordam-se depois algorit-
mos de resoluc¸a˜o destes problemas, tirando partido de propriedades de convexidade
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das func¸o˜es objectivo deduzidas a partir dos resultados do Cap´ıtulo 4. Para o efeito
utiliza-se o me´todo de Newton-Raphson, calculando-se valores das func¸o˜es objectivo e
das suas derivadas ate´ a` segunda ordem recorrendo ao Me´todo da Recursa˜o Completa
Generalizada (exposto no Cap´ıtulo 2) e ao Me´todo da Recursa˜o Reduzida apresentado
no Cap´ıtulo 3.
Finalmente, no Cap´ıtulo 6 discute-se genericamente todo o trabalho (fazendo uma
s´ıntese de toda a dissertac¸a˜o), colocando eˆnfase especial nas inter-relac¸o˜es da mate´ria
exposta nos va´rios cap´ıtulos. Estabelecem-se, por to´picos, as principais contribuic¸o˜es
de todo o trabalho nas suas vertentes teo´ricas e aplicadas. Termina-se com uma secc¸a˜o
referente a alguns assuntos que esperamos estudar em trabalho futuro a desenvolver.
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Cap´ıtulo 2
O Ca´lculo das Derivadas da Func¸a˜o
de Erlang-B
Resumo1
Apresenta-se um algoritmo para o ca´lculo das derivadas de ordem n da func¸a˜o de
Erlang-B relativamente ao nu´mero de servidores x, passando esse ca´lculo pelo uso de
uma relac¸a˜o recursiva matricial. Faz-se uma ana´lise detalhada do erro relativo pro-
pagado para os sucessivos termos calculados por essa recursa˜o, quando as condic¸o˜es
iniciais sa˜o estimadas com erro. Entre outros resultados, prova-se que esse erro pro-
pagado decresce sempre (em certo sentido) e que tende assimptoticamente para uma
constante que pode ser muito pequena. Apresentam-se numerosos resultados compu-
tacionais comparando a eficieˆncia e precisa˜o do me´todo apresentado com um algoritmo
alternativo, usando quadratura por se´ries cardinais [14]. Estes resultados mostram um
bom desempenho numa grande gama de argumentos da func¸a˜o. Adicionalmente, mos-
trando o interesse teo´rico da referida recursa˜o, apresenta-se uma breve prova de uma
propriedade de convexidade estrita da func¸a˜o de Erlang-B (entre outras desigualdades).
1O conteu´do deste cap´ıtulo e´ parcialmente baseado no “research report” [8] e no artigo [9].
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2.1 Introduc¸a˜o
A bem conhecida fo´rmula de Erlang-B, que fornece a probabilidade de bloqueio de
uma chamada num sistema M/M/x com perda, tem um papel importante em muitos
problemas da teoria do teletra´fego e talvez por essa raza˜o tenha sido objecto de estudo
intensivo [6, 10, 12, 13, 15, 21, 25].
Para x ∈ IN0 e tra´fego oferecido a ∈ IR+, a fo´rmula de Erlang-B e´ dada por
B(a, x) =
ax/x!∑x
j=0 a
j/j!
. (2.1)
Os estudos nume´ricos relativos a esta fo´rmula sa˜o usualmente feitos a` custa da sua
extensa˜o anal´ıtica, atribu´ıda a R. Fortet [24, pag.602]:
B(a, x) =
(
a
∫ +∞
0
e−az (1 + z)x dz
)−1
, (2.2)
que permite considerar o nu´mero de circuitos x como um nu´mero real na˜o negativo.
Va´rios me´todos nume´ricos tem sido propostos para o ca´lculo de B(a, x), ver por exem-
plo [10, 12, 17, 21].
Um importante resultado, devido a D.L. Jagerman, e´ a seguinte recursa˜o obtida
por integrac¸a˜o por partes de (2.2):
B(a, x)−1 =
x
a
B(a, x− 1)−1 + 1 , (2.3)
proposta em [13] sem ter sido esclarecida a sua estabilidade nume´rica (o que faremos
mais adiante neste cap´ıtulo). Uma vez que B(a, 0) = 1, ∀a ∈ IR+, B(a, x) pode ser
calculada por (2.3) para todo o inteiro x.
As derivadas de primeira ordem de B(a, x) relativamente a a e x sa˜o dadas por (ver
por exemplo [12])
B′a(a, x) =
∂B
∂a
(a, x) =
[ x
a
− 1 +B(a, x)
]
B(a, x) , (2.4)
B′x(a, x) =
∂B
∂x
(a, x) = −[B(a, x)]2 a
∫ +∞
0
e−az (1 + z)x ln(1 + z) dz . (2.5)
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As derivadas de ordem superior a um na varia´vel a podem ser obtidas por derivac¸a˜o
sucessiva de (2.4) e o seu ca´lculo nume´rico resume-se a` avaliac¸a˜o de uma expressa˜o
racional em a, x e B(a, x). A obtenc¸a˜o de um algoritmo eficaz de ca´lculo das derivadas
B
(k)
x (a, x), k = 0(1)n revela-se tambe´m de grande importaˆncia. Com esses valores
podemos por exemplo calcular todas as derivadas da func¸a˜o de Erlang-C ate´ a` ordem n.
Na verdade, a func¸a˜o de Erlang-B na˜o so´ esta´ relacionada com a func¸a˜o de Erlang-C mas
tambe´m com outras func¸o˜es especiais como a func¸a˜o gama incompleta, as func¸o˜es de
Whittaker, a func¸a˜o de probabilidade χ2 e as func¸o˜es de conflueˆncia hipergeome´trica de
Kummer (ver por exemplo [1]). Assim, qualquer me´todo de ca´lculo de B
(k)
x (a, x), k =
0(1)n tera´ interesse independente para o ca´lculo de valores das citadas func¸o˜es e suas
derivadas ate´ a` ordem n. Neste trabalho propomos um novo me´todo de ca´lculo das
derivadas de qualquer ordem de B(a, x) na varia´vel x.
Faremos agora uma breve revisa˜o dos me´todos propostos na literatura. Dois tra-
balhos cla´ssicos neste assunto sa˜o [4, 5]. Neles os autores estabelecem um complexo
me´todo nume´rico de ca´lculo das derivadas ate´ a` ordem 2, usando algumas func¸o˜es
especiais relacionadas com a func¸a˜o gama. Esse me´todo e´ o procedimento padra˜o re-
ferido num excelente livro [3] de 1993 que inclui tambe´m programas em linguagem
BASIC, apesar de na˜o haver nenhum estudo do erro associado aos valores calculados
e tabelados. Outros algoritmos alternativos para a obtenc¸a˜o B′x(a, x) foram propos-
tos, sempre com o objectivo de se obter um procedimento mais simpes. Todavia, este
problema tem sido considerado na literatura (ver por exemplo [13]) como algo dif´ıcil,
especialmente se a precisa˜o requerida for da mesma ordem de grandeza da obtida para
B′a(a, x) e B(a, x). Me´todos usando diferenciac¸a˜o nume´rica sa˜o abordados em [25],
mas a precisa˜o e´ relativamente pobre. Podemos incluir nesta classe de algoritmos o
me´todo resultante do Teorema 17 de [12]. Com este me´todo atinge-se uma precisa˜o
de 4 algarismos significativos numa grande gama de valores de a e x. Por outro lado,
o ca´lculo nume´rico usando va´rias fo´rmulas de quadratura nume´rica aplicadas a (2.5)
mostrou-se pouco eficiente, pelo que esta te´cnica na˜o tem sido proposta na literatura.
Tanto quanto sabemos, o me´todo de ca´lculo mais preciso de B
(n)
x , usando a teoria da
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quadratura por se´ries cardinais (ver Apeˆndice 2.B), foi proposto por D.L. Jagerman
num relato´rio interno dos AT&T Bell Laboratories [14] (gentilmente cedido pelo autor
juntamente com os programas de ca´lculo em linguagem C).
Para ale´m do interesse em termos de ana´lise nume´rica, a obtenc¸a˜o de um me´todo
eficiente, com boa precisa˜o, para o ca´lculo de B
(n)
x (a, x) e´ de clara importaˆncia em
problemas de optimizac¸a˜o em sistemas estoca´sticos de teletra´fego e redes [11], espe-
cialmente para soluc¸o˜es obtidas pelo me´todo de Newton-Raphson ou outros me´todos
de gradiente. Nesses me´todos iterativos e´ de capital importaˆncia utilizar um me´todo
eficiente (e de precisa˜o prescrita), pois em cada iterac¸a˜o e´ requerido o ca´lculo do valor
da func¸a˜o de Erlang-B e da sua derivada em x, num conjunto de pontos relativo a`s
componentes da func¸a˜o objectivo definida. A eficieˆncia do me´todo de optimizac¸a˜o fica
claramente limitada pela precisa˜o do me´todo de ca´lculo de B(a, x) e B′x(a, x). Neste
trabalho propomos um me´todo para o ca´lculo dessas derivadas que pode ser visto como
a generalizac¸a˜o natural do cla´ssico algoritmo de ca´lculo da func¸a˜o de Erlang-B baseado
na recursa˜o de Jagerman (2.3).
Na secc¸a˜o seguinte apresenta-se o me´todo e os correspondentes algoritmos recur-
sivos. Na Secc¸a˜o 2.3 examinam-se o ca´lculo das condic¸o˜es iniciais da recursa˜o e as
propriedades de propagac¸a˜o do erro relativo associado aos valores iniciais, obtendo-se
alguns resultados anal´ıticos. Outros resultados auxiliares e adicionais sa˜o inclu´ıdos no
Apeˆndice 2.A, nomeadamente uma propriedade de convexidade estrita da func¸a˜o de
Erlang-B. Os aspectos pra´ticos relativos ao ca´lculo e precisa˜o das condic¸o˜es iniciais sa˜o
tratados na Secc¸a˜o 2.3. A aplicac¸a˜o do me´todo para valores de x na˜o inteiros sera´ a´ı
tratada. Na Secc¸a˜o 2.5 apresenta-se um considera´vel nu´mero de resultados computa-
cionais, tendo em conta a discussa˜o sobre a eficieˆncia e precisa˜o do me´todo proposto.
Em especial, e´ feita a comparac¸a˜o com o me´todo de Jagerman (baseado na quadra-
tura de se´ries cardinais, que e´ brevemente discutido no Apeˆndice 2.B). Finalmente,
sa˜o apresentadas algumas concluso˜es sobre os aspectos mais importantes do me´todo
proposto no presente cap´ıtulo.
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2.2 O Ca´lculo da Derivada de Ordem n
2.2.1 Expressa˜o Geral
O primeiro passo para conseguir uma expressa˜o para B
(n)
x e´ a definic¸a˜o de uma notac¸a˜o
adequada por forma a evitar-se o aparecimento de fo´rmulas complicadas. Por exemplo,
B′′x e´ dada por:
B′′x(a, x) = −2B(a, x)B′x(a, x) a
∫ +∞
0
e−az (1 + z)x ln(1 + z) dz −
− [B(a, x)]2 a
∫ +∞
0
e−az (1 + z)x [ln(1 + z)]2 dz . (2.6)
Usaremos ao longo deste trabalho a seguinte notac¸a˜o:
Ik(a, x) =
∂k
∂ xk
B(a, x)−1 = a
∫ +∞
0
e−az (1 + z)x [ln(1 + z)]k dz, k = 0, 1, 2, . . . (2.7)
Quando a e x estiverem subentendidos no contexto, B e Ik podem substituir B(a, x) e
Ik(a, x), respectivamente, e:
Bk = B
(k)
x (a, x), k = 0, 1, 2, . . . (2.8)
Note-se que (2.5) pode ser escrita como:
B1 = −B2 I1 , (2.9)
ou, de forma mais simples
B1 = β0 I1 , (2.10)
introduzindo a seguinte notac¸a˜o:
β = β0 = −B2 , (2.11)
βk =
∂kβ
∂ xk
, k = 1, 2, . . . (2.12)
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Para obter uma expressa˜o geral para Bn, deriva-se sucessivamente (2.10). Comecemos
por determinar uma expressa˜o geral para βk. Para isso, usa-se a fo´rmula de Leibniz
para obter βk como um polino´mio em B0, . . . , Bk:
βk = − [B ·B ](k) = −
k∑
i=0
(
k
i
)
BiBk−i, k = 0, 1, 2, . . . (2.13)
Enta˜o, de (2.10):
Bn+1 = B
(n)
1 = [β0 I1]
(n) , (2.14)
Bn+1 =
n∑
k=0
(
n
k
)
β
(k)
0 I
(n−k)
1
=
n∑
k=0
(
n
k
)
βk In+1−k, k = 0, 1, 2, . . . (2.15)
e, considerando (2.13):
Bn+1 = −
n∑
k=0
[(
n
k
) k∑
i=0
(
k
i
)
BiBk−i
]
In+1−k . (2.16)
Mostra-se, assim, que Bn+1 se pode escrever como uma combinac¸a˜o linear de I1, I2, . . . ,
In+1, onde os coeficientes sa˜o polino´mios em B0, B1, . . . Bn. Deste modo, desde que
se obtenha um algoritmo adequado de ca´lculo dos valores de Ik, k = 0(1)n, e´ poss´ıvel
calcular todas as derivadas Bk, k = 0(1)n. Os coeficientes binomiais que constam em
(2.16) podem ser eficientemente calculados recursivamente (ver [16]).
2.2.2 Uma Recursa˜o para Ik
Note-se que a recursa˜o (2.3) pode ser escrita na seguinte forma:
I0(a, x) =
x
a
I0(a, x− 1) + 1 . (2.17)
A derivac¸a˜o sucessiva de (2.17) em ordem a x conduz a` seguinte relac¸a˜o recursiva,
Ik(a, x) =
k
a
Ik−1(a, x− 1) + x
a
Ik(a, x− 1), k = 1, 2, 3, . . . (2.18)
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Agora, mostraremos que (2.17) e (2.18) permitem estabelecer uma equac¸a˜o matricial
recursiva. De facto,
I(a, x) = A(a, x) I(a, x− 1) + b, x = 1, 2, 3, . . . (2.19)
onde I(a, x) = [I0(a, x) I1(a, x), · · · , Im(a, x)]T e b = [1 0 0 · · · 0]T sa˜o matrizes
coluna e A(a, x) e´ a seguinte matriz triangular inferior, (m+ 1)× (m+ 1),
A(a, x) =
1
a

x 0 0 0 . . . 0
1 x 0 0 . . . 0
0 2 x 0 . . . 0
0 0 3 x . . . 0
...
...
...
. . . . . .
...
0 0 0 . . . m x

. (2.20)
Na verdade esta apresentac¸a˜o vectorial do sistema de recurso˜es apenas facilita a
exposic¸a˜o do me´todo e na˜o apresenta vantagens computacionais (o esquema compu-
tacional e´ dado no Algoritmo 2.1). O algoritmo que permite o ca´lculo das derivadas
B
(n)
x (a, x), k = 0(1)m — Algoritmo 2.1 — pode ser formalizado, assumindo que os
valores iniciais para Ik(a, 0) sa˜o conhecidos e que Bk sa˜o calculados em func¸a˜o de
Ik, k = 0(1)m, usando o Algoritmo 2.2.
Uma questa˜o central fica por resolver. Para aplicar o procedimento Algoritmo
2.1/Algoritmo 2.2 e´ necessa´rio obter aproximac¸o˜es para as condic¸o˜es iniciais Ik(a, 0):

I0(a, 0) = 1
I1(a, 0) = a
∫ +∞
0
e−az ln(1 + z) dz
I2(a, 0) = a
∫ +∞
0
e−az [ln(1 + z)]2 dz
...
...
...
Im(a, 0) = a
∫ +∞
0
e−az [ln(1 + z)]m dz .
(2.21)
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Algoritmo 2.1 (Recursa˜o para o ca´lculo de B
(n)
x , n = 0(1)m dado In(a, 0))
Nota: O contador k da linha 3 deve tomar os valores m, m − 1, . . . , 1 por ordem
decrescente.
Input: Valores de a ∈ IR+, x ∈ IN e m ∈ IN0;
begin
1. Obtenha as condic¸o˜es iniciais In(a, 0), n = 0(1)m;
2. for j ← 1 to x do
begin
3. for k ← m to 1 do Ik ← (k Ik−1 + j Ik)/a;
4. I0 ← 1 + (j/a)I0;
end
5. Calcule B
(n)
x , n = 0(1)m pelo Algoritmo 2.2;
end;
Output: B
(n)
x (a, x), n = 0(1)m;
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Algoritmo 2.2 (Ca´lculo de Bk, k = 0(1)m conhecendo Ik, k = 0(1)m)
Nota: Os coeficientes binomiais sa˜o calculados na linha 9.
Input: m ∈ IN0 e valores Ik, k = 0(1)m;
begin
1. B0 ← 1/I0;
2. for n ← 0 to m− 1 do
begin
3. βn ← 0;
4. Bn+1 ← 0;
5. C ← 1;
6. for k ← 0 to n do
begin
7. βn ← βn − C Bk Bn−k;
8. Bn+1 ← Bn+1 + C βk In+1−k;
9. if (n > 1) then C ← (n− k)C/(k + 1);
end
end
end;
Output: Derivadas sucessivas: Bk, k = 0(1)m;
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A condic¸a˜o inicial I1(a, 0) pode ser escrita em termos da func¸a˜o exponencial integral
E1(a):
E1(a) =
∫ ∞
a
e−t
t
dt . (2.22)
Isso e´ facilmente obtido por integrac¸a˜o parcial e por mudanc¸a de varia´vel de integrac¸a˜o,
obtendo-se:
I1(a, 0) = e
a E1(a) . (2.23)
No caso particular da primeira derivada (e para se obter I1(a, x) para o inteiro x) o
valor inicial I1(a, 0) pode ser calculado usando aproximac¸o˜es polinomiais e racionais,
ja´ conhecidas, para a func¸a˜o E1(a), [1, pag.231], [20, pag.540].
2.3 O Ca´lculo das Condic¸o˜es Iniciais
Nesta secc¸a˜o temos como objectivo desenvolver um algoritmo nume´rico geral para o
ca´lculo dos integrais impro´prios (2.21), que assegure boa precisa˜o e, quanto for poss´ıvel,
simples de implementar e eficiente.
Usando a mudanc¸a de varia´vel y = az, (2.21) pode ser escrita na seguinte forma,
Ik(a, 0) =
∫ +∞
0
e−y [ln(1 +
y
a
)]k dy . (2.24)
Ora, este integral e´ da seguinte forma gene´rica:∫ ∞
0
e−y fk(y) dy , (2.25)
para os quais existe um me´todo particular de ca´lculo nume´rico, a quadratura de Gauss-
-Laguerre (ver [22, pag.105] e [1, pag.890]). O resultado base do me´todo e´ o seguinte:∫ ∞
0
e−y fk(y) dy =
n∑
i=1
wi fk(yi) + Rn , (2.26)
onde yi e´ o i.
e´simo zero do polino´mio de Laguerre de grau n, Ln(y),e wi sa˜o pesos
apropriados de forma a garantir que limn→∞Rn = 0:
wi =
(n!)2 yi
(n+ 1)2 [Ln+1(yi)]2
. (2.27)
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O termo de erro e´ dado por
Rn =
(n!)2
(2n)!
f
(2n)
k (ξ), ξ ∈ IR+ . (2.28)
Para n = 1, . . . , 15 os valores yi, wi esta˜o tabelados em [1, pag.923].
O me´todo e´ especialmente indicado se for poss´ıvel obter majorantes para as deriva-
das f
(2n)
k (z) em IR
+. Noutros casos podera´ na˜o haver estimativa do erro e a aproximac¸a˜o
calculada na˜o tera´ nenhuma garantia referente a` sua precisa˜o. As expresso˜es anal´ıticas
das sucessivas derivadas das func¸o˜es,
fk(y) =
[
ln
(
1 +
y
a
)]k
, (2.29)
sa˜o bastantes complicadas e os resultados obtidos para as majorac¸o˜es sa˜o bastante
fracos (excepto no caso de k = 1, 2 e a > 30). Todavia, esta questa˜o na˜o coloca
em causa a precisa˜o do me´todo proposto, como teremos oportunidade de mostrar na
subsecc¸a˜o seguinte, ao estudarmos as propriedades da propagac¸a˜o do erro.
Poder-se-ia argumentar que o processo usado para obter Ik(a, 0) pode ser aplicado
directamente para o ca´lculo de Ik(a, x), e nesse caso o Algoritmo 2.1 seria desnecessa´rio.
Contudo, esse processo teˆm a desvantagem inerente de conduzir a aproximac¸o˜es gros-
seiras para valores de x elevados. De facto, neste caso, a func¸a˜o fk(y) em (2.25) tem a
seguinte forma:
fk(y) =
(
1 +
y
a
)x [
ln
(
1 +
y
a
)]k
. (2.30)
Como, para valores de x elevados, a func¸a˜o f
(2n)
k (a` qual o erro e´ proporcional) assumira´
em IR+ valores muito elevados, a precisa˜o pode ser pobre. Deste modo, no me´todo
proposto, Ik(a, 0) e´ calculado num primeiro passo e so´ depois e´ aplicado o Algoritmo
2.1.
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2.3.1 Ana´lise da Estabilidade Nume´rica do Processo Recor-
rente
Foram propostas va´rias definic¸o˜es de estabilidade de uma equac¸a˜o a`s diferenc¸as (ver por
exemplo [2, pag. 240]); No entanto, no que toca a` computac¸a˜o nume´rica das soluc¸o˜es
em termos pra´ticos e´ vital saber o modo pelo qual os erros relativos sa˜o propagados no
processo recorrente, ou citando Abramowitz & Stegun [1, pag. xiii]: “If the errors do
not grow relative to the size of the wanted function, the process is said to be stable. If,
however, the relative errors grow and will eventually overwhelm the wanted function,
the process is unstable.”
Nesta subsecc¸a˜o analisaremos a propagac¸a˜o do erro associados a`s condic¸o˜es iniciais,
para os sucessivos valores calculados durante o procedimento recursivo proposto no
sentido progressivo (ou seja para x crescente). Esta ana´lise e´ uma das questo˜es chave
na avaliac¸a˜o da utilidade do me´todo. Se na˜o for estabelecida a estabilidade conforme a
supracitada noc¸a˜o, o processo seria de nenhuma utilidade. Note-se que e´ o que acontece
com a recursa˜o proposta se usada no sentido regressivo (ou seja, para x decrescente).
Neste caso, experieˆncias computacionais extensivas mostram facilmente que o me´todo
na˜o tem utilidade por ser insta´vel — ao fim de alguns passos a precisa˜o degrada-se de
tal forma que se perdem todos os algarismos significativos.
Assumiremos ate´ o caso geral em que I0(a, x) podera´ ser calculado com erro as-
sociado (note-se que conhecemos exactamente o seu valor para x = 0, I0(a, 0) = 1).
Esta assumpc¸a˜o permitira´ obter resultados perfeitamente gene´ricos, em especial para
situac¸o˜es em que as condic¸o˜es iniciais na˜o esta˜o estabelecidas em x = 0. Essa si-
tuac¸a˜o ocorre por exemplo na cla´ssica interpolac¸a˜o de Rapp [23] para calcular valores
da func¸a˜o B(a, x) usando (2.17), para x ∈ IR+ na˜o inteiro.
Inicialmente, vamos supor que os erros de arredondamento gerados nas operac¸o˜es
aritme´ticas inerentes ao ca´lculo dos sucessivos termos da relac¸a˜o recorrente (2.19) sa˜o
despreza´veis. Devido ao erro associado a` condic¸a˜o inicial, para k = 0(1)m, o valor
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calculado para Ik(a, x) sera´ denotado por I˜k(a, x). Ale´m desta notac¸a˜o usaremos (k, x)
para o erro dessa aproximac¸a˜o:
I˜k(a, x) = Ik(a, x) + (k, x) . (2.31)
O erro relativo r(k, x) e´
I˜k(a, x) = [ 1 + r(k, x) ] Ik(a, x) . (2.32)
Veremos que as func¸o˜es
Mk(x) =
x Ik(a, x− 1)
a Ik(a, x)
, k = 0, 1, 2, . . . (2.33)
teˆm um papel crucial na ana´lise do erro. No contexto ver-se-a´ porque podem designar-
se por func¸o˜es multiplicadoras do erro. Usando as recurso˜es (2.17) e (2.18), e depois
de algumas simplificac¸o˜es,
Mk(x) =

1−B(a, x) se k = 0
1
1 + k Ik−1(a,x−1)
x Ik(a,x−1)
se k > 0 .
(2.34)
Logo, Mk(x) ∈ ]0, 1[, k = 0, 1, 2, . . .. No Apeˆndice 2.A (Teorema 2.6) e´ provado que
as func¸o˜es Mk(x) sa˜o estritamente crescentes na varia´vel x, e que limx→∞ Mk(x) = 1.
Em seguida sa˜o apresentados alguns resultados preparato´rios.
Lema 2.1
Se usarmos a relac¸a˜o recursiva (2.17) para calcular uma aproximac¸a˜o de I0(a, x+ 1)
quando dispomos de um valor aproximado de I0(a, x), enta˜o:
r(0, x+ 1) =M0(x+ 1) r(0, x) com M0(x+ 1) = 1−B(a, x+ 1) .
Prova: Uma vez que
I˜0(a, x+ 1) =
x+ 1
a
I˜0(a, x) + 1 , (2.35)
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e considerando (2.32):
[ 1 + r(0, x+ 1) ] I0(a, x+ 1) =
x+ 1
a
[ 1 + r(0, x) ] I0(a, x) + 1 . (2.36)
Usando a recursa˜o (2.17),
r(0, x+ 1) I0(a, x+ 1) =
x+ 1
a
r(0, x) I0(a, x) , (2.37)
logo,
r(0, x+ 1) =
(x+ 1) I0(a, x)
a I0(a, x+ 1)
r(0, x) . (2.38)
Combinando (2.38) com as expresso˜es (2.33) e (2.34), obtem-se o resultado pretendido.

Observac¸a˜o 2.1 Uma vez queM0(x+1) ∈ ]0, 1[, enta˜o sign [r(0, x+ 1)] = sign [r(0, x)]
e |r(0, x+1)| < |r(0, x)|. Usando argumentos indutivos e´ poss´ıvel provar que o ca´lculo
de I0(a, x) pode ser feito com mais precisa˜o que I0(a, 0). 
Por outro lado, de acordo com o pro´ximo lema, para k > 0, o erro de Ik(a, x + 1)
depende dos erros associados a Ik−1(a, x) e Ik(a, x).
Lema 2.2
Se usarmos a relac¸a˜o (2.18) para calcular uma aproximac¸a˜o de Ik(a, x+1) para valores
aproximados de Ik−1(a, x) e Ik(a, x), enta˜o
r(k, x+ 1) =Mk(x+ 1) r(k, x) + [1−Mk(x+ 1)] r(k − 1, x) .
Prova: O valor aproximado I˜k(a, x+ 1), calculado a partir de (2.18), e´
I˜k(a, x+ 1) =
k I˜k−1(a, x) + (x+ 1) I˜k(a, x)
a
. (2.39)
Enta˜o,
[ 1 + r(k, x+ 1) ] Ik(a, x+ 1) =
k [ 1 + r(k − 1, x) ] Ik−1(a, x)
a
+
+
(x+ 1) [ 1 + r(k, x) ] Ik(a, x)
a
. (2.40)
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Esta igualdade pode ser ainda escrita da seguinte forma,
r(k, x+ 1) Ik(a, x+ 1) =
k r(k − 1, x) Ik−1(a, x) + (x+ 1) r(k, x) Ik(a, x)
a
, (2.41)
ou seja,
r(k, x+ 1) =
(x+ 1) Ik(a, x)
a Ik(a, x+ 1)
r(k, x) +
k Ik−1(a, x)
a Ik(a, x+ 1)
r(k − 1, x) , (2.42)
ou finalmente,
r(k, x+ 1) =Mk(x+ 1) r(k, x) + [1−Mk(x+ 1)] r(k − 1, x) ,
como se pretendia demonstrar. 
Observac¸a˜o 2.2 Usando o Lema 2.2, pode afirmar-se que r(k, x + 1), k > 0 e´ uma
combinac¸a˜o linear convexa dos valores r(k, x) e r(k−1, x) (para cada x fixo). E´ tambe´m
imediato que:
(i) r(k, x+ 1) = r(k, x) se r(k, x) = r(k − 1, x);
(ii) r(k, x+ 1) ∈ ] r(k − 1, x) , r(k, x) [ se r(k, x) > r(k − 1, x);
(iii) r(k, x+ 1) ∈ ] r(k, x) , r(k − 1, x) [ se r(k, x) < r(k − 1, x).

Definimos agora o vector dos erros relativos
R(x) =

r(0, x)
r(1, x)
...
r(m,x)
 , x = 0, 1, 2, . . . , m ∈ IN, (2.43)
associado a` aproximac¸a˜o
I˜(a, x) =

I˜0(a, x)
I˜1(a, x)
...
I˜m(a, x)
 do vector I(a, x) =

I0(a, x)
I1(a, x)
...
Im(a, x)
 . (2.44)
A sucessa˜o vectorial definida por R(x), x = 0, 1, 2, . . . satisfaz o pro´ximo teorema.
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Teorema 2.1
Se a relac¸a˜o recorrente (2.19) for usada, partindo de uma aproximac¸a˜o I˜(a, 0) do
vector I(a, 0), enta˜o
||R(x+ 1)||∞ ≤ ||R(x)||∞, x = 0, 1, 2, . . .
Prova: Em primeiro lugar, introduza-se a seguinte notac¸a˜o
M̂k(x+ 1) = 1−Mk(x+ 1), k = 1(1)m.
Usando os Lemas 2.1 e 2.2, pode escrever-se a seguinte igualdade,
R(x+ 1) = W (x+ 1)R(x), (2.45)
onde
W (x+ 1) =

M0(x+ 1) 0 0 . . . 0
M̂1(x+ 1) M1(x+ 1) 0 . . . 0
0 M̂2(x+ 1) M2(x+ 1) . . . 0
...
...
. . . . . .
...
0 0 . . . M̂m(x+ 1) Mm(x+ 1)

.
(2.46)
Dado que |M0(x+ 1)| < 1 e |M̂k(x+ 1)|+ |Mk(x+ 1)| = 1, k = 1(1)m, enta˜o
||W (x+ 1)||∞ = 1, x = 0, 1, 2, . . . (2.47)
A norma vectorial || · ||∞ e´ compat´ıvel com a norma matricial || · ||∞, logo
||R(x+ 1)||∞ = ||W (x+ 1)R(x)||∞ ≤ ||W (x+ 1)||∞||R(x)||∞ = ||R(x)||∞ . (2.48)

Observac¸a˜o 2.3 O Teorema 2.1 permite afirmar que, em certo sentido, o erro relativo
dos valores obtidos da relac¸a˜o recursiva (2.19) na˜o pode crescer. Note-se que a igual-
dade que o teorema establece so´ ocorre se duas componentes consecutivas de R(x) sa˜o
iguais (caso (i) da Observac¸a˜o 2.2). De facto, nos casos (ii) e (iii) da Observac¸a˜o 2.2,
||R(x+ 1)||∞ < ||R(x)||∞. 
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Observac¸a˜o 2.4 O conjunto dos valores pro´prios de W (x+ 1) e´
{M0(x+ 1),M1(x+ 1), . . . ,Mm(x+ 1) }.
Portanto, para todo o x, o raio espectral ρ[W (x + 1)] e´ estritamente menor que 1.
Consequentemente (ver por exemplo [7, pag.228]), para um valor fixo de x, existe uma
norma matricial ||·||m compat´ıvel com uma norma vectorial ||·||v tal que ||W (x+1)||m <
1. E´ fa´cil de verificar que ||R(x+ 1)||v < ||R(x)||v.
Se admitissemos a hipo´tese da existeˆncia de uma norma matricial, fixa, compat´ıvel
com uma norma vectorial para todo o x ∈ IN tal que ||W (x)||m < 1 −  para algum
 > 0, enta˜o teriamos:
lim
x→∞
||R(x)||v ≤ lim
x→∞
||R(0)||v
x∏
j=1
||W (j)||m = 0 .
Mas, pelo Teorema 2.6 do Apeˆndice 2.A,
lim
x→∞
ρ[W (x+ 1)] = 1 .
e portanto, tal hipo´tese na˜o e´ verdadeira. 
Seguidamente, sa˜o estabelecidos alguns resultados respeitantes ao comportamento
assimpto´tico de R(x).
Teorema 2.2
A sequeˆncia R(x), x = 0, 1, . . ., e´ convergente, e
lim
x→∞
||R(x)||∞ ≤ ||R(0)||∞ .
Prova: Do Teorema 2.1 resulta que, para x = 0, 1, . . .,
|r(k, x)| ≤ ||R(0)||∞, k = 0(1)m.
Logo, as sequeˆncias r(k, x) sa˜o limitadas. Provaremos, de seguida, que estas sequeˆncias
sa˜o mono´tonas para x ≥ j (para algum j ∈ IN). Esta monotonia deduz-se directamente
dos Lemas 2.1 e 2.2. De facto, r(0, x) e´ mono´tona para x ≥ 0. Admitamos que r(k−1, x)
e´ mono´tona para x ≥ j0. Em primeiro lugar, suponhamos r(k − 1, x) e´ decrescente.
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• Se r(k, j0) ≥ r(k− 1, j0), enta˜o, pelos casos (i) e (ii) da Observac¸a˜o 2.2, r(k, x) e´
decrescente para x ≥ j0 + 1.
• Se r(k, j0) < r(k − 1, j0) dividimos a ana´lise nos dois casos seguintes:
– se r(k, j0 + n) < r(k − 1, j0 + n), ∀n ∈ IN, enta˜o usando o caso (iii) da
Observac¸a˜o 2.2 mostra-se que r(k, x) e´ crescente para x ≥ j0.
– se ∃n ∈ IN : r(k, j0 + n) ≥ r(k − 1, j0 + n), enta˜o, pelos casos (i) e (ii) da
Observac¸a˜o 2.2, r(k, x) e´ decrescente para x ≥ j0 + n+ 1.
Se r(k − 1, x) e´ mono´tona crescente, a prova e´ ana´loga. 
Note-se que, contudo, em geral, o limite a que se refere o teorema anterior na˜o e´ nulo,
como se prova no teorema seguinte.
Teorema 2.3
Se a relac¸a˜o recursiva (2.17) for usada para calcular aproximac¸o˜es de I0(a, x),
x = 1, 2, 3, . . ., enta˜o
lim
x→∞
r(0, x) = e−a r(0, 0).
Prova: Aplicando o Lema 2.1 sucessivamente:
r(0, x+ 1) = r(0, 0)
x∏
j=0
M0(j + 1) . (2.49)
Sendo assim,
lim
x→∞
r(0, x+ 1) = r(0, 0)
∞∏
j=0
[1−B(a, j + 1)] . (2.50)
Seja L0 =
∏∞
j=0 [1−B(a, x+ 1)]. A proposic¸a˜o seguinte e´ usada no ca´lculo de L0.
Sejam bn ∈]0, 1[ para cada n, o produto
∏∞
n=1 (1− bn) e´ convergente (i. e.,∏∞
n=1 [1 − bn] = p 6= 0) se e so´ se a se´rie
∑∞
n=1 bn e´ convergente (ver por
exemplo [18, pag.77]).
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Apliquemos estes resultados, se a se´rie
∑∞
x=1 B(a, x) e´ convergente, enta˜o L0 6= 0. Uma
vez que
` = lim
x→∞
B(a, x+ 1)
B(a, x)
= lim
x→∞
I0(a, x)
x+1
a
I0(a, x) + 1
= 0 < 1 ,
o Crite´rio de D’Alembert garante que a se´rie e´ convergente. Defina-se a func¸a˜o seguinte
para o ca´lculo de L0:
P (y) =
y∏
x=1
[1−B(a, x)] = exp
[
y∑
x=1
ln(1−B(a, x))
]
.
Dado que para x inteiro:
1−B(a, x) =
∑x−1
j=0 a
j/j!∑x
j=0 a
j/j!
,
enta˜o
P (y) = exp
{
y∑
x=1
[
ln
(
x−1∑
j=0
aj/j!
)
− ln
(
x∑
j=0
aj/j!
)]}
,
e e´ fa´cil de verificar que
P (y) = exp
[
− ln
(
y∑
j=0
aj/j!
)]
=
(
y∑
j=0
aj/j!
)−1
.
O resultado pretendido fica provado reconhecendo a expansa˜o de MacLaurin da func¸a˜o
exponencial, quando se faz y →∞. 
Observac¸a˜o 2.5 Para valores de x na˜o inteiro, as condic¸o˜es iniciais sa˜o estimadas para
um ponto (a, h), com h ∈ ]0, 1[, obtendo-se
lim
x→∞
r(0, x+ 1) = r(0, h)
∞∏
j=0
M0(j + 1 + h) .
Adicionalmente, do Teorema 2.6 (Apeˆndice 2.A),
e−a =
∞∏
j=0
M0(j + 1) <
∞∏
j=0
M0(j + 1 + h) <
∞∏
j=1
M0(j + 1) =
e−a
1−B(a, 1) = (1 + a) e
−a .
Consequentemente, do Teorema de Bolzano , tem-se para algum α ∈ ]0, a[:
lim
x→∞
r(0, x+ 1) = (1 + α) e−a r(0, h) .

36 CAPI´TULO 2
O Teorema 2.3 permite concluir que para a e x suficientemente elevados, B(a, x)
pode ser calculada com grande precisa˜o mesmo que a condic¸a˜o inicial seja estimada
de um modo grosseiro. O exemplo seguinte ilustra de forma, talvez surpreendente, a
afirmac¸a˜o anterior. Se a recursa˜o (2.17) for usado para calcular B(100, 100), usando,
como habitual, a condic¸a˜o inicial I0(100, 0) = 1, obtem-se
B(100, 100) = I−10 (100, 100) ≈ 0.075 700 452 710 860 97 (2.51)
Considerando valores iniciais absurdos, como 1027 ou −1027, o resultado obtido apo´s
100 passos e´ exactamente o mesmo que (2.51).
O seguinte resultado importante pode agora ser provado.
Teorema 2.4
Se r(0, 0) = r(1, 0) = · · · = r(k − 1, 0) = 0, enta˜o
lim
x→∞
r(k, x) = 0 .
Prova: Note-se que r(j, 0) = 0, j = 0(1)k − 1 implica r(j, x) = 0, x = 1, 2, . . . , j =
0(1)k − 1. Nesse caso, do Lema 2.2 resulta que:
r(k, x) = r(k, 0)
x∏
j=1
Mk(j) .
Seja Lk =
∏∞
j=1 Mk(j). Enta˜o
lim
x→∞
r(k, x) = r(k, 0)Lk .
Uma vez que Lk e´ o limite de uma sequeˆncia mono´tona decrescente tomando valores
no intervalo [0, 1], e´ o´bvio que Lk ∈ [0, 1]. Observe-se que
Mk(x) = 1− u(x), k = 1, 2, . . .
tomando
u(x) =
k Ik−1(a, x− 1)
a Ik(a, x)
.
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No sentido de provarmos que o produto infinito dos Mk(j) e´ igual a zero, mostraremos
que a se´rie
∑∞
x=1 u(x) e´ divergente (ver [18, pag.77]). Usando a recursa˜o (2.18), pode
escrever-se
u(x) =
1
1 + x Ik(a,x−1)
k Ik−1(a,x−1)
.
Para k > 1, o Lema 2.3 do Apeˆndice 2.A permite concluir que
Ik(a, x− 1)
Ik−1(a, x− 1) ≤ ln
(
x
a
+
(k − 1) Ik−2(a, x− 1)
a Ik−1(a, x− 1)
)
.
Mas, do Lema 2.6 do Apeˆndice 2.A, o termo Ik−2(a, x − 1)/Ik−1(a, x − 1) anula-se
quando x→∞, logo
∃x0 ∈ IN : (k − 1) Ik−2(a, x− 1)
a Ik−1(a, x− 1) < 1, ∀x > x0 .
Deste modo,
1 +
x Ik(a, x− 1)
k Ik−1(a, x− 1) ≤ 1 +
x
k
ln
( x
a
+ 1
)
, ∀x > x0 ,
e portanto
u(x) ≥ w(x) = 1
1 + x
k
ln( x
a
+ 1)
, ∀x > x0 .
Mas a se´rie
∑∞
x=x0
w(x) e´ divergente (ver por exemplo [18, pag.296]). Sendo assim,∑∞
x=1 u(x) e´ tambe´m divergente. Fica, assim, provado o pretendido para k > 1. Para
k = 1, o mesmo processo pode ser utilizado usando a relac¸a˜o (2.60) (do Apeˆndice 2.A),
em vez da que se obteve do Lema 2.3. 
Observac¸a˜o 2.6 Se r(0, 0) = 0, isto e´, se a condic¸a˜o inicial da func¸a˜o for exacta
(I0(a, 0) = 1), do teorema anterior conclui-se que o erro relativo da aproximac¸a˜o cal-
culada para a primeira derivada anula-se quando x→∞. 
De seguida focaremos a nossa atenc¸a˜o em algumas formulac¸o˜es assimpto´ticas de
relac¸o˜es anteriormente estabelecidas. Estas formulac¸o˜es podem clarificar alguns aspec-
tos qualitativos e podem ser importantes para valores de x muito elevados.
A este respeito, o resultado principal e´ o Teorema 2.6, do Apeˆndice 2.A, que esta-
belece que limx→∞Mk(x) = 1. Assim, do Lema 2.2, e para x suficientemente grande,
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obtem-se a seguinte aproximac¸a˜o para r(k, x+ 1):
r(k, x+ 1) ' Mk(x) r(k, x) . (2.52)
Uma vez que, nestas condic¸o˜es, Mk(x) ' 1, enta˜o
r(k, x+ 1) ' r(k, x) . (2.53)
Pode tambe´m concluir-se que a zona de pior caso para a precisa˜o do me´todo sera´
quando x >> a (zonas extremas de baixo bloqueio). Nessas zonas, uma pequena
contribuic¸a˜o do erro de arredondamento pode conduzir a que a precisa˜o dos sucessivos
termos calculados se venha a degradar. Devido a este efeito, sera´ de esperar que para
x bastante elevado, e em presenc¸a de erros de arredondamento associados aos ca´lculos,
a precisa˜o na˜o melhore arbitrariamente. Experieˆncias computacionais levam a concluir
que esta u´ltima situac¸a˜o na˜o e´ detectada porque antes de tal acontecer, ocorre uma
interrupc¸a˜o de processamento por “overflow” (note que as quantidades Ik(a, x) crescem
com x).
Expresso˜es assimpto´ticas para a pro´pria relac¸a˜o recorrente podem tambe´m ser ob-
tidas. Tendo em conta que limx→∞ I0(a, x) = +∞, de (2.17) obtem-se a seguinte
aproximac¸a˜o para valores elevados de x,
I0(a, x) ' x
a
I0(a, x− 1) . (2.54)
Como uma consequeˆncia do Teorema 2.6 do Apeˆndice 2.A, de (2.18) obtem-se a seguinte
aproximac¸a˜o
Ik(a, x) ' x
a
Ik(a, x− 1), k > 0 , (2.55)
que permite escrever a seguinte relac¸a˜o assimpto´tica vectorial:
I(a, x) ' x
a
I(a, x− 1) . (2.56)
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2.4 Nu´mero de Circuitos na˜o Inteiro
Se x ∈ IR+ ∧ x 6∈ IN pode usar-se interpolac¸a˜o parabo´lica tal como Rapp propoˆs para
o ca´lculo da func¸a˜o. No entanto, propomos outro processo.
Sendo n = bxc (o maior inteiro menor que x) e h = x − n a parte fracciona´ria de
x, estimaremos as condic¸o˜es iniciais no ponto (a, h) em vez de o fazer no ponto (a, 0)
como no caso em que x ∈ IN. Ou seja, ha´ que calcular as quantidades:
I0(a, h) = a
∫ +∞
0
e−az (1 + z)h dz
I1(a, h) = a
∫ +∞
0
e−az (1 + z)h ln(1 + z) dz
I2(a, h) = a
∫ +∞
0
e−az (1 + z)h [ln(1 + z)]2 dz
...
...
...
Im(a, h) = a
∫ +∞
0
e−az (1 + z)h [ln(1 + z)]m dz .
(2.57)
Esse ca´lculo e´ feito por quadratura de Gauss-Laguerre. Uma vez que h ∈]0, 1[, o erro
dessa operac¸a˜o de quadratura na˜o sera´ muito maior que na operac¸a˜o de ca´lculo das
condic¸o˜es iniciais no ponto (a, 0). Contudo, sugerimos um procedimento para melhorar
a precisa˜o, que e´ de especial importaˆncia para valores de a pequenos (a < 2). Ex-
perieˆncias computacionais extensivas sugerem que a precisa˜o da quadratura de Gauss-
-Laguerre e´ muito sens´ıvel a` mudanc¸a de varia´vel que se venha a usar nos integrais
(2.57). Propomos a mudanc¸a de varia´vel y = cz, c > 0, que origina a seguinte ex-
pressa˜o:
Ik(a, x) =
∫ ∞
0
e−y
a
c
e(c−a)y/c (1 + y/c)h [ln(1 + y/c)]k︸ ︷︷ ︸
fk(y)
dy , (2.58)
onde fk(y) pode ser usada para a quadratura de Gauss-Laguerre (ver fo´rmula (2.26)).
O melhor valor para o paraˆmetro c depende de a. Sugerimos:
c = a
(
3.3371 e−1.3784
√
a + 1.3629
)
. (2.59)
A expressa˜o (2.59) foi obtida usando ana´lise de regressa˜o na˜o linear, com o objectivo de
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minimizar o erro das aproximac¸o˜es de Gauss-Laguerre de grau 15. Com este propo´sito,
foi preparada uma tabela relativa aos acima citados erros (para h ∈ [0, 1[ e k = 0, 1, 2).
Depois do ca´lculo das condic¸o˜es iniciais, basta usar a recursa˜o (2.19) para obter
sucessivamente os vectores:
I(a, 1 + h), I(a, 2 + h), . . . , I(a, n+ h) = I(a, x) .
Note-se que a adaptac¸a˜o do Algoritmo 2.1 e´ imediata e o mesmo e´ verdadeiro para os
resultados sobre a sensibilidade ao erro da condic¸a˜o inicial.
2.5 Resultados Computationais
Nas Tabelas 2.1 – 2.7 apresentam-se resultados computacionais. Estes resultados per-
mitem comparar a precisa˜o e eficieˆncia do me´todo aqui proposto com o algoritmo de
Jagerman (baseado na quadratura por se´ries cardinais). A implementac¸a˜o foi feita com
um compilador Turbo C (versa˜o 2.0) e um microcomputador com processador INTEL
80486 (50 MHz). Todos os ca´lculos foram feitos usando dupla precisa˜o e as tabelas
listadas foram produzidas automaticamente em co´digo LATEX.
Em cada tabela, o paraˆmetro a toma todos os valores do conjunto:
{ 1, 5, 10, 100, 1000, 5000 } .
Os valores de x para cada valor de a foram calculados de forma a obter bloqueios quase
constantes em cada tabela. Assim, na Tabela 2.1 os argumentos (a, x) sa˜o sempre
tais que B(a, x) ≈ 0.5. Apresentam-se depois tabelas para bloqueios de aproximada-
mente 10−p, p = 1(1)6, cobrindo assim todas as zonas de interesse nas aplicac¸o˜es de
teletra´fego.
Para a leitura das tabelas tenham-se em conta as seguintes convenc¸o˜es:
• B(k)j ≈ B(k) usando o algoritmo de Jagerman implementado como se mostra no
Apeˆndice 2.B (h = 0.1 e  = 10−15).
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• B(k)c ≈ B(k) usando o me´todo proposto e estimando as condic¸o˜es iniciais por
quadratura de Gauss-Laguerre de grau 15, com base nas fo´rmulas (2.26), (2.58)
e (2.59).
Os tempos de processamento (em segundos) sa˜o registados juntamente com a apro-
ximac¸a˜o obtida. No sentido de ser obtida melhor precisa˜o nos tempos de processa-
mento, foram tomadas me´dias dos tempos obtidos para 200 aplicac¸o˜es repetidas do
me´todo proposto e 100 do me´todo de Jagerman. Este procedimento foi tomado devido
a`s limitac¸o˜es na precisa˜o do relo´gio do sistema operativo. Para cada par (a, x) sa˜o
apresentadas aproximac¸o˜es para B(k), k = 0(1)5. O tempo de processamento de B(0) e´
associado ao ca´lculo da func¸a˜o de Erlang-B.
As tabelas apresentadas (2.1 – 2.7) permitem tirar as seguintes concluso˜es:
• Como esperado, a eficieˆncia do me´todo proposto depende linearmente de x, en-
quanto que, o me´todo de Jagerman parece na˜o depender muito de a e x.
• O algoritmo proposto, com raras excepc¸o˜es, e´ mais eficiente do que o de Jagerman.
De facto, o me´todo de Jagerman torna-se mais eficiente apenas para valores
suficientemente elevados de x. O valor cr´ıtico de x para o qual tal acontece
parece situar-se entre 1000 a 5000 (se a ordem ma´xima da derivada calculada na˜o
for muito alta).
• Outros resultados computacionais mostram que se a < 1 a precisa˜o do me´todo
proposto e´ menor do que a que se obte´m por aplicac¸a˜o do me´todo de Jagerman
(comparac¸o˜es com me´todos baseados em quadratura adaptativa mostram que os
resultados obtidos nessa gama de valores, pelo me´todo de Jagerman, apresentam
mais do que 10 d´ıgitos exactos). Este facto facilmente se explica: a quadratura de
Gauss-Laguerre calcula uma aproximac¸a˜o grosseira das condic¸o˜es iniciais e, para
valores pequenos de a e x, r(k, x) ≈ r(k, 0). No entanto, a precisa˜o do me´todo
proposto devera´ ser suficiente na maioria das aplicac¸o˜es. Contudo, para a ≈ 0, o
ca´lculo com elevada precisa˜o deve ser feito com o algoritmo de Jagerman.
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(a = 1E + 00 ; x = 1.0000000E + 00) (a = 5E + 00 ; x = 3.2155683E + 00)
B
(0)
j 5.00000000000000E − 01 0.0181 s 5.00000758447493E − 01 0.0181 s
B
(0)
c 5.00000000000119E − 01 0.0006 s 5.00000758447486E − 01 0.0008 s
B
(1)
j −3.99086840580799E − 01 0.0187 s −1.35958180529581E − 01 0.0187 s
B
(1)
c −3.99086840604816E − 01 0.0014 s −1.35958180529589E − 01 0.0019 s
B
(2)
j 2.05924851621253E − 01 0.0198 s 1.53814525193731E − 02 0.0197 s
B
(2)
c 2.05924851794575E − 01 0.0017 s 1.53814525193714E − 02 0.0030 s
B
(3)
j −4.79694603639133E − 03 0.0197 s 3.23833275832963E − 03 0.0204 s
B
(3)
c −4.79694670810504E − 03 0.0027 s 3.23833275833656E − 03 0.0038 s
B
(4)
j −7.41549244463252E − 02 0.0214 s 3.92471297185028E − 05 0.0208 s
B
(4)
c −7.41549233512078E − 02 0.0031 s 3.92471297213842E − 05 0.0050 s
B
(5)
j −1.53269480254462E − 02 0.0215 s −5.41138478498768E − 04 0.0215 s
B
(5)
c −1.53269415960370E − 02 0.0038 s −5.41138478505544E − 04 0.0060 s
(a = 1E + 01 ; x = 5.8013897E + 00) (a = 1E + 02 ; x = 5.0964608E + 01)
B
(0)
j 4.99999999306830E − 01 0.0186 s 5.00000098813628E − 01 0.0187 s
B
(0)
c 4.99999999306829E − 01 0.0008 s 5.00000098813628E − 01 0.0014 s
B
(1)
j −7.83502860689015E − 02 0.0187 s −9.64010266948887E − 03 0.0186 s
B
(1)
c −7.83502860689020E − 02 0.0022 s −9.64010266948886E − 03 0.0022 s
B
(2)
j 3.80918139776773E − 03 0.0198 s 1.23560867041674E − 05 0.0198 s
B
(2)
c 3.80918139776703E − 03 0.0031 s 1.23560867041670E − 05 0.0036 s
B
(3)
j 7.22066038700939E − 04 0.0203 s 5.97425133570281E − 07 0.0203 s
B
(3)
c 7.22066038700780E − 04 0.0038 s 5.97425133570292E − 07 0.0047 s
B
(4)
j 1.05083409513570E − 04 0.0209 s 3.61276681005393E − 08 0.0209 s
B
(4)
c 1.05083409513862E − 04 0.0052 s 3.61276681005380E − 08 0.0060 s
B
(5)
j −9.89733324036962E − 06 0.0214 s 2.55060110842441E − 09 0.0220 s
B
(5)
c −9.89733324011200E − 06 0.0060 s 2.55060110842344E − 09 0.0071 s
(a = 1E + 03 ; x = 5.0099605E + 02) (a = 5E + 03 ; x = 2.5009992E + 03)
B
(0)
j 5.00000004754066E − 01 0.0181 s 5.00000000445624E − 01 0.0181 s
B
(0)
c 5.00000004754063E − 01 0.0030 s 5.00000000445634E − 01 0.0112 s
B
(1)
j −9.96047020480103E − 04 0.0187 s −1.99840382396836E − 04 0.0187 s
B
(1)
c −9.96047020480100E − 04 0.0063 s −1.99840382396836E − 04 0.0239 s
B
(2)
j 1.55352801547917E − 08 0.0198 s 1.27237039507049E − 10 0.0198 s
B
(2)
c 1.55352801548273E − 08 0.0094 s 1.27237039504249E − 10 0.0357 s
B
(3)
j 9.08732319103777E − 11 0.0203 s 1.51896271276143E − 13 0.0203 s
B
(3)
c 9.08732319103256E − 11 0.0126 s 1.51896271274587E − 13 0.0483 s
B
(4)
j 7.03278718053532E − 13 0.0208 s 2.41395513390495E − 16 0.0209 s
B
(4)
c 7.03278718052400E − 13 0.0159 s 2.41395513381516E − 16 0.0601 s
B
(5)
j 6.75080439867837E − 15 0.0220 s 4.78774240325394E − 19 0.0214 s
B
(5)
c 6.75080439863668E − 15 0.0192 s 4.78774240257388E − 19 0.0728 s
Tabela 2.1: Me´todo RC: Aproximac¸o˜es e tempos de processamento (B ≈ 0.5)
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(a = 1E + 00 ; x = 2.6209426E + 00) (a = 5E + 00 ; x = 7.3611300E + 00)
B
(0)
j 1.00005807301472E − 01 0.0187 s 1.00000075730118E − 01 0.0192 s
B
(0)
c 1.00005807301490E − 01 0.0008 s 1.00000075730117E − 01 0.0011 s
B
(1)
j −1.19365140548035E − 01 0.0197 s −5.31173696245123E − 02 0.0198 s
B
(1)
c −1.19365140546107E − 01 0.0022 s −5.31173696245130E − 02 0.0019 s
B
(2)
j 1.17730346076375E − 01 0.0209 s 2.01797412047067E − 02 0.0203 s
B
(2)
c 1.17730346074438E − 01 0.0031 s 2.01797412047065E − 02 0.0031 s
B
(3)
j −8.00771208463008E − 02 0.0214 s −2.79510960229252E − 03 0.0220 s
B
(3)
c −8.00771208525040E − 02 0.0041 s −2.79510960229169E − 03 0.0041 s
B
(4)
j 6.09101755851744E − 03 0.0225 s −2.10487105297507E − 03 0.0220 s
B
(4)
c 6.09101767745716E − 03 0.0053 s −2.10487105297426E − 03 0.0053 s
B
(5)
j 6.61803136721127E − 02 0.0231 s 7.22083674685190E − 04 0.0236 s
B
(5)
c 6.61803130119859E − 02 0.0063 s 7.22083674683484E − 04 0.0063 s
(a = 1E + 01 ; x = 1.2529184E + 01) (a = 1E + 02 ; x = 9.6253099E + 01)
B
(0)
j 9.99999974040460E − 02 0.0192 s 1.00001078507925E − 01 0.0192 s
B
(0)
c 9.99999974040459E − 02 0.0011 s 1.00001078507925E − 01 0.0014 s
B
(1)
j −3.51556915623686E − 02 0.0198 s −6.85715417434888E − 03 0.0203 s
B
(1)
c −3.51556915623686E − 02 0.0019 s −6.85715417434888E − 03 0.0028 s
B
(2)
j 8.08069358927986E − 03 0.0203 s 1.85308277353753E − 04 0.0209 s
B
(2)
c 8.08069358927983E − 03 0.0033 s 1.85308277353754E − 04 0.0041 s
B
(3)
j −2.23072522870991E − 04 0.0220 s 1.03541019939746E − 05 0.0214 s
B
(3)
c −2.23072522871006E − 04 0.0042 s 1.03541019939745E − 05 0.0055 s
B
(4)
j −4.90160174849523E − 04 0.0225 s 1.81076215011981E − 07 0.0231 s
B
(4)
c −4.90160174849534E − 04 0.0052 s 1.81076215011979E − 07 0.0066 s
B
(5)
j −2.61474938914116E − 05 0.0231 s −8.69084328987174E − 08 0.0236 s
B
(5)
c −2.61474938913645E − 05 0.0063 s −8.69084328987119E − 08 0.0082 s
(a = 1E + 03 ; x = 9.0832319E + 02) (a = 5E + 03 ; x = 4.5088325E + 03)
B
(0)
j 1.00000007709741E − 01 0.0192 s 9.99999945560833E − 02 0.0198 s
B
(0)
c 1.00000007709740E − 01 0.0047 s 9.99999945560827E − 02 0.0190 s
B
(1)
j −9.24257386073624E − 04 0.0203 s −1.96270339524381E − 04 0.0203 s
B
(1)
c −9.24257386073615E − 04 0.0090 s −1.96270339524391E − 04 0.0382 s
B
(2)
j 1.09185365652642E − 06 0.0215 s 1.36671734915341E − 08 0.0214 s
B
(2)
c 1.09185365652642E − 06 0.0140 s 1.36671734915471E − 08 0.0574 s
B
(3)
j 2.10480541295856E − 08 0.0219 s 7.26370129403711E − 11 0.0220 s
B
(3)
c 2.10480541295854E − 08 0.0187 s 7.26370129404892E − 11 0.0769 s
B
(4)
j 4.78875253701160E − 10 0.0231 s 4.97748407189178E − 13 0.0231 s
B
(4)
c 4.78875253701131E − 10 0.0231 s 4.97748407189687E − 13 0.0964 s
B
(5)
j 1.17464208710836E − 11 0.0236 s 4.12022996671873E − 15 0.0241 s
B
(5)
c 1.17464208710833E − 11 0.0280 s 4.12022996671858E − 15 0.1156 s
Tabela 2.2: Me´todo RC: Aproximac¸o˜es e tempos de processamento (B ≈ 10−1)
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(a = 1E + 00 ; x = 4.2793084E + 00) (a = 5E + 00 ; x = 1.0773433E + 01)
B
(0)
j 1.00022483115374E − 02 0.0193 s 1.00000042848267E − 02 0.0192 s
B
(0)
c 1.00022483114981E − 02 0.0011 s 1.00000042848265E − 02 0.0008 s
B
(1)
j −1.57046041536782E − 02 0.0197 s −8.19748252622490E − 03 0.0198 s
B
(1)
c −1.57046041535992E − 02 0.0022 s −8.19748252622496E − 03 0.0022 s
B
(2)
j 2.26404804572695E − 02 0.0209 s 5.88913457240624E − 03 0.0209 s
B
(2)
c 2.26404804580081E − 02 0.0030 s 5.88913457240628E − 03 0.0030 s
B
(3)
j −2.88875029711649E − 02 0.0214 s −3.43045673075925E − 03 0.0219 s
B
(3)
c −2.88875029781007E − 02 0.0041 s −3.43045673075912E − 03 0.0044 s
B
(4)
j 3.01028776615126E − 02 0.0225 s 1.27271537572931E − 03 0.0226 s
B
(4)
c 3.01028776970701E − 02 0.0052 s 1.27271537572912E − 03 0.0052 s
B
(5)
j −1.94977805917258E − 02 0.0231 s 1.61885493782140E − 04 0.0230 s
B
(5)
c −1.94977806895138E − 02 0.0063 s 1.61885493782145E − 04 0.0066 s
(a = 1E + 01 ; x = 1.7444968E + 01) (a = 1E + 02 ; x = 1.1687667E + 02)
B
(0)
j 1.00000052599076E − 02 0.0193 s 9.99732341896558E − 03 0.0197 s
B
(0)
c 1.00000052599076E − 02 0.0009 s 9.99732341896558E − 03 0.0014 s
B
(1)
j −5.92168565787150E − 03 0.0197 s −1.69386382239408E − 03 0.0198 s
B
(1)
c −5.92168565787150E − 03 0.0022 s −1.69386382239408E − 03 0.0030 s
B
(2)
j 2.99505225716655E − 03 0.0209 s 2.17825920311457E − 04 0.0214 s
B
(2)
c 2.99505225716655E − 03 0.0030 s 2.17825920311457E − 04 0.0041 s
B
(3)
j −1.16136870736870E − 03 0.0220 s −1.48896936587608E − 05 0.0220 s
B
(3)
c −1.16136870736870E − 03 0.0044 s −1.48896936587609E − 05 0.0058 s
B
(4)
j 2.24194576779685E − 04 0.0225 s −1.12225101015360E − 06 0.0225 s
B
(4)
c 2.24194576779697E − 04 0.0055 s −1.12225101015354E − 06 0.0074 s
B
(5)
j 9.63530327536803E − 05 0.0231 s 3.19891287905291E − 07 0.0236 s
B
(5)
c 9.63530327536647E − 05 0.0063 s 3.19891287905282E − 07 0.0088 s
(a = 1E + 03 ; x = 1.0288499E + 03) (a = 5E + 03 ; x = 5.0097148E + 03)
B
(0)
j 9.99999570347182E − 03 0.0198 s 1.00000035153668E − 02 0.0198 s
B
(0)
c 9.99999570347185E − 03 0.0049 s 1.00000035153659E − 02 0.0206 s
B
(1)
j −3.87827067455430E − 04 0.0203 s −1.20305181501181E − 04 0.0209 s
B
(1)
c −3.87827067455430E − 04 0.0101 s −1.20305181501171E − 04 0.0423 s
B
(2)
j 9.19635451952077E − 06 0.0215 s 6.63187557408619E − 07 0.0219 s
B
(2)
c 9.19635451952071E − 06 0.0154 s 6.63187557408587E − 07 0.0637 s
B
(3)
j 1.16944115032087E − 08 0.0225 s 4.41962746240752E − 09 0.0225 s
B
(3)
c 1.16944115032118E − 08 0.0203 s 4.41962746240671E − 09 0.0849 s
B
(4)
j −6.68367829289525E − 09 0.0230 s −1.79247795637051E − 11 0.0237 s
B
(4)
c −6.68367829289501E − 09 0.0258 s −1.79247795636908E − 11 0.1065 s
B
(5)
j −1.72303480080373E − 10 0.0242 s −1.51700555820558E − 12 0.0247 s
B
(5)
c −1.72303480080397E − 10 0.0310 s −1.51700555820542E − 12 0.1277 s
Tabela 2.3: Me´todo RC: Aproximac¸o˜es e tempos de processamento (B ≈ 10−2)
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(a = 1E + 00 ; x = 5.6359785E + 00) (a = 5E + 00 ; x = 1.3277772E + 01)
B
(0)
j 1.00004291318624E − 03 0.0187 s 1.00000011833902E − 03 0.0192 s
B
(0)
c 1.00004291318670E − 03 0.0011 s 1.00000011833902E − 03 0.0011 s
B
(1)
j −1.81569239777465E − 03 0.0203 s −1.01440992930602E − 03 0.0203 s
B
(1)
c −1.81569239775621E − 03 0.0019 s −1.01440992930602E − 03 0.0019 s
B
(2)
j 3.13463288383654E − 03 0.0203 s 9.57082545315479E − 04 0.0204 s
B
(2)
c 3.13463288379557E − 03 0.0031 s 9.57082545315483E − 04 0.0033 s
B
(3)
j −5.07797802025786E − 03 0.0220 s −8.20248173471356E − 04 0.0219 s
B
(3)
c −5.07797802024920E − 03 0.0043 s −8.20248173471354E − 04 0.0042 s
B
(4)
j 7.55306014014504E − 03 0.0225 s 6.11089986755429E − 04 0.0226 s
B
(4)
c 7.55306014127197E − 03 0.0053 s 6.11089986755437E − 04 0.0052 s
B
(5)
j −9.90296465076301E − 03 0.0231 s −3.56468372029068E − 04 0.0236 s
B
(5)
c −9.90296466018513E − 03 0.0063 s −3.56468372029119E − 04 0.0063 s
(a = 1E + 01 ; x = 2.0846056E + 01) (a = 1E + 02 ; x = 1.2787541E + 02)
B
(0)
j 1.00000028032820E − 03 0.0192 s 9.98386046515345E − 04 0.0193 s
B
(0)
c 1.00000028032820E − 03 0.0011 s 9.98386046515345E − 04 0.0014 s
B
(1)
j −7.59038123478144E − 04 0.0198 s −2.50264869118105E − 04 0.0203 s
B
(1)
c −7.59038123478144E − 04 0.0022 s −2.50264869118105E − 04 0.0031 s
B
(2)
j 5.29822068264649E − 04 0.0208 s 5.51800571738899E − 05 0.0209 s
B
(2)
c 5.29822068264648E − 04 0.0033 s 5.51800571738899E − 05 0.0044 s
B
(3)
j −3.30029118979932E − 04 0.0220 s −1.00346927613647E − 05 0.0219 s
B
(3)
c −3.30029118979931E − 04 0.0044 s −1.00346927613646E − 05 0.0060 s
B
(4)
j 1.72800161000717E − 04 0.0225 s 1.26367135368746E − 06 0.0231 s
B
(4)
c 1.72800161000716E − 04 0.0055 s 1.26367135368743E − 06 0.0074 s
B
(5)
j −6.45004970373198E − 05 0.0236 s −1.94160736776320E − 08 0.0236 s
B
(5)
c −6.45004970373194E − 05 0.0066 s −1.94160736776109E − 08 0.0090 s
(a = 1E + 03 ; x = 1.0717152E + 03) (a = 5E + 03 ; x = 5.1327815E + 03)
B
(0)
j 9.99969516945129E − 04 0.0198 s 9.99998226492439E − 04 0.0198 s
B
(0)
c 9.99969516945128E − 04 0.0052 s 9.99998226492341E − 04 0.0214 s
B
(1)
j −7.06901046881261E − 05 0.0209 s −2.72940501211021E − 05 0.0208 s
B
(1)
c −7.06901046881263E − 05 0.0104 s −2.72940501210992E − 05 0.0431 s
B
(2)
j 4.13332519309903E − 06 0.0214 s 5.77192341608950E − 07 0.0220 s
B
(2)
c 4.13332519309905E − 06 0.0160 s 5.77192341608892E − 07 0.0651 s
B
(3)
j −1.73235063555545E − 07 0.0225 s −7.13242491923295E − 09 0.0225 s
B
(3)
c −1.73235063555546E − 07 0.0212 s −7.13242491923258E − 09 0.0871 s
B
(4)
j 2.38047488053354E − 09 0.0231 s −4.46796899973034E − 11 0.0236 s
B
(4)
c 2.38047488053353E − 09 0.0266 s −4.46796899972886E − 11 0.1087 s
B
(5)
j 3.00286996257147E − 10 0.0247 s 3.40235339050566E − 12 0.0248 s
B
(5)
c 3.00286996257186E − 10 0.0319 s 3.40235339050557E − 12 0.1310 s
Tabela 2.4: Me´todo RC: Aproximac¸o˜es e tempos de processamento (B ≈ 10−3)
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(a = 1E + 00 ; x = 6.8430406E + 00) (a = 5E + 00 ; x = 1.5395620E + 01)
B
(0)
j 9.99915717356544E − 05 0.0192 s 1.00000150550145E − 04 0.0192 s
B
(0)
c 9.99915717361617E − 05 0.0008 s 1.00000150550145E − 04 0.0011 s
B
(1)
j −1.99438581798955E − 04 0.0198 s −1.15682483335080E − 04 0.0204 s
B
(1)
c −1.99438581797390E − 04 0.0022 s −1.15682483335080E − 04 0.0019 s
B
(2)
j 3.84201107410050E − 04 0.0208 s 1.27541470663977E − 04 0.0208 s
B
(2)
c 3.84201107405820E − 04 0.0033 s 1.27541470663977E − 04 0.0033 s
B
(3)
j −7.10265221591953E − 04 0.0220 s −1.32618776686128E − 04 0.0214 s
B
(3)
c −7.10265221575731E − 04 0.0041 s −1.32618776686127E − 04 0.0041 s
B
(4)
j 1.24856791466830E − 03 0.0225 s 1.27988208342030E − 04 0.0231 s
B
(4)
c 1.24856791465541E − 03 0.0052 s 1.27988208342028E − 04 0.0053 s
B
(5)
j −2.05799946500319E − 03 0.0231 s −1.11565520703645E − 04 0.0231 s
B
(5)
c −2.05799946536715E − 03 0.0066 s −1.11565520703644E − 04 0.0065 s
(a = 1E + 01 ; x = 2.3648709E + 01) (a = 1E + 02 ; x = 1.3605356E + 02)
B
(0)
j 1.00000058536932E − 04 0.0192 s 1.00012018797699E − 04 0.0192 s
B
(0)
c 1.00000058536932E − 04 0.0011 s 1.00012018797699E − 04 0.0017 s
B
(1)
j −8.81779763794253E − 05 0.0203 s −3.11671601686467E − 05 0.0204 s
B
(1)
c −8.81779763794253E − 05 0.0022 s −3.11671601686467E − 05 0.0030 s
B
(2)
j 7.36187029313865E − 05 0.0209 s 8.98304084620716E − 06 0.0214 s
B
(2)
c 7.36187029313864E − 05 0.0033 s 8.98304084620715E − 06 0.0044 s
B
(3)
j −5.74568948831180E − 05 0.0220 s −2.34003937164691E − 06 0.0219 s
B
(3)
c −5.74568948831180E − 05 0.0044 s −2.34003937164690E − 06 0.0060 s
B
(4)
j 4.10813981786534E − 05 0.0225 s 5.28459657393709E − 07 0.0231 s
B
(4)
c 4.10813981786534E − 05 0.0055 s 5.28459657393705E − 07 0.0077 s
B
(5)
j −2.59509151924320E − 05 0.0236 s −9.41338405631909E − 08 0.0236 s
B
(5)
c −2.59509151924323E − 05 0.0066 s −9.41338405631882E − 08 0.0093 s
(a = 1E + 03 ; x = 1.0994725E + 03) (a = 5E + 03 ; x = 5.2017151E + 03)
B
(0)
j 9.99902019105554E − 05 0.0198 s 9.99991421330760E − 05 0.0198 s
B
(0)
c 9.99902019105548E − 05 0.0053 s 9.99991421330710E − 05 0.0217 s
B
(1)
j −9.53711629424037E − 06 0.0209 s −3.97442921276089E − 06 0.0208 s
B
(1)
c −9.53711629424034E − 06 0.0107 s −3.97442921276057E − 06 0.0437 s
B
(2)
j 8.19665785275192E − 07 0.0214 s 1.39130369982005E − 07 0.0220 s
B
(2)
c 8.19665785275191E − 07 0.0162 s 1.39130369981990E − 07 0.0659 s
B
(3)
j −6.10100186901850E − 08 0.0225 s −4.04277401324455E − 09 0.0231 s
B
(3)
c −6.10100186901851E − 08 0.0217 s −4.04277401324399E − 09 0.0881 s
B
(4)
j 3.61083591723021E − 09 0.0236 s 8.36688966972629E − 11 0.0236 s
B
(4)
c 3.61083591723027E − 09 0.0269 s 8.36688966972512E − 11 0.1104 s
B
(5)
j −1.27148155358415E − 10 0.0242 s −4.35454092265974E − 13 0.0247 s
B
(5)
c −1.27148155358428E − 10 0.0327 s −4.35454092265924E − 13 0.1324 s
Tabela 2.5: Me´todo RC: Aproximac¸o˜es e tempos de processamento (B ≈ 10−4)
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(a = 1E + 00 ; x = 7.9571450E + 00) (a = 5E + 00 ; x = 1.7292024E + 01)
B
(0)
j 9.99952903726644E − 06 0.0192 s 1.00000121113964E − 05 0.0187 s
B
(0)
c 9.99952903734967E − 06 0.0011 s 1.00000121113963E − 05 0.0011 s
B
(1)
j −2.13549501258932E − 05 0.0198 s −1.26945036541139E − 05 0.0203 s
B
(1)
c −2.13549501257550E − 05 0.0019 s −1.26945036541139E − 05 0.0019 s
B
(2)
j 4.44245937640395E − 05 0.0208 s 1.55531844234021E − 05 0.0209 s
B
(2)
c 4.44245937636865E − 05 0.0033 s 1.55531844234022E − 05 0.0033 s
B
(3)
j −8.96897414813743E − 05 0.0220 s −1.82860373988769E − 05 0.0220 s
B
(3)
c −8.96897414795945E − 05 0.0042 s −1.82860373988769E − 05 0.0041 s
B
(4)
j 1.74877085311957E − 04 0.0225 s 2.04683291316862E − 05 0.0225 s
B
(4)
c 1.74877085306492E − 04 0.0055 s 2.04683291316860E − 05 0.0055 s
B
(5)
j −3.27098007295419E − 04 0.0236 s −2.15621875585320E − 05 0.0236 s
B
(5)
c −3.27098007302075E − 04 0.0063 s −2.15621875585320E − 05 0.0063 s
(a = 1E + 01 ; x = 2.6121242E + 01) (a = 1E + 02 ; x = 1.4291732E + 02)
B
(0)
j 1.00000014080815E − 05 0.0192 s 9.94411099478511E − 06 0.0198 s
B
(0)
c 1.00000014080815E − 05 0.0011 s 9.94411099478508E − 06 0.0014 s
B
(1)
j −9.79189154953739E − 06 0.0204 s −3.58583443902344E − 06 0.0203 s
B
(1)
c −9.79189154953740E − 06 0.0019 s −3.58583443902343E − 06 0.0033 s
B
(2)
j 9.21257555624739E − 06 0.0208 s 1.22374086434365E − 06 0.0209 s
B
(2)
c 9.21257555624741E − 06 0.0033 s 1.22374086434365E − 06 0.0047 s
B
(3)
j −8.27136018918793E − 06 0.0220 s −3.90822511307359E − 07 0.0220 s
B
(3)
c −8.27136018918796E − 06 0.0044 s −3.90822511307359E − 07 0.0060 s
B
(4)
j 7.01904900434914E − 06 0.0225 s 1.14827848649864E − 07 0.0231 s
B
(4)
c 7.01904900434922E − 06 0.0053 s 1.14827848649865E − 07 0.0080 s
B
(5)
j −5.54882006467356E − 06 0.0236 s −3.01578411732063E − 08 0.0241 s
B
(5)
c −5.54882006467381E − 06 0.0065 s −3.01578411732071E − 08 0.0093 s
(a = 1E + 03 ; x = 1.1213593E + 03) (a = 5E + 03 ; x = 5.2533092E + 03)
B
(0)
j 9.99841545947869E − 06 0.0198 s 9.99987350702791E − 06 0.0198 s
B
(0)
c 9.99841545947862E − 06 0.0052 s 9.99987350702800E − 06 0.0219 s
B
(1)
j −1.14978643396663E − 06 0.0203 s −4.95245922155050E − 07 0.0208 s
B
(1)
c −1.14978643396663E − 06 0.0110 s −4.95245922155044E − 07 0.0440 s
B
(2)
j 1.23320364448860E − 07 0.0220 s 2.26286458696043E − 08 0.0220 s
B
(2)
c 1.23320364448859E − 07 0.0165 s 2.26286458696035E − 08 0.0667 s
B
(3)
j −1.21274018080897E − 08 0.0225 s −9.32499095392884E − 10 0.0231 s
B
(3)
c −1.21274018080895E − 08 0.0219 s −9.32499095392829E − 10 0.0890 s
B
(4)
j 1.06300712661386E − 09 0.0231 s 3.32819276705260E − 11 0.0236 s
B
(4)
c 1.06300712661385E − 09 0.0274 s 3.32819276705217E − 11 0.1113 s
B
(5)
j −7.86109290015103E − 11 0.0247 s −9.40345681185631E − 13 0.0247 s
B
(5)
c −7.86109290015061E − 11 0.0333 s −9.40345681185409E − 13 0.1338 s
Tabela 2.6: Me´todo RC: Aproximac¸o˜es e tempos de processamento (B ≈ 10−5)
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(a = 1E + 00 ; x = 9.0060722E + 00) (a = 5E + 00 ; x = 1.9040339E + 01)
B
(0)
j 1.00000815727023E − 06 0.0187 s 1.00000049543813E − 06 0.0192 s
B
(0)
c 1.00000815727020E − 06 0.0009 s 1.00000049543813E − 06 0.0011 s
B
(1)
j −2.25240960917973E − 06 0.0203 s −1.36315329868760E − 06 0.0204 s
B
(1)
c −2.25240960921375E − 06 0.0019 s −1.36315329868760E − 06 0.0020 s
B
(2)
j 4.96820812636139E − 06 0.0209 s 1.80702159239667E − 06 0.0208 s
B
(2)
c 4.96820812668577E − 06 0.0030 s 1.80702159239667E − 06 0.0033 s
B
(3)
j −1.07058634110273E − 05 0.0214 s −2.32114003440415E − 06 0.0220 s
B
(3)
c −1.07058634129144E − 05 0.0042 s −2.32114003440415E − 06 0.0041 s
B
(4)
j 2.24704622560922E − 05 0.0231 s 2.87573647539933E − 06 0.0225 s
B
(4)
c 2.24704622633112E − 05 0.0049 s 2.87573647539932E − 06 0.0053 s
B
(5)
j −4.57611015959763E − 05 0.0230 s −3.41516857081288E − 06 0.0236 s
B
(5)
c −4.57611016036734E − 05 0.0060 s −3.41516857081291E − 06 0.0063 s
(a = 1E + 01 ; x = 2.8377763E + 01) (a = 1E + 02 ; x = 1.4896015E + 02)
B
(0)
j 1.00000043673657E − 06 0.0193 s 9.92447785370510E − 07 0.0192 s
B
(0)
c 1.00000043673657E − 06 0.0011 s 9.92447785370508E − 07 0.0014 s
B
(1)
j −1.06053773596253E − 06 0.0203 s −3.98827336931698E − 07 0.0204 s
B
(1)
c −1.06053773596253E − 06 0.0019 s −3.98827336931697E − 07 0.0033 s
B
(2)
j 1.09011512528497E − 06 0.0209 s 1.53633798100821E − 07 0.0214 s
B
(2)
c 1.09011512528497E − 06 0.0033 s 1.53633798100820E − 07 0.0047 s
B
(3)
j −1.08146805415227E − 06 0.0219 s −5.63587032535713E − 08 0.0220 s
B
(3)
c −1.08146805415227E − 06 0.0044 s −5.63587032535709E − 08 0.0063 s
B
(4)
j 1.02980816889530E − 06 0.0231 s 1.95108680998527E − 08 0.0230 s
B
(4)
c 1.02980816889529E − 06 0.0058 s 1.95108680998523E − 08 0.0080 s
B
(5)
j −9.34173980776077E − 07 0.0236 s −6.29041024361340E − 09 0.0242 s
B
(5)
c −9.34173980776070E − 07 0.0066 s −6.29041024361311E − 09 0.0093 s
(a = 1E + 03 ; x = 1.1400369E + 03) (a = 5E + 03 ; x = 5.2962705E + 03)
B
(0)
j 1.00004307004477E − 06 0.0198 s 9.99981544062352E − 07 0.0203 s
B
(0)
c 1.00004307004475E − 06 0.0055 s 9.99981544062399E − 07 0.0220 s
B
(1)
j −1.31505747853364E − 07 0.0208 s −5.76592915013898E − 08 0.0209 s
B
(1)
c −1.31505747853362E − 07 0.0110 s −5.76592915013936E − 08 0.0448 s
B
(2)
j 1.64163226144666E − 08 0.0215 s 3.13592055948897E − 09 0.0219 s
B
(2)
c 1.64163226144666E − 08 0.0168 s 3.13592055948901E − 09 0.0670 s
B
(3)
j −1.92742375305273E − 09 0.0225 s −1.59020689720269E − 10 0.0231 s
B
(3)
c −1.92742375305276E − 09 0.0222 s −1.59020689720253E − 10 0.0895 s
B
(4)
j 2.09985253155485E − 10 0.0236 s 7.38809090438953E − 12 0.0236 s
B
(4)
c 2.09985253155482E − 10 0.0280 s 7.38809090438896E − 12 0.1123 s
B
(5)
j −2.07805747733279E − 11 0.0242 s −3.05373674478129E − 13 0.0247 s
B
(5)
c −2.07805747733254E − 11 0.0335 s −3.05373674478178E − 13 0.1349 s
Tabela 2.7: Me´todo RC: Aproximac¸o˜es e tempos de processamento (B ≈ 10−6)
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2.6 Concluso˜es
Foi proposta uma nova abordagem algoritmica para o ca´lculo das derivadas da func¸a˜o
de Erlang-B na varia´vel nu´mero de servidores. Essa abordagem baseia-se numa relac¸a˜o
recursiva matricial. Esta recursa˜o pode ser vista como uma generalizac¸a˜o da recursa˜o
classicamente usada para o ca´lculo da fo´rmula de Erlang-B, onde tanto o nu´mero de
servidores como a ordem de derivac¸a˜o interveˆm como paraˆmetros. Apresentou-se uma
ana´lise teo´rica mostrando que o erro associado ao ca´lculo das condic¸o˜es iniciais decresce
(em certo sentido) e que tende assimptoticamente para uma constante que pode ser
muito pro´xima de zero nos casos pra´ticos. Em apeˆndice, provam-se va´rias desigualda-
des, das quais destacamos a prova da convexidade estrita da func¸a˜o de Erlang-B, como
func¸a˜o de x, no intervalo [1,∞[.
Atrave´s de numerosos resultados computacionais mostrou-se que o me´todo proposto
e´ muito preciso numa vasta gama de valores de a e x e a sua comparac¸a˜o em termos
de eficieˆncia com o me´todo proposto por D.L. Jagerman e´-lhe favora´vel, excepc¸a˜o
feita para valores de x elevados. De facto, o tempo de processamento do me´todo
aumenta linearmente com x (como acontece com qualquer recursa˜o). Para valores de a
e x elevados, pode obter-se um significativo acre´scimo de eficieˆncia considerando uma
recursa˜o reduzida inicializada num ponto mais pro´ximo do valor desejado de x. Isto
pode ser feito sem poˆr em causa a precisa˜o requerida. Dedicaremos o pro´ximo cap´ıtulo
ao estudo dessa recursa˜o reduzida.
2.A Resultados Adicionais e Auxiliares
Neste Apeˆndice apresentamos va´rias desigualdades que foram usadas nas provas dos
resultados principais. Algumas delas teˆm interesse por si so´ e generalizam dois conhe-
cidos resultados:
50 CAPI´TULO 2
(i) Em [13, pag.1287] e´ provada a seguinte desigualdade:
I1(a, x)
I0(a, x)
≤ ln
(
I0(a, x+ 1)
I0(a, x)
)
= ln
(
x+ 1
a
+
1
I0(a, x)
)
. (2.60)
(ii) I0(a, x) e´ uma func¸a˜o log-convexa de x, [12, pag.545]
2.
Lema 2.3
Ik+1(a, x)
Ik(a, x)
≤ ln
(
Ik(a, x+ 1)
Ik(a, x)
)
= ln
(
x+ 1
a
+
k Ik−1(a, x)
a Ik(a, x)
)
k = 1, 2, . . .
Prova: Seja Z uma variavel aleato´ria real na˜o negativa com a seguinte func¸a˜o densi-
dade de probabilidade:
f(z) =
a
Ik(a, x)
e−az (1 + z)x [ln(1 + z)]k .
Se Y = 1 + Z, enta˜o
E(Y ) =
a
Ik(a, x)
∫ ∞
0
e−az (1 + z)x+1 [ln(1 + z)]k dz =
Ik(a, x+ 1)
Ik(a, x)
.
Da recursa˜o (2.18):
E(Y ) =
x+ 1
a
+
k Ik−1(a, x)
a Ik(a, x)
,
obtendo-se, tambe´m,
E (− ln(Y )) = −Ik+1(a, x)
Ik(a, x)
.
A desigualdade de Jensen, [19, pag.454], para uma varia´vel aleato´ria ξ e para uma
func¸a˜o g(ξ) convexa no domı´nio de ξ escreve-se da seguinte forma:
E (g(ξ)) ≥ g (E(ξ)) .
Uma vez que − ln(Y ) e´ convexa para Y ≥ 1, usando a desigualdade de Jensen, obtemos:
E (− ln(Y )) ≥ − ln (E(Y )) .
2Uma func¸a˜o g(x) > 0 e´ dita log-convexa num intervalo [a, b] ⊂ IR se h(x) = ln g(x) e´ convexa
nesse intervalo.
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Combinando esta desigualdade com as expresso˜es acima obtidas mostra-se o resultado
pretendido. 
A log-convexidade das func¸o˜es Ik(a, x) pode ser estabelecida usando a desigualdade de
Cauchy-Schwartz, como e´ observado em [15, pag.45], para o caso k = 0. No entanto,
a log-convexidade estrita pode ser provada usando um teorema relacionado com a
desigualdade de Jensen, [19, pag.455], atribu´ıdo a Hardy, Littlewood e Po´lya:
“Se X e´ uma varia´vel aleato´ria na˜o negativa e r < s, enta˜o
[E (Xr)]1/r ≤ [E (Xs)]1/s .
A igualdade verifica-se se e so´ se X e´ degenerada, ou r ≥ 0 e E(Xr) =∞,
ou s ≤ 0 e E(Xs) =∞.”
Sendo assim, o lema seguinte pode ser provado.
Lema 2.4
Ik(a, x) e´ uma func¸a˜o log-convexa estrita de x:
∂2 ln(Ik(a, x))
∂ x2
> 0⇔ Ik+2(a, x)
Ik+1(a, x)
>
Ik+1(a, x)
Ik(a, x)
, k = 0, 1, 2, . . .
Prova: Seja Z uma varia´vel aleato´ria real na˜o negativa com func¸a˜o densidade de
probabilidade:
f(z) =
a
Ik+1(a, x)
e−az (1 + z)x [ln(1 + z)]k+1 .
Definindo Y = ln(1 + Z) como uma varia´vel aleato´ria na˜o negativa, tem-se
[
E
(
Y −1
)]−1
=
[
a
Ik+1(a, x)
∫ ∞
0
e−az (1 + z)x [ln(1 + z)]k dz
]−1
=
Ik+1(a, x)
Ik(a, x)
,
e
E (Y ) =
Ik+2(a, x)
Ik+1(a, x)
.
Aplicando a desigualdade de Hardy et. al. a Y (com r = −1 e s = 1) obte´m-se o
resultado desejado. 
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Atendendo ao lema anterior, φk(a, x) = Ik(a, x)/Ik−1(a, x), k = 1, 2, . . . sa˜o func¸o˜es de
x estritamente crescentes. De facto:
∂ φk
∂ x
=
Ik+1(a, x) Ik−1(a, x)− [Ik(a, x)]2
[Ik−1(a, x)]2
> 0 . (2.61)
A frequentemente conjecturada convexidade da func¸a˜o de Erlang-B (relativamente a`
varia´vel x) foi provada por A.A. Jagers e E.A. Van Doorn [15]. O pro´ximo resultado
estabelece a convexidade estrita para x ≥ 1, e e´ um exemplo do interesse teo´rico da
recursa˜o (2.18).
Teorema 2.5
B(a, x) e´ uma func¸a˜o de x estritamente convexa no intervalo [1,∞[ para todo o a > 0.
Prova: Note-se que
B′′x(a, x) =
2 [I1(a, x)]
2 − I0(a, x) I2(a, x)
[I0(a, x)]3
> 0 ⇔ I2(a, x)
I1(a, x)
< 2
I1(a, x)
I0(a, x)
.
Se x ≥ 1, por recursa˜o obtem-se:
I2(a, x)
I1(a, x)
=
x I2(a, x− 1) + 2 I1(a, x− 1)
x I1(a, x− 1) + I0(a, x− 1) = 2
I1(a, x− 1)
I0(a, x− 1)
x I2(a,x−1)
2 I1(a,x−1) + 1
x I1(a,x−1)
I0(a,x−1) + 1
.
Usando a convexidade de B (em sentido lato):
x I2(a, x− 1)
2 I1(a, x− 1) ≤
x I1(a, x− 1)
I0(a, x− 1) ,
e a relac¸a˜o (2.61), vem
I2(a, x)
I1(a, x)
≤ 2 I1(a, x− 1)
I0(a, x− 1) < 2
I1(a, x)
I0(a, x)
.
Isto implica que B′′x(a, x) > 0 , para x ≥ 1. 
Para valores de x significativamente maiores que a (i.e. x >> a) a desigualdade seguinte
e´ bastante u´til.
Lema 2.5
Ik+1(a, x)
Ik(a, x)
> Ψ(x+ 1)− ln a, k = 0, 1, 2, . . .
onde Ψ(x+ 1) = Γ′(x+ 1)/Γ(x+ 1) denota a func¸a˜o digama.
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Prova: Considerando a equac¸a˜o (27) de [12, pag.533], I0(a, x) pode ser escrito da
seguinte forma:
I0(a, x) =
ea
ax
Γ(x+ 1) − a
∫ 1
0
ea(1−z) zx dz .
Por derivac¸a˜o, obtem-se
I1(a, x) =
ea
ax
Γ(x+ 1) [Ψ(x+ 1)− ln a] − a
∫ 1
0
ea(1−z) zx ln z dz .
Dado que ∫ 1
0
ea(1−z) zx dz > 0 e
∫ 1
0
ea(1−z) zx ln z dz < 0 ,
enta˜o
I1(a, x)
I0(a, x)
> Ψ(x+ 1)− ln a .
Deste modo, o resultado pretendido surge do Lema 2.4. 
Lema 2.6
lim
x→∞
Ik+1(a, x)
Ik(a, x)
=∞ e lim
x→∞
(
Ik+1(a, x)
Ik(a, x) lnx
)
= 1 .
Prova: Do Lema 2.5 e sabendo que limx→∞ Ψ(x + 1) = +∞, o primeiro limite e´
facilmente calculado. Sejam Y , U e V as seguintes func¸o˜es:
Y (x) =
ln
(
Ik(a,x+1)
Ik(a,x)
)
lnx
,
U(x) =
Ik+1(a, x)
ln(x) Ik(a, x)
,
V (x) =
Ψ(x+ 1)− ln a
lnx
.
Uma vez que,
Y (x) =

ln

x+1
a
+ 1
I0(a,x)

lnx
se k = 0
ln

x+1
a
+
k Ik−1(a,x)
a Ik(a,x)

lnx
se k > 0,
e´ imediato que limx→∞ Y (x) = 1 se k = 0. Por outro lado, considerando que limx→∞
Ik+1(a,x)
Ik(a,x)
=
∞,
lim
x→∞
Y (x) = 1, k = 0, 1, 2, . . .
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Para o ca´lculo do limite de V (x) usamos a expressa˜o de Binet para Ψ(x), [1, pag.259]:
Ψ(x) = lnx− 1
2x
− 2
∫ ∞
0
t dt
(t2 + x2)(e2pit − 1) ,
lim
x→∞
V (x) = lim
x→∞
ln(x+ 1)− 1
2(x+1)
− ln a− 2 ∫∞
0
t dt
[t2+(x+1)2](e2pit−1)
lnx
= 1 .
Da expressa˜o (2.60), do Lema 2.3 e do Lema 2.5 resulta que
V (x) ≤ U(x) ≤ Y (x), k = 0, 1, 2, . . .
Consequentemente, limx→∞ U(x) = 1. 
Teorema 2.6
Mk(x), k = 0, 1, 2, . . . sa˜o func¸o˜es de x estritamente crescentes, e
lim
x→∞
Mk(x) = 1, k = 0, 1, 2, . . .
Prova: Uma vez que M0(x) = 1−B(a, x), o resultado e´ trivial para k = 0. Se k > 0,
Mk(x) =
1
1 + k Ik−1(a,x−1)
x Ik(a,x−1)
.
Como ja´ referimos anteriormente, Ik(a, x − 1)/Ik−1(a, x − 1) e´ estritamente crescente
como func¸a˜o de x, consequentementeMk(x) tem a mesma propriedade. Usando o Lema
2.6, concluimos que limx→∞ Mk(x) = 1. 
2.B Algoritmo baseado na Quadratura por Se´ries
Cardinais
Em seguida faz-se uma breve exposic¸a˜o da teoria de quadratura por se´ries cardinais
seguindo o texto de [14, pag.3–5, 17–19]. Neste trabalho, D.L. Jagerman propo˜e o
me´todo directo de ca´lculo dos integrais que temos vindo a designar por Ik(a, x). Uma
poss´ıvel melhoria na implementac¸a˜o do me´todo sera´ tambe´m considerada.
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Seja uma func¸a˜o real de varia´vel real f(t) ∈ L2(IR). Suponha-se que existe a sua
transformada de Fourier F (u), definida por:
F (u) =
1√
2pi
∫ +∞
−∞
f(t) exp(iut) du .
Se
F (u) ≡ 0 para u 6∈ [−σ , +σ] ,
diz-se que f(t) e´ de banda limitada com largura de banda espectral igual a σ e escreve-se
f(t) ∈ Wσ.
A fo´rmula (ver [14]): ∫ +∞
−∞
f(t) dt ' h
+∞∑
j=−∞
f(jh) , (2.62)
e´ especialmente simples pois usa somente os valores de f(t) nos pontos nodais jh
(j ∈ ZZ) com iguais pesos h. A quadratura e´ exacta para f ∈ Wσ desde que h ≤ pi/σ.
Contudo, para f ∈ L2(IR)\Wσ, a lei de quadratura (2.62) e´ uma aproximac¸a˜o de valor
do integral.
D. L. Jagerman propo˜e avaliar transformadas de Laplace na˜o elementares atrave´s
de um me´todo inspirado na fo´rmula (2.62). Frequentemente o ca´lculo de uma func¸a˜o
pode-se fazer relacionando-a com uma transformada.
As func¸o˜es Ik(a, x) podem ser definidas como:
Ik(a, x) =
∫ +∞
0
e−t (1 + t/a)x [ln(1 + t/a)]k dt . (2.63)
Sejam gk(t) = (1+ t/a)
x [ln(1 + t/a)]k e Gk(s) a transformada de Laplace de gk(t), isto
e´,
Gk(s) = L [gk(t)] =
∫ +∞
0
e−st gk(t) dt . (2.64)
Logo,
Ik(a, x) = Gk(1) . (2.65)
Na expressa˜o (2.65) escreve-se Ik(a, x) como um integral de Laplace, onde o paraˆmetro
de Laplace, s, tem valor 1.
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Recorrendo a` mudanc¸a de varia´vel z = ln t, de (2.63) obtem-se
Ik(a, x) =
∫ +∞
−∞
exp(z − exp(z))
(
1 +
ez
a
)x [
ln
(
1 +
ez
a
)]k
dz . (2.66)
A regra de quadratura por se´ries cardinais baseia-se na seguinte fo´rmula:
Ik(a, x) ≈ h
+∞∑
j=−∞
exp(jh− exp(jh)) (1 + ejh/a)x [ln (1 + ejh/a)]k . (2.67)
Para especificar o algoritmo, deve ser definido o paraˆmetro h e ocorre um erro de
truncatura associado ao processo:
pk(jh) = exp(jh− exp(jh))
(
1 + ejh/a
)x [
ln
(
1 + ejh/a
)]k
, (2.68)
Ik(a, x) ≈ h
∑
j∈Z
pk(jh)>
pk(jh) . (2.69)
A rotina que nos foi enviada por D.L. Jagerman usa h = 0.1 e  = 10−15. O seguinte
melhoramento foi feito nessa routina:
• Para evitar problemas de “overflow”, a expressa˜o (2.68) e´ calculada da seguinte
forma:
pk(jh) = exp
(
jh− exp(jh) + x ln(1 + ejh/a)) [ln (1 + ejh/a)]k . (2.70)
• Quando Ik(a, x) e´ calculado para va´rios valores de k, pode usar-se, com a vanta-
gem de melhorar significativamente a eficieˆncia do algoritmo, a seguinte recursa˜o
para pk(jk):
p0(jh) = exp
(
jh− exp(jh) + x ln(1 + ejh/a)) , (2.71)
pk(jh) = pk−1(jh) ln
(
1 + ejh/a
)
, k = 1(1)m. (2.72)
Esta versa˜o do me´todo de D. L. Jagerman e´ especificada pelo Algoritmo 2.3. Alguns
resultados obtidos mostram igual precisa˜o e mais eficieˆncia. Adicionalmente, o algo-
ritmo pode ser usado para valores dos paraˆmetros muito elevados sem problemas de
“overflow”.
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Algoritmo 2.3 (Quadratura por se´ries cardinais para o ca´lculo de B(a, x), . . . , B(m)x (a, x))
Quadratura de Se´ries Cardinais: O me´todo e´ a aplicac¸a˜o das fo´rmulas (2.69), (2.71) e (2.72).
Input: Valores de a > 0, x ≥ 0 e m ∈ IN0;
begin
1. h ← 0.1;
2.  ← 10−15;
3. L ← ln(1 + 1/a);
4. I0 ← exp(−1 + xL);
5. for k ← 1 to m do Ik ← LIk−1;
6. for n ← 0 to 1 do
begin
7. s ← 2n− 1;
8. j ← 0;
repeat
9. j ← j + s;
10. w ← j h;
11. q ← 1 + ew/a;
12. L ← ln q;
13. f ← exp(w − ew + xL);
14. g ← f ;
15. I0 ← I0 + f ;
16. for k ← 1 to m do
begin
17. g ← g L;
18. Ik ← Ik + g;
end
until ((f < ) ∧ (g < ));
end
19. for k ← 0 to m do Ik ← h Ik;
20. Calcule Bk, k = 0(1)m pelo Algoritmo 2.2 ;
end;
Output: B(k)x (a, x) = Bk, k = 0(1)m;
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Cap´ıtulo 3
O Me´todo da Recursa˜o Reduzida
para o Ca´lculo da Func¸a˜o de
Erlang-B e suas Derivadas
Resumo1
A recursa˜o de Jagerman [4, pag. 1285] constitui um dos melhores me´todos de ca´lculo da
func¸a˜o de Erlang-B. Esse algoritmo foi generalizado no cap´ıtulo anterior para o ca´lculo
das derivadas (de qualquer ordem) da mesma func¸a˜o relativamente a` varia´vel nu´mero
de servidores x. Essa versa˜o generalizada sera´ designada por Me´todo da Recursa˜o
Completa Generalizada, ou simplesmente por Me´todo da Recursa˜o Completa (RC).
Nesse cap´ıtulo foi tambe´m feita a comparac¸a˜o desse me´todo com o melhor me´todo de
ca´lculo das derivadas da func¸a˜o de Erlang-B (o me´todo de quadratura por se´ries car-
dinais). Essa comparac¸a˜o era favora´vel ao me´todo RC excepto para valores elevados
dos argumentos da func¸a˜o onde a eficieˆncia do me´todo RC era pior. Para minorar essa
desvantagem apresenta-se neste cap´ıtulo um melhoramento do me´todo RC. Prova-se,
assim, que se os argumentos da func¸a˜o sa˜o suficientemente elevados, o nu´mero de pas-
1O conteu´do deste cap´ıtulo e´ parcialmente baseado no artigo [3] e no Memorandum [2].
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sos desse ca´lculo recursivo pode ser consideravelmente reduzido sem se perder precisa˜o
nos resultados. Este me´todo que designamos por Me´todo da Recursa˜o Reduzida2 (RR)
conduz a um algoritmo que calcula resultados com precisa˜o igual a` da ma´quina que
executa os ca´lculos e exibe uma nota´vel eficieˆncia mesmo para valores muito elevados
dos argumentos da func¸a˜o. O me´todo e´ inicialmente estabelecido para o ca´lculo da
func¸a˜o, sendo depois generalizado para o ca´lculo das derivadas de primeira e segunda
ordem. Resultados de uma extensa experimentac¸a˜o computacional sa˜o incluidos no
fim do trabalho, comparando a precisa˜o e a eficieˆncia do algoritmo proposto com os
resultados obtidos pelo me´todo da recursa˜o completa. Incluem-se tambe´m resultados
obtidos pelo algoritmo de refereˆncia proposto por D.L. Jagerman usando a teoria de
quadratura por se´ries cardinais (ja´ exposto no cap´ıtulo anterior). Os resultados com-
putacionais evidenciam as vantagens em eficieˆncia e precisa˜o do algoritmo proposto.
Incluem-se depois em apeˆndice algumas considerac¸o˜es sobre o ca´lculo de derivadas de
ordem superior a dois usando recurso˜es reduzidas.
3.1 Introduc¸a˜o
Recordando a notac¸a˜o:
Ik(a, x) = a
∫ +∞
0
e−az (1 + z)x [ln(1 + z)]k dz, k = 0, 1, 2, 3, . . . (3.1)
a recursa˜o classicamente usada para o ca´lculo da func¸a˜o de Erlang-B (2.2), pode ser
escrita como:
I0(a, x+ 1) =
x+ 1
a
I0(a, x) + 1, x ≥ 0. (3.2)
No cap´ıtulo anterior obtiveram-se as recurso˜es:
Ik(a, x+ 1) =
x+ 1
a
Ik(a, x) +
k
a
Ik−1(a, x), x ≥ 0, , k = 1, 2, . . . (3.3)
que conjuntamente com (3.2) permitiram definir uma recursa˜o matricial que pode ser
usada para o ca´lculo nume´rico da func¸a˜o e suas derivadas. Nesse cap´ıtulo estabeleceu-
2Esta designac¸a˜o foi sugerida pela Doutora Isabel Bra´s, docente no Departamento de Matema´tica
da Universidade de Aveiro, em conversa informal na qual lhe explicava a ideia base do me´todo.
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-se um algoritmo de ca´lculo das derivadas B
(k)
x (a, x), k = 0(1)m quando se conhecem
as quantidades Ik(a, x), k = 0(1)m.
Para o ca´lculo da func¸a˜o de Erlang-B usa-se normalmente a recursa˜o (3.2) partindo
do valor I0(a, 0) = 1, pelo que a eficieˆncia computacional do algoritmo depende line-
armente de x. O algoritmo de ca´lculo das derivadas apresentado no cap´ıtulo anterior
apresenta a mesma caracter´ıstica. Ora, se x e´ elevado o algoritmo e´ pouco eficiente.
Este processo de ca´lculo da func¸a˜o e suas derivadas sera´ designado por Me´todo da
Recursa˜o Completa Generalizada (RC).
Veremos que se a e x sa˜o suficientemente elevados enta˜o na˜o e´ necessa´rio iniciar o
ca´lculo das recurso˜es em zero, mas num valor muito maior. O problema de estimar as
condic¸o˜es iniciais nesse ponto e´ facilmente contornado usando aproximac¸o˜es grosseiras
com um erro relativo de valor absoluto exactamente igual a 100% (usa-se simplesmente
zero para as condic¸o˜es iniciais). Ver-se-a´ que se pode atingir uma precisa˜o nos valores
calculados igual a` precisa˜o da ma´quina onde se efectuam os ca´lculos. Este me´todo,
que aqui propomos sera´ designado por Me´todo da Recursa˜o Reduzida, uma vez que e´
fundamentado na ideia base de reduzir o nu´mero de passos do ca´lculo recursivo.
Para estabelecer este me´todo, ha´ que majorar o erro relativo propagado nos ca´lculos.
No cap´ıtulo anterior obtiveram-se expresso˜es para o erro relativo propagado entre ter-
mos consecutivos. Fazemos agora uma breve revisa˜o dos resultados fundamentais.
Suponha-se que dispomos de uma aproximac¸a˜o de I˜k(a, x) do valor Ik(a, x). Definimos
o erro relativo dessa aproximac¸a˜o como sendo:
r(k, x) =
I˜k(a, x) − Ik(a, x)
Ik(a, x)
. (3.4)
Suponha-se agora que dispomos de aproximac¸o˜es I˜k(a, x), k = 0(1)m das quantidades
Ik(a, x), k = 0(1)m. Usando essas aproximac¸o˜es nas expresso˜es (3.2) e (3.3), calculam-
-se aproximac¸o˜es I˜k(a, x+ 1), k = 0(1)m para as quantidades Ik(a, x+ 1), k = 0(1)m.
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Obtiveram-se as seguintes expresso˜es para o erro relativo destas aproximac¸o˜es:
r(0, x+ 1) = M0(x+ 1) r(0, x), (3.5)
r(k, x+ 1) = Mk(x+ 1)r(k, x) + [1−Mk(x+ 1)]r(k − 1, x), k ∈ IN, x ≥ 0,(3.6)
onde,
Mk(x+ 1) =
(x+ 1) Ik(a, x)
a Ik(a, x+ 1)
∈ ]0, 1[, k ∈ IN0. (3.7)
Sera˜o estes os resultados de que partimos para desenvolver o trabalho deste cap´ıtulo.
3.2 Formulac¸a˜o Base do Me´todo
Estabelece-se inicialmente o Me´todo da Recursa˜o Reduzida para o ca´lculo da func¸a˜o de
Erlang-B. Mais adiante e´ feita a generalizac¸a˜o para o ca´lculo da primeira e da segunda
derivada. A raza˜o de ser desta opc¸a˜o e´ iniciar a exposic¸a˜o com o caso mais simples, o
que permite uma introduc¸a˜o mais adequada a` ideia base do me´todo.
A partir daqui, considera-se sempre que a ∈ IR+ e que x ∈ IR+0 .
Lema 3.1 Para todo o x ∈ IR+0 e para todo o a ∈ IR+,
|r(0, x+ 1)| < x+ 1
a
|r(0, x)| ,
|r(k, x+ 1)| < x+ 1
a
|r(k, x)| + |r(k − 1, x)|, k = 1, 2, . . .
Prova: As igualdades (3.5) and (3.6) fornecem exactamente r(k, x+1). Como Ik(a, x)
sa˜o func¸o˜es de x estritamente crescentes, podemos a` custa disso obter majorantes para
as func¸o˜es Mk(x+ 1). De facto,
Mk(x+ 1) =
(x+ 1)Ik(a, x)
a Ik(a, x+ 1)
<
x+ 1
a
, ∀x ∈ IR+0 , ∀a ∈ IR+ .
Mais, uma vez que as func¸o˜esMk(x+1) sa˜o estritamente crescentes e estando garantido
que limx→∞Mk(x) = 1, (ver Teorema 2.6), podemos afirmar que |1−Mk(x + 1)| < 1.
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Usando estas majorantes e a desigualdade triangular, partindo de (3.5) e (3.6) obtemos
|r(0, x+ 1)| = |M0(x+ 1)| |r(0, x)| < x+ 1
a
|r(0, x)|,
|r(k, x+ 1)| ≤ |Mk(x+ 1) |r(k, x)|+ |1−Mk(x+ 1)| |r(k − 1, x)|
<
x+ 1
a
|r(k, x)|+ |r(k − 1, x)|, k ∈ IN, x ≥ 0 ,

Como consequeˆncia imediata do lema anterior, podemos escrever, ainda, o seguinte
lema.
Lema 3.2
Se |r(0, x)| ≤  e l ≥ 1, enta˜o
|r(0, x+ l)| < 
l∏
j=1
x+ j
a
.
Prova: Aplicando sucessivamente a primeira das desigualdades do Lema 3.1, obtemos:
|r(0, x+ l)| = |r(0, (x+ l − 1) + 1)|,
<
x+ l
a
|r(0, x+ l − 1)|
<
x+ l
a
x+ l − 1
a
|r(0, x+ l − 2)|
...
<
l∏
j=1
x+ j
a
|r(0, x)| .
Como por hipo´tese |r(0, x)| ≤ , da desigualdade anterior resulta que
|r(0, x+ l)| < 
l∏
j=1
x+ j
a
.

Importa-nos sobretudo majorar a ordem de grandeza do erro relativo, para estimar
o nu´mero de algarismos significativos. Nesse sentido vamos logaritmizar a relac¸a˜o de
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ordem obtida no lema anterior. Em primeiro lugar, no pro´ximo lema, deduziremos uma
desigualdade que permitira´ uma importante simplificac¸a˜o na expressa˜o da majorante
do logaritmo do erro relativo. Observe-se que a expressa˜o e´ especialmente simples pois
e´ uma func¸a˜o quadra´tica em l.
Lema 3.3 Se a ∈ IR+, x ∈ IR+0 e l ≥ n, enta˜o
ln
(
l∏
j=n
x+ j
a
)
≤ − 2 (a− x)− l − n
2a
(l − n+ 1) .
Prova: Aplicando a desigualdade entre me´dias aritme´ticas e geome´tricas [1, pag. 10],
obtemos
l∏
j=n
x+ j
a
≤
(
1
a (l − n+ 1)
l∑
j=n
(x+ j)
)l−n+1
.
Uma vez que
∑l
j=n (x+j) e´ a soma de (l−n+1) termos de uma progressa˜o aritme´tica,
l∏
j=n
x+ j
a
≤
(
2x+ n+ l
2a
)l−n+1
.
Logaritmizando a desigualdade anterior, obtemos
ln
(
l∏
j=1
x+ j
a
)
≤ (l − n+ 1) ln
(
2x+ n+ l
2a
)
. (3.8)
Por outro lado, tendo em conta que ln z ≤ z − 1, para todo o z > 0 ,
ln
(
2x+ n+ l
2a
)
<
2x+ n+ l
2a
− 1 ,
isto e´, ln
(
2x+n+l
2a
)
< −2(a−x)−l−n
2a
. Logo, atendendo a (3.8), deduz-se o resultado
pretendido. 
Lema 3.4
Se |r(0, x)| ≤  e l ≥ 1, enta˜o
ln |r(0, x+ l)| < − 2(a− x)− l − 1
2a
l + ln  .
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Prova:
Dos lemas 3.2 e 3.3, para l ≥ 1,
ln |r(0, x+ l)| ≤ ln
(
l∏
j=1
x+ j
a
)
+ ln 
≤ −2(a− x)− l − 1
2a
(l − 1− 1) + ln  ,
ou seja,
ln |r(0, x+ l)| < − 2(a− x)− l − 1
2a
l + ln 

Tal como no cap´ıtulo anterior, usa-se a notac¸a˜o bzc para designar o maior inteiro menor
do que z.
Suponha-se que pretendemos calcular I0(a, x
∗) com erro relativo de valor absoluto
inferior a 10−w < 1 sendo a e x∗ valores reais maiores que 2. Definimos:
h = x∗ − bx∗c , (3.9)
y = min{bx∗c , ba− 1c} . (3.10)
Se a e x∗ sa˜o maiores que 2, enta˜o o conjunto {1, 2, . . . , y} na˜o e´ vazio. Fixamos agora
um certo valor de `∗ ∈ {1, 2, . . . , y} (a calcular), e definimos:
x∗0 = y − `∗ + h . (3.11)
Agora, usamos a aproximac¸a˜o grosseira:
I0(a, x
∗
0) ≈ 0, (3.12)
com erro relativo associado
r(0, x∗0) =
0 − I0(a, x∗0
I0(a, x∗0
= −1,
ou seja, com percentagem de erro conhecida exactamente e igual a 100%. Uma vez
que x∗0 tem a mesma parte fracciona´ria de x
∗, podemos calcular uma aproximac¸a˜o de
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I0(a, x
∗) usando a recursa˜o (3.2). Calculamos assim, sucessivamente, aproximac¸o˜es
para as quantidades:
I0(a, x
∗
0 + 1), I0(a, x
∗
0 + 2), . . . , I0(a, x
∗
0 + `
∗) . (3.13)
Se y = bx∗c, enta˜o x∗0 + `∗ = x∗ e portanto a aproximac¸a˜o para I0(a, x∗) esta´ obtida,
e e´ I0(a, x
∗
0 + `
∗). Nos restantes casos tem de ser x∗0 + `
∗ < x∗ e enta˜o continuamos o
ca´lculo:
I0(a, x
∗
0 + `
∗ + 1), I0(a, x∗0 + `
∗ + 2), . . . , I0(a, x∗) . (3.14)
Se no ca´lculo indicado em (3.13), I0(a, x
∗
0 + `
∗) for calculado com erro relativo
r(0, x∗0 + `
∗), enta˜o:
• Se y = bx∗c, r(0, x∗) = r(0, x∗0 + `∗);
• Se y = ba− 1c < bx∗c, enta˜o |r(0, x∗)| < |r(0, x∗0 + `∗)| porque:
M0(x
∗
0 + `
∗ + j) ∈ ]0, 1[, j = 1, 2, . . . .
Sendo assim, no caso geral |r(0, x∗)| ≤ |r(0, x∗0+ `∗)|. Por este processo, basta calcular
I0(a, x
∗
0 + `
∗) com erro relativo de valor absoluto inferior a 10−w.
Tendo em conta (3.11):
x∗0 + `
∗ = y + h ≤ ba− 1c+ h < ba− 1c+ 1 ≤ a , (3.15)
verificamos que no ca´lculo indicado em (3.13) calculam-se aproximac¸o˜es para quanti-
dades I0(a, x) com x < a. Para calcular `
∗, de forma a que |r(0, x∗0 + `∗)| < 10−w,
podemos usar o Lema 3.4.
O teorema seguinte resume o processo de ca´lculo:
Teorema 3.1
Se min{a, x∗} > 2, calcula-se uma aproximac¸a˜o de I0(a, x∗) com erro relativo de valor
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absoluto inferior a 10−w, tomando I0(a, x∗0) ≈ 0 e usando a recursa˜o (3.2) inicializada
em x∗0, se o valor de x
∗
0 calculado como segue for na˜o negativo:
h = x∗ − bx∗c ;
y = min{bx∗c , ba− 1c} ;
` =
−2(a− y − h) + 1 +√[2(a− y − h)− 1]2 + 8aw ln 10
2
;
`∗ = b`+ 1c ;
x∗0 = y − `∗ + h . (3.16)
Prova:
A prova apoia-se em toda a discussa˜o anterior e o ca´lculo de `∗ faz-se por aplicac¸a˜o
directa do Lema 3.4. Na verdade, se pretendemos que
|r(0, x∗0 + `∗)| ≤ 10−w ⇐⇒ ln |r(0, x∗0 + `∗)| ≤ −w ln 10,
basta impor que:
− 2(a− x
∗
0)− `∗ − 1
2a
`∗ ≤ −w ln 10.
Tendo em conta (3.16):
− 2(a− y − h) + `
∗ − 1
2a
`∗ ≤ −w ln 10,
(`∗)2 + [2(a− y − h)− 1] `∗ − 2aw ln 10 ≥ 0,
basta agora obter um valor de `∗ ∈ IN que satisfac¸a a inequac¸a˜o quadra´tica anterior:
`∗ ≥ ` = −2(a− y − h) + 1 +
√
[2(a− y − h)− 1]2 + 8aw ln 10
2
. (3.17)
Sendo assim, `∗ podera´ ser o inteiro imediatamente superior a `, ou seja `∗ = b` + 1c.
Se `∗ na˜o exceder y, o valor de x∗0 e´ na˜o negativo e o processo de ca´lculo descrito pode
aplicar-se. 
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3.2.1 A Precisa˜o do Me´todo
Como vimos, o me´todo so´ sera´ aplica´vel se o valor de x∗0 for na˜o negativo. Fixados
os valores de a e x∗, que valores de w se podem usar, de forma a que x∗0 calculado
conforme o enunciado do Teorema 3.1 resulte na˜o negativo ?
Como vimos, para certo valor de 1 ≤ `∗ ≤ y, tera´ de se cumprir a condic¸a˜o:
(`∗)2 + [2(a− y − h)− 1] `∗ − 2aw ln 10 ≥ 0, (3.18)
ou seja:
w ≤ (`
∗)2 + [2 (a− y − h)− 1] `∗
2a ln 10
.
Um valor poss´ıvel para `∗ e´ exactamente y, pelo que w pode ser qualquer valor positivo
que cumpra:
w ≤ y
2 + [2 (a− y − h)− 1] y
2a ln 10
.
Esta condic¸a˜o e´ equivalente a:
w ≤ y
ln 10
− [y + 2h+ 1] y
2a ln 10
. (3.19)
A partir daqui usaremos a notac¸a˜o:
h′ = a− bac. (3.20)
O valor de y e´ bx∗c ou ba− 1c. Analisamos agora em separado ambos os casos:
• y = bx∗c e portanto ba− 1c ≥ bx∗c.
Pela relac¸a˜o (3.19) se veˆ que quanto maior for a, maior sera´ a precisa˜o que se
garante. Por outro lado, a menor precisa˜o que assim se garante e´ para o caso em
que a assume o menor valor poss´ıvel, ou seja: ba − 1c = bx∗c = y. Vindo enta˜o
que, nessa situac¸a˜o, a = y + 1 + h′.
• y = ba− 1c e portanto ba− 1c < bx∗c.
Neste caso tem-se de imediato a = y + 1 + h′.
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Enta˜o, no caso geral, podemos dizer que a situac¸a˜o de pior caso para a precisa˜o que se
garante e´ se a = y + 1 + h′. Substituindo na relac¸a˜o (3.19), garante-se que dados a e
x∗ o valor de w pode ser qualquer real positivo que cumpra:
w ≤ y
ln 10
− [y + 2h+ 1] y
2 (y + 1 + h′) ln 10
,
e como h e h′ pertencem ao intervalo ]0, 1[, podemos escrever mais simplesmente:
w ≤ y
ln 10
− [y + 2 + 1] y
2 (y + 1 + 0) ln 10
=
y
2 ln 10
[
2− y + 3
y + 1
]
.
A desigualdade anterior pode ainda ser escrita da seguinte forma:
w ≤ wm(y) = y (y − 1)
2 ln 10 (y + 1)
. (3.21)
E´ fa´cil de concluir que a func¸a˜o wm(y) e´ estritamente crescente na varia´vel y, o que
leva a concluir que quanto maior for y maior e´ a precisa˜o que se garante.
Calculam-se agora alguns valores para wm:
y = 25 =⇒ wm = 5.0111 · · ·
y = 50 =⇒ wm = 10.431 · · ·
y = 78 =⇒ wm = 16.509 · · ·
y = 90 =⇒ wm = 19.114 · · ·
y = 100 =⇒ wm = 21.285 · · ·
y = 200 =⇒ wm = 42.997 · · ·
y = 500 =⇒ wm = 108.14 · · ·
Como wm da´ aproximadamente o nu´mero de algarismos significativos da aproximac¸a˜o
calculada para I0(a, x
∗) verificamos que se podem atingir preciso˜es muito elevadas,
desde que y seja pelo menos da ordem das centenas. Na verdade, mesmo efectuando
os ca´lculos com aritme´tica de dupla precisa˜o, o erro relativo associado a`s operac¸o˜es
aritme´ticas e´ da ordem de 10−16, pelo que se y for pelo menos 78 enta˜o o erro propa-
gado e´ ja´ inferior ao erro de arredondamento. Nessas condic¸o˜es, desde que y > 78 o
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processo de ca´lculo e´ sempre aplica´vel e conduz a uma precisa˜o igual a` da ma´quina que
executa os ca´lculos. Para y ≤ 78 o me´todo da recursa˜o completa e´ eficiente, pelo que
o melhoramento proposto na˜o tem interesse.
Para se garantir que y ≥ 78, basta que a e x∗ na˜o sejam inferiores a 80, tal como
se indica no Algoritmo 3.1, que especificifica o me´todo da recursa˜o reduzida para o
ca´lculo da func¸a˜o de Erlang-B.
3.2.2 A Eficieˆncia do Me´todo
Como vimos, se y, tal como definido em (3.10), e´ de elevada ordem de grandeza o
me´todo da recursa˜o reduzida pode atingir uma precisa˜o igual a` da ma´quina que executa
os ca´lculos, tal como o me´todo da recursa˜o completa que tambe´m usa a recursa˜o (3.2)
partindo de zero. Provaremos agora que o processo de ca´lculo que propomos pode
permitir um grande melhoramento de eficieˆncia relativamente ao me´todo cla´ssico.
Suponhamos que x∗ e´ um inteiro de elevada ordem de grandeza e que a = x∗. Neste
caso y = a− 1 e da relac¸a˜o (3.17) resulta:
` =
−1 +√1 + 8x∗w ln 10
2
. (3.22)
Se x∗ e´ de elevada ordem de grandeza e w > 1 enta˜o, por boa aproximac¸a˜o tem-se:
` ≈
√
8x∗w ln 10
2
=
√
2x∗w ln 10 . (3.23)
Como no me´todo da recursa˜o reduzida, o nu´mero de operac¸o˜es aritme´ticas do algoritmo
cresce linearmente com ` e no me´todo da recursa˜o completa cresce linearmente com x∗,
tem-se para a relac¸a˜o Q desses dois nu´meros3:
Q =
`
x∗
≈
√
2w ln 10
x∗
. (3.24)
3Sendo x∗ o nu´mero de circuitos e n = bx∗c, no aˆmbito das hipo´teses admitidas a relac¸a˜o
(3.23) estabelece que o Me´todo RR envolve um nu´mero de operac¸o˜es aritme´ticas proporcional a
√
n
(RR ∼ O(√n)), enquanto que para o me´todo RC o nu´mero de operac¸o˜es aritme´ticas e´ proporcional
a n (RC ∼ O(n)). Esta observac¸a˜o permite justificar o ganho em eficieˆncia observado nos resultados
computacionais quando o nu´mero de circuitos e´ muito elevado.
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Algoritmo 3.1 (Recursa˜o Reduzida para o ca´lculo da func¸a˜o de Erlang-B)
Me´todo da Recursa˜o Reduzida: Calcula B(a, x) com erro relativo inferior a 10−w, usando a
recursa˜o 3.2 (linha 10). O valor de x0 e´ estimado (linhas 4–8) usando o Teorema 3.1. Na
linha 9 aproxima-se I0(a, x0) ≈ 0.
Input: Valores de a ≥ 80, x ≥ 80 e 1 < w < 16;
begin
1. h ← x − bxc;
2. y ← bxc;
3. if (x > ba− 1c) then y ← ba− 1c;
4. d ← 2 (a− y − h)− 1;
5. s ← √d2 + 8aw ln 10;
6. ` ← (s− d)/2;
7. ` ← b`+ 1c;
8. x0 ← y − `;
9. I0 ← 0;
10. for j ← x0 + 1 to bxc do I0 ← (j + h)I0/a+ 1;
11. B ← 1/I0;
end;
Output: B(a, x) ≈ B com erro relativo inferior a 10−w;
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Alguns valores de Q sa˜o agora calculados, tomando w = 16:
x∗ = 100 =⇒ Q ≈ 0.8584 · · ·
x∗ = 200 =⇒ Q ≈ 0.6070 · · ·
x∗ = 500 =⇒ Q ≈ 0.3839 · · ·
x∗ = 103 =⇒ Q ≈ 0.2714 · · ·
x∗ = 104 =⇒ Q ≈ 0.0858 · · ·
x∗ = 105 =⇒ Q ≈ 0.0271 · · ·
x∗ = 106 =⇒ Q ≈ 0.0086 · · ·
Para x∗ > 500 verifica-se que o me´todo da recursa˜o reduzida envolve menos de
metade do nu´mero de operac¸o˜es aritme´ticas do me´todo da recursa˜o completa. Para
x∗ > 104 o processo revela-se muito mais eficiente que o me´todo da recursa˜o completa,
sendo de esperar que os tempos de processamento do algoritmo proposto sejam 10 a
100 vezes menores. Se a > x∗ a situac¸a˜o revela-se ainda melhor, embora para a < x∗
piore. Mas se x∗ e´ elevado, enta˜o a e´ da mesma ordem de grandeza de x∗ na maior
parte dos casos pra´ticos (bloqueios me´dios).
3.3 Generalizac¸a˜o para o Ca´lculo das Derivadas
O Me´todo da Recursa˜o Reduzida pode ser generalizado para o ca´lculo das derivadas da
func¸a˜o de Erlang-B. Nesta secc¸a˜o estabeleceremos o me´todo para o ca´lculo das deriva-
das de ordem na˜o superior a dois, por estes ca´lculos serem especialmente importantes
em termos das aplicac¸o˜es.
Suponhamos enta˜o que pretendemos calcular as derivadas B(k)(a, x∗), k = 0(1)m
(com m = 1 ou m = 2) usando uma recursa˜o reduzida obtida a partir do me´todo RC.
Para o ca´lculo das quantidades Ik(a, x
∗), k = 0(1)m usa-se a recursa˜o matricial a partir
de um ponto x0 > 0. Nesse ponto, estimamos as condic¸o˜es iniciais Ik(a, x0), k = 0(1)m
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com erro relativo de valor absoluto igual a 100%. Para fundamentar o me´todo, ha´ que
obter majorantes para o erro relativo propagado nas recurso˜es que permitem calcular
a primeira e a segunda derivadas.
Recorremos agora a`s expresso˜es (3.6) e (3.7). Como Ik(a, x+ 1) > Ik(a, x), tem-se:
Mk(x+ 1) =
(x+ 1)Ik(a, x)
a Ik(a, x+ 1)
<
x+ 1
a
, (3.25)
e como 1−Mk(x+ 1) ∈ ]0, 1[, podemos escrever a partir do Lema 3.1:
|r(0, x+ 1)| < x+ 1
a
|r(0, x)| , (3.26)
|r(1, x+ 1)| < x+ 1
a
|r(1, x)| + |r(0, x)| , (3.27)
|r(2, x+ 1)| < x+ 1
a
|r(2, x)| + |r(1, x)| . (3.28)
A partir desta desigualdades, obteˆm-se agora majorantes para |r(k, x+ l)|, k = 1, 2.
3.3.1 Majorante para |r(1, x+ l)|
Lema 3.5
Se |r(k, x)| ≤ , k = 0, 1, enta˜o, para l ≥ 2 e x+ 1 ≤ a,
|r(1, x+ l)| < (l + 1) 
l∏
j=2
x+ j
a
.
Prova:
A prova faz-se por induc¸a˜o sobre l. Inicialmente provaremos que para l = 2 a desigual-
dade se verifica. Tendo em conta (3.26) e (3.27), podemos escrever:
|r(1, x+ 2)| < x+ 2
a
|r(1, x+ 1)| + |r(0, x+ 1)| ,
|r(1, x+ 2)| < (x+ 2) (x+ 1)
a2
|r(1, x)| + x+ 2
a
|r(0, x)| + x+ 1
a
|r(0, x)| .
Mas, como (x+ 1) ≤ a,
|r(1, x+ 2)| < [ |r(1, x)|+ 2 |r(0, x)| ] x+ 2
a
.
76 CAPI´TULO 3
Uma vez que |r(0, x)| <  e |r(1, x)| < ,
|r(1, x+ 2)| < 3 
2∏
j=2
x+ j
a
.
Concluindo-se que a desigualdade se verifica para l = 2. Para completar a prova,
suponha-se por hipo´tese que se verifica para certo l ≥ 2. Para l + 1, escrevemos:
|r(1, x+ l + 1)| < x+ l + 1
a
|r(1, x+ l)| + |r(0, x+ l)| .
Usando a hipo´tese de induc¸a˜o e o Lema 3.2:
|r(1, x+ l + 1)| < (l + 1) 
l+1∏
j=2
x+ j
a
+ 
l∏
j=1
x+ j
a
.
Sendo claro que:
|r(1, x+ l + 1)| < (l + 2) 
l+1∏
j=2
x+ j
a
.
Concluindo-se que a desigualdade se verifica para l + 1, o que completa a prova. 
3.3.2 Majorante para |r(2, x+ l)|
Lema 3.6
Se |r(k, x)| ≤ , k = 0, 1, 2, enta˜o, para l ≥ 3 e x+ 2 ≤ a,
|r(2, x+ l)| < (l + 1)2 
l∏
j=3
x+ j
a
.
Prova:
A prova segue processo ana´logo a` do lema anterior. Notaremos primeiro que a desi-
gualdade se verifica para l = 3. Tendo em conta a expressa˜o (3.28):
|r(2, x+ 2)| < x+ 2
a
|r(2, x+ 1)| + |r(1, x+ 1)|,
e, por (3.27), pode escrever-se:
|r(2, x+ 2)| < (x+ 2) (x+ 1)
a2
|r(2, x)| + x+ 2
a
|r(1, x)| +
+
x+ 1
a
|r(1, x)| + |r(0, x)|.
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Da mesma forma:
|r(2, x+ 3)| < x+ 3
a
|r(2, x+ 2)| + |r(1, x+ 2)|.
Recorrendo a` expressa˜o obtida para |r(1, x+ 2)| obtida no lema anterior:
|r(2, x+ 3)| < (x+ 3) (x+ 2) (x+ 1)
a3
|r(2, x)| + (x+ 3) (x+ 2)
a2
|r(1, x)| +
+
(x+ 3) (x+ 1)
a2
|r(1, x)| + x+ 3
a
|r(0, x)| +
+
(x+ 2) (x+ 1)
a2
|r(1, x)| + x+ 2
a
|r(0, x)| + x+ 1
a
|r(0, x)|.
Reordenando e agrupando parcelas no segundo membro da desigualdade anterior,
|r(2, x+ 3)| < (x+ 3) (x+ 2) (x+ 1)
a3
|r(2, x)| +
+
[
(x+ 3) (x+ 2)
a2
+
(x+ 3) (x+ 1)
a2
+
(x+ 2) (x+ 1)
a2
]
|r(1, x)| +
+
[
x+ 3
a
+
x+ 2
a
+
x+ 1
a
]
|r(0, x)|.
Como x+ 2 ≤ a, podemos agora escrever:
|r(2, x+ 3)| < [|r(2, x)| + 3 |r(1, x)| + 3 |r(0, x)|] x+ 3
a
.
Atendendo a que |r(k, x)| ≤ , k = 0, 1, 2:
|r(2, x+ 3)| < 7  x+ 3
a
,
e finalmente,
|r(2, x+ 3)| < 42 
3∏
j=3
x+ j
a
.
Deste modo, verifica a desigualdade para l = 3.
Admita-se que para certo l se verifica a desigualdade. Para l + 1, escrevemos:
|r(2, x+ l + 1)| < x+ l + 1
a
|r(2, x+ l)| + |r(1, x+ l)|.
Usando a hipo´tese de induc¸a˜o e o Lema 3.5:
|r(2, x+ l + 1) < (l + 1)2 
l+1∏
j=3
x+ j
a
+ (l + 1) 
l∏
j=2
x+ j
a
,
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e portanto,
|r(2, x+ l + 1)| < [(l + 1)2 + (l + 1)]  l+1∏
j=3
x+ j
a
.
Mas, como (l + 1)2 + (l + 1) < (l + 2)2, verifica-se a desigualdade para l + 1, o que
conclui a prova. 
E´ fa´cil de verificar que usando as mesmas condic¸o˜es impostas no lema anterior pod´ıamos
ter estabelecido uma desigualdade mais forte:
|r(2, x+ l)| < (l + 1)
2
2

l∏
j=3
x+ j
a
,
mas, com o objectivo de na˜o complicar a exposic¸a˜o que se segue, optou-se por usar (no
que se segue) a majorante que consta do enunciado do lema.
3.3.3 Majorante para ln |r(m,x+ l)|, m = 1, 2
Iremos agora obter um resultado que de certa forma generaliza o Lema 3.4, garantindo
uma majorante fa´cil de calcular para ln |r(m,x + l)|, m = 1, 2. Por aplicac¸a˜o directa
do Lema 3.3, surge de imediato a majorante pretendida e que sera´ usada adiante para
fundamentar o me´todo.
Lema 3.7
Sejam m = 0, 1, 2, l ≥ 3 e x+ 2 ≤ a. Se |r(k, x)| ≤ , k = 0(1)m, enta˜o:
ln |r(m,x+ l)| ≤ m ln(l + 1) − 2 (a− x)− l −m− 1
2a
(l −m) + ln .
Prova:
Para m = 0 a prova e´ imediata em face do Lema 3.4. Para m = 1 e m = 2 e tendo-se
l ≥ 3 e x + 2 ≤ a, enta˜o temos as condic¸o˜es necessa´rias para aplicar os Lemas 3.5 e
3.6. Deste modo, para m = 1, 2,
ln |r(m,x+ l)| ≤ m ln(l + 1) + ln
(
l∏
j=m+1
x+ j
a
)
+ ln ,
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e, por conseguinte, o Lema 3.3 permite escrever:
ln |r(m,x+ l)| ≤ m ln(l + 1) − 2 (a− x)− l −m− 1
2a
(l −m) + ln .

3.3.4 Algumas Desigualdades Fundamentais
Na subsecc¸a˜o anterior fizemos uma ana´lise quantitativa do erro relativo propagado
desde que x + 2 ≤ a. Para estabelecer o me´todo e´, no entanto, necessa´rio estabelecer
algumas desigualdades que nos permitem estudar o comportamento do erro relativo
propagado, cumprindo-se ou na˜o a restric¸a˜o x + 2 ≤ a. Caso r(k, x) = −1 para
k = 0(1)m, a prova destas propriedades torna-se fa´cil.
Lema 3.8
Seja m = 1 ou m = 2. Se r(k, x) = −1 para k = 0(1)m, enta˜o, para j ≥ 2,
|r(k, x+ j)| < |r(k + 1, x+ j)|, k = 0(1)m.
Prova:
Faremos a prova no caso em que m = 2, sendo fa´cil de verificar que dessa forma o caso
m = 1 fica igualmente provado.
Se r(0, x) = r(1, x) = r(2, x) = −1, e´ fa´cil de concluir por (3.5) e (3.6) que:
r(k, x+ j) < 0, ∀j ∈ IN, k = 0, 1, 2.
Tendo o erro sempre sinal negativo, tomamos o valor absoluto de cada membro da
equac¸a˜o (3.6), cumprindo-se neste caso a desigualdade triangular no sentido lato para
k = 1, 2:
|r(k, x+j+1)| =Mk(x+j+1)|r(k, x+j)|+[1−Mk(x+j+1)]|r(k−1, x+j)|,∀j ∈ IN .
Ora pela expressa˜o anterior, o valor de |r(k, x+j+1)| e´ uma me´dia aritme´tica ponderada
das quantidades |r(k, x+ j)| e |r(k − 1, x+ j)|. Isto implica que |r(k, x+ j + 1)| e´ um
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ponto do intervalo de IR cujos extremos sa˜o |r(k + 1, x + j)| e |r(k, x + j)|. Podendo
ate´ concluir-se que sera´ um ponto do interior desse intervalo a menos que o intervalo
degenere num so´ ponto. Partimos enta˜o de:
|r(0, x)| = |r(1, x)| = |r(2, x)| = 1.
Tendo agora em conta as considerac¸o˜es feitas e o facto de pela expressa˜o (3.5) ser claro
que |r(0, x+ j + 1)| < |r(0, x+ j)|, obtemos:
|r(0, x+ 1)| < |r(0, x)|;
|r(1, x+ 1)| = 1;
|r(2, x+ 1)| = 1.
Logo,
|r(0, x+ 1)| < |r(1, x+ 1)| = |r(2, x+ 1)| = 1 .
Seguindo o mesmo processo:
|r(0, x+ 2)| < |r(0, x+ 1)|;
|r(1, x+ 2)| ∈ ] |r(0, x+ 1)| , |r(1, x+ 1)| [;
|r(2, x+ 2)| = 1,
e portanto,
|r(0, x+ 2)| < |r(1, x+ 2)| < |r(2, x+ 2)| = 1. ,
Cumprindo-se o enunciado para j = 2. Admita-se agora que se cumpre para algum
j ≥ 2:
|r(0, x+ j)| < |r(1, x+ j)| < |r(2, x+ j)|.
Como e´ fa´cil de verificar, isso implica que tera´ de se cumprir para o sucessor de j:
|r(0, x+ j + 1)| < |r(0, x+ j)|;
|r(1, x+ j + 1)| ∈ ] |r(0, x+ j)| , |r(1, x+ j)| [;
|r(2, x+ j + 1)| ∈ ] |r(1, x+ j)| , |r(2, x+ j)| [,
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e portanto,
|r(0, x+ j + 1)| < |r(1, x+ j + 1)| < |r(2, x+ j + 1)| ,
o que completa a prova. 
Para m = 1, 2 definimos o vector do erro relativo:
R(x+ j) = [r(0, x+ j), . . . , r(m,x+ j)]T ,
e nas condic¸o˜es deste lema estabelece-se que a maior componente em valor absoluto
deste vector e´ exactamente a u´ltima, ou seja:
||R(x+ j)||∞ = max{|r(0, x+ j), . . . , |r(m,x+ j)|} = |r(m,x+ j)| .
Dizendo de outra forma, se |r(m,x + j)| < 10−w, enta˜o o valor absoluto de todas as
componentes de R(x+ j) e´ inferior a 10−w.
Lema 3.9
Seja m = 1 ou m = 2. Se r(k, x) = −1 para k = 0(1)m, enta˜o, para j ≥ 2,
|r(k, x+ j + 1)| < |r(k, x+ j)|, k = 0(1)m.
Prova:
Para k = 0 temos o resultado pretendido uma vez que:
|r(k, x+ j + 1)| = M0(x+ j + 1) |r(k, x+ j)| < |r(k, x+ j)|.
Para k = 1, 2, recorremos ao Teorema 2.1 do cap´ıtulo anterior, para estabelecer que:
||R(x+ j + 1)||∞ ≤ ||R(x+ j)||∞.
Ale´m disso, atentendo a` Observac¸a˜o 2.3, a desigualdade anterior pode estabelecer-se
em sentido estrito, desde que esteja assegurado que duas componentes cont´ıguas do
vector na˜o sejam iguais. Ora como vimos no lema anterior, essa situac¸a˜o na˜o ocorre
desde que j ≥ 2, pelo que se pode estabelecer:
||R(x+ j + 1)||∞ < ||R(x+ j)||∞.
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Mas pelo enunciado do Lema 3.8, a maior componente em valor absoluto do vector e´
exactamente a u´ltima, pelo que:
||R(x+ j + 1)||∞ = |r(m,x+ j + 1)| < |r(m,x+ j)| = ||R(x+ j)||∞, m = 1, 2,
o que completa a prova. 
Ja´ era conhecido o facto de que a sucessa˜o:
|r(0, x+ 2)| , |r(0, x+ 3)| , . . . , |r(0, x+ j)| , . . .
e´ estritamente decrescente. Nas condic¸o˜es do lema anterior garante-se agora que (para
m = 1 e m = 2) a sucessa˜o:
|r(m,x+ 2)| , |r(m,x+ 3)| , . . . , |r(m,x+ j)| , . . .
tambe´m e´ estritamente decrescente.
3.3.5 Generalizac¸a˜o do Teorema 1
Generalizamos agora o me´todo da recursa˜o reduzida para o ca´lculo das derivadas.
Sejam a e x∗ valores reais maiores que 6. Suponha-se que pretendemos calcular
Ik(a, x
∗), k = 0(1)m (m = 0, 1, 2) com erro relativo de valor absoluto inferior a
10−w < 1. Definimos:
h = x∗ − bx∗c ; (3.29)
y = min{bx∗c , ba− 3c} . (3.30)
Se a e x∗ sa˜o maiores que 6, enta˜o o conjunto {3, 4, 5, . . . , y} na˜o e´ vazio. Fixamos um
valor de `∗ ∈ {3, 4, 5, . . . , y} (a calcular) e definimos:
x∗0 = y − `∗ + h . (3.31)
Desta forma, x∗0 sera´ um valor real na˜o negativo, menor que x
∗, mas com a mesma
parte fracciona´ria deste.
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Introduzimos agora o vector de (m+ 1) componentes:
~I(a, x) = [I0(a, x), . . . , Im(a, x)]
T . (3.32)
Note-se que, se m = 0, o vector ~I(a, x) e´ unidimensional. Usamos a aproximac¸a˜o:
~I(a, x∗0) ≈ ~0, (3.33)
o que implica que
r(k, x∗0) = −1, k = 0(1)m.
Partindo dessa aproximac¸a˜o e usando as recurso˜es (3.2) e (3.3) calculamos sucessiva-
mente aproximac¸o˜es para os vectores:
~I(a, x∗0 + 1), ~I(a, x
∗
0 + 2), . . . , ~I(a, x
∗
0 + `
∗) . (3.34)
Se y = bx∗c, enta˜o x∗0 + `∗ = x∗ e portanto a aproximac¸a˜o para o vector ~I(a, x∗)
esta´ obtida, e e´ ~I(a, x∗0 + `
∗). Nos restantes casos tem de ser x∗0 + `
∗ < x∗ e enta˜o
continuamos o ca´lculo:
~I(a, x∗0 + `
∗ + 1), ~I(a, x∗0 + `
∗ + 2), . . . , ~I(a, x∗) . (3.35)
Se no ca´lculo indicado em (3.34), Im(a, x
∗
0 + `
∗) for calculado com erro relativo dado
por r(m,x∗0 + `
∗), enta˜o:
• Se y = bx∗c, r(m,x∗) = r(m,x∗0 + `∗),
• Se y = ba− 3c < bx∗c enta˜o, |r(m,x∗)| < |r(m,x∗0 + `∗)| pelo Lema 3.9.
Sendo assim, no caso geral, |r(m,x∗)| ≤ |r(m,x∗0 + `∗)|. Se m = 1 ou m = 2 o vector
~I(a, x∗) tem mais de uma componente. Mas, pelo Lema 3.8, se a u´ltima componente do
vector ~I(a, x∗) for calculada com erro relativo inferior a 10−w em valor absoluto, todas
as outras componentes (se existirem) esta˜o tambe´m calculadas com precisa˜o superior
a essa.
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Tendo em conta que, por (3.31),
x∗0 + `
∗ = y + h ≤ ba− 3c+ h < ba− 3c+ 1 ≤ a− 2 , (3.36)
verificamos que no ca´lculo indicado em (3.34) calculam-se aproximac¸o˜es para vectores
~I(a, x) com x + 2 < a. Como ha´ que calcular `∗ ∈ {3, 4, 5, . . . y} de forma a que
|r(0, x∗0+ `∗)| < 10−w, podemos usar o Lema 3.7 para esse efeito. O processo e´ exposto
no teorema seguinte.
Teorema 3.2
Sejam m = 0, 1, 2 e a e x∗ reais maiores que 6. Enta˜o calcula-se uma aproximac¸a˜o de
Ik(a, x
∗), k = 0(1)m com erro relativo de valor absoluto inferior a 10−w < 1, tomando
Ik(a, x
∗
0) ≈ 0, k = 0(1)m e usando as recurso˜es (3.2) e (3.3), inicializadas em x∗0, se
x∗0 (calculado como segue)
h = x∗ − bx∗c (3.37)
y = min{bx∗c , ba− 3c} (3.38)
b = 2 (a− y − h)− 2m− 1 (3.39)
c = m(m+ 1)− 2m (a− y − h)− 2aw ln 10 (3.40)
`0 =
−b+√b2 − 4c
2
(3.41)
`m =
−(b− 2am
`0+1
) +
√(
b− 2am
`0+1
)2
− 4
{
c− 2am
[
ln(`0 + 1)− `0`0+1
]}
2
(3.42)
`∗ = max{ 3 , b`m + 1c } (3.43)
x∗0 = y − `∗ + h, (3.44)
e´ um valor na˜o negativo.
Prova:
Inicialmente note-se que, se m = 0, enta˜o `m = `0 e a prova faz-se seguindo processo
ideˆntico ao da demonstrac¸a˜o do Teorema 3.1.
Resta analisar os casos m = 1 e m = 2. O processo de ca´lculo das quantidades
Ik(a, x
∗), k = 0(1)m, que se refere no enunciado e´ o discutido anteriormente. Ha´ que
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demonstrar que, se x∗0 (definido como no enunciado) for na˜o negativo, enta˜o garante-se
a precisa˜o desejada para o ca´lculo dessas quantidades. Conforme explicado atra´s, basta
que o valor de |r(m,x∗0 + `∗)| na˜o exceda 10−w. Pretende-se enta˜o que
|r(m,x∗0 + `∗)| < 10−w, (3.45)
ou seja, que
ln |r(m,x∗0 + `∗)| ≤ −w ln 10.
Para x∗0 ser na˜o negativo, basta que `
∗ ≤ y e portanto nas condic¸o˜es do enunciado
tem-se:
|r(k, x∗0)| = 1, k = 0(1)m
`∗ ∈ { 3, 4, 5, . . . , y }.
Ale´m disso, no ca´lculo indicado em (3.34) calculam-se aproximac¸o˜es para as quantida-
des Ik(a, x), k = 0(1)m com x+ 2 < a. Temos enta˜o reunidas as condic¸o˜es necessa´rias
para aplicar o Lema 3.7. Usando esse resultado, para se verificar (3.45), basta que:
m ln(`∗ + 1) − 2 (a− x
∗
0)− `∗ −m− 1
2a
(`∗ −m) + ln 1 ≤ −w ln 10, (3.46)
mas, como x∗0 = y − `∗ + h, obtem-se:
m ln(`∗ + 1) − 2 (a− y − h) + `
∗ −m− 1
2a
(`∗ −m) ≤ −w ln 10. (3.47)
Condic¸o˜es equivalentes a esta, sa˜o:
[2 (a− y − h) + `∗ −m− 1] (`∗ −m) − 2aw ln 10 ≥ 2am ln(`∗ + 1) ,
(`∗)2 + [2(a− y − h)− 2m− 1] `∗ +
+ [m(m+ 1)− 2m(a− y − h)− 2aw ln 10] ≥ 2am ln(`∗ + 1) . (3.48)
Sendo ` uma varia´vel que toma valores em IR+, definimos agora as func¸o˜es:
p2(`) = `
2 +
b︷ ︸︸ ︷
[2(a− y − h)− 2m− 1] ` +
+ [m(m+ 1)− 2m(a− y − h)− 2aw ln 10]︸ ︷︷ ︸
c
(3.49)
f(`) = 2am ln(`+ 1) . (3.50)
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Enta˜o a condic¸a˜o (3.48) pode ser escrita como:
p2(`
∗) ≥ f(`∗), `∗ ∈ {3, 4, 5, . . . y }. (3.51)
Para encontrar um valor de `∗ que cumpra a condic¸a˜o (3.51), iremos primeiro encontrar
um valor de `, na˜o necessariamente inteiro, que cumpra:
p2(`) ≥ f(`), ` > 0. (3.52)
Tendo em conta (3.36) estabelece-se que (a− y− h) > 2. Desse facto, e´ fa´cil de provar
que c < 0, para m = 1, 2. Assim, p2(`) = `
2 + b` + c e´ uma para´bola convexa com
ordenada na origem negativa, tendo portanto uma raiz real negativa e outra positiva.
A raiz positiva, que designaremos por `0 e´:
`0 =
−b+√b2 − 4c
2
.
Como `0 > 0, temos f(`0) > 0. E´ enta˜o fa´cil de concluir que para `0 na˜o satisfaz a
condic¸a˜o (3.52), pois p2(`0) = 0 e f(`0) > 0. Para calcular um valor que cumpra essa
relac¸a˜o, pode-se pensar em resolver a equac¸a˜o transcendente p2(`) = f(`) para ` > `0
usando um me´todo nume´rico iterativo. No entanto, propomos aqui um processo muito
eficiente e que determina um valor de ` que cumpre (3.52) e e´ muito pro´ximo dessa
raiz da equac¸a˜o.
Inicialmente definimos a recta tangente ao gra´fico de f(`) no ponto (`0 , f(`0)).
Analiticamente essa recta e´ definida pela func¸a˜o p1(`):
p1(`) = 2am
[
`− `0
`0 + 1
+ ln(`0 + 1)
]
, (3.53)
isto e´,
p1(`) =
2am
`0 + 1
`+ 2am
[
ln(`0 + 1)− `0
`0 + 1
]
. (3.54)
Sendo `0 > 0, enta˜o
p1(`0) = f(`0) > p2(`0) = 0 .
Por esta relac¸a˜o e pela convexidade de p2, a recta p1(`) tera´ de interpolar p2(`) exac-
tamente em dois pontos de IR, um deles menor que `0 e o outro maior que `0. Este
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u´ltimo sera´ designado por `m e e´ a maior soluc¸a˜o da equac¸a˜o quadra´tica:
p2(`) = p1(`)⇐⇒ `2 +
[
b− 2am
`0 + 1
]
` +
{
c− 2am
[
ln(`0 + 1)− `0
`0 + 1
]}
= 0 ,
(3.55)
ou seja:
`m =
−(b− 2am
`0+1
) +
√(
b− 2am
`0+1
)2
− 4
{
c− 2am
[
ln(`0 + 1)− `0`0+1
]}
2
. (3.56)
Ora este ponto cumpre a condic¸a˜o (3.52), como se prova facilmente. Na verdade, como
f(`) e´ um func¸a˜o coˆncava e p1(`) e´ uma recta tangente ao seu gra´fico em (`0 , f(`0)),
temos:
f(`0) = p1(`0) ,
f(`) < p1(`), ` 6= `0 , (3.57)
tomando ` = `m, obtemos:
p2(`m) = p1(`m) > f(`m). (3.58)
Como a equac¸a˜o (3.55) na˜o tem raizes para ` > `m, e´ claro que p2(`) > p1(`), para
` > `m. Definindo agora `
∗ = b3 , `m + 1c como no enunciado, tem-se `∗ ≥ `m e
portanto:
p2(`
∗) ≥ p1(`∗) > f(`∗). (3.59)
Finalmente, como `∗ e´ um inteiro na˜o inferior a 3, se `∗ for menor que y, cumpre-se a
condic¸a˜o (3.51). Ou seja, x∗0 e´ na˜o negativo e pode usar-se o processo de ca´lculo descrito,
com a garantia de que |r(m,x∗0 + `∗)| ≤ 10−w, tal como se pretendia demonstrar. 
3.3.6 Exemplo de Ca´lculo de `∗
O processo apresentado para a demonstrac¸a˜o do Teorema 3.2 sera´ agora ilustrado por
um exemplo nume´rico e gra´fico. Definiremos todas as func¸o˜es auxiliares introduzidas,
e calcula-se o valor de `∗ e de x∗0.
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Seja a = x∗ = 250, m = 2 e w = 6 (pretende-se calcular a func¸a˜o, a primeira
e a segunda derivada no ponto (250, 250) com erro relativo inferior a 10−6 em valor
absoluto). Neste caso:
h = 250− b250c = 0
y = min{250 , 247} = 247.
Sendo 2 (a− y − h) = 6, temos por (3.49) e (3.50):
b = 2 (a− y − h)− 2m− 1 = 1 ,
c = m(m+ 1)− 2m (a− y − h)− 2aw ln 10 = 6− 12− 12 (250 ln 10) ,
c ≈ −6913.755279 ,
p2(`) ≈ `2 + `− 6913.755279 , (3.60)
f(`) = 1000 ln(`+ 1) . (3.61)
-
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Figura 3.1: Ilustrac¸a˜o gra´fica do exemplo de ca´lculo de `2
Calculamos depois:
`0 ≈ −1 +
√
1 + 4(6913.755279)
2
≈ 82.65049777. (3.62)
A recta tangente ao gra´fico de f(`) no ponto (`0, f(`0)) tem expressa˜o anal´ıtica p1(`):
p1(`) = 1000
[
`− `0
`0 + 1
+ ln(`0 + 1)
]
≈ 11.95450149 ` + 3438.60188. (3.63)
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O valor de `2 e´ agora calculado como a maior raiz da equac¸a˜o:
`22 + `2 − 6913.755279 = 11.95450149 `2 + 3438.60188 ,
`22 − 10.95450149 `2 − 10 352.35716 = 0 ,
resultando:
`2 ≈ 107.3711045 . (3.64)
Logo, `∗ = 108 e portanto x∗0 = 247− 108 = 139.
Na Figura 3.1 ilustra-se graficamente o processo de ca´lculo, pondo em evideˆncia
que na zona de interesse a func¸a˜o p1(`) aproxima muito bem a func¸a˜o f(`). Embora
na˜o seja importante para a consisteˆncia anal´ıtica do processo, para que o processo
resulte eficiente, o valor de `∗ deve ser o mais pequeno poss´ıvel desde que se garanta
a precisa˜o pretendida (ou seja que seja cumprida a condic¸a˜o (3.51)). Neste exemplo
poˆe-se agora em evideˆncia que o ca´lculo de `m pelo processo exposto, fornece um valor
muito pro´ximo do mı´nimo necessa´rio. No exemplo apresentado, esse valor mı´nimo e´
a abcissa do ponto de intersec¸a˜o de f(`) com p2(`) que quase se confunde, no gra´fico
da Figura 3.1, com o valor calculado (a abcissa do ponto de intersecc¸a˜o de p1(`) com
f(`)).
Designe-se esse valor mı´nimo por `′2. Obtivemos `
′
2 aplicando o me´todo de Newton-
Raphson na resoluc¸a˜o da equac¸a˜o p2(`) = f(`) com a aproximac¸a˜o inicial `2:
`′2 = 107.1936776783 · · · .
Observe-se que, este u´ltimo processo exigiu mais esforc¸o computacional que o ca´lculo
de `2 pelo Teorema 3.2 e conduziria a um valor de `
∗ igual.
Extensa experimentac¸a˜o computacional evidencia que na˜o compensa usar o me´todo
de Newton-Raphson em toda a gama de paraˆmetros a e x∗ no intervalo [102, 107] desde
que w na˜o seja inferior a 1. O ca´lculo de `∗ pelas expresso˜es do Teorema 3.2 so´ na˜o
forneceu bons resultados em situac¸o˜es onde a >> x∗ e w ≈ 0 (tipicamente w < 0.1).
Ora, na pra´tica exige-se normalmente uma precisa˜o superior a 10−1 (w = 1) pelo que
as expresso˜es do Teorema 3.2 revelam-se adequadas em todas as situac¸o˜es pra´ticas.
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3.3.7 A Precisa˜o do Me´todo
Pode poˆr-se em causa a possibilidade de atingir preciso˜es elevadas com o me´todo de
ca´lculo proposto. Para responder a esta questa˜o faremos agora um ana´lise elucidativa
para os casos m = 1 e m = 2, uma vez que o caso m = 0 ja´ foi analisado anteriormente.
Suponha-se que fixamos valores para a e x∗ e pretendemos calcular Ik(a, x∗), k = 0(1)m
com uma precisa˜o 10−w usando o me´todo proposto. Qua˜o elevado pode ser w ? Ou
seja, qual a precisa˜o ma´xima que se pode exigir ? Na˜o responderemos exactamente a
esta questa˜o, mas estabeleceremos valores que se podem atingir em func¸a˜o do valor de
y definido em (3.30). Usando a relac¸a˜o (3.47), podemos dizer que w tera´ de cumprir:
w ≤ 2 (a− y − h) + `
∗ −m− 1
2a ln 10
(`∗ −m) − m log10(`∗ + 1). (3.65)
Um dos valores poss´ıveis para `∗ e´ y. Podendo-se usar `∗ = y no me´todo proposto,
pode-se atingir um w que cumpra:
w ≤ 2a− y − 2h−m− 1
2a ln 10
(y −m) − m log10(y + 1), (3.66)
ou, escrevendo de outra forma:
w ≤ y −m
ln 10
− y + 2h+m+ 1
2a ln 10
(y −m) − m log10(y + 1). (3.67)
Introduzimos agora a notac¸a˜o:
h′ = a− bac.
O valor de y e´ bx∗c ou ba− 3c. Analisamos em separado cada um dos dois casos:
• y = bx∗c e portanto ba− 3c ≥ bx∗c.
Pela relac¸a˜o (3.67) se veˆ que quanto maior for a, maior sera´ a precisa˜o que se
garante. Por outro lado, a menor precisa˜o, que assim se garante, e´ para o caso
em que a assume o menor valor poss´ıvel, ou seja: ba − 3c = bx∗c = y. Enta˜o
nessa situac¸a˜o, a = y + 3 + h′.
• y = ba− 3c e portanto ba− 3c < bx∗c.
Neste caso tem-se de imediato a = y + 3 + h′.
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Enta˜o, no caso geral, podemos dizer que a situac¸a˜o de pior caso para a precisa˜o que se
garante e´ se a = y+ 3+ h′. Substituindo na relac¸a˜o (3.66) a por y+ 3+ h′, garante-se
que, dados a e x∗, o valor de w pode ser qualquer real positivo que cumpra:
w ≤ y −m
ln 10
− y + 2h+m+ 1
2 (y + 3 + h′) ln 10
(y −m) − m log10(y + 1). (3.68)
Mas, como h e h′ pertencem ao intervalo ]0, 1[, podemos escrever mais simplesmente:
w ≤ y −m
ln 10
− y + 2 +m+ 1
2 (y + 3 + 0) ln 10
(y −m) − m log10(y + 1). (3.69)
Simplificando a expressa˜o anterior,
w ≤ wm(y), (3.70)
onde
wm(y) =
y −m
2 ln 10
(
1 − m
y + 3
)
− m log10(y + 1).
Estuda-se em seguida a monotonia da func¸a˜o wm(y).
Lema 3.10
Para m = 1, 2, a func¸a˜o wm(y) e´ estritamente crescente no intervalo y ∈ [5,∞[.
Prova:
Como wm(y) e´ diferencia´vel para y ≥ 5, provaremos que a sua derivada e´ positiva, ou
seja:
dwm(y)
d y
= w′m(y) > 0, ∀y ≥ 5 ,
w′m(y) =
1
2 ln 10
(
1− m
y + 3
)
+
y −m
2 ln 10
m
(y + 3)2
− m
(y + 1) ln 10
,
w′m(y) =
1
2 ln 10
[
1− m
y + 3
+
m(y −m)
(y + 3)2
− 2m
y + 1
]
,
w′m(y) =
1
2 ln 10
[
1 +
m (y −m)
(y + 3)2
− 3my + 7m
(y + 1) (y + 3)
]
,
w′m(y) =
1
2 ln 10
[
1 +
−2my2 − (m2 + 15m) y −m2 − 21m
(y + 1) (y + 3)2
]
,
w′m(y) =
1
2 ln 10
[
1− 2y
2 + (m+ 15) y +m+ 21
(y + 1) (y + 3)2
m
]
,
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Bastando agora provar que se y ≥ 5, enta˜o, para m = 1, 2,
Ψm(y) =
2y2 + (m+ 15) y +m+ 21
(y + 1) (y + 3)2
m < 1.
Como,
Ψ1(5) =
88
384
e Ψ2(5) =
180
384
,
e´ fa´cil de concluir que Ψm(y) < 1 para y ≥ 5. Pelo que,
w′m(y) > 0, y ≥ 5,
conforme pretendido. 
As func¸o˜es wm(y), m = 1, 2, sa˜o agora tabeladas para alguns valores de y:
y = 25 w1 ≈ 3.610434 w2 ≈ 1.807698
y = 50 w1 ≈ 8.731886 w2 ≈ 6.614604
y = 97 w1 ≈ 18.64645 w2 ≈ 16.23396
y = 100 w1 ≈ 19.28454 w2 ≈ 16.85857
y = 200 w1 ≈ 40.69624 w2 ≈ 37.96516
y = 500 w1 ≈ 105.4412 w2 ≈ 102.3097.
Tendo em conta esta tabela e o Lema 3.10, podemos concluir que para y ≥ 97
o me´todo permite calcular tanto a primeira, como a segunda derivada com erro re-
lativo inferior a 10−16 em valor absoluto. Usando o formato IEEE de dupla precisa˜o
(aritme´tica com precisa˜o entre 15 e 16 d´ıgitos) na˜o tem sentido exigir maior precisa˜o,
pois os erros de arredondamento ja´ sa˜o desta ordem. Para impor y ≥ 97 basta que a e
x∗ na˜o sejam inferiores a 100.
Note-se que na˜o se provou que o valor de x∗0 era na˜o negativo se calculado pelas
expresso˜es do Teorema 3.2 para y ≥ 97 e w ≤ 16, uma vez que por esse teorema o valor
de `∗ na˜o e´ (no caso geral) o mı´nimo necessa´rio para que se cumpra (3.65). Mas, em
face das experieˆncias computacionais que indicam que para w ≥ 1 esse valor e´ muito
pro´ximo do mı´nimo, e´ de esperar que as expresso˜es do Teorema 3.2 calculem um valor
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Algoritmo 3.2 (Recursa˜o Reduzida para o ca´lculo de B(a, x), B′x(a, x) e B
′′
x(a, x))
Me´todo da Recursa˜o Reduzida: O valor do ponto inicial e´ calculado pelo enunciado do Teorema 3.2
(linhas 2–12). A recursa˜o matricial especifica-se nas linhas 13–15.
Input: Valores de a, x ≥ 100, w ∈ [1, 16] e m ∈ { 0, 1, 2 };
begin
1. for k ← 0 to m do Ik ← 0;
2. h ← x− bxc;
3. y ← min{ bxc , ba− 3c };
4. b ← 2 (a− y − h)− 2m− 1;
5. c ← m (m+ 1)− 2m (a− y − h)− 2aw ln 10;
6. l ← (−b+√b2 − 4c )/2;
7. if (m ≥ 1) then
begin
8. b ← b− 2am/(l + 1);
9. c ← c− 2am [ln(l + 1)− l/(l + 1)];
10. l ← (−b+√b2 − 4c )/2;
end
l ← bl + 1c;
11. if (l < 3) then l ← 3;
12. x0 ← y − l;
13. for j ← x0 to bxc do
begin
14. for k ← m to 1 do Ik ← (k Ik−1 + (j + h) Ik)/a;
15. I0 ← 1 + (j + h)I0/a;
end
16. B0 ← 1/I0;
17. if (m > 0) then B1 ← −B20 I1;
18. if (m = 2) then B2 ← −2B0B1 I1 − B20 I2;
end;
Output: B(k)x (a, x) = Bk, k = 0(1)m;
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de x∗0 na˜o negativo para valores ligeiramente inferiores a wm(y). Daremos agora um
exemplo que ilustrara´ a situac¸a˜o e que servira´ para responder a` questa˜o:
Qual a restric¸a˜o a impor aos valores de a e x∗ para que se aplique o Teorema
3.2 no ca´lculo de Ik(a, x
∗), k = 0(1)m com erro relativo inferior a 10−16
em valor absoluto ?
Tendo em conta a discussa˜o tida na demonstrac¸a˜o do Lema 3.10 podemos dizer que
para y ≥ 97 o caso pior (para a precisa˜o que assim se garante) e´ ter-se m = 2 e:
y = ba− 3c = bx∗c ,
h ≈ 1,
h′ = 0,
ou seja, o caso:
m = 2,
a = 100,
x∗ = 97.99999999 · · ·
Usam-se agora as expresso˜es do Teorema 3.2 para calcular x∗0 para valores de w pro´ximos
de w2(97) ≈ 16.23396:
w = 16.23396 `∗ = 98
w = 16.23300 `∗ = 98
w = 16.23000 `∗ = 98
w = 16.22000 `∗ = 97
w = 16.00000 `∗ = 97.
Assim, para w ≤ 16.22, o Teorema 3.2 e´ aplica´vel porque x∗0 resulta na˜o negativo.
Em face da discussa˜o tida, adopta-se o intervalo [1, 16] para domı´nio da varia´vel
w, nos algoritmos de ca´lculo da primeira e segunda derivadas com base no me´todo
proposto. Os valores de a e x∗ sera˜o na˜o inferiores a 100.
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3.3.8 A Eficieˆncia do Me´todo
Para ilustrar a eficieˆncia do me´todo nos casos m = 1, 2, fize´mos algumas experieˆncias
nume´ricas, avaliando bx∗ − x∗0c pelo Teorema 3.2. Esta quantidade da´ o nu´mero de
passos da recursa˜o matricial no me´todo proposto, por oposic¸a˜o a bx∗c que da´ o nu´mero
de passos da recursa˜o matricial usada no me´todo proposto no cap´ıtulo anterior. Assim,
um paraˆmetro para avaliar o ganho de eficeˆncia sera´ para m = 1, 2:
Qm =
bx∗ − x∗0c
bx∗c .
Fazemos agora uma tabela de Qm impondo a = x
∗ e w = 16:
a = x∗ = 102 Q1 ≈ 0.9300 Q2 ≈ 0.9900 ,
a = x∗ = 103 Q1 ≈ 0.2940 Q2 ≈ 0.3140 ,
a = x∗ = 104 Q1 ≈ 0.0937 Q2 ≈ 0.1010 ,
a = x∗ = 105 Q1 ≈ 0.0300 Q2 ≈ 0.0326 ,
a = x∗ = 106 Q1 ≈ 0.0096 Q2 ≈ 0.0105 ,
a = x∗ = 107 Q1 ≈ 0.0031 Q2 ≈ 0.0034 .
Tal como no ca´lculo dos valores da func¸a˜o, verifica-se assim que o ganho em eficieˆncia
pode ser muito significtivo se a e x∗ sa˜o de elevada ordem de grandeza.
Tendo em conta os resultados obtidos, o Algoritmo 3.2 especifica o me´todo proposto
para o ca´lculo da func¸a˜o, primeira e segunda derivadas.
3.4 Concluso˜es
Conforme reconhecido na literatura, a maior desvantagem do uso da recursa˜o cla´ssica
(3.2) no ca´lculo da func¸a˜o de Erlang-B e´ a baixa eficieˆncia quando os argumentos
da func¸a˜o sa˜o de elevada ordem de grandeza. A primeira conclusa˜o deste trabalho
e´ demonstrar que tal recursa˜o na˜o era usada da forma mais eficiente nesses ca´lculos.
O Me´todo da Recursa˜o Reduzida permite elevados ganhos de eficieˆncia sem perder a
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precisa˜o verificada no Me´todo da Recursa˜o Completa. Com o melhoramento proposto,
obte´m-se um algoritmo competitivo para ca´lculos de alta precisa˜o dos valores da func¸a˜o
em toda a gama pra´tica dos argumentos, e muito especialmente se o bloqueio na˜o for
muito baixo (ver Apeˆndice 3.A). Na verdade, este algoritmo obte´m melhor precisa˜o
e eficieˆncia que o me´todo de Jagerman (implementando este me´todo com os melhora-
mentos sugeridos no cap´ıtulo anterior) se ambos os argumentos estiverem no intervalo
[102 , 105] mesmo para bloqueios da ordem de 10−6.
Qualitativamente, as mesmas concluso˜es podem ser tiradas para o ca´lculo das de-
rivadas (pelo menos ate´ a` ordem dois). Nestes ca´lculos o me´todo proposto apresenta
sempre melhor precisa˜o que o me´todo de Jagerman. Obteˆm-se melhores tempos de
processamento, pelo menos para os casos em que os argumentos na˜o excedem 104. Na
verdade, se o bloqueio na˜o e´ muito baixo os argumentos podem ir quase ate´ 5 × 104
com tempos de processamento favora´veis ao me´todo proposto. Refira-se tambe´m que
em muitos casos em que o algoritmo de Jagerman revela melhores tempos de proces-
samento, a precisa˜o dos resultados calculados cai para 7–11 algarismos significativos
correctos enquanto que o me´todo proposto mante´m invariavelmente 15. Ale´m disso,
note-se que sa˜o raros nas aplicac¸o˜es os casos em que os argumentos excedem a ordem
de grandeza 104.
Ale´m de termos proposto os algoritmos de ca´lculo nume´rico, saliente-se que e´ apre-
sentada uma ana´lise da sua consisteˆncia anal´ıtica e da sua estabilidade nume´rica, o que
permite ter completa seguranc¸a quanto a` precisa˜o dos resultados. Apesar de termos
apresentado resultados computacionais para w = 16 (precisa˜o de cerca de 15 d´ıgitos),
o me´todo proposto tem a flexibilidade de permitir ca´lculos mais eficientes se na˜o ne-
cessitamos de uma precisa˜o ta˜o elevada.
No Apeˆndice 3.B apresenta-se um algoritmo para ser usado para o ca´lculo de deri-
vadas de ordem superior a dois, se bem que estes ca´lculos na˜o sejam ta˜o comuns nas
aplicac¸o˜es. Se pretendemos calcular derivadas de ordem muito elevada, torna-se claro
que o me´todo que propomos pode na˜o ser competitivo relativamente ao me´todo de
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Jagerman, se os argumentos forem de elevada ordem de grandeza.
Como nota final, queremos referir uma das caracter´ıstica da metodologia do nosso
trabalho, sem a qual na˜o nos teria sido poss´ıvel estabelecer o Me´todo da Recursa˜o Re-
duzida. Normalmente analisa-se o erro propagado em recurso˜es com o simples objectivo
de estudar a sua estabilidade, ou seja provar que o erro associado ao valor inicial e a`s
constantes perturbac¸o˜es introduzidas pelos erros de arredondamento na˜o levam a um
acumular progressivo do termo de erro. Os primeiros resultados que obtivemos tinham
esse objectivo, mas uma vez que em termos metodolo´gicos procuramos confirmar todos
os resultados anal´ıticos encontrados com experieˆncias nume´ricas, fomos surpreendidos
nessas experieˆncias com a grande insensibilidade dos valores calculados pelas recurso˜es
usadas, relativamente ao seu valor inicial. A ideia de tirar partido dessa propriedade
para aumentar a eficieˆncia do algoritmo surgiu imediatamente.
E´ muito comum ver na literatura ana´lises que dizem respeito ao erro absoluto
propagado, quando em termos de ca´lculo nume´rico importa sobretudo o erro relativo. A
ideia base do Me´todo da Recursa˜o Reduzida pode tentar extender-se a outras recurso˜es
usadas em Matema´ticas Aplicadas, desde que estas comunguem da propriedade do
erro relativo associado aos sucessivos termos calculados decrescer em mo´dulo. Como
se demonstrou neste trabalho, podemos nestas circunstaˆncias ser levados a` construc¸a˜o
de algoritmos muito eficientes.
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3.A Resultados Computacionais
Nas tabelas seguintes apresentam-se resultados computacionais dos va´rios algoritmos
que interveˆm na discussa˜o do trabalho. As implementac¸o˜es forma feitas usando um
compilador de TURBO C e um microcomputador compat´ıvel IBM com processador
INTEL 80486 (50 MHz). Usou-se em todos os casos aritme´tica de dupla precisa˜o nos
ca´lculos. Todas as tabelas foram geradas automaticamente em co´digo LATEX por um
programa escrito em linguagem C.
Em todas as tabelas o argumento a toma todos os valores do conjunto:
{ 102, 103, 104, 5× 104, 105, 106 } .
Os valores de x para cada valor de a foram calculados de forma a obter bloqueios quase
constantes em cada tabela. Assim, na Tabela 3.1 os argumentos (a, x) sa˜o sempre tais
que B(a, x) ≈ 10−1. Apresentam-se depois tabelas para bloqueios de 10−p, p = 2(1)6,
cobrindo assim todas as zonas de interesse nas aplicac¸o˜es.
A seguinte legenda deve ser tida em conta na leitura das tabelas (k = 0, 1, 2):
• B(k)r ≡ B(k) pelo Me´todo da Recursa˜o Reduzida com w = 16.
• B(k)j ≡ B(k) pelo Me´todo de D.L. Jagerman com h = 0.1 e  = 10−15 (Algoritmo
implementado conforme o exposto no Apeˆndice 2.B do cap´ıtulo anterior).
• B(k)c ≡ B(k) pelo Me´todo da Recursa˜o Completa, estimando as condic¸o˜es iniciais
Ik(a, 0), k = 0(1)m por quadratura de Gauss-Laguerre (ver cap´ıtulo anterior).
Para a leitura das tabelas e´ muito importante atender a` explicac¸a˜o seguinte. Nos
treˆs algoritmos acima citados, ao calcular a segunda derivada, calculam-se tambe´m a
primeira derivada e o valor da func¸a˜o, mas regista-se apenas nas tabelas o valor de
B(2) e o tempo de processamento associado. Da mesma forma, ao calcular a primeira
derivada calcula-se tambe´m o valor da func¸a˜o, mas nas tabelas so´ se regista o valor de
B(1) e o tempo de processamento deste ca´lculo. Por fim, os valores de B(0) indicados
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foram obtidos aplicando os treˆs algoritmos no ca´lculo apenas da func¸a˜o. Desta forma
temos os tempos de processamento dos algoritmos no ca´lculo apenas da func¸a˜o, func¸a˜o
e primeira derivada e finalmente func¸a˜o, primeira e segunda derivada.
Os tempos de processamento foram obtidos em segundos e figuram na coluna a` di-
reita da correspondente aproximac¸a˜o obtida. Todos os tempos foram obtidos repetindo
o ca´lculo 1000 vezes e dividindo o tempo total obtido por 1000 para obter melhor pre-
cisa˜o no ca´lculo dos intervalos de tempo. As u´nicas excepc¸o˜es a esta regra foram para
o Me´todo da Recursa˜o Completa nos casos a = 104, 5× 104 (100 vezes) e a = 105, 106
(50 vezes). O registo do tempo no in´ıcio e no fim do processamento foi feito recorrendo
ao relo´gio do sistema operativo4.
Note-se que na Tabela 3.1, no caso em que a = 100, temos x = 96.253099 podendo
poˆr-se em du´vida se o me´todo da recursa˜o reduzida e´ aplica´vel quando impomos w = 16.
Na verdade, o me´todo e´ aplica´vel como se pode verificar pelas expresso˜es do Teorema
3.2, pois obtem-se x∗0 = 1.
As tabelas permitem agora tirar algumas concluso˜es:
• Tal como se esperava, o Me´todo da Recursa˜o Reduzida e´ muito mais eficiente
que o Me´todo da Recursa˜o Completa, e em todos os valores tabelados obte´m
exactamente a mesma aproximac¸a˜o. Ou seja, melhora a eficieˆncia sem perder
precisa˜o.
• Para valores dos argumentos muito elevados, o Me´todo da Recursa˜o Reduzida
apresenta tempos de processamento bastante aceita´veis, contrariamente ao Me´todo
da Recursa˜o Completa.
• A eficieˆncia do Me´todo da Recursa˜o Reduzida depende da ordem de grandeza do
bloqueio, revelando-se tanto melhor quanto maior for o bloqueio.
4Como e´ fa´cil de verificar a construc¸a˜o das seis tabelas levou um tempo de processamento de va´rias
horas. . .
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• Dada a natureza do me´todo de Jagerman, nunca se pode garantir a correcc¸a˜o
de alguns dos d´ıgitos menos significativos pois estes sa˜o afectados pelos erros de
arredondamento. Este efeito parece especialmente importante nos casos em que
os paraˆmetros sa˜o de muito elevada ordem de grandeza.
• Se pretendemos calcular apenas a func¸a˜o, o me´todo proposto e´ o mais eficiente
em todas as tabelas para a ≤ 105. Se B ≥ 1%, enta˜o tambe´m e´ mais eficiente
nos casos em que a = 106.
• Para os ca´lculos da primeira derivada, o me´todo proposto e´ o mais eficiente em
todas as tabelas para a ≤ 104. Conclui-se tambe´m que, se B ≥ 10−3, enta˜o
tambe´m sera´ mais eficiente ate´ um valor de a pro´ximo de 5× 104.
• Para os ca´lculos da segunda derivada, o me´todo proposto e´ o mais eficiente em
todas as tabelas para a ≤ 104. Conclui-se tambe´m que, se B ≥ 10−2, enta˜o
tambe´m sera´ mais eficiente ate´ um valor de a pro´ximo de 5× 104.
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(a = 1E + 02 ; x = 9.6253099E + 01) (a = 1E + 03 ; x = 9.0832319E + 02)
B
(0)
r 1.00001078507925E − 01 0.0004 s 1.00000007709740E − 01 0.0009 s
B
(0)
j 1.00001078507925E − 01 0.0192 s 1.00000007709741E − 01 0.0194 s
B
(0)
c 1.00001078507925E − 01 0.0010 s 1.00000007709740E − 01 0.0043 s
B
(1)
r −6.85715417434888E − 03 0.0008 s −9.24257386073615E − 04 0.0019 s
B
(1)
j −6.85715417434888E − 03 0.0200 s −9.24257386073624E − 04 0.0203 s
B
(1)
c −6.85715417434888E − 03 0.0022 s −9.24257386073615E − 04 0.0087 s
B
(2)
r 1.85308277353754E − 04 0.0013 s 1.09185365652642E − 06 0.0030 s
B
(2)
j 1.85308277353753E − 04 0.0209 s 1.09185365652642E − 06 0.0212 s
B
(2)
c 1.85308277353754E − 04 0.0033 s 1.09185365652642E − 06 0.0131 s
(a = 1E + 04 ; x = 9.0089134E + 03) (a = 5E + 04 ; x = 4.5008982E + 04)
B
(0)
r 9.99999899794256E − 02 0.0014 s 1.00000002766402E − 01 0.0015 s
B
(0)
j 9.99999899794254E − 02 0.0194 s 1.00000002766421E − 01 0.0195 s
B
(0)
c 9.99999899794256E − 02 0.0374 s 1.00000002766402E − 01 0.1807 s
B
(1)
r −9.90357334557540E − 05 0.0031 s −1.99603001296107E − 05 0.0035 s
B
(1)
j −9.90357334557620E − 05 0.0204 s −1.99603001296097E − 05 0.0203 s
B
(1)
c −9.90357334557540E − 05 0.0741 s −1.99603001296107E − 05 0.3653 s
B
(2)
r 1.84152142883647E − 09 0.0051 s 1.57270120329487E − 11 0.0058 s
B
(2)
j 1.84152142883591E − 09 0.0213 s 1.57270120327460E − 11 0.0213 s
B
(2)
c 1.84152142883647E − 09 0.1115 s 1.57270120329487E − 11 0.5487 s
(a = 1E + 05 ; x = 9.0008991E + 04) (a = 1E + 06 ; x = 9.0000900E + 05)
B
(0)
r 1.00000000348377E − 01 0.0015 s 9.99999991004407E − 02 0.0015 s
B
(0)
j 1.00000000348197E − 01 0.0194 s 9.99999991001640E − 02 0.0193 s
B
(0)
c 1.00000000348377E − 01 0.3592 s 9.99999991004407E − 02 3.6394 s
B
(1)
r −9.99003775592443E − 06 0.0035 s −9.99900037973594E − 07 0.0036 s
B
(1)
j −9.99003775590260E − 06 0.0203 s −9.99900037969118E − 07 0.0203 s
B
(1)
c −9.99003775592443E − 06 0.7250 s −9.99900037973594E − 07 7.3634 s
B
(2)
r 1.98277109624775E − 12 0.0060 s 1.99826178306777E − 15 0.0063 s
B
(2)
j 1.98277109680914E − 12 0.0213 s 1.99826182967021E − 15 0.0212 s
B
(2)
c 1.98277109624775E − 12 1.0918 s 1.99826178306777E − 15 11.0894 s
Tabela 3.1: Me´todo RR: Aproximac¸o˜es e tempos de processamento (B ≈ 10−1)
102 CAPI´TULO 3
(a = 1E + 02 ; x = 1.1687667E + 02) (a = 1E + 03 ; x = 1.0288499E + 03)
B
(0)
r 9.99732341896558E − 03 0.0005 s 9.99999570347185E − 03 0.0013 s
B
(0)
j 9.99732341896558E − 03 0.0192 s 9.99999570347182E − 03 0.0196 s
B
(0)
c 9.99732341896558E − 03 0.0011 s 9.99999570347185E − 03 0.0048 s
B
(1)
r −1.69386382239408E − 03 0.0010 s −3.87827067455430E − 04 0.0027 s
B
(1)
j −1.69386382239408E − 03 0.0201 s −3.87827067455430E − 04 0.0204 s
B
(1)
c −1.69386382239408E − 03 0.0024 s −3.87827067455430E − 04 0.0097 s
B
(2)
r 2.17825920311457E − 04 0.0015 s 9.19635451952071E − 06 0.0043 s
B
(2)
j 2.17825920311457E − 04 0.0210 s 9.19635451952077E − 06 0.0214 s
B
(2)
c 2.17825920311457E − 04 0.0035 s 9.19635451952071E − 06 0.0146 s
(a = 1E + 04 ; x = 9.9690121E + 03) (a = 5E + 04 ; x = 4.9586714E + 04)
B
(0)
r 1.00000991576714E − 02 0.0034 s 1.00000008958486E − 02 0.0062 s
B
(0)
j 1.00000991576707E − 02 0.0199 s 1.00000008958544E − 02 0.0202 s
B
(0)
c 1.00000991576714E − 02 0.0412 s 1.00000008958486E − 02 0.1988 s
B
(1)
r −6.96191314551322E − 05 0.0075 s −1.75150428691398E − 05 0.0139 s
B
(1)
j −6.96191314551246E − 05 0.0209 s −1.75150428691483E − 05 0.0211 s
B
(1)
c −6.96191314551322E − 05 0.0824 s −1.75150428691398E − 05 0.4015 s
B
(2)
r 1.83885734048235E − 07 0.0121 s 5.90102116350077E − 09 0.0232 s
B
(2)
j 1.83885734048190E − 07 0.0218 s 5.90102116350106E − 09 0.0221 s
B
(2)
c 1.83885734048235E − 07 0.1236 s 5.90102116350077E − 09 0.6042 s
(a = 1E + 05 ; x = 9.9091588E + 04) (a = 1E + 06 ; x = 9.9009805E + 05)
B
(0)
r 1.00000054664674E − 02 0.0077 s 9.99999709005389E − 03 0.0126 s
B
(0)
j 1.00000054664741E − 02 0.0202 s 9.99999708996065E − 03 0.0204 s
B
(0)
c 1.00000054664674E − 02 0.3954 s 9.99999709005389E − 03 3.9238 s
B
(1)
r −9.25083458136039E − 06 0.0179 s −9.90373437439282E − 07 0.0307 s
B
(1)
j −9.25083458135610E − 06 0.0211 s −9.90373437437318E − 07 0.0214 s
B
(1)
c −9.25083458136039E − 06 0.7976 s −9.90373437439282E − 07 7.9412 s
B
(2)
r 1.07844378810694E − 09 0.0299 s 1.83710309862508E − 12 0.0538 s
B
(2)
j 1.07844378808130E − 09 0.0221 s 1.83710309965852E − 12 0.0224 s
B
(2)
c 1.07844378810694E − 09 1.2018 s 1.83710309862508E − 12 13.0876 s
Tabela 3.2: Me´todo RR: Aproximac¸o˜es e tempos de processamento (B ≈ 10−2)
O ME´TODO DA RECURSA˜O REDUZIDA 103
(a = 1E + 02 ; x = 1.2787541E + 02) (a = 1E + 03 ; x = 1.0717152E + 03)
B
(0)
r 9.98386046515345E − 04 0.0006 s 9.99969516945128E − 04 0.0016 s
B
(0)
j 9.98386046515345E − 04 0.0187 s 9.99969516945129E − 04 0.0191 s
B
(0)
c 9.98386046515345E − 04 0.0013 s 9.99969516945128E − 04 0.0053 s
B
(1)
r −2.50264869118105E − 04 0.0011 s −7.06901046881263E − 05 0.0033 s
B
(1)
j −2.50264869118105E − 04 0.0195 s −7.06901046881261E − 05 0.0199 s
B
(1)
c −2.50264869118105E − 04 0.0025 s −7.06901046881263E − 05 0.0108 s
B
(2)
r 5.51800571738899E − 05 0.0018 s 4.13332519309905E − 06 0.0053 s
B
(2)
j 5.51800571738899E − 05 0.0203 s 4.13332519309903E − 06 0.0208 s
B
(2)
c 5.51800571738899E − 05 0.0038 s 4.13332519309905E − 06 0.0163 s
(a = 1E + 04 ; x = 1.0169083E + 04) (a = 5E + 04 ; x = 5.0265059E + 04)
B
(0)
r 1.00010006777656E − 03 0.0045 s 1.00001362182125E − 03 0.0093 s
B
(0)
j 1.00010006777662E − 03 0.0195 s 1.00001362182174E − 03 0.0197 s
B
(0)
c 1.00010006777656E − 03 0.0445 s 1.00001362182125E − 03 0.2170 s
B
(1)
r −1.78096022097379E − 05 0.0099 s −6.29457688818009E − 06 0.0209 s
B
(1)
j −1.78096022097371E − 05 0.0203 s −6.29457688818487E − 06 0.0205 s
B
(1)
c −1.78096022097379E − 05 0.0912 s −6.29457688818009E − 06 0.4443 s
B
(2)
r 2.36518704320655E − 07 0.0159 s 2.60144748489676E − 08 0.0340 s
B
(2)
j 2.36518704320623E − 07 0.0211 s 2.60144748489921E − 08 0.0214 s
B
(2)
c 2.36518704320655E − 07 0.1378 s 2.60144748489676E − 08 0.6712 s
(a = 1E + 05 ; x = 1.0029209E + 05) (a = 1E + 06 ; x = 9.9969664E + 05)
B
(0)
r 1.00000945624375E − 03 0.0127 s 1.00000380971930E − 03 0.0350 s
B
(0)
j 1.00000945624290E − 03 0.0198 s 1.00000380971956E − 03 0.0202 s
B
(0)
c 1.00000945624375E − 03 0.4306 s 1.00000380971930E − 03 4.2612 s
B
(1)
r −3.92021346894595E − 06 0.0288 s −6.97251972533186E − 07 0.0812 s
B
(1)
j −3.92021346894690E − 06 0.0206 s −6.97251972526656E − 07 0.0211 s
B
(1)
c −3.92021346894595E − 06 0.8810 s −6.97251972533186E − 07 8.7354 s
B
(2)
r 9.31651163151952E − 09 0.0471 s 1.83712081489143E − 10 0.1354 s
B
(2)
j 9.31651163154806E − 09 0.0215 s 1.83712081481486E − 10 0.0220 s
B
(2)
c 9.31651163151952E − 09 1.3314 s 1.83712081489143E − 10 13.2128 s
Tabela 3.3: Me´todo RR: Aproximac¸o˜es e tempos de processamento (B ≈ 10−3)
104 CAPI´TULO 3
(a = 1E + 02 ; x = 1.3605356E + 02) (a = 1E + 03 ; x = 1.0994725E + 03)
B
(0)
r 1.00012018797699E − 04 0.0006 s 9.99902019105548E − 05 0.0016 s
B
(0)
j 1.00012018797699E − 04 0.0188 s 9.99902019105554E − 05 0.0192 s
B
(0)
c 1.00012018797699E − 04 0.0013 s 9.99902019105548E − 05 0.0054 s
B
(1)
r −3.11671601686467E − 05 0.0013 s −9.53711629424034E − 06 0.0036 s
B
(1)
j −3.11671601686467E − 05 0.0195 s −9.53711629424037E − 06 0.0200 s
B
(1)
c −3.11671601686467E − 05 0.0026 s −9.53711629424034E − 06 0.0110 s
B
(2)
r 8.98304084620715E − 06 0.0020 s 8.19665785275191E − 07 0.0057 s
B
(2)
j 8.98304084620716E − 06 0.0204 s 8.19665785275192E − 07 0.0208 s
B
(2)
c 8.98304084620715E − 06 0.0038 s 8.19665785275191E − 07 0.0166 s
(a = 1E + 04 ; x = 1.0272371E + 04) (a = 5E + 04 ; x = 5.0538012E + 04)
B
(0)
r 1.00000296133543E − 04 0.0049 s 1.00004205765965E − 04 0.0104 s
B
(0)
j 1.00000296133573E − 04 0.0195 s 1.00004205765943E − 04 0.0198 s
B
(0)
c 1.00000296133543E − 04 0.0450 s 1.00004205765965E − 04 0.2186 s
B
(1)
r −2.70201838313375E − 06 0.0107 s −1.08125781632978E − 06 0.0232 s
B
(1)
j −2.70201838313433E − 06 0.0203 s −1.08125781632980E − 06 0.0206 s
B
(1)
c −2.70201838313375E − 06 0.0918 s −1.08125781632978E − 06 0.4466 s
B
(2)
r 6.35414733155387E − 08 0.0173 s 9.81957130015842E − 09 0.0376 s
B
(2)
j 6.35414733155435E − 08 0.0211 s 9.81957130016252E − 09 0.0215 s
B
(2)
c 6.35414733155387E − 08 0.1389 s 9.81957130015842E − 09 0.6750 s
(a = 1E + 05 ; x = 1.0071407E + 05) (a = 1E + 06 ; x = 1.0016912E + 06)
B
(0)
r 1.00000806103333E − 04 0.0145 s 9.99971524736038E − 05 0.0434 s
B
(0)
j 1.00000806103164E − 04 0.0199 s 9.99971524749220E − 05 0.0203 s
B
(0)
c 1.00000806103333E − 04 0.4318 s 9.99971524736038E − 05 4.2700 s
B
(1)
r −7.21999379262370E − 07 0.0325 s −1.79013236823956E − 07 0.0986 s
B
(1)
j −7.21999379261030E − 07 0.0208 s −1.79013236826123E − 07 0.0212 s
B
(1)
c −7.21999379262370E − 07 0.8842 s −1.79013236823956E − 07 8.7540 s
B
(2)
r 4.29186926253446E − 09 0.0527 s 2.38528918524433E − 10 0.1619 s
B
(2)
j 4.29186926252694E − 09 0.0216 s 2.38528918525609E − 10 0.0221 s
B
(2)
c 4.29186926253446E − 09 1.3380 s 2.38528918524433E − 10 13.2402 s
Tabela 3.4: Me´todo RR: Aproximac¸o˜es e tempos de processamento (B ≈ 10−4)
O ME´TODO DA RECURSA˜O REDUZIDA 105
(a = 1E + 02 ; x = 1.4291732E + 02) (a = 1E + 03 ; x = 1.1213593E + 03)
B
(0)
r 9.94411099478508E − 06 0.0007 s 9.99841545947862E − 06 0.0018 s
B
(0)
j 9.94411099478511E − 06 0.0188 s 9.99841545947869E − 06 0.0192 s
B
(0)
c 9.94411099478508E − 06 0.0013 s 9.99841545947862E − 06 0.0055 s
B
(1)
r −3.58583443902343E − 06 0.0013 s −1.14978643396663E − 06 0.0038 s
B
(1)
j −3.58583443902344E − 06 0.0196 s −1.14978643396663E − 06 0.0199 s
B
(1)
c −3.58583443902343E − 06 0.0026 s −1.14978643396663E − 06 0.0112 s
B
(2)
r 1.22374086434365E − 06 0.0020 s 1.23320364448859E − 07 0.0059 s
B
(2)
j 1.22374086434365E − 06 0.0204 s 1.23320364448860E − 07 0.0208 s
B
(2)
c 1.22374086434365E − 06 0.0040 s 1.23320364448859E − 07 0.0170 s
(a = 1E + 04 ; x = 1.0347592E + 04) (a = 5E + 04 ; x = 5.0721276E + 04)
B
(0)
r 9.99783772674103E − 06 0.0053 s 1.00002021690197E − 05 0.0112 s
B
(0)
j 9.99783772674504E − 06 0.0196 s 1.00002021690139E − 05 0.0198 s
B
(0)
c 9.99783772674103E − 06 0.0456 s 1.00002021690197E − 05 0.2192 s
B
(1)
r −3.42194891816583E − 07 0.0114 s −1.43425385265599E − 07 0.0248 s
B
(1)
j −3.42194891816722E − 07 0.0204 s −1.43425385265534E − 07 0.0206 s
B
(1)
c −3.42194891816583E − 07 0.0923 s −1.43425385265599E − 07 0.4476 s
B
(2)
r 1.07494819016306E − 08 0.0182 s 1.86130956905430E − 09 0.0400 s
B
(2)
j 1.07494819016347E − 08 0.0212 s 1.86130956905366E − 09 0.0215 s
B
(2)
c 1.07494819016306E − 08 0.1395 s 1.86130956905430E − 09 0.6761 s
(a = 1E + 05 ; x = 1.0098483E + 05) (a = 1E + 06 ; x = 1.0027172E + 06)
B
(0)
r 9.99946062569531E − 06 0.0157 s 9.99928846962935E − 06 0.0477 s
B
(0)
j 9.99946062568470E − 06 0.0199 s 9.99928846968405E − 06 0.0204 s
B
(0)
c 9.99946062569531E − 06 0.4328 s 9.99928846962935E − 06 4.2732 s
B
(1)
r −9.81449389568806E − 08 0.0349 s −2.72380563450794E − 08 0.1075 s
B
(1)
j −9.81449389567487E − 08 0.0208 s −2.72380563454133E − 08 0.0213 s
B
(1)
c −9.81449389568806E − 08 0.8866 s −2.72380563450794E − 08 8.7640 s
B
(2)
r 8.65253004651364E − 10 0.0563 s 6.44963051352833E − 11 0.1755 s
B
(2)
j 8.65253004649880E − 10 0.0217 s 6.44963051364437E − 11 0.0221 s
B
(2)
c 8.65253004651364E − 10 1.3390 s 6.44963051352833E − 11 13.2534 s
Tabela 3.5: Me´todo RR: Aproximac¸o˜es e tempos de processamento (B ≈ 10−5)
106 CAPI´TULO 3
(a = 1E + 02 ; x = 1.4896015E + 02) (a = 1E + 03 ; x = 1.1400369E + 03)
B
(0)
r 9.92447785370508E − 07 0.0006 s 1.00004307004475E − 06 0.0018 s
B
(0)
j 9.92447785370510E − 07 0.0189 s 1.00004307004477E − 06 0.0192 s
B
(0)
c 9.92447785370508E − 07 0.0013 s 1.00004307004475E − 06 0.0056 s
B
(1)
r −3.98827336931697E − 07 0.0014 s −1.31505747853362E − 07 0.0040 s
B
(1)
j −3.98827336931698E − 07 0.0197 s −1.31505747853364E − 07 0.0200 s
B
(1)
c −3.98827336931697E − 07 0.0027 s −1.31505747853362E − 07 0.0114 s
B
(2)
r 1.53633798100820E − 07 0.0021 s 1.64163226144666E − 08 0.0062 s
B
(2)
j 1.53633798100821E − 07 0.0205 s 1.64163226144666E − 08 0.0208 s
B
(2)
c 1.53633798100820E − 07 0.0041 s 1.64163226144666E − 08 0.0172 s
(a = 1E + 04 ; x = 1.0409479E + 04) (a = 5E + 04 ; x = 5.0867249E + 04)
B
(0)
r 9.99842688807309E − 07 0.0055 s 1.00004100821410E − 06 0.0119 s
B
(0)
j 9.99842688807658E − 07 0.0196 s 1.00004100821322E − 06 0.0198 s
B
(0)
c 9.99842688807309E − 07 0.0455 s 1.00004100821410E − 06 0.2197 s
B
(1)
r −4.01744317245784E − 08 0.0120 s −1.72077994872498E − 08 0.0261 s
B
(1)
j −4.01744317245941E − 08 0.0204 s −1.72077994872372E − 08 0.0207 s
B
(1)
c −4.01744317245784E − 08 0.0934 s −1.72077994872498E − 08 0.4488 s
B
(2)
r 1.51823175435219E − 09 0.0190 s 2.76453663728048E − 10 0.0419 s
B
(2)
j 1.51823175435276E − 09 0.0213 s 2.76453663727892E − 10 0.0216 s
B
(2)
c 1.51823175435219E − 09 0.1406 s 2.76453663728048E − 10 0.6788 s
(a = 1E + 05 ; x = 1.0119688E + 05) (a = 1E + 06 ; x = 1.0034624E + 06)
B
(0)
r 1.00003566834164E − 06 0.0166 s 1.00015668389752E − 06 0.0509 s
B
(0)
j 1.00003566834104E − 06 0.0199 s 1.00015668388577E − 06 0.0204 s
B
(0)
c 1.00003566834164E − 06 0.4340 s 1.00015668389752E − 06 4.2764 s
B
(1)
r −1.19040998856007E − 08 0.0367 s −3.45845819666310E − 09 0.1140 s
B
(1)
j −1.19040998855926E − 08 0.0208 s −3.45845819664671E − 09 0.0213 s
B
(1)
c −1.19040998856007E − 08 0.8876 s −3.45845819666310E − 09 8.7694 s
B
(2)
r 1.31832347302748E − 10 0.0592 s 1.09658076349158E − 11 0.1854 s
B
(2)
j 1.31832347302626E − 10 0.0217 s 1.09658076349616E − 11 0.0222 s
B
(2)
c 1.31832347302748E − 10 1.3424 s 1.09658076349158E − 11 13.2634 s
Tabela 3.6: Me´todo RR: Aproximac¸o˜es e tempos de processamento (B ≈ 10−6)
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3.B Ca´lculo de Derivadas de Ordem Superior a Dois
Neste trabalho fundamentou-se teoricamente o Me´todo da Recursa˜o Reduzida para o
ca´lculo da func¸a˜o de Erlang-B e das suas derivadas ate´ a` ordem dois. As derivadas de
ordem superior a dois sa˜o menos importantes em termos de aplicac¸o˜es, mas o me´todo
pode ser generalizado para se aplicar nesse ca´lculo.
Pode pensar-se em generalizar o Teorema 3.2 para m > 2 seguindo uma abordagem
ideˆntica a` seguida para os casos m = 0, 1, 2. Comec¸a-se enta˜o por obter majorantes
para |r(m,x + l)|, m > 2 tal como se fez nos Lemas 3.2, 3.5 e 3.6 para os casos
m = 0, 1, 2. O seguinte lema que generaliza esses resultados e´ fa´cil de provar pelo
menos ate´ m = 3:
Lema 3.11
Se |r(k, x)| ≤ , k = 0(1)m, enta˜o para l ≥ m+ 1 e x+m ≤ a,
|r(m,x+ l)| < (l + 1)
k
k!

l∏
j=m+1
x+ j
a
.
Experieˆncias computacionais demonstram que a qualidade das majorantes assim obti-
das degrada-se a` medida que m aumenta. As consequeˆncias desse facto sa˜o o´bvias: o
valor calculado para x∗0 e´ muito menor que o mı´nimo necessa´rio e o ganho em eficieˆncia
deixa de ser ta˜o atractivo como se verificou ser para os casos m = 0, 1, 2. Constata-se
enta˜o que o modelo matema´tico usado para majorar o erro relativo, tendo conduzido a
bons resultados nos casos m = 0, 1, 2, na˜o e´ adequado se m for muito maior que dois.
Surge enta˜o a seguinte questa˜o:
Calcule-se x∗0 pelo Teorema 3.2 com m = 2. Use-se esse x
∗
0 para calcular na˜o
so´ a func¸a˜o, primeira derivada e segunda derivada, mas tambe´m derivadas
de ordem superior a dois (ver o Algoritmo 3.3). A precisa˜o dos resultados
e´ satisfato´ria?
108 CAPI´TULO 3
Algoritmo 3.3 (Recursa˜o Reduzida para o ca´lculo de B(a, x), B′x(a, x), . . . , B
(m)
x (a, x))
Me´todo da Recursa˜o Reduzida: O valor do ponto inicial e´ calculado pelo enunciado do teorema 3.2
(linhas 2–14) — Para m > 2 toma-se o mesmo que para m = 2. A recursa˜o matricial especifica-se
nas linhas 15–17.
Input: Valores de a, x ≥ 100, w ∈ [1, 16] e m ∈ IN0;
begin
1. for k ← 0 to m do Ik ← 0;
2. m′ ← m;
3. if (m > 2) then m′ ← 2;
4. h ← x− bxc;
5. y ← min{ bxc , ba− 3c };
6. b ← 2 (a− y − h)− 2m′ − 1;
7. c ← m′ (m′ + 1)− 2m′ (a− y − h)− 2aw ln 10;
8. l ← (−b+√b2 − 4c )/2;
9. if (m′ > 1) then
begin
10. b ← b− 2am′/(l + 1);
11. c ← c− 2am′ [ln(l + 1)− l/(l + 1)];
12. l ← (−b+√b2 − 4c )/2;
end
l ← bl + 1c;
13. if (l < 3) then l ← 3;
14. x0 ← y − l;
15. for j ← x0 to bxc do
begin
16. for k ← m to 1 do Ik ← (k Ik−1 + (j + h) Ik)/a;
17. I0 ← 1 + (j + h)I0/a;
end
18. Calcule Bk, k = 0(1)m a partir de Ik, k = 0(1)m;
end;
Output: B(k)x (a, x) = Bk, k = 0(1)m;
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Em face da extensa experimentac¸a˜o computacional efectuada com w = 16, adian-
tamos algumas concluso˜es:
• A resposta e´ afirmativa pelo menos ate´ a`s derivadas de ordem 5. Na verdade,
se os paraˆmetros a e x∗ estiverem no intervalo [102 , 105] e m ≤ 5 os valores
assim obtidos na˜o diferem dos obtidos pelo Me´todo da Recursa˜o Completa nem
no d´ıgito menos significativo. Para a e x∗ no intervalo [105 , 106] os valores apenas
diferem nos treˆs u´ltimos d´ıgitos para a 5a¯ derivada em zonas de bloqueio pro´ximos
de 10% a 20%.
• Na mesma zona de paraˆmetros a e x∗ em zonas de bloqueio inferior a 1% calculam-
-se aproximac¸o˜es iguais a`s obtidas pelo Me´todo da Recursa˜o Completa, mesmo
para derivadas de ordem 10 (encontraram-se raras excepc¸o˜es a esta regra e as
diferenc¸as foram assinaladas nos dois u´ltimos d´ıgitos).
• A zona pior para a precisa˜o parece ser a correspondente a bloqueios da ordem de
10% a 20%.
A completa explicac¸a˜o anal´ıtica deste comportamento do erro relativo propagado nas
recurso˜es na˜o foi encontrada. Invocaremos alguns argumentos que contribuem para essa
discussa˜o com base numa classe de modelos que estimam o erro relativo propagado nos
casos em que m > 2.
Para na˜o complicar a exposic¸a˜o analisaremos o caso m = 3, sendo fa´cil generalizar a
discussa˜o para casos em que m > 3. Partimos enta˜o do modelo exacto do erro relativo
propagado, ou seja das fo´rmulas (3.5), (3.6) e (3.7). Para o caso m = 3, as recurso˜es
que descrevem exactamente a evoluc¸a˜o do erro relativo sa˜o:
r(0, x+ 1) = M0(x+ 1) r(0, x) , (3.71)
r(1, x+ 1) = [1−M1(x+ 1)] r(0, x) + M1(x+ 1) r(1, x) , (3.72)
r(2, x+ 1) = [1−M2(x+ 1)] r(1, x) + M2(x+ 1) r(2, x) , (3.73)
r(3, x+ 1) = [1−M3(x+ 1)] r(2, x) + M3(x+ 1) r(3, x) . (3.74)
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Como vimos atra´s Mk(x + 1) < (x + 1)/a e [1 − Mk(x + 1)] < 1. Invocando os
mesmos argumentos explicitados quando trata´mos os casos m = 0, 1, 2, somos levados
a`s majorac¸o˜es seguintes:
|r(0, x+ 1)| < x+ 1
a
|r(0, x)| , (3.75)
|r(1, x+ 1)| < |r(0, x)| + x+ 1
a
|r(1, x)| , (3.76)
|r(2, x+ 1)| < |r(1, x)| + x+ 1
a
|r(2, x)| , (3.77)
|r(3, x+ 1)| < |r(2, x)| + x+ 1
a
|r(3, x)| . (3.78)
Ora e´ este modelo de majorantes do erro relativo, que testes computacionais indicam
ser demasiado pessimista. Podemos pensar em abandonar a ideia de majorar o erro
relativo e optar por obter simples estimativas. Ao fazer isso perde-se qualquer certeza
quanto a` precisa˜o dos resultados, mas podemos ser conduzidos a me´todos de ca´lculo
bastante pra´ticos. Opta-se portanto por verificar a posteriori a precisa˜o dos resulta-
dos calculados mediante extensa experimentac¸a˜o computacional, uma vez que na˜o ha´
nenhuma garantia anal´ıtica que fixe a precisa˜o dos resultados.
Parece-nos razoa´vel optar pela seguinte simplificac¸a˜o do modelo. Na linha dos
argumentos invocados para demonstrar o Lema 3.8, prova-se que para j ≥ 3 se tem:
|r(0, x+ j)| < |r(1, x+ j)| < |r(2, x+ j)| < |r(3, x+ j)| .
Assim, desprezamos o termo |r(0, x)| nas expresso˜es (3.75) e (3.76) para de alguma
forma compensar as majorac¸o˜es feitas ao obter essas expresso˜es. Chega-se agora ao
seguinte modelo aproximado para descrever a evoluc¸a˜o do erro relativo:
|r(0, x+ 1)| ≈ 0 , (3.79)
|r(1, x+ 1)| ≈ x+ 1
a
|r(1, x)| , (3.80)
|r(2, x+ 1)| ≈ |r(1, x)| + x+ 1
a
|r(2, x)| , (3.81)
|r(3, x+ 1)| ≈ |r(2, x)| + x+ 1
a
|r(3, x)| . (3.82)
Este modelo e´ francamente inadequado para descrever o evoluir de |r(0, x+ l)|. Mas o
mesmo ja´ na˜o podera´ ser afirmado ta˜o seguramente para o termo |r(3, x + l)|. . . Ora,
O ME´TODO DA RECURSA˜O REDUZIDA 111
para estabelecer o me´todo para m = 3 ha´ que estimar |r(3, x+ l)| e, portanto, o modelo
indicado pode fornecer bons resultados.
Comparemos agora o modelo aproximado estabelecido acima, com o usado para
estabelecer o me´todo para m = 2:
|r(0, x+ 1)| < x+ 1
a
|r(0, x)| , (3.83)
|r(1, x+ 1)| < |r(0, x)| + x+ 1
a
|r(1, x)| , (3.84)
|r(2, x+ 1)| < |r(1, x)| + x+ 1
a
|r(2, x)| . (3.85)
Facilmente se verifica que se partirmos das expesso˜es (3.79) – (3.82) podemos chegar a
uma estimativa para |r(3, x+ l)| com expressa˜o ana´loga a` encontrada para |r(2, x+ l)|
no Lema 3.6.
Estas considerac¸o˜es podem ajudar a compreender o facto de o valor de x∗0 calculado
com m = 2 poder ser tambe´m adequado para calcular a terceira derivada pelo Me´todo
da Recursa˜o Reduzida, o que pelo menos com w = 16 vem amplamente verificado por
testes computacionais.
Por fim, note-se que o que foi dito para o modelo aproximado de |r(3, x+ j)| pode
ser estendido para |r(m,x+ j)| com m > 3, ou seja:
|r(0, x+ 1)| ≈ 0 ,
...
...
...
|r(m− 3, x+ 1)| ≈ 0 , (3.86)
|r(m− 2, x+ 1)| ≈ x+ 1
a
|r(m− 2, x)| , (3.87)
|r(m− 1, x+ 1)| ≈ |r(m− 2, x)| + x+ 1
a
|r(m− 1, x)| , (3.88)
|r(m,x+ 1)| ≈ |r(m− 1, x)| + x+ 1
a
|r(m,x)| . (3.89)
A validade do modelo a` medida que o valor de m cresce torna-se cada vez mais ques-
tiona´vel. Mas como referimos, pelo menos para m ≤ 5 testes computacionais indicam
que os resultados sa˜o satisfato´rios, pelo menos quando se toma w = 16.
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Cap´ıtulo 4
Condic¸o˜es de Segunda Ordem para
o Tra´fego de Transbordo de um
Sistema de Erlang-B
Resumo1
Neste trabalho considerou-se o sistema de perda de Erlang, generalizado para o caso
em que o nu´mero de circuitos x e´ um valor real na˜o negativo. Usa-se para isso a
extensa˜o anal´ıtica de R. Fortet para a func¸a˜o de Erlang-B. Prova-se que a func¸a˜o
Â(a, x) que define o tra´fego de transbordo nesse sistema e´ estritamente convexa na
varia´vel x (nu´mero de circuitos), para x ≥ 0, considerando o tra´fego oferecido a como
um paraˆmetro real positivo. A convexidade no sentido lato foi demonstrada por A.A.
Jagers e Erik A. Van Doorn [10]. Usando um processo similar ao usado por estes
autores nessa demonstrac¸a˜o, prova-se tambe´m que Â(a, x) e´ estritamente convexa na
varia´vel a, para todo o (a, x) ∈ IR+ × IR+ — um resultado bem conhecido e devido a
C. Palm [15, pp.180–181], mas provado com a condic¸a˜o de x ser um inteiro positivo.
Os dois resultados citados, obteˆm-se estabelecendo o sinal das derivadas de segunda
1O conteu´do deste cap´ıtulo e´ parcialmente baseado no artigo [4] e no “preprint” [5].
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ordem Â′′aa(a, x) e Â
′′
xx(a, x) nos pontos (a, x) ∈ IR+ × IR+. Usando o mesmo processo,
demonstra-se depois que as derivadas rectangulares de segunda ordem Â′′ax(a, x) =
Â′′xa(a, x) sa˜o func¸o˜es estritamente negativas para todo o (a, x) ∈ IR+ × IR+0 . Por fim,
aborda-se a questa˜o da convexidade estrita conjunta de Â(a, x), em algum domı´nio
aberto e convexo de IR+ × IR+. Aborda-se essa questa˜o em alguns casos particulares,
e com base em alguns resultados computacionais apresentados, conjectura-se que a
func¸a˜o Â(a, x) e´ estritamente convexa em zonas de baixo bloqueio, onde o tra´fego
oferecido standard e´ inferior a −1.
4.1 Introduc¸a˜o e Resultados Principais
Recorde-se a recursa˜o (2.3):
B(a, x)−1 =
x
a
B(a, x− 1)−1 + 1, ∀(a, x) ∈ IR+ × IR . (4.1)
Como B(a, 0) = 1, ∀a ∈ IR+, podemos avaliar B(a, x) por (4.1) quando x e´ um valor
inteiro positivo. A partir daqui, sempre que seja conveniente e as varia´veis a e x
possam ser facilmente determinadas pelo contexto, o argumento (a, x) sera´ omitido.
As expresso˜es das derivadas parciais de primeira ordem de B podem ser encontradas
em [8] e sa˜o dadas por:
B′a =
( x
a
− 1 +B
)
B , (4.2)
B′x = −aB2
∫ +∞
0
e−az (1 + z)x ln(1 + z) dz . (4.3)
Enquanto que B′x(a, x) e´ estritamente negativa para (a, x) ∈ IR+ × IR, B′a(a, x) e´
estritamente positiva se x > 0, e igual a zero se x = 0 (ver prova em [9, pag.1289]).
As expresso˜es anal´ıticas das derivadas parciais de segunda ordem de B(a, x), podem
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agora ser obtidas:
B′′aa =
(
B′a −
x
a2
)
B +
(B′a)
2
B
, (4.4)
=
(
3
x
a
− 3 + 2B
)
B2 +
[
(x− a)2 − x ] B
a2
, (4.5)
B′′xx = −2 aB B′x
∫ +∞
0
e−az (1 + z)x ln(1 + z) dz −
− aB2
∫ +∞
0
e−az (1 + z)x [ln(1 + z)]2 dz ,
= 2 a2B3
[ ∫ +∞
0
e−az (1 + z)x ln(1 + z) dz
]2
−
− aB2
∫ +∞
0
e−az (1 + z)x [ln(1 + z)]2 dz ,
B′′ax = B
′
a
B′x
B
+
(
B′x +
1
a
)
B , (4.6)
=
( x
a
− 1 + 2B
)
B′x +
B
a
. (4.7)
Note que pelo teorema de Schwarz, verifica-se a igualdade das derivadas rectangulares
B′′ax(a, x) = B
′′
xa(a, x).
Introduzimos agora duas func¸o˜es especialmente importantes para a ana´lise do sis-
tema de Erlang-B em equil´ıbrio:
A˜(a, x) = a [1−B(a, x)] , (4.8)
Â(a, x) = aB(a, x) . (4.9)
A func¸a˜o A˜ designa-se por tra´fego transportado e pode demonstrar-se que da´ o valor
esperado de servidores ocupados no sistema. A func¸a˜o Â designa-se por tra´fego perdido
ou tra´fego de transbordo e da´ o valor esperado das solicitac¸o˜es que sofrem bloqueio no
sistema durante a durac¸a˜o me´dia dos tempos de servic¸o.
Em estudos de ana´lise e optimizac¸a˜o relativos ao sistema de Erlang-B, e´ muito
sugestivo o correspondente modelo determinista que descreve, em muitos aspectos, o
estado de equil´ıbrio do sistema. Para introduzir esse modelo, podemos verificar que as
func¸o˜es A˜ e Â relacionam-se bem se pensarmos num fluxo determinista de intensidade
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Figura 4.1: Modelo de fluxo determinista para um grupo de Erlang-B em equil´ıbrio.
a, que e´ oferecido a um canal com capacidade x ≥ 0 atrave´s de um nodo de acesso
(Figura 4.1).
A conservac¸a˜o de fluxo nesse nodo obriga a que a = A˜(a, x)+Â(a, x), o que se cum-
pre sempre por (4.8) e (4.9). E´ claro que, este modelo para um sistema de Erlang-B
com um nu´mero real na˜o negativo de circuitos, cria uma imagem simplista do sistema,
mas tem interesse conceptual pois permite relacionar bem as principais entidades em
estudo, no estado de equil´ıbrio do sistema. Note-se a propo´sito que o sistema na˜o e´
determinista, mas aqui so´ estamos interessados no estudo de quantidades que sa˜o valo-
res esperados das varia´veis aleato´rias que descrevem o sistema no estado de equil´ıbrio.
Assim, o modelo introduzido servira´ de base para este trabalho.
Neste cap´ıtulo estabeleceremos o sinal das derivadas de segunda ordem da func¸a˜o
tra´fego de transbordo, definida pela expressa˜o anal´ıtica seguinte:
Â(a, x) = aB(a, x) =
{∫ +∞
0
e−az (1 + z)x dz
}−1
. (4.10)
As expresso˜es anal´ıticas das primeiras derivadas de Â(a, x) podem ser obtidas por
diferenciac¸a˜o de (4.10), verificando-se que:
Â′a = B + aB
′
a = aB
2 + ( x− a+ 1 )B , (4.11)
Â′x = aB
′
x = −
[
Â(a, x)
]2 ∫ +∞
0
e−az (1 + z)x ln(1 + z) dz . (4.12)
Por diferenciac¸a˜o de (4.11) e (4.12) e apo´s alguma manipulac¸a˜o alge´brica usando (4.4),
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(4.5), (4.6) e (4.7), obtemos as expresso˜es anal´ıticas das segundas derivadas de Â(a, x):
Â′′xx = aB
′′
xx , (4.13)
Â′′aa = 2B
′
a +
(
aB′a −
x
a
)
B + a
(B′a)
2
B
, (4.14)
= 2 aB3 + [ 3 (x− a) + 2 ]B2 +
[
(x− a)2
a
+
x
a
− 2
]
B , (4.15)
Â′′ax =
[
a
B′a
B
+ aB + 1
]
B′x + B , (4.16)
= (x− a+ 2 aB + 1 )B′x + B . (4.17)
De novo, pelo teorema de Schwarz tem-se a igualdade das derivadas mistas Â′′ax(a, x) =
Â′′xa(a, x).
O estudo do sinal das derivadas Â′′xx, Â
′′
aa e Â
′′
ax dadas pelas relac¸o˜es (4.13), (4.14)
e (4.16) revela-se importante em muitos problemas de optimizac¸a˜o de sistemas es-
toca´sticos de servic¸o, nomeadamente em redes de teletra´fego (ver por exemplo [7]) e
em problemas de partilha de carga e de alocac¸a˜o de servidores (algumas formulac¸o˜es
podem ser encontradas em [17]). Na verdade, atrave´s do estudo das derivadas de se-
gunda ordem de Â(a, x), podemos inferir propriedades importantes dos problemas de
optimizac¸a˜o, nomeadamente condic¸o˜es de convexidade estrita das func¸o˜es objectivo.
O resultado principal deste cap´ıtulo e´ o seguinte teorema:
Teorema 4.1 Para todo o (a, x) ∈ IR+ × IR+0 , tem-se:
1) Â′′xx(a, x) > 0;
2) Â′′aa(a, x) ≥ 0 ∧ [Â′′aa(a, x) = 0 sse x = 0];
3) Â′′ax(a, x) = Â
′′
xa(a, x) < 0.
Fazendo uma revisa˜o da literatura, podemos dizer que:
1. A prova do ponto 1) foi estabelecida em [13], mas restringindo o nu´mero de cir-
cuitos x aos inteiros positivos. Mais tarde, A. A. Jagers e Erik A. Van Doorn [10]
estabelecem que B′′xx(a, x) ≥ 0 desde que (a, x) ∈ IR+ × IR+0 (o que implica que
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Â′′xx(a, x) ≥ 0 no domı´nio indicado). Mais recentemente, obtivemos a prova de
que Â′′xx(a, x) > 0, mas somente para x ≥ 1 (ver Teorema 2.5 e o artigo [2]).
2. A prova do ponto 2) e´ um resultado cla´ssico bem conhecido e devido a C. Palm [15,
pp.180–181], mas provado com a condic¸a˜o de x ser um inteiro positivo.
3. Tanto quanto sabemos o resultado expresso no ponto 3) e´ inteiramente original.
Outros resultados de convexidade da func¸a˜o de Erlang-B foram investigados em [1],
mas restringindo o nu´mero de circuitos aos inteiros positivos. Outros trabalhos que
teˆm alguma proximidade com as questo˜es tratadas neste cap´ıtulo sa˜o [11, 12, 21, 14, 20].
Note-se, a propo´sito, que a extensa˜o anal´ıtica da func¸a˜o de perda de Erlang para x ∈
IR+0 , torna-se imprescind´ıvel em muitos me´todos de modelizac¸a˜o, ana´lise e optimizac¸a˜o
de sistemas estoca´sticos de servic¸o (ver os trabalhos cla´ssicos [16] e [19]). Dessa forma,
o Teorema 4.1 assume na˜o so´ interesse teo´rico como se torna relevante nas aplicac¸o˜es.
Observando o enunciado do Teorema 4.1, podemos concluir que os pontos 1) e 2)
estabelecem condic¸o˜es de convexidade estrita de Â na varia´vel x e na varia´vel a, e por
esse facto teˆm importantes implicac¸o˜es em problemas de optimizac¸a˜o. Por outro lado,
o ponto 3) estabelece o sinal das derivadas rectangulares de segunda ordem de Â que se
revela importante, por exemplo, na investigac¸a˜o de regio˜es de IR+×IR+ de convexidade
conjunta de Â(a, x). Na Secc¸a˜o 4.3 tentaremos abordar essa questa˜o, mas sem obter
resultados concludentes. Estamos agora em posic¸a˜o de provar o Teorema 4.1, o que
sera´ feito na Secc¸a˜o 4.2.
4.2 Demonstrac¸a˜o do Teorema 4.1
Provaremos cada um dos pontos do enunciado em subsecc¸o˜es separadas. A prova
do ponto 1) faz-se por reduc¸a˜o ao absurdo e as provas dos pontos 2) e 3) seguem,
passo a passo e mutatis mutandis , o processo de demonstrac¸a˜o da autoria de A. A.
Jagers e Erik A. Van Doorn apresentado em [10]. O principal argumento usado nesse
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trabalho baseia-se no facto de que para provar que uma dada func¸a˜o e´ completamente
mono´tona2, provar que a sua transformada inversa de Laplace existe e e´ uma func¸a˜o
na˜o negativa em IR+ (ver [6, pag.439]).
4.2.1 A Prova do Ponto 1)
Pretende-se demonstrar que Â′′xx(a, x) > 0, ∀(a, x) ∈ IR+ × IR+0 . Como Â′′xx = aB′′xx,
a prova resume-se a demonstrar que B′′xx(a, x) > 0, ∀(a, x) ∈ IR+ × IR+0 . Trata-se,
portanto, de estabelecer que a derivada parcial de segunda ordem B(a, x) na varia´vel
x e´ estritamente positiva se (a, x) ∈ IR+ × IR+0 . Como ja´ se afirmou, este resultado
implica condic¸o˜es de convexidade estrita de B(a, x) na varia´vel x.
A convexidade estrita de B(a, x) na varia´vel x foi estabelecida em 1972 por E.J.
Messerli [13] restringindo x aos inteiros na˜o negativos. A convexidade no sentido lato
para o caso de x ser uma varia´vel real na˜o negativa, foi estabelecida em 1986 por A.A.
Jagers e E. Van Doorn [10], provando que:
B′′xx(a, x) ≥ 0, ∀(a, x) ∈ IR+ × IR+0 . (4.18)
Em [3] estabelece-se que B′′xx > 0 para todo o x ≥ 1 e todo o a > 0. Apresentamos agora
uma demonstrac¸a˜o na˜o construtiva de que a desigualdade (4.18) se cumpre sempre no
sentido estrito.
Antes de iniciar o processo de demonstrac¸a˜o, provaremos a seguinte proposic¸a˜o
auxiliar:
“Para todo o (a, x) ∈ IR+ × IR+0 tem-se: B′x(a, x) +
1
a
> 0” . (4.19)
2Uma func¸a˜o φ definida em IR+ e´ completamente mono´tona se possui derivadas φ(n) de todas
as ordens n ∈ IN0, cumprindo-se (−1)n φ(n)(x) ≥ 0, ∀x ∈ IR+ . O teorema que invocamos e´
devido a S. Bernstein (1928) e pode ser enunciado como segue: “Uma func¸a˜o φ definida em IR+ e´
completamente mono´tona se e so´ se e´ da forma φ(λ) =
∫∞
0
e−λz F{dz} , λ > 0 , onde F e´ uma medida
na˜o necessariamente finita em IR+” (ver [6, pag.439]).
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Para provar (4.19), notemos que se x ≥ 0 e a > 0, enta˜o podemos usar a proposic¸a˜o
(4.18) para concluir que B′x na˜o decresce na varia´vel x. Enta˜o:
B′x(a, x) ≥ B′x(a, 0), ∀ (a, x) ∈ IR+ × IR+0 .
Usando a expressa˜o (4.3), obtemos:
B′x(a, x) ≥ B′x(a, 0) = −a
∫ ∞
0
e−az ln(1 + z) dz .
Mas tendo em conta a conhecida identidade ln(1+z) < z, ∀ z ∈ IR+, podemos escrever:
B′x(a, x) ≥ B′x(a, 0) > −a
∫ ∞
0
e−az z dz .
Integrando por partes facilmente se obte´m:∫ ∞
0
e−az z dz =
[
−az + 1
a2
e−az
]∞
0
=
1
a2
.
Resultando que:
B′x(a, x) ≥ B′x(a, 0) > −
1
a
.
Provada assim a proposic¸a˜o (4.19), faremos ainda algumas manipulac¸o˜es alge´bricas
preparato´rias do processo de demonstrac¸a˜o. Derivemos sucessivamente (4.2) em ordem
a x, para obter:
B′′ax =
(x
a
− 1 +B
)
B′x +
(
B′x +
1
a
)
B,
B′′′axx = 2B
′
x
(
B′x +
1
a
)
+
(x
a
− 1 + 2B
)
B′′xx. (4.20)
Como B(a, x) e´ uma func¸a˜o infinitamente diferencia´vel em IR+×IR, aplicamos o Teore-
ma de Schwarz para concluir que na obtenc¸a˜o das suas derivadas parciais a ordem
de derivac¸a˜o e´ indiferente. Mais adiante usaremos, em particular, a igualdade das
derivadas mistas:
∂
∂ a
B′′xx = B
′′′
xxa = B
′′′
axx . (4.21)
O resultado anunciado no ponto 1) do Teorema 4.1 pode agora ser provado. Fixamos
x0 como um valor real na˜o negativo arbitra´rio e definimos a func¸a˜o:
ϕ : IR+ −→ IR
a 7−→ ϕ(a) = B′′xx(a, x0) .
CONDIC¸O˜ES DE SEGUNDA ORDEM PARA O TRA´F. DE TRANSBORDO 121
Tendo em conta a proposic¸a˜o (4.18), o problema resume-se a provar que ϕ na˜o tem
zeros em IR+. Suponhamos o contra´rio, ou seja, que existe um valor a0 ∈ IR+ tal que
ϕ(a0) = 0. Por (4.18) se conclui que ϕ assume o seu valor mı´nimo em IR
+ no ponto
a0. Mas, uma vez que IR
+ e´ um conjunto aberto e a func¸a˜o ϕ e´ diferencia´vel em IR+,
a0 tem de ser um ponto cr´ıtico de ϕ, ou seja:
ϕ′(a0) = B′′′xxa(a0, x0) = 0 .
Tendo agora em conta a igualdade (4.21), o valor de ϕ′(a0) pode ser obtido pela ex-
pressa˜o (4.20). Lembrando que B′′xx(a0, x0) = 0, resulta simplesmente:
ϕ′(a0) = 2B′x(a0, x0)
[
B′x(a0, x0) +
1
a
]
.
Usando agora a proposic¸a˜o (4.19), e tambe´m o facto de B′x(a0, x0) ser estritamente
negativa, conclui-se que ϕ′(a0) < 0, contrariando que a0 e´ ponto cr´ıtico de ϕ. E´ enta˜o
absurdo admitir que a0 e´ um zero de ϕ em IR
+. Isso leva a concluir que
ϕ(a) > 0, ∀ a ∈ IR+ ,
o que e´ equivalente ao que se pretendia demonstrar, uma vez que x0 foi tomado arbi-
trariamente em IR+0 .
4.2.2 A Prova do Ponto 2)
Nesta subsecc¸a˜o provaremos que Â′′aa(a, x) > 0, ∀(a, x) ∈ IR+ × IR+ e que Â′′aa(a, 0) =
0, ∀a ∈ IR+. Restingindo x aos inteiros positivos este resultado e´ bem conhecido e
devido a C. Palm [15, pp.180–181]. Para generalizar o resultado quando x ∈ IR+0 , o
processo de demonstrac¸a˜o que iremos usar e´ ana´logo ao usado por A. A. Jagers e Erik
A. Van Doorn [10], quando provaram que B′′xx(a, x) ≥ 0, ∀(a, x) ∈ IR+ × IR+0 .
Definam-se as func¸o˜es:
f(a, x) =
∫ +∞
0
e−at (1 + t)x dt , (4.22)
Φ(a, x) = 2 [f ′a(a, x)]
2 − f(a, x) f ′′aa(a, x) .
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Importa agora salientar que usando a expressa˜o (4.10), se obte´m:
Â(a, x) =
1
f(a, x)
,
Â′a(a, x) = −
f ′a(a, x)
[f(a, x)]2
, (4.23)
Â′′aa(a, x) =
2 [f ′a(a, x)]
2 − f(a, x) f ′′aa(a, x)
[f(a, x)]3
=
Φ(a, x)
[f(a, x)]3
. (4.24)
Uma vez que f(a, x) e´ estritamente positiva, pela igualdade (4.24) tem-se que o sinal
de Â′′aa(a, x) e´ o mesmo de Φ(a, x). Enta˜o o que se pretende demonstrar e´ equivalente a Φ(a, 0) = 0, ∀a ∈ IR+Φ(a, x) > 0, ∀(a, x) ∈ IR+ × IR+ .
Note-se que a partir de (4.22), podemos escrever
f ′a(a, x) = −
∫ +∞
0
e−at (1 + t)x t dt ,
f ′′aa(a, x) =
∫ +∞
0
e−at (1 + t)x t2 dt .
Assim,
L−1 {f(a, x)} = (1 + t)x ,
L−1 {f ′a(a, x)} = −(1 + t)x t ,
L−1 {f ′′aa(a, x)} = (1 + t)x t2 .
Aplica-se agora o teorema da convoluc¸a˜o, para obter:
L−1 {f ′a(a, x) f ′a(a, x)} =
∫ t
0
[ (1 + u)x u ] [ (1 + t− u)x (t− u) ] du , (4.25)
L−1 {f(a, x) f ′′aa(a, x)} =
∫ t
0
[ (1 + u)x u2 ] [ (1 + t− u)x ] du . (4.26)
Defina-se
g(t, x) = 2L−1 {f ′a(a, x) f ′a(a, x)} − L−1 {f(a, x) f ′′aa(a, x)} . (4.27)
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Atendendo a (4.25) e (4.26), obtemos uma expressa˜o anal´ıtica que define a func¸a˜o
g(t, x):
g(t, x) =
∫ t
0
[
2(1 + u)x u (1 + t− u)x (t− u) − (1 + u)x u2 (1 + t− u)x ] du ,
g(t, x) =
∫ t
0
[2u(t− u)− u2] [(1 + t− u)x (1 + u)x] du ,
g(t, x) =
∫ t
0
[3u2 − 2ut] [−(1 + t− u)x (1 + u)x] du .
Observe-se que, por construc¸a˜o, g(t, x) = L−1 {Φ(a, x)}, isto e´, L{g(t, x)} = Φ(a, x).
De seguida estuda-se o sinal de g(t, x), para (t, x) ∈ IR+0 × IR+.
Usando argumentos de simetria3, resulta enta˜o:
g(t, x) =
∫ t/2
0
[6u2 − 6ut+ t2]︸ ︷︷ ︸
q(u)
[−(1 + t− u)x (1 + u)x]︸ ︷︷ ︸
p(u)
du =
∫ t/2
0
q(u) p(u) du .
Observe-se agora que se x = 0, enta˜o p(u) = −1, ∀u ∈ [0, t/2], resultando que:
g(t, 0) = −
∫ t/2
0
q(u) du = − [2u3 − 3u2t+ t2u]t/2
0
= −
[
1
4
t3 − 3
4
t3 +
1
2
t3
]
= 0 .
(4.28)
Para analisar o caso em que x > 0, observemos que q(0) = t2 > 0 e que q(t/2) =
−t2/2 < 0. Ale´m disso q(u) e´ estritamente decrescente no intervalo [0, t/2]:
q′(u) = 12u− 6t < 0 , ∀u ∈ [0, t/2[ .
Assim, e´ imediato que existe um valor u∗ ∈]0, t/2[ tal que:
q(u) > 0,∀u ∈ ]0, u∗[ ∧ q(u) < 0,∀u ∈ ]u∗, t/2[ . (4.29)
3Sendo p(u) = −(1 + t − u)x(1 + u)x, e efectuando a mudanc¸a de varia´vel v = t − u, obtemos:∫ t
t/2
(3u2 − 2ut) p(u) du = − ∫ 0
t/2
[3(t− v)2 − 2(t− v)t]p(v) dv = ∫ t/2
0
(3v2 − 4vt+ t2) p(v) dv. Conclui-se
enta˜o que:
g(t, x) =
∫ t/2
0
(3u2 − 2ut)p(u) du+
∫ t/2
0
(3u2 − 4ut+ t2) p(u) du =
∫ t/2
0
(6u2 − 6ut+ t2) p(u) du .
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Verifiquemos tambe´m que p(u) e´ estritamente decrescente no intervalo [0, t/2]. Como
x > 0, enta˜o
p′(u) = x(1 + t− u)x−1 (1 + u)x−1 (2u− t) < 0, ∀u ∈ [0, t/2[ . (4.30)
Note-se agora que as relac¸o˜es (4.28), (4.29) e (4.30) permitem aplicar o caso i) do Lema
4.1 (ver Apeˆndice 4.A) para concluir que se t ∈ IR+ e x > 0, enta˜o:
g(t, x) =
∫ t/2
0
q(u)p(u) > 0.
Pela igualdade (4.28) tinhamos ja´ visto que g(t, 0) = 0, ∀t ∈ IR+0 . Em resumo, tem-se:
g(t, 0) = 0, ∀t ∈ IR+0 ,
g(t, x) > 0, ∀t ∈ IR+ ,∀x ∈ IR+.
Logo, atendendo a que Φ(a, x) =
∫ +∞
0
e−atg(t, x) dt,
Φ(a, 0) = 0, ∀a ∈ IR+ ,
Φ(a, x) > 0, ∀(a, x) ∈ IR+ × IR+ .
Consequentemente, por ana´lise da relac¸a˜o (4.24), conclui-se finalmente o resultado
pretendido:
Â′′aa(a, 0) = 0, ∀a ∈ IR+ ,
Â′′aa(a, x) > 0, ∀(a, x) ∈ IR+ × IR+ .
4.2.3 A Prova do Ponto 3)
Para completar a demonstrac¸a˜o do Teorema 4.1, resta a prova de que Â′′ax(a, x) =
Â′′xa(a, x) < 0, ∀(a, x) ∈ IR+ × IR+0 . A igualdade Â′′ax(a, x) = Â′′xa(a, x) obte´m-se facil-
mente pelo teorema de Schwarz. O processo de demonstrac¸a˜o e´ similar ao usado na
subsecc¸a˜o anterior, embora envolvendo detalhes te´cnicos diferentes.
Considere-se mais uma vez a func¸a˜o f(a, x) definida por (4.22) e defina-se desta
vez:
Ψ(a, x) = 2f ′x(a, x)f
′
a(a, x)− f(a, x) f ′′ax(a, x) .
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A partir da expressa˜o (4.23) obtem-se, por derivac¸a˜o em ordem a` varia´vel x:
Â′′ax(a, x) =
2 f ′x(a, x) f
′
a(a, x)− f(a, x) f ′′ax(a, x)
[f(a, x)]3
=
Ψ(a, x)
[f(a, x)]3
. (4.31)
Uma vez que f(a, x) e´ estritamente positiva, pela igualdade (4.31) tem-se que o sinal
de Â′′ax(a, x) e´ o mesmo de Ψ(a, x). Enta˜o o que se pretende demonstrar e´ equivalente
a
Ψ(a, x) < 0, ∀(a, x) ∈ IR+ × IR+0 .
Note-se que a partir de (4.22), podemos escrever
f ′a(a, x) = −
∫ +∞
0
e−at (1 + t)x t dt ,
f ′x(a, x) =
∫ +∞
0
e−at (1 + t)x ln(1 + t) dt ,
f ′′ax(a, x) = −
∫ +∞
0
e−at (1 + t)x t ln(1 + t) dt ,
e portanto,
L−1 {f(a, x)} = (1 + t)x ,
L−1 {f ′a(a, x)} = −(1 + t)x t ,
L−1 {f ′x(a, x)} = (1 + t)x ln(1 + t) ,
L−1 {f ′′ax(a, x)} = −(1 + t)x t ln(1 + t) .
Aplica-se novamente o teorema da convoluc¸a˜o, para obter:
L−1 {f ′x(a, x)f ′a(a, x)} =
∫ t
0
[(1 + u)x ln(1 + u)][−(1 + t− u)x(t− u)] du, (4.32)
L−1 {f ′′ax(a, x) f(a, x)} =
∫ t
0
[−(1 + u)xu ln(1 + u)][(1 + t− u)x] du. (4.33)
Seja
h(t, x) = 2L−1 {f ′x(a, x) f ′a(a, x)} − L−1 {f(a, x) f ′′ax(a, x)} . (4.34)
Observe-se que, por construc¸a˜o, h(t, x) = L−1 {Ψ(a, x)}, isto e´, L{h(t, x)} = Ψ(a, x).
Mais, a partir das expresso˜es (4.32) e (4.33), obtemos uma expressa˜o anal´ıtica que
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define a func¸a˜o h(t, x):
h(t, x) = −
∫ t
0
[u ln(1 + u)− 2(t− u) ln(1 + u)] [−(1 + t− u)x (1 + u)x] du ,
h(t, x) = −
∫ t
0
[(3u− 2t) ln(1 + u)] [−(1 + t− u)x (1 + u)x] du .
Para investigar o sinal da func¸a˜o h(t, x) iremos analisar inicialmente o caso x = 0, para
depois nos dedicarmos ao caso x > 0. Para verificar que h(t, 0) < 0, ∀t ∈ IR+ teremos
de enfrentar alguma manipulac¸a˜o alge´brica que foi feita com ajuda do programa de
ca´lculo simbo´lico Mathematica.
h(t, 0) =
∫ t
0
(3u− 2t) ln(1 + u) du ,
h(t, 0) =
(
− t
2
2
− 2t− 3
2
)
ln(1 + t) + 5
t2
4
+ 3
t
2
. (4.35)
Fazemos intervir agora a seguinte desigualdade:
ln(1 + t) >
6t+ 3t2
6 + 6t+ t2
, ∀t ∈ IR+ ,
que e´ citada em [18, pag.124] e foi obtida usando me´todos de aproximac¸a˜o de Pade´.
Usando-a na expressa˜o (4.35), obtemos para t > 0 e usando tambe´m o programa
Mathematica:
h(t, 0) <
(
− t
2
2
− 2t− 3
2
)
6t+ 3t2
6 + 6t+ t2
+ 5
t2
4
+ 3
t
2
,
h(t, 0) < − t
4
4t2 + 24t+ 24
< 0, ∀t ∈ IR+ . (4.36)
Se x = 0, enta˜o, atendendo a (4.36) e a que Ψ(a, x) =
∫ +∞
0
e−at h(t, x) dt, conclui-se
que para todo o a ∈ IR+ tem-se Ψ(a, 0) < 0 e portanto, Â′′ax(a, 0) < 0.
Resta analisar o sinal de h(t, x) quando x > 0. Para isso, recorremos inicialmente
a um argumento de simetria4, para obter a expressa˜o:
h(t, x)=−
∫ t/2
0
[(3u− 2t) ln(1 + u) + (t− 3u) ln(1 + t− u)]︸ ︷︷ ︸
r(u)
[−(1 + t− u)x(1 + u)x]︸ ︷︷ ︸
p(u)
du.
(4.37)
4Sendo p(u) = −(1 + t− u)x(1 + u)x, e efectuando a mudanc¸a de varia´vel v = t− u, obtemos:∫ t
t/2
(3u−2t) ln(1+u) p(u) du = −
∫ 0
t/2
[3(t−v)−2t] ln(1+t−v) p(v) dv =
∫ t/2
0
(t−3v) ln(1+t−v) p(v) dv.
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Verifiquemos agora que tanto p(u) como r(u) sa˜o func¸o˜es estritamente decrescentes
no intervalo [0, t/2] desde que x > 0. Essa conclusa˜o relativa a p(u) e´ imediata, pela
ana´lise do sinal da sua derivada de primeira ordem:
p′(u) = x(1 + t− u)x−1 (1 + u)x−1 (2u− t) < 0, se x > 0, ∀u ∈ [0, t/2[ .
Analisemos agora o sinal de r′(u) no intervalo [0, t/2]:
r′(u) = 3 ln(1 + u) +
3u− 2t
1 + u
− 3 ln(1 + t− u)− t− 3u
1 + t− u ,
r′(u) = −3 [ln(1 + t− u)− ln(1 + u)] + 3u− 2t
1 + u
− t− 3u
1 + t− u ,
r′(u) = −3 [ln(1 + t− u)− ln(1 + u)] + 6u+ 4ut− 2t
2 − 3t
(1 + u)(1 + t− u) . (4.38)
Como para t > 0:
ln(1 + u) < ln(1 + t− u), ∀u ∈ [0, t/2[ ,
6u+ 4ut− 2t2 − 3t < 0, ∀u ∈ [0, t/2[ ,
resulta de (4.38) que:
r′(u) < 0, ∀u ∈ [0, t/2[ ,
ou seja, tal como p(u) tambe´m r(u) e´ estritamente decrescente no intervalo [0, t/2].
Observe-se que r(0) = t ln(1 + t) > 0 e que, para t > 0,
r(t/2) = −t ln(1 + t/2) < 0 .
Sendo assim, uma vez que r e´ estritamente decrescente em [0, t/2], existe um ponto
u∗ ∈ ]0, t/2[, tal que:
r(u) > 0, ∀u ∈ ]0, u∗[ ∧ r(u) < 0, ∀u ∈ ]0, u∗[ .
Conclui-se enta˜o que:
h(t, x) = −
∫ t/2
0
(3u− 2t) ln(1 + u) p(u) du−
∫ t/2
0
(t− 3u) ln(1 + t− u) p(u) du ,
h(t, x) = −
∫ t/2
0
[(3u− 2t) ln(1 + u) + (t− 3u) ln(1 + t− u)] p(u) du .
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Ale´m disso, a func¸a˜o p(u) mante´m sinal negativo no intervalo ]0, t/2[ e, como vimos, e´
estritamente decrescente nesse intervalo. Deste modo, dado que h(t, 0) =
∫ t/2
0
r(u) du <
0, esta˜o reunidas as condic¸o˜es para aplicar o caso iii) do Lema 4.1 (ver Apeˆndice 4.A)
e concluir que ∫ t/2
0
r(u) p(u) du > 0 .
Por (4.37) tem-se enta˜o:
h(t, x) = −
∫ t/2
0
r(u) p(u) du < 0, ∀t ∈ IR+, ∀x ∈ IR+ . (4.39)
Finalmente, usa-se a desigualdade (4.39), atendendo a que Ψ(a, x) =
∫ +∞
0
e−at h(t, x) dt,
para se estabelecer Ψ(a, x) < 0, ∀(a, x) ∈ IR+ × IR+. Uma vez que tinhamos provado
que Ψ(a, 0) < 0, ∀a ∈ IR+, completa-se a prova observando a relac¸a˜o (4.31) para
concluir que Â′′ax(a, x) < 0, ∀(a, x) ∈ IR+ × IR+0 .
4.3 A Convexidade Conjunta de Â(a, x)
Nesta secc¸a˜o reunem-se algumas notas dispersas acerca de resultados de convexidade
conjunta de Â(a, x). Ate´ aqui temo-nos referido sempre a resultados de convexidade
na varia´vel x (fixando a em IR+), ou a resultados de convexidade na varia´vel a (fixando
x em IR+0 ). Entendendo agora Â(a, x) como uma func¸a˜o das duas varia´veis a e x, pode
questionar-se se sera´ convexa (ou mesmo estritamente convexa) em algum domı´nio
aberto e convexo de IR+ × IR+0 . Quase todos os problemas que essa questa˜o levantou
ficaram por resolver e afiguram-se de dif´ıcil resoluc¸a˜o.
Recordando o enunciado do Teorema 4.1, e´ natural colocar a questa˜o da convexidade
estrita conjunta de Â(a, x) em algum domı´nio aberto e convexo de IR+ × IR+0 . Para
abordar essa questa˜o, calcule-se a matriz Hessiana de Â(a, x):
∇2Â(a, x) =
 Â′′aa(a, x) Â′′ax(a, x)
Â′′xa(a, x) Â
′′
xx(a, x)
 .
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Note-se que, pelo teorema de Schwarz, Â′′ax(a, x) = Â
′′
xa(a, x), ∀ (a, x) ∈ IR+ × IR+0 ,
pelo que ∇2Â(a, x) e´ uma matriz sime´trica. Relembremos tambe´m que, as expresso˜es
anal´ıticas das derivadas de segunda ordem da Â(a, x) foram dadas em (4.13), (4.14) e
(4.16).
Para estabelecer a convexidade estrita conjunta de Â(a, x) em algum domı´nio aberto
e convexo de IR+×IR+, ha´ que estabelecer que∇2Â(a, x) e´ uma matriz definida positiva
nesse domı´nio. Condic¸a˜o equivalente a essa (pelo crite´rio de Sylvester), e´ verificarem-se
conjuntamente as duas desigualdades seguintes:
Â′′aa > 0 , (4.40)∣∣∣∇2Â(a, x)∣∣∣ = Â′′aaÂ′′xx− [Â′′ax]2 > 0 . (4.41)
A desigualdade (4.40) e´ verificada em IR+ × IR+, pelo ponto 1) do Teorema 4.1. Se
definirmos a func¸a˜o:
∆(a, x) =
∣∣∣∇2Â(a, x)∣∣∣ = Â′′aa(a, x) Â′′xx(a, x)− [Â′′ax(a, x)]2 , (4.42)
a questa˜o resume-se a encontrar um domı´nio D ⊂ IR+ × IR+ aberto e convexo de
pontos onde se verifica ∆(a, x) > 0. Neste caso, estabeleceriamos a convexidade
estrita conjunta da func¸a˜o Â(a, x) no domı´nio D.
4.3.1 Um Contraexemplo
Pelo ponto 2) do Teorema 4.1, tem-se que se x = 0 enta˜o Â′′aa(a, x) = 0. Por (4.42), e´
imediato concluir que nesse caso se tem
∣∣∣∇2Â(a, x)∣∣∣ < 0. Nesta subsecc¸a˜o provaremos
um resultado mais forte, que implica nomeadamente que Â(a, x) na˜o e´ convexa em
IR+ × IR+.
Usando a recursa˜o classicamente usada para o ca´lculo da func¸a˜o de Erlang-B, po-
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demos escrever:
B(a, 0) = 1 ,
B(a, 1) =
a
a+ 1
,
B(a, 2) =
a2
a2 + 2a+ 2
,
B(a, 3) =
a3
a3 + 3a2 + 6a+ 6
.
Enta˜o tambe´m se tem:
Â(a, 0) = a ,
Â(a+ 1, 1) =
(a+ 1)2
a+ 2
,
Â(a+ 2, 2) =
(a+ 2)3
(a+ 2)2 + 2(a+ 2) + 2
,
Â(a+ 3, 3) =
(a+ 3)4
(a+ 3)3 + 3(a+ 3)2 + 6(a+ 3) + 6
.
Fixado um valor para a ∈ IR+, verifica-se facilmente que (a+ 1, 1) e´ o ponto me´dio do
segmento que une os pontos (a, 0) e (a+ 2, 2):
(a+ 1, 1) =
1
2
(a, 0) +
1
2
(a+ 2, 2) .
Supondo, por absurdo, que Â(a, x) e´ estritamente convexa em IR+ × IR+0 , teria de se
verificar por definic¸a˜o de func¸a˜o estritamente convexa:
Â(a+ 1, 1) <
1
2
Â(a, 0) +
1
2
Â(a+ 2, 2) .
Esta condic¸a˜o e´ equivalente a`s seguintes:
(a+ 1)2
a+ 2
<
1
2
(
a+
(a+ 2)3
(a+ 2)2 + 2(a+ 2) + 2
)
,
F1(a) =
(a+ 1)2
a+ 2
− 1
2
(
a+
(a+ 2)3
(a+ 2)2 + 2(a+ 2) + 2
)
< 0 .
Depois de alguma manipulac¸a˜o alge´brica (efectuada pelo MATHEMATICA), pode
obter-se a expressa˜o anal´ıtica simplificada para a func¸a˜o F1(a):
F1(a) =
2
a3 + 8a2 + 22a+ 20
. (4.43)
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Verifica-se imediatamente, por (4.43), que F1(a) > 0, ∀ a ∈ IR+. Logo tem-se que e´
absurdo considerar que Â(a, x) e´ convexa em IR+ × IR+0 .
Por outro lado e seguindo a mesma linha de racioc´ınio, fixamos um valor para
a ∈ IR+ e verificamos que (a + 2, 2) e´ o ponto me´dio do segmento que une os pontos
(a+ 1, 1) e (a+ 3, 3):
(a+ 2, 2) =
1
2
(a+ 1, 1) +
1
2
(a+ 3, 3) .
Supondo, por absurdo, que Â(a, x) e´ estritamente convexa em IR+ × IR+, teria de se
verificar por definic¸a˜o de func¸a˜o estritamente convexa:
Â(a+ 2, 2) <
1
2
Â(a+ 1, 1) +
1
2
Â(a+ 3, 3) .
Esta condic¸a˜o e´ equivalente a` seguinte:
(a+ 2)3
(a+ 2)2 + 2(a+ 2) + 2
− 1
2
(
(a+ 1)2
a+ 2
+
(a+ 3)4
(a+ 3)3 + 3(a+ 3)2 + 6(a+ 3) + 6
)
< 0.
Depois de alguma manipulac¸a˜o alge´brica (efectuada pelo MATHEMATICA), pode
obter-se a expressa˜o anal´ıtica seguinte para representar o primeiro membro da desi-
gualdade anterior (que denotaremos por F2(a)):
F2(a) =
2a3 + 24a2 + 72a+ 48
a6 + 20a5 + 169a4 + 770a3 + 1986a2 + 2736a+ 1560
. (4.44)
Ao examinar (4.44) e´ imediato verificar que F2(a) > 0, ∀ a ∈ IR+. Logo tem-se que e´
absurdo considerar que Â(a, x) e´ convexa em IR+ × IR+.
Das considerac¸o˜es acima tecidas e´ tambe´m o´bvio que Â(a, x) na˜o e´ convexa no
seguinte domı´nio:
G = { (a, x) ∈ IR+ × IR+ : a > x} .
Focaremos assim a nossa atenc¸a˜o para o subdomı´nio:
H = { (a, x) ∈ IR+ × IR+ : a < x} ,
onde Â(a, x) podera´ ser estritamente convexa. Note-se que os pontos do conjunto H
sa˜o zonas em que B(a, x) e´ baixo (zonas de baixo bloqueio).
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4.3.2 A Condic¸a˜o de Convexidade Conjunta
Formas equivalentes a` desigualdade (4.41) sa˜o agora obtidas. Para esse efeito, ha´
vantagens de notac¸a˜o em introduzir a famı´lia de func¸o˜es:
Yk,l(a, x) =
∫ ∞
0
e−az(1 + z)x zk [ln(1 + z)]l dz, k = 0, 1, 2, . . . ; l = 0, 1, 2, . . .
Por diferenciac¸a˜o da expressa˜o anterior, sa˜o imediatas as seguintes regras:
∂ Yk,l
∂ a
= −Yk+1,l , e ∂ Yk,l
∂ x
= +Yk,l+1 . (4.45)
Por outro lado, e´ fa´cil de verificar que:
Â(a, x) =
1
Y0,0(a, x)
. (4.46)
Usando as igualdades (4.45), obtemos por diferenciac¸a˜o sucessiva da expressa˜o (4.46),
a matriz Hessiana de Â(a, x) na forma:
∇2Â(a, x) = 1
Y 300
 2Y 21,0 − Y0,0Y2,0 Y1,1Y0,0 − 2Y0,1Y1,0
Y1,1Y0,0 − 2Y0,1Y1,0 2Y 20,1 − Y0,0Y0,2
 .
Uma condic¸a˜o equivalente a` desigualdade (4.41), e´ enta˜o obtida em termos das func¸o˜es
Yk,l: (
2Y 20,1 − Y0,0Y0,2
) (
2Y 21,0 − Y0,0Y2,0
) − (Y1,1Y0,0 − 2Y0,1Y1,0)2 > 0 .
Desenvolvendo e simplificando esta u´ltima desigualdade, obtemos sucessivamente:
4Y 20,1Y
2
1,0 − 2Y 20,1Y0,0Y2,0 − 2Y 21,0Y0,0Y0,2 − Y 21,1Y 20,0 + 2Y0,1Y1,0Y0,0Y1,1 − 4Y 20,1Y 21,0 > 0 ,
Y0,0
[
2Y0,1Y1,0Y1,1 − Y 21,1Y0,0 − 2Y 20,1Y2,0 − 2Y 21,0Y0,2
]
> 0 .
Definimos agora a func¸a˜o:
Υ(a, x) = 2Y0,1Y1,0Y1,1 − Y 21,1Y0,0 − 2Y 20,1Y2,0 − 2Y 21,0Y0,2 .
Uma vez que Y00(a, x) > 0, e´ fa´cil de concluir que para encontrar um domı´nio D ∈
IR+ × IR+ aberto e convexo onde a func¸a˜o Â(a, x) seja estritamente convexa, basta
garantir que nesse domı´nio se tem Υ(a, x) > 0. Esta desigualdade na˜o se verifica em
todos os pontos de IR+ × IR+, como vimos na subsecc¸a˜o anterior. Afigura-se dif´ıcil
estabelecer em que pontos se verifica.
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4.3.3 Experieˆncias Computacionais e Conjecturas
Os valores da func¸a˜o ∆(a, x), definida pela expressa˜o (4.42), podem ser numericamente
calculados usando as expresso˜es anal´ıticas das derivadas Â′′xx, Â
′′
aa e Â
′′
ax dadas pelas
relac¸o˜es (4.13), (4.15) e (4.17). Basta para isso dispoˆr de um algoritmo de ca´lculo da
func¸a˜o de Erlang-B e das suas derivadas. Nas experieˆncias computacionais efectuadas,
usaram-se o Me´todo da Recursa˜o Completa (ver Cap´ıtulo 2) e o Me´todo da Recursa˜o
Reduzida (ver Cap´ıtulo 3).
Fixando x > 1, as experieˆncias computacionais efectuadas parecem sugerir que
∆(a, x) e´ positiva para a suficientemente baixo, e negativa para a suficientemente ele-
vado. Parece tambe´m ser sugerido que, fixado x > 1, a equac¸a˜o ∆(a, x) = 0 tem
soluc¸a˜o u´nica.
Assim, fixando diferentes valores de x, resolvemos a equac¸a˜o ∆(a, x) = 0 (equiva-
lente a Υ(a, x) = 0). Para me´todo nume´rico de resoluc¸a˜o da equac¸a˜o usou-se o me´todo
das secantes. Os resultados figuram na Tabela 1. Note-se que nem sequer se provou
que ∆(a, x) tem um u´nico zero fixado um certo x > 1, pelo que estas experieˆncias
computacionais na˜o sa˜o mais do que especulac¸o˜es.
As experieˆncias nume´ricas efectuadas e a discussa˜o tida nesta secc¸a˜o, parecem su-
gerir que Â(a, x) na˜o sera´ estritamente convexa (conjuntamente) em todo o H. No
entanto, parecem tambe´m sustentar uma conjectura acerca de uma subregia˜o de con-
vexidade estrita conjunta de Â(a, x). Assim, apresentamos a seguinte conjectura.
Conjectura 4.1 Â(a, x) e´ estritamente convexa no seguinte aberto e convexo de IR+×
IR+:
S = { (a, x) ∈ IR+ × IR+ : a < x−√x} .
Note-se que o subconjunto S de H, considerado na conjectura anterior, pode ser
encarado da forma que em seguida se explica. Em [8] define-se a constante
c =
a− x√
x
,
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x a x a x a x a
1.5 30.4856 15.00 16.78463 70.0 69.8533 600.0 593.637
1.75 17.9625 20.0 21.47984 75.0 74.7377 700.0 692.885
2.0 13.2023 25.0 26.2363 80.0 79.626 800.0 792.185
3.0 8.46005 30.0 31.0270 85.0 84.518 900.0 891.528
4.0 8.01297 35.0 35.8417 90.0 89.4139 1E3 990.906
5.0 8.35763 40.0 40.6723 95.0 94.3124 1E4 9964.73
6.0 8.97296 45.0 45.5156 100.0 99.213 1E5 99882.0
7.0 9.71151 50.0 50.3689 200.0 197.611 1E6 999620.
8.0 10.5165 55.0 55.2304 300.0 296.389 1E7 9998793.
9.0 11.3695 60.0 60.99019 400.0 395.361 1E8 99996180.
10.0 12.2328 65.0 64.9735 500.0 494.455
Tabela 4.1: Aproximac¸o˜es para os zeros de ∆(a, x).
como sendo o tra´fego oferecido standard , quando a e´ o tra´fego oferecido e x o nu´mero
de circuitos. Pode verificar-se, com facilidade, que os pontos do conjunto S sa˜o carac-
terizados pela condic¸a˜o c < −1.
Para terminar note-se que outra questa˜o muito relacionada com esta, sera´ a da
convexidade conjunta da pro´pria func¸a˜o de Erlang-B — B(a, x). Na verdade, fixado
x, para a suficientemente baixo tem-se B′′aa > 0 (ver [1]) e, portanto, B(a, x) e´ convexa
na varia´vel a e na varia´vel x. A questa˜o da convexidade conjunta de B(a, x) po˜e-se
do mesmo modo que se po˜e a questa˜o da convexidade de Â(a, x). A priori , afigura-se
poss´ıvel que haja regio˜es comuns de convexidade conjunta de B(a, x) e de Â(a, x).
4.4 Concluso˜es
Neste trabalho considerou-se o sistema de perda de Erlang, generalizado para o caso em
que o nu´mero de circuitos x e´ um valor real na˜o negativo. Usou-se para isso a extensa˜o
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anal´ıtica de R. Fortet para a func¸a˜o de Erlang-B. Estabeleceu-se no Teorema 4.1, o sinal
das derivadas de segunda ordem da func¸a˜o tra´fego de transbordo, Â(a, x), nesse sistema.
Surgem de imediato consequeˆncias relativas a` convexidade estrita da func¸a˜o Â(a, x) nas
varia´veis a e x. Estes resultados teˆm potencial interesse nas aplicac¸o˜es, especialmente
em problemas de optimizac¸a˜o, nomeadamente em formulac¸o˜es de partilha de carga e
alocac¸a˜o de servidores. Por outro lado, o facto da derivada rectangular Â′′ax ser negativa,
implica uma desigualdade envolvendo a func¸a˜o derivada B′x. Por fim, considera-se a
questa˜o da convexidade estrita conjunta de Â(a, x), em algum domı´nio aberto e convexo
de IR+ × IR+. Aborda-se essa questa˜o em alguns casos particulares, e com base em
alguns resultados computacionais apresentados, conjectura-se que a func¸a˜o Â(a, x) e´
estritamente convexa em zonas de baixo bloqueio, onde o tra´fego oferecido standard e´
inferior a −1.
4.A Lema Auxiliar
Lema 4.1 Sejam g(z) e h(z) func¸o˜es reais definidas em [α, β[⊂ IR que cumprem:
{ g(z) > 0 ∧ h(z) > κ, ∀ z ∈ ]α, z∗[ }∧ { g(z) < 0 ∧ h(z) < κ, ∀ z ∈ ]z∗, β[ } ,(4.47)
para valores fixos de z∗ ∈ ]α, β[ e de k ∈ IR. Se U = ∫ β
α
g(z) dz e V =
∫ β
α
g(z)h(z) dz
existem e sa˜o finitos para certo β ∈ ]α,+∞], enta˜o V > 0 quando se verifica um dos
quatro casos a seguir enumerados:
i) U = 0 , ii) k > 0 ∧ U ≥ 0 , iii) k < 0 ∧ U ≤ 0 , iv) k = 0 . (4.48)
Prova: Consideremos as decomposic¸o˜es:
V =
∫ z∗
α
g(z)h(z) dz︸ ︷︷ ︸
V1
+
∫ β
z∗
g(z)h(z) dz︸ ︷︷ ︸
V2
e U =
∫ z∗
α
g(z) dz︸ ︷︷ ︸
U1
+
∫ β
z∗
g(z) dz︸ ︷︷ ︸
U2
.
Claramente V1, V2, U1 e U2 existem e sa˜o finitos. Pela hipo´tese (4.47) conclui-se que
U1 > 0 e U2 < 0, pelo que estes integrais sa˜o diferentes de zero. Existem enta˜o
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nu´meros reais κ1 e κ2 tais que κ1 = V1/U1 e κ2 = V2/U2. Podemos enta˜o escrever
V = κ1U1 + κ2U2 e deduzir, sucessivamente:
g(z)h(z) > g(z)κ, ∀z ∈ ]α, z∗[ =⇒ V1 >
∫ z∗
α
g(z)κ dz
=⇒ κ1U1 > κU1
=⇒ κ1 > κ ,
g(z)h(z) > g(z)κ, ∀z ∈ ]z∗, β[ =⇒ V2 >
∫ β
z∗
g(z)κ dz
=⇒ κ2U2 > κU2
=⇒ κ2 < κ .
Note-se que as duas relac¸o˜es de ordem obtidas permitem concluir que κ1 > κ2. Pro-
varemos agora que qualquer uma das quatro condic¸o˜es listadas em (4.48), por si so´,
garante que V > 0:
(i) Se U = 0, enta˜o U2 = −U1. Obtem-se: V = κ1 U1 + κ2 U2 = κ1 U1 − κ2 U1 =
U1(κ1 − κ2 ) > 0 .
(ii) Se U ≥ 0, enta˜o U1 ≥ −U2. Como κ > 0, enta˜o g(z)h(z) > g(z)κ > 0, ∀z ∈
]α, z∗[, donde resulta V1 > 0. Mas como U1 > 0, temos κ1 = V1/U1 > 0. Obtemos
κ1U1 ≥ −κ1U2 e somando a ambos os membros desta desigualdade o termo κ2U2,
conclui-se V ≥ −κ1U2 + κ2U2 = U2(κ2 − κ1 ) > 0.
(iii) Se U ≤ 0, enta˜o U2 ≤ −U1. Como κ < 0, enta˜o g(z)h(z) > g(z)κ > 0, ∀z ∈
]z∗, β[, donde resulta V2 > 0. Mas como U2 < 0, temos κ2 = V2/U2 < 0. Obtemos
κ2U2 ≥ −κ2U1 e somando a ambos os membros desta desigualdade o termo κ1U1,
conclui-se V ≥ −κ2U1 + κ1U1 = U1(κ1 − κ2 ) > 0.
(iv) Se k = 0, enta˜o g(z)h(z) > 0,∀z ∈ ]α, z∗[∪ ]z∗, β[. Claramente, tem-se V > 0. 
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Cap´ıtulo 5
Optimizac¸a˜o de Sistemas
Multidimensionais de Erlang-B
Resumo1
Os modelos de dimensionamento de redes de comutac¸a˜o por circuitos (do tipo das redes
telefo´nicas), conduzem a problemas de optimizac¸a˜o de muito elevada complexidade e
geralmente de grande dimensa˜o, sendo normalmente abordados com base numa decom-
posic¸a˜o em va´rios problemas e sub-problemas de optimizac¸a˜o. Genericamente trata-se
da optimizac¸a˜o estrutural da rede e conjuntamente da determinac¸a˜o dos encaminha-
mentos dos fluxos aleato´rios de chamadas entre pares de nodos.
Neste cap´ıtulo abordam-se problemas ba´sicos de optimizac¸a˜o de um sistema de te-
letra´fego muito comum em redes deste tipo, o sistema de Erlang-B, focando a repartic¸a˜o
de um total de κ canais de transmissa˜o por va´rios grupos de circuitos funcionais aos
quais sa˜o oferecidos tra´fegos de Poisson, de intensidades conhecidas. Os crite´rios geral-
mente adoptados sa˜o ou a igualdade de oportunidades para os utilizadores dos va´rios
grupos (dividindo-se os circuitos de tal modo que sejam iguais as probabilidades de
bloqueio de chamadas) ou a maximizac¸a˜o do tra´fego transportado no sistema global.
1O conteu´do deste cap´ıtulo e´ parcialmente baseado nos Memorandos [9, 7].
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Designa-se o primeiro crite´rio por Equidade e o segundo por Eficieˆncia. Po˜e-se em
evideˆncia o conflito entre os dois objectivos e caracterizam-se as soluc¸o˜es de ma´xima
Equidade e de ma´xima Eficieˆncia. Apresentam-se ainda algoritmos de ca´lculo dessas
soluc¸o˜es, tirando partido de propriedades de convexidade das func¸o˜es objectivo prova-
das no Cap´ıtulo 4. Para o efeito, utiliza-se o me´todo de Newton-Raphson, calculando
derivadas de primeira e segunda ordem da func¸a˜o de Erlang-B relativamente ao nu´mero
de circuitos, usando os algoritmos nume´ricos propostos nos Cap´ıtulos 2 e 3.
Finalmente, aborda-se a formulac¸a˜o bicrite´rio do problema e apresentam-se alguns
resultados matema´ticos que caracterizam o conjunto N das soluc¸o˜es na˜o dominadas
(o´ptimos de Pareto). Sugere-se uma formulac¸a˜o parame´trica monocrite´rio equivalente,
apo´s um processo expedito de linearizac¸a˜o das restric¸o˜es. Mostra-se que o ca´lculo dos
o´ptimos de Pareto se resume a` minimizac¸a˜o de uma func¸a˜o estritamente convexa num
domı´nio que e´ um simplex de IRn. Por todas essas razo˜es, e´ proposto um algoritmo
para percorrer N (“travelling on N”), usando de novo o me´todo de Newton-Raphson.
Adopta-se uma estrate´gia, designada por monotonia das restric¸o˜es activas, para lidar
com a questa˜o de saber quais as restric¸o˜es activas em cada o´ptimo de Pareto. Em cada
iterac¸a˜o do algoritmo, as derivadas parciais da func¸a˜o de Erlang-B de primeira e se-
gunda ordem (na varia´vel nu´mero de circuitos) sa˜o calculadas pelos me´todos nume´ricos
propostos nos Cap´ıtulos 2 e 3.
5.1 Introduc¸a˜o
O estudo dos fluxos em sistemas de teletra´fego passa inicialmente pelo estabelecimento
de modelos que descrevem alguns sistemas ba´sicos. Neste trabalho definimos um sis-
tema que pode ser inteiramente descrito em termos do modelo de Erlang-B, pelo que
comec¸amos por uma breve exposic¸a˜o relativa ao contexto em que surge. Esse modelo foi
introduzido no histo´rico artigo [5] do matema´tico A. K. Erlang ao servic¸o da empresa
operadora da rede telefo´nica da Dinamarca. Esse modelo foi introduzido para descre-
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ver uma situac¸a˜o ba´sica de escoamento de tra´fego telefo´nico como a que se encontra
esquematizada de forma sugestiva na Figura 5.1 (ver pa´gina seguinte).
Considere-se enta˜o um universo de assinantes de grande dimensa˜o que gera cha-
madas telefo´nicas seguindo um processo de Poisson. Se Pr{N(T ) = i} denotar a
probabilidade de serem geradas exactamente i chamadas no intervalo de tempo ]0, T ],
enta˜o:
Pr{N(T ) = i} = (λT )
i
i!
e−λT , (5.1)
sendo λ o nu´mero me´dio de chamadas geradas na unidade de tempo. Considere-se
depois que a durac¸a˜o de uma chamada telefo´nica que esta´ em progresso e tem origem
num tal universo, tem me´dia µ−1 e segue uma distribuic¸a˜o exponencial negativa2. Se
Pr{t > τ} designar a probabilidade de uma chamada ter durac¸a˜o superior a τ , enta˜o:
Pr{t > τ} = e−µτ . (5.2)
Sendo
a =
λ
µ
, (5.3)
diz-se que esse universo de assinantes gera um tra´fego de Poisson de me´dia a (expressa
na unidade Erlang). Quando esta´ impl´ıcito que o tra´fego e´ de Poisson, e´ comum dizer-se
que o tra´fego oferecido ao sistema que encaminha as chamadas e´ a.
Considere-se enta˜o a Figura 5.1, que representa um grupo de x ∈ IN circuitos com
acesso completo, ao qual e´ oferecido um tra´fego de Poisson com me´dia a ∈ IR+. Para
uma chamada ser encaminhada e´ necessa´rio ocupar um e um so´ circuito no grupo.
Quando uma chamada e´ gerada no universo descrito, e ha´ algum circuito livre, essa
chamada ocupa um qualquer circuito livre durante o per´ıodo da sua durac¸a˜o. Quando
uma chamada e´ gerada e todos os circuitos esta˜o ocupados, diz-se que e´ perdida ou
bloqueada. Esta situac¸a˜o de bloqueio impede o utilizador de obter a ligac¸a˜o pretendida.
2Por ser um modelo adequado para este efeito considera-se esta distribuic¸a˜o exponencial negativa,
mas para o que segue podia-se considerar uma distribuic¸a˜o arbitra´ria de me´dia µ−1 com me´dia e
variaˆncia finitas, dada a propriedade de insensibilidade a` distribuic¸a˜o dos tempos de servic¸o do sistema
M/M/n/0.
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Tra´fego Oferecido
@
@
@
@
@ 
 
 
 
 
a = λ/µ
Canal com x circuitos
Figura 5.1: Esquema ba´sico de escoamento de tra´fego telefo´nico.
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gppp   `````` `` gp pp
  `` `` `` ` gp pp   `````` `` • • • gppp
  `` `` `` ` • • • gppp   `````` ``︸ ︷︷ ︸∞ −→ a −→ ©©©· · · © · · · ©©︸ ︷︷ ︸x
Figura 5.2: Representac¸a˜o esquema´tica de um sistema de perda de Erlang.
Em 1917, A. K. Erlang, [5], provou que na situac¸a˜o de equil´ıbrio estat´ıstico, a
probabilidade de bloqueio num tal sistema, denotada por B(a, x), podia ser obtida por
B(a, x) =
ax/x!∑x
j=0 a
j/j!
, (5.4)
expressa˜o que ficou conhecida como fo´rmula de perda de Erlang ou fo´rmula de Erlang-B.
As hipo´teses em que assenta o estabelecimento do modelo esta˜o largamente confirmadas
por dados experimentais, pelo que em 1977 o modelo de Erlang-B foi recomendado na
norma E.520 do International Consultative Commitee for Telegraphs and Telephones
(CCITT) para a ana´lise e projecto de sistemas com perda, de tipo telefo´nico.
Pode dizer-se que a func¸a˜o assim definida, tem uma importaˆncia central em toda a
teoria de teletra´fego e por esse facto tem vindo a ser intensamente estudada (ver por
exemplo [1, 11, 12, 13, 19]). Esses estudos passam normalmente por obter a extensa˜o
anal´ıtica de R. Fortet [21, pag.602] referida no Cap´ıtulo 2:
B(a, x) =
(
a
∫ +∞
0
e−az (1 + z)x dz
)−1
, (5.5)
podendo-se assim considerar que o nu´mero de circuitos e´ uma varia´vel3 x ∈ IR⊕. Note
que um canal de comunicac¸a˜o de um sistema real tem de ter uma capacidade que
e´ um nu´mero inteiro positivo de circuitos. Mas considerar x um real na˜o negativo,
tem vantagens na ana´lise destes sistemas uma vez que permite definir grupos fict´ıcios
de Erlang-B (que na˜o correspondem a grupos f´ısicos do sistema). Este processo tem
inega´vel interesse na modelac¸a˜o dos sistemas e em termos de engenharia do teletra´fego,
pois permite obter me´todos de optimizac¸a˜o muito eficientes.
3Usamos a notac¸a˜o IR⊕ para designar o conjunto IR+0 .
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Note que B(a, x) ∈ [0, 1] e que
lim
x→∞
B(a, x) = 0, ∀ a ∈ IR+ .
Como B(a, 0) = 1, ∀a ∈ IR+, podemos avaliar B(a, x) atrave´s da recursa˜o (2.3) quando
x e´ um nu´mero natural. Essa recursa˜o foi estudada e generalizada em [8, 10] (ver
Cap´ıtulos 2 e 3), permitindo estabelecer me´todos de ca´lculo na˜o so´ da func¸a˜o como das
suas derivadas parciais na varia´vel x.
Por derivac¸a˜o de (5.5) estabelece-se que as derivadas parciais de primeira ordem de
B(a, x) sa˜o dadas por (ver [11]):
B′a(a, x) =
( x
a
− 1 +B(a, x)
)
B(a, x) , (5.6)
B′x(a, x) = −[B(a, x)]2 a
∫ +∞
0
e−az (1 + z)x ln(1 + z) dz . (5.7)
Por (5.7) se verifica que a func¸a˜o de Erlang-B e´ estritamente decrescente na varia´vel x
para todo o a ∈ IR+. Por outro lado, demonstra-se que B′a e´ sempre positiva (ver [12]).
Derivando (5.7) obtem-se a derivada de segunda ordem na varia´vel x:
B′′xx(a, x) = −2B(a, x)B′x(a, x) a
∫ +∞
0
e−az (1 + z)x ln(1 + z) dz −
− [B(a, x)]2 a
∫ +∞
0
e−az (1 + z)x [ln(1 + z)]2 dz . (5.8)
A convexidade da func¸a˜o de Erlang-B na varia´vel xmanteve-se como conjectura durante
de´cadas. Foi inicialmente provada para x ∈ IN0 em 1972 por E.J. Messerli [16]. Para o
caso geral (x ∈ IR⊕) foi demonstrada em 1986 por A.A. Jagers e E.A. Van Doorn [13].
Em [8] demonstra-se que B′′xx(a, x) e´ estritamente positiva para x ∈ [1,+∞[ e para
qualquer a positivo (ver Cap´ıtulo 2). Este resultado implica a convexidade estrita da
func¸a˜o na varia´vel x, se x ≥ 1. No Cap´ıtulo 4, apresenta-se uma prova alternativa dessa
convexidade estrita na forma de um resultado mais geral pois e´ va´lida para x ≥ 0.
Na especificac¸a˜o dos algoritmos que apresentaremos torna-se imprescind´ıvel o ca´lculo
de B(a, x), B′x(a, x) e B
′′
xx(a, x). O me´todos nume´ricos usados foram propostos em [8,
10] e foram expostos nos Cap´ıtulos 2 e 3.
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Como B(a, x) representa a proporc¸a˜o de chamadas que sa˜o perdidas, a func¸a˜o:
A˜(a, x) = a [1−B(a, x)] , (5.9)
designa-se por tra´fego transportado e pode demonstrar-se que da´ o nu´mero me´dio de
chamadas em progresso no grupo.
A func¸a˜o:
Â(a, x) = aB(a, x) , (5.10)
designa-se por tra´fego perdido e da´ o nu´mero me´dio de chamadas que sofrem bloqueio
durante a durac¸a˜o me´dia de uma chamada.
a -♦ ffbA(a,x) eA(a,x) 6
?
x
Figura 5.3: Modelo de fluxo para um grupo de Erlang-B em equil´ıbrio estat´ıstico.
As func¸o˜es atra´s definidas podem relacionar-se bem se pensarmos num fluxo deter-
minista de intensidade a, que e´ oferecido a um canal com capacidade x atrave´s de um
nodo de acesso (Figura 5.3). Este nodo rejeita uma quantidade de fluxo igual a Â(a, x)
e aceita para fluir no canal uma quantidade de fluxo igual a A˜(a, x).
A conservac¸a˜o de fluxo nesse nodo obriga a que a = A˜(a, x) + Â(a, x), o que se
cumpre sempre por (5.9) e (5.10). E´ claro que esta concretizac¸a˜o para um sistema de
Erlang-B, com um nu´mero real na˜o negativo de circuitos, cria uma imagem simplifi-
cada do sistema, mas tem interesse conceptual e em termos de ca´lculo (no aˆmbito de
problemas de optimizac¸a˜o), pois permite relacionar bem as principais entidades em es-
tudo no sistema. Note-se a propo´sito que embora o sistema seja estoca´stico, neste tipo
de abordagem so´ estamos interessados no estudo de quantidades que sa˜o esperanc¸as
matema´ticas das varia´veis aleato´rias que descrevem o sistema na situac¸a˜o de equil´ıbrio
estat´ıstico. Por exemplo, o fluxo no canal e´ o nu´mero me´dio de chamadas em progresso.
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a1 -♦ ffbA(a1,x1) eA(a1,x1) 6
?
x1
L1
a2 -♦ ffbA(a2,x2) eA(a2,x2) 6
?
x2
L2qqq qqq qqq
Ln−1
an -♦ ffbA(an,xn) eA(an,xn) 6
?
xn
Ln
an+1 -♦ ffbA(an+1,xn+1) eA(an+1,xn+1) 6
?
xn+1
6
κ
?
Figura 5.4: Modelo de fluxo para o sistema multidimensional de Erlang-B.
Considere agora a Figura 5.4 que representa um sistema Sn+1 constituido por n+1
grupos independentes com acesso completo e com capacidades na˜o negativas xi, i =
1(1)n+1, respectivamente. Ao grupo i, i = 1(1)n+1, e´ oferecido um tra´fego de Poisson
com me´dia ai ∈ IR+. Neste sistema dispomos de um total de κ circuitos para distribuir
pelos n + 1 grupos, ou seja, o projecto esta´ sujeito a` restric¸a˜o
∑n+1
i=1 xi = κ, sendo
κ uma quantidade fixa. Deste modo, na Figura 5.4, esquematiza-se uma divisa˜o de
recursos entre n+1 grupos de Erlang-B: As linhas diviso´rias Li, i = 1(1)n podem sofrer
deslocamentos verticais, alterando as capacidades xi dos n + 1 canais, mas mantendo
a sua soma
∑n+1
i=1 xi = κ constante. Quaisquer que sejam os crite´rios envolvidos na
escolha dos xi, i = 1(1)n + 1, ha´ so´ n varia´veis de decisa˜o. Na verdade, a restric¸a˜o
imposta para a soma das capacidades dos canais torna, por exemplo, xn+1 determinada
quando se determinam as restantes n varia´veis xi, i = 1(1)n.
Nesse projecto ha´ normalmente dois crite´rios envolvidos. O primeiro crite´rio e´ o da
eficieˆncia global do sistema — pretende-se maximizar o nu´mero me´dio de chamadas
em progresso no sistema, ou seja a soma
∑n+1
i=1 A˜(ai, xi). E´ um crite´rio economicista
pois reflecte a preocupac¸a˜o de maximizar receitas advindas da explorac¸a˜o comercial
do servic¸o prestado aos utilizadores. O segundo crite´rio e´ manter a qualidade desse
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servic¸o dentro de n´ıveis uniformes e aceita´veis para todos os utilizadores (crite´rio de
equidade). No contexto do problema, a qualidade do servic¸o tem a ver com a proporc¸a˜o
de chamadas bloqueadas. O ideal seria que essa proporc¸a˜o fosse ta˜o baixa, que as
situac¸o˜es de bloqueio fossem ta˜o raras que os utilizadores permanecessem com a ideia
de que teˆm o servic¸o sempre dispon´ıvel. A medida da qualidade de servic¸o num grupo
e´ a probabilidade de bloqueio nesse grupo.
Como veremos, estes dois crite´rios sa˜o conflituosos, ou seja a maximizac¸a˜o da
eficieˆncia do sistema conduz necessariamente a que haja uma qualidade de servic¸o
na˜o uniforme para todos os grupos4. Neste trabalho pretende-se obter um me´todo de
apoio a` decisa˜o envolvida no projecto do sistema, ou seja determinar a capacidade de
cada um dos grupos de Erlang-B, tendo em conta uma formulac¸a˜o matema´tica que
envolva os dois crite´rios apresentados.
5.2 Formulac¸a˜o do Problema
Inicialmente introduziremos alguns pormenores de notac¸a˜o. IRp+ e IR
p
⊕ designam, res-
pectivamente, o ortante positivo e na˜o negativo de IRp, ou seja:
IRp+ = {y ∈ IRp : yi > 0, i = 1(1)p } ,
IRp⊕ = {y ∈ IRp : yi ≥ 0, i = 1(1)p } .
Para D ∈ IRp, os conjuntos ◦D e ∂D designam, respectivamente o interior e a fronteira
de D. Denotamos por a ∈ IRn+1+ o vector de tra´fegos oferecidos, e x¯ ∈ IRn+1⊕ designa o
vector de capacidades dos grupos:
a = [a1, a2, . . . , an, an+1]
T ,
x¯ = [x¯1, x¯2, . . . , x¯n, x¯n+1]
T , (5.11)
4No caso geral, pois no caso sime´trico em que todos os ai, i = 1(1)n+1 sa˜o iguais na˜o ha´ conflito.
150 CAPI´TULO 5
onde aj e´ o tra´fego oferecido ao grupo j que tem uma capacidade dada por x¯j para
j = 1(1)n+ 1. Supomos sem perda de generalidade que
a1 ≥ a2 ≥ a3 ≥ · · · ≥ an ≥ an+1. (5.12)
Fixado o vector a, a sua norma absoluta de Holder e´ designada por α, ou seja
α = ‖ a ‖1 =
n+1∑
j=1
aj . (5.13)
As primeiras n posic¸o˜es de x¯ formam um vector de IRn⊕ que designamos por x. Ou
seja, xj = x¯j, j = 1(1)n.
Sempre que o valor de x¯j (capacidade do canal j) esteja claro no contexto, usa-se
a notac¸a˜o bj para designar B(aj, x¯j) — o bloqueio no grupo j. Da mesma forma,
as derivadas na varia´vel nu´mero de circuitos B′x(aj, x¯j) e B
′′
xx(aj, x¯j) sa˜o denotadas,
respectivamente, por b′j e b
′′
j .
Fixando o vector a, o vector x incorpora as varia´veis de decisa˜o, e o problema pode
agora ser definido como:
Problema 5.1 (Afectac¸a˜o de Recursos Bicrite´rio entre Grupos de Erlang-B)
Dados n ∈ IN, κ ∈ IR+ e um vector de tra´fegos oferecidos a ∈ IRn+1+ , calcular o´ptimos
de Pareto da seguinte formulac¸a˜o bicrite´rio:
min
x
f1(x) =
n∑
j=1
aj B(aj, xj) + an+1B
(
an+1, κ−
∑n
j=1 xj
)
min
x
f2(x) = max
{
B(a1, x1) , B(a2, x2) , . . . , B(an, xn) , B
(
an+1, κ−
∑n
j=1 xj
)}
s.a.
n∑
j=1
xj ≤ κ
xj ≥ 0, j = 1(1)n .
A partir daqui f1 e f2 designam, sem excepc¸a˜o, as func¸o˜es objectivo definidas no
Problema 5.1. O primeiro objectivo e´ simplesmente a minimizac¸a˜o do tra´fego total
perdido pelo sistema Sn+1, o que corresponde a` maximizac¸a˜o do tra´fego total transpor-
tado. Corresponde assim a um crite´rio de eficieˆncia do sistema de tra´fego (“crite´rio de
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eficieˆncia/economicista”). O segundo objectivo corresponde a maximizar a qualidade
de servic¸o (definida pela pior probabilidade de bloqueio de chamadas) e, como veremos,
correspondera´ tambe´m a uniformizar as oportunidades entre os utilizadores de todos
os n+ 1 grupos (“crite´rio de equidade/qualidade de servic¸o”).
5.2.1 O Conjunto de Soluc¸o˜es Admiss´ıveis
O conjunto de soluc¸o˜es admiss´ıveis do Problema 5.1, que denotaremos por S , e´:
S =
{
x ∈ IRn⊕ :
n∑
j=1
xj ≤ κ
}
.
O conjunto S e´ um simplex de IRn. Para isso, basta verificar que S e´ a envolvente
convexa do seguinte conjunto de n+ 1 vectores de IRn:

0
0
0
...
0

,

κ
0
0
...
0

,

0
κ
0
...
0

, . . . ,

0
0
0
...
κ


.
Sendo um simplex, S e´ um conjunto convexo limitado e fechado de IRn. Dizendo de
outra forma, S e´ um compacto convexo de IRn.
5.2.2 A Func¸a˜o Vectorial de Bloqueio
O bloqueio em cada grupo do sistema Sn+1, pode agora ser definido como uma func¸a˜o
definida em S ⊂ IRn com valores em [0, 1] ⊂ IR. Para j = 1(1)n+ 1, introduzimos as
func¸o˜es:
Bj : S ⊂ IRn −→ IR
x 7−→ Bj(x) ,
(5.14)
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definidas por:
Bj(x) = B(aj, xj), j = 1(1)n
Bn+1(x) = B
(
an+1, κ−
∑n
j=1 xj
)
. (5.15)
O estudo das propriedades destas func¸o˜es de bloqueio sa˜o fundamentais para a resoluc¸a˜o
do Problema 5.1.
Lema 5.1
As func¸o˜es Bj : S ⊂ IRn −→ IR com j = 1(1)n+ 1 definidas por (5.15) sa˜o func¸o˜es
cont´ınuas em S e, ale´m disso, sa˜o convexas e de classe C∞ em
◦
S .
Prova:
E´ imediato que as func¸o˜es sa˜o cont´ınuas em S . E´ tambe´m imediato que as func¸o˜es sa˜o
de classe C∞ em
◦
S pois a func¸a˜o de Erlang-B e´ de classe C∞ em IR+. A convexidade
estrita tambe´m sera´ consequeˆncia da convexidade estrita da func¸a˜o de Erlang-B na
varia´vel x (ver Cap´ıtulo 4). Para j = 1(1)n o gradiente de Bj e´ um vector de IR
n com
todas componentes nulas a` excepc¸a˜o da componente j que tem o valor b′j:
∇Bj =
[
0 · · · 0 b′j 0 · · · 0
]T
.
A Hessiana de Bj, j = 1(1)n, e´ enta˜o a matriz com todas as entradas nulas, a` excepc¸a˜o
da entrada de posic¸a˜o (j, j) que e´ igual a b′′j . Essa matriz e´ triangular, pelo que tem um
valor pro´prio λ1 = 0 de multiplicidade alge´brica n− 1 e um valor pro´prio λ2 = b′′j > 0.
A matriz Hessiana de Bj, j = 1(1)n e´ enta˜o semidefinida positiva para todo o ponto
de
◦
S . Este facto implica a convexidade de Bj em
◦
S .
Falta verificar a convexidade de Bn+1 em
◦
S . O gradiente dessa func¸a˜o e´:
∇Bn+1 =
[−b′n+1 − b′n+1 − b′n+1 · · · − b′n+1]T .
E´ fa´cil de ver que a matriz Hessiana de Bn+1 e´ uma matriz com todas as entradas
iguais a b′′n+1. Tem um valor pro´prio λ1 = 0 (de multiplicidade alge´brica n − 1) e um
valor pro´prio λ2 = n b
′′
n+1 > 0 (ver Lema 5.12 no Apeˆndice 5.B). Enta˜o essa matriz e´
tambe´m semidefinida positiva, o que implica que Bn+1 e´ convexa em
◦
S . 
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Para definir completamente o “estado” do sistema Sn+1 num dado ponto x ∈ S ,
define-se agora a seguinte func¸a˜o vectorial de bloqueio:
B : S ⊂ IRn −→ IRn+1
x 7−→ B(x) = [B1(x), B2(x), . . . , Bn(x), Bn+1(x)]T .
(5.16)
Podemos agora obter uma formulac¸a˜o mais elegante e concisa do Problema 5.1:
min
x∈S
 aT B(x)
‖B(x) ‖∞
 . (5.17)
5.2.3 Func¸a˜o Crite´rio de Eficieˆncia
Lema 5.2
A func¸a˜o f1 : S −→ IR tem as seguintes propriedades:
a) E´ cont´ınua em S e de classe C∞ em
◦
S ;
b) E´ estritamente convexa em
◦
S ;
c) f1(x) ∈ [αB(α , κ) , α[ , ∀x ∈ S .
Prova:
a) As func¸o˜es Bj, j = 1(1)n + 1, sa˜o de classe C∞ em
◦
S e f1 e´ uma combinac¸a˜o
linear dessas func¸o˜es, para todo o x em
◦
S .
b) Na verdade, o gradiente de f1 e´
∇f1(x) =

a1b
′
1 − an+1b′n+1
a2b
′
2 − an+1b′n+1
...
anb
′
n − an+1b′n+1
 , (5.18)
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e a matriz Hessiana de f1 e´:
Hf1(x) =

a1b
′′
1 + an+1b
′′
n+1 an+1b
′′
n+1 · · · an+1b′′n+1
an+1b
′′
n+1 a2b
′′
2 + an+1b
′′
n+1 · · · an+1b′′n+1
...
...
. . .
...
an+1b
′′
n+1 an+1b
′′
n+1 · · · anb′′n + an+1b′′n+1
 .
(5.19)
No Cap´ıtulo 4 prova-se que B′′x(a, x) > 0 para x ≥ 0 qualquer que seja a ∈ IR+.
Sendo x ∈
◦
S e b′′n+1 6= 0, podemos escrever:
Hf1(x) = an+1b
′′
n+1
[
E + diag
[
a1b
′′
1
an+1b′′n+1
,
a2b
′′
2
an+1b′′n+1
, . . . ,
anb
′′
n
an+1b′′n+1
] ]
,
sendo E a matriz de IRn×n com entradas todas iguais a 1. Note que a matriz
diagonal indicada na expressa˜o anterior tem todos os elementos principais estri-
tamente maiores do que zero. Verificando da mesma forma que an+1b
′′
n+1 > 0, o
Lema 5.13 do Apeˆndice 5.B e´ suficiente para provar que para todo o x ∈
◦
S a
Hessiana de f1 e´ definida positiva. Resulta enta˜o que f1 e´ estritamente convexa
em
◦
S .
c) E´ imediato que f1(x) < α pois κ > 0. A prova de que f1 ≥ αB(α, κ) foi obtida
inicialmente em [19] sem usar a convexidade da func¸a˜o de Erlang-B. Conforme
referido nesse artigo a prova e´ imediata usando essa propriedade.

Como S e´ limitado e fechado, a func¸a˜o f1 sendo cont´ınua, atinge em S um valor mı´nimo
(Teorema de Wierstrass). Mas tirando partido da propriedade de convexidade estrita
invocada, podemos caracterizar melhor o ponto onde esse mı´nimo e´ atingido. E´ esse o
propo´sito do lema seguinte.
Lema 5.3
A func¸a˜o f1 tem um u´nico mı´nimo local em S que e´ tambe´m u´nico mı´nimo global,
num ponto x∗ que se for do interior de S e´ o ponto cr´ıtico de f1 em S :
∇f1(x∗) = 0.
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Prova: A prova e´ imediata, uma vez que f1 e´ estritamente convexa e esta´ definida
num compacto convexo S ∈ IRn. 
5.2.4 Func¸a˜o Crite´rio de Equidade
Lema 5.4
A func¸a˜o f2 : S −→ IR tem as seguintes propriedades:
a) E´ cont´ınua em S ;
b) E´ convexa em
◦
S ;
c) Se num ponto xˆ de
◦
S , o ma´ximo do conjunto {B1, . . . , Bn+1} for apenas atin-
gido para uma u´nica func¸a˜o Bj, para j = 1, . . . , n + 1, enta˜o existe uma bola
centrada em xˆ, contida em S , onde f2 e´ de classe C∞;
d) f2(x) ∈ ]0, 1], ∀x ∈ S .
Prova:
a) Como foi verificado no Lema 5.1 as func¸o˜es Bj, j = 1(1)n+1 sa˜o cont´ınuas em S.
Note agora que se x pertence a S , enta˜o f2(x) = ‖B(x) ‖∞. Como uma norma
e´ uma aplicac¸a˜o cont´ınua, temos f2 definida como a composic¸a˜o de duas func¸o˜es
cont´ınuas.
b) No Lema 5.1 demonstrou-se que as func¸o˜es Bj, j = 1(1)n+1, sa˜o convexas em S.
Como f2 = max{B1, . . . , Bn, Bn+1}, o seu epigrafo e´ a intersecc¸a˜o dos epigrafos
das func¸o˜es convexas B1, . . . , Bn+1. A intersecc¸a˜o de conjuntos convexos e´ um
convexo, pelo que o epigrafo de f2 e´ um convexo. Resultando que f2 e´ uma func¸a˜o
convexa em S [17, pag.78].
c) Se max{B1, . . . , Bn, Bn+1} = Bj e Bi 6= Bj, para i 6= j, num certo ponto x ∈
◦
S ,
enta˜o (pela continuidade da func¸a˜o de Erlang-B), existe uma bola centrada em
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x contida em S , onde f2(x) = Bj(x), sendo portanto uma func¸a˜o de classe C∞
nessa bola.
d) A func¸a˜o de Erlang-B exprime uma probabilidade, pelo que f2(x) ∈ [0, 1]. Por
outro lado, f2(x) na˜o pode ser zero, pois κ e´ um valor finito.

Como f2 e´ cont´ınua e S limitado e fechado, enta˜o o teorema de Weierstrass garante a
existeˆncia de um valor mı´nimo da func¸a˜o f2 em S . Caracterizamos no lema seguinte
o ponto onde esse mı´nimo e´ atingido.
Lema 5.5
A func¸a˜o f2 tem um u´nico mı´nimo local em S que e´ tambe´m mı´nimo global, num
ponto x∗∗, para o qual se verifica:
a) x∗∗ e´ a u´nica soluc¸a˜o em S do sistema de equac¸o˜es:
B(a1, x
∗∗
1 ) = B(a2, x
∗∗
2 ) = · · · = B(an, x∗∗n ) = B
(
an+1, κ−
n∑
j=1
x∗∗j
)
; (5.20)
b) x∗∗ e´ um ponto interior de S , ou seja:
n∑
j=1
x∗∗j < κ ,
x∗∗j > 0, j = 1(1)n . (5.21)
Prova: Inicialmente note-se que sendo S limitado e fechado e f2 cont´ınua, f2 tem um
mı´nimo global em S . Por outro lado, note-se que f2 e´ uma func¸a˜o convexa definida
num domı´nio convexo S . Enta˜o, qualquer mı´nimo local de f2 em S e´ tambe´m mı´nimo
global de f2 em S . Resta enta˜o provar que o mı´nimo global de f2 e´ atingido num u´nico
ponto x∗∗ de S que cumpre a) e b).
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Para facilitar a prova, definimos o problema monocrite´rio seguinte:
min
y∈IRn+1
g(y) = max {B(a1, y1) , B(a2, y2) , . . . , B(an, yn) , B(an+1, yn+1)}
s.a.
n+1∑
j=1
yj = κ (5.22)
yj ≥ 0, j = 1(1)n+ 1 .
O conjunto das soluc¸o˜es admiss´ıveis deste problema sera´ designado por Y ⊂ IRn+1⊕ .
Usando uma o´bvia mudanc¸a de varia´vel, e´ fa´cil de verificar que para provar o enunciado,
basta provar que a soluc¸a˜o o´ptima de (5.22), que designaremos por y∗∗, e´ u´nica e ale´m
disso cumpre:
B(a1, y
∗∗
1 ) = B(a2, y
∗∗
2 ) = · · · = B(an, y∗∗n ) = B(an+1, y∗∗n+1) (5.23)
y∗∗j > 0, j = 1(1)n+ 1 . (5.24)
Usando a notac¸a˜o I = {1, 2, . . . , n, n+1}, definimos os seguintes conjuntos associados
a cada ponto y ∈ Y :
L(y) = { j ∈ I : B(aj, yj) < g(y) } ,
M(y) = { j ∈ I : B(aj, yj) = g(y) } .
Note-se queM(y) na˜o pode ser vazio, mas L(y)∩M(y) = ∅ e tambe´m L(y)∪M(y) =
I. Refira-se tambe´m que se j ∈ L(y), enta˜o yj > 0 pois, no caso de se ter yj = 0,
B(aj, yj) = 1, o que torna absurda a desigualdade B(aj, yj) < g(y). Enta˜o,
∀ j ∈ L(y), yj > 0 . (5.25)
Vamos agora dividir a prova em duas partes:
(i) Provaremos inicialmente que qualquer minimizante de g em Y e´ soluc¸a˜o do sis-
tema de equac¸o˜es (5.23).
Suponhamos, por absurdo, o contra´rio. Seja yˆ um minimizante global da func¸a˜o
em Y (que como vimos existe), mas que na˜o verifica (5.23). Enta˜o, L(yˆ) na˜o
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e´ vazio. Tome-se um valor i ∈ L(yˆ) e um valor  > 0 e defina-se um ponto
y˘ ∈ IRn+1, com as seguintes componentes:
y˘i = yˆi −  ,
y˘j = yˆj, ∀j ∈ L(yˆ)\{i} ,
y˘j = yˆj +

|M(yˆ)| , ∀j ∈ M(yˆ),
onde |M(yˆ)| designa o cardinal do conjuntoM(yˆ). Por (5.25) e´ fa´cil de verificar
que para  < yˆi se tem y˘ ∈ Y , pois
∑n+1
j=1 y˘j = κ e y˘j ≥ 0, j = 1(1)n + 1.
Por outro lado, ao passar do ponto yˆ para y˘ so´ o grupo i aumentou o bloqueio.
Ale´m disso, todos os grupos relativos ao conjuntoM(yˆ) diminuiram o bloqueio.
Pela continuidade da func¸a˜o de Erlang-B e´ poss´ıvel escolher um  (0 <  < yˆi),
suficientemente pequeno de forma a que o bloqueio no grupo i aumente ta˜o pouco
que na˜o se torne o ma´ximo do sistema no ponto y˘. Ora, esta conclusa˜o leva a
que
g(y˘) < g(yˆ) ,
pelo que yˆ na˜o pode ser minimizante da func¸a˜o g em Y . Enta˜o, o mı´nimo
da func¸a˜o so´ pode ser atingido num ponto y∗∗ onde L(y∗∗) seja vazio, ou seja
M(y∗∗) = I. Enta˜o, e´ absurdo admitir que um minimizante de g em Y na˜o
cumpre o sistema de equac¸o˜es (5.23). Ale´m disso, este sistema admite uma
soluc¸a˜o em Y (note que admitir o contra´rio seria tambe´m admitir que g(y) na˜o
atinge mı´nimo em Y , o que e´ absurdo).
(ii) Provamos agora que a soluc¸a˜o de (5.23) em Y e´ u´nica e pertence ao interior de
Y .
Veriquemos que (5.23) na˜o pode ter duas soluc¸o˜es distintas em Y . Admita-se
enta˜o, por absurdo, que y ∈ Y e y′ ∈ Y sa˜o soluc¸o˜es distintas de (5.23).
Seja β = Bj(aj, yj), j = 1(1)n + 1 e β
′ = Bj(aj, y′j), j = 1(1)n + 1. Se as
soluc¸o˜es sa˜o distintas, enta˜o pela monotonia da func¸a˜o de Erlang-B na varia´vel
x, tem-se β 6= β′. Seja por exemplo β < β′. Ora, esta desigualdade implica que
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yj > y
′
j, j = 1(1)n + 1. Mas isso e´ absurdo, pois se y e y
′ sa˜o pontos de Y ,
tem-se ‖y‖1 = ‖y′‖1 = κ. Ficando provada a unicidade da soluc¸a˜o de (5.23).
E´ por outro lado absurdo, admitir que alguma componente de y seja nula, pois
isso levava a que o correspondente grupo apresentasse bloqueio igual a um. Ora o
sistema Sn+1 na˜o pode ter todos os grupos com bloqueio igual a um, pois κ > 0.
Enta˜o podemos concluir que a soluc¸a˜o de (5.23) so´ pode ser um ponto situado
no interior do conjunto S.

E´ o´bvio que a func¸a˜o f2 nos fornece uma adequada medida da qualidade de servic¸o
do sistema Sn+1. Ale´m disso, apo´s este teorema (e especialmente pelo processo de
demonstrac¸a˜o apresentado) fica muito mais claro que a func¸a˜o f2 e´ um crite´rio de
equidade. Na verdade, na demonstrac¸a˜o efectuada verificou-se que se o sistema na˜o se
encontra na situac¸a˜o de ma´xima equidade (bloqueios iguais em todos os grupos), enta˜o
e´ poss´ıvel diminuir f2 (medida de equidade) transferindo parte da capacidade atribuida
aos grupos que apresentam melhor qualidade de servic¸o para os grupos que apresentam
pior qualidade de servic¸o. Outras medidas de equidade poderiam ter sido sugeridas na
formulac¸a˜o do problema. Uma discussa˜o especialmente dedicada a medidas de equidade
pode ser encontrada em [15], embora no contexto de problemas de localizac¸a˜o. Em
Estat´ıstica Descritiva as medidas de dispersa˜o normalmente usadas (como o desvio
padra˜o) tambe´m podem ser usadas neste tipo de formulac¸o˜es. A func¸a˜o f2 (do tipo da
primeira que e´ discutida em [15]) parece-nos a mais adequada no contexto do sistema
Sn+1. Na verdade, em muitas abordagens de sistemas e redes de teletra´fego verifica-se
a qualidade de servic¸o observando o bloqueio ma´ximo apresentado. Nas formulac¸o˜es
monocrite´rio de optimizac¸a˜o desses sistemas, inclui-se normalmente uma restric¸a˜o para
garantir que todos os bloqueios sejam inferiores a um certo valor β, considerado o limite
para a qualidade de servic¸o admiss´ıvel. Tal restric¸a˜o na nossa notac¸a˜o seria escrita como
f2(x) < β.
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5.3 Soluc¸a˜o de Ma´xima Eficieˆncia
Designamos por soluc¸a˜o de ma´xima eficieˆncia o ponto x∗ ∈ S onde f1 atinge o seu
valor mı´nimo em S . Para dados t´ıpicos que ocorrem nas aplicac¸o˜es do problema a
situac¸o˜es reais (ver Apeˆndice 5.C), essa soluc¸a˜o pertence ao interior de S . No entanto,
em casos de grande escassez de recursos, ou seja de sistemas em situac¸a˜o de sobrecarga,
a soluc¸a˜o de ma´xima eficieˆncia pode ser atingida em pontos fronteiros. Isto quer dizer
que, essa soluc¸a˜o corresponde a um sistema Sn+1 onde ha´ grupos de capacidade nula,
ou seja conjuntos de utilizadores aos quais e´ completamente negada a utilizac¸a˜o do
servic¸o.
Analisamos em subsecc¸o˜es separadas a questa˜o do ca´lculo nume´rico de soluc¸o˜es de
ma´xima eficieˆncia em pontos interiores e em pontos fronteiros.
5.3.1 Soluc¸a˜o de Ma´xima Eficieˆncia em Pontos Interiores
Designando por Φ(x) o gradiente de f1 nos pontos interiores de S , temos:
Φ :
◦
S ⊂ IRn −→ IRn
x 7−→ Φ(x) = [φ1(x), φ2(x), . . . , φn(x)]T ,
sendo 
φ1(x) = a1B
′
x(a1, x1)− an+1B′x
(
an+1, κ−
∑n
j=1 xj
)
,
φ2(x) = a2B
′
x(a2, x2)− an+1B′x
(
an+1, κ−
∑n
j=1 xj
)
,
φ3(x) = a3B
′
x(a3, x3)− an+1B′x
(
an+1, κ−
∑n
j=1 xj
)
,
...
...
φn(x) = anB
′
x(an, xn)− an+1B′x
(
an+1, κ−
∑n
j=1 xj
)
.
(5.26)
O Lema 5.3 estabelece que a soluc¸a˜o de ma´xima eficieˆncia do Problema 5.1 se for
atingida no interior de S , enta˜o e´ soluc¸a˜o do sistema de estacionaridade Φ(x) = 0.
Para a obtenc¸a˜o de uma aproximac¸a˜o do valor exacto da soluc¸a˜o, usaremos o me´todo
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de Newton-Raphson5 (ver Apeˆndice 5.A). Conforme discutido nesse apeˆndice, em cada
iterac¸a˜o do me´todo ha´ que resolver o sistema de equac¸o˜es lineares Φ′(x)y = −Φ(x),
sendo x o valor da aproximac¸a˜o corrente e Φ′(x) a matriz Jacobiana de Φ(x). Ou seja,
Φ′ e´ a matriz Hessiana de f1:
a1b
′′
1 + an+1b
′′
n+1 an+1b
′′
n+1 an+1b
′′
n+1 · · · an+1b′′n+1
an+1b
′′
n+1 a2b
′′
2 + an+1b
′′
n+1 an+1b
′′
n+1 · · · an+1b′′n+1
an+1b
′′
n+1 an+1b
′′
n+1 a3b
′′
3 + an+1b
′′
n+1 · · · an+1b′′n+1
...
...
...
. . .
...
an+1b
′′
n+1 an+1b
′′
n+1 an+1b
′′
n+1 · · · anb′′n + an+1b′′n+1

.
Note tambe´m que:
−Φ(x) =

an+1b
′
n+1 − a1b′1
an+1b
′
n+1 − a2b′2
an+1b
′
n+1 − a3b′3
...
an+1b
′
n+1 − anb′n

.
E´ agora fundamental recordar que B′′xx(a, x) > 0 para todo o x ≥ 0 e todo o a ∈ IR+
(ver Cap´ıtulo 4). Como b′′n+1 6= 0, enta˜o o sistema linear Φ′(x)y = −Φ(x) e´ equivalente
a:
[E + diag (wΦ)] y = bΦ , (5.27)
sendo:
wΦ =
[
a1b
′′
1
an+1b′′n+1
,
a2b
′′
2
an+1b′′n+1
,
a3b
′′
3
an+1b′′n+1
, . . . ,
anb
′′
n
an+1b′′n+1
]T
, (5.28)
bΦ =
[
an+1b
′
n+1 − a1b′1
an+1b′′n+1
,
an+1b
′
n+1 − a2b′2
an+1b′′n+1
, . . . ,
an+1b
′
n+1 − anb′n
an+1b′′n+1
]T
. (5.29)
Note que wΦ e´ sempre um vector com todas as componentes estritamente positivas.
Nestas condic¸o˜es, o algoritmo apresentado no Apeˆndice 5.A permite obter a soluc¸a˜o
do sistema. O ca´lculo dos vectores wΦ e bΦ em cada iterac¸a˜o do me´todo de Newton-
Raphson pode fazer-se calculando os valores da func¸a˜o de Erlang-B e das suas derivadas
5Uma boa obra de refereˆncia sobre a aplicac¸a˜o do me´todo de Newton no contexto do nosso trabalho
e´ [20].
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ate´ a` ordem dois pelos algoritmos propostos em [8, 10] (ver Cap´ıtulos 2 e 3). Para
aproximac¸a˜o inicial, sugerimos a seguinte regra de proporc¸a˜o:
x
(0)
j =
κ
α
aj, j = 1(1)n . (5.30)
E´ imediato que a aproximac¸a˜o inicial sugerida pertence ao interior de S . Na verdade
e´ fa´cil de verificar que e´ o centro desse simplex. Por outro lado, invocando argumentos
de simetria e´ tambe´m fa´cil de verificar que sera´ a soluc¸a˜o exacta do sistema Φ(x) = 0
se os tra´fegos oferecidos sa˜o todos iguais.
5.3.2 Soluc¸a˜o de Ma´xima Eficieˆncia em Pontos Fronteiros
Sendo x∗ ∈ S a soluc¸a˜o de ma´xima eficieˆncia, enta˜o o correspondente vector de
capacidades dos n+ 1 grupos no sistema Sn+1 sera´ designado por x¯
∗, ou seja:
x¯∗j = x
∗
j , j = 1(1)n ,
x¯∗n+1 = κ−
n∑
j=1
x∗j .
Se x∗ ∈ ∂S , enta˜o
∃ j ∈ {1, 2, . . . , n, n+ 1} : x¯∗j = 0 ,
ou seja, no sistema Sn+1 correspondente ha´ grupos aos quais e´ atribuido um canal de
capacidade nula.
O seguinte lema e´ de grande importaˆncia na obtenc¸a˜o de um algoritmo de ca´lculo
da soluc¸a˜o de ma´xima eficieˆncia em pontos fronteiros.
Lema 5.6
Se x∗ ∈ ∂S e´ mı´nimo de f1 em S , enta˜o o correspondente vector de capacida-
des dos grupos x¯∗ no sistema Sn+1 tem pelo menos uma componente nula x∗k, com
k ∈ {1, 2, . . . , n, n+ 1}, e tem-se tambe´m:
x¯∗k = 0 =⇒ x¯∗k+j = 0, j = 1(1)n− k .
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Prova:
Da definic¸a˜o do conjunto S se conclui que qualquer ponto da sua fronteira tera´ de ter
uma coordenada nula. Se aj = aj+1, um o´bvio argumento de simetria leva a` conclusa˜o
de que se x¯∗j = x¯
∗
j+1, pelo que ou sa˜o ambos nulos ou ambos diferentes de zero.
Analisemos enta˜o o caso aj > aj+1. Inicialmente note que
f1(x
∗) =
n+1∑
j=1
aj B(aj, x¯
∗
j) ,
e tambe´m que:
x¯∗j = 0 =⇒ aj B(aj, x¯∗j) = aj .
Suponha-se enta˜o por absurdo que x¯∗j = 0 e que x¯
∗
j+1 =  > 0. Se aj > aj+1 enta˜o seria
poss´ıvel diminuir a func¸a˜o objectivo a` custa da transfereˆncia dos  circuitos do grupo
j + 1 para o grupo j. Esta demonstrac¸a˜o (ver [6, Lema 4.4–pag.21]) e´ consequeˆncia
de a func¸a˜o tra´fego transportado num grupo de Erlang-B (definida por (5.9)), ser
estritamente crescente na varia´vel a (ver [6, Lema 3.14–pag.18]). Nesta condic¸o˜es x∗
na˜o seria soluc¸a˜o de ma´xima eficieˆncia. Enta˜o, se x¯∗j = 0 tera´ de se ter x¯
∗
j+1 = 0. 
Este lema e´ muito importante no contexto da obtenc¸a˜o nume´rica da soluc¸a˜o de ma´xima
eficieˆncia, pois permite fundamentar o processo de ca´lculo seguinte. Como a` partida
na˜o sabemos se a soluc¸a˜o x∗ e´ um ponto interior ou um ponto fronteiro, comec¸amos
por executar o processo descrito na subsecc¸a˜o anterior, ou seja resolver o sistema de
estacionaridade ∇f1(x) = 0 pelo me´todo de Newton-Raphson. Se esse sistema na˜o
tem soluc¸a˜o em S , enta˜o a sucessa˜o de Newton-Raphson, definindo sucessivamente
direcc¸o˜es de descida para f1, acaba por calcular um ponto fora da regia˜o admiss´ıvel.
Logo que se detecte essa situac¸a˜o, verifica-se que a soluc¸a˜o x∗ sera´ um ponto fronteiro
de S . Pelo lema anterior surge imediatamente x¯∗n+1 = 0. Estando essa componente
determinada, basta resolver de novo o problema tentando alocar os κ circuitos pelos
restantes n grupos. Se a sucessa˜o tornar a sair da regia˜o admiss´ıvel, enta˜o temos
tambe´m x¯∗n = 0, e o processo repete-se.
Este processo de ca´lculo e´ classicamente conhecido como Me´todo de Newton para
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Optimizac¸a˜o com Restric¸o˜es Activas. Um bom trabalho sobre este assunto e´ [20]. A
grande questa˜o que se coloca no desenho desses algoritmos e´ tentar adivinhar quais
as restric¸o˜es activas na soluc¸a˜o o´ptima. No nosso caso essa questa˜o surge bastante
simplificada em face do Lema 5.6. Refira-se tambe´m que em casos t´ıpicos na˜o havera´
muitas restric¸o˜es activas na soluc¸a˜o de ma´xima eficieˆncia, pois isso seria sinal de grande
escassez de recursos, ou seja, o sistema Sn+1 estaria muito subdimensionado em face
dos tra´fegos oferecidos.
5.4 Soluc¸a˜o de Ma´xima Equidade
Designamos por soluc¸a˜o de ma´xima equidade, o ponto x∗∗ ∈ S onde f2 atinge o seu
valor mı´nimo.
Definimos a func¸a˜o vectorial:
Ψ : S ⊂ IRn −→ IRn
x 7−→ Ψ(x) = [ψ1(x), ψ2(x), . . . , ψn(x)]T ,
sendo 
ψ1(x) = B(a1, x1)−B
(
an+1, κ−
∑n
j=1 xj
)
,
ψ2(x) = B(a2, x2)−B
(
an+1, κ−
∑n
j=1 xj
)
,
ψ3(x) = B(a3, x3)−B
(
an+1, κ−
∑n
j=1 xj
)
,
...
...
ψn(x) = B(an, xn)−B
(
an+1, κ−
∑n
j=1 xj
)
.
(5.31)
O Lema 5.5 estabelece que a soluc¸a˜o de ma´xima equidade do Problema 5.1 pode ser
obtida pela resoluc¸a˜o em S da equac¸a˜o vectorial Ψ(x) = 0. Note que Ψ e´ de classe C2
no interior de S . Para a obtenc¸a˜o de uma aproximac¸a˜o do valor exacto da soluc¸a˜o,
usaremos o me´todo de Newton-Raphson (ver Apeˆndice 5.A). Conforme discutido nesse
apeˆndice, em cada iterac¸a˜o do me´todo ha´ que resolver o sistema de equac¸o˜es lineares
Ψ′(x)y = −Ψ(x), sendo x o valor da aproximac¸a˜o corrente e Ψ′(x) a matriz Jacobiana
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de Ψ(x). O referido sistema linear tem a forma geral:
b′1 + b
′
n+1 b
′
n+1 b
′
n+1 · · · b′n+1
b′n+1 b
′
2 + b
′
n+1 b
′
n+1 · · · b′n+1
b′n+1 b
′
n+1 b
′
3 + b
′
n+1 · · · b′n+1
...
...
...
. . .
...
b′n+1 b
′
n+1 b
′
n+1 · · · b′n + b′n+1


y1
y2
y3
...
yn

=

bn+1 − b1
bn+1 − b2
bn+1 − b3
...
bn+1 − bn

E´ agora fundamental recordar que B′x(a, x) < 0 para todo o x ∈ IR⊕ e todo o a ∈ IR+.
Como b′n+1 6= 0, o sistema e´ equivalente a
[E + diag (wΨ)] y = bΨ , (5.32)
sendo:
wΨ =
[
b′1
b′n+1
,
b′2
b′n+1
,
b′3
b′n+1
, . . . ,
b′n
b′n+1
]T
, (5.33)
bΨ =
[
bn+1 − b1
b′n+1
,
bn+1 − b2
b′n+1
,
bn+1 − b3
b′n+1
, . . . ,
bn+1 − bn
b′n+1
]T
. (5.34)
Note que wΨ e´ sempre um vector com todas as componentes estritamente positivas.
Nestas condic¸o˜es, o algoritmo apresentado no Apeˆndice 5.A permite obter a soluc¸a˜o
do sistema. O ca´lculo dos vectores wΨ e bΨ em cada iterac¸a˜o do me´todo de Newton-
-Raphson pode fazer-se calculando os valores da func¸a˜o de Erlang-B e da sua derivada
pelos algoritmos propostos nos Cap´ıtulos 2 e 3. Tal como anteriormente, sugerimos a
seguinte regra de proporc¸a˜o para aproximac¸a˜o inicial:
x
(0)
j =
κ
α
aj, j = 1(1)n . (5.35)
E´ imediato que a aproximac¸a˜o inicial sugerida pertence ao interior de S . Por outro
lado, invocando argumentos de simetria e´ tambe´m fa´cil de verificar que sera´ a soluc¸a˜o
exacta do sistema Ψ(x) = 0 se os tra´fegos oferecidos forem todos iguais.
5.5 Conflito entre Eficieˆncia e Equidade
Usando um argumento de simetria e´ fa´cil de verificar que se os tra´fegos oferecidos a
todos os grupos sa˜o iguais (ou seja aj = a, j = 1(1)n+ 1), enta˜o a soluc¸a˜o de ma´xima
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eficieˆncia e de ma´xima equidade coincidem. Nesse caso na˜o ha´ conflito entre os dois
objectivos da formulac¸a˜o bicrite´rio. Ale´m disso, a resoluc¸a˜o do problema e´ trivial e
reduz-se a efectuar apenas a divisa˜o em partes iguais do total de recursos pelos grupos
do sistema:
x¯∗j = x¯
∗∗
j =
κ
n+ 1
, j = 1(1)n+ 1 .
Noutro qualquer caso, demonstraremos nesta secc¸a˜o que os dois crite´rios sa˜o conflitu-
osos, ou seja, a soluc¸a˜o de ma´xima eficieˆncia na˜o coincide com a soluc¸a˜o de ma´xima
equidade.
Inicialmente note-se que se a soluc¸a˜o de ma´xima eficieˆncia e´ um ponto fronteiro de
S , o conflito e´ obvio, pois a soluc¸a˜o de ma´xima equidade e´ um ponto interior de S .
Resta analisar o caso em que a soluc¸a˜o de ma´xima eficieˆncia e´ um ponto interior
de S . Este resultado na˜o e´ ta˜o o´bvio e e´ consequeˆncia do teorema 6 de [6, pag.32].
Nesse trabalho foi analisado um sistema Sn+1 com n = 1, ou seja a alocac¸a˜o de recursos
entre apenas dois grupos de Erlang-B. Nesse caso, o Problema 5.1 e´ formulado como
um problema com apenas uma varia´vel de decisa˜o:
min
x1
f1(x1) = a1B(a1, x1) + a2B(a2, κ− x1) (5.36)
min
x1
f2(x1) = max {B(a1, x1) , B(a2, κ− x1)}
s.a. x1 ∈ [0, κ]
Designando por x∗1 ∈ [0, κ] a soluc¸a˜o de ma´xima eficieˆncia e por x∗∗1 ∈ ]0, κ[ a soluc¸a˜o
de ma´xima equidade, o enunciado do teorema 6 de [6] resume-se a` proposic¸a˜o:
a1 > a2 =⇒ d f1
d x1
(x∗∗1 ) < 0, ∀κ ∈ IR+ . (5.37)
A demonstrac¸a˜o deste resultado na˜o sera´ aqui reproduzida dada a sua extensa˜o. Con-
forme referido em [6] trata-se de um resultado com importantes consequeˆncias para o
estudo da afectac¸a˜o de recursos entre grupos de Erlang-B. Na verdade, este resultado
pode ser classificado como uma propriedade relacionada com a conhecida propriedade
de efica´cia dos grandes grupos [4, pag.81]. A consequeˆncia mais o´bvia e´ estabelecida
no lema seguinte.
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Lema 5.7
Sendo x∗1 a soluc¸a˜o de ma´xima eficieˆncia de (5.36), e a1 > a2, enta˜o
B(a1, x
∗
1) < B(a2, κ− x∗1), ∀κ ∈ IR+ .
Prova:
Note que sendo f1 convexa e de classe C∞ em [0, k], a sua derivada f ′1 na˜o decresce em
[0, k]. Por (5.37) tem-se que f ′1(x
∗∗
1 ) < 0, e portanto
f ′1(x1) < 0, ∀x1 ∈ [0, x∗∗1 ] ,
logo, f1 atinge o seu mı´nimo em [0, k] num ponto pertencente ao intervalo ]x
∗∗
1 , κ].
Concluindo-se enta˜o que:
x∗1 > x
∗∗
1 .
Mas, pelo Lema 5.5 e pela monotonia da func¸a˜o de Erlang-B pode escrever-se:
B(a1, x
∗∗
1 ) = B(a2, κ− x∗∗1 ) ,
B(a1, x1) < B(a2, κ− x1), ∀x1 > x∗∗1 .
Deste modo, teremos de ter b1 < b2 no ponto de ma´xima eficieˆncia como se afirma no
enunciado. 
O u´ltimo lema estabelece claramente o conflito entre os dois crite´rios no caso de um
sistema S2. A generalizac¸a˜o desse resultado para um sistema Sn+1, n > 1 necessita do
lema seguinte, que pode ser entendido como o Princ´ıpio da Optimalidade de Bellman
aplicado ao sistema Sn+1 (ver por exemplo [22, pag.164]).
Lema 5.8
Qualquer conjunto de l < n+ 1 grupos de um sistema Sn+1 optimizado em eficieˆncia,
constitui tambe´m um sistema Sl optimizado em eficieˆncia, desde que Sl tenha capaci-
dade alocada na˜o nula.
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Prova:
Se Sl tem capacidade alocada nula, enta˜o o problema de alocac¸a˜o em Sl na˜o faz sentido
pois na˜o ha´ capacidade a distribuir pelos seus grupos constituintes. Se essa capacidade
e´ na˜o nula (positiva), enta˜o faz sentido falar-se numa alocac¸a˜o de eficieˆncia ma´xima. A
demonstrac¸a˜o faz-se mais uma vez usando redutio ab absurdum. Na verdade, se Sl na˜o
esta´ optimizado em eficieˆncia enta˜o seria poss´ıvel redistribuir capacidade dentro dos
seus grupos constituintes, diminuindo-se o tra´fego perdido por Sl e portanto tambe´m
diminuindo o tra´fego total perdido por Sn+1. Isto implicaria que Sn+1 na˜o estaria
optimizado em eficieˆncia. 
O conflito entre os dois crite´rios pode agora ser provado no caso mais geral.
Teorema 5.1 (Conflito entre Equidade e Eficieˆncia)
Sendo x∗ a soluc¸a˜o de ma´xima eficieˆncia do Problema 5.1, e b∗j , j = 1(1)n + 1 os
correspondentes bloqueios nos grupos do sistema, tem-se:
a) Se a1 > a2 > · · · > an > an+1, e x∗ ∈
◦
S , enta˜o
b∗1 < b
∗
2 < · · · < b∗n < b∗n+1 ;
b) No caso geral de a1 ≥ a2 ≥ · · · ≥ an ≥ an+1, e x∗ ∈ S , enta˜o
b∗j ≤ b∗j+1, j = 1(1)n,
verificando-se a igualdade b∗m = b
∗
m+1 para algum m ∈ {1, 2, . . . , n}, se e so´ se
(am = am+1) ∨ (x¯∗m = 0) .
Prova:
a) A proposic¸a˜o a) decorre directamente da aplicac¸a˜o conjunta dos Lemas 5.7 e
5.8. Na verdade, se x∗ ∈
◦
S todos os grupos do sistema teˆm capacidade positiva
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atribuida. Enta˜o, pelo Lema 5.8 qualquer sistema S2 formado por dois grupos de
Sn+1 esta´ tambe´m optimizado em eficieˆncia. Por exemplo, o primeiro e o segundo
grupo formam um sistema optimizado em eficieˆncia. Aplicando o Lema 5.7 a esse
sistema, temos b∗1 < b
∗
2. Um argumento indutivo o´bvio completa a prova.
b) Como vimos, se am = am+1, enta˜o tem-se b
∗
m = b
∗
m+1. Numa situac¸a˜o em que
x¯∗m = 0, tem-se tambe´m x¯
∗
m+1 = 0 pelo Lema 5.6, ou seja b
∗
m = b
∗
m+1 = 1.
Por outro lado, se nenhuma destas duas situac¸o˜es ocorre, aplica-se o argumento
invocado em a) para concluir que b∗m < b
∗
m+1.

O teorema anterior permite agora concluir que, excepto na situac¸a˜o dos tra´fegos ofe-
recidos serem todos iguais, existe conflito entre o crite´rio de eficieˆncia e o crite´rio de
equidade. Com efeito, o Lema 5.5 estabelece que a soluc¸a˜o de ma´xima equidade se
atinge quando os bloqueios em todos os grupos forem iguais. Por outro lado o Teorema
5.1 permite concluir que a soluc¸a˜o de ma´xima eficieˆncia se atinge num ponto distinto
desse, a menos que aj = a, j = 1(1)n+ 1.
Outra conclusa˜o importante que se tira para a ana´lise do sistema Sn+1 e´ que, na
situac¸a˜o de ma´xima eficieˆncia, um grupo que tem maior tra´fego tem tambe´m melhor
qualidade de servic¸o. Inversamente, os grupos que apresentam pior qualidade de servic¸o
sa˜o os grupos que apresentam menor tra´fego oferecido. O crite´rio da eficieˆncia esta-
belece assim uma prefereˆncia entre os grupos de utilizadores, beneficiando os grupos
maiores.
5.6 Caracterizac¸a˜o dos O´ptimos de Pareto
Por serem u´nicas, a soluc¸a˜o de ma´xima eficieˆncia e de ma´xima equidade sa˜o o´ptimos
de Pareto do Problema 5.1. Nesta secc¸a˜o trataremos de caracterizar as outras soluc¸o˜es
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pertencentes a S e que tambe´m sa˜o o´ptimos de Pareto do Problema 5.1.
Veremos nesta secc¸a˜o que o ca´lculo de o´ptimos de Pareto pode ser feito a` custa da
resoluc¸a˜o de certos problemas monocrite´rio com a mesma estrutura de um problema
de ma´xima eficieˆncia.
O ca´lculo dos o´ptimos de Pareto de problemas bicrite´rio envolvendo duas func¸o˜es
objectivo convexas definidas num domı´nio convexo esta´ tratado na literatura da es-
pecialidade (ver por exemplo [2] e [18]). A aplicac¸a˜o desses resultados ao ca´lculo das
soluc¸o˜es na˜o dominadas do Problema 5.1 e´ feita de modo muito expedito. Na ver-
dade, tirando partido de certas propriedades das duas func¸o˜es objectivo, a aplicac¸a˜o
do referido me´todo ao Problema 5.1 e´ extremamente facilitada.
Tal como antes, x∗ e x∗∗ designam, respectivamente, a soluc¸a˜o de ma´xima eficieˆncia
e de ma´xima equidade do Problema 5.1. Introduzimos agora a notac¸a˜o
β∗ = f2(x∗) ,
β∗∗ = f2(x∗∗) .
No Teorema 2 de [18] prova-se que sendo f1 e f2 convexas e S convexo, uma soluc¸a˜o
xˆ ∈ S e´ o´ptimo de Pareto do Problema 5.1 se e so´ se e´ soluc¸a˜o o´ptima do problema
monocrite´rio seguinte, para β ∈ [β∗∗ , β∗].
Problema 5.2 (1.a¯ Formulac¸a˜o Parame´trica Monocrite´rio do Problema 5.1)
Dados n ∈ IN, κ ∈ IR+ e um vector de tra´fegos oferecidos a ∈ IRn+1+ , calcular soluc¸o˜es
o´ptimas do problema seguinte fixado o valor do paraˆmetro β:
min
x
f1(x) =
n∑
j=1
aj B(aj, xj) + an+1B
(
an+1, κ−
∑n
j=1 xj
)
s.a. f2(x) ≤ β
n∑
j=1
xj ≤ κ
xj ≥ 0, j = 1(1)n .
Note-se que, sendo f2 uma func¸a˜o convexa, o conjunto de soluc¸o˜es admiss´ıveis do
OPTIMIZAC¸A˜O DE SISTEMAS MULTIDIMENSIONAIS DE ERLANG-B 171
Problema 5.2, que designaremos por Dβ, e´ tambe´m convexo. Na verdade, o conjunto
{x ∈ IRn : f2(x) ≤ β} ,
e´ convexo. Note-se depois que Dβ e´ a intersecc¸a˜o desse conjunto com o conjunto S e
que a intersecc¸a˜o de convexos e´ um convexo.
O conjunto N das soluc¸o˜es o´ptimas de Pareto do Problema 5.1 pode ser enta˜o
definido como:
N =
{
xˆ ∈ S : aTB(xˆ) = min
x∈Dβ
aTB(x) , β ∈ [β∗∗, β∗]
}
.
Designemos por x∗β a u´nica soluc¸a˜o do Problema 5.1 para certo valor de β. E´ fa´cil
de verificar que:
(i) O problema e´ imposs´ıvel para β < β∗∗;
(ii) x∗β = x
∗∗, se β = β∗∗;
(iii) x∗β = x
∗, se β ≥ β∗;
(iv) Se x∗ e x∗∗ pertencem ao interior de S , enta˜o qualquer soluc¸a˜o do Problema
5.2 pertence ao interior de S . Como f1 e´ estritamente convexa nesse domı´nio, o
valor de x∗β e´ u´nico. Nestas condic¸o˜es a cada valor do intervalo real [β
∗∗, β∗] ⊂ IR
associa-se um e um so´ valor de x∗β ∈ S ⊂ IRn que e´ a soluc¸a˜o do Problema 5.2
e e´ uma soluc¸a˜o na˜o dominada do Problema 5.1. Dizendo de outra forma, esta´
definida uma func¸a˜o6 de [β∗∗, β∗] em IRn.
Na obtenc¸a˜o da soluc¸a˜o de ma´xima eficieˆncia e da soluc¸a˜o de ma´xima equidade,
lidamos com programas convexos com restric¸o˜es lineares. Para o ca´lculo dos restantes
o´ptimos de Pareto do Problema 5.1, teremos de lidar com um programa convexo onde
figura uma restric¸a˜o na˜o linear. Como veremos, sera´ poss´ıvel linearizar essa restric¸a˜o,
ou seja, obter um conjunto de restric¸o˜es lineares equivalente.
6Poder-se-a´ demonstrar que a func¸a˜o referida atra´s e´ cont´ınua e, portanto, que define uma linha
em IRn que une x∗ a x∗∗? A resposta podera´ passar por uma ana´lise de sensibilidade da soluc¸a˜o do
problema a variac¸o˜es do paraˆmetro β, mas a questa˜o fica em aberto.
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5.6.1 Linearizac¸a˜o das Restric¸o˜es
Facilmente se verifica que,
f2(x) ≤ β ⇐⇒

B(a1, x1) ≤ β
B(a1, x1) ≤ β
...
...
B(an, xn) ≤ β
B(an+1, κ−
∑n
j=1 xj) ≤ β .
Tendo em conta a monotonia da func¸a˜o de Erlang-B na varia´vel x, existem valores
u´nicos xβ1 , x
β
2 , . . . , x
β
n+1, tais que
B(a1, x
β
1 ) = β
B(a2, x
β
2 ) = β
...
...
B(an, x
β
n) = β
B(an+1, x
β
n+1) = β .
Va´rios me´todos nume´ricos teˆm sido propostos para esse ca´lculo, conhecidos na litera-
tura como me´todos de inversa˜o da fo´rmula de Erlang-B (ver [12, 14, 3]). Trata-se
simplesmente de resolver uma equac¸a˜o escalar na˜o linear por um me´todo iterativo, por
exemplo pelo me´todo de Newton-Raphson. Tendo calculado esses valores, mais uma
vez pela monotonia da func¸a˜o de Erlang-B na varia´vel x, podemos escrever:
f2(x) ≤ β ⇐⇒

x1 ≥ xβ1
x2 ≥ xβ2
...
...
xn ≥ xβn∑n
j=1 xj ≤ κ− xβn+1
⇐⇒

x¯1 ≥ xβ1
x¯2 ≥ xβ2
...
...
x¯n ≥ xβn
x¯n+1 ≥ xβn+1
. (5.38)
Como xβj > 0, j = 1(1)n+1, e´ fa´cil de concluir que o conjunto de restric¸o˜es indicado na
relac¸a˜o anterior define Dβ (conjunto das soluc¸o˜es admiss´ıveis do Problema 5.2), pelo
que o problema esta´ formulado como um programa convexo com restric¸o˜es lineares.
OPTIMIZAC¸A˜O DE SISTEMAS MULTIDIMENSIONAIS DE ERLANG-B 173
Problema 5.3 (2.a¯ Formulac¸a˜o Parame´trica Monocrite´rio do Problema 5.1)
Dados n ∈ IN, κ ∈ IR+ e um vector de tra´fegos oferecidos a ∈ IRn+1+ , calcular soluc¸o˜es
o´ptimas do problema seguinte fixado o valor do paraˆmetro β:
min
x
f1(x) =
n∑
j=1
aj B(aj, xj) + an+1B
(
an+1, κ−
∑n
j=1 xj
)
s.a. xj ≥ xβj , j = 1(1)n
n∑
j=1
xj ≤ κ− xβn+1
Note que, se β = β∗∗, enta˜o a regia˜o admiss´ıvel tem um so´ ponto, pois Dβ = {x∗∗}.
E´ tambe´m fa´cil de concluir que para β ∈ ]β∗∗, β∗] o conjunto Dβ e´ um simplex de IRn.
Ale´m disso, se β e β′ sa˜o valores no intervalo [β∗∗, β∗] tais que β′ < β, enta˜o
Dβ′ ⊂ Dβ .
Assim, a` medida que β decresce de β∗ para β∗∗ a regia˜o admiss´ıvel e´ um simplex que
conte´m sempre o ponto x∗∗ mas de volume a tender para zero. Esta reduc¸a˜o da regia˜o
admiss´ıvel a` medida que o paraˆmetro β decresce de β∗ para β∗∗ leva a` conclusa˜o que o
valor o´ptimo de f1 tambe´m tem de crescer.
5.7 Ca´lculo de O´ptimos de Pareto
Pelo Teorema 1 de [18] a restric¸a˜o f2(x) ≤ β e´ uma restric¸a˜o activa na soluc¸a˜o o´ptima
do Problema 5.2. Ou seja, se x∗β e´ soluc¸a˜o o´ptima do Problema 5.2, enta˜o f2(x
∗
β) = β.
A partir de (5.38) conclui-se enta˜o que
∃ j ∈ {1, 2, . . . , n, n+ 1} : x¯∗j = xβj . (5.39)
Note-se, no entanto, que o valor de j a que se refere a relac¸a˜o anterior pode na˜o ser
u´nico, ou seja pode haver mais de uma restric¸a˜o activa na soluc¸a˜o o´ptima. Se soubermos
a` partida quais sa˜o as restric¸o˜es activas na soluc¸a˜o o´ptima, enta˜o o processo resume-se
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a fixar as correspondentes varia´veis e a resolver um problema de ma´xima eficieˆncia no
espac¸o das restantes varia´veis (livres).
E´ fa´cil de concluir que o me´todo indicado neste trabalho para a obtenc¸a˜o da soluc¸a˜o
de ma´xima eficieˆncia e´ aplica´vel. Como a` partida na˜o sabemos, para um dado valor de
β, quais as restric¸o˜es activas na soluc¸a˜o o´ptima (ou seja quais as varia´veis que devemos
fixar), o ca´lculo nume´rico de uma soluc¸a˜o o´ptima de Pareto apresenta algumas dificul-
dades. Pode-se usar um algoritmo baseado em processos de penalidade, formando uma
nova func¸a˜o objectivo que incorpora termos para pesar a violac¸a˜o de cada restric¸a˜o,
resumindo-se depois o problema a resolver um programa na˜o linear sem restric¸o˜es. No
entanto, essa abordagem na˜o e´ fa´cil, sendo de esperar algumas complicac¸o˜es de ordem
nume´rica. Outra classe de me´todos, muito desenvolvida no caso do problema incorpo-
rar apenas restric¸o˜es simples (“box constraints”), conduz aos algoritmos de restric¸o˜es
activas. Estes algoritmos, em geral, efectuam uma primeira tentativa de identificac¸a˜o
dos limites activos no mı´nimo local, fixam as correspondentes varia´veis, e resolvem o
problema de optimizac¸a˜o sem restric¸o˜es no espac¸o das restantes varia´veis. A busca
de processos eficientes para adivinhar quais as restric¸o˜es activas na soluc¸a˜o o´ptima
constitui o cerne da questa˜o. Um bom trabalho sobre este assunto e´ [20].
Para evitar o uso de me´todos gerais para resolver este tipo de problemas (minimizar
uma func¸a˜o convexa num domı´nio convexo definido por restric¸o˜es lineares) iremos tirar
partido de algumas propriedades espec´ıficas do nosso problema para estabelecer um
algoritmo de restric¸o˜es activas espec´ıfico.
Vamos enta˜o numerar as restric¸o˜es do Problema 5.3, seguindo a seguinte convenc¸a˜o.
A restric¸a˜o xj ≥ xβj sera´ designada por restric¸a˜o j para j = 1(1)n. A restric¸a˜o∑n
j=1 xj ≤ κ − xβn+1 sera´ designada por restric¸a˜o n + 1. A partir daqui usamos a
notac¸a˜o A(β) com o seguinte significado:
Dado um valor β ∈ [β∗∗, β∗], o conjunto de ı´ndices das restric¸o˜es activas
na soluc¸a˜o o´ptima do Problema 5.3 sera´ designado por A(β).
OPTIMIZAC¸A˜O DE SISTEMAS MULTIDIMENSIONAIS DE ERLANG-B 175
O lema seguinte fornece um resultado fundamental para o estabelecimento do algo-
ritmo que proporemos para o ca´lculo de soluc¸o˜es o´ptimas de Pareto do Problema 5.1
calculadas, como vimos, como soluc¸o˜es do Problema 5.3.
Lema 5.9
Se a restric¸a˜o m ∈ {1, 2, . . . , n} esta´ activa na soluc¸a˜o o´ptima do Problema 5.3, enta˜o
tambe´m esta˜o activas as restric¸o˜es m+ 1,m+ 2, . . . , n+ 1, ou seja:
m ∈ A(β) =⇒ {m,m+ 1,m+ 2, . . . , n+ 1} ⊂ A(β) .
Prova:
Suponha-se por absurdo que a restric¸a˜o m esta´ activa e que a restric¸a˜o m+1 na˜o esta´
activa. Isto quer dizer que bm = β e bm+1 < β. Pelo Lema 5.8, o sistema S2 formado
pelos grupos m e m+ 1 na˜o pode estar optimizado em eficieˆncia. Seria enta˜o poss´ıvel
redistribuir capacidade entre os dois de forma a diminuir o tra´fego perdido por esse
sistema S2 e permanecer na regia˜o admiss´ıvel (retirando parte da capacidade do grupo
m+1 para o grupo m). Enta˜o o tra´fego perdido pelo sistema Sn+1 (formado por todos
os grupos) tambe´m poderia ser diminuido, pelo que a soluc¸a˜o na˜o seria o´ptima. Enta˜o
e´ absurdo admitir que a restric¸a˜o m esta´ activa e que a restric¸a˜o m+1 na˜o esta´ activa
na soluc¸a˜o o´ptima. Um o´bvio argumento indutivo completa a prova. 
Com este lema, temos uma regra para activar restric¸o˜es, ou seja fixar varia´veis. Como
vimos em (5.39), tem-se
A(β) 6= ∅, ∀ β ∈ [β∗∗, β∗] . (5.40)
Pelo Teorema 5.9 tem-se enta˜o que
n+ 1 ∈ A(β), ∀ β ∈ [β∗∗, β∗] . (5.41)
Por outro lado, e´ fa´cil de concluir que
A(β∗∗) = {1, 2, . . . , n, n+ 1} ,
A(β∗) = {n+ 1} se (an+1 < an) ∧ (x∗n > 0) .
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Para calcular um o´ptimo de Pareto correspondente a um certo β ∈]β∗∗, β∗[ podemos
pensar no seguinte processo de ca´lculo.
• Fixamos x¯n+1 com o valor xβn+1 e resolvemos o problema de ma´xima eficieˆncia
(sem restric¸o˜es) correspondente a` alocac¸a˜o dos restantes k − xβn+1 circuitos pe-
los grupos 1, 2, . . . , n. Se a soluc¸a˜o encontrada for admiss´ıvel, ou seja se todos
os grupos apresentarem um bloqueio na˜o superior a β obtive´mos claramente o
o´ptimo de Pareto correspondente a β. Caso contra´rio avanc¸amos para o ponto
seguinte.
• Fixamos agora as varia´veis x¯n+1 e x¯n e repetimos o processo mutatis mutandis.
Se a soluc¸a˜o o´ptima for admiss´ıvel encontra´mos o o´ptimo de Pareto para β. Caso
contra´rio avanc¸amos para o ponto seguinte.
• Fixamos agora as varia´veis x¯n+1, x¯n e x¯n−1 e repetimos o processo mutatis mu-
tandis. Se a soluc¸a˜o o´ptima for admiss´ıvel encontra´mos o o´ptimo de Pareto para
β. Caso contra´rio avanc¸amos para o ponto seguinte e assim sucessivamente.
O processo pode na˜o ser muito eficiente para calcular um so´ o´ptimo de Pareto se
n for um nu´mero de elevada ordem de grandeza. No entanto, interessa-nos sobretudo
um algoritmo para “travelling on N”, ou seja, para obter uma tabela de o´ptimos de
Pareto. Veremos seguidamente que o processo descrito sera´ bastante eficiente nesse
caso.
Lema 5.10
Sendo β e β′ valores do intervalo [β∗∗, β∗], enta˜o
β′ < β =⇒ A(β) ⊆ A(β′) .
Prova:
Em linguagem menos formal, o que se pretende provar e´ que se uma restric¸a˜o esta´
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activa na soluc¸a˜o o´ptima do Problema 5.3 para um certo valor do paraˆmetro β, essa
restric¸a˜o estara´ activa na soluc¸a˜o o´ptima quando se usa um paraˆmetro β′ inferior a β.
Para verificar isso, basta provar que para todo o m ∈ {1, 2, . . . , n, n+ 1} se tem
m ∈ A(β) =⇒ m ∈ A(β′) .
Se β′ < β, enta˜o pela monotonia da func¸a˜o de Erlang-B, tem-se
xβm < x
β′
m . (5.42)
No problema correspondente a β a restric¸a˜om e´ xm ≥ xβm e no problema correspondente
a β′ a restric¸a˜o m e´ xm ≥ xβ′m. Tendo em conta a desigualdade (5.42), e a convexidade
da func¸a˜o f1 tem-se o resultado pretendido. 
Pelo lema anterior, ao resolver sucessivamente o Problema 5.3 com valores de β su-
cessivamente menores, as varia´veis fixadas para obter a soluc¸a˜o o´ptima de um certo
problema tera˜o obrigatoriamente de ser fixadas para obter a soluc¸a˜o o´ptima do seguinte
(havendo necessidade de, eventualmente, fixar outras).
Desta forma, para calcular uma tabela de o´ptimos de Pareto do Problema 5.1
tomamos valores de β no intervalo [β∗∗, β∗] sucessivamente menores, tal como exposto
no algoritmo da secc¸a˜o seguinte. Se o passo da tabela for suficientemente pequeno a
maior parte dos o´ptimos de Pareto sa˜o calculados apenas pela resoluc¸a˜o de um problema
de ma´xima eficieˆncia. Note-se tambe´m que a dimensa˜o destes problemas decresce de
uma unidade cada vez que se fixa uma varia´vel, ou seja, a sua resoluc¸a˜o nume´rica vai-se
tornando menos pesada a` medida que o valor de β se vai aproximando de β∗∗.
5.8 Algoritmo para Percorrer N
O Algoritmo 5.1 especifica a estrate´gia exposta para a obtenc¸a˜o de o´ptimos de Pa-
reto por resoluc¸a˜o sucessiva de problemas de ma´xima eficieˆncia por um me´todo de
determinac¸a˜o das restric¸o˜es activas na soluc¸a˜o usando as ja´ expostas Propriedades de
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Monotonia de Restric¸o˜es Activas. Para aclarar a leitura do pseudo-co´digo tecemos
agora alguns comenta´rios acerca da referida especificac¸a˜o. Inicialmente, note-se que
o nu´mero de varia´veis fixadas nos sucessivos problemas vai crescendo e a dimensa˜o
dos mesmos vai diminuindo. Na especificac¸a˜o, “XERL” designa a func¸a˜o que efectua
a inversa˜o da func¸a˜o de Erlang-B. Na linha 12, o procedimento “ALLOC” calcula as
primeiras N` posic¸o˜es do vector X correspondentes a` soluc¸a˜o de ma´xima eficieˆncia de
afectac¸a˜o de uma capacidade total κβ pelos primeiros N` grupos. O tra´fego oferecido a
esses grupos esta´ definido nas primeiras N` posic¸o˜es do vector A. O algoritmo calcula
Np o´ptimos de Pareto correspondentes a valores decrescentes e igualmente espac¸ados
do paraˆmetro β no intervalo [β∗∗, β∗]. Os o´ptimos de Pareto correspondentes aos extre-
mos desse intervalo (soluc¸a˜o de ma´xima equidade e de ma´xima eficieˆncia) sa˜o obtidos
previamente pelo me´todo ja´ proposto.
5.9 Nota Final
Neste cap´ıtulo, abordou-se a optimizac¸a˜o de sistemas multidimensionais de Erlang-B,
na forma de um problema de afectac¸a˜o de servidores num contexto bicrite´rio. Com este
cap´ıtulo conclui-se a contribuic¸a˜o desta dissertac¸a˜o, a qual, simultaneamente, ilustra a
importaˆncia dos estudos dos Cap´ıtulos 2, 3 e 4. Assim, todo o texto pode ser entendido
como um estudo integrado de sistemas de Erlang-B com tra´fego monoclasse.
O vector fundamental do trabalho foi eminentemente nume´rico e anal´ıtico, pois o
objectivo central era definir e fundamentar o algoritmo para percorrer o conjunto de
o´ptimos de Pareto. Com esse intuito, foi essencial fazer todo o trabalho de base dos
Cap´ıtulos 2 e 3, para obter subrotinas fia´veis e eficientes de ca´lculo das derivadas da
func¸a˜o de Erlang-B na varia´vel nu´mero de circuitos. Tambe´m ficou clara a necessidade
de definir me´todos eficientes na˜o so´ para o ca´lculo das derivadas de primeira ordem,
como tambe´m para as derivadas de segunda ordem (caso da resoluc¸a˜o dos sistemas de
estacionaridade a que corresponde o ca´lculo de cada ponto de Pareto).
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Algoritmo 5.1 (Tabelac¸a˜o dos o´ptimos de Pareto/“Travelling on N”)
Input: N.o de grupos N ≥ 2; paraˆmetro κ; vector tra´f. of. A; limites β∗ e β∗∗; n.0 de o´ptimos Np.;
begin
1. δ ← (β∗ − β∗∗)/(Np + 1);
2. β ← β∗;
3. Nβ ← 1;
4. for j ← 1 to Np do
begin
5. β ← β − δ;
6. Sβ ← 0;
7. for i ← N to N −Nβ do
begin
8. X[i] ← XERL (A[i], β);
9. Sβ ← Sβ +X[i];
end
repeat
10. N` ← N −Nβ;
11. κβ ← κ− Sβ;
12. ALLOC (A,X, κβ , N`);
13. M ← max {B(A[j], X[j]) : j = 1, . . . , N`};
14. if (M > β) then
begin
15. Nβ ← Nβ + 1;
16. Ig ← N −Nβ + 1;
17. X[Ig] ← XERL (A[Ig], β);
18. Sβ ← Sβ +X[Ig];
end
until (M ≤ β);
19. At ←
∑N
j=1A[i]B (A[i], X[i]);
20. Ponto de Pareto: Escreva (f1 = At, f2 = β) e o vector X;
end
end;
Output: Tabela de o´ptimos de Pareto;
180 CAPI´TULO 5
5.A Aplicac¸a˜o do Me´todo de Newton
Neste apeˆndice especificamos o algoritmo de Newton-Raphson aplicado a` resoluc¸a˜o de
uma certa classe de sistemas de equac¸o˜es na˜o lineares. Essa classe de sistemas pode
ser definida como segue. Defina-se Φ ∈ C2 (D):
Φ : D ⊂ IRp −→ IRp
x 7−→ Φ(x) ,
tal que Φ tem um so´ zero em D. A sucessa˜o de Newton-Raphson para a resoluc¸a˜o de
Φ(x) = 0 e´ definida por um processo iterativo que passa, em cada iterac¸a˜o, por calcular
o vector y que e´ soluc¸a˜o do sistema linear:
Φ′(x)y = −Φ(x) , (5.43)
onde Φ′(x) designa a matriz Jacobiana de Φ calculada no ponto x. Dada uma apro-
ximac¸a˜o inicial, o algoritmo que especificaremos calcula sucessivos termos dessa su-
cessa˜o se o sistema linear (5.43) for equivalente a um outro do tipo referido no enunciado
do lema seguinte.
Lema 5.11 7
Sendo E a matriz de IRp×p com todas as entradas iguais a 1, w ∈ IRp+ e b ∈ IRp, a
soluc¸a˜o do sistema de Cramer:
[E + diag (w) ] y = b , (5.44)
e´ dada por
yj =
bj − σ
wj
, j = 1(1)p, sendo σ =
∑p
i=1 (bi/wi)
1 +
∑p
i=1 (1/wi)
=
p∑
i=1
yj .
7Este lema e´ inteiramente devido ao Professor Doutor Domingos Cardoso. Ao chamar a atenc¸a˜o
para este resultado mostrou que a inversa˜o de matriz necessa´ria em cada iterac¸a˜o do me´todo de
Newton-Raphson e´ feita com os mesmo custos computacionais que a inversa˜o de uma matriz diagonal.
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Prova:
O sistema em causa pode escrever-se como M y = b, sendo M = E + diag (w). Deno-
tando,
e = [1 1 1 · · · 1]T ∈ IRp ,
D = diag (w) ,
pode escrever-se:
M y = b ⇐⇒ E y +D y = b ⇐⇒ D y +
(
p∑
i=1
yi
)
e = b .
Definindo yp+1 =
∑p
i=1 yi, o sistema M y = b fica escrito na forma: D y + yp+1 e = b−eT y + yp+1 = 0 ⇐⇒
 D e
−eT 1
  y
yn+1
 =
 b
0
 .
Aplicando o me´todo da condensac¸a˜o de Gauss, obte´m-se: D e
0T 1 +
∑n
i=1 (1/wi)
  y
yn+1
 =
 b∑n
i=1 (bi/wi)
 .
Por substituic¸a˜o inversa, obtem-se σ = yp+1 e as componentes de y conforme o enun-
ciado. 
Em todo o trabalho, os sistemas na˜o lineares a resolver pelo me´todo de Newton teˆm
uma estrutura que leva a que, em cada iterac¸a˜o, seja resolvido um sistema linear do tipo
do referido no lema seguinte. E´, como vimos, o caso do ca´lculo da soluc¸a˜o de ma´xima
eficieˆncia e tambe´m da soluc¸a˜o de ma´xima equidade. Ale´m disso, para o ca´lculo de
cada o´ptimo de Pareto, os sistemas na˜o lineares a resolver teˆm a estrutura ideˆntica ao
do sistema na˜o linear resolvido para obtenc¸a˜o da soluc¸a˜o de ma´xima eficieˆncia.
Como ja´ foi dito, os sistemas lineares da classe definida no lema anterior sa˜o quase
ta˜o fa´ceis de resolver como um sistema diagonal. Na verdade, o nu´mero de operac¸o˜es
envolvidas na obtenc¸a˜o da soluc¸a˜o e´ proporcional a p, sendo p a ordem da matriz do
sistema. Note-se tambe´m que se o sistema a resolver e´ do tipo referido, enta˜o esse
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sistema fica completamente especificado quando definimos o vector w e o vector b.
Assim, se para cada ponto x ∈ D for poss´ıvel obter a transformac¸a˜o:
Φ′(x) = g(x) [E + diag (w) ] ,
w ∈ IRn+ ,
g(x) 6= 0 ,
teremos o seguinte sistema equivalente a (5.43):
[E + diag (w) ] y = b, sendo b = − 1
g(x)
Φ(x) .
Nessas condic¸o˜es o Algoritmo 5.2 calcula sucessivos termos de uma sucessa˜o de Newton-
-Raphson para Φ(x) = 0 e, em caso de convergeˆncia8, calcula uma aproximac¸a˜o arbi-
trariamente precisa do zero de Φ.
8O me´todo de Newton define em cada iterac¸a˜o uma direcc¸a˜o. Para assegurar a convergeˆncia basta
definir o passo a dar nessas direcc¸o˜es (ver [20]).
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Algoritmo 5.2 (Resoluc¸a˜o dos sistemas de equac¸o˜es na˜o lineares)
Me´todo de Newton-Raphson: O sistema na˜o linear e´ da forma descrita neste apeˆndice.
Nos dados de entrada figuram as func¸o˜es fw e f b como argumentos procedurais, que
permitem definir o sistema linear a resolver em cada iterac¸a˜o (resolvido pelo processo
estabelecido no Lema 5.11). A sucessa˜o de Newton-Raphson e´ calculada na linha 10.
Quando a norma do vector y (diferenc¸a entre aproximac¸o˜es sucessivas) e´ inferior a
 ||x||, sendo x a aproximac¸a˜o corrente, satisfaz-se o crite´rio de paragem.
Input: Ordem do sistema p ≥ 2; Paraˆmetro κ; Vector tra´fegos oferecidos a; Aprox.
inicial x(0); Func¸o˜es fw e f b; Paraˆmetro de precisa˜o ;
begin
1. x ← x(0);
repeat
2. w ← fw(a,x, κ, p);
3. b ← f b(a,x, κ, p);
4. σ1 ← 0;
5. σ2 ← 0;
6. for i ← 1 to p do σ1 ← bi/wi;
7. for i ← 1 to p do σ2 ← 1/wi;
8. σ ← σ1/(1 + σ2);
9. for i ← 1 to p do yi ← (bj − σ)/wj;
10. for i ← 1 to p do xi ← xi + yi;
until (||y||/||x|| < );
11. x˘ ← x;
end;
Output: x˘— soluc¸a˜o aprox. do sistema na˜o linear;
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5.B Classificac¸a˜o das Formas Quadra´ticas
Neste apeˆndice incluem-se dois lemas auxiliares que permitem classificar as formas
quadra´ticas associadas a`s matrizes Hessianas referidas neste cap´ıtulo.
Lema 5.12
Sendo E a matriz de IRp×p com todas as entradas iguais a 1, a matriz B = γ E ∈ IRp×p
com γ ≥ 0, e´ semidefinida positiva.
Prova:
A matriz B e´ uma matriz com todas as entradas iguais a γ ≥ 0. Se γ = 0, enta˜o a
matriz B e´ a matriz nula, e pela definic¸a˜o se verifica que e´ semidefinida positiva:
xT B x ≥ 0, ∀x ∈ IRp .
Analise-se agora o caso em que γ > 0.
• Crite´rio da cadeia de determinantes (Sylvester). Sejam Dk, k = 1(1)p os menores
principais de B. E´ imediato que D1 = γ > 0 e que Dk = 0, k = 2(1)p, pelo que
B e´ semidefinida positiva.
• Crite´rio dos valores pro´prios. Note que rank (B) = 1 pelo que B tem valor pro´prio
λ = 0 com multiplicidade p − 1. Dos p valores pro´prios, so´ fica por calcular um
deles que designamos por λp. Por outro lado, a soma dos valores pro´prios e´ igual
ao trac¸o da matriz:
p∑
j=1
λj = λp =
p∑
j=1
γ = pγ .
Se γ > 0, enta˜o B tem um valor pro´prio estritamente positivo e os restantes
nulos, pelo que B e´ semidefinida positiva.

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Lema 5.13
Sendo E a matriz de IRp×p com todas as entradas iguais a 1 e w ∈ IRp+, a matriz
Hp = E + diag (w) ,
e´ definida positiva.
Prova:
Usamos o crite´rio de Sylvester. Provaremos que todos os menores principais da matriz
Hp sa˜o estritamente positivos. A prova faz-se por induc¸a˜o sobre p. Note inicialmente
que:
det(H1) = 1 + w1 > 0 e que det(H2) = (1 + w1)(1 + w2)− 1 > 0 .
Admita-se como hipo´tese de induc¸a˜o que det(Hk) > 0 para um nu´mero natural k
gene´rico. Como,
det(Hk+1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + w1 1 1 · · · 1 1
1 1 + w2 1 · · · 1 1
1 1 1 + w3 · · · 1 1
...
...
...
. . .
...
...
1 1 1 · · · 1 + wk 1
1 1 1 · · · 1 1 + wk+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
somando a` u´ltima linha o sime´trico da penu´ltima, obtemos:
det(Hk+1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + w1 1 1 · · · 1 1
1 1 + w2 1 · · · 1 1
1 1 1 + w3 · · · 1 1
...
...
...
. . .
...
...
1 1 1 · · · 1 + wk 1
0 0 0 · · · −wk wk+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Usando o Teorema de Laplace na u´ltima linha, obtemos:
det(Hk+1) = wk+1 det(Hk) + wk det(A) ,
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sendo:
det(A) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 + w1 1 1 · · · 1 1
1 1 + w2 1 · · · 1 1
1 1 1 + w3 · · · 1 1
...
...
...
. . .
...
...
1 1 1 · · · 1 + wk−1 1
1 1 1 · · · 1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Somando a todas as colunas o sime´trico da u´ltima:
det(A) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
w1 0 0 · · · 0 1
0 w2 0 · · · 0 1
0 0 w3 · · · 0 1
...
...
...
. . .
...
...
0 0 0 · · · wk−1 1
0 0 0 · · · 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Pelo Teorema de Laplace na u´ltima linha:
det(A) =
k−1∏
j=1
wj ,
resultando que:
det(Hk+1) = wk+1 det(Hk) +
k∏
j=1
wj .
Tendo-se det(Hk) > 0, pela hipo´tese de induc¸a˜o, resulta que det(Hk+1) > 0. Este facto
implica que todos os menores principais de Hp sa˜o estritamente positivos, pelo que a
matriz Hp e´ definida positiva para todo o p ∈ IN. 
5.C Gama T´ıpica dos Dados do Problema
Neste apeˆndice faremos algumas considerac¸o˜es de ordem pra´tica, tendo em vista a
aplicac¸a˜o do modelo de afectac¸a˜o de recursos bicrite´rio entre grupos de Erlang-B no
contexto da optimizac¸a˜o de sistemas e redes de teletra´fego. O objectivo da discussa˜o
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e´ chamar a atenc¸a˜o para a gama t´ıpica dos dados normalmente encontrados nessas
aplicac¸o˜es. Os dados do problema sa˜o, como vimos
n+ 1 ≡ N.o¯ de grupos de Erlang-B;
κ ≡ Total de capacidade de canal a alocar;
a ≡ Vector de tra´fegos oferecidos.
Inicialmente, note-se que em situac¸o˜es pra´ticas um tra´fego de Poisson de me´dia a = 0.01
oferecido separadamente a um grupo e´ ja´ uma situac¸a˜o muito pouco t´ıpica. Pelo que
imporemos para a gama t´ıpica dos paraˆmetros a primeira desigualdade:
aj > 0.01, j = 1(1)n+ 1 . (5.45)
Vamos agora verificar que e´ bastante razoa´vel admitir que em situac¸o˜es reais se tenha
κ > n+ 1 . (5.46)
Analisemos o caso κ = n + 1, para verificar que e´ uma situac¸a˜o muito pouco t´ıpica.
Nessa hipo´tese, e´ fa´cil de verificar que ha´ uma soluc¸a˜o admiss´ıvel do problema que e´
x = [1 1 · · · 1]T , sendo as restantes caracterizadas por terem pelo menos um grupo
ao qual esta´ atribuido menos de um circuito. Se os grupos de Erlang-B teoricamente
definidos correspondem a grupos f´ısicos a implementar, essas soluc¸o˜es na˜o teˆm sentido
pois na˜o tem sentido um canal f´ısico com menos de um circuito. Se os grupos de
Erlang-B que definimos correspondem a grupos fict´ıcios no contexto da ana´lise de um
sistema real, enta˜o a situac¸a˜o e´ muito pouco t´ıpica. Na verdade, basta analisar um
grupo de Erlang-B com um so´ circuito para verificar isso. O bloqueio e´ neste caso
calculado exactamente em termos do tra´fego oferecido:
B(a, 1) =
a
1 + a
. (5.47)
Em situac¸o˜es t´ıpicas a probabilidade de bloqueio na˜o deve exceder a ordem de 0.01,
pelo que o valor de a teria de ser tambe´m de ordem inferior a 0.01 (que e´ um tra´fego
oferecido muito baixo). Concluindo-se que e´ bastante razoa´vel admitir (5.46).
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Por considerac¸o˜es ana´logas, tambe´m e´ bastante razoa´vel impor que
α < 5000 =⇒ κ > α =
n+1∑
j=1
aj . (5.48)
Analisemos o caso k = α. Temos uma soluc¸a˜o admiss´ıvel que e´ dada pela regra da
proporc¸a˜o:
x¯j =
aj
α
κ, j = 1(1)n+ 1 , (5.49)
sendo as restantes soluc¸o˜es admiss´ıveis caracterizadas por haver pelo menos um grupo
i tal que xi < ai. Qualquer que seja a soluc¸a˜o, o sistema Sn+1 tem sempre um grupo
tal que xj ≤ aj. Por tabelas da func¸a˜o de Erlang-B se verifica que esse grupo tera´
sempre um bloqueio superior a 0.01 a menos que a e x sejam pelo menos da ordem
dos milhares. Na verdade, se a = x ≤ 5000 enta˜o B(a, x) > 0.01. Sem usar tabelas,
pode chegar-se a concluso˜es ana´logas, usando a expressa˜o assimpto´tica da func¸a˜o de
Erlang-B para a = x obtida por D. L. Jagerman [11, pag.540]:
B(z, z) ≈
(√
piz
2
+
2
3
+
1
12
+
√
pi
2z
)−1
.
Note-se que, se z = 5000, enta˜o B(z, z) ≈ 0.0112. Assim, a menos que α e κ sejam
da ordem dos milhares, e´ razoa´vel impor a condic¸a˜o (5.48) para garantir que o sistema
Sn+1 apresente uma qualidade de servic¸o aceita´vel. Estas considerac¸o˜es sa˜o confirmadas
por numerosas experieˆncias nume´ricas efectuadas. Essas experieˆncias mostram ate´ que
a situac¸a˜o e´ muito pior do que a ana´lise feita mostra, quando estamos na soluc¸a˜o de
ma´xima eficieˆncia. Nessa soluc¸a˜o surgem grupos com bloqueios muito elevados se na˜o
se cumpre (5.48).
E´ claro que tambe´m tera´ algum interesse analisar sistemas em regime de sobrecarga,
mas mesmo nesses casos esse regime corresponde normalmente a bloqueios que na˜o
excedem muito 10%. As considerac¸o˜es feitas indicam que mesmo em sistemas em
regime de sobrecarga, κ na˜o deve ser muito inferior a α.
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Cap´ıtulo 6
Concluso˜es
Neste cap´ıtulo deixamos algumas notas finais que procuram situar o estado em que
se encontra o nosso trabalho de investigac¸a˜o. Essa discussa˜o trac¸a a fronteira do
campo do “ja´ conseguido” para a vastida˜o da a´rea “por conseguir.” Melhor dizendo,
procederemos a uma s´ıntese final referindo as principais contribuic¸o˜es da dissertac¸a˜o e,
por u´ltimo, apontaremos questo˜es que ficam em aberto e que merecera˜o novos esforc¸os
em trabalho futuro.
6.1 S´ıntese das Principais Contribuic¸o˜es da Disser-
tac¸a˜o
As contribuic¸o˜es do trabalho que conduziu a esta dissertac¸a˜o podem inserir-se todas no
campo das propriedades anal´ıticas e nume´ricas do modelo de Erlang-B em equil´ıbrio
estat´ıstico. Todavia, para efeitos de enumerac¸a˜o das contribuic¸o˜es consideradas prin-
cipais, podemos subdividi-las agrupando-as em treˆs classes: algoritmos nume´ricos fun-
damentais, propriedades anal´ıticas fundamentais e optimizac¸a˜o do modelo multidimen-
sional.
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Algoritmos Nume´ricos Fundamentais:
• O Algoritmo baseado no Me´todo da Recursa˜o Completa Generalizada (Ca-
p´ıtulo 2), para o ca´lculo das derivadas parciais de ordem n (n ∈ IN) da
func¸a˜o de Erlang-B na varia´vel nu´mero de servidores, aplica´vel em toda a
gama (a, x) ∈ IR+ × IR+. Deve referir-se que o algoritmo e´ proposto na˜o so´
com todos os pormenores de implementac¸a˜o estabelecidos na forma da sua
especificac¸a˜o em pseudo-co´digo, mas tambe´m sustentado pela ana´lise da sua
consisteˆncia anal´ıtica e com uma ana´lise do erro propagado pelo processo re-
cursivo de ca´lculo a partir das condic¸o˜es iniciais. Esta u´ltima ana´lise permite
estabelecer a robustez do me´todo perante os inevita´veis erros associados no
ca´lculo, ou seja, estabelecer a estabilidade nume´rica da recursa˜o.
• O Algoritmo baseado no Me´todo da Recursa˜o Reduzida (Cap´ıtulo 3), para
o ca´lculo da func¸a˜o de Erlang-B e das derivadas parciais de primeira e se-
gunda ordem na varia´vel nu´mero de servidores, especialmente importante
quando aplicado a grandes grupos de Erlang-B . Conve´m frisar, que o algo-
ritmo e´ sustentado por uma ana´lise de consisteˆncia anal´ıtica e de estabili-
dade nume´rica que permitem ao utilizador prescrever a precisa˜o desejada
no ca´lculo. A eficieˆncia do algoritmo e´ nota´vel (mesmo para valores muito
elevados dos argumentos), conforme foi mostrado atrave´s de uma extensa
experimentac¸a˜o computacional.
Propriedades Anal´ıticas Fundamentais:
• O teorema que estabelece o sinal das derivadas parciais de segunda ordem
da func¸a˜o tra´fego de transbordo de um sistema de Erlang-B em equil´ıbrio
estat´ıstico a que se dedica o Cap´ıtulo 4. Estabeleceu-se assim a convexidade
estrita de Â(a, x) nas varia´veis x e a, resultado com implicac¸o˜es importantes
em problemas de optimizac¸a˜o. Com efeito, sendo o tra´fego de transbordo
uma quantidade a minimizar em muitas formulac¸o˜es em que ha´ que optimi-
zar o desempenho dos sistemas em termos de eficieˆncia, estas propriedades
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de convexidade sa˜o de grande importaˆncia. Na verdade, como ja´ foi re-
ferido, uma func¸a˜o estritamente convexa tem um u´nico mı´nimo, pelo que
o ca´lculo de um mı´nimo local obte´m o mı´nimo global. Ale´m destas pro-
priedades, o sinal negativo das derivadas rectangulares de segunda ordem
Â′′ax(a, x) = Â
′′
xa(a, x) estabelece uma propriedade do sistema de Erlang-B
com eventual interesse independente. A seguinte interpretac¸a˜o e´ imediata:
A derivada Â′a(a, x) sabe-se que e´ positiva, mas agora sabemos que decresce
na varia´vel x; Da mesma forma, a func¸a˜o derivada Â′x(a, x) sabe-se que e´ ne-
gativa, mas agora sabemos que decresce na varia´vel a. Assim, este resultado
permite alargar o conhecimento que tinhamos da monotonia do tra´fego de
transbordo Â(a, x) nas varia´veis a e x. Finalmente, a conjectura da conve-
xidade estrita conjunta de Â(a, x) no aberto convexo definido pela condic¸a˜o
do tra´fego oferecido standard ser inferior a −1, e´ conseguida pelo facto de
dispormos dos algoritmos estabelecidos nos Cap´ıtulos 2 e 3 (surge como uma
evideˆncia nume´rica apo´s computac¸a˜o massiva).
• As Propriedades de Efica´cia/Eficieˆncia dos Grandes Grupos permitem pro-
var na˜o so´ uma propriedade muito conhecida, mas sem demonstrac¸a˜o como
estabelecer outros enunciados. Estes resultados ale´m de serem importantes
na ana´lise dos sistemas com perda sa˜o tambe´m relevantes em optimizac¸a˜o,
nomeadamente para estabelecer o conflito entre os objectivos do problema
de alocac¸a˜o bicrite´rio definido.
Optimizac¸a˜o do Modelo Multidimensional:
• A formulac¸a˜o do problema bicrite´rio estudado, com as duas func¸o˜es objectivo
referentes aos crite´rios Equidade e Eficieˆncia. Apontamos esta formulac¸a˜o
como uma das contribuic¸o˜es do trabalho que conduziu a esta dissertac¸a˜o,
pois foi com base na dita formulac¸a˜o que surgiram os problemas anal´ıticos
e nume´ricos que depois analisa´mos.
• A caracterizac¸a˜o das soluc¸o˜es de ma´xima eficieˆncia e de ma´xima equidade
(conseguida usando a convexidade estrita na varia´vel x estabelecida no
196 CAPI´TULO 6
Cap´ıtulo 4), e o seu ca´lculo nume´rico recorrendo ao me´todo de Newton
(conseguido usando os algoritmos de ca´lculo de B,B′x e B
′′
xx estabelecidos
nos Cap´ıtulos 2 e 3).
• A prova do conflito entre os dois objectivos recorrendo a`s Propriedades de
Efica´cia/Eficieˆncia dos Grandes Grupos.
• A formulac¸a˜o monocrite´rio do problema usando a linearizac¸a˜o das restric¸o˜es
por inversa˜o da func¸a˜o de Erlang-B, assim como a correspondente aplicac¸a˜o
do algoritmo de Newton baseado na propriedade de “monotonia das res-
tric¸o˜es activas”. Esta metodologia permite percorrer o conjunto de soluc¸o˜es
na˜o dominadas (“travelling on N”), tabelando os o´ptimos de Pareto do
problema.
6.2 A´reas de Trabalho Futuro
Procuraremos agora analisar questo˜es em aberto suscitadas por este trabalho, propondo
em simultaˆneo poss´ıveis temas para desenvolvimento futuro.
6.2.1 Ainda o Sistema de Erlang-B
No que diz respeito ao modelo de Erlang-B, estaremos atentos a poss´ıveis desenvol-
vimentos no que toca ao estabelecimento de novas propriedades e tambe´m a algorit-
mos nume´ricos — o presente trabalho mostra que esse modelo se pode revelar terreno
fe´rtil. Observe-se que os ditos desenvolvimentos surgem normalmente na forma de no-
vas questo˜es que sa˜o suscitadas no aˆmbito do estudo de problemas de optimizac¸a˜o que
possam surgir.
Ainda no contexto dos sistemas multidimensionais de Erlang-B, sera´ interessante
investigar a formulac¸a˜o seguinte de um problema de partilha de carga:
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Problema 6.1 (“Partilha de Carga Bicrite´rio num Sistema de Erlang-B”)
Dados n ∈ IN, α , κ ∈ IR+ e um vector x = [x1, x2, . . . , xn−1, xn]T ∈ IRn⊕ tal que:
x1 ≥ x2 ≥ · · · ≥ xn ≥ κ−
∑n
j=1 xj ≥ 0 ,
calcule o conjunto de soluc¸o˜es o´ptimas de Pareto do seguinte programa:
min
a
L̂(a) ≡
n∑
j=1
Â(aj, xj) + Â
(
α−∑nj=1 aj , κ−∑nj=1 xj )
min
a
L(a) ≡ max
{
B(a1, x1), . . . , B(an, xn), B
(
α−∑nj=1 aj , κ−∑nj=1 xj ) }
s.a.
n∑
j=1
aj < α;
aj > 0, j = 1(1)n .
onde o vector de decisa˜o e´ a = [a1, a2, . . . , an]
T ∈ IRn+.
Efectivamente, bastante trabalho preparato´rio foi ja´ feito. O algoritmo de ca´lculo de
B(a, x) baseado no Me´todo da Recursa˜o Reduzida, permite calcular de forma eficiente
os valores de B′a(a, x) e B
′′
aa(a, x) eventualmente necessa´rios para calcular o mı´nimo da
primeira func¸a˜o objectivo (mesmo no caso em que os argumentos sa˜o de elevada ordem
de grandeza). Por outro lado, a convexidade estrita dessa primeira func¸a˜o objectivo
deduz-se facilmente a partir do sinal de Â′′aa(a, x), estabelecido no Cap´ıtulo 4. Ja´ no que
toca a` segunda func¸a˜o objectivo, e´ fa´cil de concluir que o seu mı´nimo corresponde a
uma situac¸a˜o de igualdade de bloqueios, usando um processo de prova ana´logo ao usado
no problema de afectac¸a˜o de servidores. O conflito entre as duas func¸o˜es objectivo pode
deduzir-se tambe´m a partir de propriedades de efica´cia de grandes grupos.
6.2.2 Incurso˜es na Teoria/Algoritmos Sobre Func¸o˜es Especi-
ais
Em termos de investigac¸a˜o fundamental (sem ter em conta as aplicac¸o˜es a sistemas de
teletra´fego), achamos de interesse o estudo das relac¸o˜es da func¸a˜o de Erlang-B com
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outras func¸o˜es especiais. Como ja´ foi dito, a extensa˜o anal´ıtica de R. Fortet para
a func¸a˜o de Erlang-B insere esta func¸a˜o na classe das func¸o˜es especiais como uma
func¸a˜o transcendente na˜o elementar (“high trancendental function”). Com efeito, a
func¸a˜o B(a, x) esta´ intimamente relacionada com outras func¸o˜es especiais gene´ricas
bem conhecidas, com vasto interesse nas aplicac¸o˜es e extensivamente estudadas na
literatura. Para revelar essas relac¸o˜es, relembramos agora a definic¸a˜o das seguintes
func¸o˜es:
• Func¸a˜o gama [1, pag.255]:
Γ(α) =
∫ +∞
0
e−t tα−1 dt ; (6.1)
• Func¸a˜o gama incompleta [4, pag.1285]:
Γ(α, β) =
∫ +∞
β
e−t tα−1 dt ; (6.2)
• Func¸a˜o de probabilidade χ2 (“Chi-square”) [1, pag.940]:
Q
(
χ2 | ν ) = [ 2ν/2 Γ(v/2) ]−1 ∫ +∞
χ2
e−t/2 (t)ν/2−1 dt ; (6.3)
• Func¸o˜es de Whittaker [3, pag.534]:
Wk,m(a) =
e−a/2 ak
Γ(1/2− k +m)
∫ +∞
0
e−t
(
1 +
t
a
)k−1/2+m
t−k−1/2+m dt ; (6.4)
• Func¸o˜es de conflueˆncia hipergeome´trica de Kummer [1, pag.505]:
U(u, v, w) =
1
Γ(u)
∫ +∞
0
e−wt tu−1 (1 + t)v−u−1 dt . (6.5)
Facilmente se obteˆm as relac¸o˜es:
B(a, x)−1 = a−x ea Γ(x+ 1, a) ; (6.6)
B(a, x)−1 = a−x ea Γ(x+ 1)Q( 2a | 2(x+ 1) ) , (6.7)
B(a, x)−1 = a−x/2 ea/2Wx/2,(x+1)/2(a) ; (6.8)
B(a, x)−1 = aU(1, x+ 2, a) . (6.9)
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Por (6.6), (6.7), (6.8) e (6.9) temos a func¸a˜o de Erlang-B relacionada com a func¸a˜o
gama incompleta, com a func¸a˜o de probabilidade χ2 (“chi-square”), com as func¸o˜es
de Whittaker e com as func¸o˜es de conflueˆncia hipergeome´trica de Kummer. Tendo
em conta estas relac¸o˜es e´ fa´cil de concluir que novos resultados anal´ıticos e de ca´lculo
nume´rico para B(a, x) tera˜o potencialmente um interesse independente e alargado na
a´rea das func¸o˜es especiais e suas aplicac¸o˜es. Assim, os resultados do presente trabalho
na˜o devem ser entendidos apenas como resultados muito particulares obtidos para
sistemas de Erlang-B mas tambe´m tendo interesse potencial no estudo de outras func¸o˜es
especiais e suas aplicac¸o˜es.
Especialmente interessante e´ a definic¸a˜o de algoritmos de ca´lculo das func¸o˜es espe-
ciais atra´s referidas (assim como das suas derivadas), baseados nos algoritmos definidos
nos Cap´ıtulos 2 e 3. Refira-se, a propo´sito, que tem havido intensa actividade no que
toca a` publicac¸a˜o de novos algoritmos nessas a´reas em revistas da especialidade.
Adicionalmente, e´ fa´cil de verificar que B(a, x) esta´ relacionada com transformac¸o˜es
integrais bem conhecidas. Para expoˆr este to´pico, relembramos a definic¸a˜o de trans-
formada de Laplace F (a) de uma func¸a˜o f(z) (real de varia´vel real):
F (a) ≡ L{ f(z) } ≡
∫ +∞
0
e−az f(z) dz , (6.10)
onde f(z) e´ uma func¸a˜o de z definida em IR+ e onde supomos que a varia´vel a ∈ IR+.
Resulta assim da definic¸a˜o das func¸o˜es Ik(a, x) que:
Ik(a, x) = L
{
(1 + z)x [ln(1 + z)]k
}
, ∀(a, x) ∈ IR+ × IR, k = 0, 1, 2, . . . (6.11)
Por outras palavras, podemos dizer que no nosso trabalho estudamos as transformadas
de Laplace das func¸o˜es f(z) = (1 + z)x [ln(1 + z)]k. De facto, os algoritmos definidos
nos Cap´ıtulos 2 e 3 na˜o fazem mais do que obter processos nume´ricos de ca´lculo de tais
transformadas. Sera´ poss´ıvel obter processos mais gerais, ou seja, me´todos de ca´lculo
nume´rico de transformadas de outras classes de func¸o˜es?
Conscientes das dificuldades (uma vez que e´ um tema extensivamente estudado),
entendemos que sera´ alcanc¸a´vel nalguns casos a definic¸a˜o de me´todos de ca´lculo base-
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ados em recurso˜es reduzidas.
6.2.3 Explorac¸a˜o do Modelo Multidimensional de Erlang-C
No histo´rico artigo de A. K. Erlang [2] introduz-se na˜o so´ uma fo´rmula B (primeira
fo´rmula para sistemas de perda) mas tambe´m a fo´rmula C (segunda fo´rmula para
sistemas com fila de espera infinita). Nesta fo´rmula, a func¸a˜o C da´ a probabilidade de
uma solicitac¸a˜o ter de esperar num sistema M/M/n(∞):
C(a, n) =
an
n!
[
an
n!
+
(
1− a
n
) n−1∑
j=0
aj
j!
]−1
. (6.12)
A relac¸a˜o entre B(a, n) e C(a, n) e´ conhecida desde os tempos de A. K. Erlang:
C(a, n) =
n
n− a [1−B(a, n)] B(a, n), (6.13)
o que permite obter uma extensa˜o anal´ıtica da func¸a˜o de Erlang-C usando a extensa˜o
anal´ıtica de R. Fortet para B(a, n). Assim, se x ∈ IR+0 :
C(a, x) =
x
x− a [1−B(a, x)] B(a, x), (6.14)
sendo B(a, x) dada pela relac¸a˜o de Fortet. Usando estas relac¸o˜es podem inferir-se
propriedades da func¸a˜o C(a, x) a partir de propriedades anal´ıticas estabelecidas para
B(a, x). Ale´m disso, os algoritmos de ca´lculo nume´rico de B(a, x) e das suas deriva-
das podem ser u´teis para a definic¸a˜o de algoritmos de ca´lculo de C(a, x) e das suas
derivadas.
Importa salientar que o modelo de Erlang-C e´ especialmente interessante, para no´s,
no contexto de problemas de optimizac¸a˜o. Com efeito, os problemas de afectac¸a˜o de
servidores e de partilha de carga que definimos, podem facilmente ser formulados no
contexto de um sistema multidimensional de Erlang-C. A investigac¸a˜o desses dois pro-
blemas e das questo˜es anal´ıticas e nume´ricas que, por certo, sera˜o levantadas afiguram-
se muito interessantes e uma vez resolvidas podem estabelecer novas propriedades do
modelo base de Erlang-C.
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Analogamente ao que foi dito para o caso do modelo multidimensional de Erlang-
-B, tambe´m no contexto dos sistemas de Erlang-C as formulac¸o˜es dos problemas de
optimizac¸a˜o podera˜o suscitar uma colecc¸a˜o de questo˜es muito interessantes. Adicio-
nalmente, como o modelo de Erlang-C e´ um sistema com fila de espera (infinita), e´
natural que surjam medidas de desempenho relacionadas com a espera nessa fila (por
exemplo, o tempo me´dio de espera na fila). A optimizac¸a˜o de tais sistemas tera´, ne-
cessariamente, de reflectir esses aspectos. Assim, as formulac¸o˜es teˆm mais variantes
e possibilidades1 que podem ser exploradas na base do “paradigma” multicrite´rio e
tambe´m dos problemas de decisa˜o que se geram.
6.2.4 Campo Aberto para Sistemas Mais Complexos
O que se disse para sistemas multidimensionais de Erlang-C pode extender-se muta-
tis mutandis para outros Sistemas de Erlang baseados em generalizac¸o˜es e fo´rmulas
h´ıbridas, conforme se referiu no Cap´ıtulo da Introduc¸a˜o, nomeadamente com tra´fego de
entrada multiclasse associado a fluxos de chamadas/solicitac¸o˜es com diferentes requi-
sitos, nomeadamente em termos de nu´mero de servidores ocupados simultaneamente e
de tempos me´dios de servic¸o.
Essas variantes podem ser fruto da imaginac¸a˜o de investigadores mais teo´ricos,
mas podem tambe´m ser inspiradas pela modelizac¸a˜o de novos sistemas de teletra´fego
no contexto da revoluc¸a˜o das Telecomunicac¸o˜es em curso. A estrate´gia a seguir sera´ a
investigac¸a˜o de problemas de partilha de carga e de afectac¸a˜o de servidores no contexto
geral dos Sistemas de Erlang .
1Sem entrar em pormenores, note-se que ha´ va´rias disciplinas da fila poss´ıveis, gerando diferentes
variantes nas formulac¸o˜es.
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