Euler's elastica-based unsupervised segmentation models have strong capability of completing the missing boundaries for existing objects in a clean image, but they are not working well for noisy images. This paper aims to establish a Euler's elastica-based approach that can properly deal with the random noises to improve the segmentation performance for noisy images. The corresponding formulation of stochastic optimization is solved via the progressive hedging algorithm (PHA), and the description of each individual scenario is obtained by the alternating direction method of multipliers. Technically, all the sub-problems derived from the framework of PHA can be solved by using the curvature-weighted approach and the convex relaxation method. Then, an alternating optimization strategy is applied by using some powerful accelerating techniques including the fast Fourier transform and generalized soft threshold formulas. Extensive experiments have been conducted on both synthetic and real images, which displayed significant gains of the proposed segmentation models and demonstrated the advantages of the developed algorithms.
successfully without necessary region features. In detail, [13] employed the fitting terms of two-phase CV model and the Euler's elastica term [14] as the regularization. Its major contribution was that the missing boundaries were interpolated automatically without specifying the regions. [6] improved the segmentation with depth problem [7, 15] and achieved acceleration via the strategies of model simplification and constraint projection. Its significant performance enhancements included shape reconstruction of occluded objects and determination of their ordering relation in a specific scene based on only one single image. Many other works illustrated that the curvature-related terms have played crucial roles in the boundary reconstruction [8, 16] and image restoration [17] [18] [19] with the capacity of producing excellent edge and corner preservation results. All of these researches show the significant potential for curvature-based methods.
However, the current segmentation models mentioned above cannot be directly applied for noisy images when the type of noise is unknown or there are more than one type of noise in the image. The reason is that in these models, there exists a one-to-one mapping relationship between the parameters to be evaluated and the noisy images with some probability density distribution. Besides, the curvaturerelated terms will bring extra computational complexity due to the existence of nonlinear higher-order derivatives. This issue also appears in other variational models such as the nontexture image inpainting [20] and image denoising [21] with features (edge, corner, smoothness, contrast, etc.) preservation. Hence, it is essential to take some mathematical optimization techniques, for example with global solution, stability guarantee and calculation acceleration, into consideration in the process of algorithm design.
To deal with stochastic noises in image segmentation in general, [22, 23] have given us a great source of inspiration from the perspective of theory analysis. The authors there extended the progressive hedging algorithm (PHA) for multistage stochastic variational inequality problems and solved the stochastic complementarity problems in a two-stage formulation. Convergence of the developed algorithm was proved in detail, and how the PHA performs was validated through numerical experiments for its stability and practicability. One of our major motivations in this paper is to embed stochastic property into segmentation energy functional for images with unknown noises or arbitrary damages and then implement PHA to solve it. Furthermore, Euler's elastica term will be also considered as the regularization in our variational formulations design since it has better properties in dealing with image feature information. Last but not least, in order to improve the computational efficiency and solve problems caused by the non-convex, non-differentiable, nonlinear and higher-order terms involved in Euler's elastica-related functional, fast algorithms of alternating direction method of multipliers (ADMM) [6, 8, 18, 24] and curvature-weighted approach [20, 25, 26] will be systematically designed as a fusion for energy minimization problems. The novel introduction of Euler's elastica term along with its analytical study in the framework of PHA will be another main contribution of our research.
Our contributions can be summarized in the following aspects:
(i) We propose novel formulations for image segmentation with stochastic noises by transforming the original minimization problems into the optimization framework of stochastic programming. (ii) Euler's elastica term is employed to achieve completion of meaningful missing boundaries, reconstruction of occluded structures of objects and realization of segmentation simultaneously, which further enhances the segmentation performance. (iii) Our novel variational formulations will be applied for the problems of two-phase Euler's elastica-based segmentation and segmentation with depth in gray and color spaces, respectively. (iv) A general numerical algorithm based on PHA is proposed. Fusion of ADMM and curvature-weighted approach (ADMM-C) is designed for the minimization of the Euler's elastica energy related sub-variational problems. The minimization problems derived from ADMM-C will be then efficiently solved by fast Fourier transform (FFT) [26, 27] and analytical soft threshold formulas [8, 18] .
The rest of this paper is structured as follows. Section 2 briefly reviews the related approaches in this field. Our proposed approach and algorithm framework are presented in Sect. 3 . The experiments conducted with performance evaluation and comparison are described in Sect. 4 followed by the conclusion in Sect. 5.
Research Background
For the purpose of clarifying the motivations in this paper, some related works will be briefly reviewed before presenting our contributions clearly in Sect. 3.
Euler's Elastica-Based Segmentation
Illusory contour capture and shape reconstruction [28, 29] are a challenging problem which aims to complete the missing boundaries or fuzzy areas for existing objects in an image. It is a very common phenomenon in human vision. Part of illusory contours consists of objects' actual boundaries, and the other part is made of missing perceptual edges. However, current computer technique can only deal with closed boundaries. It is extremely difficult for computers to identify illusory contours automatically. Euler's elastica-based segmentation techniques play an important role due to their crucial roles in boundary reconstruction and image restoration.
Two-phase Euler's elastica-based segmentation Zhu, Tai, and Chan [13] proposed the Chan-Vese-Euler (CVE) model designed for the foreground shape recovery problem by combining the CV model [2] and Euler's elastica regularizer [14] . This model could recover the illusory contours and form a complete meaningful object, even without requiring initialization of fixed points. According to their work, the energy functional is defined as
where μ, α, β are positive penalty parameters, φ is a binary level-set representation supposed to take on either 0 or 1. The last term of this functional is the classic Euler's elastica term. κ denotes the curvature represented as κ = ∇ · (∇φ/|∇φ|). Segmentation with depth information In [15] , Nitzberg, Mumford and Shiota defined the problem of segmentation with depth information as a problem of recovering occluded shapes and their ordering relations based on a 2D image. The variables defined in this problem are in threefold: 1) the shapes of the regions R 1 , R 2 , · · · , R n to which different objects belong; 2) the ordering relations among objects; 3) the pixel intensities of objects. Without loss of generality, one can assume that the objects R 1 , R 2 , . . . , R n in an image are in ascending order, i. e., R 1 is the nearest object to the observer while R n is the farthest one (i.e., background). Let R i be defined as the visible part of R i , i.e., R 1 = R 1 , R i = R i − j<i R j , (i = 2, . . . , n). In addition, R n+1 = − j<n+1 R j is defined as the visible background. Based on the above assumptions and definitions, the level-set-based energy functional is formulated as in [7] 
where α, β are two positive penalty parameters, c i ∈ R i is the pixel intensity of the i-th object, and f is the image to be processed. κ i denotes the curvature of boundary for region R i . Here, |κ| is chosen to substitute the square in Euler's elastica term with the reason that the object corners can be preserved when |κ| becomes large. In contrast, the model containing curvature-related terms in quadratic form would inevitably smear those corners. The difference about the function of curvature selection between κ 2 and |κ| for elastica term reflecting in segmentation performance was also indicated in [6, 7] . The level-set function ϕ is represented by a continuous signed distance function. H (x) and δ(x) are Heaviside function and Dirac delta function described in detail in [2, 9] .
Segmentation Models Incorporating Noise Distributions
Studies [10] [11] [12] investigated noisy image segmentation problems by using specific parameter estimation based on different noise distributions. All the related parameters are calculated via the maximum a posteriori probability (MAP) estimation from the viewpoint of Bayesian probability models. For example, estimation of variance information is used for images degraded with Gaussian noise; the square of image intensity value with capacity of enhancing weak properties is incorporated in the Rayleigh model; models with great segmentation performance of dealing with Poisson and Gamma noises are built on the standard deviation and average. The general variational functional is written as follows
where α 1 , α 2 , γ are positive penalty parameters, φ is a binary level set as defined in functional (1) . Specific representations of function Q derived from the maximum likelihood method and the computation of their related parameters are given in Table 1 . θ = (μ, σ ) refers to the corresponding parameters of function Q need to be estimated.
The Progressive Hedging Algorithm for Two-Stage Stochastic Programming
The progressive hedging algorithm (PHA) was originally designed by Rockafellar and Wets [30] for multistage stochastic minimization problems, and it has recently been extended [23] to monotone stochastic variational inequality (SVI) problems of the form 
where F is a convex continuously differentiable functional, N C (x(·)) is the normal cone to C at x(·), N is a linear subspace of the Hilbert space L composed of all x(·), and M is the complementary subspace of N . The notation of x(·) indicates that the solution of Problem (4) is a function and L is therefore a functional space. This understanding of (4) is particularly suitable for multistage stochastic optimization, where one seeks the best response function x(ξ ) for each realization of a random vector ξ. In such case, Problem (4) represents the necessary condition for optimality and it is also sufficient if the stochastic programming problem is convex.
To clarify this point, let us present a brief introduction to the two-stage stochastic programming problem, which will be the model we shall use for the image segmentation problem. A two-stage stochastic programming is an optimization problem to make two decisions, one at each stage. The firststage decision is made before a random vector is realized, and the second-stage decision is a response after the random vector is observed. Let ξ be the random vector and let be the set of all the possible realizations of ξ (assumed to be finite). Then, the response mapping x(·) of a two-stage stochastic programming has the following form:
where x 1 (ξ ) is the first-stage decision variable and x 2 (ξ ) is the second-stage decision variable. Consider the Hilbert space L consisted of all the mappings x(·) ∈ R n . Since in our two-stage model the first decision is made before ξ is realized, the solution to the two-stage stochastic programming problem should satisfy the so-called non-anticipativity constraint x(·) ∈ N , where N := {x(·)
Clearly, N is a subspace of L. In addition, suppose every decision x(·) must satisfy a set of constraints and the con-straints generally depend on ξ. We write this fact in the form of
where each C(ξ ) refers to a nonempty closed convex subset of R n and the set C therefore denotes a nonempty closed convex subset of L. Let the total cost of the decision x(ξ ) in two stages be f (x(ξ ), ξ ). Then, the two-stage stochastic programming problem can be formulated as min
where E stands for the expectation, p(ξ ) > 0 represents the known probability of each scenario ξ , and the sum of these probabilities is 1. If f (·, ξ) is a continuously differentiable convex function, then the following Karush-Kuhn-Tucker (KKT) conditions will be both necessary and sufficient for the optimality of x(·):
When certain constraint qualifications such as ri C ∩ N = ∅ (or C ∩ N = ∅ if the sets C(ξ ) are all polyhedral) are met, the following equality holds.
Since N is a subspace, it yields that N N (x(·)) = N ⊥ := M. Based on this equality, the SVI (6) can be rewritten as the following equivalent form:
x(·) ∈ N and w(·) ∈ M such that −∇ F(x(·)) ∈ N C (x(·)) + w(·).
Subsequently, SVI (4) can be easily obtained from (7) just through moving the term w(·) from the right-hand side to the left-hand side. One can also regard SVI (4) as an equivalent alternative extension of (6) . The focus of PHA is to transform solving the original problem stated in (6) into solving the problem
As described in [23], the powerful feature of PHA is its capability of decomposition in terms of solving separate "deterministic" problem for each scenario ξ while keeping each iterate in the space N by projection. In this regard, the vector w(·) serves as the multiplier vector for the nonanticipativity constraint, each of the w-iterates is also kept in the space M, see the following description of the algorithm.
PHA in two-stage stochastic programming
Given x ν (·) ∈ N and w ν (·) ∈ M := N ⊥ with a fixed parameter r > 0,
Step 1. For every ξ , solvê
. ν := ν + 1, repeat until a stopping criterion is met.
Here, the existence and uniqueness of the solutionx ν (ξ ) will be guaranteed by the fact that the r -term makes the related minimization sub-problems be strongly convex. P N is the projection mappings onto the linear subspaces N and actually has the following explicit form in the two-stage stochastic programming:
If problem (5) is convex and there exists at least one solution, then the sequence generated by PHA converges to an optimal solution. More details in terms of theorems and proofs can be found in [23] . An alternative proof of its convergence is provided in [31] in terms of alternating direction method of multipliers (ADMM). The convergence properties of PHA for the two-stage stochastic programming problem can be summarized as follows.
Convergence properties of the PHA (Theorem 2 of [23]) As long as the (monotone) variational inequality (4) satisfies the constraint qualification and has at least one solution, the sequence {x ν (·), w ν (·)} generated by the progressive algorithm will converge to some pair (x(·),w(·)) satisfying (7) and thus furnishx(·) as a solution to (4) . In this the distance expressions ||x ν (·) −x(·)|| 2 + 1 r 2 ||w ν (·) −w(·)|| 2 will form a decreasing sequence that goes to zero. The decrease will surely be at a linear rate if, in particular, the sets C(ξ ) are polyhedral and the functions f (x(ξ ), ξ ) are convex quadratic (including linear as a special case). The motivation of our work is to treat the noisy image segmentation process as a two-stage stochastic programming problem, in which the first-stage decision is to determine the curve of the object in the image and the randomness ξ is the distributions of noise, thus we adopt PHA framework to handle the curve under stochastic noises, which will be discussed in more details in the following.
Novel Formulations for Different Segmentation Problems Incorporating Stochastic Noises Via Progressive Hedging
Motivated by the research using PHA to solve the minimization problem of stochastic programming, we aim to propose novel formulations tackling different segmentation issues in consideration of the advantages of Euler's elastica term and the influence of unknown noises. In this way, we not only can fulfill general segmentation tasks with the classic model, but also can deal with some worse situations such as lowquality images with large noises, absent boundaries, missing shapes or occlusion. Then, we show how to implement PHA with developed ADMM-C algorithm to obtain the optimal solutions efficiently. Before we get into our paper topic, we first illustrate how to formulate a new problem and apply progressive hedging algorithm in stochastic programming to improve the segmentation performance. The obvious feature of this approach is not just robust to noise, it can also deal with stochastic noises, which means we do not need to know what the specific types of noises contained in the image. Figure 1 presents the comparison of results to further demonstrate this feature. The original image is given in a. b presents the image with unknown noises. Results without or with PHA in stochastic programming are shown in c and d, respectively. Here, we take the classic CV model [2] as an example. And this application will be also a preprocessing procedure providing the initialization of binary level-set functions for our segmentation with depth cases. Specifically, the model for this example can be expressed as the minimization of the following energy functional 
which is an PHA-extended variational model coming from
is one specific noise type as summarized in Table 1 . In accordance with the PHA framework in two-stage stochastic programming introduced in Sect. 2.3, binary level-set func- 
, which also need to be upgraded in Step 2. Now, stochastic property of noises has been successfully formulated into a classic CV segmentation model by taking advantage of PHA framework. The region-based CV model is well known for capabilities of being insensitive to noises and capturing desired results even on weak boundaries. From Fig. 1c , we can see that the performance of CV model may be influenced by stronger noises. And (d) validates that the classic CV model using PHA in stochastic programming can achieve improvements for standard segmentation.
We plan to progress along this way and develop our work into Euler's elastica-based segmentation. The new models with Euler's elastica term possess the abilities of: (1) producing standard segmentation results as good as the classic CV model [2] ; (2) achieving better performance on images with strong unknown noises, missing boundaries or fuzzy areas (e.g., can complete the disconnected parts of the branch in Fig. 1d , while CV-PHA functional (10) without Euler's elastica term does not have this advantage); and (3) additionally, handling problem of recovering occluded shapes while multiphase segmentation models [3, 4, 9] without Euler's elastica term cannot do.
Two-Phase Segmentation-Based Application
Based on two-phase Euler's elastica-based segmentation formulated in (1) and CV-PHA model (10), we propose a novel segmentation model incorporating influence of different noises expressed as the following stochastic programming (SP) form. The reconstructed contour can be obtained by minimizing the following energy functional with respect to φ(ξ ).
) contain the stochastic information need to be estimated. φ(ξ ) is the optimal solution of (11) under distribution ξ . Here, we continue the definition of φ(ξ ) in [13] using the binary representation which can also be explained as a substitution φ = H (ϕ). As they described, this binary representation was originally used for finding the global minimizer. And it can also reduce the computational complexity to some extent such as avoiding the necessary calculation associated with level sets. One can observe that (11) will reduce to the CV-PHA model (discussed in Functional (10)) when β equals 0. In this way, we can also regard CV-based models as particular cases of our proposed segmentation models. Functional (10) gives a good example that incorporating different noise distributions into one formulation based on PHA can enhance the ability of handling strong noise better than applying them separately, and the improved performance is validated in Fig. 1 as well. In addition, Euler's elastica was studied for visual construction in [7, 13, 15, 16] , of which the major advantages lie in the effect of reconstruct-ing illusory contours or recovering occluded shapes. [6, 8] found that this good property of Euler's elastica term also reflected is robust against noises. According to the limitation of functional (10) discussed previously, we aim to employ Euler's elastica term as the regularization into our PHAbased segmentation framework with the purpose of merging the advantages of these techniques and make great progress in performance.
According to the segmentation model for vector-valued images proposed in [32] , the averages of the data terms over all channels are used for coupling. Let f = ( f 1 , f 2 , . . . , f m ) be a original color image defined on a domain . Then, function Q should be also in the multichannel form (Q 1 , Q 2 , . . . , Q m ). In fact, our proposed model used to solve color image segmentation can be stated as follows:
where l = 1, 2, . . . , m denotes the number of layers of a vector-valued image. Then, novel Euler's elastica-based formulations embedding stochastic noises for two-phase segmentation are obtained. In the following section, we shall implement the calculation under PHA, which is one of the useful and effective tools for solving the above multistage stochastic programming problem.
PHA with Developed ADMM-C Algorithm for Two-Phase Segmentation Application
In order to demonstrate the precise numerical procedure of PHA in solving (11) and (12) 
where ξ = (ξ 1 , ξ 2 , . . . , ξ N ) refer to noise distributions. For each distribution ξ i , it has a known probability p(ξ i ) > 0 which can be set empirically through experiments, and the sum i p(ξ i ) = 1 has to be guaranteed. According to PHA approach, φ ξ can be obtained by the following steps.
I.
First the minimization problems need to be solved separately, which are given in the right side of (13) .
where κ = ∇ · ∇φ |∇φ| . For the gray space issue, there is only one layer of the image information to be calculated,
is the potential function for specific noise distribution in each channel of the image. Table 1 shows the representations of Q(x, θ(ξ i )) and estimations of parameters θ(ξ i ). φ ξ i is the optimal solution of (14) in distribution ξ i . II. Next, all of the obtained optimal solutions are utilized to gain the final optimum φ ξ .
III. At last, the sub-problems' solutions φ k (ξ i ) and the Lagrangian multipliers v k (ξ i ) need to be updated at the end of each iteration.
Then, updated φ k+1 (ξ i ), v k+1 (ξ i ) and the parameters θ k+1 (ξ i ) derived from (14) are passed to the next iteration from step I.
To solve the minimization problems (14) separately, both simplification and effectiveness of the algorithm should be considered. In fact, there are three main computational difficulties in the functional listed as follows, followed by the corresponding algorithm design.
(i) One main challenge of the Euler's Elastica-based functional is due to the non-smoothness and non-convexity of g(κ) = α + β|κ|. As described in [20, 25, 26] , it is more efficient when the curvature term g(κ) is computed separately from the functional (14) . Inspired by the concept of curvature-weighted approach, we can rewrite functional (14) as the following simplified version
The proposed approach essentially reduces the minimization problem (17) to a total variation type [33] .
Here, the case of division by zero in g(κ) should be avoided. In practice, the denominator is often replaced by |∇φ| = max( , |∇φ|) ( is a arbitrarily small positive parameter). Then, g(κ(ξ i )) is represented as ∇ · (∇φ(ξ i ))/|∇φ(ξ i )| . (ii) Note that the binary constraint for φ will also cause non-convexity in sub-problems (17) . [34] demonstrated that certain non-convex minimization problems can be equivalent to the following convex minimization problems
This convex minimization scheme could find global minimizers for (17) by thresholding the solution of (18), which was classified as a continuous min-cut algorithm. Together with its equivalent form, the continuous maxflow algorithm, the min-cut algorithm has been proved to be an exact convex relaxation of the original problem as discussed in [35, 36] . (iii) Another critical issue for solving (18) is the inevitable high-order derivatives in numerical implementation, which is proven to be tedious and prone to errors. Then, a developed ADMM-C algorithm is designed to each sub-problem by introducing auxiliary variables, Lagrangian multipliers and an alternating directional optimization strategy.
Here, the detailed implementation on solving each subproblem by the ADMM-C algorithm will be presented. Firstly, some auxiliary variables are introduced, i.e., w(
Based on this observation, we can transform (18) into the following augmented Lagrangian functional
where μ is a positive penalty parameter. It is worth noting that this kind of simple structure of (19) requires fewer variables and parameters compared with other works [14, 18, 19] using the ADMM to deal with the curvature term directly. After the initialization of φ 0 (ξ i ), w 0 (ξ i ) and λ 0 (ξ i ), a minimization problem is carried out in each step with respect to one variable while keeping other variables fixed temporarily. When alternating optimization for all the variables is completed, the Lagrangian multipliers will be updated subsequently. This gives
φ k+1
λ k+1
To obtain θ k+1 = (μ, σ ): In the k + 1 step of the proposed ADMM-C, the average image intensity values μ ξ i as well as variances σ ξ i in the foreground and background can be obtained by using the standard variational method for (20) . Table 1 gives all the solutions for distributions ξ = (ξ 1 , ξ 2 , . . . , ξ N ).
To obtain φ k+1 : Optimal value of φ ξ i for a certain distribution ξ i is obtained by solving the minimization of (21) with respect to φ(ξ i ). We can get the update rule based on the corresponding Euler-Lagrange equations
where
2 (ξ i )). Like in [27] , equation (24) is a screened Poisson equation for which the fast Fourier transform (FFT) [26, 27] is a well-known solver with very low computational cost for imaging problems. Here, FFT is applied for further improving the calculation efficiency. Equation (24) can be rewritten as
where L = −μF F * + τ and F * is the discrete inverse Fourier transform. Then, we can obtain φ k+1
To obtain w k+1 : The minimization problem (22) of w can be solved via the generalized soft thresholding formula [8, 18] , which is given by
For clarity, we present the overall algorithm for the two-phase Euler's elastica-based segmentation in stochastic programming in a pseudo-code format as follows. The idea of the ADMM-C method is intentionally applied for the main challenge of the non-convex, non-smooth and nonlinear problems in Euler's elastics, and it has attracted extensive attention. ADMM algorithm has been given analytical properties in [37, 38] , and many other applications [39, 40] are provided in which many similar algorithms are developed and successfully used to achieve excellent performances via solving a variety of non-convex problems. The similar idea for ADMM-C in [20, 26] is adopted in this paper to design new algorithms to deal with the sub-problems derived from PHA framework.
Segmentation with Depth-Based Application
We intend to use similar stochastic programming skills as the ones applied in the two-phase issue in this part. Based on original segmentation with depth model for gray space reviewed in Sect. 2.1, we can establish the energy functional by introducing random noise set as follows arg min
where h = 1, 2, . . . , n denote the number of objects in the image, and φ n+1 (ξ ) = 1 is set only for consistency of description. We can still extend the above segmentation with depth incorporating stochastic noises model to multichannel case. Analog to the coupling approach used in (12) , the formulation is written as arg min
In order to describe the calculation procedure explicitly, we plan to conduct on the general model integrating the gray space and color space cases. According to the curvatureweighted approach used in (17) , the simplified version can be directly written as arg min
where g(κ h (ξ )) = ∇ · (∇φ h (ξ ))/|∇φ h (ξ )| ) and the definition of |∇φ h (ξ )| is given in (17) .
for gray space issue and l Q hl (x, θ hl (ξ )) for color space issue. And the characteristic function for the h-th
) representing the (n + 1)-th region background. In the next section, we shall calculate the above general formulation under PHA with detailed implementation.
PHA with Developed ADMM-C Algorithm for Segmentation with Depth Application
For the numerical part, we shall try to use similar ideas as used in the sophisticated two-phase imaging tasks. The main program loop for PHA is shown as follows I. First, we need to solve the sub-minimization problems of (30) separately, which gives
II. Next, all of the obtained optimal solutions (φ h(ξ 1 ) , φ h(ξ 2 ) , ..., φ h(ξ N ) ) are utilized to gain the final optimum φ h(ξ ) .
III. At last, the sub-problems' solutions φ k h (ξ i ) and the Lagrangian multipliers v k h (ξ i ) need to be updated at the end of each iteration.
Then, updated φ k+1 h (ξ i ), v k+1 h (ξ i ) and the parameters θ k+1 (ξ i ) derived from (31) are passed to the next iteration from step I.
In order to solve the minimization problems (31) in step I separately, we will show how to apply the designed ADMM-C algorithm. Note that there are n binary functions (φ 1 (ξ i ), φ 2 (ξ i ), . . . , φ n (ξ i )) need to be obtained for one specific noise distribution. Thus, n auxiliary variables ( w 1 (ξ i ), w 2 (ξ i ), . . . , w n (ξ i )) are introduced and each component is defined as
Based on the convex relaxation method, (31) is rewritten into the following augmented Lagrangian functional
where μ is a positive penalty parameter. Here, h = 1, 2, . . . , n refer to the number of binary level-set functions and i = 1, 2, . . . , N refer to the number of noise distributions. In order to solve (34) efficiently with the ADMM-C, we first initialize the unknown φ 0 h (ξ i ), w 0 h (ξ i ) and λ 0 h (ξ i ) at the initial iterative step k = 0, then, we solve some minimization problems with respect to only one kind of unknowns while other ones are temporarily fixed at each step from k-th to (k + 1)-th until convergence is reached. With this alternating direction optimization strategy, we can divide the optimization problem (34) into three minimization problems in the iterative process from k-th to (k + 1)-th step:
To obtain θ k+1
The average image intensity values μ k+1 h (ξ i ) as well as variances σ k+1 h (ξ i ) in the foreground and background can be obtained by using the standard varia-tional method based on (35) , which are given by the following equations (Table 2) To obtain φ k+1 h : For the minimization problem (36) with respect to the function φ h(ξ i ) , the corresponding Euler-Lagrange equation is given as
Though the above equation is very complicated, FFT can be still applied here for accelerating the calculation. Equation (39) can be rewritten as
where L = −μF F * + τ and F * is the discrete inverse Fourier transform and
Then, we can obtain the optimal value of φ h(ξ i ) as follows
To obtain w k+1 h : The calculation result of w minimization problem (37) can be obtained via the generalized soft thresholding formula as
For clarity, the overall algorithm for the Euler's elasticabased segmentation with depth in stochastic programming in a pseudo-code format is presented as follows. 
Algorithm 3 Computing framework for (28) and (29) via PHA
Input: φ 0 h (ξ i ) (h = 1, . . . , n), p(ξ i ), v 0 h (ξ i ),
Termination Criteria
The stopping criteria for our entire algorithm are described in this section. As described in [18, 41] , the iterations need to be terminated when the following criteria are satisfied:
• For major framework PHA in Algorithm 1 and Algorithm 3 During iteration, the constraint errors of (φ ξ i − φ ξ ), the relative errors of Lagrange multipliers and the optimal solutions should be monitored. They should decrease to a sufficiently small level Parameters
Parameters
where · L 1 denotes the L 1 norm on image domain . All components are calculated in pixel wise. If R k < l ( l is a small enough parameter), the iteration process will be stopped. Note that Eqs. (44)and (47) can be quite small if the penalty parameters are large. This is due to their explicit dependence on the penalty parameters. The relative energy error should also be considered; we can use the following form:
The computation stops automatically when R k e is less than a predefined tolerance, which indicates that the energy approaches its steady state.
• For sub-minimization problems using ADMM-C in Algorithm 2 and Algorithm 4 The following constraint errors of ( w ξ i −∇φ ξ i ) and the relative errors of its corresponding Lagrange multipliers in iterations need to be monitored Algorithm 2
All numerical quantities are presented in log scale. Some specific methods are used to tune parameters in the implementation process of the proposed approach. The two parameters in g(κ) = α + β|κ|, α and β, control the length and curvature of the segmentation boundary. The ratio between a and b is related to the connectivity and smoothness of the level lines. As discussed in [13] , the connection of disconnected level lines and smoothness of level lines can be guaranteed by a large parameter β. In addition, how to determine another two parameters: τ and μ associated with Lagrange multipliers, will be illustrated. Numerical indicators give the basis of penalty parameter adjustment. One example of their values selection is given in Experiment 4.1.
Lastly, we turn to the discussion related to the convergency of PHA. PHA is applied to the general stochastic programming problems of two-phase image segmentation and segmentation with depth in gray and color images, which are formulated in (17) and (30) . Then, PHA is implemented relying on convex minimization for each scenario ξ i (given in Algorithm 1 and Algorithm 3). In this way, the sequence of pairs (φ k ξ , υ k ξ ) generated from PHA are hence sure to converge to a solution pair. The authors in [23] also came to a conclusion about the convergence of PHA theoretically with a clear proof procedure.
Experimental Results
We apply the proposed segmentation formulations and developed algorithm extensively on various synthetic and real images for multiple purposes. Experimental results are used to validate the performance and efficiency of our proposed models and algorithm. All the experiments are implemented on the same platform (MATLAB 8.2) on a PC (Intel (R), CPU: 2.80GHz, RAM: 16GB, cores number: 4, architecture: 64-bit).
Experiments for Two-Phase Cases on Synthetic Images
Some synthetic images of size 256×256 pixels are used as the test images. In these experiments, two-phase CV model [2] and the CVE model [13] are used for comparison in order to show the performance of our proposed model. The reason of choosing [2] and [13] for comparison is that they are both classic models in variational segmentation with excellent results, which brought us a lot of inspiration. First, we set v 0 (ξ i ) = 0, w 0 (ξ i ) = 0, λ 0 (ξ i ) = 0 and all the Lagrange multipliers are initially set to be 0 for all the numerical experiments in this section. The same initialization of variables in each experiment is used in order to have a relatively fair comparison. In Fig. 2 , some results of the CV model, CVE model and our proposed model are first presented, respectively. The original images, noisy images with stochastic noises including the Gaussian noise, Rayleigh noise, Poisson noise and Gamma noise, and initialization for φ 0 are shown in a and e. In addition, the pepper and salt noise is additionally contained in a. And results obtained by the CV model are presented in b and f. c and g give the final results obtained by CVE model, and results from our model (11) are presented in d and h separately. From left to right in b-d and f-h, we start with the optimal solution φ ξ , followed by final curves plotted on noisy images (red lines) and final curves plotted individually (blue lines). It helps to distinguish the detailed differences among results obtained from different models by presenting the final results in blue separately. It can be clearly seen that the results of d and h obtained by our model (11) are much better than those two models. It is known that CV model is robust against general noises, which has been discussed and validated in many applications so we do not put those results here. But when the noise level is getting much higher, CV model fails to obtain the desired results from the observation of experiments b and f, let alone complete disconnected curves or missing shapes. The results obtained from CV model are totally different since it is driven by the mean level of the target region resulting in the fact that it cannot recognize whether one particular pixel belongs to big noises or objects. CVE model has better properties as given in c in dealing with segmentation problems in noisy images as well as capturing meaningful structures. However, it ignores some relatively tiny ones of the objects, and thus some small and homogeneous parts cannot be captured. The CVE model's performance is unsatisfactory in g when the desired object has similar density as the background. With the increase in the homogeneity degree, this kind of drawback becomes more obvious. One thing should be noted is that all the noises are randomly contained in the images for our experiments, which means we do not need to set specific rate for each type of noise. What proportion of one noise is randomly chosen, so the percentage is also possible to be 0%. The parameters for CV model, CVE model and our proposed model are given as follows CV model [2] CVE model [13] In Fig. 3 , we discuss the assumption: if there was no the last two terms (υ(·) term and r -term) in model (11) . Some segmentation results obtained from our model (11) under this assumption are given in Fig. 3a and b. One can be observed that the segmentation results are very close to the ones obtained from the model with the last two terms. However, the convergence cannot be guaranteed without these two terms in general. Therefore, the similar performance in these two cases only for special images cannot be guaranteed in general case without convergence analysis. Technically, the last two terms of model (11) correspond to w(·) term and rterm in the PHA algorithm as introduced in Sect. 2.3, which have the following functions in mathematical analysis. w(·) serves as the multiplier vector for the non-anticipativity constraint, and each of the w-iterates is forced to keep in the space M; thus, the existence and uniqueness of the solution will be guaranteed as the r -term makes the related minimization sub-problems be strongly convex. These two terms are of great significance for our theoretical analysis. This can be found in the detailed review for PHA in Sect. 2.3. Figure 4 gives an example that illustrates the convergence of the relative residuals (Eqs. 43 and 50), the relative errors of Lagrange multipliers (Eqs. 44 and 51), the relative error of φ k ξ (Eq. 45) and the energy curve (Eq. 49) in our model, respectively. They are obtained for the image in Fig. 2h . It (a) Results from (11) without υ(·) term and r-term (b) Results from (11) without υ(·) term and r-term Fig. 3 Segmentation results from our model (11) without the last two terms (υ(·) term and r -term) is clearly shown that the proposed algorithm has converged well before 100 iterations. They also give an important clue on how to choose the penalty parameters t and m. In order to ensure convergence as well as achieving a high speed of convergence, the errors R k τ , R k w , R k v and R k λ should converge steadily with nearly the same speed. If R k τ , R k w go to zero faster than the others, τ and μ can be decreased and vice versa. R k τ , R k w will converge to zero with the same speed as the iteration proceeds and the energy will decrease to a steady constant value when τ and μ are chosen properly.
Experiments for Two-Phase Cases on Real Images
Real tiger image of size 481×321 and butterfly image of size 230 × 137 are used as the test images. Visual comparisons with the results and the evolution process of our model are given subsequently. In Fig. 5 , some results of the color CV model [32] , color CVE model and our proposed model (12) are shown, respectively. The color CVE model is stated as
(54) Fig. 4 The relative residual plots. a auxiliary variables in (43); b auxiliary variables in (55); c Lagrange multipliers in (44); d Lagrange multipliers in (51); e optimal solution φ k ξ ; f the energy functional Here, we extend CVE model from gray scale to color scale according to the coupling approach used in [32] . Figure 5a , (g) shows the real noisy images. b, h give the initialization of φ 0 . The segmented images by using the color CV model are shown in c and i. Figure 5d and j shows the results of color CVE model. Our proposed model's performance is reflected in e and k. f and l show the intermediate evolution process of the contour φ ξ obtained from the proposed model. We directly choose the results from color CV model as the input of φ 0 . One can also initialize φ 0 randomly while the final results vary a little. One feature in both of these two images is a few discontinuous stripes on the tiger's tail or sparse spots on the butterfly's wings. With the proceeding of iteration, it can be observed that CV model fails to capture the correct boundaries of objects, while both CVE and our model are able to complete an intact shape regardless of the existing gaps within the objects. However, CVE model is inevitably influenced by the stochastic noises, especially when these noises smear the elongated structures like the tiger's tail or they increase the homogeneity degree. The parameters used to obtain Figure 5c 
Experiments for Segmentation with Depth Cases on Synthetic Images
The proposed models (28) and (29) using PHA with ADMM-C algorithm into synthetic images will be compared with classic segmentation with depth model (2) without stochastic programming. The detailed implementation framework is shown as follows, and all experiments for segmentation with depth applications follow the same procedure.
In order to speed up the evolution of contours and improve the accuracy of results, we initialize the binary level-set functions φ 0 h (ξ 1 ) = · · · = φ 0 h (ξ N ) using the results from the the standard multiphase segmentation model in stochastic programming, which is given by arg min
Different from the traditional ones [6, 7] that initialized contours by the standard multiphase segmentation model without stochastic programming, we take the situation of unknown noises into consideration. In experiments, we find the initialization of φ 0 h (ξ i ) will be inevitably influenced when big stochastic noises are contained in the original image. Then, it may lead to a failure for entire framework to obtain expected results. An example is shown as follows in Figure 6 to explain this situation clearly. Figure 6a gives the synthetic image (size 100 × 100) with two circles corrupted by noises randomly for testing and standard multiphase segmentation results. b shows the initialization of the binary level-set functions by using the results of standard segmentation method. And the final results obtained by traditional segmentation with depth model [6, 7] are presented in c. It can be observed that traditional implementation framework will not work under the impact of big noises. What is more, the CVE model was designed only for one foreground shape recovery problem without considering segmentation with depth information, which cannot be used for comparison. Figure 7 presents the novel implementation framework for segmentation with depth in stochastic programming. The same testing image is used in a. With the application of (27), we obtain separate objects shown in a and initialize φ 0 h in b. Obvious progress in performance of our proposed model In order to determine the ordering relations of the white circle and gray circle, we minimize the energy functional (28) based on the assumptions that the white circle is occluded by the gray circle or the gray circle is occluded by the white circle. The results are listed in Table 3 , from which we can deduce that the white circle, the gray circle and the background are ordered from the nearest to farthest with respect to the observer. 
Experiments for Segmentation with Depth Cases on Real Images
In the last experiment, one real image with a circle and a hand (size 360 × 360) and the other with a bird and a trunk (size 220 × 241) are shown in Fig. 8 . Figure 8a and d For the ordering relations determination for Figure 8c and f, we minimize the energy functional based on the assumptions including all the potential ordering, respectively. From the results listed in 4 and 5, we can choose the correct orderings which are mapped to the minimal functional values.
There is one important thing need to be noted. When dealing with the convex optimization problem, we have to use a threshold method to realize the binarization of φ k+1 h(ξ ) . It is an important way to help find the accurate results. The histograms of non-threshold and threshold results from Figure 8c are given in Figure 9 . It gives us a good way to choose the threshold of φ k+1 h(ξ ) . In practice, we find the threshold η = 0.5 could be applicable.
At last, the efficiency of our proposed PHA with ADMM-C algorithm is emphasized by presenting the number of iterations and computation time in Table 6 . The iterations and time are shown according to all of our proposed models applied in Experiments 1 to 4. The computational time is measured in seconds. 
Conclusions
We propose a novel variational approach for image segmentation with stochastic noises and develop a progressive hedging algorithm to solve them. Our approach possesses three outstanding advantages: (1) improving segmentation ability for noisy images without the prerequisite that one given model and one specific noise distribution are counterpoints; (2) realizing completion of meaningful missing boundaries and reconstruction of occluded structures of objects in a highly noisy background; (3) incorporating the ADMM method and a curvature-weighted approach into the calculation procedure to guarantee the segmentation quality on both convergence and efficiency. Extensive experiments were conducted on images with multiple segmentation purposes which is more challenging due to the limited image quality. Experiment results demonstrate the significant performance improvements of our work. Furthermore, for cases with big stochastic noises and damages, our proposed model achieves better performance than the traditional model, which is of great significance for image understanding with problems such as occlusion, large damages or noises. In future, our work will focus on embedding other powerful techniques such as deep network with generative capacity into a variational framework to cope with more complicated situations, for instance, segmenting salient objects from images with complex background or lower resolution, even though with clutter and partial occlusions. 
