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Abstract
We present several formulae for the large t asymptotics of the Riemann zeta
function ζ(s), s = σ + it, 0 ≤ σ ≤ 1, t > 0, which are valid to all orders. A
particular case of these results coincides with the classical results of Siegel. Using
these formulae, we derive explicit representations for the sum
∑b
a n
−s for certain
ranges of a and b. In addition, we present precise estimates relating this sum with
the sum
∑d
c n
s−1 for certain ranges of a, b, c, d. We also study a two-parameter
generalization of the Riemann zeta function which we denote by Φ(u, v, β), u ∈
C, v ∈ C, β ∈ R. Generalizing the methodology used in the study of ζ(s), we
derive asymptotic formulae for Φ(u, v, β).
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Part 1
Asymptotics to all Orders of the
Riemann Zeta Function

CHAPTER 1
Introduction
It is well known, see for example theorem 4.11 in Titchmarsh [11], that the
Riemann zeta function ζ(s), s = σ + it, σ, t ∈ R, satisfies the equation
ζ(s) =
∑
n≤x
1
ns
− x
1−s
1− s +O
(
1
xσ
)
, |t| < 2pix
c
, c > 1, σ > 0, t→∞.
(1.1)
Here we present a systematic investigation of asymptotic formulae for ζ(s). In this
connection, in chapter 2 we derive the following exact formula (see theorem 2.1):
ζ(1− s) =
[ η2pi ]∑
n=1
ns−1 +
1
(2pi)s
[
−η
s
s
+
(
e
ipis
2
∫ ∞eiφ1
ηe−
ipi
2
+e−
ipis
2
∫ ∞eiφ2
ηe
ipi
2
)
zs−1dz
ez − 1
]
,
0 < η <∞, −pi
2
< φj <
pi
2
, j = 1, 2,
(1.2)
where [ η2pi ] denotes the integer part of
η
2pi and the contours of integration in the first
and second integrals in the rhs of equation (1.2) are the rays from η exp(−ipi/2) to
∞ exp(iφ1) and from η exp(ipi/2) to ∞ exp(iφ2), respectively.
1.1. The large t asymptotics of ζ(s) valid to all orders
Equation (1.2) suggests a separate analysis for the cases t < η, t = η and t > η.
The first two cases are analysed in theorems 3.1 and 3.2 of chapter 3. Theorem 3.1
presents the large t asymptotics of ζ(s) valid to all orders in the case of (1+)t < η.
For example, the formulae of theorem 3.1 yield the following equation for the leading
asymptotic terms in the case when 2t < η:
ζ(s) =
[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s
+
2iη−s
(2pi)1−s
{
−i arg(1− eiη) + t− iσ
η
Re Li2(e
iη)
}
+O
(
t2
η2+σ
)
, 2t < η <∞, 0 ≤ σ ≤ 1, t→∞,
(1.3)
where the error term is uniform for η, σ in the above ranges and the polylogarithm
Lim(z) is defined by
Lim(z) =
∞∑
k=1
zk
km
, m ≥ 1.
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Theorem 3.2 presents the large t asymptotics of ζ(s) valid to all orders in the case
of η = t. The formula of theorem 3.2 yields the following equation for the leading
asymptotic terms:
ζ(s) =
[ t2pi ]∑
n=1
n−s − 1
1− s
(
t
2pi
)1−s
− 2it
−seit
(2pi)1−s
{
−e
−it
2t
[t+ i(σ − 1)]− iIm Li1(eit) + iσ
t
Re Li2(e
it)
− 1
t
Im Li3(e
it)
}
+
t−seit
(2pi)1−s
{
1 + i
2
√
pit− 1
3
i(3σ − 2)
+
i− 1
24
√
t
√
pi
(
6σ2 − 6σ + 1)+ 1
135t
(
45σ3 − 45σ2 + 4)
− 1 + i
576t
3
2
√
pi
(
36σ4 − 24σ3 − 24σ2 + 12σ + 1)}+O(t−σ−2),
0 ≤ σ ≤ 1, t→∞,(1.4)
where the error term is uniform for σ in the above range.
The best estimate for the growth of ζ(s) as t → ∞, is not based on equa-
tion (1.1) but on the well known approximate functional equation, see for example
equation (4.12.4) on page 79 of Titchmarsh [11]:
ζ(s) =
∑
n≤x
1
ns
+ χ(s)
∑
n≤y
1
n1−s
+O
(
x−σ + |t| 12−σyσ−1
)
, xy =
t
2pi
,(1.5)
where 0 < σ < 1 and χ(s) is defined by
χ(s) =
(2pi)s
pi
sin
(pis
2
)
Γ(1− s),
with Γ(s) denoting the Gamma function. Building on Riemann’s unpublished notes,
Siegel in his classical paper [10] presented the error terms of the rhs of equation
(1.5) to all orders, only in the important case of x = y =
√
t/2pi. In theorems 4.1
and 4.4 we present analogous results for any x and y valid to all orders. Theorem
4.1 yields the following explicit result for the subleading term in the rhs of equation
(1.5) when 1 < η = 2piy <
√
t. For every  > 0, there exists an A > 0 such that
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
− e
−ipisΓ(1− s)
i
√
2pit
e−([
t
η ]+1)iηe
ipi
2 (s−1)ηs
e
ipi
4
1− e−iη
+ e−ipisΓ(1− s)e−pit2 ησ−1 ×
{
O
(
η
t5/6
)
, 1 < η < At
1
3 <∞,
O
(
e
−At
η2 + η
3
t3/2
)
, t
1
3 < η < A
√
t <∞,
dist(η, 2piZ) > , 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for all η, σ in the above ranges. In corollary 4.3,
similar formulas are presented for the case 2pi
√
t < η < 2pi t.
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The case of 
√
t < η < t is analyzed in theorem 4.4, which provides a formula
valid to all orders in terms of the function Φ(τ, u) defined by
Φ(τ, u) =
∫
0↖1
epiiτx
2+2piiux
epiix − e−piix dx, τ < 0, u ∈ C,(1.6)
where 0 ↖ 1 denotes a straight line parallel to e3pii/4 which crosses the real axis
between 0 and 1. The formula of theorem 4.4 yields the following result for the
leading asymptotic terms: For every  > 0,
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
(1.7)
+ e−ipisΓ(1− s)
{
e
ipi(s−1)
2 ηs−1e
2t
η [
η
2pi ]pii−it− it2η2 (2[
η
2pi ]pi−η)2
×
[
Φ +
σ − 1
iη
(
∂2Φ +
(
2
[ η
2pi
]
pii− iη
)
Φ
)]
+O
(
e−
pit
2
ησ
t5/6
)}
,

√
t < η < t, 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for η, σ in the above ranges and Φ and ∂2Φ are
evaluated at the point (
−2pit
η2
,
2t
η
− 2pit
η2
[ η
2pi
]
−
[ t
η
]
− 1
2
)
.(1.8)
Remark 1.1. 1. In the particular case of η =
√
2pit, equation (1.7) agrees with
the analogous formula of Siegel [10].
2. Although Siegel suggested already in [10] the possibility of deriving a formula
such as (1.7) based on the function (1.6), the authors have not been able to locate
such a formula in the literature. In the case of σ = 1/2, an alternative very
interesting rigorous asymptotic representation for ζ(s) involving a sum which is
smoothly rather than sharply truncated is presented in [3].
3. Equation (1.7) is particularly useful in the case when η =
√
2pit
b where
b > 0 is a rational number. Indeed, in this case the function Φ and its derivatives
evaluated at the point (1.8) can be computed explicitly (see equation (4.30) below).
Therefore, in this case theorem 4.4 yields an explicit asymptotic expansion of ζ(s)
to all orders.
4. Equation (1.3) is only useful as an asymptotic formula in the case when
t/η → 0 as t → ∞ (otherwise the error term is as large as the retained terms).
Therefore the asymptotic range where t < η and t/η = O(1) is not covered by this
equation. However, this asymptotic sector is covered by corollary 4.3.
1.2. The explicit form of certain sums
Theorems 3.1 and 3.2 allow us to evaluate the sum
∑b
a n
−s, for certain a and
b, to all orders, see theorems 5.1 and 5.2. For example, the leading order of such
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sums follows immediately from equations (1.3) and (1.4): For every  > 0,
[ η22pi ]∑
n=[ η12pi ]+1
n−s =
1
1− s
[( η2
2pi
)1−s
−
( η1
2pi
)1−s]
+O(η−s1 ),(1.9)
(1 + )t < η1 < η2 <∞, 0 ≤ σ ≤ 1, t→∞,
[ η2pi ]∑
n=[ t2pi ]+1
n−s =
1
1− s
[( η
2pi
)1−s
−
(
t
2pi
)1−s]
+O(t−s),(1.10)
(1 + )t < η <∞, 0 ≤ σ ≤ 1, t→∞,
uniformly with respect to η1, η2, η, and σ.
1.3. The explicit form of the difference of certain sums
It is well known, see for example page 78 of Titchmarsh [11], that for large t,
the following sums coincide to the leading order:∑
x<n≤N
n−s and χ(s)
∑
t
2piN<n≤ t2pix
ns−1.
Theorems 4.1 and 4.4 allow us to evaluate the difference of similar sums to all orders,
see theorem 5.3. In particular, equation (1.7) immediately implies the following
equation:
[ tη1
]∑
n=[ tη2
]+1
1
ns
= χ(s)
[
η2
2pi ]∑
n=[
η1
2pi ]+1
1
n1−s
(1.11)
+ e−ipisΓ(1− s)
{
e
ipi(s−1)
2 ηs−1e
2t
η [
η
2pi ]pii−it− it2η2 (2[
η
2pi ]pi−η)2
×
[
Φ +
σ − 1
iη
(
∂2Φ +
(
2
[ η
2pi
]
pii− iη
)
Φ
)]
+O
(
e−
pit
2
ησ
t5/6
)}∣∣∣∣∣
η2
η=η1
,

√
t < η1 < η2 < t, 0 ≤ σ ≤ 1, t→∞.
1.4. Asymptotics of a two-parameter generalization of Riemann’s zeta
function
In chapters 6-8, we study the following two-parameter generalization of Rie-
mann’s zeta function:
Φ(u, v, β) =
∫
Hα
zu−1(z − 2ipiβ)v−1 dz
e−z − 1 , u ∈ C, v ∈ C, β ∈ R \ {0},
(1.12)
whereHα denotes the usual Hankel contour appearing in the definition of Riemann’s
zeta function, namely the union of the following curves in the complex z-plane cut
along the negative axis with the orientation shown in figure 1.1:
Hα =
{
re−ipi |α < r <∞} ∪ {αeiθ | − pi < θ < pi} ∪ {reipi |α < r <∞} ,(1.13)
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0
Figure 1.1. The Hankel contour Hα.
and we require that 0 < α < 2pimin(|β|, 1) so that the contour surrounds neither
of the points ±2ipi or ±2ipiβ. In the particular case that v = 1, the function Φ is
proportional to the Riemann zeta function ζ(u):
Φ(u, 1, β) =
2ipi
Γ(1− u)ζ(u), u ∈ C.(1.14)
The function Φ was introduced in [4] where it is shown that it is related to the
Fourier transform of the function α−vζ(u, α), where ζ1(u, α) denotes the modified
Hurwitz function, i.e. the function
ζ1(u, α) =
∞∑
n=1
1
(n+ α)u
, Reu > 1, α > 0.(1.15)
Indeed, it is shown in [4] that∫ ∞
0
α−vζ1(u, α)e−ikαdα =
Γ(1− v)
Γ(u)
∫ ∞
0
ru−1
er − 1(r + ik)
v−1dr,
Im k ≤ 0, Reu > 1, 0 < Re v < 1.
(1.16)
Furthermore, it is also shown in [4] that the integral in the rhs of (1.16) can be
expressed in terms of Φ:∫ ∞
0
ru−1
er − 1(r + ik)
v−1dr = Φ
(
u, v,
k
2pi
)
×
{
1
e−ipi(u+v)−eipi(u+v) , k > 0,
1
e−ipi(u−v)−eipi(u+v) , k < 0.
(1.17)
For k = 0, equation (1.16) becomes the identity
∫ ∞
0
α−vζ1(u, α)dα =
Γ(1− v)
Γ(u)
Γ(u+ v − 1)ζ(u+ v − 1), u ∈ C, v ∈ C.
(1.18)
This equation plays a crucial role in the simple rederivation presented in [1] of the
following remarkable result of [6]:∫ 1
0
∣∣∣∣ζ1(12 + it, α
)∣∣∣∣2dα = ln( t2pi)+ γ +O(t−1/4), t→∞,(1.19)
where γ denotes the Euler constant.
In the same way that equation (1.18) is crucial for the derivation of (1.19),
equation (1.16) together with the large t asymptotics of Φ are useful for the deriva-
tion of the large t asymptotics of the Fourier transform of |ζ1( 12 +it, α)|2, 0 < α < 1.
This provides a motivation for computing the large t asymptotics of Φ.
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The analog of the identity (1.2) for Φ is derived in chapter 6. The large t
asymptotics of Φ, where u and v are given by
u = σ1 + it, v = σ2 − it,
is computed in chapters 7 and 8.
1.5. Several representations for the basic sum
The remarkable fact about the large t-asymptotics of the Riemann zeta func-
tion is that, whereas the higher order terms in the asymptotic expansion can be
computed explicitly, the sum appearing in the leading order is transcendental. In
chapter 9 we present several integral representations of this basic sum with the hope
that these representations may be useful for the estimation of this fundamental sum
(some results in this direction can be found in [1]).
Let Ctη denote the semicircle from iη to it with Re z ≥ 0:
Ctη =
{
i(η + t)
2
+
t− η
2
eiθ
∣∣∣∣ −pi2 < θ < pi2
}
.(1.20)
The following representations for the basic sum
∑
ns−1 are derived in chapter 9:
[ t2pi ]∑
n=[ η2pi ]+1
ns−1 =
e−
ipis
2
(2pi)s
∫
Ctη
zs−1
ez − 1dz +O(t
σ−1)
=
2
(2pi)s
−
∫ t
η
ρs−1
eiρ − 1dρ+O(t
σ−1)
=
1
(2pi)s
lim
→0
t→0
∫ t
η
us−1
eiue−i − 1du+O(t
σ−1), 0 < η < t, t→∞,
where it is assumed that dist(η, 2piZ) > δ, dist(t, 2piZ) > δ, and the contour in
the second equality above denotes the principal value integral with respect to the
points {
2pin
∣∣∣∣ n ∈ Z, [ η2pi ]+ 1 ≤ n ≤ [ t2pi ]
}
.
Basic Assumption: Throughout this work it is assumed that
η > 0, t > 0, η /∈ 2piZ, t /∈ 2piZ.(1.21)
CHAPTER 2
An Exact Representation for ζ(s)
In chapters 2 and 3, we assume that the branch cut for the logarithm runs
along the negative real axis.
Theorem 2.1 (An exact representation for Riemann’s zeta function). Let ζ(s),
s = σ + it, σ, t ∈ R, denote the Riemann zeta function. Then,
ζ(s) = χ(s)
{ [ η2pi ]∑
n=1
ns−1
+
1
(2pi)s
[
−η
s
s
+
(
e
ipis
2
∫ ∞eiφ1
ηe−
ipi
2
+e−
ipis
2
∫ ∞eiφ2
ηe
ipi
2
)
e−zzs−1dz
1− e−z
]}
,
0 < η <∞, −pi
2
< φj <
pi
2
, j = 1, 2,(2.1)
where
χ(s) =
(2pi)s
pi
sin
(pis
2
)
Γ(1− s),(2.2)
with Γ(s), s ∈ C, denoting the Gamma function, and where the contours of the first
and second integrals in the rhs of (2.1) are the rays from η exp(−ipi/2) to∞ exp(iφ1)
and from η exp(ipi/2) to ∞ exp(iφ2) respectively. An equivalent formula is
ζ(1− s) =
[ η2pi ]∑
n=1
ns−1 +
1
(2pi)s
[
−η
s
s
+
(
e
ipis
2
∫ ∞eiφ1
ηe−
ipi
2
+e−
ipis
2
∫ ∞eiφ2
ηe
ipi
2
)
e−zzs−1dz
1− e−z
]
,
0 < η <∞, −pi
2
< φj <
pi
2
, j = 1, 2.
(2.3)
Proof. The Riemann function ζ(s) can be defined by
ζ(s) =
Γ(1− s)
2ipi
∫
Hα
zs−1
e−z − 1dz, s ∈ C,(2.4)
where Hα denotes the Hankel contour defined in (1.13) and 0 < α < 2pi. We will
first derive equation (2.1) in the particular case 0 < η < 2pi. In this case replacing
η with α we find
ζ(s) =
χ(s)
(2pi)s
{
−α
s
s
+
(
e
ipis
2
∫ ∞eiφ1
αe−
ipi
2
+e−
ipis
2
∫ ∞eiφ2
αe
ipi
2
)
e−zzs−1
1− e−z dz
}
,
0 < α < 2pi;
−pi
2
< φj <
pi
2
, j = 1, 2.(2.5)
We decompose the contour Hα into the union of three different contours (see
figure 2.1), namely
9
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L1
L2
L3
Re z
iα
−iα
Figure 2.1. The decomposition of Hα into L1 + L2 + L3.
1
2
3
iα
−iα
Figure 2.2. The domains 1, 2, and 3.
Hα = L1 ∪ L2 ∪ L3,
where
L1 =
{
αeiθ
∣∣∣ pi
2
< θ < pi
}
∪ {|z|eipi |α < |z| <∞)},
L2 = {|z|e−ipi |α < |z| <∞} ∪
{
αeiθ
∣∣∣ − pi < θ < −pi
2
}
,
L3 =
{
αeiθ
∣∣∣ − pi
2
< θ <
pi
2
}
.(2.6)
The integral along L1 can be written as follows:∫
L1
zs−1
e−z − 1dz =
∫ ∞eipi
αe
ipi
2
ez
1− ez z
s−1dz = eipis
∫ ∞
αe−
ipi
2
e−uus−1du
1− e−u ,(2.7)
where the contours of the second and third integrals in (2.7) are the rays in the
cut complex z-plane from α exp(ipi/2) to ∞ exp(ipi) and from α exp(−ipi/2) to ∞
respectively.
Indeed, in the domain enclosed by L1 and by the ray from α exp(ipi/2) to
∞ exp(ipi), i.e. in the shaded domain 1 of figure 2.2, we have
z = reiθ, α ≤ r ≤ ∞, pi
2
≤ θ ≤ pi;
thus,
|ez| = er cos θ, α ≤ r ≤ ∞, 0 ≤ cos θ ≤ −1.
Hence, Cauchy’s theorem implies the first equality of (2.7). Then, the substitution
u = z exp(−ipi), yields the second equality in (2.5). Similarly,∫
L2
zs−1
e−z − 1dz =
∫ αe− ipi2
∞e−ipi
ez
1− ez z
s−1dz = e−ipis
∫ αe ipi2
∞
e−uus−1
1− e−u du,(2.8)
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where the curve L2 is defined in (2.6) and the contours of the second and third
integrals in (2.8) are the rays in the cut complex z-plane from ∞ exp(−ipi) to
α exp(−ipi/2) and from ∞ to α exp(ipi/2) respectively.
Indeed, the first equality in (2.8) is the consequence of Cauchy’s theorem applied
in the domain enclosed by L2 and by the ray from ∞ exp(−ipi) to α exp(−ipi/2)
(i.e. in the shaded domain 2 of figure 2.2), whereas the second equality in (2.8)
follows from the substitution u = z exp(ipi).
The integral along L3 can be written as follows:∫
L3
zs−1
e−z − 1dz = −
∫ ∞
αe−
ipi
2
+
∫ αe ipi2
∞
 e−z
1− e−z z
s−1dz − 2i sin
(pis
2
) αs
s
,(2.9)
where the curve L3 is defined in (2.6) and the contours in the first and second
integrals in (2.9) are the rays in the cut complex z-plane from α exp(−ipi/2) to ∞
and from ∞ to α exp(ipi/2).
Indeed, ∫
L3
zs−1
e−z − 1dz = −
∫
L3
e−z
1− e−z z
s−1dz −
∫
L3
zs−1dz.(2.10)
The second term in the rhs of (2.10) yields the second term in the rhs of (2.9).
Furthermore, in the domain enclosed by L3 and by the two rays (α exp(−ipi/2),∞)
and (∞, α exp(ipi/2)), i.e. in the shaded domain 3 of figure 2.2, we have
z = reiθ, α ≤ r ≤ ∞, −pi
2
< θ <
pi
2
;
thus
|e−z| = e−r cos θ, α ≤ r ≤ ∞, cos θ ≥ 0.
Hence, Cauchy’s theorem implies that the first term of the rhs of (2.10) equals the
first term in the rhs of (2.9).
Adding equations (2.7)-(2.9) we find equation (2.5) but with φ1 = φ2 = 0. How-
ever, Cauchy’s theorem implies that the rays (α exp(−ipi/2),∞) and (∞, α exp(ipi/2))
can be replaced with the rays
(α exp(−ipi/2),∞ exp(iφ1)) and (∞ exp(iφ2), α exp(ipi/2)),
respectively, and then we find (2.5).
In order to derive equation (2.1) with 2pi < η < ∞, we introduce the curves
Cηα, C
−α
−η and Cˆ
α
η , which are the following semi-circles in the complex z-plane, see
figure 2.3:
Cηα =
{
i(η + α)
2
+
(η − α)
2
eiθ
∣∣∣∣−pi2 < θ < pi2
}
,(2.11a)
C−α−η =
{−i(η + α)
2
+
(η − α)
2
eiθ
∣∣∣∣−pi2 < θ < pi2
}
,(2.11b)
Cˆαη =
{
i(η + α)
2
+
(η − α)
2
eiθ
∣∣∣∣ (−pi < θ < pi2) ∪ (pi2 < θ < pi)
}
.(2.11c)
The first integral in the rhs of equation (2.5) can be rewritten as an integral along
the curve −C−α−η plus an integral along the ray (η exp(ipi/2),∞ exp(iφ2)). Similarly,
the second integral in the rhs of equation (2.5) can be rewritten as an integral along
the curve Cηα plus an integral along the ray (η exp(ipi/2),∞ exp(iφ1)). Hence, the
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iη
iα
−iα
−iη
CηαCˆ
α
η
C−α−η
Re z
Figure 2.3. The contours Cηα, C
−α
−η and Cˆ
α
η .
sum of the two integrals in the rhs of equation (2.5) yields the sum of the two
integrals in equation (2.1) plus the sum of the following two integrals:
I1 = −e ipis2
∫
C−α−η
e−z
1− e−z z
s−1dz, I2 = e−
ipis
2
∫
Cηα
e−z
1− e−z z
s−1dz.(2.12)
Making the change of variables u = z exp(ipi) in the integral I1, we find
I1 = e
− ipis2
∫
Cˆαη
1
1− e−uu
s−1du = e−
ipis
2
∫
Cˆαη
e−u
1− e−uu
s−1du+ e−
ipis
2
∫
Cˆαη
us−1du
= e−
ipis
2
∫
Cˆαη
e−u
1− e−uu
s−1du+
1
s
(αs − ηs).
(2.13)
The sum of I2 and the first term in the rhs of equation (2.13) can be evaluated
using Cauchy’s theorem:
I1 + I2 = (2pi)
s
[ η2pi ]∑
m=1
ms−1 +
1
s
(αs − ηs).
Hence equation (2.1) follows.
Multiplying equation (2.1) by χ(1− s) and using the identity
χ(s)χ(1− s) = 1, s ∈ C,(2.14)
together with the functional equation
ζ(1− s) = χ(1− s)ζ(s), s ∈ C,(2.15)
we find the equation (2.3). 
CHAPTER 3
The Asymptotics of the Riemann Zeta Function
for t ≤ η <∞
We are mainly interested in the behavior of ζ(s) in the critical strip 0 ≤ Re s ≤
1, thus we will henceforth assume that σ ∈ [0, 1]. It is possible to extend the results
of this chapter to the case when σ belongs to any bounded interval, but the proofs
are more complicated (e.g. equation (3.12) involves powers of σ that cannot be
neglected if σ > 1).
Theorem 3.1 (The asymptotics to all orders for the case (1 + )t < η).
Let ζ(s), s = σ + it, σ, t ∈ R, denote the Riemann zeta function. Then,
ζ(s) =
[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s(3.1)
+
e−
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣∣
z=iη
+
e
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣∣
z=−iη
+O
(
(2N + 1)!!N
(1 + 

)2(N+1)
η−σ−N
)
,
(1 + )t < η <∞,  > 0, 0 ≤ σ ≤ 1, N ≥ 2, t→∞,
where the error term is uniform for all η, , σ,N in the above ranges and (2N + 1)!!
is defined by
(2N + 1)!! = 1 · 3 · 5 · · · · · (2N − 1)(2N + 1).
For N = 3 equation (3.1) simplifies to
ζ(s) =
[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s
(3.2)
+
2iη−s
(2pi)1−s
{
−i arg(1− eiη) + t− iσ
η
Re Li2(e
iη)
+
1
η2
[
it2 + 3σt− (σ − 1)t− iσ(σ + 1)]Im Li3(eiη)}
+O
(
1
η3+σ
(
t3 +
(1 + 

)8))
,
(1 + )t < η <∞,  > 0, 0 ≤ σ ≤ 1, t→∞,
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where the error term is uniform for all η, , σ in the above ranges and the polyloga-
rithm Lim(z) is defined by
Lim(z) =
∞∑
k=1
zk
km
, m ≥ 1.(3.3)
Similarly, it is straightforward for any N ≥ 4 to derive an asymptotic formula for
ζ(s) analogous to (3.2) with an error term of order
O
(
1
ηN+σ
(
tN +
(1 + 

)2(N+1)))
.
Proof. Suppose first that 0 < t ≤ η <∞,  > 0, 0 ≤ σ ≤ 1, N ≥ 2. All error
terms of the form O(·) will be uniform with respect to η, , σ,N unless otherwise
specified. The proof is based on equation (2.3), i.e.
ζ(1− s) =
[ η2pi ]∑
n=1
ns−1 − 1
s
( η
2pi
)s
+GL(t, σ; η) +GU (t, σ; η), 0 < η <∞,(3.4)
where GL and GU are defined by
GL(t, σ; η) =
e
ipis
2
(2pi)s
∫ ∞eiφ1
−iη
e−zzs−1dz
1− e−z , −
pi
2
< φ1 <
pi
2
, 0 < η <∞,(3.5)
and
GU (t, σ; η) =
e−
ipis
2
(2pi)s
∫ ∞eiφ2
iη
e−zzs−1dz
1− e−z , −
pi
2
< φ2 <
pi
2
, 0 < η <∞.(3.6)
The assumption η /∈ 2piZ implies that GL and GU are well-defined.
The asymptotics of GL
Using the expansion
1
1− e−z =
∞∑
n=0
e−nz, Re z > 0,(3.7)
in the definition (3.5) of GL, we find
GL(t, σ; η) =
e
ipis
2
(2pi)s
∞∑
n=1
∫ ∞eiφ1
−iη
e−nzzs−1dz, −pi
2
< φ1 <
pi
2
, 0 < η <∞.
(3.8)
The interchange of the integration and the summation in (3.8) is allowed because
the sum on the rhs of (3.7) converges absolutely and uniformly in Re z ≥ δ for any
δ > 0. Integration by parts shows that the integral in (3.8) can be written as∫ ∞eiφ1
−iη
e−nzzs−1dz =
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣∣
z=−iη
+
∫ ∞eiφ1
−iη
e−nz+it ln zDNdz,(3.9)
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where DN = DN (z, n, σ, t) is short-hand notation for
DN :=
(
d
dz
1
n− itz
)N
zσ−1.(3.10)
We claim that
e
ipis
2
(2pi)s
∞∑
n=1
∫ ∞eiφ1
−iη
e−nz+it ln zDNdz = O
(
(2N − 1)!!(N + 1)2ησ−1−N
)
.(3.11)
In order to derive equation (3.11) we first note that we can write DN in the form
DN =
N∑
b=0
N∑
c=0
A
(N)
bc z
σ−1 t
b(nz)N−bσc
(nz − it)2N(3.12)
where A
(N)
bc , b = 0, . . . , N , c = 0, . . . , N , are integers which satisfy
|A(N)bc | ≤ (2N − 1)!! = 1 · 3 · 5 · · · · · (2N − 1), b = 0, . . . , N, c = 0, . . . , N.
Indeed, if DN can be written as in (3.12), then the computation
d
dz
(
1
n− itz
A
(N)
bc z
σ−1 t
b(nz)N−bσc
(nz − it)2N
)
= A
(N)
bc z
σ−1 t
b(nz)N−bσc
(nz − it)2(N+1) [it(b−N)− itσ − nz(1 + b+N) + nzσ)]
shows that DN+1 also can be written as in (3.12).
In order to estimate the lhs of (3.11), we choose φ1 = 0. Then, since t ≤ |z|
and |n− itz | ≥ n for all z on the contour, we can estimate
DN = O
(
(2N − 1)!!|z|σ−1
N∑
b=0
N∑
c=0
∣∣∣∣( tnz
)b
(nz)Nσc
z2N (n− itz )2N
∣∣∣∣)
= O
(
(2N − 1)!!|z|σ−1−N (N + 1)2 1
nN
)
, z = u− iη, u ∈ [0,∞).
Thus, the lhs of (3.11) is
O
(
e−
pit
2
∞∑
n=1
∫ ∞
−iη
|e−nzeit ln z|(2N − 1)!!(N + 1)2|z|σ−1−N 1
nN
|dz|
)
= O
(
(2N − 1)!!(N + 1)2
∞∑
n=1
1
nN
∫ ∞
−iη
e−nRe z|z|σ−1−N |dz|
)
= O
(
(2N − 1)!!(N + 1)2ησ−1−N
∞∑
n=1
1
nN
∫ ∞
0
e−nudu
)
= O
(
(2N − 1)!!(N + 1)2ησ−1−N
∞∑
n=1
1
nN+1
)
= O
(
(2N − 1)!!(N + 1)2ησ−1−N
)
.
This proves (3.11).
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Equations (3.8), (3.9), and (3.11) imply that GL satisfies
GL(t, σ; η) =
e
ipis
2
(2pi)s
∞∑
n=1
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=−iη
(3.13)
+O
(
(2N − 1)!!(N + 1)2ησ−1−N
)
, t ≤ η <∞, t→∞.
The asymptotics of GU
We now let  > 0 and suppose that 0 < (1+)t < η <∞. In analogy with equations
(3.8) and (3.9) we now find
GU (t, σ; η) =
e−
ipis
2
(2pi)s
∞∑
n=1
∫ ∞eiφ2
iη
e−nzzs−1dz, −pi
2
< φ2 <
pi
2
, 0 < η <∞,
(3.14)
and
∫ ∞eiφ2
iη
e−nzzs−1dz =
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=iη
+
∫ ∞eiφ2
iη
e−nz+it ln zDNdz,(3.15)
where DN is defined by (3.10). We claim that
e−
ipis
2
(2pi)s
∞∑
n=1
∫ ∞eiφ2
iη
e−nz+it ln zDNdz = O
(
(2N − 1)!!N
(1 + 

)2N
ησ−N
)
.(3.16)
Indeed, since DN can be written in the form given by (3.12), Jordan’s lemma implies
that we may choose φ2 = pi/2. Then, using the estimate
DN = O
(
(2N − 1)!!|z|σ−1
N∑
b=0
N∑
c=0
∣∣∣∣( tnz
)b
(nz)Nσc
z2N (n− itz )2N
∣∣∣∣)
= O
(
(2N − 1)!!|z|σ−1−N (N + 1)2 n
N
(n− tη )2N
)
, z = iλ, λ ∈ [η,∞),
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we find that the lhs of (3.16) is
O
(
e
pit
2
∞∑
n=1
∫ i∞
iη
|e−nz+it ln zDNdz|
)
= O
(
e
pit
2
∞∑
n=1
∫ i∞
iη
e−
pit
2 (2N − 1)!!|z|σ−1−N (N + 1)2 n
N
(n− tη )2N
|dz|
)
= O
(
(2N − 1)!!(N + 1)2
∫ ∞
η
λσ−1−Ndλ
∞∑
n=1
nN
(n− 11+ )2N
)
= O
(
(2N − 1)!!(N + 1)2 η
σ−N
N − σ
(1 + 

)2N)
= O
(
(2N − 1)!!N
(1 + 

)2N
ησ−N
)
.
In the third equality above we have used the fact that
∞∑
n=1
nN
(n− 11+ )2N
=
∞∑
n=1
1
nN
1
(1− 1(1+)n )2N
(3.17)
≤ 1
(1− 11+ )2N
∞∑
n=1
1
nN
= O
((1 + 

)2N)
, N ≥ 2.
This proves (3.16).
We next claim that (3.16) can be modified as follows:
e−
ipis
2
(2pi)s
∞∑
n=1
∫ ∞eiφ2
iη
e−nz+it ln zDNdz(3.18)
= O
(
(2N + 1)!!N
(1 + 

)2(N+1)
ησ−N−1
)
.
Indeed, integration by parts shows that the lhs of (3.16) equals
e−
ipis
2
(2pi)s
∞∑
n=1
e−nz+it ln z
1
n− itz
DN
∣∣∣∣∣
z=iη
+
e−
ipis
2
(2pi)s
∞∑
n=1
∫ ∞eiφ2
iη
e−nz+it ln zDN+1dz.
By (3.16), the second term is
O
(
(2N + 1)!!(N + 1)
(1 + 

)2(N+1)
ησ−N−1
)
,
18 3. THE ASYMPTOTICS OF THE RIEMANN ZETA FUNCTION FOR t ≤ η <∞
while, in view of (3.12) and (3.17), the first term satisfies
e−
ipis
2
(2pi)s
∞∑
n=1
e−niη+it ln iη
1
n− tη
N∑
b=0
N∑
c=0
A
(N)
bc (iη)
σ−1 t
b(niη)N−bσc
(niη − it)2N
= O
(
ησ−1−N
N∑
b=0
N∑
c=0
|A(N)bc |
∞∑
n=1
tb
ηb
nN−b
(n− tη )2N+1
)
= O
(
ησ−1−N (2N − 1)!!(N + 1)2
∞∑
n=1
nN
(n− 11+ )2N+1
)
= O
(
ησ−1−N (2N − 1)!!(N + 1)2
(1 + 

)2N+1)
.
This proves (3.18).
Equations (3.14), (3.15), and (3.18) imply that GU satisfies
GU (t, σ; η) =
e−
ipis
2
(2pi)s
∞∑
n=1
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=iη
(3.19)
+O
(
(2N + 1)!!N
(1 + 

)2(N+1)
ησ−N−1
)
, (1 + )t < η <∞.
Proof of (3.1)
Substituting the expressions (3.13) and (3.19) for GL and GU into (3.4), we find
ζ(1− s) =
[ η2pi ]∑
n=1
ns−1 − 1
s
( η
2pi
)s
+
e
ipis
2
(2pi)s
∞∑
n=1
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=−iη
+
e−
ipis
2
(2pi)s
∞∑
n=1
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=iη
+O
(
(2N + 1)!!N
(1 + 

)2(N+1)
ησ−N−1
)
,
(1 + )t < η <∞, t→∞.
Replacing σ by 1− σ and taking the complex conjugate of the resulting equation,
we find (3.1).
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Proof of (3.2)
Letting N = 3 in (3.1), we find
ζ(s) =
[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s
+
e−
ipi(1−s)
2
(2pi)1−s
(iη)−s
∞∑
n=1
e−iηn
{
1
n
1
1 + q
+
1
ηn2
i(q(σ − 1) + σ)
(1 + q)3
+
1
η2n3
−q2(σ − 1)2 + q (−2σ2 + σ + 2)− σ(σ + 1)
(1 + q)5
}
+
e
ipi(1−s)
2
(2pi)1−s
(−iη)−s
∞∑
n=1
eiηn
{
1
n
1
1− q +
1
ηn2
i(q(σ − 1)− σ)
(1− q)3
− 1
η2n3
q2(σ − 1)2 + q (−2σ2 + σ + 2)+ σ(σ + 1)
(1− q)5
}
+O
(
η−σ−3
(1 + 

)8)
, q =
t
nη
.
The above sums can be expanded as series in q with coefficients expressible in terms
of the polylogarithms Lim(z) defined by (3.3). For example,
∞∑
n=1
eiηn
n(1− q) =
∞∑
n=1
eiηn
n
∞∑
k=0
(
t
nη
)k
=
∞∑
k=0
(
t
η
)k ∞∑
n=1
eiηn
nk+1
=
∞∑
k=0
(
t
η
)k
Lik+1
(
eiη
)
,
where the interchange of the two sums can be justified by separating the terms
where k = 0 and noticing that the remaining double sum is absolutely convergent.
More precisely,
lim
N→∞
lim
M→∞
N∑
n=1
eiηn
n
M∑
k=0
(
t
nη
)k
= lim
N→∞
(
N∑
n=1
eiηn
n
+ lim
M→∞
N∑
n=1
eiηn
n
M∑
k=1
(
t
nη
)k)
= Li1(e
iη) +
∞∑
n=1
eiηn
n
∞∑
k=1
(
t
nη
)k
= Li1(e
iη) +
∞∑
k=1
∞∑
n=1
(
t
η
)k
eiηn
nk+1
=
∞∑
k=0
(
t
η
)k
Lik+1
(
eiη
)
.
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Similarly, for any j ≥ 0 and l,m ≥ 1,
∞∑
n=1
eiηn
nl
qj
(1− q)m =
∞∑
n=1
eiηn
nl
∞∑
k=0
(
k +m− 1
k
)(
t
nη
)k+j
=
∞∑
k=0
(
k +m− 1
k
)(
t
η
)k+j
Lik+l+j(e
iη).
Letting η → −η in this equation, we find
∞∑
n=1
e−iηn
nl
(−q)j
(1 + q)m
=
∞∑
k=0
(
k +m− 1
k
)(
− t
η
)k+j
Lik+l+j(e
−iη).
This gives the following expression for the Riemann zeta function:
ζ(s) =
[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s
+
e−
ipi(1−s)
2
(2pi)1−s
(iη)−s
{ ∞∑
k=0
(
− t
η
)k
Lik+1(e
−iη) +
iσ
η
∞∑
k=0
(
k + 2
k
)(
− t
η
)k
Lik+2(e
−iη)
− i(σ − 1)
η
∞∑
k=0
(
k + 2
k
)(
− t
η
)k+1
Lik+3(e
−iη)
− σ(σ + 1)
η2
∞∑
k=0
(
k + 4
k
)(
− t
η
)k
Lik+3(e
−iη)
+
2σ2 − σ − 2
η2
∞∑
k=0
(
k + 4
k
)(
− t
η
)k+1
Lik+4(e
−iη)
− (σ − 1)
2
η2
∞∑
k=0
(
k + 4
k
)(
− t
η
)k+2
Lik+5(e
−iη)
}
+
e
ipi(1−s)
2
(2pi)1−s
(−iη)−s
{ ∞∑
k=0
(
t
η
)k
Lik+1(e
iη)− iσ
η
∞∑
k=0
(
k + 2
k
)(
t
η
)k
Lik+2(e
iη)
+
i(σ − 1)
η
∞∑
k=0
(
k + 2
k
)(
t
η
)k+1
Lik+3(e
iη)
− σ(σ + 1)
η2
∞∑
k=0
(
k + 4
k
)(
t
η
)k
Lik+3(e
iη)
+
2σ2 − σ − 1
η2
∞∑
k=0
(
k + 4
k
)(
t
η
)k+1
Lik+4(e
iη)
− (σ − 1)
2
η2
∞∑
k=0
(
k + 4
k
)(
t
η
)k+2
Lik+5(e
iη)
}
+O
(
η−σ−3
(1 + 

)8)
.
By including only the first few terms in the sums over k, we find an expansion for
ζ(s) in powers of tη . For example, including only the terms of order larger than
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O( t
3
η3+σ ) we have
ζ(s) =
[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s
− iη
−s
(2pi)1−s
{
Li1(e
−iη)− t
η
Li2(e
−iη) +
(
t
η
)2
Li3(e
−iη)
+
iσ
η
Li2(e
−iη)− 3iσt
η2
Li3(e
−iη)
+
i(σ − 1)t
η2
Li3(e
−iη)− σ(σ + 1)
η2
Li3(e
−iη)
}
+
iη−s
(2pi)1−s
{
Li1(e
iη) +
t
η
Li2(e
iη) +
(
t
η
)2
Li3(e
iη)
− iσ
η
Li2(e
iη)− 3iσt
η2
Li3(e
iη)
+
i(σ − 1)t
η2
Li3(e
iη)− σ(σ + 1)
η2
Li3(e
iη)
}
+O
(
1
η3+σ
(
t3 +
(1 + 

)8))
.
After simplification we find
ζ(s) =
[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s
+
2iη−s
(2pi)1−s
{
iIm Li1(e
iη) +
t
η
Re Li2(e
iη) + i
(
t
η
)2
Im Li3(e
iη)
− iσ
η
Re Li2(e
iη) +
3σt
η2
Im Li3(e
iη)
− (σ − 1)t
η2
Im Li3(e
iη)− iσ(σ + 1)
η2
Im Li3(e
iη)
}
+O
(
1
η3+σ
(
t3 +
(1 + 

)8))
,
The identity Li1
(
eiη
)
= − ln(1− eiη) now yields (3.2). 
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Theorem 3.2 (The asymptotic expansion to all orders for the case t = η). Let
ζ(s), s = σ + it, σ, t ∈ R, denote the Riemann zeta function. Then,
ζ(s) =
[ t2pi ]∑
n=1
n−s − 1
1− s
(
t
2pi
)1−s
+
e−
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣
z=it
+
e
ipi(1−s)
2
(2pi)1−s
∞∑
n=2
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣
z=−it
+
(
t
2pi
)1−s
eit
2N∑
k=0
ck(1− σ)Γ(k+12 )
t
k+1
2
+O
(
(2N + 1)!!N22N t−σ−N
)
,
0 ≤ σ ≤ 1, N ≥ 2, t→∞,(3.20)
where the error term is uniform for all σ,N in the above ranges and the coefficients
ck(σ) are given by equation (3.30) below. The first few of the ck’s are given by
c0(σ) =
1− i
2
,
c1(σ) =
i
3
− iσ,
c2(σ) = −1 + i
12
(
6σ2 − 6σ + 1) ,
c3(σ) =
1
135
(−45σ3 + 90σ2 − 45σ + 4) ,(3.21)
c4(σ) =
i− 1
432
(
36σ4 − 120σ3 + 120σ2 − 36σ + 1) ,
c5(σ) =
i
5670
(
189σ5 − 945σ4 + 1575σ3 − 987σ2 + 168σ + 8) ,
c6(σ) =
1 + i
194400
(
1080σ6 − 7560σ5 + 18900σ4 − 20160σ3 + 8190σ2 − 450σ − 139) .
For N = 3 equation (3.20) simplifies to
ζ(s) =
[ t2pi ]∑
n=1
n−s − 1
1− s
(
t
2pi
)1−s
− 2it
−seit
(2pi)1−s
{
e−it
2t2
[−t2 − it(σ − 1) + (σ − 1)2]− iIm Li1(eit) + iσ
t
Re Li2(e
it)
+
it+ σ + σ2
t2
iIm Li3(e
it) +
2 + 3σ
t2
Re Li4(e
it) +
3i
t2
Im Li5(e
it)
}
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+
t−seit
(2pi)1−s
{
1 + i
2
√
pit− 1
3
i(3σ − 2)
+
i− 1
24
√
t
√
pi
(
6σ2 − 6σ + 1)+ 1
135t
(
45σ3 − 45σ2 + 4)
− 1 + i
576t
3
2
√
pi
(
36σ4 − 24σ3 − 24σ2 + 12σ + 1)
+
i
2835t2
(
189σ5 − 315σ3 + 42σ2 + 84σ − 8)
+
1− i
103680t
5
2
√
pi
(
1080σ6 + 1080σ5 − 2700σ4 − 1440σ3
+ 1710σ2 + 270σ − 139)}+O(t−σ−3), 0 ≤ σ ≤ 1, t→∞,(3.22)
where the error term is uniform for all σ in the above range and the polylogarithm
Lim(z), m ≥ 1, is defined by (3.3). Similarly, it is straightforward for any N ≥ 4
to derive an asymptotic formula for ζ(s) analogous to (3.22) with an error term of
order O
(
t−σ−N
)
.
Proof. Setting η = t in (3.4), we find
ζ(1− s) =
[ t2pi ]∑
n=1
ns−1 − 1
s
(
t
2pi
)s
+GL(t, σ; t) +GU (t, σ; t), 0 < t <∞.(3.23)
Equation (3.13) is valid also when η = t and gives the asymptotics of GL(t, σ; t).
On the other hand, using the expansion (3.7), we write
GU (t, σ; t) = G
(1)
U (t, σ; t) +G
(2)
U (t, σ; t),
where
G
(1)
U (t, σ; t) =
e−
ipis
2
(2pi)s
∫ ∞eiφ2
it
e−zzs−1dz, −pi
2
< φ2 <
pi
2
, 0 < t <∞,(3.24)
and
G
(2)
U (t, σ; t) =
e−
ipis
2
(2pi)s
∞∑
n=2
∫ ∞eiφ2
it
e−nzzs−1dz, −pi
2
< φ2 <
pi
2
, 0 < t <∞.
(3.25)
The asymptotics of G
(2)
U can be found using integration by parts, whereas the
asymptotics of G
(1)
U will be computed by considering the critical point at z = it.
The asymptotics of G
(2)
U
Repeating the steps that led to (3.19) but with the sum over n only going from 2
to ∞ and with t = η, we find the following analog of (3.19):
G
(2)
U (t, σ; t) =
e−
ipis
2
(2pi)s
∞∑
n=2
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=it
+O
(
(2N + 1)!!N22N tσ−N−1
)
.(3.26)
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The asymptotics of G
(1)
U
Letting in the definition (3.24) of G
(1)
U , φ2 = 0 and
z = it+ tρ, ρ ∈ [0,∞),
we find
G
(1)
U =
e−
ipis
2
(2pi)s
(it)s−1te−it
∫ ∞
0
e−t(ρ−i ln(1−iρ))(1− iρ)σ−1dρ.
Letting
v = ρ− i ln(1− iρ),(3.27)
we find
G
(1)
U =
(
t
2pi
)s
e−it
∫
γ
e−tv
(1− iρ(v))σ
ρ(v)
dv,
where ρ(v) is defined by inverting (3.27) and γ denotes the image of the contour
[0,∞) under (3.27). In order to ascertain that the value of ρ(v) is well-defined, we
consider in detail the map φ defined by
φ : C \ [−i,−i∞)→ C,
ρ 7→ v = ρ− i ln(1− iρ),
where [−i,−i∞) is a branch cut and the principal branch is chosen for the loga-
rithm, i.e.
v = ρ− i ln |1− iρ|+ arg(1− iρ), arg(1− iρ) ∈ (−pi, pi).(3.28)
The function φ satisfies
φ(ρ) = 0 iff ρ = 0;
φ′(ρ) =
ρ
i+ ρ
= 0 iff ρ = 0;
v = φ(ρ) = − iρ
2
2
+O(ρ3), ρ→ 0.
Moreover, we claim that φmaps the first quadrant of the complex ρ-plane bijectively
onto the region delimited by the contour γ = φ([0,∞)) and the positive imaginary
axis in the complex v-plane, see figure 3.1. Indeed, it is clear that φ maps [0, i∞)
bijectively onto [0, i∞). Writing ρ = ρ1 + iρ2, we have
∂Reφ
∂ρ1
=
|ρ|2 + ρ2
ρ21 + (ρ2 + 1)
2
,
∂Reφ
∂ρ2
=
ρ1
ρ21 + (ρ2 + 1)
2
,
This shows that each level curve of the function Reφ in the first quadrant intersects
the positive ρ-axis in a unique point and that the vector(−ρ1, |ρ|2 + ρ2)(3.29)
is tangent to the level curve passing through ρ. Since
∂Imφ
∂ρ1
=
−ρ1
ρ21 + (ρ2 + 1)
2
,
∂Imφ
∂ρ2
=
|ρ|2 + ρ2
ρ21 + (ρ2 + 1)
2
,
we infer that the derivative of Imφ in the direction of (3.29) equals |ρ|2, showing
that Imφ is strictly increasing along each level curve. This proves the claim.
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Re ρ
Im ρ
Re v
Im v
φ
γ
−i −i
Figure 3.1. The function φ maps the indicated shaded areas in
the complex ρ-plane bijectively onto the corresponding shaded ar-
eas in the v-plane.
Thus, if v belongs to the region delimited by the contour γ = φ([0,∞)) and the
positive imaginary axis, we may define ρ(v) as the unique inverse image of v under
φ which belongs to the first quadrant. Using analyticity to deform the contour γ
to the positive real axis, we obtain
G
(1)
U =
(
t
2pi
)s
e−it
∫ ∞
0
e−tv
(1− iρ(v))σ
ρ(v)
dv.
We claim that there exist coefficients {ck(σ)}N−10 such that
(1− iρ(v))σ
ρ(v)
=
1√
v
(N−1∑
k=0
ck(σ)v
k/2 + rN (
√
v)
)
, v ≥ 0,(3.30)
where rN (
√
v) satisfies∫ ∞
0
e−tv
rN (
√
v)√
v
dv = O
(
Γ(N+12 )
t
N+1
2
)
.(3.31)
Indeed, since φ has a double zero at ρ = 0, there exists a neighborhood V of ρ = 0
in the complex ρ-plane and a Riemann surface Σ which is a two-sheeted cover
of V with local parameter λ :=
√
v, such that the map ρ 7→ √v is bijective and
holomorphic V → Σ. The function φ is analytic away from [−i,−i∞) and φ′(ρ) 6= 0
for all ρ 6= 0, thus the Riemann surface Σ and the map √v 7→ ρ can be analytically
extended as long as φ−1(v) ∩ [−i,−i∞) = ∅. The function φ maps the segments
[−i + 0,−i∞ + 0) and [−i − 0,−i∞− 0) onto the lines Re v = −pi and Re v = pi
respectively, hence
√
v 7→ ρ is well-defined and analytic for all |v| < pi. Thus, the
map
f : λ 7→ λ (1− iρ)
σ
ρ
= λ
eσ ln(1−iρ)
ρ
is holomorphic from the open disk {0 < |λ| < √pi} ⊂ Σ to C. Let
ck(σ) =
f (k)(0)
k!
, k = 0, . . . , N − 1,
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and define rN (λ) so that (3.30) holds. Then rN (λ) satisfies
rN (λ) =
∞∑
k=N
f (k)(0)
k!
λk
for 0 ≤ |λ| < √pi. In order to prove (3.31), it is sufficient to show that there exists
a constant C independent of N such that
|rN (
√
v)| ≤ CvN2 , v ≥ 0, N ≥ 2, 0 ≤ σ ≤ 1.(3.32)
Cauchy’s estimates imply that the numbers ck(σ) =
f(k)(0)
k! are uniformly bounded
for all k ≥ 0 and σ ∈ [0, 1]. Thus, an application of Cauchy’s estimates in a disk of
radius |λ| = r < √pi yields
|rN (λ)| ≤Mr
∞∑
k=N
( |λ|
r
)k
≤Mr
( |λ|
r
)N
1
1− |λ|r
, |λ| < r,
where Mr = max|λ|=r|f(λ)|. Choosing any r ∈ (1,
√
pi) we see that such a C exists
for 0 ≤ v ≤ 1. On the other hand, equations (3.28) and (3.30) imply that such a C
exists also for v ≥ 1. This proves (3.32) and hence also (3.30) and (3.31).
Equation (3.30) together with the identity∫ ∞
0
e−tvvαdv =
Γ(α+ 1)
tα+1
, α > −1,
imply the following asymptotic expansion of G
(1)
U :
G
(1)
U (t, σ; t) =
(
t
2pi
)s
e−it
N−1∑
k=0
ckΓ(
k+1
2 )
t
k+1
2
+O
(
Γ(N+12 )
t
N+1
2 −σ
)
.(3.33)
Proof of (3.20)
Equations (3.13), (3.26), and (3.33) give the asymptotics of GL and GU . Substitu-
tion into (3.23) yields
ζ(1− s) =
[ t2pi ]∑
n=1
ns−1 − 1
s
(
t
2pi
)s
+
e
ipis
2
(2pi)s
∞∑
n=1
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=−it
+
e−
ipis
2
(2pi)s
∞∑
n=2
N−1∑
j=0
e−nz+it ln z
(
1
n− itz
d
dz
)j
zσ−1
n− itz
∣∣∣∣
z=it
+
(
t
2pi
)s
e−it
2N∑
k=0
ck(σ)Γ(
k+1
2 )
t
k+1
2
+O
(
(2N + 1)!!N22N tσ−N−1
)
,
where we have replaced N by 2N + 1 in (3.33) and used that Γ(N + 1) = N ! ≤
(2N + 1)!! to eliminate one of the error terms. Replacing σ by 1−σ and taking the
complex conjugate of the resulting equation, we find (3.20).
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Proof of (3.22)
Letting N = 3 in (3.20) and using the expressions in (3.21) for {ck}60, we find that
the term on the rhs of (3.20) involving the ck’s yields the term involving the second
curly bracket on the rhs of (3.22). On the other hand, using that
1
n+ itz
d
dz
z−σ
n+ itz
= −z
1−σ(nσz + i(σ − 1)t)
(nz + it)3
and(
1
n+ itz
d
dz
)2
z−σ
n+ itz
=
z1−σ
(
n2σ(σ + 1)z2 + in
(
2σ2 − σ − 2) tz − (σ − 1)2t2)
(nz + it)5
,
long but straightforward computations show that the two terms involving the double
sums on the rhs of (3.20) yield the term involving the first curly bracket on the rhs
of (3.22). This proves (3.22). 

CHAPTER 4
The Asymptotics of the Riemann Zeta Function
for 0 < η < t
In this chapter, we consider the asymptotics of ζ(s) as t→∞ with 0 < η < t.
Theorem 4.1 and its corollary treat the cases  < η <
√
t and 2pi
√
t < η < 2pi t
under the assumption that dist(η, 2piZ) >  for some  > 0. The case when η is of
the same order as
√
t and the case when dist(η, 2piZ) → 0 are covered by theorem
4.4 and its corollary. Throughout this chapter, we assume that the branch cut for
the logarithm runs along the positive real axis.
Theorem 4.1 (The asymptotics to all orders for the case  < η <
√
t).
For every  > 0, there exists a constant A > 0 such that
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
(4.1)
− e
−ipisΓ(1− s)
2pii
e−([
t
η ]+1)iηe
ipi
2 (s−1)ηs−1e
ipi
4
[N−12 ]∑
k=0
ϕ(2k)(0)
(2k)!
ik
(
2η2
t
)k+ 12
Γ
(
k +
1
2
)
+ e−ipisΓ(1− s)e−pit2 ησ−1
×

O
((
2N
t
)N
6 η√
t
)
,  < η < t
1
3 <∞, 1 ≤ N < Atη3 ,
O
(
Ne
−At
η2 +
(
Nη2
t
)N+1
2
)
, t
1
3 < η <
√
t <∞, 1 ≤ N < Atη2 ,
dist(η, 2piZ) > , 0 ≤ σ ≤ 1, t→∞,
where the error terms are uniform for all η, σ,N within the above ranges, and the
function ϕ(z) is defined by
ϕ(z) =
e
(s−1) ln(1+ ziη )− it2η2 z
2−[ tη ]z
ez − e−iη .
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For N = 3 equation (4.1) simplifies to
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
− e
−ipisΓ(1− s)
2pii
e−([
t
η ]+1)iηe
ipi
2 (s−1)ηs−1e
ipi
4
{ √
2pi
1− e−iη
η√
t
+
1
(1− e−iη)3
[
(1− e−iη)2((−η[ tη ]− i(σ − 1) + t)2 + σ − 1)
η2
−
2(1− e−iη)(−η[ tη ]− i(σ − 1) + t)
η
+ e−iη + 1
]
i
√
piη3√
2t
3
2
}
+ e−ipisΓ(1− s)e−pit2 ησ−1
×
{
O
(
η
t
)
,  < η < t
1
3 <∞, 3η3 < At,
O
(
e
−At
η2 + η
4
t2
)
, t
1
3 < η <
√
t <∞, 3η2 < At,
dist(η, 2piZ) > , 0 ≤ σ ≤ 1, t→∞,(4.2)
where the error term is uniform for all η, σ in the above ranges.
Remark 4.2. It will be shown below (see equations (4.22) and (4.23)) that
ϕ(n)(0)
n!
= O
(
t
n
3
ηn
)
+O(1), n ≥ 0, (not uniformly in n).
Thus, the term in (4.1) which involves ϕ(n)(0) is of order
O
(
e−ipisΓ(1− s)e−pit2 ησ√
t
1
t
n
6
)
,  < η < t
1
3 ,
O
(
e−ipisΓ(1− s)e−pit2 ησ−1
(
2η2
t
)n+1
2
)
, t
1
3 < η <
√
t,
(not uniformly in n).
It follows that, as expected, the first term left out of the sum is smaller than the
error term.
Proof of theorem 4.1. We start with the expression for ζ(s) given on page
82 of Titchmarsh [11]:
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
+
e−ipisΓ(1− s)
2pii
4∑
j=1
Ij , 0 < η < t,(4.3)
where
Ij =
∫
Cj
ws−1e−[
t
η ]w
ew − 1 dw,
the contours C1, C2, C3, C4 are the straight lines joining ∞, cη + iη(1 + c),−cη +
iη(1− c),−cη − (2[ η2pi ] + 1)pii,∞, where c is an absolute constant, 0 < c ≤ 1/2, see
figure 4.1. We henceforth let c = 2−3/2 so that the total length of the contour C2
is η. The complex powers in (4.3) are defined using a branch cut that runs along
the positive real axis, i.e., ws−1 = e(s−1)(ln |w|+i argw) with argw ∈ (0, 2pi). We will
adopt this choice of branch cut along the positive real axis in the remainder of
this chapter. The contributions to ζ(s) from I1, I3, and I4 are exponentially small
by the arguments on pages 82-83 of [11] (in these arguments, it is assumed that
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Rew
C1
C2
C3
C4
iη
−6pii
−4pii
−2pii
0
2pii
4pii
6pii
Figure 4.1. The critical point iη and the integration contours
{Cj}41 in the complex w-plane.
x = t/η ≤ y = η/2pi, however this assumption is not used for the derivations of
these estimates and therefore we do not need to make it here.)
Let  > 0 be given and suppose that 4 < η <
√
t, 0 ≤ σ ≤ 1, m = [t/η],
dist(η, 2piZ) > 4, and N ≥ 1. All error terms of the form O(·) will be uniform with
respect to η, σ,N (but not with respect to ). In order to analyze the integral I2,
we write
I2 = e
−(m+1)iη(iη)s−1
∫
C2
e
it
2η2
(w−iη)2
ϕ(w − iη)dw,
where
ϕ(z) =
e
(s−1) ln(1+ ziη )− tη z− it2η2 z
2+( tη−[ tη ])z
ez − e−iη .
Defining φ(z) by
φ(z) = e
(s−1) ln
(
1+ ziη
)
− tη z− it2η2 z
2
,(4.4)
we have
ϕ(z) =
φ(z)e(
t
η−[ tη ])z
ez − e−iη .
We split the contour C2 as follows:
C2 = C

2 ∪ Cr2 ,
where C2 denotes the segment of C2 of length 2 which consists of the points within
a distance  from iη. We write
I2 = I

2 + I
r
2 ,
where
I2 = e
−(m+1)iη(iη)s−1
∫
C2
e
it
2η2
(w−iη)2
ϕ(w − iη)dw
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and
Ir2 = e
−(m+1)iη(iη)s−1
∫
Cr2
e
it
2η2
(w−iη)2
ϕ(w − iη)dw.
We claim that Ir2 can be estimated as follows:
Ir2 = O
(
e−
pit
2
ησ√
t
e
− t2
12η2
)
.(4.5)
Indeed, the change of variables w = iη + λe
ipi
4 gives
Ir2 = O
(
e−
pit
2 ησ−1
(∫ −
− η2
+
∫ η
2

)
e
− t
2η2
λ2 |ϕ(λe ipi4 )|dλ
)
.
We have ∣∣∣∣ e( tη−[ tη ])zez − e−iη
∣∣∣∣ = O(1), z = λe ipi4 ,  < |λ| < η2 .(4.6)
Moreover, the definition of φ(z) implies
lnφ(z) = (s− 1) ln
(
1 +
z
iη
)
− t
η
z − it
2η2
z2
= (σ − 1) ln
(
1 +
z
iη
)
− it
η2
z2
∞∑
k=1
(−1)k−1
k + 2
(
z
iη
)k
.(4.7)
Hence,
Re lnφ(z) ≤ |σ − 1| ln 3
2
+
t
η2
|z|2 1
3
|z|
η
1
1− 1/2 = |σ − 1| ln
3
2
+
2t|z|3
3η3
, |z| ≤ η
2
,
(4.8)
and so
|φ(λe ipi4 )| < e|σ−1| ln 32+ 2t3η3 |λ|3 ,  < |λ| < η
2
.(4.9)
Equations (4.6) and (4.9) imply that
|ϕ(λe ipi4 )| = O
(
e
2t
3η3
|λ|3)
,  < |λ| < η
2
.
This yields
Ir2 = O
(
e−
pit
2 ησ−1
∫ η
2

e
− t
2η2
λ2+ 2t
3η3
|λ|3
dλ
)
= O
(
e−
pit
2 ησ−1
∫ η
2

e
− t
2η2
λ2+ t
3η2
λ2
dλ
)
= O
(
e−
pit
2 ησ−1
∫ η
2

e
− t
6η2
λ2
dλ
)
.
Splitting the integrand as
e
− t
6η2
λ2
= e
− t
12η2
λ2 × e− t12η2 λ2
and noting that ∫ η
2

e
− t
12η2
λ2
dλ ≤
∫ ∞
0
e
− t
12η2
λ2
dλ =
√
3pi
η√
t
,
we find
Ir2 = O
(
e−
pit
2 ησ−1e−
t
12η2
2 η√
t
)
.
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This proves (4.5).
We now consider I2. In view of the assumption dist(η, 2piZ) > 4, we have∣∣∣∣ e( tη−[ tη ])zez − e−iη
∣∣∣∣ = O(1), |z| < 2.(4.10)
In particular, ϕ(z) is analytic for |z| < 2. Thus we can write
ϕ(z) =
∞∑
n=0
bnz
n =
N−1∑
n=0
bnz
n + sN (z), |z| < 2,
where
sN (z) =
zN
2pii
∫
Γ
ϕ(w)dw
wN (w − z) ,(4.11)
and Γ is a counterclockwise contour which encircles 0 and z but none of the poles
of ϕ. We claim that1
I2 = e
−(m+1)iη(iη)s−1
∫
C2
e
it
2η2
(w−iη)2
N−1∑
n=0
bn(w − iη)ndw
+

O
(
ησ−1e−
pit
2
(
2N
t
)N
6 η√
t
)
, 1 ≤ N < Atη3 ,
O
(
e−
pit
2 ησ−1
(
Nη2
t
)N+1
2
)
, t
1
3 < η <
√
t.
(4.12)
In order to establish (4.12), we need to estimate the error term
e−(m+1)iη(iη)s−1
∫
C2
e
it
2η2
(w−iη)2
sN (w − iη)dw.
Let us first consider the case 1 ≤ N < Atη3 . Let |z| < 4021 (so that 2120 |z| < 2)
and let Γ in (4.11) be a circle with center w = 0 and radius ρN , where
21
20
|z| ≤ ρN < 2.
Then, since ϕ(z) is analytic in the disk |z| < 2, equations (4.11), (4.8), and (4.10)
yield
sN (z) = O
(
2piρN
ρN − |z| |z|
Nρ−NN e
2tρ3N
3η3
)
= O
(
|z|Nρ−NN e
2tρ3N
3η3
)
, |z| < 40
21
.
The function ρ−Ne
2tρ3
3η3 has the minimum ( 2etNη3 )
N/3 for ρ = (N2t )
1/3η; ρN can have
this value if
21
20
|z| ≤
(
N
2t
)1/3
η < 2.
The assumption 1 ≤ N < Atη3 implies that forA sufficiently small, we have (N2t )1/3η <
2. Hence, letting ρN = (
N
2t )
1/3η, we find
sN (z) = O
(
|z|N
(
2et
Nη3
)N
3
)
, N <
At
η3
, |z| ≤ 20
21
(
N
2t
) 1
3
η <
40
21
,(4.13)
1Here and below A > 0 denotes a generic constant independent of t, η, σ,N , which may
change within a computation.
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For |z| < 4021 we can also take ρN = 2120 |z|, which yields
sN (z) = O
((20
21
)N
e
2
3
t
η3
( 2120 |z|)3
)
= O
(
e
4
5
t
η3
|z|3)
= O
(
e
2
5
t
η2
|z|2)
, |z| < 40
21
,
(4.14)
where we have used that |z|η <
|z|
4 <
1
2 in the last step. Using (4.13) and (4.14), we
estimate
e−(m+1)iη(iη)s−1
∫
C2
e
it
2η2
(w−iη)2
sN (w − iη)dw
= O
(
ησ−1e−
pit
2
{∫ A(Nt ) 13 η
0
e
− t
2η2
λ2
λN
(
2et
Nη3
)N
3
dλ
+
∫ 
A(Nt )
1
3 η
e
− t
2η2
λ2+ 25
t
η2
λ2
dλ
})
= O
(
ησ−1e−
pit
2
{(
2et
Nη3
)N
3
2
N−1
2
(
η2
t
)N+1
2
Γ
(
N + 1
2
)
+
∫ 
A(Nt )
1
3 η
e
− t
10η2
λ2
dλ
})
= O
(
ησ−1e−
pit
2
(
2et
Nη3
)N
3
2
N−1
2
(
η2
t
)N+1
2
Γ
(
N + 1
2
))
, 1 ≤ N < At
η3
,
(4.15)
where we have used the following estimate to find the last equality:∫ 
A(Nt )
1
3 η
e
− t
10η2
λ2
dλ = O
(
e
− t
20η2
(A(Nt )
1
3 η)2
∫ ∞
A(Nt )
1
3 η
e
− t
20η2
λ2
dλ
)
= O
(
e−
A2t
1
3
20 N
2
3 η√
t
)
= O(e−
A2
20 t
1
3 ).
Using the expansion
Γ(x) = ex(ln(x)−1)
(√
2pi
x
+O
(
1
x3/2
))
, x→∞,(4.16)
and the inequality 4e < 2, it follows that the rhs of (4.15) is
O
(
ησ−1e−
pit
2
(
2N
t
)N
6 η√
t
)
.(4.17)
This proves (4.12) in the case when 1 ≤ N < Atη3 .
We now consider the case when t
1
3 < η <
√
t. Using (4.10) and (4.8) in the
representation (4.11) with Γ a circle with center w = 0 and radius 21/3, we find
that
sN (z) = O
(
|z|Ne 4t
3
3η3
)
, |z| < .(4.18)
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Now t
1
3 < η implies that e
4t3
3η3 = O(1), so we can estimate
e−(m+1)iη(iη)s−1
∫
C2
e
it
2η2
(w−iη)2
sN (w − iη)dw
= O
(
ησ−1e−
pit
2
∫ 
0
e
− t
2η2
λ2
λNdλ
)
= O
(
ησ−1e−
pit
2 2
N−1
2
(
η2
t
)N+1
2
Γ
(
N + 1
2
))
= O
(
ησ−1e−
pit
2
(
η2
t
)N+1
2
N
N
2
)
, t
1
3 < η <
√
t.
This completes the proof of (4.12).
We next claim that, up to a small error term, the contour C2 in the integral in
(4.12) can be replaced by the infinite line C ′2, where C
′
2 denotes the infinite straight
line of which C2 is a part. More precisely, we claim that there exists an A > 0 such
that
e−(m+1)iη(iη)s−1
∫
C′2\C2
e
it
2η2
(w−iη)2
N−1∑
n=0
bn(w − iη)ndw
(4.19)
=
O
(
e
−pit2 −Atη2
)
, 4 < η < t
1
3 , 1 ≤ N < Atη3 ,
O
(
ησ−1e−
pit
2 −Atη2N
)
, t
1
3 < η <
√
t, 1 ≤ N < Atη2 .
In order to prove (4.19), we note that the coefficient of bn on the lhs of (4.19) is
O
(
ησ−1e−
pit
2
∫ ∞

e
− t
2η2
λ2
λndλ
)
.(4.20)
We write the integrand as
e
− t
4η2
λ2
λn × e− t4η2 λ2 .
The first factor is steadily decreasing for λ >
√
2n
t η, and so it decreases throughout
the interval of integration provided that n < N < t
2
2η2 . The term in (4.20) is then
O
(
ησ−1e−
pit
2 e
− t
4η2
2
n
∫ ∞

e
− t
4η2
λ2
dλ
)
= O
(
ησ−1e−
pit
2 e
− t
4η2
2
n
η√
t
)
.(4.21)
Let us assume that 4 < η < t
1
3 and 1 ≤ N < At/η3. In this case, choosing
|z| < 2021
(
N
2t
) 1
3 η, equation (4.13) yields
bn = (sn(z)− sn+1(z))z−n = O
((
2et
nη3
)n
3
)
, N <
At
η3
, 1 ≤ n ≤ N − 1.
(4.22)
Multiplying the rhs of (4.21) by bn and summing from 0 to N − 1, we find that the
total error is
O
(
ησ−1e−
pit
2 e
− t
4η2
2 η√
t
(
b0 +
N−1∑
n=1
n
(
2et
nη3
)n
3
))
.
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Now the function ( tnη3 )
n
3 increases steadily up to n = tη3e , so that if n < A
t
η3 ,
where A < 1/e, it is of order
O
(
e
1
3
At
η3
ln 1A
)
.
Hence, if 3 < 12e , the total error is
O
(
ησ√
t
e−
pit
2 e
− t
4η2
2
(
b0 + e
1
3
At
η3
ln 1A
N−1∑
n=1
(
(2e)1/3
)n))
= O
(
ησ√
t
e−
pit
2 e
− t
η2
( 
2
4 − 13 Aη ln 1A )
)
.
Since 4 < η and A ln 1A → 0 as A → 0, we can choose A > 0 such that 
2
4 −
1
3
A
η ln
1
A > 0. This proves (4.19) in the case when 4 < η < t
1
3 and 1 ≤ N < Atη3 .
In the case when t
1
3 < η <
√
t and 1 ≤ N < Atη2 , we instead use (4.18) to find
bn = (sn(z)− sn+1(z))z−n = O
(
e
4t3
3η3
)
= O(1), n ≥ 0.(4.23)
Then, the estimate (4.21) implies that the total error is
O
(
ησ−1e−
pit
2 − t4η2 
2
N
)
= O
(
ησ−1e−
pit
2 −Atη2N
)
.
This completes the proof of (4.19).
We finally analyze the sum
e−(m+1)iη(iη)s−1
∫
C′2
e
it
2η2
(w−iη)2
N−1∑
n=0
bn(w − iη)ndw
= −e−(m+1)iη(iη)s−1
N−1∑
n=0
bne
pii
4 (n+1)
∫ ∞
−∞
e
− t
2η2
λ2
λndλ
= −e−(m+1)iη(iη)s−1
N−1∑
n=0
bne
pii
4 (n+1)2
n−1
2 (1 + (−1)n)
(
η2
t
)n+1
2
Γ
(
n+ 1
2
)
= −e−(m+1)iη(iη)s−1e ipi4
[N−12 ]∑
k=0
b2ki
k
(
2η2
t
)k+ 12
Γ
(
k +
1
2
)
.
Together with equations (4.3), (4.5), (4.12), and (4.19), this yields equation (4.1)
with  replaced with 4. Since  > 0 was arbitrary, the proof is complete. 
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Corollary 4.3 (The asymptotics to all orders for the case 2pi
√
t < η < 2pi t).
For every  > 0, there exists a constant A > 0 such that
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
+ χ(s)
eipi(1−s)Γ(s)
2pii
e([
η
2pi ]+1)i
2pit
η e
ipis
2
(
2pit
η
)−s
e−
ipi
4
×
[N−12 ]∑
k=0
ψ(2k)(0)
(2k)!
(−i)k
(
8pi2t
η2
)k+ 12
Γ
(
k +
1
2
)
+ χ(s)eipi(1−s)Γ(s)e−
pit
2
(
η
2pit
)σ
×

O
((
2N
t
)N
6 2pit
η
√
t
)
, 2pit
2
3 < η < 2pi t <∞, 1 ≤ N < Aη
3
t2 ,
O
(
Ne−
Aη2
4pi2t +
(
N4pi2t
η2
)N+1
2
)
, 2pi
√
t < η < 2pit
2
3 <∞, 1 ≤ N < Aη2t ,
dist
(
2pit
η
, 2piZ
)
> , 0 ≤ σ ≤ 1, t→∞,
(4.24)
where the error terms are uniform for all η, σ,N within the above ranges, and the
function ψ(z) is defined by
ψ(z) =
e−s ln(1+
iηz
2pit )+
iη2
8pi2t
z2−[ η2pi ]z
ez − e 2piitη
.
Proof. We replace σ by 1−σ in (4.1) and take the complex conjugate of both
sides. We then multiply the resulting equation by χ(s) and use the identities
ζ(s¯) = ζ(s), Γ(s¯) = Γ(s), χ(s¯) = χ(s),
χ(s)χ(1− s) = 1, χ(s)ζ(1− s) = ζ(s).(4.25)
This yields the following equation
ζ(s) = χ(s)
[ tη ]∑
n=1
1
n1−s
+
[ η2pi ]∑
n=1
1
ns
+ χ(s)
eipi(1−s)Γ(s)
2pii
e([
t
η ]+1)iηe
ipis
2 η−se−
ipi
4
×
[N−12 ]∑
k=0
(
d2k
dz2k
∣∣∣∣
z=0
e
−s ln(1− ziη )+ it2η2 z
2−[ tη ]z
ez − eiη
)
1
(2k)!
(−i)k
(
2η2
t
)k+ 12
Γ
(
k +
1
2
)
+ χ(s)eipi(1−s)Γ(s)e−
pit
2 η−σ
×

O
((
2N
t
)N
6 η√
t
)
,  < η < t
1
3 <∞, 1 ≤ N < Atη3 ,
O
(
Ne
−At
η2 +
(
Nη2
t
)N+1
2
)
, t
1
3 < η <
√
t <∞, 1 ≤ N < Atη2 ,
dist(η, 2piZ) > , 0 ≤ σ ≤ 1, t→∞,
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Replacing η by 2pitη , we find (4.24). 
Theorem 4.4 (The asymptotics to all orders for the case 
√
t < η < t).
For every  > 0, there exists a constant A > 0 such that
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
(4.26)
+ e−ipisΓ(1− s)
{
e
ipi(s−1)
2 ηs−1e
2t
η [
η
2pi ]pii−it− it2η2 (2[
η
2pi ]pi−η)2SN (s, η)
+O
(
e−
pit
2
(
3N
t
)N
6 ησ√
t
)}
,

√
t < η < t, 0 ≤ σ ≤ 1, 1 ≤ N < At, t→∞,
where the error term is uniform for all η, σ,N in the above ranges and the function
SN (s, η) is defined by
SN (s, η) =
N−1∑
n=0
an
n∑
k=0
(
n
k
)(
2
[ η
2pi
]
pii− iη
)k
(4.27)
× ∂n−k2 Φ
(
−2pit
η2
,
2t
η
− 2pit
η2
[ η
2pi
]
−
[ t
η
]
− 1
2
)
with ∂2 denoting differentiation with respect to the second argument. The coeffi-
cients an are determined by the recurrence formula
iη(n+ 1)an+1 = (σ − n− 1)an − it
η2
an−2, n = 0, 1, 2, . . . ,(4.28)
together with the initial conditions a−2 = a−1 = 0 and a0 = 1, and the function
Φ(τ, u) is defined by
Φ(τ, u) =
∫
0↖1
epiiτx
2+2piiux
epiix − e−piix dx, τ < 0, u ∈ C,(4.29)
with the contour 0↖ 1 denoting a straight line parallel to e3pii/4 which crosses the
real axis between 0 and 1.
In the particular case when p, q > 0 are integers, we have
Φ
(
−p
q
, u
)
=
1
1− (−1)qe−piiqp−2piiqu
{
q−1∑
n=0
(−1)ne−piin2 pq−2piinu(4.30)
+
(−1)qe−piiqp−2piiqu√
p/q
e
3pii
4
p−1∑
n=0
e
piiq
p (u+n+
1
2 )
2
}
.
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For N = 3 equation (4.26) simplifies to
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
(4.31)
+ e−ipisΓ(1− s)
{
e
ipi(s−1)
2 ηs−1e
2t
η [
η
2pi ]pii−it− it2η2 (2[
η
2pi ]pi−η)2
×
[
Φ +
σ − 1
iη
(
∂2Φ +
(
2
[ η
2pi
]
pii− iη
)
Φ
)
− (σ − 2)(σ − 1)
2η2
(
∂22Φ + 2
(
2
[ η
2pi
]
pii− iη
)
∂2Φ +
(
2
[ η
2pi
]
pii− iη
)2
Φ
)]
+O
(
e−
pit
2
ησ
t
)}
, 
√
t < η < t, 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for all η, σ in the above ranges and Φ and its partial
derivatives are evaluated at the point (1.8).
Remark 4.5. 1. If η =
√
2pit
b where b = p/q > 0 is a rational number,
then equations (4.26)-(4.30) provide an explicit asymptotic expansion of ζ(s) to all
orders. The particular case b = 1 is the famous case analyzed by Siegel in [10] using
ideas from Riemann’s unpublished notes. We note that, building on the work of [7],
an elementary (but formal) derivation of the Riemann-Siegel formula is presented
in [2].
2. The results of theorem 4.4 are convenient for studying the higher-order
asymptotics of ζ(s) in the case when η = constant×√t. However, if the order of η
is strictly smaller or larger than the order of
√
t, the results of theorem 4.4 are less
convenient, because in this case the asymptotics of ζ(s) involves the asymptotics
of the sums in (4.30) as p and/or q tend to infinity. In this case, the alternative
representation of the asymptotics of theorem 4.1, which avoids the appearance of
the above sums, is usually more convenient.
3. The error term in (4.26) is uniform with respect to η, σ,N . More precisely,
this means that equation (4.26) is equivalent to the following statement: For every
 > 0, there exist constants A > 0, C > 0, K > 0 such that the inequality∣∣∣∣∣ζ(s)−
[ tη ]∑
n=1
1
ns
− χ(s)
[ η2pi ]∑
n=1
1
n1−s
− e−ipisΓ(1− s)e ipi(s−1)2 ηs−1e 2tη [
η
2pi ]pii−it− it2η2 (2[
η
2pi ]pi−η)2SN (s, η)
∣∣∣∣∣
≤ C|e−ipisΓ(1− s)|e−pit2
(
3N
t
)N
6 ησ√
t
,
holds for all t > K and all σ,N, η such that 0 ≤ σ ≤ 1, 1 ≤ N < At, and

√
t < η < t.
4. The main difference between the proofs of theorems 4.1 and 4.4 can be
explained as follows. Consider the representation (4.3) of ζ(s). If η is of strictly
smaller order than t1/2, the main contribution to the asymptotics of ζ(s) comes
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from the part of the contour C2 that lies within a distance  of the critical point
iη; the remaining part of C2 gives a contribution which is suppressed by a factor
of the form e
−const× t
η2 cf. Eq. (4.5). Thus, the proof of theorem 4.1 relies on a
direct study of the integral near the critical point iη using the method of steepest
descent. On the other hand, in the case when η ∼ √t, the asymptotic expansion of
ζ(s) depends on the integral along all of the contour C2. The contour C2 is a line
segment of total length η centered on the critical point iη. In the proof of theorem
4.4, we handle this integral by relating it to the function Φ(τ, u) defined in (4.29).
5. The coefficients an satisfy the estimate
an = O
(
t[
n
3 ]
ηn
)
, (not uniformly in n);
indeed, assuming this estimate up to n, we find
an+1 = O
(
t[
n
3 ]
ηn+1
)
+O
(
t
η3
t[
n−2
3 ]
ηn−2
)
= O
(
t[
n+1
3 ]
ηn+1
)
, (not uniformly in n).
Proof of Theorem 4.4. Let t > 0, 0 ≤ σ ≤ 1, and m = [t/η]. As in the
proof of theorem 4.1, ζ(s) is given by (4.3) where the contributions from I1, I3, and
I4 are exponentially small, and the error terms of the form O(·) are uniform with
respect to the variables η, σ,N as t→∞. It remains to analyze the integral I2. In
the neighborhood of w = iη we have
(s− 1) ln w
iη
= (s− 1)
(
w − iη
iη
− 1
2
(
w − iη
iη
)2
+ · · ·
)
=
t
η
(w − iη) + it
2η2
(w − iη)2 + · · · .
Hence we write
e(s−1) ln
w
iη = e
t
η (w−iη)+ it2η2 (w−iη)
2
φ(w − iη),
where φ(z) is defined by (4.4). Define {an}∞0 by
φ(z) =
∞∑
n=0
anz
n, |z| < η,
The identity
dφ
dz
=
(
s− 1
iη + z
− t
η
− it
η2
z
)
φ(z)
implies
(iη + z)
∞∑
n=1
nanz
n−1 =
[
s− 1− (iη + z)
(
t
η
+
itz
η2
)] ∞∑
n=0
anz
n.
Hence the coefficients an are determined in succession by the recurrence formula
(4.28) supplemented with the conditions a−2 = a−1 = 0 and a0 = 1. The first few
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coefficients are given by
a0 = 1, a1 =
σ − 1
iη
, a2 = − (σ − 2)(σ − 1)
2η2
,
a3 =
−2t+ i(σ − 3)(σ − 2)(σ − 1)
6η3
,
a4 =
(σ − 4)(σ − 3)(σ − 2)(σ − 1) + 2i(4σ − 7)t
24η4
.
Representing φ(z) in the form
φ(z) =
N−1∑
n=0
anz
n + rN (z),
we find
rN (z) =
zN
2pii
∫
Γ
φ(w)
wN (w − z)dw, |z| < η,
where Γ is a contour contained in the disk of radius η centered at the origin which
encircles the points 0 and z once.
Let |z| < 47η (so that 2120 |z| < 35η) and let Γ be a circle with center w = 0 and
radius ρN , where
21
20
|z| ≤ ρN ≤ 3
5
η.
Equation (4.7) implies the following analog of (4.8):
Re lnφ(z) ≤ |σ − 1| ln 8
5
+
5t|z|3
6η3
, |z| ≤ 3
5
η.
Hence
rN (z) = O
(
2piρN
ρN − |z| |z|
Nρ−NN e
5tρ3N
6η3
)
= O
(
|z|Nρ−NN e
5tρ3N
6η3
)
, |z| < 4
7
η.
The function ρ−Ne
5tρ3
6η3 has the minimum ( 5et2Nη3 )
N/3 for ρ = ( 2N5t )
1/3η; ρN can have
this value if
21
20
|z| ≤
(
2N
5t
) 1
3
η ≤ 3
5
η.
Hence,
rN (z) = O
(
|z|N
(
5et
2Nη3
)N
3
)
, N < At, |z| ≤ 20
21
(
2N
5t
) 1
3
η.(4.32)
For |z| < 47η we can also take ρN = 2120 |z|, which yields
rN (z) = O
((20
21
)N
e
5
6
t
η3
( 2120 |z|)3
)
= O
(
e
14
29
t
η2
|z|2)
, |z| < η
2
.(4.33)
where we have used the inequalities |z|η <
1
2 and
5
12 (
21
20 )
3 < 1429 in the last step.
We write I2 in the form
I2 = I
S
2 + I
R
2 ,(4.34)
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where IS2 and I
R
2 denote the integrals
IS2 =
∫
C2
(iη)s−1
e
t
η (w−iη)+ it2η2 (w−iη)
2−mw
ew − 1
N−1∑
n=0
an(w − iη)ndw(4.35)
and
IR2 =
∫
C2
(iη)s−1
e
t
η (w−iη)+ it2η2 (w−iη)
2−mw
ew − 1 rN (w − iη)dw.(4.36)
We claim that
IR2 = O
(
e−
pit
2
(
3N
t
)N
6 ησ√
t
)
.(4.37)
Indeed, suppose first that |ew − 1| > A on C2. Then we have for w ∈ C2 with
|w − iη| < , the estimate ∣∣∣∣e( tη−m)wew − 1
∣∣∣∣ < eA ,
whereas for w ∈ C2 with |w − iη| > , we have the estimates
e(
t
η−m)w
ew − 1 =

O
(
e
( t
η
−m−1)Rew
1−e−Rew
)
, Rew ≥ 0,
O
(
e
( t
η
−m)Rew
eRew−1
)
, Rew < 0.
(4.38)
It follows from these estimates that the factor e
( t
η
−m)w
ew−1 in the integrand of I
R
2 is
of O(1) on C2. We now make the change of variables w = iη + λe
ipi
4 and split the
integral into two integrals; in the first integral |λ| ≤ A(Nt )
1
3 η, while in the second
integral A(Nt )
1
3 η ≤ |λ| ≤ η/2. In the first integral, we use the estimate (4.32) of
rN , whereas in the second integral, we use the estimate (4.33). This yields
IR2 = O
(
ησ−1e−
pit
2
{∫ A(Nt ) 13 η
0
e
− t
2η2
λ2
λN
(
5et
2Nη3
)N
3
dλ
+
∫ η
2
A(Nt )
1
3 η
e
− t
2η2
λ2+ 1429
t
η2
λ2
dλ
})
.
Steps almost identical to those leading from (4.15) to (4.17) now show that
IR2 = O
(
ησ−1e−
pit
2
(
3N
t
)N
6 η√
t
)
.
The case where the contour goes near a pole gives a similar result. Indeed, if the
contour passes near the pole at w = 2wpii, say within a distance 1/2 of it, we take
it around an arc of the circle |w − iη| = 1. Letting w = iη + eiθ and using (4.32),
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the total contribution to IR2 from this arc is given by
O
(
ησ−1e−
pit
2
∫ 2pi
0
∣∣∣∣e( tη−[ tη ])eiθ+ it2η2 e2iθrN (eiθ)∣∣∣∣dθ)
= O
(
ησ−1e−
pit
2
(
5et
2Nη3
)N
3
∫ 2pi
0
e
− t
2η2
sin(2θ)
dθ
)
= O
(
ησ−1e−
pit
2
(
5et
2Nη3
)N
3
)
= O
(
ησ−1e−
pit
2
(
3N
t
)N
6 η√
t
)
,
where we used the assumption that η > 
√
t. This proves (4.37).
We next consider IS2 . We claim that there exists a constant A > 0 such that
IS2 =
∫
C′2
(iη)s−1
e
t
η (w−iη)+ i2 tη2 (w−iη)
2−mw
ew − 1
N−1∑
n=0
an(w − iη)ndw +O(e−pit2 −At),
(4.39)
where C ′2 denotes the infinite straight line of which C2 is a part. Indeed, in view of
(4.38), if we replace C2 by C
′
2, the integral multiplying an in the expression for I
S
2
changes by
O
(
ησ−1e−
pit
2
∫ ∞
η
2
e
− t
2η2
λ2
λndλ
)
.(4.40)
We write the integrand as
e
− t
4η2
λ2
λn × e− t4η2 λ2 .
The first factor is steadily decreasing for λ >
√
2n
t η, and so it decreases throughout
the interval of integration provided that n < N < At, with A sufficiently small.
The term in (4.40) is then
O
(
ησ−1e−
pit
2 e
− t
4η2
η2
4
(η
2
)n ∫ ∞
η
2
e
− t
4η2
λ2
dλ
)
= O
(
ησ−1e−
pit
2 e
− t
4η2
η2
4
(η
2
)n η√
t
)
.
(4.41)
Also, by (4.32), choosing z such that |z| ≤ 2021 ( 25t )
1
3 η, we find
an = (rn(z)− rn+1(z))z−n
= O
((
|z|n
(
5et
2nη3
)n
3
− |z|n+1
(
5et
2(n+ 1)η3
)n+1
3
)
|z|−n
)
= O
((
5et
2nη3
)n
3
)
, 1 ≤ n ≤ N − 1.(4.42)
Multiplying (4.41) by an and summing from 0 to N −1, we find that the total error
is
O
(
ησ−1e−
pit
2 − t16 η√
t
(
a0 +
N−1∑
n=1
(η
2
)n( 5et
2nη3
)n
3
))
= O
(
ησ−1e−
pit
2 − t16 η√
t
(
1 +
N−1∑
n=1
(
5et
16n
)n
3
))
.
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Now the factor (t/n)
n
3 increases steadily up to n = t/e, and so if n < At, where
A < 1/e, it is
O(e
1
3 tA ln
1
A ).
Hence if N < At, with A sufficiently small, the total error is
O(e−
pit
2 −At).
This proves (4.39).
Finally, we analyze the sum
(iη)s−1
N−1∑
n=0
an
∫
C′2
e
t
η (w−iη)+ it2η2 (w−iη)
2−mw
ew − 1 (w − iη)
ndw.(4.43)
The integral in (4.43) may be expressed as
−
∫
L
e
t
η (w+2[
η
2pi ]pii−iη)+ it2η2 (w+2[
η
2pi ]pii−iη)2−[ tη ]w (w + 2[
η
2pi ]pii− iη)n
ew − 1 dw,
where L is a line in the direction argw = pi/4, passing between 0 and 2pii. This is
n! times the coefficient of ξn in the following expression:
−
∫
L
e
t
η (w+2[
η
2pi ]pii−iη)+ it2η2 (w+2[
η
2pi ]pii−iη)2−[ tη ]w+ξ(w+2[ η2pi ]pii−iη) dw
ew − 1
(4.44)
= −e tη 2[
η
2pi ]pii−it+ it2η2 (2[
η
2pi ]pii−iη)2+ξ(2[ η2pi ]pii−iη)
∫
L
e
it
2η2
w2+( 2tη − 2pitη2 [
η
2pi ]−[ tη ]+ξ)w dw
ew − 1
= e
t
η 2[
η
2pi ]pii−it+ it2η2 (2[
η
2pi ]pii−iη)22piiΦ
(
−2pit
η2
,
2t
η
− 2pit
η2
[ η
2pi
]
−
[ t
η
]
+ ξ − 1
2
)
× eξ(2[ η2pi ]pii−iη),
where the function Φ(τ, u) is defined by (4.29), i.e.
Φ(τ, u) =
∫
0↖1
epiiτx
2+2piiux
epiix − e−piix dx =
1
2pii
∫
−L
e−
iτ
4piw
2+(u+ 12 )w
ew − 1 dw, τ < 0, u ∈ C.
We rewrite the expression on the rhs of (4.44) as
e
t
η 2[
η
2pi ]pii−it+ it2η2 (2[
η
2pi ]pii−iη)22pii
∞∑
l=0
∂l2Φ
(
−2pit
η2
,
2t
η
− 2pit
η2
[ η
2pi
]
−
[ t
η
]
− 1
2
)
ξl
l!
×
∞∑
k=0
ξk(2[ η2pi ]pii− iη)k
k!
.
It follows that the expression in (4.43) is given by
2pii(iη)s−1e
t
η 2[
η
2pi ]pii−it+ it2η2 (2[
η
2pi ]pii−iη)2SN (s, η)(4.45)
where SN (s, η) is defined in (4.27). Equations (4.37), (4.39), and (4.45) show that
I2 satisfies
I2 = 2pii(iη)
s−1e
t
η 2[
η
2pi ]pii−it+ it2η2 (2[
η
2pi ]pii−iη)2SN (s, η)
+O
(
e−
pit
2
(
3N
t
)N
6 ησ√
t
)
+O(e−
pit
2 −At).
Equation (4.26) follows by substituting this expression into (4.3).
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In order to prove (4.30) we suppose that u ∈ C and τ < 0. We claim that Φ
satisfies the two recursion relations
Φ(τ, u) = Φ(τ, u+ 1)− e
3pii
4√|τ |e−piiτ (u+ 12 )2(4.46)
and
Φ(τ, u) = 1− epiiτ−2piiuΦ(τ, u− τ).(4.47)
Repetitive use of these two equations yields the following identities:
Φ(τ, u) = Φ(τ, u+N)− e
3pii
4√|τ |
N−1∑
n=0
e−
pii
τ (u+n+
1
2 )
2
(4.48)
and
Φ(τ, u) =
N−1∑
n=0
(−1)nepiin2τ−2piinu + (−1)NepiiN2τ−2piiNuΦ(τ, u−Nτ)(4.49)
valid for all N ≥ 0. If τ = −p/q, we apply (4.48) with N = p and (4.49) with
N = q to find
Φ(τ, u) = Φ(τ, u+ p)− e
3pii
4√|τ |
p−1∑
n=0
e−
pii
τ (u+n+
1
2 )
2
(4.50)
and
Φ(τ, u) =
q−1∑
n=0
(−1)nepiin2τ−2piinu + (−1)qepiiq2τ−2piiquΦ(τ, u+ p).(4.51)
Eliminating Φ(τ, u+ p) from these two equations, we find (4.30).
It remains to prove (4.46) and (4.47). In order to prove (4.46), we note that
Φ(τ, u+ 1)− Φ(τ, u) =
∫
0↖1
epiiτx
2 e2pii(u+1)x − e2piiux
epiix − e−piix dx
=
∫
0↖1
epiiτx
2+2pii(u+ 12 )xdx
= e−
pii
τ (u+
1
2 )
2
∫
0↖1
epiiτ(x+
u+1
2
τ )
2
dx
= e−
pii
τ (u+
1
2 )
2
∫
0↖1
epiiτx
2
dx.
The identities ∫
0↖1
epiiτx
2
dx =
∫
0↖1
e−piiy
2 dy√|τ | = e
3pii
4√|τ |
imply equation (4.46).
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The identity (4.47) is established as follows:
Φ(τ, u) =
∫
0↖1
epiiτx
2+2piiux
epiix − e−piix dx
= 1 +
∫
−1↖0
epiiτx
2+2piiux
epiix − e−piix dx
= 1 +
∫
0↖1
epiiτ(x−1)
2+2piiu(x−1)
epii(x−1) − e−pii(x−1) dx
= 1− epiiτ−2piiu
∫
0↖1
epiiτx
2+2pii(u−τ)x
epiix − e−piix dx
= 1− epiiτ−2piiuΦ(τ, u− τ),
where the second equality follows from the fact that the residue of the integrand at
x = 0 is 12pii . 
Theorem 4.4 is valid for 
√
t < η < t. As a corollary, we can find an analogous
result valid for 2pi < η <
√
t
 .
Corollary 4.6 (The asymptotics to all orders for the case 2pi < η <
√
t
 ).
For every  > 0, there exists a constant A > 0 such that
ζ(s) =
[ tη ]∑
n=1
1
ns
+ χ(s)
[ η2pi ]∑
n=1
1
n1−s
(4.52)
+ χ(s)eipi(1−s)Γ(s)
{
e
ipis
2
(
η
2pit
)s
e−iη[
t
η ]+it+
iη2
2t ([
t
η ]− tη )2SN
(
1− s¯, 2pit
η
)
+O
(
e−
pit
2
(
3N
t
)N
6 ( 2pitη )
1−σ
√
t
)}
,
2pi < η <
√
t

, 0 ≤ σ ≤ 1, 1 ≤ N < At, t→∞,
where the error term is uniform for all η, σ,N in the above ranges and SN is given
by (4.27).
Proof. We replace σ by 1 − σ in (4.26) and take the complex conjugate of
both sides. We then multiply the resulting equation by χ(s) and use the identities
(4.25). This yields the following equation
ζ(s) = χ(s)
[ tη ]∑
n=1
1
n1−s
+
[ η2pi ]∑
n=1
1
ns
+ χ(s)eipi(1−s)Γ(s)
{
(e
ipis
2 η−se−
2t
η [
η
2pi ]pii+it+
it
2η2
(2[ η2pi ]pi−η)2SN (1− s¯, η)
+O
(
e−
pit
2
(
3N
t
)N
6 η1−σ√
t
)}
,

√
t < η < t, 0 ≤ σ ≤ 1, 1 ≤ N < At, t→∞.
Replacing η by 2pitη , we find (4.52). 
CHAPTER 5
Consequences of the Asymptotic Formulae
Using theorems 3.1 and 3.2 we can compute several interesting sums.
Theorem 5.1. Define the polylogarithm Lim(z) by (3.3). The following relation
holds:
[
η2
2pi ]∑
n=[
η1
2pi ]+1
n−s =
1
1− s
[( η2
2pi
)1−s
−
( η1
2pi
)1−s](5.1)
+
e−
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣∣
iη1
z=iη2
+
e
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣∣
−iη1
z=−iη2
+O
(
(2N + 1)!!N
(1 + 

)2(N+1)
η−σ−N1
)
,
(1 + )t < η1 < η2 <∞,  > 0, 0 ≤ σ ≤ 1, N ≥ 2, t→∞,
where the error term is uniform for all η1, η2, , σ,N in the above ranges.
For N = 3 equation (5.1) simplifies to
[
η2
2pi ]∑
n=[
η1
2pi ]+1
n−s =
1
1− s
[( η2
2pi
)1−s
−
( η1
2pi
)1−s](5.2)
+
2iη−s1
(2pi)1−s
{
−i arg(1− eiη1) + t− iσ
η1
Re Li2(e
iη1)
+
1
η21
[
it2 − 3iσt− (σ − 1)t− iσ(σ + 1)]Im Li3(eiη1)}
− 2iη
−s
2
(2pi)1−s
{
−i arg(1− eiη2) + t− iσ
η2
Re Li2(e
iη2)
+
1
η22
[
it2 − 3iσt− (σ − 1)t− iσ(σ + 1)]Im Li3(eiη2)}
+O
(
1
η3+σ1
(
t3 +
(1 + 

)8))
,
(1 + )t < η1 < η2 <∞,  > 0, 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for all η1, η2, , σ in the above ranges.
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Proof. Replacing in equation (3.1) η with η1 and subtracting the resulting
equation from the equation obtained from (3.1) by replacing η with η2, we find
(5.1). Equation (5.2) follows in a similar way from (3.2). 
Theorem 5.2. Define the polylogarithm Lim(z) by (3.3). The following relation
holds:
[ η2pi ]∑
n=[ t2pi ]+1
n−s =
1
1− s
[( η
2pi
)1−s
−
(
t
2pi
)1−s](5.3)
+
e−
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣∣
it
z=iη
− e
ipi(1−s)
2
(2pi)1−s
∞∑
n=1
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣∣
z=−iη
+
e
ipi(1−s)
2
(2pi)1−s
∞∑
n=2
N−1∑
j=0
e−nz−it ln z
(
1
n+ itz
d
dz
)j
z−σ
n+ itz
∣∣∣∣
z=−it
+
(
t
2pi
)1−s
eit
2N∑
k=0
ck(1− σ)Γ(k+12 )
t
k+1
2
+O
(
(2N + 1)!!N22N
tσ+N
+
(2N + 1)!!N( 1+ )
2(N+1)
ησ+N
)
,
(1 + )t < η <∞,  > 0, 0 ≤ σ ≤ 1, N ≥ 2, t→∞,
where the error term is uniform for all η, , σ,N in the above ranges and the coef-
ficients ck(σ) are defined in (3.30).
For N = 3 equation (5.3) simplifies to
[ η2pi ]∑
n=[ t2pi ]+1
n−s =
1
1− s
[( η
2pi
)1−s
−
(
t
2pi
)1−s]
+
{
· · ·
}(5.4)
+O
(
1
η3+σ
(
t3 +
(1 + 

)8)
+
1
t3+σ
)
,
(1 + )t < η <∞,  > 0, 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for all η, , σ in the above ranges and {· · · } denotes
an explicit expression involving σ, t, and the polylogarithms Lim(e
it), m = 1, . . . , 5.
Proof. Equation (5.3) follows by subtracting equation (3.20) from equation
(3.1). Similarly, equation (5.4) follows by subtracting equation (3.22) from equation
(3.2).

The following equation is given on page 78 of Titchmarsh [11]:∑
x<n≤N
1
ns
∼ χ(s)
∑
t
2piN<n≤ t2pix
1
n1−s
.(5.5)
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Theorem 4.4 yields a precise version of the relation (5.5) with an explicit error
estimate.
Theorem 5.3. For every  > 0, there exists a constant A > 0 such that
[ tη1
]∑
n=[ tη2
]+1
1
ns
= χ(s)
[
η2
2pi ]∑
n=[
η1
2pi ]+1
1
n1−s
(5.6)
+ e−ipisΓ(1− s)
{
e
ipi(s−1)
2 ηs−1e
2t
η [
η
2pi ]pii−it− it2η2 (2[
η
2pi ]pi−η)2SN (s, η)
+O
(
e−
pit
2
(
3N
t
)N
6 ησ√
t
)}∣∣∣∣∣
η2
η=η1
,

√
t < η1 < η2 < t, 0 ≤ σ ≤ 1, 1 ≤ N < At, t→∞,
where the error term is uniform for all η1, η2, σ,N in the above ranges and the
function SN (s, η) is defined by (4.27).
For N = 3 equation (5.6) simplifies to
[ tη1
]∑
n=[ tη2
]+1
1
ns
= χ(s)
[
η2
2pi ]∑
n=[
η1
2pi ]+1
1
n1−s
(5.7)
+ e−ipisΓ(1− s)
{
e
ipi(s−1)
2 ηs−1e
t
η 2[
η
2pi ]pii−it− it2η2 (2[
η
2pi ]pi−η)2
×
[
Φ +
σ − 1
iη
(
∂2Φ +
(
2
[ η
2pi
]
pii− iη
)
Φ
)
− (σ − 2)(σ − 1)
2η2
(
∂22Φ + 2
(
2
[ η
2pi
]
pii− iη
)
∂2Φ
+
(
2
[ η
2pi
]
pii− iη
)2
Φ
)]
+O
(
e−
pit
2
ησ
t
)}∣∣∣∣∣
η2
η=η1
,

√
t < η1 < η2 < t, 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for all η1, η2, σ in the above ranges, Φ is defined
by (4.29), and Φ and its partial derivatives are evaluated at the point (1.8).
Proof. Replacing in equation (4.26) η with η1 and subtracting the resulting
equation from the equation obtained from (4.26) by replacing η with η2, we find
(5.6). Equation (5.7) follows in a similar way from (4.31). 
Remark 5.4. The relation (5.5) is a particular case of (5.6) (let x = t/η2 and
N = t/η1).

Part 2
Asymptotics to all Orders of a
Two-Parameter Generalization of
the Riemann Zeta Function

CHAPTER 6
An Exact Representation for Φ(u, v, β)
The two-parameter generalization Φ(u, v, β) of ζ(s) was defined in (1.12). In
theorem 2.1, we derived an exact representation for ζ(s). In this chapter, we prove
Theorem 6.1 which provides an analogous representation for Φ(u, v, β).
Recall that we make the basic assumption (1.21); in particular η /∈ 2piZ. The
branch cut for the logarithm is assumed to run along the negative real axis.
Theorem 6.1 (An exact representation for Φ). Let Φ(u, v, β) be defined by
(1.12). Then
Φ(u, v, β) = (e−ipiu − 1)e−ipiv(2pie ipi2 )u+v−1
[ η2pi ]∑
m=1
mu−1(m+ β)v−1
+ e−ipiv
(
(1− eipiu)
∫ ∞eiφ1
−iη
+(e−ipiu − 1)
∫ ∞eiφ2
iη
)
zu−1(z + 2ipiβ)v−1
dz
ez − 1
+
∫
L3
zu−1
e−z − 1
[
(z − 2ipiβ)v−1 + e−ipive−z(z + 2ipiβ)v−1]dz
+ (e−ipiu − 1)
∫
Cˆαη
zu−1
e−z − 1
[
(z − 2ipiβ)v−1 + e−ipive−z(z + 2ipiβ)v−1]dz,
u, v ∈ C, β > 0, 0 < η < 2piβ, −pi
2
< φj <
pi
2
, j = 1, 2,
(6.1)
where 0 < α < 2pimin(1, β) and the contours L3 and Cˆ
α
η with the orientations
shown in figures 2.1 and 2.3 are defined in (2.6) and (2.11c), respectively.
Proof. We decompose the contour Hα in the definition (1.12) of Φ into the
union of the three contours {Lj}31 defined in (2.6) with the orientation shown in
figure 2.1:
Hα = L1 ∪ L2 ∪ L3.
Proceeding in analogy with the proof of Theorem 2.1, we write the integral
along L1 as follows:∫
L1
zu−1(z − 2ipiβ)v−1 dz
e−z − 1 =
∫ ∞eipi
iα
zu−1(z − 2ipiβ)v−1 dz
e−z − 1
= eipiu
∫ ∞
−iα
ζu−1(−ζ − 2ipiβ)v−1 dζ
eζ − 1
= eipiue−ipi(v−1)
∫ ∞
−iα
ζu−1(ζ + 2ipiβ)v−1
dζ
eζ − 1 ,(6.2)
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iη
iα
−iα
−iη
CηαCˆ
α
η
C−α−η
Re z
Figure 6.1. The contours Cηα, C
−α
−η and Cˆ
α
η .
where the first equality is a consequence of Cauchy’s theorem, the second equality
is a consequence of the substitution z = eipiζ, and the third equality uses the fact
that −ζ − 2ipiβ is in the third quadrant.
Similarly, the integral along L2 can be written in the form
∫
L2
zu−1(z − 2ipiβ)v−1 dz
e−z − 1 = e
−ipiue−ipi(v−1)
∫ iα
∞
ζu−1(ζ + 2ipiβ)v−1
dζ
eζ − 1 .
(6.3)
The starting point for deriving this identity is the application of Cauchy’s theorem
in the domain enclosed by L2 and by the ray from∞e−ipi to −iα, i.e. in the shaded
domain 2 of figure 2.2.
The integral along L3 can be written as follows:∫
L3
zu−1(z − 2ipiβ)v−1 dz
e−z − 1 = −e
−ipi(v−1)
∫
L3
ζu−1(ζ + 2ipiβ)v−1
dζ
eζ − 1
+
∫
L3
ζu−1
[
(ζ − 2ipiβ)v−1
e−ζ − 1 + e
−ipi(v−1) (ζ + 2ipiβ)
v−1
eζ − 1
]
dζ
=− e−ipi(v−1)
(∫ ∞
−iα
+
∫ iα
∞
)
ζu−1(ζ + 2ipiβ)v−1
dζ
eζ − 1
+
∫
L3
ζu−1
e−ζ − 1
[
(ζ − 2ipiβ)v−1 + e−ipive−ζ(ζ + 2ipiβ)v−1]dζ,(6.4)
where the first equality is an identity and the second equality follows from an
application of Cauchy’s theorem in the domain enclosed by L3 and the two rays
(−iα,∞) and (∞, iα), i.e. in the shaded domain 3 of figure 2.2.
Adding equations (6.2)-(6.4) we obtain
Φ(u, v, β) =− 2ie−ipiv sin
(piu
2
)(
e
ipiu
2
∫ ∞
−iα
+e−
ipiu
2
∫ ∞
iα
)
zu−1(z + 2ipiβ)v−1
dz
ez − 1
+
∫
L3
zu−1
e−z − 1
[
(z − 2ipiβ)v−1 + e−ipive−z(z + 2ipiβ)v−1]dz.(6.5)
Defining the contours Cηα, C
−α
−η , Cˆ
α
η as in (2.11) with the orientations shown in
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figure 6.1, the second integral in the rhs of (6.5) can be rewritten as the sum of an
integral along the contour Cηα plus an integral along the ray (iη,∞eiφ1). Similarly,
the first integral in the rhs of (6.5) can be rewritten as the sum of an integral along
the curve −C−α−η plus an integral along the ray (−iη,∞eiφ2). Hence the first two
terms in the rhs of (6.5) yield the second line in the rhs of (6.1), as well as the
additional term I defined by
I = −2ie−ipiv sin
(piu
2
)(
− e ipiu2
∫
C−α−η
+e−
ipiu
2
∫
Cηα
)
zu−1(z + 2ipiβ)v−1
dz
ez − 1 .
(6.6)
Letting z = ζe−ipi in the integral involving C−α−η and using the fact that −ζ + 2ipiβ
is in the first quadrant we find
−e ipiu2
∫
C−α−η
zu−1(z + 2ipiβ)v−1
dz
ez − 1 = e
− ipiu2 eipiv
∫
Cˆαη
zu−1(z − 2ipiβ)v−1 dz
e−z − 1 .
(6.7)
Using the above equation in the rhs of (6.6) and then adding and subtracting in
the resulting equation the term
−2i sin
(piu
2
)
e−
ipiu
2 e−ipiv
∫
Cˆαη
zu−1(z + 2ipiβ)v−1
dz
ez − 1 ,
we find that I is given by
I =− 2i sin
(piu
2
)
e−
ipiu
2
{
e−ipiv
∫
Cηα∪Cˆαη
zu−1(z + 2ipiβ)v−1
dz
ez − 1
+
∫
Cˆαη
zu−1
(
(z − 2ipiβ)v−1
e−z − 1 −
e−ipiv(z + 2ipiβ)v−1
ez − 1
)}
.
That is,
I = (e−ipiu − 1)
{
e−ipiv
∫
Cηα∪Cˆαη
zu−1(z + 2ipiβ)v−1
dz
ez − 1
+
∫
Cˆαη
zu−1
e−z − 1
[
(z − 2ipiβ)v−1 + e−ipive−z(z + 2ipiβ)v−1]}.(6.8)
Cauchy’s theorem implies that the first integral in the curly bracket in (6.8) equals
(2pie
ipi
2 )u+v−1
[ η2pi ]∑
m=1
mu−1(m+ β)v−1.
Thus (6.5) with the aid of equation (6.8) becomes equation (6.1). 

CHAPTER 7
The Asymptotics of Φ(u, v, β)
In Theorem 4.1, we established an asymptotic formula for ζ(s) for  < η <
√
t.
In this chapter, we establish an analogous asymptotic formula for Φ.
Let u = σ1 + it and v = σ2 − it. The function Φ(u, v, β) was defined in (1.12)
by
Φ(u, v, β) =
∫
Hα
zu−1(z − 2ipiβ)v−1 dz
e−z − 1 , u, v ∈ C, β ∈ R \ {0},(7.1)
where Hα, 0 < α < 2pimin(1, |β|), denotes the Hankel contour (1.13) surrounding
the negative real axis in the counterclockwise direction, and the complex powers
are defined by wa = ea(ln |w|+i argw) with argw ∈ (−pi, pi], i.e. the branch cut runs
along the negative real axis. In this and the following chapter, we prefer to have
the branch cut along the positive real axis. Therefore we change variables z = −w
in (7.1) to get
Φ(u, v, β) = −e−ipi(u+v)
∫
Hˆα
wu−1(w+2ipiβ)v−1
dw
ew − 1 , u, v ∈ C, β ∈ R\{0},
where Hˆα denotes the Hankel contour surrounding the positive real axis in the
counterclockwise direction, i.e.
Hˆα = {r + i0 |α < r <∞} ∪
{
αeiθ | 0 < θ < 2pi} ∪ {r − i0 |α < r <∞} ,(7.2)
and the complex powers are defined by wa = ea(ln |w|+i argw) with argw ∈ [0, 2pi),
i.e. the branch cut now runs along the positive real axis.
Using the identity
1
ew − 1 =
m∑
n=1
e−nw +
e−mw
ew − 1 , m = 1, 2, . . . ,
we may write
Φ(u, v, β) = −e−ipi(u+v)
{ m∑
n=1
∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw
+
∫
Hˆα
wu−1(w + 2ipiβ)v−1e−mwdw
ew − 1
}
.(7.3)
We are interested in the asymptotic behavior of Φ(u, v, β) as t→∞. Thus we note
that the second integral on the rhs of (7.3) has critical points at the solutions of
d
dw
ln
(
wu−1(w + 2ipiβ)v−1e−mw
)
= 0,
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that is, at
w =
−2ipiβm+ u+ v − 2±√(−2ipiβm+ u+ v − 2)2 + 8ipiβm(u− 1)
2m
.
Anticipating that m will grow like tα, α > 0, we find that for large t the critical
points are approximately given by
iβpi
(
− 1±
√
1 +
2t
βpim
)
.
By performing a steepest descent analysis we can find the asymptotics of Φ to all
orders. The idea is that given some η > 0, we choose m so that the critical point
for large t lies at iη. Solving the equation
η = βpi
(
− 1 +
√
1 +
2t
βpim
)
for m we find that m should be given by
t
(
1
η
− 1
η + 2piβ
)
.
But since m has to be an integer, we instead use the approximate definition
m = [x] where x = t
(
1
η
− 1
η + 2piβ
)
.
Theorem 7.1 (The asymptotics of Φ(u, v, β) to all orders for  < η <
√
t).
For every  > 0, there exists a constant A > 0 such that
− eipi(σ1+σ2)Φ(u, v, β) =
m∑
n=1
∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw
+ i(2pi)σ1+σ2−1e
pii
2 (σ1+σ2)
[ η2pi ]∑
n=1
nu−1(n+ β)v−1
− e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1e ipi4
×
[N−12 ]∑
k=0
ϕ(2k)(0)
(2k)!
ik
(
t
2
(
1
η2
− 1
(η + 2piβ)2
))−k− 12
Γ
(
k +
1
2
)
+ ησ1−1(η + 2piβ)σ2−1
×

O
((
22N
t
)N
6 η√
t
)
,  < η < t
1
3 <∞, 1 ≤ N < Atη3 ,
O
(
Ne
−At
η2 +
(
3t
4Nη2
)−N+12 ), t 13 < η < √t <∞, 1 ≤ N < Atη2 , t→∞,
β > 0,  < η < 2piβ −  <∞, dist(η, 2piZ) > , σ1 ∈ [0, 1], σ2 ∈ [0, 1],
(7.4)
where Hˆα denotes the Hankel contour defined in (7.2),
m =
[
t
(
1
η
− 1
η + 2piβ
)]
,
ϕ(z) =
e
(u−1) ln(1+ ziη )+(v−1) ln(1+ ziη+2piiβ )−xz− it2 ( 1η2−
1
(η+2piβ)2
)z2+(x−m)z
ez − e−iη ,
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and the error terms are uniform with respect to η, σ1, σ2, β,N in the given ranges.
Proof. Let  > 0 be given and suppose that 8 < η < min(
√
t, 2piβ − 8),
σ1 ∈ [0, 1], σ2 ∈ [0, 1], dist(η, 2piZ) > 8, and N ≥ 1 (since  > 0 is arbitrary, we
can replace 8 with  at the end). All error terms of the form O(·) will be uniform
with respect to η, σ1, σ2, β,N in the given ranges, but not with respect to . We let
A > 0 denote a generic constant which can change within a computation.
Let
x = t
(
1
η
− 1
η + 2piβ
)
, m = [x].
Since η <
√
t and η < 2piβ, we have
x =
t
η
1
η
2piβ + 1
≥
√
t
2
.
In particular, m → ∞ as t → ∞. We deform the Hankel contour Hˆα into the
straight lines Cj , j = 1, . . . , 4 joining ∞, cη + iη(1 + c), −cη + iη(1− c), −cη − iη,
∞, where 0 < c ≤ 1/2 is an absolute constant, see figure 4.1. Then
∫
Hˆα
wu−1(w + 2ipiβ)v−1e−mw
ew − 1 dw =− 2pii
[ η2pi ]∑
n=−[ η2pi ]
n 6=0
(2piin)u−1(2pii(n+ β))v−1 +
4∑
j=1
Ij ,
(7.5)
where
Ij =
∫
Cj
wu−1(w + 2ipiβ)v−1e−mw
ew − 1 dw, j = 1, . . . , 4.
Note that
−2pii
[ η2pi ]∑
n=−[ η2pi ]
n 6=0
(2piin)u−1(2pii(n+ β))v−1 = −(2pi)σ1+σ2−1e ipi2 (u+v−1)
[ η2pi ]∑
n=1
nu−1(n+ β)v−1
− (2pi)σ1+σ2−1epii2 ve 3pii2 (u−1)
[ η2pi ]∑
n=1
nu−1(−n+ β)v−1
= i(2pi)σ1+σ2−1e
pii
2 (σ1+σ2)
[ η2pi ]∑
n=1
nu−1
[
(n+ β)v−1 − epiiu(−n+ β)v−1]
= i(2pi)σ1+σ2−1e
pii
2 (σ1+σ2)
[ η2pi ]∑
n=1
nu−1(n+ β)v−1 +O(e−At).
In view of (7.3) and (7.5) this gives the first two terms on the rhs of (7.4). It
remains to analyze the contributions from the Ij ’s.
We first prove that I1, I3, I4 are exponentially small as t → ∞. Let w = ρeiφ,
0 < φ < 2pi, and w + 2ipiβ = ρ˜eiφ˜, 0 < φ˜ < 2pi. Then
|wu−1| = ρσ1−1e−tφ, |(w + 2ipiβ)v−1| = ρ˜σ2−1etφ˜.
Also,
xη =
tQ
1 +Q
, where Q :=
2piβ
η
> 1.
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Analysis of the integral I4
For w ∈ C4 we have
|ew − 1| > A, ρ ≥ η, ρ˜ ≥ 2piβ − η, φ ≥ pi + arctan η
cη
,
and
φ˜ ≤ pi − arctan 2piβ − η
cη
= pi − arctan Q− 1
c
.
Hence
|wu−1(w + 2ipiβ)v−1| = ρσ1−1ρ˜σ2−1e−t(φ−φ˜)
≤ ησ1−1(2piβ − η)σ2−1e−t(arctan 1c+arctan Q−1c )
= O(e−t(arctan
1
c+arctan
Q−1
c )).(7.6)
Thus,
I4 =
∫
C4
wu−1(w + 2ipiβ)v−1e−mw
ew − 1 dw
= O
(
e−t(arctan
1
c+arctan
Q−1
c )
∫ ∞
−cη
e−mw1dw1
)
= O(e−t(arctan
1
c+arctan
Q−1
c )+mcη)
= O(e−t(arctan
1
c+arctan
Q−1
c )+xcη) = O(e−tF (Q)),
where
F (Q) = arctan
1
c
+ arctan
Q− 1
c
− cQ
1 +Q
.
Since c
2
4 < Q, we have
F ′(Q) =
4cQ− c3
(Q+ 1)2 (c2 + (Q− 1)2) > 0, Q > 1.
Hence
inf
Q>1
F (Q) ≥ F (1) = arctan
(
1
c
)
− c
2
> A > 0.
It follows that I4 = O(e
−At).
Analysis of the integral I3
For w = w1 + iw2 ∈ C3 we have
φ = pi − arctan w2
cη
, φ˜ = pi − arctan w2 + 2piβ
cη
.
The function φ−φ˜ assumes its maximum at w2 = −piβ and decreases symmetrically
as w2 moves away from this point. Its minimum on C3 is therefore assumed at the
upper endpoint where w2 = (1− c)η. For w2 = (1− c)η we have
φ− φ˜ = arctan w2 + 2piβ
cη
− arctan w2
cη
= arctan
(
1− c+Q
c
)
− arctan 1− c
c
.
(7.7)
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Hence
wu−1(w + 2ipiβ)v−1e−mw = O
(
(cη)σ1−1(cη)σ2−1e−t(arctan(
1−c+Q
c )−arctan 1−cc )emcη
)
= O
(
e−t(arctan(
1−c+Q
c )−arctan 1−cc )excη
)
= O
(
e−tF (Q)
)
,
where
F (Q) = arctan
(
1− c+Q
c
)
− arctan
(
1− c
c
)
− cQ
1 +Q
.
Since c < 1 +Q, we have
F ′(Q) = − 2c
2(c−Q− 1)
(Q+ 1)2(c2 + (1 +Q− c)2) > 0, Q > 1.
Hence
inf
Q>1
F (Q) ≥ F (1) = arctan
(
2− c
c
)
− arctan
(
1− c
c
)
− c
2
> A > 0.
It follows that I3 = O(e
−At).
Analysis of the integral I1
For w ∈ C1 we have w = w1 + i(1 + c)η and w1 ≥ cη. Also,
ρ ≥ η, ρ˜ ≥ η + 2piβ,
φ = arctan
(1 + c)η
w1
= arctan
1 + c
P
,
φ˜ = arctan
(1 + c)η + 2piβ
w1
= arctan
1 + c+Q
P
,(7.8)
where P := w1/η ≥ c. There exists A > 0 such that
1 ≤ (1−A)ec ≤ (1−A)ew1 ,
and so
|ew − 1| ≥ ew1 − 1 ≥ Aew1 .
Thus
wu−1(w + 2ipiβ)v−1e−mw
ew − 1 = O
(
ησ1−1(η + 2piβ)σ2−1e−t(φ−φ˜)−(m+1)w1
)
= O
(
ησ1−1(η + 2piβ)σ2−1e−t(φ−φ˜)−xw1
)
= O
(
ησ1−1(η + 2piβ)σ2−1e−tF (P,Q)
)
,
where
F (P,Q) = arctan
1 + c
P
− arctan 1 + c+Q
P
+ P − P
1 +Q
.
Now
∂F
∂Q
=
P
(Q+ 1)2
− 1
P
(
(c+Q+1)2
P 2 + 1
) > 0, P ≥ c, Q ≥ 1,
so F assumes its minimum over the domain {P ≥ c,Q ≥ 1} on the boundary where
Q = 1. For definiteness, let us henceforth set
c =
1
8
.
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Then
∂[F (P, 1)− P16 ]
∂P
> 0 for P ≥ c, and F (c, 1)− c
16
> 0,
so that F (P, 1) > P/16 for P ≥ c. Hence
I1 =
∫
C1
wu−1(w + 2ipiβ)v−1e−mw
ew − 1 dw
= O
(
ησ1−1(η + 2piβ)σ2−1
∫ ∞
cη
e−tP/16dw1
)
= O
(
ησ1(η + 2piβ)σ2−1
∫ ∞
c
e−tP/16dP
)
= O
(
ησ1(η + 2piβ)σ2−1t−1e−ct/16
)
.
It follows that I1 = O(e
−At).
Analysis of the integral I2
It remains to analyze the integral I2. We write
I2 = e
−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
ϕ(w − iη)dw,
where
ϕ(z) =
e
(u−1) ln(1+ ziη )+(v−1) ln(1+ ziη+2piiβ )−xz− it2 ( 1η2−
1
(η+2piβ)2
)z2+(x−m)z
ez − e−iη .
Defining φ(z) by
φ(z) = e
(u−1) ln
(
1+ ziη
)
+(v−1) ln(1+ ziη+2piiβ )−xz− it2 ( 1η2−
1
(η+2piβ)2
)z2
,(7.9)
we have
ϕ(z) =
φ(z)e(x−m)z
ez − e−iη .
We split the contour C2 as follows:
C2 = C

2 ∪ Cr2 ,
where C2 denotes the segment of C2 of length 2 which consists of the points within
a distance  from iη. We write
I2 = I

2 + I
r
2 ,
where
I2 = e
−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
ϕ(w − iη)dw
and
Ir2 = e
−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
Cr2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
ϕ(w − iη)dw.
We claim that Ir2 can be estimated as follows:
Ir2 = O
(
ησ1(η + 2piβ)σ2−1√
t
e
− t2
32η2
)
.(7.10)
7. THE ASYMPTOTICS OF Φ(u, v, β) 63
Indeed, the change of variables w = iη + λe
ipi
4 gives
Ir2 = O
(
ησ1−1(η + 2piβ)σ2−1
(∫ −
−√2cη
+
∫ √2cη

)
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2 |ϕ(λe ipi4 )|dλ
)
.
Now there exists an A > 0 such that∣∣∣∣ e(x−m)zez − e−iη
∣∣∣∣ < A, z = λe ipi4 ,  < |λ| < √2cη.(7.11)
Moreover, the definition of φ(z) implies
lnφ(z) = (u− 1) ln
(
1 +
z
iη
)
+ (v − 1) ln
(
1 +
z
iη + 2piiβ
)
− tz
(
1
η
− 1
η + 2piβ
)
− itz
2
2
(
1
η2
− 1
(η + 2piβ)2
)
= (σ1 − 1) ln
(
1 +
z
iη
)
+ (σ2 − 1) ln
(
1 +
z
iη + 2piiβ
)
− itz2
∞∑
j=1
(−1)j−1
j + 2
[
1
η2
(
z
iη
)j
− 1
(η + 2piβ)2
(
z
iη + 2piiβ
)j ]
.
Let α ∈ (√2c, 1) be a constant. Then, for |z| ≤ αη, we have
Re lnφ(z) ≤ |σ1 − 1| ln(1 + α) + |σ2 − 1| ln
(
1 +
α
1 + 2piβη
)
+
2t
η2
|z|2 1
3
|z|
η
∞∑
j=0
αj
≤ |σ1 − 1| ln(1 + α) + |σ2 − 1| ln
(
1 +
α
1 + 2piβη
)
+
2t|z|3
3(1− α)η3 ,(7.12)
and so
|φ(λe ipi4 )| < e|σ1−1| ln(1+α)+|σ2−1| ln(1+ α1+Q )+ 2t3(1−α)η3 λ
3
,  < |λ| < αη.(7.13)
Equations (7.11) and (7.13) imply that
|ϕ(λe ipi4 )| = O
(
e
2t
3(1−α)η3 |λ|
3)
,  < |λ| <
√
2cη.
This yields
Ir2 = O
(
ησ1−1(η + 2piβ)σ2−1
∫ √2cη

e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2+ 2t
3(1−α)η3 |λ|
3
dλ
)
= O
(
ησ1−1(η + 2piβ)σ2−1
∫ √2cη

e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2+ 2t
√
2c
3(1−α)η2 λ
2
dλ
)
.
Now 1η+2piβ <
1
2η , so
1
η2
− 1
(η + 2piβ)2
>
3
4η2
.(7.14)
Hence
Ir2 = O
(
ησ1−1(η + 2piβ)σ2−1
∫ √2cη

e
− tλ2
η2
( 38− 2
√
2c
3(1−α) )dλ
)
.
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For definiteness, let us henceforth set
α =
3
5
.
Then 38 − 2
√
2c
3(1−α) >
1
16 . Hence
Ir2 = O
(
ησ1−1(η + 2piβ)σ2−1
∫ √2cη

e
− tλ2
16η2 dλ
)
.
Splitting the integrand as
e
− t
16η2
λ2
= e
− t
32η2
λ2 × e− t32η2 λ2
and noting that ∫ √2cη

e
− t
32η2
λ2
dλ ≤
∫ ∞
0
e
− t
32η2
λ2
dλ =
√
8pi
η√
t
,
we find
Ir2 = O
(
ησ1−1(η + 2piβ)σ2−1e−
t
32η2
2 η√
t
)
.
This proves (7.10).
We now consider I2. In view of the assumption dist(η, 2piZ) > 8, we have∣∣∣∣ e(x−m)wez − e−iη
∣∣∣∣ = O(1), |z| < 2.(7.15)
In particular, ϕ(z) is analytic for |z| < 2. Thus we can write
ϕ(z) =
∞∑
n=0
bnz
n =
N−1∑
n=0
bnz
n + sN (z), |z| < 2,
where
sN (z) =
zN
2pii
∫
Γ
ϕ(w)dw
wN (w − z)(7.16)
and Γ is a counterclockwise contour which encircles 0 and z but none of the poles
of ϕ. We claim that
I2 = e
−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
N−1∑
n=0
bn(w − iη)ndw
+

O
(
ησ1−1(η + 2piβ)σ2−1
(
22N
t
)N
6 η√
t
)
, 1 ≤ N < Atη3 ,
O
(
ησ1−1(η + 2piβ)σ2−1
(
3t
4Nη2
)−N+12 ), t 13 < η < √t.
(7.17)
In order to establish (7.17), we need to estimate the error term
e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
sN (w − iη)dw.
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Let us first consider the case 1 ≤ N < Atη3 . Let |z| < 4021 (so that 2120 |z| < 2)
and let Γ in (7.16) be a circle with center w = 0 and radius ρN , where
21
20
|z| ≤ ρN < 2.
Since ϕ(z) is analytic in the disk |z| < 2, equations (7.16), (7.12), and (7.15) yield
sN (z) = O
(
2piρN
ρN − |z| |z|
Nρ−NN e
2tρ3N
3(1−α)η3
)
= O
(
|z|Nρ−NN e
2tρ3N
3(1−α)η3
)
, |z| < 40
21
.
The function ρ−Ne
2tρ3
3(1−α)η3 has the minimum ( 2etN(1−α)η3 )
N/3 for ρ = ( (1−α)N2t )
1/3η;
ρN can have this value if
21
20
|z| ≤
(
(1− α)N
2t
)1/3
η < 2.
The assumption 1 ≤ N < Atη3 implies that for A sufficiently small, we have(
(1− α)N
2t
)1/3
η < 2.
Hence, letting ρN = (
(1−α)N
2t )
1/3η, we find
sN (z) = O
(
|z|N
(
2et
N(1− α)η3
)N
3
)
, 1 ≤ N < At
η3
, |z| ≤ 20
21
(
(1− α)N
2t
) 1
3
η,
(7.18)
For |z| < 4021 we can also take ρN = 2120 |z|, which yields
sN (z) = O
((20
21
)N
e
2
3(1−α)
t
η3
( 2120 |z|)3
)
= O
(
e
2
3 (
21
20 )
3 1
8(1−α)
t
η2
|z|2)
= O
(
e
1
10(1−α)
t
η2
|z|2)
, |z| ≤ ,(7.19)
where we have used that |z|η <
|z|
8 <
1
8 in the second step. Using (7.18) and (7.19),
we estimate
e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
sN (w − iη)dw
= O
(
ησ1−1(η + 2piβ)σ2−1
{∫ A(Nt ) 13 η
0
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2
λN
(
2et
N(1− α)η3
)N
3
dλ
+
∫ 
A(Nt )
1
3 η
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2+ 1
10(1−α)
t
η2
λ2
dλ
})
= O
(
ησ1−1(η + 2piβ)σ2−1
{(
2et
N(1− α)η3
)N
3
2
N−1
2
×
(
t
(
1
η2
− 1
(η + 2piβ)2
))−N+12
Γ
(
N + 1
2
)
+
∫ 
A(Nt )
1
3 η
e
− t
8η2
λ2
dλ
})
,
(7.20)
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where we have used the following estimate which is a consequence of (7.14) to find
the last equality:
1
2
(
1
η2
− 1
(η + 2piβ)2
)
− 1
10(1− α)
1
η2
>
1
η2
(
3
8
− 1
10(1− α)
)
=
1
8η2
.
Since ∫ 
A(Nt )
1
3 η
e
− t
8η2
λ2
dλ = O
(
e
− t
16η2
(A(Nt )
1
3 η)2
∫ ∞
A(Nt )
1
3 η
e
− t
16η2
λ2
dλ
)
= O
(
e−
A2t
1
3 N
2
3
16
η√
t
)
= O
(
e−
A2
16 t
1
3
)
,
the rhs of (7.20) is
O
(
ησ1−1(η + 2piβ)σ2−1
(
2et
N(1− α)η3
)N
3
2
N−1
2
×
(
t
(
1
η2
− 1
(η + 2piβ)2
))−N+12
Γ
(
N + 1
2
))
, 1 ≤ N < At
η3
.(7.21)
Using (7.14) and the asymptotic expression (4.16) for the Gamma function, it fol-
lows that the expression in (7.21) is
O
(
ησ1−1(η + 2piβ)σ2−1
((
2e
1− α
)2
N
t
)N
6 (
4
3
)N
2
e−
N
2
η√
t
)
.(7.22)
Since ( 2e1−α )
2( 43 )
3e−3 < 22, this proves (7.17) in the case when 1 ≤ N < Atη3 .
We now consider the case when t
1
3 < η <
√
t. Using (7.12) and (7.15) in the
representation (7.16) with Γ a circle with center w = 0 and radius 21/3, we find
that
sN (z) = O
(
|z|Ne 4t
3
3(1−α)η3
)
, |z| < .(7.23)
Now t
1
3 < η implies that e
4t3
3(1−α)η3 = O(1), so we can estimate
e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
sN (w − iη)dw
= O
(
ησ1−1(η + 2piβ)σ2−1
∫ 
0
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2
λNdλ
)
= O
(
ησ1−1(η + 2piβ)σ2−12
N−1
2
(
t
(
1
η2
− 1
(η + 2piβ)2
))−N+12
Γ
(
N + 1
2
))
= O
(
ησ1−1(η + 2piβ)σ2−1
(
t
(
1
η2
− 1
(η + 2piβ)2
))−N+12
N
N
2
)
, t
1
3 < η <
√
t.
In view of (7.14), this completes the proof of (7.17).
We next claim that, up to a small error term, the contour C2 in the integral in
(7.17) can be replaced by the infinite line C ′2, where C
′
2 denotes the infinite straight
line of which C2 is a part. More precisely, we claim that there exists an A > 0 such
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that
e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C′2\C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
N−1∑
n=0
bn(w − iη)ndw
=
O
(
ησ1−1(η + 2piβ)σ2−1e−
At
η2
)
, 8 < η < t
1
3 , 1 ≤ N < Atη3 ,
O
(
ησ1−1(η + 2piβ)σ2−1e−
At
η2N
)
, t
1
3 < η <
√
t, 1 ≤ N < Atη2 .
(7.24)
In order to prove (7.24), we note that the coefficient of bn on the lhs of (7.24) is
O
(
ησ1−1(η + 2piβ)σ2−1
∫ ∞

e
− 3t
8η2
λ2
λndλ
)
.(7.25)
We write the integrand as
e
− 3t
16η2
λ2
λn × e− 3t16η2 λ2 .
The first factor is steadily decreasing for λ >
√
8n
3t η, and so it decreases throughout
the interval of integration provided that n < N < 3t
2
8η2 . The term in (7.25) is then
O
(
ησ1−1(η + 2piβ)σ2−1e−
3t
16η2
2
n
∫ ∞

e
− 3t
16η2
λ2
dλ
)
= O
(
ησ1−1(η + 2piβ)σ2−1e−
3t
16η2
2
n
η√
t
)
.(7.26)
Let us assume that 8 < η < t
1
3 and 1 ≤ N < At/η3. In this case, choosing
|z| < 2021
( (1−α)N
2t
) 1
3 η, equation (7.18) yields
bn = (sn(z)− sn+1(z))z−n = O
((
2et
n(1− α)η3
)n
3
)
, N <
At
η3
, n ≥ 1.
(7.27)
Multiplying the rhs of (7.26) by bn and summing from 0 to N − 1, we find that the
total error is
O
(
ησ1−1(η + 2piβ)σ2−1e−
3t
16η2
2 η√
t
(
b0 +
N−1∑
n=1
(
2e3t
(1− α)nη3
)n
3
))
.
Now the function ( tnη3 )
n
3 increases steadily up to n = tη3e , so that if n < A
t
η3 ,
where A < 1/e, it is of order
O
(
e
1
3
At
η3
ln 1A
)
.
Hence, choosing  > 0 and A > 0 so small that 3 < 1−α2e and
1
3ηA ln
1
A <
32
16 , the
total error is
O
(
ησ1−1(η + 2piβ)σ2−1e−
At
η2
)
.
This proves (7.24) in the case when 8 < η < t
1
3 and 1 ≤ N < At/η3.
In the case when t
1
3 < η <
√
t and 1 ≤ N < Atη2 , we instead use (7.23) to find
bn = (sn(z)− sn+1(z))z−n = O
(
e
4t3
3(1−α)η3
)
= O(1), n ≥ 0.(7.28)
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Then, the total error is
O
(
ησ1−1(η + 2piβ)σ2−1e−
3t
16η2
2
N
)
, t
1
3 < η <
√
t,
which completes the proof of (7.24).
We finally analyze the sum
e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
∫
C′2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
N−1∑
n=0
bn(w − iη)ndw
=− e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
N−1∑
n=0
bne
pii
4 (n+1)
∫ ∞
−∞
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2
λndλ
=− e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1
×
N−1∑
n=0
bne
pii
4 (n+1)2
n−1
2 (1 + (−1)n)
(
t
(
1
η2
− 1
(η + 2piβ)2
))−n+12
Γ
(
n+ 1
2
)
=− e−(m+1)iη(iη)u−1(iη + 2piiβ)v−1e ipi4
×
[N−12 ]∑
k=0
b2ki
k
(
t
2
(
1
η2
− 1
(η + 2piβ)2
))−k− 12
Γ
(
k +
1
2
)
.
Together with equations (7.10), (7.17), and (7.24), this yields (7.4) with  replaced
with 8. Since  > 0 was arbitrary, the proof is complete. 
CHAPTER 8
More Explicit Asymptotics of Φ(u, v, β)
The asymptotic formula for Φ(u, v, β) derived in Theorem 7.1 involves the sum
m∑
n=1
∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw.
Our goal in this chapter is to obtain a more explicit asymptotic formula for Φ (see
corollary 8.3) by computing the asymptotic behavior of this sum in the range where
β > t1+. We recall that u = σ1 + it and v = σ2 − it.
Theorem 8.1 (The asymptotics to all orders of the integral∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw). For every  > 0, there exists a constant A > 0
such that∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw = −(iη)u−1(iη + 2piiβ)v−1e−inηe ipi4
×
[N−12 ]∑
k=0
φ(2k)(0)
(2k)!
ik
(
t
2
(
1
η2
− 1
(η + 2piβ)2
))−k− 12
Γ
(
k +
1
2
)
+O
(
ησ1(η + 2piβ)σ2−1
(
7N
t
)N
6 1√
t
)
, t→∞,
t1+ < β <∞, n = 1, 2, . . . , [t], σ1 ∈ [0, 1], σ2 ∈ [0, 1], 1 ≤ N < At,(8.1)
where Hˆα denotes the Hankel contour defined in (7.2), η and φ(z) are given by
η = βpi
(
− 1 +
√
1 +
2t
βpin
)
,(8.2)
φ(z) = e
(u−1) ln(1+ ziη )+(v−1) ln(1+ ziη+2piiβ )−nz− it2 ( 1η2−
1
(η+2piβ)2
)z2
,(8.3)
and the error terms are uniform with respect to n, σ1, σ2, β,N in the given ranges.
Proof. Let  > 0 be given and suppose that β > t1+, n = 1, . . . , [t], σ1 ∈
[0, 1], σ2 ∈ [0, 1], and N ≥ 1. All error terms of the form O(·) will be uniform with
respect to n, σ1, σ2, β,N (but not with respect to ). Let η be given by (8.2). The
function x(
√
1 + 1/x − 1) increases from 0 to 1/2 as x goes from 0 to ∞. Hence,
using that
η =
2t
n
βpin
2t
(√
1 +
2t
βpin
− 1
)
we infer that, given any δ > 0, we have
(1− δ) t
n
< η <
t
n
(8.4)
for all sufficiently large t.
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As in the proof of Theorem 7.1, we deform the Hankel contour Hˆα into the
straight lines Cj , j = 1, . . . , 4 joining ∞, iη+ (1 + i)cη, iη− (1 + i)cη, −cη− iη, ∞,
where 0 < c ≤ 1/2 is an absolute constant. This implies∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw =
4∑
j=1
Ij ,
where
Ij =
∫
Cj
wu−1(w + 2ipiβ)v−1e−nwdw.
We first prove that I1, I3, I4 are exponentially small as t → ∞. We let Q =
2piβ/η. Then, by (8.4), Q > 2piβnt > Ant
 →∞ as t→∞.
Using (7.6) and (8.4), we find that I4 is exponentially small:
I4 =
∫
C4
wu−1(w + 2ipiβ)v−1e−nwdw = O
(
e−t(arctan
1
c+arctan
Q−1
c )
∫ ∞
−cη
e−nw1dw1
)
= O(e−t(arctan
1
c+arctan
Q−1
c )+ncη) = O(e−t(arctan
1
c+arctan
Q−1
c −c))
= O(e−t(arctan
1
c−c)) = O(e−At).
We next consider I3. Letting w = ρe
iφ and w + 2ipiβ = ρ˜eiφ˜, equations (7.7)
and (8.4) yield
wu−1(w + 2ipiβ)v−1e−nw = O((cη)σ1−1(cη)σ2−1e−t(arctan(
1−c+Q
c )−arctan 1−cc )encη)
= O(e−t(arctan(
1−c+Q
c )−arctan 1−cc −c)) = O(e−tF (Q)),
where
F (Q) = arctan
(
1− c+Q
c
)
− arctan
(
1− c
c
)
− c.
Since Q → ∞ and F (Q) > A > 0 for all sufficiently large Q, it follows that
I3 = O(e
−At).
For w ∈ C1 we have w = w1 + i(1 + c)η with w1 ≥ cη. Equations (7.8) and
(8.4) imply
wu−1(w + 2ipiβ)v−1e−nw = O
(
ησ1−1(η + 2piβ)σ2−1e−t(φ−φ˜)−nw1
)
= O
(
e−t(φ−φ˜+
nw1
t )
)
= O
(
e−t(φ−φ˜+(1−δ)P )
)
= O
(
e−tF (P,Q)
)
where P = w1/η ≥ c and
F (P,Q) = arctan
1 + c
P
− arctan 1 + c+Q
P
+ (1− δ)P.
Now the rhs of the inequality
F (P,Q)−AP > arctan 1 + c
P
− pi
2
+ (1− δ)P −AP
is an increasing function of P ≥ c and arctan 1+cc − pi2 + (1− δ)c−Ac > 0 for δ and
A small enough. Hence F (P,Q) > AP . It follows that
I1 =
∫
C1
wu−1(w + 2ipiβ)v−1e−nwdw
= O
(∫ ∞
cη
e−tAP dw1
)
= O
(
η
∫ ∞
c
e−tAP dP
)
= O
(
ηt−1e−cAt
)
= O
(
e−cAt
)
.
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It remains to analyze the integral I2. Using that n = t(
1
η − 1η+2piβ ), we write
I2 = (iη)
u−1(iη + 2piiβ)v−1e−itη(
1
η− 1η+2piβ )
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
φ(w − iη)dw,
where φ(z) is defined in (8.3).
Define {aj}∞0 by
φ(z) =
∞∑
j=0
ajz
j , |z| < η.
Then
φ(z) =
N−1∑
j=0
ajz
j + rN (z), |z| < η,
where
rN (z) =
zN
2pii
∫
Γ
φ(w)
wN (w − z)dw,
and Γ is a counterclockwise contour contained in the disk of radius η centered at
the origin which encircles the points 0 and z once.
Let α ∈ (√2c, 1) be a constant. Let |z| < 20α21 η (so that 2120 |z| < αη) and let Γ
be a circle with center w = 0 and radius ρN , where
21
20
|z| ≤ ρN ≤ αη.
By (7.12),
rN (z) = O
(
2piρN |z|N
ρNN (ρN − |z|)
e
2tρ3N
3(1−α)η3
)
= O
(
|z|Nρ−NN e
2tρ3N
3(1−α)η3
)
, |z| ≤ αη.
The function ρ−Ne
2tρ3
3(1−α)η3 has the minimum ( 2et(1−α)Nη3 )
N/3 for ρ = ( (1−α)N2t )
1/3η;
ρN can have this value if
21
20
|z| ≤
(
(1− α)N
2t
) 1
3
η ≤ αη.
Hence,
rN (z) = O
(
|z|N
(
2et
(1− α)Nη3
)N
3
)
, N ≤ 2α
3
1− αt, |z| ≤
20
21
(
(1− α)N
2t
) 1
3
η.
(8.5)
For |z| < 20α21 η we can also take ρN = 2120 |z|, which yields
rN (z) = O
((20
21
)N
e
2t
3(1−α)η3 (
21
20 |z|)3
)
= O
(
e
2α
3(1−α) (
21
20 )
2 t
η2
|z|2)
, |z| < 20α
21
η.
(8.6)
For definiteness, we henceforth set
c =
1
8
, α =
1
4
.
Then (8.6) yields
rN (z) = O
(
e
t
4η2
|z|2)
, |z| < 20α
21
η.(8.7)
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We write I2 in the form
I2 = I
S
2 + I
R
2 ,(8.8)
where IS2 and I
R
2 denote the integrals
IS2 = (iη)
u−1(iη + 2piiβ)v−1e−itη(
1
η− 1η+2piβ )
×
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
N−1∑
j=0
aj(w − iη)jdw
and
IR2 = (iη)
u−1(iη + 2piiβ)v−1e−itη(
1
η− 1η+2piβ )
×
∫
C2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
rN (w − iη)dw.(8.9)
We claim that
IR2 = O
(
ησ1(η + 2piβ)σ2−1√
t
(
7N
t
)N
6
)
.(8.10)
To prove (8.10) we make the change of variables w = iη+λe
ipi
4 in (8.9) and split the
integral into two integrals; in the first integral |λ| ≤ A(Nt )
1
3 η, while in the second
integral A(Nt )
1
3 η ≤ |λ| ≤ √2cη. In the first integral, we use the estimate (8.5) of
rN , whereas in the second integral, we use the estimate (8.7). This yields
IR2 = O
(
ησ1−1(η + 2piβ)σ2−1
{∫ A(Nt ) 13 η
0
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2
λN
(
2et
(1− α)Nη3
)N
3
dλ
+
∫ √2cη
A(Nt )
1
3 η
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2+ t
4η2
λ2
dλ
})
.
Since η < 2piβ, the estimate (7.14) holds; thus steps almost identical to those
leading from (7.20) to (7.22) now show that
IR2 = O
(
ησ1−1(η + 2piβ)σ2−1
((
2e
1− α
)2
N
t
)N
6 (
4
3
)N
2
e−
N
2
η√
t
)
.
Since ( 2e1−α )
2( 43 )
3e−3 < 7, this proves (8.10).
We next consider IS2 . We claim that there exists a constant A > 0 such that
IS2 = (iη)
u−1(iη + 2piiβ)v−1e−itη(
1
η− 1η+2piβ )
×
∫
C′2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
N−1∑
j=0
aj(w − iη)jdw +O(e−At),(8.11)
where C ′2 denotes the infinite straight line of which C2 is a part. Indeed, if we
replace C2 by C
′
2, the coefficient multiplying aj in the expression for I
S
2 changes by
O
(
ησ1−1(η + 2piβ)σ2−1
∫ ∞
√
2cη
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2
λjdλ
)
= O
(∫ ∞
√
2cη
e
− 3t
8η2
λ2
λjdλ
)
.
(8.12)
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We can write the integrand as
e
− 3t
16η2
λ2
λj × e− 3t16η2 λ2 ,
and the first factor is steadily decreasing for λ >
√
8j
3t η, and so it decreases through-
out the interval of integration provided that j < N < At with 0 < A ≤ 3c2/4. The
rhs of (8.12) is then
O
(
e
− 3t
16η2
2c2η2
(
√
2cη)j
∫ ∞
√
2cη
e
− 3t
16η2
λ2
dλ
)
= O
(
e−
3c2t
8 (
√
2cη)j
η√
t
)
.(8.13)
Also, by (8.5), choosing z with |z| small enough, we find
aj = (rj(z)− rj+1(z))z−j
= O
((
|z|j
(
2et
(1− α)jη3
) j
3
− |z|j+1
(
2et
(1− α)(j + 1)η3
) j+1
3
)
|z|−j
)
= O
((
2et
(1− α)jη3
) j
3
)
, N < At, 1 ≤ j ≤ N − 1.(8.14)
Multiplying (8.13) by aj and summing from 0 to N −1, we find that the total error
is
O
e− 3c2t8 η√
t
(
a0 +
N−1∑
j=1
(
√
2cη)j
(
2et
(1− α)jη3
) j
3
)
= O
e− 3c2t8 η√
t
(
1 +
N−1∑
j=1
(
25/2c3et
(1− α)j
) j
3
) .
The function (t/j)
j
3 increases steadily up to j = t/e, and so if j < At, where
A < 1/e, it is
O(e
1
3 tA ln
1
A ).
Moreover, 2
5/2c3e
(1−α) < 1. Hence if N < At, with A sufficiently small, the total error
is O(e−At). This proves (8.11).
We finally analyze the integral∫
C′2
e
it
2 (
1
η2
− 1
(η+2piβ)2
)(w−iη)2
N−1∑
j=0
aj(w − iη)jdw
= −
N−1∑
j=0
aje
pii
4 (j+1)
∫ ∞
−∞
e
− t2 ( 1η2−
1
(η+2piβ)2
)λ2
λjdλ
= −
N−1∑
j=0
aje
pii
4 (j+1)2
j−1
2 (1 + (−1)j)
(
t
(
1
η2
− 1
(η + 2piβ)2
))− j+12
Γ
(
j + 1
2
)
= −e ipi4
[N−12 ]∑
k=0
a2ki
k
(
t
2
(
1
η2
− 1
(η + 2piβ)2
))−k− 12
Γ
(
k +
1
2
)
.
Together with equations (8.10) and (8.11), this yields (8.1).

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Summing the asymptotic formula of theorem 8.1 from n = 1 to n = m, we
obtain the following corollary.
Corollary 8.2 (The asymptotics of
∑m
n=1
∫
Hˆα
wu−1(w+2ipiβ)v−1e−nwdw).
For every  > 0, there exists a constant A > 0 such that
m∑
n=1
∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw = J +O(t1/6βσ2−1), t→∞,
m = 1, . . . , [t], t1+ < β <∞, σ1 ∈ [0, 1], σ2 ∈ [0, 1],(8.15)
where J is defined by
J = e
ipi
2 (σ1+σ2)e
ipi
4
√
pi
2t
(piβ)σ1+σ2−1
m∑
n=1
(
√
R− 1)σ1(
√
R+ 1)σ2
(
2t
pinβ
)it
F,(8.16)
with
R := 1 +
2t
pinβ
, F :=
(1 +
√
R)−2it
R1/4
eipinβ(1−
√
R),(8.17)
and the error term is uniform with respect to m,β, σ1, σ2 in the given ranges.
Proof. Summing equation (8.1) with N = 2 from n = 1 to n = m, we find
m∑
n=1
∫
Hˆα
wu−1(w + 2ipiβ)v−1e−nwdw = J +O
(
1
t5/6
m∑
n=1
ησ1(η + 2piβ)σ2−1
)
,
where
J = −
m∑
n=1
(iη)u−1(iη + 2piiβ)v−1e−inηe
ipi
4
(
t
2
(
1
η2
− 1
(η + 2piβ)2
))− 12√
pi,
η = βpi
(
− 1 +
√
1 +
2t
βpin
)
.
Straightforward algebra shows that J can be written as in (8.16). Equation (8.15)
follows because, by (8.4),
m∑
n=1
ησ1(η + 2piβ)σ2−1 = O
( m∑
n=1
( t
n
)σ1
βσ2−1
)
= O
(
tσ1βσ2−1t1−σ1
)
= O
(
tβσ2−1
)
.

Substituting the result of corollary 8.2 into the asymptotic expansion of theorem
7.1, we arrive at the following asymptotic formula for Φ(u, v, β). For brevity of
presentation, we state the result only to leading order.
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Corollary 8.3 (The asymptotics of Φ(u, v, β)). For every  > 0, there
exists a constant A > 0 such that
Φ(u, v, β) = −e− ipi2 (σ1+σ2)e ipi4
√
pi
2t
(piβ)σ1+σ2−1
×
[t( 1η− 1η+2piβ )]∑
n=1
(
√
R− 1)σ1(
√
R+ 1)σ2
(
2t
pinβ
)it
F
− i(2pi)σ1+σ2−1e−pii2 (σ1+σ2)
[ η2pi ]∑
n=1
nu−1(n+ β)v−1 +O(t1/6βσ2−1), t→∞,
1 ≤ η < t 13− <∞, t1+ < β <∞, dist(η, 2piZ) > , σ1 ∈ [0, 1], σ2 ∈ [0, 1],
(8.18)
where R and F are defined in (8.17) and the error term is uniform with respect to
η, β, σ1, σ2 in the given ranges.
Proof. LettingN = 2 in Theorem 7.1 and using Corollary 8.2 we find equation
(8.18) but with the error term
O(t1/6βσ2−1) + ησ1−1(η + 2piβ)σ2−1O
(
t−
1
3
η√
t
)
+ e−
(
[t( 1η− 1η+2piβ )]+1
)
iη (iη)
u−1(iη + 2piiβ)v−1e
ipi
4
1− e−iη
(
t
2
(
1
η2
− 1
(η + 2piβ)2
))− 12√
pi.
Since this error term is
O
(
t1/6βσ2−1
)
+O
(
ησ1βσ2−1t−
5
6
)
+O
(
ησ1−1βσ2−1
η√
t
)
= O
(
t1/6βσ2−1
)
the result follows. 

Part 3
Representations for the Basic Sum

CHAPTER 9
Several Representations for the Basic Sum
The purpose of this chapter is to present integral representations of the basic
sum
∑b
a n
s−1 for certain values of a and b.
Let the contour Cηt , t < η, denote the semicircle from it to iη with Re z ≥ 0.
Splitting the contour of the second integral in the rhs of equation (1.2) into the
contour Ctη plus the ray from it to ∞ exp(iφ2), we find
ζ(1− s) =
[ η2pi ]∑
n=1
ns−1 − η
s
s(2pi)s
− e
− ipis2
(2pi)s
∫
Cηt
zs−1
ez − 1dz
+GL(t, σ; η) +GU (t, σ; t), 0 ≤ σ ≤ 1, 0 < t < η,(9.1)
where GL and GU are defined in (3.5) and (3.6) respectively. The term GU (t, σ; t)
was computed to all orders as t → ∞ in theorem 3.2, see equations (3.26) and
(3.33). The term GL(t, σ; η) with t < η was computed to all orders as t → ∞
in (3.13). Thus, by comparing equation (9.1) with the representation obtained in
theorem 3.2, it follows that we can express the fundamental sum
∑[η/2pi]
n=[t/2pi]+1 n
s−1
in terms of the integral appearing in the rhs of (9.1), where the error is computed
to all orders. For brevity of presentation, we state this result only to leading order.
Lemma 9.1 (An integral representation for the basic sum). Let Cηt , t < η,
denote the semicircle from z = it to z = iη with Re z ≥ 0. For every  > 0,
[ η2pi ]∑
n=[ t2pi ]+1
ns−1 =
e−
ipis
2
(2pi)s
∫
Cηt
zs−1
ez − 1dz +
ηs
s(2pi)s
+
iηs−1
(2pi)s
log(1− eiη)
(9.2)
− it
s−1e−it
(2pi)s
log(1− eit) +O
(
1
t2−σ
+
t
η2−σ
)
,
(1 + )t < η <∞, 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for all η, σ in the above ranges.
Proof. Letting σ → 1 − σ in (1.4) and taking the complex conjugate of the
resulting equation, we find
ζ(1− s) =
[ t2pi ]∑
n=1
ns−1 − 1
s
(
t
2pi
)s
+
its−1e−it
(2pi)s
(−eit + 2iIm Li1(eit))
+
ts−1e−it
(2pi)s
(
1− i
2
√
pit+
i
3
− iσ − 1 + i
24
√
pi
(
6σ2 − 6σ + 1)√
t
)
+O(tσ−2).
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The lemma follows by subtracting this equation from (9.1), employing the following
equations which follow from (3.13), (3.33), and (3.26) respectively:
GL(t, σ; η) = − iη
s−1
(2pi)s
log(1− eiη) +O
(
t
η2−σ
)
, (1 + )t < η, (not uniformly in ),
G
(1)
U (t, σ; t) =
ts−1e−it
(2pi)s
(
1− i
2
√
pit+
i
3
− iσ − 1 + i
24
√
pi
(
6σ2 − 6σ + 1)√
t
)
+O(tσ−2),
G
(2)
U (t, σ; t) =
its−1e−it
(2pi)s
log(1− e−it) +O(tσ−2),
and using the identity
its−1e−it
(2pi)s
log(1− e−it) + t
s−1e−it
(2pi)s
2Im Li1(e
it)) =
its−1e−it
(2pi)s
log(1− eit).

It is possible to derive an alternative integral representation for the related sum∑[t/2pi]
[η/2pi]+1 n
s−1.
Lemma 9.2 (An alternative integral representation for the basic sum). For
every δ > 0,
[ t2pi ]∑
n=[ η2pi ]+1
ns−1 =
2
(2pi)s
−
∫ t
η
ρs−1
eiρ − 1dρ+O(t
σ−1),
(9.3)
0 < η < t, dist(η, 2piZ) > δ, dist(t, 2piZ) > δ, 0 ≤ σ ≤ 1, t→∞,
where the error term is uniform for all η, σ in the above ranges and the contour in
the integral denotes the principal value integral with respect to the points{
2pin
∣∣∣∣ n ∈ Z, [ η2pi ]+ 1 ≤ n ≤ [ t2pi ]
}
.
Proof. Let Cˆηt denote the semicircle from it to iη with Re z ≤ 0, defined in
equation (2.11c) with η and α replaced by t and η respectively, see figure 9.1. Let
Rtη(s) and L
η
t (s) denote the following:
Rtη(s) =
e−
ipis
2
(2pi)s
∫
Ctη
zs−1
ez − 1dz, s ∈ C(9.4)
and
Lηt (s) =
e−
ipis
2
(2pi)s
∫
Cˆηt
zs−1
ez − 1dz, s ∈ C.(9.5)
Cauchy’s theorem applied in the interior of the disk whose boundary is Ctη ∪ Cˆηt ,
yields
Lηt (s) +R
t
η(s) =
[ t2pi ]∑
n=[ η2pi ]+1
ns−1, s ∈ C.(9.6)
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it
iη
CtηCˆ
η
t
Re z
Figure 9.1. The contours Ctη and Cˆ
η
t .
On the other hand, the Plemelj formulas imply
Rtη(s)− Lηt (s) =
2
(2pi)s
−
∫ t
η
ρs−1
eiρ − 1dρ.(9.7)
Using (9.7) to replace Rtη in (9.6), we find
[ t2pi ]∑
n=[ η2pi ]+1
ns−1 =
2
(2pi)s
−
∫ t
η
ρs−1
eiρ − 1dρ+ 2L
η
t .(9.8)
Replacing the contour Cˆηt in (9.5) by the union of the following three segments:
{iteiθ | 0 ≤ θ ≤ pi/4}, {iρepii4 | η ≤ ρ ≤ t}, {iηeiθ | 0 ≤ θ ≤ pi/4},
we obtain
Lηt =
1
(2pi)s
[∫ pi
4
0
eiθ(s−1)ts−1
eiteiθ − 1 ite
iθdθ −
∫ t
η
e
pii
4 (s−1)ρs−1
eiρe
pii
4 − 1
e
pii
4 dρ
−
∫ pi
4
0
eiθ(s−1)ηs−1
eiηeiθ − 1 iηe
iθdθ
]
=:
1
(2pi)s
[J1 + J2 + J3].
The assumption dist(t, 2piZ) > δ implies that
|J1| ≤
∫ pi
4
0
e−θttσ−1
A
tdθ =
tσ−1
A
(1− e−pit4 ) = O(tσ−1).
Similar computations show that J2 is exponentially small and, in view of the as-
sumption dist(η, 2piZ) > δ, that J3 is O(ησt−1). Thus,
Lηt = O(t
σ−1),(9.9)
and the lemma follows from (9.8). 
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Remark 9.3. Lemma 9.2 implies that the leading behavior of ζ(s) is charac-
terized by the following integral:
I(η, t, σ) = −
∫ t
η
ρs−1
eiρ − 1dρ.
Remark 9.4. The estimate (9.9) is a consequence of the fact that the integral
appearing in the definition of Lηt (s) does not possess any stationary points. Indeed,
using
1
ez − 1 = −
∞∑
m=0
emz, Re z < 0,
it follows that
e−
ipis
2
∫
Cˆηt
zs−1
ez − 1dz =
∞∑
m=0
∫ t
η
eimρ+it ln ρρσ−1dρ.
Candidates for stationary points occur at ρ∗ = −t/m and the inequality η ≤ ρ∗ ≤ t
implies the non-existence of any stationary points.
The next lemma gives an alternative representation for the fundamental integral
Rtη(s) defined in (9.4).
Lemma 9.5. Let Ctη denote the semicircle from iη to it with Re z ≥ 0 defined
by equation (1.20). Then, for every δ > 0,
Rtη(s) =
e−is
(2pi)s
∫ t
η
us−1du
eiue−i − 1 +O
(
et − 1
t1−σ
)
,
(9.10)
0 < η < t, dist(η, 2piZ) > δ, dist(t, 2piZ) > δ, 0 ≤ σ ≤ 1, 0 <  < 1, t→∞,
where the error term is uniform for all η, σ,  in the above ranges.
Proof. Let  ∈ (0, 1). We deform the contour Ctη on the lhs of (9.10) so that
it consists of the following three pieces:
{iηe−iθ | 0 ≤ θ ≤ }, {iue−i | η ≤ u ≤ t}, {ite−iθ | 0 ≤ θ ≤ }.
This yields
e−
ipis
2
∫
Ctη
zs−1dz
ez − 1 = e
−is
∫ t
η
us−1du
eiue−i − 1 − iη
s
∫ 
0
e−iθsdθ
eiηe−iθ − 1 + it
s
∫ 
0
e−iθsdθ
eite−iθ − 1 .
The assumption that dist(η, 2piZ) > δ implies that there exists an A such that
|eiηe−iθ − 1| ≥ A for all θ ∈ [0, ],  ∈ (0, 1), and η > 0. Thus,∣∣∣∣ e−iθseiηe−iθ − 1
∣∣∣∣ ≤ eθtA , θ ∈ [0, ],
and so ∣∣∣∣∫ 
0
e−iθs
eiηe−iθ − 1dθ
∣∣∣∣ ≤ et − 1At .
Similarly, because of the assumption dist(t, 2piZ) > δ,∣∣∣∣∫ 
0
e−iθs
eite−iθ − 1dθ
∣∣∣∣ ≤ et − 1At .
This proves the lemma. 
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it
iη
t− η

z∗
Figure 9.2. The contour of integration of the integral in the rhs
of equation (9.14).
Lemma 9.5 implies that
Rtη(s) =
1
(2pi)s
lim
→0
t→0
∫ t
η
us−1du
eiue−i − 1 ,(9.11)
which in view of (9.6) and (9.9) implies the following alternative representation for
the basic sum:
1
(2pi)s
lim
→0
t→0
∫ t
η
us−1du
eiue−i − 1 =
[ t2pi ]∑
n=[ η2pi ]+1
ns−1 +O(tσ−1).
In fact, in the remaining part of this chapter we will present arguments which
suggest1 that on the critical line the assumption t→ 0 in (9.11) can be relaxed to
2t→ 0, so that the following equation is valid:
Rtη(s) =
1
(2pi)s
lim
→0
2t→0
∫ t
η
us−1du
eiue−i − 1 ,(9.12)
where it is assumed that dist(η, 2piZ) > δ, η = O(1), dist(t, 2piZ) > δ, and σ = 1/2.
Indeed, consider the integral
(2pi)sRtη(s) = e
− ipis2
∫
Ctη
e−zzs−1dz
1− e−z .
Instead of the contour Ctη, we consider the finite ray from the point iη to the point
z∗, see figure 9.2, where
z∗ = iη + (t− η)ei(pi2−) = [η + (t− η)e−i]e ipi2 , 0 ≤  < pi
2
.
We claim that
1The rigorous justification of some of these arguments remains open.
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e−
ipis
2
∫ it
z∗
e−zzs−1dz
1− e−z = O(t
σet
3
).(9.13)
Indeed, the assumption dist(t, 2piZ) > δ implies that there exists an A > 0 inde-
pendent of η,  such that |1 − e−z| > A on the contour from z∗ to it. Thus, using
the parametrization z = ite−iθ, 0 ≤ θ ≤ , in the lhs of (9.13), we can prove (9.13)
as follows:∣∣∣∣e− ipis2 ∫ it
z∗
e−zzs−1dz
1− e−z
∣∣∣∣ = ∣∣∣∣its ∫ 
0
e−ite
−iθ
e−iθsdθ
1− e−ite−iθ
∣∣∣∣ ≤ tσ ∫ 
0
e−t sin θeθtdθ
A
= O
(
tσ
∫ 
0
etθ
3
dθ
)
= O(tσet
3
).
where we have used that
|θ − sin θ| ≤ θ3, 0 ≤ θ ≤ 1.
It follows from (9.13) that
e−
ipis
2
∫
Ctη
e−zzs−1dz
1− e−z = e
− ipis2 lim
→0
2t→0
∫ z∗
ηe
ipi
2
e−zzs−1
1− e−z dz.(9.14)
We next employ the following parametrization which maps z∗ to ρ = 0:
z = ηe
ipi
2 + t
(
1− η
t
− ρ
)
ei(
pi
2−) =
[
η + t
(
1− η
t
− ρ
)
e−i
]
e
ipi
2 ,
0 < ρ < 1− η
t
.
We replace in equation (9.14) e−z with the expression
e−z = e−ite
−i+iρte−i−iη(1−e−i) = eit(ρ−1)e
−i+O(η), → 0
and we also replace z in the expression zs−1 of equation (9.14) with
z = te
ipi
2 Me−iµ
(
1− ρ
M
e−i(−µ)
)
,(9.15)
where (M,µ) are defined via the equation
1 +
(
t
η
− 1
)
e−i =
t
η
Me−iµ, M(t, ) > 0, µ(t, ) > 0.(9.16)
Then, the rhs of equation (9.14) is given by
ts lim
→0
2t→0
e−iMs−1e−iµ(s−1)
∫ 1− ηt
0
eit(ρ−1)e
−i
1− eit(ρ−1)e−i
(
1− ρ
M
e−iψ
)s−1
dρ,(9.17a)
where
ψ(t, ) = − µ.(9.17b)
The functions M and µ are given by
M(t, ) = 1− 
2
2
(
η
t
− η
2
t2
)
+O
(
4
(
η
t
− η
2
t2
)2)
, → 0(9.18a)
and
µ(t, ) = − η
t
+O(2), → 0.(9.18b)
Indeed, consider the triangle D1 formed by the intersection of the following finite
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0 1
µ 
t
η − 1
t
ηM
Figure 9.3. The triangle D1.
rays, see figure 9.3:
(0, 1),
(
1, 1 +
(
t
η
− 1
)
e−i
)
,
(
0,
t
η
Me−iµ
)
.
The cosine rule for the triangle D1 implies the following identities:(
t
η
M
)2
= 1 +
(
t
η
− 1
)2
− 2
(
t
η
− 1
)
cos(pi − )
= 1 +
(
t
η
− 1
)2
+ 2
(
t
η
− 1
)
cos 
=
[
1 +
(
t
η
− 1
)]2
− 2
(
t
η
− 1
)
(1− cos ).
Thus,
t
η
M =
t
η
√√√√√1− 2
(
t
η − 1
)
(1− cos )
t2
η2
,
or
M =
√
1− 2
(
η
t
− η
2
t2
)
(1− cos ),
which yields (9.18a). The sine rule for the triangle D1 implies the identity
sinµ
t
η − 1
=
sin(pi − )
t
ηM
.
Hence,
sinµ =
1− ηt
M
sin ,
which, using the expression (9.18a) for M , yields (9.18b).
Equation (9.18b) implies that ψ > 0, thus, we can define (W,w) via the equation
1− ρ
M
e−iψ = 1 +
ρ
M
ei(pi−ψ) = Weiw, W (ρ, t, ) > 0, w(ρ, t, ) > 0.(9.19)
The functions W and w are given by
W (ρ, t, ) = 1− ρ+O
(
2η
t
)
+O
(
2η2
t2
)
, → 0(9.20a)
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0 1
w
W
ψ
ρ
M
Figure 9.4. The triangle D2.
and
w(ρ, t, ) =
η
t
ρ
1− ρ
[
1 +O
(
2η
t
)
+O
(
2η2
t2
)]
, → 0.(9.20b)
Indeed, consider the triangle D2 formed by the intersection of the following finite
rays, see figure 9.4:
(0, 1),
(
1, 1 +
ρ
M
ei(pi−ψ)
)
,
(
0,Weiw
)
.
The cosine rule for the triangle D2 implies the following identities:
W 2 = 1 +
ρ2
M2
− 2 ρ
M
cosψ
=
(
1− ρ
M
)2
+
2ρ
M
(1− cosψ).
Hence,
W =
(
1− ρ
M
)√
1 +
2 ρM(
1− ρM
)2 (1− cosψ).
Thus, using the definition (9.17b) of ψ, together with equation (9.18b), we find
W = 1− ρ
M
+
1
2
ρ
M
1− ρM
(
2η2
t2
+O(4)
)
, → 0.
Substituting in this equation the expression (9.18a) for M , we find equation (9.20a).
The sine rule for the triangle D2 implies the identity
sinw
ρ/M
=
sinψ
W
,
which, using the expressions for ψ (equations (9.17b) and (9.18b)), for M (equation
(9.18a)) and for W (equation (9.20a)), yields equation (9.20b).
Using the identity (
1− ρ
M
e−iψ
)s−1
= W s−1ei(s−1)w,
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as well as the expressions for M , µ, W and w obtained earlier, it is possible to
compute all the expressions appearing in the rhs of (9.17a):
Ms−1 = e(it+σ−1) lnM = e−
i2η
2 eO
(
2
t
)
eO
(
2
t2
)
,
e−i(s−1)µ = eµte−i(σ−1)µ = ete−ηeO(
2t)ei(σ−1)(
η
t −)eO(
2),
W s−1 = (1− ρ)s−1e(it+σ−1)
[
O
(
2η
t
)
+O
(
2η2
t2
)]
= (1− ρ)s−1eO(2η)eO
(
2η2
t
)
,
eiw(s−1) = e−twei(σ−1)w = e−η
ρ
1−ρ e
ρ
1−ρ [O()+O(

t )].
Substituting the above expressions in (9.17a) and using the identities
e−ite
−i
= e−it(1−i+O(
2)) = e−it−t+O(
2t),
in order to simplify the integrand of the integral in equation (9.17a), we find the
equation
e−
ipis
2
∫
Ctη
e−zzs−1dz
1− e−z = t
s lim
→0
2t→0
∫ 1− ηt
0
eit(ρ−1)e
−i
(1− ρ)s−1dρ
1− eit(ρ−1)e−i , 0 < η < t.
(9.21)
The transformation ρ = 1− ut maps this equation to equation (9.12).
We note that a detailed analysis in the neighborhood of ρ = 1 shows that
similar estimates are also valid near ρ = 1.

APPENDIX A
The Asymptotics of Γ(1− s) and χ(s)
The asymptotic formulae given in theorems 4.1 and 4.4 involve the functions
χ(s) and Γ(1 − s). In this appendix, we derive the asymptotics of these functions
as t→∞.
We use the following well-known formula for the asymptotics of the Gamma
function (see for example Olver [8], page 294):
Γ(s) = e−ses ln s
(
2pi
s
) 1
2
[
1 +
1
12s
+O
(
1
s2
)]
, s→∞, | arg s| ≤ pi − δ,
where δ > 0. Hence, as t→∞,
Γ(s) =
√
2pie−σ−ites ln[(it)(1+
σ
it )]
1 + 1
12it(1+ σit )
+O
(
1
s2
)
(it)
1
2
(
1 + σit
) 1
2
=
√
2pi√
t
(
e
ipi
2 t
)s
e−σ−ite(σ+it)
[
σ
it+
σ2
2t2
+O( 1
t3
)
]
e−
ipi
4
×
[
1 +
1
12it
+O
(
1
t2
)][
1− σ
2it
+O
(
1
t2
)]
(A.1)
=
√
2pits−
1
2 e
ipis
2 e−
ipi
4 e−ite−
iσ2
2t +O(
1
t2
)
[
1 +
1− 6σ
12it
+O
(
1
t2
)]
=
√
2pits−
1
2 e
ipis
2 e−
ipi
4 e−it
[
1− iσ
2
2t
+O
(
1
t2
)][
1 +
1− 6σ
12it
+O
(
1
t2
)]
=
√
2pits−
1
2 e
ipis
2 e−
ipi
4 e−it
[
1 +
ic(σ)
t
+O
(
1
t2
)]
, 0 ≤ σ ≤ 1, t→∞,
where c(σ) is defined by
c(σ) =
σ
2
(1− σ)− 1
12
.
Replacing σ by 1 − σ in (A.1) and taking the complex conjugate of the resulting
equation, we find
Γ(1− s) =
√
2pit
1
2−se
−ipi(1−s)
2 e
ipi
4 eit
[
1− ic(σ)
t
+O
(
1
t2
)]
,
0 ≤ σ ≤ 1, t→∞.(A.2)
On the other hand, the definition (2.2) of χ(s) implies
(2pi)sχ(1− s) = (2pi)
s
2i
(2pi)1−s
pi
Γ(s)
[
e
ipi
2 (1−s) − e− ipi2 (1−s)
]
=
(
e−
ipis
2 + e
ipis
2
)
Γ(s).
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Replacing in this equation Γ(s) by the rhs of (A.1) we find
χ(1− s) = (2pi) 12−sts− 12 e− ipi4 e−it
[
1 +
ic(σ)
t
+O
(
1
t2
)]
, 0 ≤ σ ≤ 1, t→∞.
(A.3)
Equation (A.3) together with the identity (2.14) imply the following asymptotic
expression for χ(s):
χ(s) = (2pi)s−
1
2 t
1
2−se
ipi
4 eit
[
1− ic(σ)
t
+O
(
1
t2
)]
, 0 ≤ σ ≤ 1, t→∞.
It is of course straightforward to extend the above asymptotic formulae to higher
order.
APPENDIX B
Numerical Verifications
B.1. Verification of Theorem 3.1
Letting σ = 1/2, the error term in equation (3.2) is given by
t = 10 t = 102 t = 103
η = t2 −(10.4 + 5.22i)× 10−5 (−10.2 + 2.97i)× 10−9 (15.1− 4.46i)× 10−13
η = t
3
2 −(4.00 + 4.19i)× 10−3 −(1.40 + 1.11i)× 10−5 −(7.80 + 9.81i)× 10−8
Note that the error is proportional to t3/η3+σ as expected.
In order to demonstrate the effect of the higher order terms in (3.2), we also
consider the difference between ζ(s) and the first term on the rhs of (3.2), i.e. the
difference
ζ(s)−
[ η2pi ]∑
n=1
n−s.
For σ = 1/2, this difference is given by
t = 10 t = 102 t = 103
η = t2 −0.291 + 0.274i −0.341 + 0.207i −0.380 + 0.121i
η = t
3
2 0.266 + 0.0471i 0.127 + 0.020i 0.0360 + 0.0612i
Similarly, the difference between ζ(s) and the first two terms on the rhs of (3.2),
i.e. the difference
ζ(s)−
{[ η2pi ]∑
n=1
n−s − 1
1− s
( η
2pi
)1−s}
,
is given by
t = 10 t = 102 t = 103
η = t2 −(8.27 + 6.52i)× 10−2 −(6.95 + 10.3i)× 10−4 −(3.40 + 10.6i)× 10−4
η = t
3
2 (1.58− 1.50i)× 10−1 (9.37− 26.0i)× 10−3 (−4.93 + 3.32i)× 10−3
The above example illustrates that the inclusion of the higher order terms in
(3.2) improves the convergence of the asymptotic series considerably.
B.2. Verification of Theorem 3.2
The error term in equation (3.22) is given by
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t = 10 t = 102 t = 103
σ = 0 (1.97− 3.81i)× 10−3 (−7.76 + 65.1i)× 10−7 (5.62− 3.40i)× 10−9
σ = 1/2 (2.23− 4.34i)× 10−3 (−2.74 + 23.5i)× 10−7 (6.46− 3.82i)× 10−10
σ = 1 (2.42− 4.78i)× 10−3 (−9.41 + 82.5i)× 10−8 (7.13− 4.22i)× 10−11
Note that the error is proportional to t−σ−3 as expected.
B.3. Verification of Theorem 4.1
Letting σ = 1/2, the error term in equation (4.2), i.e. the term
e−ipisΓ(1− s)e−pit2 ησ−1 ×
{
O
(
η
t
)
, 1 < η < t
1
3 <∞,
O
(
e
−At
η2 + η
4
t2
)
, t
1
3 < η <
√
t <∞,
is given by
t = 102 t = 104 t = 106
η = 10 (3.04 + 7.27i)× 10−3 (8.05− 2.53i)× 10−6 (84.1− 5.12i)× 10−10
η = t1/4 (45.4− 6.75i)× 10−5 (8.05− 2.53i)× 10−6 (−443.6 + 6.91i)× 10−7
η = t5/12 7.27− 1.45i)× 10−1 (−8.69 + 9.53i)× 10−5 (4.38− 13.7i)× 10−6
In order to illustrate the increased accuracy achieved by including the higher
order terms in (4.2), we also display the corresponding table when only the first
two sums on the rhs of (4.2) are included: For σ = 1/2, the difference1
ζ(s)−
[ tη ]∑
n=1
1
ns
− χ(s)
[ η2pi ]∑
n=1
1
n1−s
is given by
t = 102 t = 104 t = 106
η = 10 (5.55− 14.1i)× 10−2 (−14.4 + 7.92i)× 10−3 (−15.9 + 4.40i)× 10−4
η = t1/4 (4.76− 7.53i)× 10−2 (−14.4 + 7.92i)× 10−3 −(26.3 + 6.92i)× 10−3
η = t5/12 −(2.14 + 2.15i)× 10−1 (3.09− 1.91i)× 10−2 (−5.70 + 10.4i)× 10−3
B.4. Verification of Corollary 4.3
Letting σ = 1/2 and N = 2, we find that the error term in equation (4.24) is
given by
t = 10 t = 102 t = 103
η = t
7
12 −(4.08 + 2.47i)× 10−1 (−2.39 + 3.50i)× 10−1 (−6.42 + 15.9i)× 10−2
η = t
3
4 (6.92 + 55.7i)× 10−2 (9.93 + 25.7i)× 10−2 −(8.75 + 12.2i)× 10−3
η = 10t (1.40− 1.12i)× 10−2 (2.24 + 5.28i)× 10−4 (2.45 + 186.1i)× 10−7
1This difference is exactly the error in the “approximate functional equation” of Hardy and
Littlewood cf. [5].
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B.5. Verification of Theorem 4.4
Letting σ = 1/2, the error term in equation (4.31), i.e. the term
e−ipisΓ(1− s)e−pit2 ησ−1 ×
{
O
(
η
t
)
, 1 < η < t
1
3 <∞,
O
(
e
−At
η2 + η
4
t2
)
, t
1
3 < η <
√
t <∞,
is given by
t = 102 t = 104 t = 106
η =
√
2pit
100 (−5.96 + 8.83i)× 10−4 (6.44 + 1.30i)× 10−4 (4.64 + 69.7i)× 10−7
η =
√
2pit (3.59− 10.8i)× 10−3 (2.72− 28.1i)× 10−5 (104.6 + 8.97i)× 10−7
η =
√
200pit (13.7− 5.21i)× 10−6 (−9.02 + 2.27i)× 10−4 −(14.2 + 6.74i)× 10−7
Remark B.1. In the particular case of η =
√
2pit, the formula of Siegel (Eq.
(32) of [10]) and the corresponding formula of Titchmarsh (Theorem 4.16 of [11])
are equivalent to the formula of our theorem 4.4. This equivalence can easily be
checked numerically—for example, for N = 3 all three formulas yield the same
numerical values for the error terms. In this regard, we note that Titchmarsh
states Siegel’s formula in terms of the function Ψ(a) defined by
Ψ(a) =
e−ipi(
a2
2 − 58 )
2pi
∫
L
e
iw2
4pi + aw
ew − 1 dw =
cospi(a
2
2 − a− 18 )
cospia
,
which is related to our function Φ(τ, u) defined in (4.29) by
Ψ(a) = −iΦ
(
−1, a− 1
2
)
e−ipi(
a2
2 − 58 ), a ∈ C.
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