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En este artículo investigamos la precisión y estabilidad de las proyecciones de inflación en Chile 
provenientes de una determinada subfamilia extendida de modelos SARIMA que denominamos 
ESARIMA. El análisis se centra en el período comprendido entre Enero del 2000 y Noviembre del 
año 2008. Nuestras proyecciones ESARIMA son comparadas con aquellas provenientes de 
encuestas y de simples modelos univariados, incluyendo algunos que han sido tradicionalmente 
utilizados como benchmarks predictivos en la literatura. La comparación con modelos univariados 
se hace para proyecciones en horizontes de 1 a 6 meses, mientras que la comparación con encuestas 
se hace en proyecciones 1, 3 y 12 meses hacia adelante. Nuestros resultados indican que el Error 
Cuadrático Medio (ECM) fuera de muestra de las proyecciones ESARIMA es menor que el de los 
métodos univariados considerados, casi sin excepciones. Al comparar la precisión de las 
proyecciones ESARIMA con las que provienen de la Encuesta de Expectativas Económicas (EEE), 
los resultados son mixtos: la encuesta es más precisa en proyecciones a 1 mes, es marginalmente 
menos precisa en proyecciones a 3 meses, y es menos precisa que la mitad de los modelos 
ESARIMA en proyecciones a 12 meses. Observamos también que la familia ESARIMA entrega 
proyecciones más estables que la familia de métodos univariados tradicionales bajo análisis y 





In this article we analyze the accuracy and stability of a number of inflation forecasts for Chile. We 
place special attention on forecasts coming from Extended Seasonal ARIMA (ESARIMA) models. 
Our analysis considers the sample period from January 2000 to November 2008. We compare 
ESARIMA forecasts to survey-based forecasts and to those coming from traditional time series 
benchmarks available in the literature. We consider one to six months-ahead forecasts for 
comparisons with the traditional time series benchmarks and one, three and twelve month ahead 
forecasts for comparisons against the Survey of Professional Forecasters (SPF). Our results show 
that ESARIMA based forecasts display lower out-of-sample Mean Square Prediction Error than 
forecasts coming from traditional benchmarks, almost without exception. We obtain mixed results 
when comparing ESARIMA forecasts to survey-based forecasts in terms of forecast accuracy: the 
SPF provides more accurate forecasts for one month ahead forecasts, provides slightly less precise 
forecasts at the three month horizon and is less precise than half of our ESARIMA models at the 12 
month horizon. Finally, we also note that our ESARIMA forecasts are more stable than traditional 
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I.  Introducción  
El presente trabajo se motiva en la necesidad de contar con benchmarks precisos, simples y 
robustos para predecir inflación en Chile. Contar con buenos benchmarks es relevante pues 
permite realizar una evaluación exigente de las proyecciones provenientes de nuevos 
modelos que surgen en la literatura. Los modelos univariados de series de tiempo son 
benchmarks naturales debido a la sencillez con la que son capaces de generar proyecciones 
en plazos razonables de tiempo. Aún cuando este tipo de modelos han sido usados 
extensamente en la literatura, no existe consenso en torno a cual debiera ser su estructura y 
especificación. Por ejemplo, el orden de los términos autorregresivos y de media móvil es 
tomado de diversas maneras. Sin embargo,  la evidencia mostrada en este artículo indica 
que la forma en que se seleccionan estos órdenes impacta directamente a la precisión de las 
proyecciones.  
En este contexto, el objetivo de este artículo es investigar si una determinada subfamilia 
extendida de modelos SARIMA, que denominamos ESARIMA, es capaz de vencer en 
términos de precisión y estabilidad predictiva a benchmarks tradicionalmente usados en la 
literatura
2. El análisis se centra en predecir la inflación de Chile en el período comprendido 
entre enero del 2000 y noviembre del 2008. Nuestras proyecciones ESARIMA son 
comparadas con aquellas provenientes de encuestas y de modelos univariados sencillos. La 
comparación con estos últimos se hace para proyecciones en horizontes de 1 a 6 meses, 
mientras que la comparación con encuestas se hace en proyecciones 1,3 y 12 meses hacia 
adelante.   
Nuestros resultados indican que el Error Cuadrático Medio (ECM) fuera de muestra de las 
proyecciones ESARIMA es menor que el de los métodos univariados considerados casi sin   2
excepciones
3. En particular, 5 de nuestros modelos ESARIMA generan proyecciones que 
son estadísticamente más precisas que las de todos los benchmarks univariados 
considerados, en todos los horizontes analizados. Al comparar la precisión de las 
proyecciones ESARIMA con las que provienen de la Encuesta de Expectativas Económicas 
(EEE), los resultados son mixtos: la encuesta es más precisa en proyecciones a 1 mes, es 
marginalmente menos precisa en proyecciones a 3 meses, y es menos precisa que la mitad 
de los modelos ESARIMA considerados en proyecciones a 12 meses. 
Para tener una noción de la estabilidad de las proyecciones usamos un criterio MINIMAX 
que escoge dentro de una familia de proyecciones a aquella que minimice el ECM en 
períodos inestables. Observamos que la familia ESARIMA entrega proyecciones más 
estables que la familia de métodos univariados tradicionales para todos los horizontes 
bajo análisis. Las proyecciones ESARIMA también son más estables que las de la EEE a 
horizontes de 3 y 12 meses, pero menos estables en proyecciones a 1 mes.  
Si bien no ahondamos en las razones que se encuentran detrás de este más que satisfactorio 
comportamiento predictivo, asociamos este éxito a dos elementos: 1) la imposición de dos 
raíces unitarias en el nivel de precios, lo que si bien puede resultar un tanto extraño al 
economista no extensamente vinculado con la literatura predictiva, provee parsimonia en 
los modelos eliminando incertidumbre paramétrica y de esta manera entregando 
predicciones precisas. 2) La incorporación explícita de términos de medias móviles de 
                                                                                                                                                                                 
2 SARIMA significa Seasonal Autoregressive Integrated Moving Average (Modelos Estacionales 
Autorregresivos Integrados de Medias Móviles). 
3 A lo largo de este trabajo evaluamos capacidad predictiva a través del cálculo del ECM. Si bien existen 
formas alternativas para evaluar habilidad predictiva, la estrategia dominante en la literatura ha sido evaluar la 
bondad de distintos modelos en términos de la precisión de sus predicciones bajo pérdida cuadrática. Una 
interesante discusión sobre la diversidad de métricas que existen para evaluar proyecciones se encuentra en 
McCracken M. y K. West (2002).   3
orden 12 o en sus alrededores, que permiten capturar adecuadamente la dinámica de shocks 
en el nivel de precios y no sólo en la inflación propiamente tal.  El primer punto nos dice 
que la incorporación de una tendencia estocástica ha sido útil para proyectar la inflación en 
la última década. El segundo punto nos dice que elementos estacionales parecen estar 
presentes incluso al considerar la inflación en variación a 12 meses
4.  
Entre los estudios que consideran modelos univariados simples como benchmarks 
predictivos de inflación destacamos al estudio de Atkeson y Ohanian (2001) (A-O) para el 
caso de Estados Unidos. Ellos muestran que para el período que va desde el año 1984 al 
2001 un simple modelo univariado basado en la inflación pasada promedio vence a 
modelos económicos relativamente más complejos basados en curvas de Phillips. Este 
hallazgo coloca un reto a los posteriores intentos de proyectar inflación: los nuevos 
modelos deben ser capaces de vencer al menos a un simple proceso de paseo aleatorio, en 
el cual la inflación proyectada en un período es igual a la del período previo.  
Una versión menos restrictiva del benchmark A-O se basa en procesos autorregresivos de 
primer orden (AR(1)), o más generalmente, en procesos autorregresivos de orden p 
(AR(p)). En la práctica, este tipo de procesos son los utilizados con mayor frecuencia como 
benchmark. De hecho, Stock y Watson (2008) en una revisan de la literatura de predicción 
de inflación en Estados Unidos muestran que los mejores modelos multivariados no son 
capaces de vencer homogéneamente en el tiempo a sencillos benchmarks  univariados. 
La forma en que se debería seleccionar el número de rezagos de los modelos 
autorregresivos tampoco es clara en la literatura.  Mientras algunos autores escogen rezagos 
                                                           
4 El argumento que damos aquí está inspirado en el comentario de Capistrán y Constandse (2008), quienes 
señalan que la inflación en México fue dominada por elementos tendenciales en el pasado, y que en los 
últimos años, cuando la tendencia ha desaparecido, los términos estacionales han tendido a jugar un mayor rol 
en la capacidad predictiva de la inflación.    4
basados en el criterio de información de Akaike (AIC) (ver Stock y Watson, 2003 y 2006 
entre otros), otros se basan en el criterio de información Bayesiano (BIC) (ver Elliot y 
Timmermann, 2008 entre otros). Ambos criterios, que en principio seleccionan modelos de 
acuerdo al ajuste dentro de muestra, difieren en la penalización que hacen a los parámetros 
adicionales que debe estimar el modelo. 
El resto del documento se estructura de la siguiente forma. En la sección que sigue a esta 
introducción se presenta la familia de modelos SARIMA y se cuestiona la práctica usual de  
proyectar series estacionales a través de un proceso previo de desestacionalización. En la 
tercera sección motivamos la modelación de la inflación en Chile a través de una 
especificación SARIMA extendida que denominamos ESARIMA. En la cuarta sección 
comparamos las predicciones generadas a partir de nuestra especificación ESARIMA con 
las de otros populares modelos univariados en términos de la precisión de las proyecciones 
en ejercicios fuera de muestra. En la quinta sección nos embarcamos en un ejercicio de 
estabilidad de las proyecciones y por último, en la sexta sección, presentamos las 
principales conclusiones de este trabajo. 
II.  Modelos SARIMA (P,D,Q)x(p,d,q) 
Los modelos SARIMA (seasonal ARIMA) son una extensión natural de los modelos 
ARIMA  para modelar series de tiempo con patrón estacional.  Estos modelos resuelven la 
incapacidad de los modelos ARIMA para caracterizar las funciones de autocorrelación   
(ACF) de procesos estacionales. En efecto, una serie yt que sigue un ARIMA(p,d,q) 
satisface la siguiente relación: 
() ( 1 ) () Φ− = Θ
d
tt L Ly L ε  
2
12 () ( 1 . . . ) Φ= −− − −
p
p L LL L φφ φ  
2
12 ( ) (1 ... ) Θ= −− − −
q
p L LL L θθ θ    5
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Entonces la función de autocorrelación de Wt  responde a la de un proceso ARMA(p,q) que 
en general decae en forma exponencial, con o sin oscilaciones sinusoidales dependiendo de 
las raíces del polinomio autorregresivo. La figura 1 describe este comportamiento para un 
proceso ARMA(1,2) artificialmente simulado. 
A diferencia de este tipo de función de autocorrelación, un proceso estacional presenta una 
función de autocorrelación que presenta fuertes incrementos en torno a los rezagos 
asociados a la estacionalidad de la serie: múltiplos de 12 en series mensuales, o múltiplos 
de 4 en series trimestrales. La figura 2 muestra la función de autocorrelación  de un proceso 
con estacionalidad anual, es decir, de 12 meses. 
Este patrón de autocovarianzas es capturado en forma más adecuada por los modelos 
SARIMA. Diremos que una serie yt sigue un proceso SARIMA(P,D,Q)x(p,d,q) si satisface 
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En que S denota al factor estacional (S=12 para series mensuales, S=4 para series 
trimestrales).     6
Así por ejemplo, un proceso SARIMA(1,0,1)x(1,1,1) para series en frecuencia mensual con 




() ( ) ( 1 ) () ( )
() ( 1 )
()( 1 )






















O equivalentemente  
12 12 (1 )(1 )(1 ) (1 )(1 ) tE t LLL y L L ρ φδ θ θ ε −− − = + −−  
 
Que se traduce en el siguiente proceso 
1 12 13 1 2 13 14 1 12 13 ( ) () ( ) () ( 1 ) t t t t t t t t t t Et Et yy y y y y y y φ ρρ φ δ ε θ ε θ ε θ θ ε −− − − − − − − − − −− − − −+ − = + −− +
 
Que no es más que un caso particular de modelación ARIMA en que los coeficientes de los 
rezagos autorregresivos y de medias móviles satisfacen restricciones bastante particulares. 
Si asumimos que la serie yt corresponde al logaritmo natural de un índice de precios 
tenemos que el lado izquierdo de la expresión anterior (1) puede interpretarse como  
12 1 2 ( 1) ( 1) ( 1) ( 1) ( 1) −− − − −+ + + − − + − +− tt tt t t yy y φπφ ρ π ρ φ π φ ρ φ ρ φ  
En que πt representa una aproximación logarítmica de la inflación anual.  
12 ln( ) ln( ) tt t PP π − ≈ −  
Notemos que si restringimos φ =1, el modelo (1) se puede escribir de la siguiente manera 
12 11 2 1 3 (1 ) (2) −− − − − =++ − +− − + tt t t t E t E t π δ ρ π ρπ ε θε θ ε θθ ε  
Es interesante destacar que la modelación SARIMA incorpora directamente el patrón 
estacional de una serie, sin imponer separabilidad en componentes estacionales y no 
estacionales. Esta posibilidad de modelación conjunta es muy atractiva para el objetivo de 
predicción. En efecto, al predecir una serie con estacionalidad, muchas veces se procede en   7
dos etapas: primero se filtra la serie de su componente estacional, bajo el supuesto de que 
esto es posible, es decir que las componentes estacionales y no estacionales son separables. 
Luego, se proyecta la serie desestacionalizada y se realiza un análisis económico en función 
de esta serie filtrada, o bien se proyectan ambos componentes para luego construir una 
predicción unificada de la serie original.  Estas prácticas que incluyen desestacionalización  
tienen al menos 4 potenciales problemas: 
1.  Supone que la componente estacional es separable de la no estacional. Si esto no es 
cierto, entonces se está incurriendo en un problema de especificación.  
2.  Si el objetivo del investigador es realizar ejercicios de predicción fuera de muestra, 
esto es incompatible con series desestacionalizadas que se construyen habitualmente 
en base a filtrar toda la muestra disponible, lo que hace imposible un ejercicio 
simulado de predicción en tiempo real. 
3.  Tal como lo plantea Ghysels et al (2006), la desestacionalización puede ser 
incompatible con la práctica económica que opera con retroealimentación, como es 
el caso de la política monetaria. En efecto, de acuerdo a Ghysels et al (2006) la 
mayoría de los filtros de desestacionalización involucran predecir la serie original 
en estudio, por ejemplo inflación. A partir de estas predicciones es posible construir 
una serie de inflación desestacionalizada que luego se transforma en el objeto de 
análisis de la política monetaria. Ahora, si la política monetaria tiene efectos sobre 
el futuro desenvolvimiento de la inflación, entonces la desestacionalización en sí 
debiese ser una función de la política monetaria. El obviar esta conexión podría 
tener consecuencias.   8
4.  En la medida que el tiempo pasa y nuevas observaciones de la serie bajo estudio se 
van acumulando, la serie desestacionalizada cambia, lo cual puede generar más 
inestabilidad temporal que la deseada. 
Todos estos potenciales problemas son subsanados directamente a partir de una modelación 
conjunta de la evolución de una serie de tiempo y de su estacionalidad. 
III      Un Benchmark SARIMA para Inflación 
Para entender cuan adecuado puede resultar considerar una modelación tipo SARIMA para 
la inflación en Chile, en la figura 3  se muestra la función de autocorrelación para el 
logaritmo natural del Índice de Precios al Consumidor (IPC). 
Este gráfico es coherente con la existencia de una raíz unitaria en el logaritmo del IPC, pues 
la autocorrelación es altamente persistente, y de hecho, no desaparece incluso luego de 5 
años (60 períodos). Por lo demás, el cuadro 1 muestra que la hipótesis nula de una raíz 
unitaria no puede ser rechazada para este proceso. 
Por otro lado, cuando se considera la inflación mensual del IPC, la función de 
autocorrelación muestra un marcado patrón estacional que se repite cada aproximadamente 
12 meses (ver figura 4).  
Estos dos hechos estilizados (raíz unitaria y estacionalidad) sugieren modelar el logaritmo 
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   (3) 
Esto es una especificación que incorpora los dos hechos empíricos anteriormente 
destacados: la existencia de una raíz unitaria en el logaritmo natural del índice de precios   9
bajo análisis y una dinámica con patrón estacional en la inflación mensual (S=12), que es 
modelada con componentes estacionales autorregresivos y de medias móviles.   
Si bien la expresión anterior (3) captura dos hechos estilizados del logaritmo del índice de 
precios, y tiene bastante flexibilidad al modelar la estacionalidad con componentes de 
medias móviles y autorregresivos, en principio es una especificación poco parsimoniosa por 
la potencial gran cantidad de parámetros que habría que estimar: 1 intercepto, p parámetros 
autorregresivos, q de medias móviles, P autorregresivos estacionales y Q de medias móviles 
estacionales. Bajo estas condiciones, y simplemente por razones de parsimonia, 
consideraremos P=p=Q=q=1, para restringirnos a una subfamilia SARIMA bastante simple 
que captura los dos hechos estilizados mencionados anteriormente.  
Así nos quedaremos con la expresión siguiente 
12 1 2
11 2 1 3
(1 ) (1 ) ln( ) (1 )(1 ) ln( ) (1 ) ln( ) tt t t t t
tt E t E t
PP P φπρ π ρ φ π φ ρ φ ρ φ
δεθ ε θ ε θ θ ε
−− − −
−− −
−+ + +− −+ − + − =
=+− − +
 
Para hacer más simple y parsimoniosa la formulación anterior, usaremos algunas 
aproximaciones y restricciones presentes en la literatura. En primer lugar impondremos la 
restricción φ=1  presente en Box y Jenkins (1970), Brockwell y Davis (1991) y Harvey 
(1993). Si bien es cierto el modelo anterior posee, entre otras características, dos raíces 
unitarias en la frecuencia cero, desde una perspectiva pragmática o basada en la teoría de 
decisiones estadísticas, esto no es impedimento para que el modelo genere buenas 
predicciones. Una interpretación usual a esto, ver por ejemplo Ghysels et al (2006), 
obedece a que la parsimonia y el hecho de no tener un gran número de parámetros 
estimados genera proyecciones con poco deterioro debido a incertidumbre paramétrica. Por 
otra parte, y como ya se señaló en la introducción, la restricción φ =1 impone al modelo   10
una tendencia estocástica que puede ser muy útil para predecir en periodos en que la 
inflación siga patrones tendenciales. Con φ=1  el modelo se puede escribir como: 
12 11 2 1 3 (1 ) (4) tt t t t E t E t π δ ρ π ρπ ε θε θ ε θθ ε −− − − − =++ − +− − +  
Findley et al (2002) consideran un modelo similar a (4) y proponen generalizar su 
componente de medias móviles permitiendo un coeficiente irrestricto en el rezago 13 del 
error. Para darle mayor generalidad a nuestra especificación también adoptaremos una 
formulación similar que anide a la expresión (4) y nos concentraremos en la familia de 
modelos dada por: 
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Notemos que la expresión en (5) también se puede escribir como sigue: 
11 2 1 1 2 3 1 3 () ( 6 ) −− − − − − −= + − + − − + tt t t t t E t t π πδ ρ ππ ε θ εθ εθ ε  
La anterior familia de modelos anida a una serie de benchmarks predictivos 
tradicionalmente usados en la literatura. En efecto, tomando ρ =0, θ = θE = θ13 = δ = 0 se 
recupera el camino aleatorio usado por Atkeson y Ohanian (2001). Con las mismas 
restricciones pero considerando δ irrestricto se recupera a un camino aleatorio con 
intercepto. Si por otro lado restringimos ρ =0 y θ13 = θθE  se recupera al famoso “airline 
model” introducido por Box y Jenkins (1970) para modelar la demanda mensual de 
pasajeros de una aerolínea. De acuerdo a Ghysels et al (2006) este modelo ha sido utilizado 
con éxito como un benchmark robusto para pronosticar series de tiempo mensuales con un 
patrón estacional.    11
Notemos que la expresión (6) contiene sólo a 4 parámetros
5. Diversas restricciones sobre 
ellos pueden elevar rápidamente el número de modelos a considerar. De hecho, si 
consideramos solo las opciones binarias “incluir o no incluir” a los parámetros en el 
modelo, terminamos con un total de 2
4  =16 expresiones. Para reducir el número de 
especificaciones a evaluar, nos centramos en formulaciones que siempre incluyen a las 
componentes de medias móviles 1 y 12. Así, finalmente consideramos la siguiente familia 
de 8 modelos, que al ser una extensión de una familia SARIMA, la denominaremos 
ESARIMA: 
11 2 1 1 2 3 1 3
3
() ( 7 )
0 00
;; ; .
−− − − − − −= + − + − − +
⎧ ⎧⎧
== = ⎨⎨ ⎨
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En lo que sigue compararemos, para el caso de la inflación en Chile, la capacidad 
predictiva de estos últimos modelos con la de benchmarks tradicionales usados en la 
literatura, ver por ejemplo Giacomini y White (2006); Stock y Watson (2008); Ang, 
Bekaert y Wei (2007); Atkeson y Ohanian (2001), Groen, Kapetanios y Price (2009), 
Jaramillo (2009) y Díaz y Leyva (2009) entre otros. En particular consideraremos los 
siguientes  benchmarks usuales: AR(1), AR(12), camino aleatorio con y sin intercepto, 
IMA(1,1), ARMA(1,1) y cinco especificaciones ARMA(p.q) con selección automática de 
rezagos
6. 
                                                           
5 Obviamos en esta cuenta parámetros asociados a la varianza de las perturbaciones. 
6 El primer método de selección automática es el llamado “Stepwise Backward” que comienza desde una 
especificación que incluye a todos los posibles rezagos, para luego eliminarlos secuencialmente partiendo con  
las variables con mayor p-value, hasta llegar a una especificación en que todas las variables sean 
estadísticamente significativas al menos con un nivel de confianza del 85%. Los otros dos métodos de 
selección automática se rigen según los criterios BIC y AIC, tanto para un proceso AR(p) como para un 
ARMA(p,q) más general. 
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IV.     Resultados Descriptivos Basados en ECM 
Para comparar la habilidad predictiva de dos métodos nos centraremos en evaluar las 
diferencias en la raíz del Error Cuadrático Medio (ECM) para horizontes que van de uno a 
seis meses en adelante. El ECM de los errores de proyección se define como sigue 
2 () ( ) = ECM e E e , 
donde e denota el error de predicción definido como el valor efectivo de la inflación menos 
su valor proyectado.  
En el cuadro 2 mostramos la raíz del ECM para la familia de modelos ESARIMA (panel 
superior), y para los benchmark tradicionales (panel inferior). Los resultados muestran que 
la familia ESARIMA ha sido sistemáticamente más precisa que prácticamente todos los 
benchmarks considerados. De hecho, la peor proyección de la familia ESARIMA es más 
precisa que la del mejor modelo tradicional en horizontes de hasta 5 meses. Para el sexto 
horizonte la peor proyección ESARIMA es marginalmente menos precisa que la mejor de 
los benchmarks tradicionales. Claramente la mejor de las proyecciones ESARIMA vence a 
la totalidad de los modelos tradicionales, en todos los horizontes. 
Con respecto a la heterogeneidad al interior de ambas familias de modelos, se aprecia que 
la familia ESARIMA en general es más compacta en comparación a los benchmarks 
tradicionales para todos los horizontes considerados. En efecto, el rango de variación al 
interior de la familia de modelos ESARIMA es bastante inferior que el rango de variación 
de los benchmarks  tradicionales.  
Cabe destacar que los modelos que escogen rezagos de acuerdo al criterio de información 
Bayesiano entregan predicciones más precisas que aquellos en los que el orden de los 
rezagos se escoge de acuerdo al criterio de información de Akaike. En efecto, los modelos 
AR(p) y ARMA(p,q) en los cuales el orden p y q son escogidos por medio del criterio   13
Bayesiano presentan menor ECM que aquellos en los cuales estos órdenes son escogidos 
por el criterio de Akaike (filas 7, 8, 10 y 11 del panel inferior del cuadro 2). Este hallazgo es 
consistente con el hecho de que el criterio de información Bayesiano penaliza más los 
parámetros adicionales que el criterio de Akaike, y genera entonces proyecciones más 
parsimoniosas. 
Con el objetivo de proveer una métrica de la mejora predictiva de la familia ESARIMA, en 
las tres últimas filas del cuadro 1 mostramos el promedio simple de la raíz del ECM para la 
familia ESARIMA, el promedio simple de la raíz del ECM para los 8 mejores benchmarks 
tradicionales y la razón entre ambos estadísticos (últimas filas del cuadro 2). Los resultados 
indican que las proyecciones derivadas de la familia ESARIMA han sido en promedio entre 
un 13% y 15% más precisas que las de los modelos tradicionales para todos los horizontes 
considerados.  
Otro benchmark natural usado en la literatura son los provenientes de las encuestas de 
analistas. Por esta razón en el cuadro 3 comparamos la precisión promedio de nuestros 
modelos ESARIMA con la de la mediana de los analistas de la Encuesta de Expectativas 
Económicas (EEE).
7 Se observa que en promedio las proyecciones de la EEE han sido más 
precisas que los benchmarks propuestos en horizontes de 1 mes. En tanto, en horizontes de 
3 meses las proyecciones ESARIMA han sido iguales o más precisas en promedio que las 
de la EEE. Por último, en horizontes de 12 meses el resultado es mixto: mientras algunos 
de los nuevos benchmarks ganan a la EEE, otros pierden. 
En resumen, los resultados entregados en esta sección indican que la familia ESARIMA 
entrega predicciones que superan en precisión a modelos univariados tradicionalmente 
                                                           
7 Los valores del ECM en este cuadro difiere en general con los reportados en el cuadro 2 debido a que la 
EEE  se encuentra disponible para un período más restringido que la el considerado en este trabajo. (ver nota 
del cuadro 3 para más detalles de los períodos considerados)   14
utilizados por la literatura predictiva, y que compiten cercanamente con las proyecciones 
provenientes de la EEE a horizontes mayores o iguales a 3 meses. Aún cuando la evidencia 
provista es puramente descriptiva, la magnitud de las diferencias entre la familia 
ESARIMA y la de benchmarks tradicionales sugiere que al menos una parte de los modelos 
ESARIMA debería vencer en términos estadísticos a estos benchmarks. Esta cuestión será 
abordada formalmente en la siguiente sección. 
V.  Evaluación de Habilidad Predictiva 
Para comparar la habilidad predictiva de dos métodos nos centraremos en el paradigma de 
evaluación propuesto por Giacomini y White (2006).  
V.I  Paradigma Condicional de Giacomini y White (2006)  
Un método de proyección será mejor que otro en la medida que tenga menor ECM. Para 
evaluar estadísticamente las diferencias en ECM entre dos métodos, nos basaremos en el 
paradigma de evaluación de capacidad predictiva propuesto por Giacomini y White (2006). 
Si bien, en la práctica y bajos supuestos operacionales bien específicos, este paradigma se 
puede reducir a uno muy similar al propuesto por Diebold y Mariano (1995) y West (1996), 
las diferencias conceptuales son muy grandes. En efecto, los tests propuestos por Giacomini 
y White (2006) están orientados a evaluar un método de proyección y no un modelo de 
proyección. Esta diferencia, aunque sutil, es muy relevante en este trabajo porque las 
observaciones obtenidas son proyecciones de inflación que muchas veces provienen de 
modelos anidados. Si no nos concentráramos en las proyecciones propiamente tales y 
tuviéramos como objetivo último la evaluación de modelos, tendríamos que utilizar tests de 
acuerdo a Clark y West (2006, 2007) para los casos en que los modelos bajo comparación 
fueran anidados. Esto, pues el test de Giacomini y White (2006) sería inadecuado para tal 
objetivo.    15
La versión del test de Giacomini y White (2006) que usamos en este trabajo usa un 
estadístico originalmente atribuido a Diebold y Mariano (1995) y West (1996) con la   
siguiente consideración: no se realiza ninguna corrección asociada a incertidumbre 
paramétrica, ya que no se desea evaluar un modelo con parámetros poblacionales sino que 
un método de proyección. Formalmente se construye el siguiente estadístico siguiendo a 



































En que τ representa el horizonte de proyección, n(τ) representa el número de proyecciones 
que se tiene para ese determinado horizonte, ΔL representa la pérdida diferencial entre dos 
proyecciones y σn(τ) es un estimador de la varianza asintótica del numerador del estadístico 
tn(τ)  debidamente ponderado por la raíz cuadrada de n(τ).  En el caso que τ=1 la hipótesis 
nula en Giacomini y White (2006) implica una estructura de martingala en diferencias para 
la diferencia en ECM, lo cual permite no usar estimación HAC. No obstante, para 
horizontes de predicción mayores usamos estimación HAC de acuerdo a Newey y West 
(1987, 1994). Bajo la hipótesis nula de igualdad de habilidad predictiva, el estadístico tn(τ)  
es asintóticamente normal. 
V.II  Resultados 
Debido al gran número de modelos (8 modelos de la familia ESARIMA y 11 benchmarks 
tradicionales), y con el propósito de hacer más expedita la exposición, en el cuadro 4 
mostramos los resultados del test de Giacomini-White aplicado únicamente a los modelos 
más y menos precisos de cada familia, así como al modelo que entrega la proyección   16
mediana
8.Para cada celda del cuadro 4, un valor negativo del estadístico de Giacomini-
White indica que el modelo en la fila correspondiente a esa celda tiene menor ECM que el 
modelo en la columna.  
Una simple inspección del cuadro 4 permite apreciar que en prácticamente todos los casos 
los modelos ESARIMA tienen un menor ECM que los benchmarks tradicionales. Esto 
último se refleja en un valor negativo del estadístico de Giacomini-White. Más importante 
aún, el valor del estadístico en prácticamente todos los casos es menor que -1.28, lo cual 
indica que la diferencia es estadísticamente significativa al 90% de confianza en un test de 
una cola.  
Es interesante notar que, para casi todos los horizontes considerados, las proyecciones 
provenientes del peor modelo ESARIMA son al menos tan precisas como aquellas del 
mejor modelo del grupo de benchmarks tradicionales. De hecho, en horizontes de uno y dos 
meses el peor modelo ESARIMA arroja predicciones que son estadísticamente más 
precisas que aquellas del mejor modelo tradicional. Consideramos que este resultado es 
relevante pues da cuenta de que para el período muestral considerado, sin importar como se 
hubiera escogido el modelo ESARIMA, éste siempre habría entregado proyecciones 
mejores que la de los benchmarks tradicionales. 
Con respecto a la evidencia desagregada del test reportada en el apéndice A, nos gustaría 
resaltar que: (i) La supremacía de los modelos ESARIMA por sobre los benchmarks 
tradicionales es mayor para horizontes de 1 y 2 meses; (ii) A medida que el horizonte de 
predicción crece, ciertos modelos ESARIMA dejan de ser estadísticamente más precisos 
                                                           
8 Entendemos que una selección a priori de los modelos a evaluar podría afectar la normalidad asintótica del 
test. Nuestro objetivo es solo presentar estas tablas a modo de resumen y así ahorrar espacio. Los resultados 
del test para todas las combinaciones de los 19 modelos en cada uno de los seis horizontes se encuentran en el    17
(aunque en ningún caso pasan a ser estadísticamente menos precisos) que los benchmarks 
tradicionales; (iii) Al interior de las familias ESARIMA y de los benchmarks tradicionales, 
no existe un modelo que sea capaz de vencer a todo el resto de sus modelos “hermanos” en 
todos los horizontes considerados; (iv) Pese a esto último, existe un subgrupo de modelos 
ESARIMA que domina estadísticamente en precisión a todos los benchmarks  
tradicionales.
9  
Por último, en el cuadro 5 mostramos los resultados del test de Giacomini – White aplicado 
a la familia de modelos ESARIMA y la EEE. Los resultados de este cuadro indican que la 
EEE es significativamente más precisa que nuestros modelos ESARIMA a horizontes de 1 
mes. Sin embargo, a horizontes de 3 meses las diferencias no son estadísticamente 
significativas, mientras que a horizontes de 12 meses, 4 de los 8 modelos ESARIMA 
considerados entregan proyecciones más precisas que la EEE.  
V.III    Estabilidad de los Resultados. 
El período que consideramos en este trabajo para evaluar los distintos modelos supone un 
reto metodológico. Mientras en la primera mitad de la muestra la inflación se mantuvo 
relativamente estable en torno al 3%, a mediados del año 2007 ésta escaló de forma 
bastante persistente alcanzando niveles del 8% a fines de ese mismo año, manteniéndose en 
dicho nivel durante gran parte del 2008. Esta evolución dispar de la inflación podría hacer 
                                                                                                                                                                                 
apéndice A de este documento. En estas tablas no hay selección a priori de modelos y por lo tanto la 
normalidad asintótica del test de Giacomini y White es directa. 
9 Detallamos en este pie de página los modelos en concreto: 
(1) πt - πt-1 = εt − θεt-1 − θΕεt-1 
(2) πt - πt-1 = ρ (πt-1 - πt-2) + εt − θεt-1 − θΕεt-12 
(3) πt - πt-1 = ρ (πt-1 - πt-2) + εt − θεt-1 − θΕεt-12 − θθΕεt-13 
(4) πt - πt-1 = δ + εt − θεt-1 − θΕεt-12 
(5) πt - πt-1 = δ + ρ (πt-1 - πt-2) + εt − θεt-1 − θΕεt-12 − θθΕεt-13   18
difícil determinar cuál es el mejor modelo, si es que el desempeño de ellos no fuera estable 
a lo largo de toda la muestra.  
Una forma sencilla de ilustrar la inestabilidad de las proyecciones de modelos rivales 
consiste en graficar el ECM de predicción en el tiempo calculando este estadístico para 
ventanas rodantes en el tiempo. En la figura 5 mostramos el resultado de este ejercicio para 
proyecciones a horizontes de un mes.
10  
Los resultados de este ejercicio dan cuenta de lo inestable que han resultado las 
proyecciones de inflación. En efecto, las proyecciones provenientes de los modelos 
ARIMA, ESARIMA, así como de la EEE presentan amplias oscilaciones en su grado de 
precisión durante el período muestral. Aparentemente la precisión de las proyecciones fue 
relativamente menor cuando la inflación escapó de su rango de tolerancia durante el año 
2004 y durante los años 2007-2008.  
Aún cuando la inestabilidad de las proyecciones presenta cierta correlación (ver figura 5), 
en algunos casos la precisión de los modelos cambia en distintos grados, lo cuál se refleja 
en cambios en los ordenamientos de capacidad predictiva. Con el objetivo de ilustrar este 
último punto, consideremos las proyecciones ESARIMA, para horizontes de un mes en 
adelante, de los siguientes dos modelos:  
(1) πt - πt-1 = δ + ρ (πt-1 - πt-2) + εt − θεt-1 − θΕεt-12  [panel (A) fig. 5 en rojo] 
(2) πt - πt-1 = ρ (πt-1 - πt-2) + εt − θεt-1 − θΕεt-12  [panel (A) fig. 5 en azul] 
El panel (A) de la figura 5 muestra que mientras el modelo (1) es el más impreciso en los 
dos primeros años de la muestra, a mediados del año 2007 pasa a ser el modelo que 
proporciona  predicciones más precisas. Algo opuesto sucede con el modelo (2): pasa de ser 
                                                           
10 En la figura 5 consideramos ventanas rodantes de 22 meses. Este ancho de ventana es escogido  siguiendo a 
Giacomini y Rossi  (2008).    19
uno de los más precisos a inicios de la muestra a ser parte de los modelos más imprecisos al 
fin del período. 
Deseamos destacar que mientras las proyecciones ESARIMA presentan inestabilidades 
especialmente al inicio y al final de la muestra, éstas parecen ser relativamente más 
acotadas que la de los modelos tradicionalmente usados como benchmarks (ver figura A1 
en el apéndice). Esta mayor estabilidad se aprecia en todos los horizontes considerados.  
Las proyecciones de inflación de los modelos ESARIMA son además más estables que las 
proyecciones de analistas de la EEE en horizontes largos. Tal como mostramos en el panel 
B de la figura 6, en horizontes de 12 meses y hacia el final de la muestra, la raíz del ECM 
de las proyecciones de analistas es casi el doble que en el peor modelo ESARIMA. 
La inestabilidad de las predicciones sugiere que el criterio de ECM podría no ser muy útil 
para escoger un único modelo predictivo. Una regla alternativa para seleccionar modelos en 
ambientes inestables consiste en escoger al modelo que minimiza la pérdida máxima. Para 
realizar este ejercicio, utilizamos ventanas rodantes de 22 observaciones para definir en 
cada familia al modelo MINIMAX: esto es, al modelo que dentro de la familia específica 
considerada entregue el menor ECM entre el conjunto de los máximos ECM obtenidos en 
las ventanas rodantes. Para cada horizonte de predicción, el cuadro 6 muestra al modelo 
MINIMAX y al que minimiza el  ECM tanto en la familia de modelos propuestos como en 
la tradicional. Constatamos que rara vez coinciden. 
En el cuadro 7 mostramos las pérdidas y ganancias obtenidas al escoger un modelo según el 
criterio MINIMAX y no según el criterio del menor ECM. La tercera y cuarta columnas 
muestran el valor MINIMAX y el ECM del modelo escogido según la regla MINIMAX 
para cada uno de los 6 horizontes considerados. La quinta columna, en tanto, muestra la 
ganancia en puntos base que surge de seleccionar el modelo según la regla MINIMAX.   20
Esta ganancia es equivalente a la diferencia entre el ECM más alto del modelo MINIMAX 
y la máxima pérdida del modelo seleccionado según el criterio del mínimo ECM. La última 
columna en tanto muestra el ECM del período completo que se sacrifica al escoger un 
modelo según el criterio MINIMAX.  
Los resultados del cuadro 7  muestran que las ganancias relativas de escoger de acuerdo al 
criterio MINIMAX aumentan con el horizonte de proyección, y que son mucho mas 
importantes en familias inestables que en familias estables. 
Finalmente notamos también que las proyecciones ESARIMA son más estables, en 
términos del criterio MINIMAX, que las de la Encuestas de Expectativas Económicas a 
horizontes de 3 y 12 meses, pero menos estables en proyecciones  a 1 mes.  Esto se puede 
apreciar claramente en las Figuras 5-6. 
VI    Resumen y Conclusiones 
El presente trabajo se motiva en la necesidad de contar con un benchmark preciso, simple y 
robusto para predecir inflación en Chile. Contar con un buen benchmark es relevante pues 
permite realizar una evaluación exigente de las proyecciones provenientes de nuevos 
modelos que van surgiendo en la literatura.  
Nuestros resultados indican que una subfamilia de modelos ESARIMA genera 
proyecciones significativamente más precisas en promedio que la mayoría de los 
tradicionales modelos autorregresivos, caminos aleatorios y procesos ARIMA usados en la 
literatura. De hecho, en promedio, las proyecciones derivadas de la familia ESARIMA han 
sido entre un 13% y 15% más precisas que las de los benchmarks tradicionales. 
La evolución dispar de la inflación en el período muestral hace difícil determinar cuál es el 
mejor modelo, pues es posible que el desempeño relativo de ellos no sea homogéneo a lo 
largo de toda la muestra. La exploración visual de nuestros resultados muestra que no es   21
difícil que un par de modelos alternen superioridad local en distintos períodos muestrales. 
En ambientes inestables esto es más frecuente y sugiere no considerar como criterio único 
de selección de modelos el Error Cuadrático Medio. En este sentido también proponemos 
un criterio MINIMAX que permita escoger al modelo que en las circunstancias más 
inestables entregue la más alta precisión. 
Observamos también que la familia ESARIMA entrega proyecciones más estables que la 
familia de métodos univariados tradicionales para todos los horizontes bajo análisis. Las 
proyecciones ESARIMA también son más estables que las de la Encuestas de 
Expectativas Económicas a horizontes de 3 y 12 meses, pero menos estables en 
proyecciones  a 1 mes.  
Si bien no ahondamos en las razones que se encuentran detrás de este más que satisfactorio 
comportamiento predictivo, asociamos este éxito a dos elementos: 1) la imposición de dos 
raíces unitarias en el nivel de precios, lo que si bien puede resultar un tanto extraño al 
economista no extensamente vinculado con la literatura predictiva, provee parsimonia en 
los modelos eliminando incertidumbre paramétrica y de esta manera entregando 
predicciones precisas. 2) La incorporación explícita de términos de medias móviles de 
orden 12 que permiten capturar adecuadamente la dinámica de shocks en el nivel de precios 
y no sólo en la inflación propiamente tal.  El primer punto nos dice que la incorporación de 
una tendencia estocástica ha sido útil para proyectar la inflación en la última década. El 
segundo punto nos dice que elementos estacionales aún parecen estar presentes incluso al 
considerar la inflación en variación a 12 meses.    22
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Nota: Serie simulada para 1000 observaciones considerando valores de 0.94 para el parámetro AR, y de 0.5 para 
cada uno de los dos parámetros de media móvil. El proceso no tiene constante y los errores son normales con 
media nula y desviación estándar igual a 3 
 
FIGURA 2 
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Nota: Serie simulada para 1000 observaciones considerando valores de 0.6 para el parámetro AR, y de 0.5 para 
el parámetro de media móvil. Se considera un comportamiento estacional cada 12 meses, donde el parámetro 
estacional es igual a 0.95. El proceso no tiene constante y los errores son normales con media nula y desviación 
estándar igual a 3.   25
FIGURA 3 
Función de Autocorrelación  
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Nota: El período considerado comprende desde enero del 2000 hasta diciembre del 2008.   26
FIGURA 5 
Ventanas Rodantes en RECM para Proyecciones 1 Mes en Adelante 
Inflación en Chile Septiembre 2001 – Noviembre 2008 
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Δπt = δ+εt −θεt-1−θEεt-12 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-12 
Δπt = εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = ρ∗Δπt-1+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = δ+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-12+θθEεt-13  27
FIGURA 6 
Ventanas Rodantes en Raíz del Error Cuadrático Medio de Diversas Especificaciones 
ESARIMA y de la Encuesta de Expectativas Económicas 






ago-03 nov-04 feb-06 may-07 ago-08
Pit-Pit-1=c+Rho(Pit-Pit-1)+Ma(1)+ Ma(12) Pit-Pit-1=c+ Rho(Pit-Pit-1)+Ma(1)+ SMa(12)
Pit-Pit-1= Rho(Pit-Pit-1)+Ma(1)+ SMa(12) Pit-Pit-1=c+Ma(1)+ SMa(12)
Pit-Pit-1=c+Ma(1)+ Ma(12) Pit-Pit-1=Ma(1)+ Ma(12)
Pit-Pit-1=Rho(Pit-Pit-1)+Ma(1)+ Ma(12) Pit-Pit-1=Ma(1)+ SMa(12)
Encuesta de Expectativas Económicas
 
 












may-04 nov-05 may-07 nov-08
Encuesta de Expectativas Económicas Pit-Pit= rho(Pit-1-Pit-2)+ma(1)+ma(12)
Pit-Pit=c+ rho(Pit-1-Pit-2)+ma(1)+ma(12) Pit-Pit= ma(1)+Sma(12)
Pit-Pit= c +rho(Pit-1-Pit-2)+ma(1)+Sma(12) Pit-Pit= rho(Pit-1-Pit-2)+ma(1)+Sma(12)
Pit-Pit= ma(1)+ma(12) Pit-Pit= c+ma(1)+ma(12)
Pit-Pit= c+ma(1)+ sma(12)
 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-12 
Δπt = ρ∗Δπt-1+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = δ+εt−θεt-1−θEεt-12 
Δπt = ρ∗Δπt-1+εt−θεt-1−θEεt-12 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = δ+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = εt−θεt-1−θEεt-12 
Δπt = εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-12 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = εt−θεt-1−θEεt-12 
Δπt = δ+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = ρ∗Δπt-1+εt−θεt-1−θEεt-12 
Δπt = εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = ρ∗Δπt-1+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = δ+εt−θεt-1−θEεt-12   28
CUADRO 1 
Test de Raíz Unitaria 
Logaritmo del IPC 
 
Augmented Dickey - Fuller -1.884 -5.612 ***
Phillips - Perron (Zt) 0.423 -4.291 ***
DF - GLS -2.000 -4.667 ***
Nota: Todos los tests tienen como hipótesis nula que la serie en cuestión es no 
estacionaria. *  significativo al 10%; ** significativo al 5%; *** significativo al 
1%





Raíz el Error Cuadrático Medio, Diversas Especificaciones ESARIMA y ARIMA  
Inflación en Chile Enero 2000 – Noviembre 2008 
 
1 mes 2 meses 3 meses 4 meses 5 meses 6 meses
(πt−πt-1)=εt−θεt-1−θEεt-12 0.38 0.65 0.84 1.04 1.24 1.49
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13 0.41 0.65 0.84 1.02 1.19 1.39
(πt−πt-1)=δ+εt−θεt-1−θEεt-12 0.41 0.69 0.88 1.10 1.31 1.55
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13 0.41 0.66 0.83 1.00 1.16 1.34
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12 0.39 0.63 0.82 1.00 1.20 1.38
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13 0.40 0.66 0.83 1.00 1.18 1.38
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12 0.42 0.70 0.91 1.13 1.35 1.57
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13 0.40 0.66 0.83 1.00 1.17 1.35
RW sin drift 0.46 0.74 0.95 1.16 1.36 1.56
RW con drift 0.46 0.75 0.96 1.17 1.37 1.58
AR1 0.48 0.79 1.02 1.25 1.48 1.68
IMA(1,1) 0.45 0.75 0.95 1.16 1.36 1.57
ARMA(1,1) 0.47 0.81 1.05 1.26 1.45 1.62
AR12 0.54 1.01 1.38 1.78 2.23 2.71
AR(p) BIC 0.46 0.74 0.96 1.16 1.36 1.54
AR(p) AIC 0.47 0.81 1.06 1.32 1.57 1.78
ARMA(6,12) stepwise backward 0.48 0.82 1.12 1.37 1.55 1.80
ARMA(p,q) BIC 0.55 0.98 1.30 1.62 1.93 2.30
ARMA(p,q) AIC 0.63 1.14 1.52 1.97 2.43 2.96
(a) Promedio Benchmarks Propuestos: 0.402 0.662 0.848 1.036 1.225 1.431
(b) Promedio Benchmarks Tradicionales: 0.473 0.776 1.009 1.232 1.438 1.644
R a z ó n  R E C M  ( a )  /  ( b ) 0 . 8 50 . 8 50 . 8 40 . 8 40 . 8 50 . 8 7
Benchmarks Propuestos
Benchmarks tradicionales
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CUADRO 3 
Raíz del Error Cuadrático Medio de Diversas Especificaciones ESARIMA y de la 
Encuesta de Expectativas Económicas 
 
Benchmarks Propuestos 1 mes 2 meses 12 meses
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13 0.41 0.92 2.02
(πt−πt-1)=εt−θεt-1−θEεt-12 0.38 0.91 1.97
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13 0.40 0.92 3.23
(πt−πt-1)=δ+εt−θεt-1−θEεt-12 0.41 0.87 2.49
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13 0.39 0.89 1.99
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12 0.40 0.89 2.10
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13 0.42 0.93 3.13
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12 0.40 0.87 2.61
Benchmarks tradicionales
Encuesta de Expectativas 0.30 0.93 2.61  
Nota: Las proyecciones consideran distintos períodos dependiendo del horizonte: 1 mes: Febrero 2000-Noviembre 
2008; 3 meses: Noviembre 2001-Noviembre 2008; 12 meses: Agosto 2002-Noviembre 2008 
   30
CUADRO 4 
Test de Giacomini - White para Diversas Especificaciones ARIMA y ESARIMA 
Inflación en Chile Enero 2000 – Noviembre 2008 
 
Mejor Mediana  Peor  Mejor Mediana  Peor 
Mejor  -2.84 -3.65 -6.10 Mejor  -3.05 -3.50 -5.34
Mediana  -2.63 -3.21 -5.73 Mediana  -2.78 -3.11 -5.08
Peor  -1.46 -2.01 -5.36 Peor  -1.61 -1.54 -4.21
Mejor Mediana  Peor  Mejor Mediana  Peor 
Mejor  -2.94 -2.90 -4.56 Mejor  -2.93 -2.73 -3.72
Mediana  -2.95 -2.66 -4.39 Mediana  -3.23 -3.21 -3.76
Peor -1.09 -1.04 -3.69 Peor -0.70 -1.08 -3.20
Mejor Mediana  Peor  Mejor Mediana  Peor 
Mejor  -2.94 -3.65 -3.60 Mejor  -2.88 -3.95 -3.43
Mediana  -3.63 -3.95 -3.61 Mediana  -3.34 -4.05 -3.41




























Proyección 1 Mes en Adelante Proyección 2 Meses en Adelante
Proyección 3 Meses en Adelante Proyección 4 Meses en Adelante

















(i) Valor negativo del estadístico indica que el modelo “fila” tiene menor ECM que el modelo “columna” 
(ii) Un valor inferior a -1.28 en el t-statistic indica que el benchmark propuesto le gana al benchmark tradicional con al 
menos un 90% de confianza en tests de una sola cola   31
CUADRO 5 
Test de Giacomini - White para Diversas Especificaciones ESARIMA y la EEE 
Inflación en Chile Enero 2000 – Noviembre 2008 
 
1 mes 2 meses 12 meses
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13 3.41 -0.34 -1.92
(πt−πt-1)=εt−θεt-1−θEεt-12 4.49 -0.21 -2.03
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13 3.22 -0.17 1.83
(πt−πt-1)=δ+εt−θεt-1−θEεt-12 4.67 -0.60 -0.37
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13 3.92 -0.61 -2.00
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12 4.05 -0.60 -1.68
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-1 3.47 -0.05 1.57
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12 3.82 -0.67 -0.01
 
Notas:  
(i) Valores negativos de los estadísticos favorecen a los modelos ESARIMA propuestos. 
(ii) Un valor superior a 1.28 en el t-statistic implica que la nula de igualdad de capacidad predictiva se rechaza a favor del 
modelo ESARIMA con un nivel de confianza superior o igual al 90%.   32
CUADRO 6 
Mejores Modelos Bajo Criterios Min(Max(ECM)) y Min(ECM) 
Horizontes de 1 a 6 Meses en Adelante 
 
   Mejor Modelo según criterio MINIMAX  Mejor Modelo según criterio MIN-ECM 
Horizonte  Benchmark Propuesto 
1M     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12−θθEεt-13          Δπt = εt−θεt-1−θEεt-12−θθEεt-13 
2M     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12−θθEεt-13          Δπt = ρ*Δπt-1 + εt−θεt-1−θEεt-12−θθEεt-13 
3M     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12          Δπt = ρ*Δπt-1 + εt−θεt-1−θEεt-12 
4M     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12          Δπt = δ + εt−θεt-1−θEεt-12 
5M     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12          Δπt = δ + εt−θεt-1−θEεt-12 
6M     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12          Δπt = δ + εt−θεt-1−θEεt-12 
   Benchmarks Tradicionales 
1M  IMA(1,1)  IMA(1,1) 
2M  IMA(1,1)  RW 
3M  IMA(1,1)  IMA(1,1) 
4M  IMA(1,1)  RW 
5M  IMA(1,1)  RW 




Ganancias y Pérdidas de Criterio Min(Max(ECM)) versus Min(ECM) 
Horizontes de 1 a 6 Meses en Adelante 
 
   Mejor Modelo según criterio MINIMAX  Valor  ECM  Ganancias   Pérdida  
Horizonte  Benchmark Propuesto   MINIMAX     MINIMAX (pb) MINIMAX (pb)
   1 Mes     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12−θθEεt-13  0.22  0.18  1.73  4.57 
2 Meses     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12−θθEεt-13  0.72  0.48  5.78  4.75 
3 Meses     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12  1.18  0.69  11.49  0.69 
4 Meses     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12  1.84  0.99  4.49  0.10 
5 Meses     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12  2.71  1.37  2.79  0.89 
6 Meses     Δπt = δ + ρ*Δπt-1 + εt−θεt-1−θEεt-12  3.42  1.83  3.49  0.89 
   Benchmarks Tradicionales             
   1 Mes  IMA(1,1)  0.30  0.21  0.00  0.00 
2 Meses  IMA(1,1)  0.93  0.56  7.22  0.73 
3 Meses  IMA(1,1)  1.56  0.91  0.00  0.00 
4 Meses  IMA(1,1)  2.59  1.35  16.06  0.23 
5 Meses  IMA(1,1)  3.71  1.86  18.02  0.53 
6 Meses  IMA(1,1)  4.96  2.48  10.61  0.00 
 Tabla A1 
Test de Giacomini y White para Diversas Especificaciones ESARIMA y ARIMA 
Inflación en Chile Enero 2000 – Noviembre 2008 
Proyecciones 1 Mes en Adelante 
      2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 
(πt−πt-1)=εt−θεt-1−θEεt-12  1  2.83 1.26 1.40 -0.07 0.31 -0.26 0.66 -2.29 -2.46 -2.53 -1.46 -1.92 -4.16 -2.21 -2.11 -2.65 -4.32 -5.36 
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13  2 -  -1.88 -0.97 -3.09 -1.47 -1.82 -1.71  -3.96 -4.26 -3.49 -2.84 -3.18 -4.99 -3.57 -3.11 -3.70 -5.55 -6.10 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  3 -  -  0.68  -1.22 -0.39 -0.90 -0.35  -2.63 -2.65 -2.67 -1.97 -2.26 -4.50 -2.58 -2.40 -2.84 -4.73 -5.71 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  4 -  -  -  -1.59 -1.09 -1.96 -0.93  -3.09 -2.90 -2.99 -2.62 -2.94 -4.73 -3.06 -2.64 -3.15 -5.16 -5.80 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12  5  - - - -  0.41  -0.25 0.99  -2.55 -2.36 -2.57 -1.44 -1.86 -3.77 -2.36 -1.81 -2.63 -4.19 -5.14 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13  6  - - - - -  -1.04 0.26  -2.59 -2.05 -2.61 -2.22 -2.46 -3.96 -2.65 -1.99 -2.57 -4.25 -4.91 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  7  - - - - - -  0.90  -1.65 -1.32 -1.94 -1.43 -1.73 -3.42 -1.72 -1.42 -2.04 -3.76 -4.49 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  8  - - - - - - -  -2.65 -2.33 -2.69 -1.94 -2.21 -4.04 -2.65 -2.11 -2.78 -4.46 -5.24 
πt=πt-1+εt                                                    (RW con drift) 9  -  -  -  -  -  -  -  -  0.41 -1.41 0.28 -0.40 -2.60 -0.18 -0.26 -1.04 -2.81 -3.94 
πt=δ+πt-1+εt                                                (RW sin drift) 10  -  -  -  -  -  -  - - -  -1.34 0.09  -0.50 -2.85 -0.38 -0.43 -1.23 -2.92 -4.22 
πt=α+β∗πt-1+εt                                            (AR(1))  11  -  -  -  -  -  -  - - - -  0.94  0.39  -1.98 1.62  0.47  -0.27 -2.09 -3.32 
(πt−πt-1)=α+εt−θεt-1                                                (IMA(1,1))  12  -  -  -  -  -  -  - - - - -  -0.99 -3.05 -0.36 -0.49 -1.08 -3.30 -4.12 
πt=α+β∗πt-1+εt−θεt-1                                              (ARMA(1,1)) 13  -  -  -  -  -  -  - - - - - -  -2.72 0.35  0.10  -0.56 -3.10 -4.06 
πt=α+β1∗πt-1+β2∗πt-2+...+β12∗πt-12+εt        (AR(12))  14  -  -  -  -  -  -  - - - - - - -  2.59  3.36  1.86  -0.23 -2.69 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) BIC)  15  -  -  -  -  -  -  - - - - - - - -  -0.20 -1.04 -2.83 -3.82 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) AIC)  16  -  -  -  -  -  -  - - - - - - - - -  -0.74 -2.83 -4.42 
ARMA(6,12) stepwise backward  17  -  -  -  -  -  -  - - - - - - - - - -  -1.86 -3.32 
ARMA(p,q) BIC  18  -  -  -  -  -  -  - - - - - - - - - - -  -2.56 
ARMA(p,q) AIC  19  -  -  -  -  -  -  - - - - - - - - - - - - 
 
Notas:  
(i) Valor negativo del estadístico indica que el modelo “fila” tiene menor ECM que el modelo “columna” 
(ii) Valores menores que -1.28 indican que el benchmark propuesto le gana al benchmark tradicional con al menos un 90% de confianza en test de una sola cola   34
Tabla A2 
Test de Giacomini y White para Diversas Especificaciones ARIMA y ESARIMA 
Inflación en Chile Enero 2000 – Noviembre 2008 
Proyecciones 2 Mes en Adelante 
     2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 
(πt−πt-1)=εt−θεt-1−θEεt-12  1  0.42 -0.15 0.93 -0.41 -0.87 -1.09 -0.26 -2.45 -2.67 -2.64 -2.19 -3.11 -5.18 -2.36 -3.12 -3.24 -4.84 -5.18 
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13  2  - -0.48 1.11  -0.70 -1.22 -1.47 -0.56  -2.94 -3.11 -2.86 -2.75 -3.37 -5.41 -2.78 -3.12 -3.48 -5.03 -5.29 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  3  - -  1.14  -0.22 -0.82 -1.08 -0.19  -2.04 -2.04 -2.26 -1.99 -2.69 -5.03 -1.98 -2.75 -2.88 -4.71 -5.21 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  4  - - -  -1.19 -1.72 -2.07 -1.23  -3.07 -3.04 -2.99 -3.05 -3.44 -5.43 -3.00 -3.22 -3.59 -5.11 -5.34 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12  5  - - - -  -0.79 -1.05 0.11  -2.48 -2.12 -2.47 -2.22 -2.79 -4.52 -2.23 -2.55 -2.93 -4.54 -4.87 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13  6  - - - - -  -0.73 0.98  -1.79 -1.36 -2.07 -1.87 -2.28 -4.08 -1.64 -1.99 -2.38 -3.69 -4.33 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  7  - - - - - -  1.35  -1.44 -1.08 -1.87 -1.61 -2.10 -4.01 -1.33 -1.84 -2.21 -3.59 -4.21 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  8  - - - - - - -  -2.18 -1.90 -2.32 -2.13 -2.61 -4.51 -2.03 -2.46 -2.78 -4.34 -4.83 
πt=πt-1+εt                                                    (RW con drift) 9  -  -  -  -  -  -  - -  0.43  -1.57 -0.02 -1.85 -3.72 0.22  -1.33 -1.69 -3.38 -3.90 
πt=δ+πt-1+εt                                                (RW sin drift) 10  -  -  -  -  -  -  - - -  -1.65 -0.23 -2.37 -4.30 -0.19 -1.72 -1.98 -3.73 -4.19 
πt=α+β∗πt-1+εt                                            (AR(1))  11  -  -  -  -  -  -  - - - -  1.06  -0.88 -3.22 1.80  -0.61 -0.85 -2.67 -3.43 
(πt−πt-1)=α+εt−θεt-1                                                (IMA(1,1))  12  -  -  -  -  -  -  - - - - -  -1.71 -3.68 0.13  -1.21 -1.63 -3.29 -3.87 
πt=α+β∗πt-1+εt−θεt-1                                              (ARMA(1,1)) 13  -  -  -  -  -  -  - - - - - -  -3.38 2.07  -0.16 -0.38 -2.78 -3.50 
πt=α+β1∗πt-1+β2∗πt-2+...+β12∗πt-12+εt        (AR(12))  14  -  -  -  -  -  -  - - - - - - -  3.79  3.86  3.09  0.99  -1.57 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) BIC)  15  -  -  -  -  -  -  - - - - - - - -  -1.45 -1.90 -3.55 -3.93 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) AIC)  16  -  -  -  -  -  -  - - - - - - - - -  -0.15 -2.51 -3.97 
ARMA(6,12) stepwise backward  17  -  -  -  -  -  -  - - - - - - - - - -  -2.37 -3.40 
ARMA(p,q) BIC  18  -  -  -  -  -  -  - - - - - - - - - - -  -2.49 
ARMA(p,q) AIC  19  -  -  -  -  -  -  - - - - - - - - - - - - 
 
Notas:  
(i) Valor negativo del estadístico indica que el modelo “fila” tiene menor ECM que el modelo “columna” 
(ii) Valores menores que -1.28 indican que el benchmark propuesto le gana al benchmark tradicional con al menos un 90% de confianza en test de una sola cola.   35
Tabla A3 
Test de Giacomini y White para Diversas Especificaciones ARIMA y ESARIMA 
Inflación en Chile Enero 2000 – Noviembre 2008 
Proyecciones 3 Mes en Adelante 
     2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 
(πt−πt-1)=εt−θεt-1−θEεt-12  1  -0.02 0.54 1.03 0.34 -0.78 -1.27 0.30 -2.57 -2.80 -2.92 -2.12 -2.86 -5.18 -2.54 -3.19 -3.28 -4.25 -4.43 
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13  2  -  0.67 1.92 0.34 -0.85 -1.40 0.33 -2.75 -2.91 -2.95 -2.42 -2.89 -5.41 -2.73 -3.16 -3.33 -4.28 -4.49 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  3  - -  0.54  -0.12 -1.18 -1.81 -0.15  -2.47 -2.38 -2.65 -2.31 -2.63 -5.25 -2.48 -3.00 -3.18 -4.24 -4.51 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  4  - - -  -0.45 -1.53 -2.25 -0.50  -3.12 -3.04 -3.08 -2.94 -2.97 -5.52 -3.14 -3.30 -3.46 -4.37 -4.56 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12  5  - - - -  -1.43 -1.93 0.00  -2.84 -2.27 -2.81 -2.61 -2.61 -4.69 -2.57 -2.77 -3.15 -4.06 -4.30 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13  6  - - - - -  -1.04 1.50  -1.68 -1.23 -2.09 -1.67 -1.96 -4.20 -1.52 -2.08 -2.53 -3.35 -3.86 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  7  - - - - - -  2.50  -1.14 -0.81 -1.69 -1.09 -1.63 -4.07 -1.01 -1.80 -2.23 -3.11 -3.69 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  8  - - - - - - -  -2.58 -2.09 -2.63 -2.49 -2.44 -4.68 -2.39 -2.66 -3.00 -3.87 -4.24 
πt=πt-1+εt                                                    (RW con drift) 9  -  -  -  -  -  -  -  -  0.38 -1.80 0.36 -1.52 -3.98 0.15 -1.56 -2.16 -3.11 -3.55 
πt=δ+πt-1+εt                                                (RW sin drift) 10  -  -  -  -  -  -  - - -  -2.02 0.02  -2.08 -4.49 -0.23 -2.05 -2.51 -3.45 -3.77 
πt=α+β∗πt-1+εt                                            (AR(1))  11  -  -  -  -  -  -  - - - -  1.59  -0.56 -3.48 1.82  -0.68 -1.39 -2.50 -3.18 
(πt−πt-1)=α+εt−θεt-1                                                (IMA(1,1))  12  -  -  -  -  -  -  - - - - -  -1.56 -4.00 -0.19 -1.55 -2.19 -3.14 -3.58 
πt=α+β∗πt-1+εt−θεt-1                                              (ARMA(1,1)) 13  -  -  -  -  -  -  - - - - - -  -3.63 1.68  -0.40 -1.39 -2.59 -3.20 
πt=α+β1∗πt-1+β2∗πt-2+...+β12∗πt-12+εt        (AR(12))  14  -  -  -  -  -  -  - - - - - - -  4.07  3.96  2.79  1.54  -0.98 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) BIC)  15  -  -  -  -  -  -  - - - - - - - -  -1.71 -2.36 -3.28 -3.61 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) AIC)  16  -  -  -  -  -  -  - - - - - - - - -  -0.92 -2.33 -3.35 
ARMA(6,12) stepwise backward  17  -  -  -  -  -  -  - - - - - - - - - -  -1.87 -2.82 
ARMA(p,q) BIC  18  -  -  -  -  -  -  - - - - - - - - - - -  -2.44 
ARMA(p,q) AIC  19  -  -  -  -  -  -  - - - - - - - - - - - - 
 
Notas:  
(i) Valor negativo del estadístico indica que el modelo “fila” tiene menor ECM que el modelo “columna” 
(ii) Valores menores que -1.28 indican que el benchmark propuesto le gana al benchmark tradicional con al menos un 90% de confianza en test de una sola cola   36
Tabla A4 
Test de Giacomini y White para Diversas Especificaciones ARIMA y ESARIMA 
Inflación en Chile Enero 2000 – Noviembre 2008 
Proyecciones 4 Mes en Adelante 
     2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 
(πt−πt-1)=εt−θεt-1−θEεt-12  1  -1.09 0.64 0.65 0.58 -1.19 -1.75 0.50 -2.73 -3.24 -3.15 -2.40 -3.05 -5.20 -2.78 -3.75 -3.69 -4.69 -3.83 
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13  2  -  1.54 2.24 1.04 -0.91 -1.49 0.96 -2.46 -2.82 -2.92 -2.22 -2.78 -5.27 -2.55 -3.49 -3.46 -4.53 -3.80 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  3  -  -  -0.03 0.15 -1.55 -2.26 0.14 -2.69 -2.75 -2.90 -2.57 -2.77 -5.31 -2.76 -3.57 -3.54 -4.60 -3.88 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  4  - - -  0.17  -1.61 -2.37 0.15  -3.13 -3.32 -3.16 -2.96 -2.99 -5.43 -3.16 -3.73 -3.70 -4.64 -3.88 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12  5  - - - -  -2.22 -2.90 -0.04  -3.25 -2.60 -3.17 -3.23 -2.76 -4.84 -2.95 -3.27 -3.58 -4.51 -3.76 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13  6  - - - - -  -0.94 2.15  -1.19 -0.83 -1.95 -1.16 -1.64 -4.13 -1.16 -2.14 -2.54 -3.42 -3.32 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  7  - - - - - -  3.35  -0.75 -0.45 -1.60 -0.70 -1.33 -4.02 -0.71 -1.89 -2.23 -3.19 -3.20 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  8  - - - - - - -  -2.87 -2.36 -2.94 -2.93 -2.54 -4.82 -2.67 -3.11 -3.37 -4.27 -3.72 
πt=πt-1+εt                                                    (RW con drift) 9  -  -  -  -  -  -  - -  0.35  -1.80 0.32  -1.31 -4.01 -0.06 -1.93 -2.26 -3.37 -3.17 
πt=δ+πt-1+εt                                                (RW sin drift) 10  -  -  -  -  -  -  - - -  -1.93 -0.05 -1.81 -4.39 -0.37 -2.49 -2.57 -3.72 -3.33 
πt=α+β∗πt-1+εt                                            (AR(1))  11  -  -  -  -  -  -  - - - -  1.66  -0.10 -3.49 1.78  -0.91 -1.38 -2.68 -2.86 
(πt−πt-1)=α+εt−θεt-1                                                (IMA(1,1))  12  -  -  -  -  -  -  - - - - -  -1.29 -4.01 -0.25 -1.89 -2.26 -3.30 -3.17 
πt=α+β∗πt-1+εt−θεt-1                                              (ARMA(1,1)) 13  -  -  -  -  -  -  - - - - - -  -3.69 1.38  -1.16 -1.62 -2.99 -2.94 
πt=α+β1∗πt-1+β2∗πt-2+...+β12∗πt-12+εt        (AR(12))  14  -  -  -  -  -  -  - - - - - - -  4.04  3.69  3.06  1.78  -1.05 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) BIC)  15  -  -  -  -  -  -  - - - - - - - -  -1.98 -2.47 -3.43 -3.16 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) AIC)  16  -  -  -  -  -  -  - - - - - - - - -  -0.50 -2.41 -2.89 
ARMA(6,12) stepwise backward  17  -  -  -  -  -  -  - - - - - - - - - -  -2.13 -2.65 
ARMA(p,q) BIC  18  -  -  -  -  -  -  - - - - - - - - - - -  -2.17 
ARMA(p,q) AIC  19  -  -  -  -  -  -  - - - - - - - - - - - - 
 
Notas:  
(i) Valor negativo del estadístico indica que el modelo “fila” tiene menor ECM que el modelo “columna” 
(ii) Valores menores que -1.28 indican que el benchmark propuesto le gana al benchmark tradicional con al menos un 90% de confianza en test de una sola cola.   37
Tabla A5 
Test de Giacomini y White para Diversas Especificaciones ARIMA y ESARIMA 
Inflación en Chile Enero 2000 – Noviembre 2008 
Proyecciones 5 Mes en Adelante 
     2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 
(πt−πt-1)=εt−θεt-1−θEεt-12  1  -2.14 0.29 -0.13 0.65 -1.58 -2.08 0.42 -2.90 -3.76 -3.18 -2.53 -3.24 -4.83 -2.84 -4.20 -4.09 -4.86 -3.65 
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13  2  -  1.87 1.93 1.46 -1.05 -1.54 1.18 -2.30 -2.85 -2.75 -2.02 -2.65 -4.81 -2.28 -3.68 -3.48 -4.64 -3.60 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  3  -  -  -0.46 0.49 -1.75 -2.34 0.31 -2.74 -3.02 -2.92 -2.54 -2.83 -4.94 -2.70 -3.90 -3.76 -4.72 -3.68 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  4  - - -  0.73  -1.66 -2.29 0.54  -2.95 -3.34 -3.05 -2.71 -2.89 -4.89 -2.95 -3.88 -3.71 -4.71 -3.64 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12  5  - - - -  -2.76 -3.44 -0.29  -3.63 -2.94 -3.31 -3.52 -2.94 -4.62 -3.17 -3.66 -3.97 -4.79 -3.60 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13  6  - - - - -  -0.88 2.66  -0.86 -0.54 -1.72 -0.78 -1.28 -3.93 -0.80 -2.12 -2.16 -3.48 -3.17 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  7  - - - - - -  3.80  -0.45 -0.18 -1.47 -0.35 -1.02 -3.84 -0.41 -1.90 -1.87 -3.29 -3.09 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  8  - - - - - - -  -3.11 -2.57 -3.18 -3.13 -2.67 -4.61 -2.84 -3.43 -3.64 -4.54 -3.56 
πt=πt-1+εt                                                    (RW con drift) 9  -  -  -  -  -  -  - -  0.42  -1.59 0.38  -1.01 -3.83 -0.02 -2.06 -1.90 -3.54 -3.08 
πt=δ+πt-1+εt                                                (RW sin drift) 10  -  -  -  -  -  -  - - -  -1.71 -0.11 -1.49 -4.09 -0.36 -2.62 -2.23 -3.83 -3.21 
πt=α+β∗πt-1+εt                                            (AR(1))  11  -  -  -  -  -  -  - - - -  1.60  0.37  -3.40 1.68  -0.94 -0.72 -2.81 -2.82 
(πt−πt-1)=α+εt−θεt-1                                                (IMA(1,1))  12  -  -  -  -  -  -  - - - - -  -1.02 -3.84 -0.22 -2.01 -1.92 -3.48 -3.09 
πt=α+β∗πt-1+εt−θεt-1                                              (ARMA(1,1)) 13  -  -  -  -  -  -  - - - - - -  -3.60 1.05  -1.60 -1.17 -3.17 -2.94 
πt=α+β1∗πt-1+β2∗πt-2+...+β12∗πt-12+εt        (AR(12))  14  -  -  -  -  -  -  - - - - - - -  3.84  3.48  3.46  1.95  -1.03 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) BIC)  15  -  -  -  -  -  -  - - - - - - - -  -2.02 -1.89 -3.54 -3.07 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) AIC)  16  -  -  -  -  -  -  - - - - - - - - -  0.40  -2.32 -2.79 
ARMA(6,12) stepwise backward  17  -  -  -  -  -  -  - - - - - - - - - -  -2.55 -2.82 
ARMA(p,q) BIC  18  -  -  -  -  -  -  - - - - - - - - - - -  -2.17 
ARMA(p,q) AIC  19  -  -  -  -  -  -  - - - - - - - - - - - - 
 
Notas:  
(i) Valor negativo del estadístico indica que el modelo “fila” tiene menor ECM que el modelo “columna” 
(ii) Valores menores que -1.28 indican que el benchmark propuesto le gana al benchmark tradicional con al menos un 90% de confianza en test de una sola cola.   38
Tabla A6 
Test de Giacomini y White para Diversas Especificaciones ARIMA y ESARIMA 
Inflación en Chile Enero 2000 – Noviembre 2008 
Proyecciones 6 Mes en Adelante 
     2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 
(πt−πt-1)=εt−θεt-1−θEεt-12  1  -4.94 0.18 0.27 0.67 -1.86 -2.23 0.47 -2.79 -3.77 -3.26 -2.48 -3.04 -4.46 -2.80 -4.20 -3.94 -4.40 -3.45 
(πt−πt-1)=εt−θεt-1−θEεt-12+θθEεt-13  2  -  2.77 3.05 2.08 -0.69 -0.97 1.84 -1.31 -1.58 -2.16 -1.13 -1.72 -4.36 -1.20 -3.47 -3.13 -4.00 -3.35 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  3  -  -  0.10 0.57 -2.04 -2.47 0.42 -2.66 -2.96 -2.81 -2.51 -2.49 -4.53 -2.70 -3.85 -3.66 -4.24 -3.47 
(πt−πt-1)=ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  4  - - -  0.51  -2.12 -2.58 0.36  -2.87 -3.26 -2.92 -2.71 -2.57 -4.56 -2.87 -3.87 -3.69 -4.28 -3.48 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12  5  - - - -  -3.02 -3.56 -0.25  -3.56 -2.88 -3.19 -3.40 -2.68 -4.33 -3.14 -3.70 -3.92 -4.30 -3.43 
(πt−πt-1)=δ+εt−θεt-1−θEεt-12+θθEεt-13  6  - - - - -  -0.55 2.97  -0.41 -0.14 -1.18 -0.32 -0.61 -3.71 -0.20 -1.91 -1.94 -3.22 -3.04 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12  7  - - - - - -  3.79  -0.16 0.10  -1.05 -0.04 -0.44 -3.67 0.07  -1.76 -1.77 -3.14 -3.00 
(πt−πt-1)=δ+ρ∗(πt-1-πt-2)+εt−θεt-1−θEεt-12+θθEεt-13  8  - - - - - - -  -3.19 -2.61 -3.03 -3.15 -2.41 -4.33 -2.87 -3.49 -3.64 -4.19 -3.41 
πt=πt-1+εt                                                    (RW con drift) 9  -  -  -  -  -  -  -  -  0.48 -1.30 0.31 -0.46 -3.67 0.45 -2.03 -1.95 -3.33 -3.01 
πt=δ+πt-1+εt                                                (RW sin drift) 10  -  -  -  -  -  -  - - -  -1.59 -0.20 -0.89 -3.85 -0.08 -2.57 -2.26 -3.57 -3.10 
πt=α+β∗πt-1+εt                                            (AR(1))  11  -  -  -  -  -  -  - - - -  1.32  0.79  -3.48 1.49  -1.09 -1.05 -3.11 -2.89 
(πt−πt-1)=α+εt−θεt-1                                                (IMA(1,1))  12  -  -  -  -  -  -  - - - - -  -0.51 -3.70 0.17  -2.00 -2.00 -3.32 -3.03 
πt=α+β∗πt-1+εt−θεt-1                                              (ARMA(1,1)) 13  -  -  -  -  -  -  - - - - - -  -3.62 0.69  -2.03 -1.80 -3.28 -2.98 
πt=α+β1∗πt-1+β2∗πt-2+...+β12∗πt-12+εt        (AR(12))  14  -  -  -  -  -  -  - - - - - - -  3.74  3.42  3.40  1.92  -1.09 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) BIC)  15  -  -  -  -  -  -  - - - - - - - -  -2.12 -2.07 -3.38 -3.05 
πt=α+β1∗πt-1+β2∗πt-2+...+βp∗πt-p+εt           (AR(p) AIC)  16  -  -  -  -  -  -  - - - - - - - - -  0.15  -2.52 -2.79 
ARMA(6,12) stepwise backward  17  -  -  -  -  -  -  - - - - - - - - - -  -2.52 -2.81 
ARMA(p,q) BIC  18  -  -  -  -  -  -  - - - - - - - - - - -  -2.13 
ARMA(p,q) AIC  19  -  -  -  -  -  -  - - - - - - - - - - - - 
 
Notas:  
(i) Valor negativo del estadístico indica que el modelo “fila” tiene menor ECM que el modelo “columna” 
(ii) Valores menores que -1.28 indican que el benchmark propuesto le gana al benchmark tradicional con al menos un 90% de confianza en tests de una sola cola FIGURA A1 
 
Ventanas Rodantes en RECM para Proyecciones 1 Mes en Adelante 
 Inflación en Chile Septiembre 2001 – Noviembre 2008 
Diversas Especificaciones ARIMA y ESARIMA 
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FIGURA A2 
Ventanas Rodantes en Raíz del Error Cuadrático Medio de Diversas Especificaciones 
ESARIMA, Inflación en Chile Septiembre 2001 – Noviembre 2008 
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Nota: Se consideran ventanas de 22 meses. 
 
 
Δπt = εt −θεt-1−θEεt-12 
Δπt = εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = ρ∗Δπt-1+εt−θεt-1−θEεt-12 
Δπt = ρ∗Δπt-1+εt−θεt-1−θEεt-12+θθEεt-
Δπt = δ+εt −θεt-1−θEεt-12 
Δπt = δ+εt−θεt-1−θEεt-12+θθEεt-13 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-12 
Δπt = δ+ρ∗Δπt-1+εt−θεt-1−θEεt-  41
FIGURA A3 
 
Ventanas Rodantes en Raíz del Error Cuadrático Medio de Diversas Especificaciones 
ARIMA, Inflación en Chile Septiembre 2001 – Noviembre 2008 
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