We define a family of functions F from a domain U to a range R to be dispersing if for every set S ⊆ U of a certain size and random h ∈ F , the expected value of |S| − |h[S]| is not much larger than the expectation if h had been chosen at random from the set of all functions from U to R.
Introduction
Universal families of hash functions [1] are widely used in various areas of computer science (data structures, derandomization, cryptology). In this paper we consider families of hash functions from a finite universe U to a finite range R. Suppose that F is a universal family (see definition in Section 4.1). Then for every subset S ⊆ U , if we pick a function h uniformly at random from F , the expected value of |S| − |h[S]| is not much larger than the expectation if h had been chosen from the set of all functions from U to R. We call a family F where this is the case dispersing. Another way of putting the dispersion property is that the family is good at distinguishing the elements of every set S: on average the functions map the elements of S to many different values. For comparison, a universal family is good at distinguishing all pairs of elements in U (few functions map a pair to the same value).
While universality implies dispersion, we show in Section 3 that there exist dispersing families that are much smaller than every universal family with the same dispersion property. In other words, dispersion is a property strictly weaker than universality. While our first upper bound is nonconstructive, Section 4 explores explicit constructions of small dispersing families. In particular, we exhibit a strong connection to the construction of extractors.
Small families of functions with random properties are important for derandomization (removing or reducing the use of random bits in algorithms). It is hard to characterize the situations in which a dispersing family could be used instead of a universal one. Indeed, the derandomization examples given in Section 5 use dispersing families in a somewhat different way than one would use a universal family. We also give an example from the literature where replacing a universal family with a dispersing one immediately gives an improved result.
Related work
The dispersion property of universal families was shown and first used in [7] . It has since found application in several papers [6, 11, 16] . Mehlhorn [12] has given tight bounds (up to a constant factor) on the number of bits needed to represent universal hash functions, i.e., determined the size of such families up to a polynomial.
Another way of stating the dispersion property of a hash function family F is that for random h ∈ F , E|h[S]| should be "large". The definition of a disperser is similar to this in that one requires E| h∈F h[S]| to be "large". However, in the usual treatment of dispersers, the range R has size |S| or smaller (whereas we will be interested in |R| ≥ |S|), and "large" means greater than (1 − ) |R|, for some choice of the parameter (while we can only hope for some fraction of |S|). Nisan's survey [15] gives a good introduction to dispersers. It also covers the stronger notion of extractors, where the requirement is near-uniformity of the random variable h(x), for uniformly and independently chosen h ∈ F and x ∈ S. As we will see in Section 4, extractors are closely related to dispersing hash function families. Construction of extractors and dispersers has been intensely researched in recent years. We refer to [20] and the references therein for an overview. The extractors considered in this paper are seeded extractors, and not the kind of deterministic extractors considered in some recent works on randomness extraction. Also, we need extractors of the type that extract all the entropy from the source.
Notation
In the following, S denotes a subset of U = {1, . . . , u}, |S| = n, and we consider functions from U to R = {1, . . . , r} where r ≥ n > 1 and u ≥ 2r. The set of all functions from U to R is denoted by (U → R), and U n denotes the set of subsets of U of size n. The number of overflow elements for S under h is C(S, h) = n − |h[S]| (this is the number of elements that could not be placed if we put the maximum number of elements of S in an array according to h-value). A uniform random choice is denoted by ∈ R , and is always independent of other events. The base of "log" is 2, and "ln" denotes the natural logarithm.
The family of all functions
As preparation for the results on dispersing families, this section contains some results on the distribution of C(S, h) for h ∈ R (U → R). The probability that i ∈ h[S] is (1 − 
Hence the expected value of C(S, h) is:
] .
We now turn to giving tail bounds. Let S = {s 1 , . . . , s n } and let B i,k be the indicator random variable that is 1 if h(s k ) = i. These random variables are known to be negatively associated [3] . Note that C(S, h) = i B i , where B i := max(0, |{k | h(s k ) = i}| − 1). Since the B i are non-decreasing functions of disjoint subsets of the B i,k , the B i are also negatively associated. As shown in [3] 
Analogously, for a sequence h 1 , . . . , h b ∈ R (U → R), one can derive the following estimate, for c ≥ 1:
Dispersing families
In this section we show upper and lower bounds on the minimal size of dispersing families, formally defined as follows:
, where |U | = u and |R| = r, is (c, n, r, u)-dispersing if for every S ⊆ U , |S| = n, the expected value of C(S, h) for h ∈ R F is at most cλ, where λ is given by (2) . When parameters n, r and u follow from the context, we will use the term c-dispersing.
By definition of λ, the family (U → R) is 1-dispersing. Thus, the parameter c is a measure of how well a random function from a family disperses compared to a function chosen at random from (U → R).
We now give a simple nonconstructive argument (using the probabilistic method) that a small family of c-dispersing functions exists for c ≥ 1 + , where > 0 is a constant. Let k(c) = ln(c c /e c−1 ) = Θ(c log c). The family can be constructed by picking
). We now argue that with nonzero probability this gives a family with the desired property, namely
Since there are fewer than (ue/n) n sets in U of size n (see, e.g., [10, Section 1.1]), the probability of failure for at least one set is less than 1, as desired.
We now show a lower bound on the size of a c-dispersing family for n > 1. Take some such family
The set U i is constructed from U i−1 using the pigeonhole principle to pick a subset U i with |h i [U i ]| ≤ n/2 of size at least |U i−1 | n/2 /r. (U i is simply the union of the elements in the n/2 most loaded "buckets" when mapping U i−1 with h i .) Setting k = log(u/n)/ log(r/ n/2 ) we have |U k | ≥ n and can take S ⊆ U k of size n. Observe that k ≥ log(u/n)/(2 log(2r/n)) ≥ 1. Since F is c-dispersing
(using that n > 1 and n is integer). Therefore we must have:
We summarize the bounds as follows:
Theorem 2 For r ≥ n > 1, u ≥ 2r and c > 1 + , for constant > 0, a minimal size (c, n, r, u)-dispersing family F satisfies:
The gap between the bounds is O(
). This is a tight bound in many cases: The parameter c ranges from 1 + to O(r/n), and for c = (r/n) Ω(1) the bounds differ by a constant factor.
A random function h from a ( δn λ , n, r, u)-dispersing family has expected size of h[S] at least (1 − δ) n. This makes the following version of Theorem 2 convenient.
, n, r, u)-dispersing family F satisfies:
.
Explicit constructions
This section concerns the explicit construction of dispersing families, concentrating on O(1)-dispersing families. By explicit families F c,n,r,u we mean that there is a Turing machine that, given parameters c, n, r and u, the number of some function f in (an arbitrary ordering of) F c,n,r,u , and x ∈ U , computes f (x) in time (log |F c,n,r,u | + log(u + c)) O(1) . The general goal, only reached here for some parameters, would be explicit families of sizes polynomially related to the bounds of Theorem 2. Picking a random function from such a family uses a number of random bits that is within a constant factor of optimal, i.e., the sample complexity is optimal.
Universal families
One strongly (1 + )-universal (and thus (1 + )-universal) family for 0 < ≤ 1 is:
where m = 8 r 2 log(u)/ . The universality proof is given in appendix A. Note that the family has size (r log(u)/ )
O (1) , and that, given parameters s, t and p, we can compute a function value in polynomial time. To get universal families with parameter c ≥ 2, we note that if we take a subset of size 2|F |/c of a 2-universal family F , then this subset is a c-universal family.
We now establish that universal families are dispersing, slightly generalizing an observation in [7] :
Proof. Let F be a c-universal family, and take S ∈
) we just need to bound the expected value of K(S, h). By c-universality this is at most n 2 c/r, and by (2) we have the bound
Mehlhorn [12] has shown that a c-universal family can have size no smaller than r ( log u/ log r − 1)/c. This is Ω(n log c/ log r) times larger than the upper bound of Theorem 2. Hence, dispersion is a property strictly weaker than universality.
For r ≥ n 1+Ω(1) the lower bound of Theorem 2 is r Ω(1) log(u)/c. When c = O(1) this is polynomially related to the size of F su . Thus we have the following:
Corollary 6 There exists an explicit O(1)-dispersing family of optimal sample complexity for r = n 1+Ω(1) .
Dispersing families from extractors
This section addresses the construction of O(1)-dispersing families for r = n 1+o (1) , where universal families do not have optimal sample complexity (except for very large universes). We give an explicit construction of an O(1)-dispersing family from an extractor (see the definition below). Plugging in an explicit optimal extractor would yield an explicit O(1)-dispersing family with optimal sample complexity (except perhaps for very small universes). Without loss of generality we may consider only the case where r is a power of two. This is because an O(1)-dispersing family with range [2 log r ] is also an O(1)-dispersing family with range [r].
Definition 7 A random variable X with values in a finite set T is -close to uniform if
It has min-entropy κ if max
Note that every random variable with min-entropy κ automatically also has minentropy κ for all κ < κ.
t is an (n, )-extractor if for every random variable X with values in U and min-entropy log n, the distribution of E(X, y) for y ∈ R {0, 1}
s is -close to uniform over {0, 1} t . The parameter s is called the seed length.
Nonconstructive arguments show that for t ≤ log n and > 0 there exist (n, )-extractors with s = O(log(log(u)/ )). As mentioned in the introduction, much research effort is currently directed towards explicit construction of such functions. We will make use of the following folklore fact [13] , which gives an alternative characterization of extractors:
t is an (n, )-extractor if and only if for every S ⊆ U with |S| = n, the distribution of E(x, y) for x ∈ R S and y ∈ R {0, 1} s is -close to uniform over {0, 1} t .
Proof.
(Sketch.) The "only if" direction is obvious since the distribution of x has the required min-entropy. For the other direction we use the fact that every source X of minentropy log n is a convex combination of sources that are uniformly distributed on n points in U . This can be seen by induction on the number of points x for which Pr[X = x] ∈ {0, 1/n}.
In turn, this implies that E(X, y) is a convex combination of distributions that are -close to uniform over {0, 1}
t . Specifically, E(X, y) itself is -close to uniform. 2
Theorem 10 Let u, n, r, and t be integers such that 1 < n ≤ r ≤ u/2, r ≥ 2 t , and r is a power of 2. We define U = {1, . . . , u} and R = {1, . . . , r}. For some > 0 suppose that
log(r)−t ) is 2-universal. Then the family
where • denotes bit string concatenation, is O(1)-dispersing.
Proof. Throughout this proof we let S ∈ U n , x ∈ R S, and z ∈ R {0, 1} s . By the extractor property, the distribution of E(x, z) is -close to uniform. We can therefore identify a set B ⊆ {0, 1}
t of "bad" points, such that |B| ≤ 2 t and for i ∈ {0, 1} t \B we have:
Now let f ∈ R F , f ∈ R F , and define the function h(y) = E(y, f (y))•f (x) (note that h is a random function from F 1 ). We wish to argue that the distribution of E(x, f (x)) is γ-close to uniform for γ = O( ). This is because for every fixed value of x, x =x, the distribution of f (x) is -close to uniform, and therefore E(x, f (x)) is -close to the distribution E(x, z).
We can bound the value of C(S, h) by the sum of two terms: 1) The number of elements in S mapping to B, and 2) The number of pair-wise collisions outside of B. Formally:
The first term is:
For
, the second term is:
To bound Pr[E(
t \B, we note that the random choice {x 1 , x 2 } ∈ R S 2 can be thought of in the following way: First choose S 1 ∈ R S n/2 and then choose x 1 ∈ R S 1 , x 2 ∈ R S\S 1 . By symmetry, this procedure yields the same distribution. Let z 1 , z 2 ∈ R {0, 1}
s . For every choice of S 1 we choose x 1 and x 2 independently from disjoint sets of size at least n/2 . For fixed S 1 and S 2 , since f is strongly (1 + )-universal, the tuple (x 1 , x 2 , f (x 1 ), f (x 2 )) is close to uniform on S 1 × S 2 × {0, 1} s × {0, 1} s in the sense that the probability of each particular value is at most 1 + times higher than in the uniform distribution. Using that E is an ( n/2 , )-extractor this means:
Plugging this into (9) we obtain:
Hence, the expected value of C(S, h) is O(n 2 /r), as desired. 2
Corollary 11
Let u, n, r, and t be integers such that 1 < n ≤ r ≤ u/2, r ≥ 2 t , and r is a power of 2. We define U = {1, . . . , u} and R = {1, . . . , r}. Given an explicit ( n/2 , )-
s → {0, 1} t with = O(n/r) and t = log n − O(1), there is an explicit O(1)-dispersing family F 1 ⊆ (U → R) with sample complexity O(log(r log(u)/n) + s).
Proof. We use the construction of Section 4.1 for the universal families in the construction above. The number of bits needed to sample f ∈ R F is O(log(2 s log(u)/ )) = O(s + log(r log(u)/n)). The number of bits needed to sample f ∈ F is O(log(2 log(r)−t log u)) = O(log(r log(u)/n)). 2
Of course, Theorem 10 and Corollary 11 are trivial in cases where the O(1)-parameter of the dispersing family is bigger than n/λ = O(r/n). In these cases we can get a nontrivial family by using Corollary 11 to obtain an O(1)-dispersing family with range {1, . . . , r }, where r /r is a suitably large constant power of 2. To get the family F with range R, simply cut away log(r /r) bits of the output. This only decreases sizes of images of sets by a constant factor, which means that for h ∈ R F and S ∈ U n the expected size of h[S] is still Ω(n).
Explicit extractors
First, we remark that we need extractors of the type that extracts all the entropy from the source, i.e., where 2 t ≈ n. (Much work has been done on extractors that extract less entropy, 2 t n.) The best explicit extractor in current literature with the parameters required by Corollary 11 (output of log n − O(1) bits and error n/r) has seed length [18] :
2 (log(u)r/n) log log n, log 2 (log u) log(n/r) log log n .
This should be compared to the minimum seed length of an O(1)-dispersing family, which is roughly O(log log u + log(r/n)). For constant (applicable when r = O(n)), the best known seed length is O(log log u + (log log n) 2+o(1) ) [21] . In particular, when log log u ≥ (log log n) 2+Ω(1) this gives an O(1)-dispersing family of functions with r = O(n) that has size (log u) O(1) , which is polynomial in the lower bound of Theorem 2.
Extractors from dispersing families
This section points out that nontrivial O(1)-dispersing families with range {0, 1} log n are also (n, )-extractors for a constant < 1.
Proposition 12 Let U be a set, and let n, t, and s be integers, t = log n − O(1). Suppose that a family of functions {h z } z∈{0,1} s ⊆ (U → {0, 1} t ) is such that for every S ∈ U n , and for
. For x ∈ R S and z ∈ R {0, 1} s , let B ⊆ {0, 1} t consist of the values i ∈ {0, 1} t for which Pr[h z (x) = i] < 2 −t . We have:
This implies that the distribution of E(x, z) is (1 − Ω (1))-close to uniform. By Lemma 9 this implies that E is an (n, 1 − Ω(1))-extractor. 2
It should be noted that there is an efficient explicit way of converting an extractor with nontrivial constant error into an extractor with almost any smaller error [17] . Unfortunately, this conversion slightly weakens other parameters, so the problem of constructing optimal extractors with small error cannot be said to be quite the same as that of constructing optimal dispersing families.
Applications
The model of computation used for our applications is a unit-cost RAM with word size w. We assume that the RAM supports dispersing families, i.e., given the parameters of a dispersing family, a "function number" i and an input x, it can compute f i (x) in constant time, where f i is the ith function from a dispersing family with the given parameters and optimal sample complexity. (Unfortunately, the constructions the previous section cannot be used to explicitly construct dispersing families with the required parameters.) The RAM also has an instruction to generate random numbers.
Relational joins
Suppose we have two lists of at most n machine words in total, each of which has no duplicate elements. We consider the problem of identifying all elements that occur in both lists. This task underlies join operations, a fundamental primitive in relational databases. Other applications are determining whether two sets are identical or whether one is a subset of the other.
Comparison-based algorithms for these problems require Ω(n log n) time, and performing a relational join is easily reduced to sorting. The currently best deterministic linear-space sorting algorithm runs in time O(n log log n) [9] . Using randomization and universal hashing, the time for relational joins can be improved to O(n), expected, using linear space. The number of random bits used for this is Ω(log n + log w). We now show how to decrease the number of random bits to O(log w), and still solve the problem in expected O(n) time and linear space, using dispersing hash functions.
Pick a function h at random from an (n/ log n, n, n 2 , 2 w )-dispersing family. According to Theorem 2 there is such a family of size O(w), which means that the sample complexity is O(log w) bits. The algorithm goes as follows. First compute the function values under h for all elements in the two lists, and sort the elements into buckets according to their hash function values. This can be done in time O(n) using radix sort. All duplicates in buckets with at most two elements can be identified by a linear time scan. We then list the elements in buckets of size more than two, and sort them using an O(n log n) time sorting algorithm. As a last step, we go through the sorted list and report all duplicates.
The correctness of the algorithm is straightforward. It remains to be argued that the expected running time is O(n). Let S 1 and S 2 be the two sets of elements. For the sake of analysis let S be a set of n − |S 1 ∪ S 2 | elements, disjoint from S 1 and S 2 . By definition of dispersing families, the expected size of h[S 1 ∪ S 2 ∪ S ] is n − O(n/ log n). In particular, the number of elements in the set S 1 ∪ S 2 that share their function value with another element in S 1 ∪ S 2 is O(n/ log n), expected. Since the elements in the two lists are distinct, this means that the expected number of elements in buckets of size more than two is O(n/ log n), meaning that the sorting step takes O(n) expected time.
Element distinctness
We now consider the element distinctness problem for a list of n machine words. Again, in a comparison-based model this problem requires time Ω(n log n), and the problem can be reduced to sorting. As before, with universal hashing the problem can be solved in expected linear time and linear space. We show how to decrease the number of random bits to O(log w), using dispersing hash functions. The method is similar to the one in Section 5.1, but we describe it here for completeness.
Again, pick h at random from an (n/ log n, n, n 2 , 2 w )-dispersing family of size O(w). Arguing as above, the expected size of h[S] is |S| − O(n/ log n), where S is the set of machine words considered. Words involved in a collision are put into a balanced binary search tree, each in time O(log n). Since no more than 2(|S| − |h[S]|) elements can be inserted before a duplicate (if any) is found, this takes time O((|S| − |h[S]|) log n), which is expected O(n).
Remark. It would be interesting if the more general problem of determining the number of distinct elements in a list of machine words (the set cardinality problem), could be solved in a similar way. Possibly, a slightly stronger property than dispersion is needed.
Static dictionary construction
The next problem considered is that of constructing a static dictionary, i.e., a data structure for storing a set S ⊆ U = {0, 1} w , |S| = n, allowing constant time lookup of elements (plus any associated information) and using O(n) words of memory. The best known deterministic algorithm runs in time O(n log n) [8] . In the case u = n O(1) there exists a construction algorithm running in time O(n log log n) [19] .
Randomized algorithms running in time O(n) can be made to use as few as O(log n + log w) random bits [2] . Here we will show how to achieve another trade-off, namely expected time O(n log log n) using O(log w) random bits. It suffices to reduce the general case to the case u = n O(1) , where the efficient deterministic algorithm [19] can be applied. Picking random functions from an (n/ log n, n, n 2 , 2 w )-dispersing family of size O(w), we can first reduce our problem to two subproblems: one within a universe of size n 2 and one with O(n/ log n) colliding elements. The set of O(n/ log n) elements can be handled in time O(n) using the deterministic O(n log n) algorithm. The set within a universe of size n 2 is handled by the deterministic O(n log log n) time algorithm..
Note that when randomly picking a hash function, there is a positive constant probability of finding one reducing the problem to two subproblems with the desired parameters. Thus, the expected number of attempts before a suitable function is found is constant. This means that the expected number of random bits needed to find a suitable reduction function is O(log w).
We sum up our derandomization results as follows:
Theorem 13 On a unit cost RAM supporting dispersing families we can, using O(log w) random bits, expected, and space O(n):
• Perform relational join in expected time O(n).
• Solve the element distinctness problem in expected time O(n).
• Construct a static dictionary (supporting constant time queries) in expected time O(n log log n).
An implicit dictionary
As a final application, we consider the implicit dictionary scheme of Fiat et al. [6] . In an implicit dictionary, the elements of S are placed in an array of n words. A result of Yao states that without extra memory, a lookup requires log n table lookups in the worst case [22] . The question considered in [6] is how little extra memory is needed to enable constant worst case lookup time. The information stored outside the table in the construction of [6] is the description of (essentially) a universal hash function, occupying O(log n + log w) bits. However, the only requirement on the function is that it is, say, (2, n, O(n), 2 w )-dispersing, so we can reduce the extra memory to O(log w) bits. (This result was also shown in a follow-up paper [5] , using an entirely different nonconstructive argument.)
Open problems
The most obvious open problem is to find explicit dispersing families of close to minimal size for a wider range of parameters. As shown in Section 4.2, explicit O(1)-dispersing families with optimal sample complexity will follow if optimal extractors are constructed, and such families are themselves extractors with nontrivial error. Secondly, the issue of constructing explicit c-dispersing families with parameter c close to r/n is interesting in view of the derandomization applications given in Section 5.
We note that our applications would even require construction of efficient circuits for dispersing families, to justify the assumption of a RAM model in which function evaluation takes constant time. While current state-of-the-art seems far from achieving this, there are practical function families that are plausible candidates for being optimal dispersing families. One such example is a family of functions of the form x → x mod p i , where p i is taken from a set of O(w) primes of size Θ(r).
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A Universality proof
This appendix gives a proof of strong (1 + )-universality, for arbitrarily small > 0, of a small explicit family of functions. To the knowledge of the author, such a proof never appeared explicitly in the literature. However, the proof is along the lines of the universality proof in [7] . Theorem 14 Given integers r > 1 and u ≥ 2r, let U = {1, . . . , u} and R = {1, . . . , r}. For 0 < ≤ 1 and m ≥ 8 r 2 log(u)/ > 45 the following family of functions from U to R is strongly (1 + )-universal:
F su = {x → ((t x + s) mod p) mod r | m/2 ≤ p ≤ m, p prime, 0 ≤ s, t < p} .
Proof. For all a, b ∈ R, x, y ∈ U (x = y), and for h ∈ R F su , we must show that Pr[h(x) = a ∧ h(y) = b] ≤ (1 + )/r 2 . So pick a random prime p in the range m/2 to m and s, t ∈ R {0, . . . , p − 1}.
We need the following number-theoretic fact: The number of primes in the interval (m/2; m], denoted π(m) − π(m/2), is at least m/(3 ln m). This can be shown, for example, by using the upper and lower bounds on π(m/2) and π(m) of Dusart [4] , for m > 45: The last inequality uses that r/p ≤ r m/2 ≤ /16 since r > 1 and u ≥ 2r. Summing up, the probability that h(x) = a and h(y) = b is at most (1 + )/r 2 , as desired. 2
