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Abstract
We study a new approach to the problem of transparent boundary
conditions for the Helmholtz equation in unbounded domains. Our ap-
proach is based on the minimization of an integral functional arising from
a volume integral formulation of the radiation condition. The index of
refraction does not need to be constant at infinity and may have some
angular dependency as well as perturbations. We prove analytical results
on the convergence of the approximate solution. Numerical examples for
different shapes of the artificial boundary and for non-constant indexes of
refraction will be presented.
1 Introduction
Many problems in physical applications are modeled by wave propagation in un-
bounded domains. Computing the numerical solution is a challenging problem
and, usually, one has to introduce an artificial boundary to make the computa-
tional domain finite. The problem of determining the boundary conditions on
the artificial boundary has attracted many scientists and many methods have
been studied leading to a very exciting field of mathematical research.
In this paper, we consider time-harmonic electromagnetic wave propagation
in unbounded domains. Let D ⊂ Rd, d ≥ 2, be a (possibly empty) bounded
domain. We consider the Helmholtz equation
∆u+ k2n(x)2u = f, in Rd \D, (1)
where k > 0 is called the wavenumber, n > 0 is the index of refraction (which
satisfies some assumptions to be specified later), f is a source term and u is part
of the electromagnetic field. If D is not empty, boundary conditions on ∂D are
given. To ensure the uniqueness of (1), it is necessary to introduce a radiation
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condition at infinity. If n ≡ 1 in the exterior of some ball, we can consider the
following Sommerfeld radiation condition
lim
r→∞ r
d−1
2
(∂u
∂r
− iku
)
= 0, (2)
where r = |x| is the distance from the origin and i is the imaginary unit.
The radiation condition (2) follows from the expression of the far-field of the
radiating solution. We will often refer as the solution of (1)-(2) as the outgoing
solution. We shall discuss later the case when the index of refraction n is not
constant outside any bounded domain.
Depending on the assumptions on n, an exact formula for the solution of (1)
may or may not exist (see for instance [13],[26]); however, when it exists, it may
be intractable from a computational point of view. Thus, it is usually convenient
to introduce an artificial computational bounded domain Ω, with Γ = ∂Ω, and
then impose some boundary conditions on Γ in such a way that the solution
uΩ of the new problem approximates u in a good fashion, i.e. one has to try
to eliminate spurious reflections of waves arising from the introduction of the
artificial boundary Γ.
As it is well-known, a large amount of work has been done on this kind
of problems. The most used methods are based on local or nonlocal condi-
tions involving u ([8],[14],[19]), approximations of the Dirichlet-to-Neumann
map ([25],[15],[20]), infinite element schemes ([5],[6]), boundary element meth-
ods (see [33]) and the perfectly matched layer method ([7],[35]). Many papers
have been written of this subjects and for a deeper understanding of these
problems and more recent developments, the interested reader can refer to
[3],[6],[16],[17],[18],[21],[22],[23],[34] and references therein.
In this paper, we propose a new approach to the study of wave propagation
problems in unbounded domains. Let us start from the simplest case of finding
the outgoing solution u of the Helmholtz equation in Rd with constant index of
refraction, i.e. to find u satisfying
∆u+ k2u = f, in Rd, (3)
and the radiation condition (2).
It is well known that other radiation conditions than (2) can be imposed at
infinity to have the well-posedness of the problem. One of the most used is the
following Rellich-Sommerfeld radiation condition
lim
r→∞
ˆ
∂Br
∣∣∣∂u
∂r
− iku
∣∣∣2dσ = 0,
which was proposed by Rellich in [30]. In the same paper, Rellich proved that a
radiation condition can also be given in the form
ˆ
Rd
∣∣∣∂u
∂r
− iku
∣∣∣2dx < +∞. (4)
Condition (4) can be considered as the starting point for our work, as we are
going to explain shortly.
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A naive way to look at problem (3)-(4) is the following:
Minimize
ˆ
Rd
∣∣∣∂u
∂r
− iku
∣∣∣2dx among the solutions of ∆u+ k2u = f in Rd. (5)
Clearly, the outgoing solution is the unique minimizer of (5): it is the only
solution of (3) that satisfies (4), since the integral in (4) does not converge for
any other solution of (3).
Hence, when we introduce an artificial boundary Ω, it is natural to consider the
following constrained optimization problem:
inf
{ˆ
Ω
∣∣∣∂v
∂r
− ikv
∣∣∣2dx : ∆v + k2v = f in Ω}. (6)
As the domain Ω enlarges, it is reasonable to think that the minimizer of (6)
approximates the solution of (3)-(4). However, for a constant index of refraction,
available methods in literature are very efficient and well-established. For this
reason, in this paper we shall consider more general indexes of refraction.
We now explain in details our method and the outline of the paper. We
consider the Helmholtz equation
∆u+ k2n(x)2u = f, in Rd; (7)
here the index of refraction n is not necessarily constant at infinity but can have
an angular dependency like
n(x)→ n∞(x/|x|) as |x| → +∞.
Under some appropriate assumptions on this convergence and on n∞, in [29]
(see Theorem 1.4) the authors proved that a Sommerfeld condition at infinity
still holds true under the formˆ
Rd
∣∣∣∇u(x)− ikn(x)u(x) x|x| ∣∣∣2 dx1 + |x| < +∞. (8)
There are other conditions of this type available in literature; we shall not discuss
about them here and refer to [29],[32],[36] and references therein.
Let Ω be a bounded domain and consider the following minimization problem
inf{JΩ[v] : v satifies ∆v + k2n(x)2v = f in Ω}, (9)
where
JΩ[v] =
ˆ
Ω
∣∣∣∇v(x)− ikn(x)v(x) x|x| ∣∣∣2 dx1 + |x| . (10)
The minimizer uΩ of (9) is the approximation for the solution u of (7)-(8) that
we propose in this work.
Problem (9) can be easily implemented numerically: we have to minimize
a quadratic functional in a bounded domain subject to a linear constrain. We
shall prove that when the computational domain enlarges and tends to cover
the whole space, the approximating solution uΩ converges in H
1
loc norm to the
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outgoing solution. However, when Ω is a ball and n is constant, most of the
numerical methods cited before are more suitable and efficient for computing
the solution than our approach.
When the artificial domain Ω can not be chosen as a ball or as other domains
with simple geometry, most of the methods available in literature may present
some difficulty in their applications. Since we do not use any technique of sepa-
ration of variables or analytic continuation, the implementation of our approach
do not suffer the change of geometry of the artificial domain and we will show
by numerical examples that such a change does not affect the computations.
Our method can be applied also when the index of refraction is not constant
outside any compact domain. In particular, we are thinking to an index of
refraction that has some angularly dependency and may have some perturbation
extending towards infinity. This is another relevant case in which our method
is still applicable and of easy implementation. On the contrary, many of the
methods cited before can not be applied (at least in a standard way).
The paper is organized as follows. In Section 2 we prove a result of conver-
gence for uΩ and other analytical results when the artificial domain is a ball.
In Section 3 we give some numerical results on the convergence of the solution
for a constant index of refraction for several choices of the artificial domain.
In Section 4 we present some numerical examples for non-constant indexes of
refraction.
2 Mathematical framework and analytical re-
sults
In this section we assume that the artificial domain is a ball and prove results
of convergence as the radius of the ball goes to infinity under quite general
assumptions on n. To simplify the exposition, firstly we study equation (1) with
D = ∅ and then the convergence result is generalized to the case D 6= ∅ with
Dirichlet or Neumann boundary conditions on ∂D.
Let U : Rd → C be the solution of problem (7)-(8). In what follows, we shall
assume that
n ∈ L∞(Rd) and n(x) ≥ n∗ > 0 for every x ∈ Rd, (11)
for some positive n∗. We mention that the existence and uniqueness of the
solution U is a challenging problem and they are usually obtained by using a
limiting absorption principle. In this paper we will assume that U exists and
is unique and refer to the papers cited in the Introduction for the appropriate
assumptions on n.
Let BR ⊂ Rd be the ball of radius R centered at the origin. For a solution u
of
∆u+ k2n(x)2u = f in BR, (12)
we mean a function u ∈ H1(BR) satisfying the variational formulation of (12):
−
ˆ
BR
∇u · ∇ϕdx+ k2
ˆ
BR
n(x)2uϕdx =
ˆ
BR
fϕdx, ∀ ϕ ∈ C10 (BR). (13)
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We denote by DR the set of solutions of (13) in BR:
DR = {u ∈ H1(BR) : u satifies (13) in BR}. (14)
Clearly, DR is a convex set. For u ∈ H1(BR) we define the following seminorm:
[u]R =
 ˆ
BR
∣∣∣∇u− iknu x|x| ∣∣∣2 dx1 + |x|
 12 . (15)
We consider the following family of minimization problems
inf{[u]R : u ∈ DR}, (16)
set
dR = inf{[u]R : u ∈ DR} (17)
and denote by uBR the minimizer of (16) (we will prove that uBR exists and is
unique).
Lemma 2.1 Let u be a solution of
∆u+ k2n(x)2u = 0 in BR. (18)
Then
Im
ˆ
∂Bρ
uru¯dσ = 0. (19)
for every 0 ≤ ρ ≤ R.
Proof. This is a well-known lemma. It can be proved by multiplying (18) by
u¯χBρ , integrating by parts and taking the imaginary part of the equation. 
The following lemma is crucial to prove H1 convergence of the approximating
solution.
Lemma 2.2 Let u be a solution of (18) and assume that∥∥1− n]
n
∥∥
L∞(Rd) < 1, (20)
where
n](r) =
1
|∂Br|
ˆ
∂Br
udσ, (21)
for every 0 ≤ r ≤ R. Then we have
ˆ
BR
(|∇u|2 + k2n2|u|2) dx
1 + |x| ≤
(
1− ∥∥1− n]
n
∥∥
L∞(Rd)
)−1
[u]2R. (22)
Proof. We assert that∣∣∣2 Imˆ
BR
knuru¯
dx
1 + |x|
∣∣∣ ≤ ∥∥1− n]
n
∥∥
L∞(Rd)[u]
2
R. (23)
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Indeed, we write
Im
ˆ
BR
knuru¯
dx
1 + |x| = Im
ˆ
BR
k(n− n])uru¯ dx
1 + |x| + Im
ˆ
BR
kn]uru¯
dx
1 + |x| ;
(24)
and notice that, since n] is a real-valued radial function, coarea formula and
(19) yield
Im
ˆ
BR
kn]uru¯
dx
1 + |x| = k
ˆ R
0
n](ρ)
1 + ρ
(
Im
ˆ
∂Bρ
uru¯dσ
)
dρ = 0. (25)
Since∣∣∣ˆ
BR
2k(n−n])uru¯ dx
1 + |x|
∣∣∣ ≤ ∥∥1− n]
n
∥∥
L∞(Rd)
ˆ
BR
(|ur|2 +k2n(x)2|u|2) dx
1 + |x| ,
(26)
from (24)-(26) we easily get (23). From (23) and being
[u]2R =
ˆ
BR
(
|∇u|2 + k2n2|u|2
) dx
1 + |x| − 2 Im
ˆ
BR
knuru¯
dx
1 + |x| ,
we obtain (22). 
In the following proposition, we prove that the minimizer of (16) exists, is
unique and it is a solution of the Helmholtz equation in BR.
Proposition 2.3 Let R > 0 be fixed and assume that n satisfies (11) and (20).
Then, there exists a unique uBR ∈ DR such that [uBR ]R = dR, where dR is given
by (17).
Proof. Let {um}m∈N ⊂ DR be a minimizing sequence for (16) such that
[um]
2
R ≤ d2R +
1
m
, (27)
for any m ∈ N. The parallelogram identity yields[u` − um
2
]2
R
+
[u` + um
2
]2
R
=
[u`]
2
R + [um]
2
R
2
,
for every ` ∈ N. Since (u` + um)/2 ∈ DR, then[u` − um
2
]2
R
≤ [u`]
2
R + [um]
2
R
2
− d2R,
and from (27) we obtain
[u` − um]2R ≤
4
m
,
for any ` > m. From (22) and (11), we have that {um}m∈N is a Cauchy sequence
in H1(BR) and hence there exists uBR ∈ H1(BR) such that um → uBR in
H1(BR). From such strong convergence we get that uBR satisfies (13) and then
uBR ∈ DR.
Now we prove the uniqueness by contradiction. Let us assume that there are
two minimizers u and v. The parallelogram identity yields [u − v]2R ≤ 0 which
is a contradiction on account of Lemma 2.2. 
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Lemma 2.4 Let U be the solution of (7) satisfying (8) and set
[U ]∞ =
( ˆ
Rd
∣∣∣∇u− iknu x|x| ∣∣∣2 dx1 + |x|) 12 .
The sequence {dR}{R>0} is nondecreasing and dR ≤ [U ]∞, for every R > 0.
Proof. Let R be fixed and consider ρ > 0. Since uBR+ρ
∣∣
BR
∈ DR, we have
dR ≤ [uBR+ρ ]R ≤ dR+ρ;
hence, dR is non-decreasing in R. Since U is a solution of the Helmholtz equation
in Rd, then U
∣∣
BR
∈ DR, and thus dR ≤ [U ]R ≤ [U ]∞, for any R > 0. 
We are ready to prove our main theorem.
Theorem 2.5 Let R0 > 0 be fixed and assume that n satisfies (11) and (20).
Then
lim
R→+∞
‖uBR − U‖H1(BR0 ) = 0.
Proof. Let ρ > R > R0; since uBρ
∣∣
BR
∈ DR, we have
[uBR − uBρ
2
]2
R
+
[uBR + uBρ
2
]2
R
=
[uBR ]
2
R + [uBρ ]
2
R
2
.
Since DR is a convex set, [uBR + uBρ
2
]
R
≥ dR,
and, being [uBρ ]R ≤ [uBρ ]ρ = dρ, we have
[uBR − uBρ ]2R ≤ 2(d2ρ − d2R).
Lemma 2.2 and (11) yield
ˆ
BR
(|∇(uBR − uBρ)|2 + k2n2∗|uBR − uBρ |2) dx1 + |x| ≤ 2(d2ρ − d2R),
and, since R0 < R,
‖uBR − uBρ‖2H1(BR0 ) ≤
2
min(1, k2n2∗)
(d2ρ − d2R).
We notice that Lemma 2.4 implies that dR converges to a finite number as
R → +∞ and hence {uBR}R>R0 is a Cauchy sequence in H1(BR0). Thus uBR
converges strongly in H1(BR0) and the limit is a solution of (13) in BR0 . Since
R0 is arbitrary, we can define a solution u˜ of (13) in Rd which satisfies (8). From
the uniqueness of the solution, we get that u˜ = U and the proof is complete. 
In the rest of this section, we show how to generalize Theorem 2.5 to problems
in exterior domains. The generalization is straightforward but it needs some
slight modifications as we are going to show in the following.
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Let D ⊂ Rd be a bounded piecewise regular domain containing the origin
and consider the following problems:
∆u+ k2n(x)2u = f, in Rd \D,
ju+ (1− j)uν = g, on ∂D,ˆ
Rd\D
∣∣∣∇u− iknu x|x| ∣∣∣2 dx1 + |x| < +∞,
(28)
for j = 0, 1, g ∈ L2(∂D) and where ν is the outward normal to ∂D. We denote by
U jD the solution of problem (28) (as before, we shall not specify the assumptions
on n to get existence and uniqueness of the solution).
For R > diamD, we consider the problems
inf
{ˆ
BR\D
∣∣∇u− iknux/|x|∣∣2 dx
1 + |x| :
∆u+ k2n(x)2u = f, in BR \D, ju+ (1− j)uν = g, on ∂D
}
, (29)
j = 0, 1. Let n],D be given by
n],D(r) =

1
|∂Br ∩ D¯c|
ˆ
∂Br∩D¯c
ndσ, if ∂Br ∩ D¯c 6= ∅,
0 if ∂Br ∩ D¯c = ∅,
(30)
r ≥ 0, where D¯c = Rd \ D¯. We have the following result.
Theorem 2.6 Let R > diam D be fixed and assume that n satisfies (11) and
(20), where n] is replaced by n],D. Then there exists a unique minimizer u
j
D,R
of (29). Furthermore ujD,R satisfies ∆u+ k
2n(x)2u = f in BR \ D¯ and we have
lim
R→+∞
‖ujD,R − U jD‖H1(BR0\D¯) = 0,
for any R0 > diam D.
Proof. The proof follows the lines of the one of Theorem 2.5. However, since we
are considering an exterior problem, Lemmas 2.1-2.2 must be adapted to this
case.
Let u be a solution of{
∆u+ k2n(x)2u = 0, in BR \D,
ju+ (1− j)uν = 0, on ∂D.
Let R∗ be the radius of the largest ball contained in D centered at the origin.
For R∗ < r ≤ R, we consider the domain
Ωr = Br \D.
If r > diamD, then it is easy to show that
Im
ˆ
∂Br
uru¯dσ = 0.
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If R∗ < r ≤ diamD, then the assumptions on D guarantee that the divergence
theorem holds on any connected component of Ωr. From Helmholtz equation
and the homogeneous boundary conditions on ∂D, we obtain that
Im
ˆ
∂Br∩D¯c
uru¯dσ = 0, (31)
for R∗ ≤ r ≤ R. Hence, we have proven the analogous of Lemma 2.1 for the
exterior problem. To prove the analogous of Lemma 2.2 we have to take care
of the application of the coarea formula in (25). This can be easily done by
extending u and ∇u to zero in D. The rest of the argument needed to prove this
theorem is completely analogous to what done before for the case D = ∅. 
3 Numerical results for a constant index of re-
fraction
In this section, we study some convergence properties of the approximating
solution given by the minimizer uΩ of (9). Our main goal in this section is to
study the convergence for several choices of the shape of the artificial boundary
in the case of constant index of refraction.
We consider a classical model problem in scattering theory for which an
exact solution is available. In particular, we consider
∆u+ k2u = 0, in R2 \Brˆ,
u = g, on ∂Brˆ,´
R2\Brˆ
∣∣∇u− ikux/|x|∣∣2dx < +∞, (32)
where Brˆ is the ball of radius rˆ centered at the origin and g ∈ L2(∂Brˆ) is a given
function. We notice that, since n is constant, the radiation condition at infinity
that we use in (32) is equivalent to the usual Sommerfeld radiation condition.
This can be easily seen by expanding the solution at infinity in terms of negative
powers of |x|. We stress that in this case we use a functional without the weight
(1 + |x|)−1 because we expect a better rate of convergence for the approximate
solution. It is straightforward to verify that the results in Section 2 hold true
also without such weight.
As it is well-known, the exact solution to problem (32) can be obtained by
separation of variables and is given by
uexact(θ, r) =
1
pi
∑ˆ∞
`=0
ˆ 2pi
0
H1` (kr)
H1` (krˆ)
cos[`(θ − θ˜)]g(θ˜)dθ˜,
where (θ, r) denote the usual polar coordinates, H1` is the Hankel function of
the first kind of order ` and
∑ˆ
means that the term with ` = 0 is multiplied by
a factor 1/2.
Let Ω be a bounded domain containing Brˆ. For a function f ∈ L2(∂Ω) we
consider the following problem: to find uΩ[f ] such that
P1 :

∆uΩ[f ] + k
2uΩ[f ] = 0, in Ω\Brˆ
uΩ[f ] = g, on ∂Brˆ
CDuΩ[f ] + CN∂νuΩ[f ] = f, on ∂Ω,
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where CD and CN may take the value 0 or 1 according to the choice of the
boundary condition to impose in ∂Ω (Dirichlet or Neumann boundary condi-
tion). The function f is the unknown of the problem and it must be chosen so
that the corresponding solution uΩ[f ] minimizes the integral
J(uΩ[f ]) =
ˆ
Ω\Brˆ
∣∣∣∇uΩ[f ](x)− ikuΩ[f ](x) x|x| ∣∣∣2dx. (33)
We solve numerically the problem by using a (CGM) conjugate gradient
method (see for instance [4]). In particular, we need to evaluate J
′
(the Fre´chet
derivative of J), and then consider the following two problems:
P2 :

∆p+ k2p = −J ′ , in Ω\Brˆ,
p = 0, on ∂Brˆ,
CDp+ CN∂νp = 0, on ∂Ω,
P3 :

∆δ[u] + k2δ[u] = 0, in Ω\Brˆ,
δ[u] = 0, on ∂Brˆ,
CDδ[u] + CN∂νδ[u] = w0, on ∂Ω.
Problem P2 is the adjoint problem to Problem P1 while Problem P3 com-
putes the small variation δ[u] of the solution during the iterative process of the
CGM algorithm which is exposed below:
Algorithm 1 Conjugate gradient algorithm
Require: initial guess f = f0, tolerance 
1: Solve P1
2: Evaluate J
′
(uΩ[f ])
3: Solve P2.
4: Set g0 := p,w0 := p,m = 1
5: while stopping criteria γ <  is not satisfied do
6: Solve P3
7: Evaluate J
′
(δ[u])
8: Solve P2
9: Set: ρ =< gm−1, wm−1 >L2 / < (CNp+ CD∂νp), wm−1 >L2 ,
gm = gm−1 − ρ(CNp+ CD∂νp)
10: Set: uΩ[f ] = uΩ[f ]− ρδ[u], f = f0 − ρwm−1
11: Set: γ =< gm, wm−1 >L2 /‖wm−1‖2L2
12: Set: wm = gm + γwm−1
13: m := m+ 1
14: end while
To solve Problems P1, P2, P3 we use a finite elements formulation; numerical
simulations are performed through FREEFEM c© software. The finest grid used
contains up to 2 · 105 grid points, and we adapt the grid close to the artificial
boundaries and where the large gradients of the solution form. Each simulation
is firstly performed in a coarser grid and then the grid is gradually refined
until a fully grid-independence is reached in the numerical results. We also have
checked in which way the choice of the Dirichlet or Neumann condition on ∂Ω
affects the numerical results, and we have verified that this choice does not
influence the final result in the case of smooth domains. However, Neumann
boundary conditions are in general to prefer when one deals with coarse grid,
as spurious oscillation are likely to manifest close to the boundary in the case
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of Dirichlet boundary condition. For this reason, we present all the result by
imposing Neumann condition on ∂Ω (CN = 1, CD = 0).
We shall present numerical results for three choices of the artificial domain
Ω: a ball, an ellipse and a square. In each simulation  = 10−8 is the tolerance
in Algorithm 1 and the Dirichlet boundary condition on ∂Brˆ is given by g(θ) =
cos(jθ), being j an integer. The radius of ∂Brˆ is rˆ = 1/2.
The convergence properties of our method are tested through the evaluation
of the usual error norms and the relative error of the integral (34), that is we
compute:
L2 = (
ˆ
Λ
‖uΩ[f ]− uexact‖2dΛ)1/2,
L2rel = L
2/(
ˆ
Λ
‖uexact‖2dΛ)1/2,
H1 = (
ˆ
Λ
‖uΩ[f ]− uexact‖2 + ‖∇(uΩ[f ]− uexact)‖2dΛ)1/2,
H1rel = H
1/(
ˆ
Λ
‖uexact‖2 + ‖∇uexact)‖2dΛ)1/2,
δJrel = J(uΩ[f ]− uexact)/J(uexact).
We shall evaluate these errors in the whole domain Ω\B1/2 and in the annular
domain Ω11/2 = B1\B1/2 and we check how the numerical solution converges to
the exact one and how the shape of the artificial boundary of Ω affects this
convergence. In the following paragraphs we shall present the results in the case
in which Ω is a ball, an ellipse, and a square. We have performed in each case
the convergence analysis for the values j = 0, 2, 3, and k = 0.5, 1, 2.
Balls The first case presented is relative to the annulus ΩR1/2 = BR\B1/2. The
numerical simulations are performed up to R = 8. In Tables 1 we report the
errors on Ω11/2 and Ω
R
1/2 for R = 1, 2, 4, 8 (the L
2
rel, H
1
rel errors on Ω
1
1/2 are also
shown in Figs.1)a-f in lin-log scale).
Ellipses The second case presented is relative to the domain ER1/2 = ER\B1/2
where ER is the ellipses of equation x2/(2R)2 + y2/(R)2 = 1. The numerical
simulations are performed up to R = 8. We mention that, with respect to the
previous case, the CGM method is slightly slower to reach the desired tolerance.
In Tables 2 we report the errors on Ω11/2 and E
R
1/2 for R = 1, 2, 4, 8 (the L
2
rel, H
1
rel
errors on Ω11/2 are also shown in Figs.2)a-f in lin-log scale).
Squares We conclude this section by showing a numerical investigation on
the domain SR1/2 = QR\B1/2 where QR is the square centered in (0,0) and
length side 2R. The numerical simulations are performed up to R = 8. Even if
our approach can be applied to any domain, we mention that the presence of
corners or edges deteriorate the convergence properties of the CGM method, at
least if compared to the case in which the artificial boundary is regular (circle or
ellipses). We also notice that imposing the Dirichlet boundary condition on the
problem P1 (i.e. CD = 1, CN = 0) gives rise to a relevant oscillatory behavior of
the solution near the corners due to the lack of regularity of the domain, while
11
(a) (b)
(c) (d)
(e) (f)
Figure 1: Numerical errors (lin-log scale) on the domain Ω11/2 by varying the
exterior radius R of the domain ΩR1/2.
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(a) (b)
(c) (d)
(e) (f)
Figure 2: Numerical errors (lin-log scale) on the domain Ω11/2 by varying the
semi-minor axis R of ER1/2.
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Neumann boundary gives a more regular behavior in the numerical solution.
In Tables 3 we report the errors on Ω11/2 and S
R
1/2 by varying the semi-length
side R of QR for R = 1, 2, 4, 8 (the L
2
rel, H
1
rel errors on Ω
1
1/2 are also shown in
Figs.3)a-f in lin-log scale).
4 Numerical results for a variable index of re-
fraction
In this section we apply our approach to cases of variable indices of refraction,
for which an exact solution is not generally given. We notice that most of the
numerical methods available in literature can be of difficult application, since
they usually need the knowledge of the exact solution in some exterior domain.
We also mention that the perfectly matched layer might be of nontrivial im-
plementation when the material is not an analytic function in the direction
perpendicular to the boundary, see [24],[28].
We stress that for a variable index of refraction it can be hard to compute
the asymptotic behavior of the integrand function in (8) and, unlike the case of
constant index of refraction, the weight (1 + |x|)−1 in the integral (10) has to
be maintained.
Thus, given the same notation as the previous section, we are solving the
following problem: to find f ∈ L2(∂Ω) such that the solution uΩ[f ] of
∆uΩ[f ] + k
2n(x)2uΩ[f ] = 0, in Ω\Brˆ
uΩ[f ] = g, on ∂Brˆ
∂νuΩ[f ] = f, on ∂Ω,
minimizes the integral
J(uΩ[f ]) =
ˆ
Ω\Brˆ
∣∣∣∇uΩ[f ](x)− ikn(x)uΩ[f ](x) x|x| ∣∣∣2 11 + |x|dx. (34)
In the following paragraphs we shall propose two indexes of refraction,
namely
n1(x, y) = 2 + (exp(−(x− 1)2 − y2) + exp(−(x+ 1)2 − y2)) x√
x2 + y2
,
na2(x, y) = 2 + a
x√
x2 + y2
,
being a a non negative real number. These indexes are shown in Figs.4a-b, with
a = 0.1. We stress that n1 has an exponential decay to 2 at infinity and that n
a
2
it is not constant at infinity. For both cases, the geometry of the computational
domain is the annulus ΩR1/2 = BR\B1/2 for which a better convergence rate is
achieved in the CGM algorithm, as seen in the previous section for a constant
index of refraction.
Being an exact solution not available, we test the convergence properties
as follows: we set the solution for R = 16 as the reference one, and we shall
compute the error norms up to R = 8 as done in the previous sections. We
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(a) (b)
(c) (d)
(e) (f)
Figure 3: Numerical errors (lin-log scale) on the domain Ω11/2 by varying the
semi-minor axis R of ER1/2.
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(a) n1(x, y) (b) n0.12 (x, y)
Figure 4: The indexes of refraction n1 and n
a
2 .
always consider j = 0, k = 1.
We notice that the choice of the functional (34) is appropriate only when
the index of refraction does not generate guided modes (trapped waves). Due
to the exponential decay at infinity, this requirement is satisfied by n1 (see [1]
and [31]). Regarding the index na2 it is known from [29] that there is a critical
value agm according to which no guided modes are generated for a ≤ agm. It
is not easy to give a quantitative estimate of agm. By evaluating the integral
(34) for several values of a (see Fig.5 where the integral is shown at various
exterior radius R in log-lin scale), it seems that for a ' 0.6 the integral diverge
as R → ∞. This suggests to consider a / 0.6 for which it appears that the
functional is bounded as R → ∞. The numerical results for na2 are therefore
shown only for the small value a = 0.1: if we are luckily in the case in which
no guided modes are generated, our approach works well and the numerical
solution converges to the exact one. More accurate estimates on agm will be the
object of future work.
Case n1(x): In Tables 4 we report the errors on Ω
1
1/2 and Ω
R
1/2 for R =
1, 2, 4, 8, (the L2rel, H
1
rel errors on Ω
1
1/2 are also shown in Fig.7)a) in lin-log scale.
In Figs.6a-b the real and imaginary parts of the numerical solution uΩR
1/2
[f ] are
shown for R = 16
Case n0.12 (x): In Tables 5 we report the errors on Ω
1
1/2 and Ω
R
1/2 for R =
1, 2, 4, 8 (the L2rel, H
1
rel errors on Ω
1
1/2 are also shown in Fig.9)b) in lin-log scale.
In Figs.8a-b the real and imaginary parts of the numerical solution uΩR
1/2
[f ] are
shown for R = 16.
16
Figure 5: The integral value J(uΩR
1/2
[f ]), by varying the exterior radius R for
various a (log-lin scale): for a ' 0.6 a likely numerical divergence is noticeable.
(a) (b)
Figure 6: The real and imaginary parts of the numerical solution uΩ16
1/2
,index of
refraction n1(x, y).
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Figure 7: Numerical errors (lin-log scale) of the solution for variable index of
refraction n1 on the domain Ω
1
1/2 by varying the radious R of Ω
R
1/2.
(a) n0.12 (x, y) (b) n
0.1
2 (x, y)
Figure 8: The real and imaginary parts of the numerical solution uΩ16
1/2
, index
of refraction n0.12 (x, y).
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Figure 9: Numerical errors (lin-log scale) of the solution for variable index of
refraction n0.12 on the domain Ω
1
1/2 by varying the radious R of Ω
R
1/2.
Conclusions
We studied a new approach to the problem of transparent boundary conditions
for the Helmholtz equation. Our method is based on the minimization of an
integral functional which arises from a volume integral formulation of the Som-
merfeld radiation condition. When the artificial domain is a ball, we proved
analytical results on the convergence of the approximate solution to the exact
one under quite general assumptions on the index of refraction. We tested nu-
merically our method for a constant index of refraction by choosing three shapes
of the artificial boundary in R2: a ball, an ellipse and a square. The convergence
results are satisfactory; in particular we observed a good convergence rate for
the H1rel norm. We also applied our approach to other indices of refraction, one
exponentially decaying at infinity to a constant, and one not constant at infinity.
Since our approach is of easy implementation and has wide application, we
believe that it can be a good starting point for studying problems with non-
trivial indices of refraction. However, when the index of refraction is constant,
the methods available in literature are more suitable. We stress that numeri-
cal results show that our approach do not suffer the choice of the shape of the
artificial domain.
Our approach applies also to more general settings. In particular, we have in
mind the waveguide problem. In this case, the functional J has to be modified
on account of the presence of guided modes (see [2],[9]-[12]); this will be the
object of future work.
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Constant index of refraction: Constant index of refraction:
Errors on Ω11/2 (·10−1) Errors on ΩR1/2(·10−1)
j k R L2 L2rel H
1 H1rel δJrel L
2 L2rel H
1 H1rel δJrel
0 0.5 1 0.664 0.509 2.06 1.21 3.22
2 0.341 0.259 1.05 0.615 1.21 1.61 0.679 2.06 0.714 0.859
4 0.161 0.123 0.498 0.292 0.854 1.95 0.52 2.07 0.471 0.0981
8 0.113 0.0865 0.352 0.205 0.499 1.72 0.308 1.97 0.309 0.0228
0 1 1 0.421 0.331 1.19 0.602 2.25
2 0.211 0.163 0.642 0.308 1.17 0.851 0.374 1.09 0.315 0.932
4 0.139 0.107 0.423 0.203 0.941 0.801 0.226 0.121 0.231 0.205
8 0.0661 0.0512 0.201 0.0967 0.452 0.589 0.112 0.841 0.111 0.0887
0 2 1 0.261 0.205 0.767 0.251 0.112
2 0.138 0.108 0.407 0.133 0.836 0.318 0.143 0.699 0.135 0.0621
4 0.0788 0.0621 0.232 0.0759 0.485 0.265 0.0777 0.596 0.0805 0.00921
8 0.0178 0.0141 0.0526 0.0172 0.112 0.0933 0.0186 0.232 0.0179 0.00143
2 .5 1 1.88 3.41 7.77 3.13 0.582
2 0.211 0.383 0.872 0.351 0.158 1.68 2.96 3.71 1.43 0.0447
4 0.0209 0.0379 0.0863 0.0348 0.0654 1.23 1.85 1.58 0.609 0.0172
8 0.00327 0.00595 0.00135 0.00545 0.00168 0.693 0.993 0.753 0.289 0.00525
2 1 1 1.86 0.323 7.62 3.09 0.687
2 0.245 0.425 1.01 0.407 0.168 1.48 2.69 3.62 1.38 0.0181
4 0.0431 0.0749 0.176 0.0716 0.0134 1.21 1.49 1.59 0.596 0.0625
8 0.0218 0.0379 0.895 0.0363 0.107 0.878 0.905 1.21 0.435 0.0249
2 2 1 1.66 2.51 6.59 2.61 0.905
2 0.357 0.539 1.41 0.559 0.0836 1.59 1.61 3.13 1.03 0.401
4 0.185 0.281 0.736 0.291 0.0282 1.21 0.933 2.58 0.715 0.163
8 0.102 0.155 0.406 0.161 0.0172 0.924 0.519 2.12 0.464 0.0801
3 .5 1 1.56 3.63 8.81 2.66 0.0143
2 0.0446 0.103 0.232 0.0757 0.00951 0.721 1.618 1.88 0.608 0.00897
4 0.00113 0.00263 0.00591 0.00192 0.000453 0.252 0.564 0.387 0.124 0.000984
8 0.000051 0.000118 0.000266 0.0000865 0.000021 0.0957 0.214 0.108 0.0348 0.000064
3 1 1 1.61 20573 8.33 2.71 0.0561
2 0.0569 0.131 0.294 0.0959 0.0351 0.822 0.181 0.208 0.673 0.00781
4 0.00288 0.00658 0.0149 0.004816 0.000396 0.352 0.763 0.511 0.164 0.00347
8 0.000921 0.00211 0.00477 0.00155 0.000216 0.211 0.452 0.299 0.0963 0.000988
3 2 1 1.73 3.65 8.71 2.83 0.367
2 0.121 0.255 0.609 0.198 0.0654 1.09 2.04 2.55 0.808 0.127
4 0.0415 0.0878 0.209 0.0681 0.00143 0.707 1.19 1.58 0.494 0.0401
8 0.0181 0.0383 0.0913 0.0297 0.000956 0.456 0.661 1.09 0.305 0.0188
Table 1: The L2, L2rel, H
1
rel, δJrel errors of the numerical solution on the annulus
Ω11/2 and Ω
R
1/2 by varying the exterior radius R of the annular domain Ω
R
1/2 for
the case j = 0, 2, 3, k = 0.5, 1, 2.
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Constant index of refraction: Constant index of refraction:
Errors on Ω11/2 (·10−1) Errors on ER1/2(·10−1)
j k R L2 L2rel H
1 H1rel δJrel L
2 L2rel H
1 H1rel δJrel
0 0.5 1 0.572 0.435 1.781 1.04 2.11 1.27 0.711 2.31 1.03 2.39
2 0.291 0.221 0.902 0.528 0.966 2.24 0.761 2.646 0.751 0.516
4 0.142 0.108 0.441 0.258 0.49 2.27 0.503 2.51 0.478 0.011
8 0.0798 0.0607 0.245 0.144 0.581 1.54 0.232 1.731 0.229 0.0098
0 1 1 0.382 0.296 1.19 0.574 2.78 0.0807 0.0467 1.55 0.576 0.721
2 0.179 0.139 0.553 0.265 1.15 1.061 0.379 1.45 0.345 0.12
4 0.0905 0.0701 0.275 0.132 0.641 0.671 0.159 0.967 0.156 0.095
8 0.0496 0.0384 0.151 0.0726 0.231 0.549 0.0881 0.76 0.0863 0.052
0 2 1 0.219 0.172 0.689 0.225 0.432 0.405 0.241 0.944 0.237 0.192
2 0.115 0.0907 0.342 0.112 0.211 0.332 0.122 0.749 0.119 0.0921
4 0.0585 0.0461 0.173 0.0523 0.115 0.249 0.0611 0.559 0.0603 0.0531
8 0.00601 0.00474 0.00178 0.00582 0.0371 0.045 0.00772 0.101 0.0076 0.00821
2 0.5 1 1.282 2.232 5.12 2.051 0.449 2.18 3.71 6.42 2.53 0.252
2 0.161 0.292 0.548 0.221 0.0541 1.52 2.35 2.37 0.921 0.0471
4 0.0239 0.0435 0.0795 0.0321 0.00249 1.25 1.81 1.51 0.579 0.0131
8 0.00964 0.0175 0.0305 0.0123 0.00125 0.715 0.991 0.794 0.303 0.0032
2 1 1 1.27 2.21 5.05 2.05 0.525 2.21 3.47 6.45 2.54 0.411
2 0.0186 0.324 0.679 0.275 0.072 1.97 2.61 3.31 1.25 0.145
4 0.0371 0.0658 0.133 0.0541 0.0211 0.844 0.951 1.17 0.432 0.0621
8 0.0261 0.0451 0.0921 0.0372 0.00925 0.842 0.775 1.09 0.32 0.0211
2 2 1 1.14 1.73 4.51 1.78 0.634 2.04 2.54 6.22 2.25 0.757
2 0.325 0.491 1.24 0.492 0.0211 1.76 1.58 3.81 1.16 0.301
4 0.168 0.253 0.636 0.251 0.0132 1.19 0.781 2.66 0.652 0.122
8 0.00182 0.00275 0.00711 0.00279 0.0026 0.0291 0.0141 0.0661 0.0127 0.0089
3 0.5 1 0.942 2.18 4.51 1.46 0.0831 1.44 3.28 5.83 1.83 0.0431
2 0.0361 0.0841 0.127 0.0412 0.00354 0.394 0.884 0.729 0.235 0.00211
4 0.00251 0.00581 0.00849 0.00272 0.00249 0.145 0.326 0.178 0.0575 0.000221
8 0.000482 0.00112 0.00163 0.00053 0.00000647 0.0895 0.201 0.101 0.0324 0.0000921
3 1 1 0.887 2.02 4.19 1.36 0.141 1.42 3.18 5.57 1.81 0.0312
2 0.0584 0.133 0.217 0.0707 0.0112 0.774 1.68 1.56 0.503 0.00778
4 0.00471 0.0107 0.0168 0.0054 0.00127 0.281 0.603 0.394 0.126 0.00197
8 0.00265 0.00605 0.00921 0.00299 0.000201 0.185 0.392 0.258 0.0831 0.000705
3 2 1 1.02 2.16 4.98 1.62 0.321 1.82 3.64 7.03 2.25 0.239
2 1.04 0.221 0.461 0.151 0.0201 1.17 2.09 2.71 0.851 0.0941
4 0.0415 0.0878 0.178 0.0581 0.00201 0.638 1.07 1.41 0.431 0.0301
8 0.000811 0.0171 0.0272 0.000881 0.00000286 0.0178 0.0237 0.0401 0.0118 0.00168
Table 2: The L2, L2rel, H
1
rel, δJrel errors of the numerical solution on Ω
1
1/2 and
ER1/2 by varying the semi-minor axis R of E
R
1/2 for the case j = 0, 2, 3, k =
0.5, 1, 2.
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Constant index of refraction: Constant index of refraction:
Errors on Ω11/2 (·10−1) Errors on SR1/2(·10−1)
j k R L2 L2rel H
1 H1rel δJrel L
2 L2rel H
1 H1rel δJrel
0 0.5 1 0.631 0.481 1.95 1.14 2.81 0.879 0.594 2.14 1.13 2.82
2 0.321 0.243 0.986 0.577 0.571 1.84 0.717 2.269 0.727 0.645
4 0.153 0.116 0.471 0.276 0.231 2.07 0.516 2.22 0.476 0.0810
8 0.101 0.0771 0.312 0.182 0.0721 1.65 0.278 1.88 0.277 0.0451
0 1 1 0.0421 0.327 1.302 0.625 0.806 0.581 0.402 1.431 0.621 1.01
2 0.197 0.153 0.603 0.289 0.606 0.944 0.381 1.23 0.331 0.606
4 0.129 0.101 3.93 0.181 0.431 0.701 0.201 1.181 0.212 0.0151
8 0.0467 0.0362 0.142 0.0681 0.0832 0.489 0.0881 0.684 0.0854 0.00521
0 2 1 0.241 0.188 0.729 0.238 1.935 0.317 0.223 0.798 0.235 0.0254
2 0.139 0.109 0.411 0.134 0.851 0.336 0.141 0.798 0.143 0.0105
4 0.0497 0.0391 0.146 0.0479 0.321 0.207 0.0561 0.473 0.0571 0.0526
8 0.0320 0.0251 0.03942 0.0308 0.0851 0.176 0.0332 0.395 0.0322 0.0212
2 0.5 1 1.745 3.17 7.26 2.92 0.594 2.01 3.59 8.53 3.41 0.0297
2 0.193 0.351 0.799 0.322 0.143 1.91 3.02 3.96 1.53 0.0143
4 0.0192 0.0351 0.0796 0.0321 0.0675 1.25 1.88 1.65 0.636 0.00954
8 0.00315 0.00572 0.0131 0.00525 0.0016 0.695 0.993 0.764 0.293 0.00438
2 1 1 1.73 3.07 7.14 2.89 0.681 1.98 3.39 8.39 3.35 0.129
2 0.227 0.394 0.931 0.377 0.149 1.94 2.74 3.91 1.491 0.105
4 0.0415 0.072 0.171 0.0691 0.0133 1.22 1.48 1.66 0.618 0.0441
8 0.0141 0.0245 0.0578 0.0234 0.0079 0.654 0.663 0.904 0.323 0.014
2 2 1 1.51 2.37 6.25 2.47 0.912 1.76 2.587 7.08 2.71 0.574
2 0.344 0.52 1.365 0.539 0.0624 1.62 1.67 3.37 1.10 0.355
4 0.139 0.211 0.553 0.218 0.0144 1.02 0.771 2.19 0.59 0.125
8 0.0961 0.144 0.381 0.151 0.0852 0.891 0.492 2.01 0.435 0.0788
3 0.5 1 1.17 2.71 6.13 1.99 0.97 1.63 3.75 7.56 2.45 0.107
2 0.0422 0.0981 0.188 0.0611 0.0132 0.704 1.58 1.69 0.546 0.00874
4 0.00237 0.00551 0.00861 0.00279 0.00292 0.247 0.554 0.393 0.115 0.000123
8 0.000191 0.000445 0.000664 0.000216 0.000112 0.0962 0.215 0.109 0.0351 0.0000232
3 1 1 1.21 2.76 6.31 2.05 0.148 1.69 3.81 7.76 2.51 0.042
2 0.0504 0.115 0.234 0.0761 0.0201 0.824 1.81 1.92 0.621 0.00602
4 0.00304 0.00695 0.0137 0.00445 0.00986 0.356 0.771 0.521 0.167 0.00281
8 0.00108 0.00246 0.00437 0.00142 0.000146 0.172 0.367 0.241 0.0777 0.000712
3 2 1 0.541 1.14 2.73 0.891 0.337 0.929 1.91 3.42 1.21 0.331
2 0.0988 0.208 0.497 0.162 0.0401 1.12 2.07 2.63 0.833 0.105
4 0.0276 0.0583 0.138 0.0451 0.000102 0.501 0.931 1.25 0.392 0.189
8 0.0187 0.0396 0.0923 0.0301 0.000405 0.478 0.673 1.07 0.323 0.00782
Table 3: The L2, L2rel, H
1
rel, δJrel errors of the numerical solution on Ω
1
1/2 and
SR1/2 by varying the semi-lenght side R of S
R
1/2 for the case j = 0, 2, 3, k =
0.5, 1, 2.
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Variable index of refraction n1(x): Variable index of refraction n1(x):
Errors on Ω11/2 (·10−1) Errors on ΩR1/2 (·10−1)
j k R L2 L2rel H
1 H1rel δJrel L
2 L2rel H
1 H1rel δJrel
0 1 1 0.734 0.582 2.85 1.01 0.088
2 0.284 0.225 1.12 0.403 0.156 1.21 0.559 1.93 0.499 0.672
4 0.174 0.137 0.502 0.177 0.0511 0.821 0.242 1.49 0.229 0.157
8 0.0656 0.0521 0.203 0.0728 0.00602 0.411 0.0826 0.791 0.0842 0.00193
Table 4: The L2, L2rel, H
1
rel, δJrel errors of the numerical solution on the annulus
Ω11/2 and Ω
R
1/2 by varying the exterior radius R of the annular domain Ω
R
1/2 for
the variable index of refraction n1(x) = 2 + (exp(−(x− 1)2 − y2) + exp(−(x+
1)2 − y2)) cos(θ).
Variable index of refraction n0.12 (x): Variable index of refraction n
0.1
2 (x):
Errors on Ω11/2 (·10−1) Errors on ΩR1/2 (·10−1)
j k R L2 L2rel H
1 H1rel δJrel L
2 L2rel H
1 H1rel δJrel
0 1 1 0.522 0.408 1.65 0.582 0.826
2 0.221 0.179 0.715 0.249 0.442 0.531 0.237 1.03 0.238 0.0925
4 0.121 0.0951 0.402 0.141 0.273 0.421 0.122 0.0801 0.128 0.0833
8 0.0872 0.0681 0.245 0.0861 0.168 0.478 0.0951 0.911 0.101 0.0161
Table 5: The L2, L2rel, H
1
rel, δJrel errors of the numerical solution on the annulus
Ω11/2 and Ω
R
1/2 by varying the exterior radius R of the annular domain Ω
R
1/2 for
the variable index of refraction n0.12 (x) = 2 + 0.1 cos(θ)
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