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Московкин В. М., Синюань С., Журавка А. В. Взвешенное агрегирование ранжированных объектов  
по произвольной совокупности других объектов
Поставлена задача распределения ранжированных объектов по меньшему числу других объектов. Первые объекты названы объектами первого 
рода, вторые объекты – объектами второго рода. Рейтинг совокупности объектов первого рода, входящих по признаку принадлежности в объ-
ект второго рода, предложено рассчитывать через процедуру взвешенного агрегирования, которая представляет собой произведение числа 
вышеуказанных объектов первого рода на средний весовой коэффициент, вычисляемый через средний ранг (рейтинг) совокупности объектов 
первого рода. В качестве примера такой задачи приводится задача распределения ранжированных университетов мира по одному из глобаль-
ных рейтингов по странам мира. Задача распространена на расчёт интегрального ранга (рейтинга) для произвольного числа ранжировок раз-
ных объектов первого рода, распределенных по заданному количеству объектов второго рода.
Ключевые слова: взвешенное агрегирование, ранжированные объекты, ранжировка, рейтинг, ранг, весовой коэффициент, многомерные объ-
екты.
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Московкін В. М., Сінюань С., Журавка А. В.Зважене агрегування  
ранжируваних об'єктів за довільної сукупності інших об'єктів
Поставлено завдання розподілу ранжируваних об'єктів за меншим 
числом інших об'єктів. Перші об'єкти названі об'єктами першого роду, 
другі об'єкти – об'єктами другого роду. Рейтинг сукупності об'єктів 
першого роду, що входять за ознакою приналежності в об'єкт другого 
роду, запропоновано розраховувати через процедуру зваженого агрегу-
вання, яка являє собою добуток числа вищевказаних об'єктів першого 
роду на середній ваговий коефіцієнт, який вираховується через серед-
ній ранг (рейтинг) сукупності об'єктів першого роду. Як приклад такого 
завдання наводиться завдання розподілу ранжируваних університетів 
світу за одним із глобальних рейтингів за країнами світу. Завдання по-
ширено на розрахунок інтегрального рангу (рейтингу) для довільного 
числа ранжування різних об'єктів першого роду, розподілених за зада-
ною кількістю об'єктів другого роду.
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Moskovkin V. M., Xingyuan Sun, Zhuravka A. V. The Weighted Aggregation 
of Ranked Objects by the Arbitrary Totality of Other Objects
The task of distribution of the ranked objects by the smaller number of other 
objects is set. The first objects are named objects of the first kind, the second 
objects are the objects of the second kind. The rating of the totality of ob-
jects of the first kind, included on the attribute of belonging in the object of 
the second kind, is suggested to be calculated through the procedure of the 
weighted aggregation which represents a product of number of the above 
mentioned objects of the first kind and the average weight coefficient calcu-
lated through the average rank (rating) of the totality of the objects of the 
first kind. An example of such a task is the distribution of ranked universities 
by the world countries according to one of the global world ratings. The task 
is extended to the calculation of the integral rank (rating) for an arbitrary 
number of rankings of different objects of the first kind, distributed on the 
given number of objects of the second kind.
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Термин «взвешенное агрегирование» редко встре-чается в отечественной научной литературе. Google Scholar в расширенном поиске с точной 
фразой дает на него 7 откликов. На англоязычный тер-
мин «weight aggregate» мы получили 12 300 откликов, 
но большинство из которых не релевантны тематике 
многомерного анализа. Например, здесь этот термин, 
в большинстве случаев, относится к области молеку-
лярной химии. Более релевантными являлись отклики 
на термины «weight aggregated» – 559 откликов, «weight 
aggregating» – 122 отклика, «weight aggregation» – 
1790 откликов. Эксперименты с помощью Google 
Scholar проводились 25.06.2016 г.
Наиболее цитируемыми и релевантными работа-
ми по тематике взвешенного агрегирования являлись 
работы [1–6]. Так как взвешенное агрегирование в на-
шей работе будет связано с ранжированными объекта-
ми, то есть с их рейтингами (рангами, местами в ранжи-
ровке), то уместно процитировать А. Ашера и М. Сави-
но [2], которые отметили, что рейтинги – это больше, 
чем набор индикаторов, это взвешенное агрегирование 
индикаторов.
Под линейным взвешенным агрегированием со-
стояния многомерного объекта, характеризуемого зна-
чениями индикаторов Ii в количестве n, понимается ве-
личина 
 
1
,
n
i ii
I w I== ∑  (1)
где     wi – вес индикатора Ii [1].
Здесь I является интегральным показателем, опи-
сывающим состояние многомерного объекта с n инди-
каторами. 
Нелинейное взвешенное агрегирование может, 
например, описываться величиной 
 1
n
i iiI w I== ∏  (2)
или формулой для взвешенного среднего геометриче-
ского значения:
 1
.nn i iiI w I== ∏   (3)
В случае, когда wi = 1, мы приходим к линейному 
или нелинейному невзвешенному агрегированию.
Среди работ [1–6] отметим работы, в которых 
термин «weight aggregation» рассматривался в качестве 
ключевого процесса для задач принятия решений на 
многообъектных группах [5; 6]. 
Перейдем теперь к нашей задаче взвешенного 
агрегирования ранжированных объектов по произ-
вольной совокупности других объектов. Пусть имеем-
ся m многомерных объектов с n индикаторами, тогда, 
подсчитав для каждого такого объекта интегральный 
показатель I по одной из формул (1–3), мы можем их 
проранжировать по величине этого показателя. В даль-
нейшем мы будем иметь дело с такими ранжирован-
ными объектами, абстрагируясь от величин их инте-
гральных показателей. Это могут быть университеты, 
ученые, банки, туристические компании, города и др. 
При этом может быть поставлена задача распределе-
ния этих объектов по некоторым другим объектам, 
например, по регионам страны, с расчетом их агреги-
рованного показателя. Специфический метод решения 
этой задачи для российских университетов, ранжиро-
ванных в рейтинге Webometrics и распределяемых по 
регионам России, рассматривался в работе [7], другой 
специфический метод решения аналогичной задачи 
для университетов Центрального Федерального Окру-
га Российской Федерации, ранжированных в рейтин-
гах Webometrics, Эксперт-РА и Интерфакс, рассматри-
вался в работе [8].
Ниже мы предложим один универсальный метод 
для взвешенного агрегирования ранжированных объ-
ектов по произвольной совокупности других объек-
тов, при этом роль весов будут играть не значения wi 
в формулах (1–3), а ранги (рейтинги) объектов в ран-
жировке.
Таким образом, целью исследования является концептуальная разработка метода взвешенного агрегирования ранжированных объектов по про-
извольной совокупности других объектов.
Метод взвешенного агрегирования ранжиро-
ванных объектов по произвольной совокупности 
других объектов. На практике часто возникает задача, 
когда мы хотим распределить ранжированные объекты 
по меньшему числу других объектов. Например, у нас 
есть ранжировка университетов по одному из глобаль-
ных рейтингов, и мы хотим их распределить по стра-
нам мира. Назовем первые объекты объектами первого 
рода, а вторые – объектами второго рода. Итак, име-
ется ранжировка из K объектов первого рода, которые 
по определенному признаку принадлежности входят 
в объекты второго рода в количестве L < K, тем самым 
формируя группы из объектов первого рода. Полагая, 
что объекты второго рода пронумерованы от 1 до L, тог-
да для j-го объекта второго рода запишем ранг (рейтинг) 
совокупности входящих в него объектов первого рода 
в  таком виде:
 ,i i iR N ρ=  (4)
где     Nj – количество объектов первого рода, входящих 
в j-й объект второго рода;
ρj –  средний весовой коэффициент (вес) совокуп-
ности объектов первого рода в количестве Nj, входящих 
в j-й объект второго рода. 
Для расчета среднего весового коэффициента ρj 
можно предложить формулу:
 
1 2 ...
,
jNi
j j j j
i
j
M M M M
K
N
ρ
  + + + +  = −     
 (5)
где      ijM  – место (ранг) i-го объекта в ранжировке объ-
ектов первого рода, 1 ≤ i ≤ Nj.
Подставляя формулу (5) в формулу (4), получим:
 
1 2( ... ).j
Ni
j j j j j jR KN M M M M= − + + + +  (6)
Имеет место также очевидное равенство:
 
.
L
jj
N K=∑  (7)
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Пример взвешенного агрегирования ранжиро-
ванных объектов. Проиллюстрируем использование 
вышеуказанных формул на конкретном примере. Пусть 
мы имеем ранжировку объектов первого рода в количе-
стве K = 10. Рассмотрим три объекта второго рода (L = 3) 
со следующим распределением объектов первого рода 
по ним (табл. 1).
Из этой таблицы следует, что N1 = 2, N2 = 3, N3 = 5, 
3
1 jj
N=∑  =10. 
Используя формулу (6), получим 
R1 = 2 × 10 – (1 + 3) = 16; R2 = 3 × 10 – (2 + 4 + 5) = 19;
 R3= 5 × 10 – (6 + 7 + 8 + 9 + 10) = 10. 
таблица 1
Распределение объектов первого рода по объектам второго рода (K = 10, L = 3)
Нумерация объектов второго рода
j = 1 j = 2 j = 3
Нумерация  
ранжированных 
объектов первого 
рода
1*
2
3*
4
5
6
7
8
9
10
Нумерация 
 ранжированных 
объектов первого 
рода
1
2*
3
4*
5*
6
7
8
9
10
Нумерация ранжи-
рованных объектов 
первого рода
1
2
3
4
5
6*
7*
8*
9*
10*
примечание: звездочкой показана принадлежность i-го объекта первого рода к j-му объекту второго рода.
Данные расчеты позволяют ранжировать сово-
купности объектов первого рода, входящих в объекты 
второго рода, по значениям показателя Rj.
Если все объекты первого рода попадут в один 
объект второго рода, то имеем Rmax =102 – 55 = 45. В об-
щем виде получим Rmax = K2 – (K – K2) / 2 = K (K – I) / 2. Напри-
мер, при K = 10 имеем Rmax = 5 × 9 = 45.
Распространение данного метода на про-
извольное число ранжировок. Допустим, имеется 
n ранжировок различных объектов первого рода с ко-
личествами K1, K2,…Ki, ….Kn и L объектов второго рода 
(L < Ki), по которым нужно распределить объекты перво-
го рода. 
Агрегированный ранг (рейтинг) для произволь-ной i-й ранжировки был вычислен раннее:  Rij = Nij ρij , где Nij – количество объектов пер-
вого рода в i-й ранжировке; ρij – средний весовой 
коэффициент совокупности объектов первого рода в 
i-й ранжировке,  входящих в  j-й объект второго рода, 
1 ≤ i ≤ n, 1 ≤ j ≤ L (см. формулы (4–7)).
Тогда интегральный ранг (рейтинг) для всех ран-
жировок, состоящих из объектов первого рода и рас-
пределенных по L объектам второго рода, будет равен          
 ρ
= =
= =∑ ∑
1 1
,
n n
j ij ij ij
i i
I R N
 
(8)
где ρij  определяется по формуле (5).
Такая задача может, например, возникнуть при ре-
гиональном анализе рынка экономических исследова-
ний. Допустим, в стране ранжируются ученые в произ-
вольной предметной области в количестве K1, научные 
журналы, котирующиеся в этой предметной области 
в  количестве K2, и специализированные советы по за-
щите диссертаций в этой предметной области в количе-
стве K3. Встает задача распределить эти ранжированные 
объекты по L регионам страны с расчетом трех агреги-
рованных рейтингов и одного интегрального рейтинга. 
Формулы (4–8) позволяют легко решить эту задачу. 
ВыВОДы
Таким образом, нами поставлена и теоретически 
решена задача распределения ранжированных объектов 
по меньшему числу других объектов. Чтобы различать 
эти объекты, мы первые назвали объектами первого 
рода, а вторые – объектами второго рода. Предполага-
ется, что по признаку принадлежности объекты перво-
го рода распределяются по объектам второго рода. На-
пример, регионы легко распределяются по стране, уни-
верситеты – по регионам, кафедры – по университету 
и  т.  д. Здесь только важно, чтобы объекты первого рода 
были каким-то образом ранжированы. При этом нас не 
интересует процедура взвешенного агрегирования при 
расчете самых рейтингов, которые в нашей постанов-
ке задачи являются заданными. Наша задача состояла 
в расчете рейтинга совокупности объектов первого 
рода, входящих в объект второго рода. Этот агреги-
рованный рейтинг предложено вычислять с помощью 
произведения числа вышеуказанных объектов первого 
рода на средний весовой коэффициент, определяемый 
через средний ранг (рейтинг) совокупности объектов 
первого рода. 
Задача распространена на расчет интегрального 
ранга (рейтинга) для произвольного числа ранжировок 
разных объектов первого рода, распределенных по за-
60
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данному количеству объектов второго рода. Постав-
ленные задачи достаточно просты для математического 
программирования и машинного счета.                   
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