Abstract-A discrete compound channel with memory is considered, where no stationarity, ergodicity or information stability is required, and where the uncertainty set can be arbitrary. When the discrete noise is additive but otherwise arbitrary and there is no cost constraint on the input, it is shown that the causal feedback does not increase the capacity. This extends the earlier result obtained for general channels with full transmitter (Tx) channel state information (CSI). It is further shown that, for this compound setting and under a mild technical condition on the additive noise, the addition of the full Tx CSI does not increase the capacity either, so that the worst-case and compound channel capacities are the same, thus revealing a saddle-point property.
I. INTRODUCTION
Many channels, especially wireless ones, are non-erogodic, non-stationary in nature [1] so that the standard tools developed for stationary ergodic channels do not apply and new methods are needed for such channels. A powerful method to deal with general channels, for which stationarity, ergodicity or information stability are not required, is the information density (spectrum) approach [2] [3] . In this method, the key quantity is the inf-information rate rather than the mutual information since the latter does not have operational meaning for information-unstable channels.
In real systems, channel state information (CSI) may be inaccurate or limited due to a number of reasons such as the limitations of channel estimation or feedback link [1] . The concept of compound channel is one way to address this issue whereby a codebook is designed to work for any channel in the uncertainty set, without any knowledge of what channel state is currently in effect [4] . A number of results have been obtained for the capacity of compound channels, see [4] for a detailed review. While most of the studies do not consider feedback, the compound capacity of a class of finitestate memoryless (and hence information-stable) channels with deterministic feedback was established in [5] .
While most of the known results require some form of information stability for any channel in the uncertainty set, a general formula for compound channel capacity has been established in [6] where no stationarity, ergodicity or information stability is required, and the uncertainty set can be arbitrary. The key quantity in this setting is the compound infinformation rate, which is an extension of the inf-information rate of [2] [3] to the compound setting.
In this paper, we extend the study in [6] [8] and consider a general compound channel with memory and additive noise (no information stability is required so that the channel can S. Loyka is with the School of Electrical Engineering and Computer Science, University of Ottawa, Ontario, Canada, e-mail: sergey.loyka@ieee.org C.D. Charalambous is with the ECE Department, University of Cyprus, Nicosia, Cyprus, e-mail: chadcha@ucy.ac.cy be non-stationary, non-ergodic; the uncertainty set can be arbitrary), where all alphabets are discrete, there is no cost constraint and a noiseless, causal feedback link is present, where all past channel outputs are fed back to the transmitter. We consider a scenario where no CSI is available at the transmitter but full CSI is available to the receiver. Under this setting, we demonstrate that the feedback does not increase the compound channel capacity 1 . This extends the earlier result in [7] established for known channels (full CSI available at both ends). Since noisy feedback cannot outperform noiseless one, this also holds for the former case. Under a mild technical condition on the additive noise, we further show that the availability of the full Tx CSI does not increase the capacity either: the worst-case and compound channel capacities are the same. This fact is remarkable since achieving the worstcase capacity allows for the codebooks to depend on the channel state while the compound channel capacity requires the codebooks to be independent of the channel state.
II. CHANNEL MODEL
Let us consider the following discrete-time model of a compound discrete channel with additive noise:
where , , are the input, output and noise at time ; without loss of generality, we set = 0 for < 0; all alphabets as well as operations are -ary, ∈ denotes the channel (noise) state, and is the (arbitrary) channel uncertainty set (this can also be extended to the case where channel memory depends on its state ). The compound sequence = { 1 , .., } represents arbitrary additive noise, e.g. non-ergodic, non-stationary in general. Note that the channel is not memoryless, it includes inter-symbol interference of depth and the noise is allowed to have memory as well. The channel is not required to be information stable (in the sense of Dobrushin [11] or Pinsker [12] ). We assume that is known to the receiver but not the transmitter, who knows the (arbitrary) uncertainty set . This is motivated by the fact that channel estimation is done at the receiver; may be small, e.g. binary alphabets, while the cardinality of can be very large (in fact, can be a continuous set) so it is not feasible in practice to feed back to the transmitter via e.g. a binary feedback channel. The channel has noiseless feedback with 1-symbol delay, so that the transmitted symbol at time = 1.. is selected as 
where || denotes causal conditioning [9] . No cost constraint is imposed on the input. Notations: To simplify notations, we use ( | ) to denote conditional distribution | ( | ) when this causes no confusion (and likewise for joint and marginal distributions) and shortcut ( ) as with understanding that all sequences and distributions depend on blocklength and may be different for different blocklengths. Capitals ( ) denote random variables while lower-case letters ( ) denote their realizations or arguments of functions;
.
III. CAPACITY WITHOUT FEEDBACK
Below, we briefly review the relevant results in [6] [8], which apply to general compound channels ( | ), not only those in (1); channels can be information-unstable, e.g. non-stationary, non-ergodic, but without feedback, i.e. = ( ) (the input depends only on the message and the past inputs, not the outputs).
Theorem 1 ([6][8]). Consider a general compound channel where the channel state ∈ is known to the receiver but not the transmitter and is independent of the channel input; the transmitter knows the (arbitrary) uncertainty set . Its compound channel capacity (without feedback) is given by
where the supremum is over all sequences of finite-dimensional input distributions and ( ; ) is the compound infinformation rate, 
These operators generalize the respective inf and sup operators for regular (single-state) sequences. The following definitions extend the respective information-theoretic quantities in [2] to the compound setting.
be two compound random sequences with distributions and where is a state. The compound inf-divergence rate is defined as
where The proposition below gives the properties useful in evaluation of the compound inf-information rate ( ; ).
Proposition 1. Let and be (arbitrary) compound random sequences. The following holds:
( || ) ≥ 0 (9) ( ; ) ≥ ( ; ) ≥ 0 (10) ( ; ) = ( ; )(11)( ; ) ≤ ( ) − ( | ) (12) ( ; ) ≤ ( ) − ( | ) (13) ( ; ) ≥ ( ) − ( | )(14)( ) ≥ ( | )(15)( ) ≥ ( ) ≥ ( | )(16)
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If the alphabets are discrete, then Proof. See Appendix.
Note that many of these properties mimic the respective properties of mutual information and entropy, e.g. "conditioning cannot increase the entropy" and "mutual information is non-negative, symmetric and bounded by the entropy of the alphabet".
IV. CAPACITY WITH FEEDBACK
In this section, we consider a discrete compound channel with feedback and general additive noise. Instead of dealing with the feedback channel { −1 } → → , = 1... directly, one can consider an effective channel → without feedback, see Fig. 1 . Applying Theorem 1 to the effective channel, the capacity with the feedback can be expressed as 
where
and likewise for , ( ; ) is the compound inf-information rate:
where ( ; | ) is the information density:
The maximization in (21) is over all possible encoding functions = { } ∞ =1 and all possible message distributions. Unfortunately, this maximization is difficult to perform in general. Therefore, we proceed in a different way. Let
be the compound sup-entropy rate of the compound noise
Theorem 2. The capacity of the compound discrete channel with (arbitrary) additive noise in (1) is not increased by the causal feedback:
3 see also [10] for a formulation based on the directed information for the case of full CSI and a proof of equivalence of these two formulations in the latter case.
where is the capacity without feedback, and sup is over all sequences of input distributions.
Proof. Let us consider the no-feedback case first. The 2nd equality follow from Theorem 1. The following Lemma is needed to prove the last equality.
, then ( ) = 1/ , i.e. equiprobable generates equiprobable .
Now, since the mapping → is invertible, ( ; ) = ( ; ). It follows from (12) that
Using this inequality, one obtains:
where 1st inequality is due to -ary alphabets, so that ( ) ≤ log (see (17)), and the equality is due to ( | ) = ( + Ξ| ) = (Ξ), since the noise is additive and independent of the input (no feedback). Finally,
and the equality is achieved by equiprobable input due to Lemma 1, under which the output is also equiprobable. This proves the last equality in (25).
To prove 1st equality, = , observe that feedback cannot decrease the capacity,
To prove the converse,
use (21) to conclude
where 1st inequality is due to ( ; ) ≤ ( )− ( | ) and 2nd inequality is due to ( ) ≤ log (since the alphabet is -ary).
To evaluate ( | ), note that
and
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. 1st equality is due to = ( −1 ); 2nd and 3rd equalities are due to the channel model = + ; 4th equality is due to =ˇ( −1 ), whereˇis a function which depends on encoding functions ; last equality is due to independence of noise and message. Thus,
and therefore
Combining this with (34), one obtains (31) and hence the desired result follows. Equality in (31) 
V. IMPACT OF THE TX CSI
Let us consider the case where channel state is known at the transmitter, so that codewords can be selected as functions of the channel state. In this case, the worst-case channel capacity is a proper performance metric and it can be expressed as
= log − sup (Ξ| ) (45)
4 This was pointed out by a reviewer.
where ( ; | ) is the inf-information rate under channel state :
(Ξ| ) is the sup-entropy rate of the noise:
(43) follows from the general formula in [2] ; (44) follows from the Theorem in [7] ; (46) follows from the Lemma 2 below, so that the impact of Tx CSI can be characterized by
Note that, similarly to the compound capacity, is not increased by the feedback either.
To proceed further, we need the following definition.
Definition 3. The compound noise sequence {Ξ } ∞

=1 is uniform if the convergence in
as → ∞ is uniform in ∈ for any > 0.
Note that, while the convergence to zero in (50) for each > 0 and ∈ is guaranteed from the definition of sup (Ξ| ), this convergence does not have to be uniform in general.
Lemma 2. The following inequality holds for the general compound noise sequence:
with equality when the compound noise is uniform.
Proof. The proof is by contradiction. Assume that (Ξ) < sup (Ξ| ) which implies that
and set
from the definition of . However,
where 1st equality is due to the definition of , i.e. a contradiction, from which the desired inequality follows.
IEEE International Symposium on Information Theory
The equality case is also proved by contradiction: assume that, under the uniform convergence,
where Δ = ( − )/2 > 0, and hence
from the definition of , so that a contradiction follows
where 2nd equality is due to uniform convergence and the last inequality is from the definition of .
Combining Lemma 2 with (49), one obtains the following. 
The last equality states that there exists a saddle point: the worst-case channel capacity (achievable by codebooks tailored to the channel state) is the same as the compound channel capacity (where the codebooks are independent of channel states).
VI. APPENDIX: PROOF OF PROPOSITION 1
To prove (9) , observe that 
with (− ) = −( ), and applying the inequalities in the following Lemma in [8] . 2nd inequality in (18) follows from ( | ) ≥ 0 and (12), (11) .
2nd inequality in (20) can be obtained via similar reasoning using
(19) follow from (14).
