ABSTRACT. We construct counterexamples to classical calculus facts such as the Inverse and Implicit Function Theorems in Scale Calculus -a generalization of Multivariable Calculus to infinite dimensional vector spaces, in which the reparametrization maps relevant to Symplectic Geometry are smooth. Scale Calculus is a corner stone of Polyfold Theory, which was introduced by HoferWysocki-Zehnder as broadly applicable tool for regularizing moduli spaces of pseudoholomorphic curves. We show how the novel nonlinear scale-Fredholm notion in Polyfold Theory overcomes the lack of Implicit Function Theorems, by formally establishing an often implicitly used fact: The differentials of basic germs -the local models for scale-Fredholm maps -vary continuously in the space of bounded operators when the base point changes. We moreover demonstrate that this continuity holds only in specific coordinates, by constructing an example of a scale-diffeomorphism and scale-Fredholm map with discontinuous differentials. This justifies the high technical complexity in the foundations of Polyfold Theory.
FROM CALCULUS TO SCALE CALCULUS
The Inverse and Implicit Function Theorems are core facts in Calculus for functions of one or several variables (i.e. maps f : R m → R n ). They also hold in all previously known contexts -e.g. on Banach spaces 1 and on manifolds 2 -in which the classical chain rule holds.
Chain Rule: If two maps f : X → Y and g : Y → Z are differentiable, then their composition g • f : X → Z, x → g(f (x)) is differentiable. Its differential at x ∈ X is given by composition of the differentials, d(g • f )(x) = dg(f (x)) • df (x).
Here and throughout we use the Fréchet notion of differentiability; see e.g. [La, §16.2] . When X, Y, Z are normed vector spaces it guarantees that each differential df (x) : X → Y at a given point x is a linear map. In single variable Calculus for X = Y = R this map is multiplication r → f ′ (x)r by the classical derivative f ′ (x) ∈ R. More generally, when X, Y are manifolds then the differential df (x) : T x X → T f (x) Y is a linear map between tangent spaces; see e.g. [Le, Prop.3 .6] The chain rule, e.g. [La, §15.2] , is used for example to prove a formula relating the differentials of a function and its inverse as follows: Since s −1 • s = id we have ds −1 (s(x)) • ds(x) = d(s −1 • s)(x) = d id(x) = id, where id denotes the identity map on X (and its tangent space T x X), and thus the differential of s −1 at s(x) is inverse to the differential of s at x. This is a key ingredient for the following classical result; e.g. [La, §17.3] .
Inverse Function Theorem: Let s : X → Y be a continuously differentiable map whose differential ds(x 0 ) : X → Y at some x 0 ∈ X is an isomorphism (i.e. has a continuous inverse). Then there exists a neighbourhood U ⊂ X of x 0 such that the map s : U → s(U ) is invertible with open 1 A Banach space is a vector space with a norm X → [0, ∞), x → x that induces a complete topology. The spaces X = R n with any norm, e.g. (x1, . . . , xn) R n = x 2 1 + . . . + x 2 n , are Banach spaces, but the term usually denotes infinite dimensional Banach spaces such as the space of square integrable functions L 2 (R) = {f : R → R | f L 2 := |f (x)| 2 |dx < ∞ }. 2 A manifold is a topological space X that can locally be described in terms of coordinates in R n . More formally, X is also required to be second countable and Hausdorff, and the charts (local homeomorphisms to R n ) are required to be smoothly compatible, which in particular implies that the dimension n is fixed on connected components of X. For an introduction to manifolds see e.g. [Le] .
image s(U ) ⊂ Y , and the inverse s −1 : s(U ) → U is continuously differentiable with differential ds −1 (s(x)) = ds(x) −1 .
Similarly, the chain rule is used to compute the implicit function y : X → Y that parametrizes the locus defined by a function h(x, y) = 0, as follows (for simplicity) in case X = Y = R: Since h(x, y(x)) = 0 we have ∂ x h + ∂ y h · y ′ (x) = 0 and thus y ′ (x) = −∂ x h/∂ y h. Note that this requires the partial derivative ∂ y h to be nonzero (or more generally invertible as map T y Y → T h(x,y) Z), and this in fact is also a sufficient condition for the local existence of the implicit function y : X → Y , by the following classical result; e.g. [La, §17.4] .
Implicit Function Theorem: Let h : X × Y → Z be a continuously differentiable map whose partial differential ∂ Y h(x 0 , y 0 ) is an isomorphism. Then there exist neighbourhoods U ⊂ X of x 0 and V ⊂ Y of y 0 and a differentiable map y : U → V whose graph parametrizes the local zero set, that is h −1 (0) ∩ (U × V ) = {(x, y(x)) | x ∈ U }. This result is critical for Differential Geometry, which studies "smooth geometric shapes", i.e. manifolds, by describing them locally in terms of implicit functions. For example, the circle S 1 = {(x, y) ∈ R 2 | x 2 + y 2 = 1} has the structure of a 1-dimensional manifold because it can be covered by the four (smoothly compatible) charts arising from applying the Implicit Function Theorem to h(x, y) = x 2 + y 2 − 1,
In classical Calculus and Differential Geometry one can also study the zero sets of more general functions such as h(x, y) = x 2 + y 2 , which do not meet the transversality condition of dh being onto. (Such transversality is equivalent -up to change of coordinates -to the assumption of a partial differential being an isomorphism.) Singular zero sets are regularized by perturbing the function to achieve transversality. The result is a well defined cobordism class of manifolds of the expected dimension. In our example, h : R 2 → R imposes one condition on two variables, so is expected to have 1-dimensional zero set. While the unperturbed zero set h −1 (0) = {(0, 0)} consists of a single point, its perturbations (h − ǫ) −1 (0) = {(x, y) ∈ R 2 | x 2 + y 2 = ǫ} are either circles (for ǫ > 0) or empty sets (for ǫ < 0). These perturbed zero sets are all cobordant. In more elementary terms: The integral of a conservative vector field along (h − ǫ) −1 (0) is independent of ǫ (in fact zero). Hofer-Wysocki-Zehnder as the corner stone of Polyfold Theory, which provides an analogous perturbation theory for functions whose zero sets are the moduli spaces of pseudoholomorphic curves studied in Symplectic Geometry. It satisfies a Chain Rule [HWZ, §1] , and with the appropriate notion of scale-Fredholm it satisfies an Implicit Function Theorem. But we will show in §2 that, for general scale-differentiable (or even scale-smooth) functions, no reasonable version of the Inverse or Implicit Function Theorems can be true. This does not affect the validity of Polyfold Theory (as we make more explicit in §3), but it justifies novel extra conditions in the scale-Fredholm notion, and explains the level of technical difficulties in the polyfold approach to overcoming the foundational challenges in regularizing moduli spaces. The latter have been discussed at length e.g. in [MW] and are not the topic of this paper -apart from one such challenge having motivated the development of Scale Calculus. The following remark gives a brief introduction to Scale Calculus from this point of view; for a more in-depth motivation see [FFGW, §2.2] . The Scale Calculus notions require more analysis proficiency than the calculus level discussion so far. The basic claims and constructions in the rest of the paper should be accessible at advanced calculus level -when taking for granted the existence of a Scale Calculus in which the constructed maps are "smooth". The proofs are formulated at undergraduate analysis level such as [La] as much as possible, but require some standard graduate topology and analysis such as compactness considerations, Hölder and Sobolev estimates. Use of prior results in Scale Calculus will be clearly labeled. Remark 1.1. Scale Calculus works with a sequence E = (E i ) i∈N 0 of Banach spaces with natural embeddings E i+1 ֒→ E i . This is motivated by the reparametrization map τ : R × {f :
Scale Calculus was recently developed by
given by viewing the circle as quotient S 1 = R/Z. Its twodimensional analogues appear crucially in the description of moduli spaces in symplectic geometry. While τ is not classically differentiable in any known norm on an infinite dimensional vector space of functions {f : S 1 → R}, it is Fréchet differentiable as map τ : C i+1 (S 1 ) → C i (S 1 ). Note here the shift in differentiability between the spaces C i (S 1 ) = {f :
This notion of "shifted differentiability" reproduces classical Multivariable Calculus by viewing R n as the constant sequence E = (E i = R n ) i∈N 0 .
Hofer-Wysocki-Zehnder [HWZ] generalized this notion to infinite dimensions while preserving the chain rule by requiring extra conditions in both the definition of differentiability and on the scale structure (E i ) i∈N 0 as follows: A scale-Banach space is given by sequences of compact 3 embeddings E i+1 ֒→ E i , whose intersection yields a vector space E ∞ := i∈N 0 E i that is dense in each E i . Then a function τ : E → F is scale-continuous if it is continuous as map τ : E i → F i for all i ∈ N 0 = {0, 1, 2, . . .}. Further, the notion of scale-differentiability requires classical differentiability of τ : E i+1 → F i together with a well defined differential dτ (e) : E i → F i for e ∈ E i+1 and continuity of the maps E i+1 × E i → F i , (e, X) → dτ (e)X; see [HWZ, Definitions 1.1, 1.9] . The latter can be phrased as scale-continuity of the differential dτ : TE → F, where the shift is encoded in the notion of tangent space TE = (E i+1 × E i ) i∈N 0 .
With these Scale Calculus notions, the above reparametrization map τ is scale-differentiable, and in fact scale-smooth (i.e. all its differentials are scale-continuous) when specifying {f : S 1 → R} as the scale-Banach space of functions (C i (S 1 )) i∈N 0 ; see [FFGW, §2.2] . Here the smooth functions form a dense subspace E ∞ = C ∞ (S 1 ) of each Banach space E i = C i (S 1 ) in the scale structure. The Banach space E 0 = L 2 (R) and scale structure E i = H i,δ i (R) that we will work with in §2 are somewhat more complicated since we require inner products, and wish to work with a space of functions f : R → R whose domain is noncompact. However, the above example is a good proxy for nonexperts since smooth functions with compact support C ∞ 0 (R) are dense in E ∞ and thus in each E i .
In order to regularize moduli spaces of pseudoholomorphic curves despite an absence of Inverse and Implicit Function Theorems, Hofer-Wysocki-Zehnder [HWZ2] show that they are in fact the zero set of scale-Fredholm maps -a special class of scale-differentiable functions, with the Implicit Function Theorem essentially built into the definition. This is in stark contrast to classical Fredholm theory -which establishes e.g. the Implicit Function Theorem as stated above for continuously differentiable maps between Banach spaces X × Y and Z, when the factor X is finite dimensional. These assumptions are equivalent (after change of coordinates and splitting) to the (generally nonlinear) function h : X × Y → Z being transverse (i.e. surjective differential) and Fredholm in the classical sense: At every (x, y) ∈ h −1 (0) the differential dh(x, y) is a (linear) Fredholm operator, that is its kernel and cokernel are finite dimensional. Thus our results demonstrate that the highly nontrivial variation of the nonlinear Fredholm notion in Scale Calculus [HWZ, Definition 3.7] is in fact necessary to obtain the desired perturbation theory [HWZ, Theorems 3.4, 5.5] . This scale-Fredholm notion requires a contraction property -after change of coordinates and splitting off finite dimensions in domain and target -and we illuminate this definition in §3 by showing that the contraction property implies a continuity of the differentials. This is crucial to various proofs of [HWZ] but only implicitly stated. Unfortunately, this continuity only holds in specific coordinates since changes of coordinates in Scale Calculus generally do not preserve continuity of the differential -another deviation from classical calculus facts that we construct a counterexample for in §4. However, our results are sufficient to deduce persistence of transversality in neighbourhoods of a 3 Compactness of embeddings means that any bounded sequence in Ei+1 has a convergent subsequence in Ei. When Ei is infinite dimensional, this requires nontrivial embeddings Ei+1 Ei.
transverse zero in Corollary 3.3 for general scale-Fredholm maps. This further illuminates why the Inverse and Implicit Function Theorems -while false for general scale-smooth maps -actually do hold for scale-Fredholm maps.
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COUNTEREXAMPLES TO INVERSE AND IMPLICIT FUNCTION THEOREMS
A full polyfold analogue of the Inverse Function Theorem would require replacing (open subsets of) Banach spaces by sc-retracts as defined in [HWZ, Definition 2.2] . Somewhat simplified, a scretract R = im ρ is the image of a continuous map ρ : E → E on a Banach space E satisfying ρ • ρ = ρ, where E is equipped with a scale-structure with respect to which ρ is sc-smooth. 4 As it turns out, the first nontrivial example of a sc-smooth retraction from [HWZ1, Lemma 1.23] provides the analytic basis for all the counterexamples in this section. To construct it explicitly (and fit our later needs), fix a smooth function β :
in which the following map is scale smooth:
This map is moreover a retraction in the sense that ρ • ρ = ρ, and the corresponding sc-retract is
with topology induced by its inclusion in R × L 2 (R). The tangent spaces to this retract are defined as T (t,f ) R = im dρ(t, f ), which are 1-dimensional for t ≤ 0 and 2-dimensional for t > 0, as follows for f = 0 from the computation of the differential
While ρ is not classically differentiable (see Remark 2.7) the above map is the differential of ρ in scale calculus. And from here we quickly obtain a first counterexample to the Inverse Function Theorem, in which the map is not invertible since it is not even locally surjective.
Lemma 2.1. There exists a sc-smooth map
Proof. The identity map R → R is a sc-smooth retraction with corresponding sc-retract O := R. Then the map s : O → R, t → (t, 0) is sc-smooth as per [HWZ, Definition 2.4] 
. While this differential is an isomorphism, the image s(O) ⊂ R does not contain any element of the line (t, tβ t ) ∈ O for t > 0, which for t → 0 converges to s(0) = (0, 0) as tβ t L 2 = t.
Next, we show that the complications are not caused by the retracts, but by the differences between classical and scale differentiability.
Lemma 2.2. There exists a sc-smooth map s : E → E on a sc-Banach space E, whose differential ds(0) : E → E is a sc-isomorphism, but s(E) ⊂ E contains no neighbourhood of s(0).
Proof.
After giving E = R × L 2 (R) a sc-Banach space structure as in [HWZ1, Lemma 1.23], we obtain a sc-smooth map
is the identity, hence an isomorphism, but the image of s does not contain the line (t,
In fact, local invertibility is unclear even if the differentials are sc-isomorphisms on an open set.
Question: Given a sc-smooth map s : E → F, whose differential ds(e) : E → F is a scisomorphism for every e ∈ E, is s (locally) bijective?
We suspect that the answer may in fact be 'no' as we have an example with discontinuous inverse.
Lemma 2.3. There exists a sc-smooth maps : F → F, whose differential ds(e) : F → F is a sc-isomorphism for every e ∈ F, but whose inverses −1 :
Proof. We modify the construction of Lemma 2.2 by adding a new R component. The maps :
where φ(t) = 0 for t ≤ 0 and φ(t) = e −e 1/t 2 for t > 0. We will show that this choice of φ ∈ C ∞ (R) guarantees classical smoothness of
Here the weighted Sobolev space H k,δ (R) is the completion of the smooth compactly supported functions C ∞ 0 (R) with respect to the norm
and thus, together with Lemma 2.2, proves sc-smoothness of (3) -using a scale structure
To show smoothness of (4) we express it in the general form g(t) = ψ(t)φ(t)γ t with γ t := γ(e 1/t + ·) for γ = β and ψ ≡ 1. Any map of this form with ψ ∈ C ∞ ((0, ∞)) and compactly supported γ = d k dt k β ∈ C ∞ (R) has derivative zero for t ≤ 0, and for t > 0 we have
Then change of variables x = 1 t 2 → ∞ yields the desired convergence
To prove that the differentials ds(t, y, f ) are sc-isomorphisms for all (t, y, f ) ∈ R 2 × L 2 (R), first note that the differential is the identity for t ≤ 0. Next, for fixed t > 0 and splitting off the first R-factor, the map
. This shows that in fact ds(t, y, f ) is a sc-isomorphism for any fixed (t, y, f ) ∈ R 2 × L 2 (R), since β t is smooth with compact support, so that the bounded linear operators ds(t, y, f ) and ds(t, y, f ) −1 on R 2 × L 2 (R) restrict to bounded linear operators on the scales R 2 × H i,δ i . On the other hand, the inverse of the nonlinear maps,
is not even continous as map
so does not extend continuously to pr Ry s −1 (0, 0, f ) = 0.
Remark 2.4. Lemma 2.3 also provides a counterexample to the Implicit Function Theorem and its classical consequence that zero sets of smooth Fredholm maps with surjective linearization are smooth manifolds:
is not a topological manifold, as it admits no manifold chart at (0, 0, 0). This can be seen by failure of local compactness ofŝ −1 (0) as follows: Given any ǫ > 0, the
Next, we obtain an even sharper contrasts to the classical Implicit Function Theorem by constructing a nonlinear sc-smooth map with surjective Fredholm linearizations but a branched 1-dimensional zero set.
Theorem 2.5. There exists a sc-smooth map h : R × E → E, (t, e) → h t (e) on a sc-Banach space E, whose partial differential dh 0 : E → E is a sc-isomorphism, but whose zero set branches at (0, 0) in the sense that h −1 (0) = {(t, 0), (t, z(t))} with a sc-smooth function z : R → E such that z(t) = 0 for t ≤ 0 and z(t) = 0 for t > 0. In fact, h is transverse to 0 in the sense that dh(t, e) is surjective for all (t, e) ∈ R × E, and dh t (e) is surjective whenever h t (e) = 0.
Proof. We modify the construction of Lemma 2.2 by dropping the first component in the codomain and adjusting the second to
for a smooth function φ : [0, ∞) × R → R, (t, x) → φ t (x). The previous example is reproduced by φ(t, x) = x, but for the present result we multiply this function with a t-dependent smooth function to obtain e.g. φ(t, x) = x(1 − e −e 1/t 2 + x). To prove sc-smoothness of h -using the same sc-structure on E = L 2 (R) as before -we may subtract the identity on L 2 (R) and consider the map
Here Φ(t, f ) → f, β t β t for t > 0 extends sc-smoothly to Φ(t, f ) = 0 for t ≤ 0 by [HWZ1, Lemma 1.23], and ψ : R 2 → R is some smooth function such as (t, x) → 1 − e −e 1/t 2 + x. So by the product and chain rules in scale calculus [HWZ, §1] it remains to prove sc-smoothness of the function Ψ : R × E → R given by Ψ(t, f ) = f, β t for t > 0 and Ψ(t, f ) = 0 for t ≤ 0. For t = 0 this map is smooth and thus sc-smooth. At (0, f 0 ) ∈ R × L 2 (R) it is sc 0 because both terms in
Scale differentiability is only required at (0, f 0 ) ∈ R × H 1,δ 1 (R) with δ 1 > 0, where we estimate for t > 0
This shows differentiability with trivial differential DΨ(0, f 0 ) ≡ 0 because lim t→0 t −1 e −δ 1 e 1/t = 0. Continuity of the differential then boils down to continuity of (t, f ) → −t −2 e 1/t f, β ′ (· + e 1/t ) at t = 0, and further differentiability uses analogous estimates with β replaced by its (still smooth and compactly supported) derivatives. The required limits are lim t→0 t −k e ℓ/t e −δ 1 e 1/t = 0 for k, ℓ ∈ N, which holds since for x = 1 t → ∞ we know that e δ 1 e x grows faster than x k e ℓx . This proves sc-smoothness of h : R × E → E. Next, its partial differentials are dh t = id for t ≤ 0 but for t > 0 we compute
Whenever c := φ ′ t ( f, β t ) = 1 this is a sc-isomorphims on E with inverse G → G − c c−1 G, β t β t , but for c = 1 it is the projection to the orthogonal complement of Rβ t with 1-dimensional kernel and cokernel. To find the zero set, we know h −1 t (0) = {0} for t ≤ 0 and compute for t > 0
−e 1/t 2 β t } since for our specific choice of the function φ we have
This proves the first part of the Theorem with z(t) = e −e 1/t 2 β t for t > 0, which extends to a sc-smooth path z : R → E by z(t) = 0 for t ≤ 0 by classical smoothness of (4).
To check transversality of h and prove the Remark, we compute φ ′ t (x) = 1 − e −e 1/t 2 + 2x so that φ ′ t (x) = 1 ⇔ x = 1 2 e −e 1/t 2 , and thus surjectivity of dh t (f ) fails exactly for t > 0 on the hyperplane f, β t = 1 2 e −e 1/t 2 = 1 2 z(t), β t . This is the hyperplane through the mid-point 1 2 e −e 1/t 2 β t on the line segment between the two zeros 0, z(t) = e −e 1/t 2 β t , and orthogonal to the line Rβ t through them, so the hyperplane does not intersect the zero set, as claimed. Moreover, although the differential dh(t, f ) is generally defined only at (t, f ) ∈ R×E 1 , our particular choice of function allows us to compute at any f ∈ L 2 (R) and obtain a prospective differential dh(t, f ) : (T, F ) → F for t ≤ 0 and for t > 0 with
To see that this map R × L 2 (R) → L 2 (R) is surjective, we consider an element G ∈ L 2 (R) in the orthogonal complement to its image and aim to show that it must be zero. From the established properties of dh t , the only case that remains to be considered is t > 0, f = x t β t , x t = 1 2 e −e 1/t 2 , and G ∈ Rβ t . In that case we use the identity 2 β t , ∂ t β t = ∂ t β t 2 = 0 and compute (∂ t φ t )(x) = − 2 t 3 e 1/t 2 e −e 1/t 2 x to obtain
This implies β t , G = 0 and thus G = 0, finishing the proof of surjectivity of dh(t, f ).
To better understand the origin of these differences between classical and scale versions of calculus note that the proof of the Implicit and Inverse Function Theorems rely on surjectivity (and hence invertibility) of the differential persisting in a neighbourhood as follows.
Openness of Transversality: Let s : E → F be a continuously differentiable Fredholm map between two Banach spaces E, F whose differential ds(0) is surjective. Then there is a neighbourhood U ⊂ E of 0 such that ds(p) is surjective for all p ∈ U .
The examples of Lemmas 2.2, 2.3, and Theorem 2.5 also disprove the scale calculus version of this classical fact. In contrast with Corollary 3.3 this will also show that these examples are not sc-Fredholm in the sense of [HWZ, Definition 3.7] .
Remark 2.6. Lemma 2.2 constructs s on E = R × L 2 (R) so that ds(t, f ) is a sc-isomorphism for t ≤ 0, but for t > 0 has 1-dimensional kernel and cokernel. Lemma 2.3 constructss on
Indeed, the sc-smooth map s : R×L 2 (R) → R×L 2 (R) of Lemma 2.2 has differential ds(t, f ) = id for t ≤ 0 but for t > 0 we compute
For f = 0 the second component simplifies to the projection F → F − F, β t β t to the orthogonal complement of Rβ t . Thus ds(t, 0) is still a sc-Fredholm operator but has kernel {0} × Rβ t and cokernel F/ im ds(t, 0) ≃ Rβ t . For f = 0 a brief computation shows the same. The claim on Lemma 2.3 follows by setting y = 0 in (3) and dropping the second component.
Theorem 2.5, as established in the proof, constructs h so that the partial differential dh t (e) is a sc-isomorphism whenever t ≤ 0 or t > 0 and e − 1 2 z(t), β t = 0. However, for t > 0 on the hyperplane e − 1 2 z(t), β t = 0 through 1 2 z(t) orthogonal to Rβ t the differential dh t (e) has 1-dimensional kernel and cokernel.
In fact, this failure of fiber-wise transversality of the sc-smooth family of maps h t : E → E along some path t → x t β t with limit 0 → 0 (in our case x t β t = 1 2 z(t)) is a universal effect for any choice of the function φ t in the construction (5) with branching zero set. Indeed, with ψ t (x) := x − φ t (x) we have h −1 t (0) = {x|ψ t (x) = 0}β t and transversality fails at {x|ψ ′ t (x) = 0}β t . So, by the mean value theorem, there is fiber-restricted transversality failure between any two solutions on the line Rβ t .
While the total differential dh is surjective everywhere in this example, it remains an open question whether there is a scale calculus counterexample to the implicit function theorem in which all partial differentials dh t are surjective in a neighbourhood of a branching point. This Remark shows that Openness of Transversality does not hold for general sc-smooth maps. On the other hand, Corollary 3.3 below will prove Openness of Transversality for sc-Fredholm maps -based on continuity of the differential as an operator in specific coordinates established in Proposition 3.2. The difference between continuity of the differential required by sc-smoothness and continuity as operator will be illuminated in the following Remark.
which appears in all counterexamples above for some choice of φ t , has a continuous tangent map
but the differential is discontinuous as map to the Banach space of bounded operators
Explicitly, we can see that the difference of differentials,
≥ 1 for every t > 0 and both φ t (x) = x and φ t (x) = e t x. In comparision with Proposition 3.2 this shows that h is not equivalent to a basic germ at (0, 0) since otherwise Proposition 3.2 would imply continuity of the differential restricted to R × {0} (which lies in the ∞-level of the sc-structure on R × L 2 (R)) at the point (0, 0), and in the operator norm on level i = 0 (which after change of coordinates is equivalent to the operator norm on R × L 2 (R)).
On the other hand, scale smoothness of h only requires continuity of the differential in
CONTINUITY OF DIFFERENTIAL FOR BASIC GERMS
The examples in §2 demonstrate that sc-smoothness and Fredholm linearizations are insufficient for an Inverse or Implicit Function Theorem. Instead, recall from [HWZ, Definitions 3.6, 3.7] that sc-Fredholm maps in polyfold theory are required to be locally equivalent to a basic germ. 
where the sc-smooth map B : R k × W → W is a contraction on all levels of W, in the sense that for any i ∈ N 0 and ǫ > 0 there exists δ > 0 such that for c ∈ R k and w 1 , w 2 ∈ W i with |c|, |w 1 | i , |w 2 | i < δ we have the contraction property
Recall here that the sc-space W = (W i ) i∈N 0 consists of Banach spaces W i with norm · i and compact embeddings
The purpose of this section is to illuminate this nonlinear sc-Fredholm property by proving a continuity property of the differentials of a basic germ, which is implicit in various proofs of [HWZ] , and does not hold for general sc-smooth maps, as we show in §4. Recall from Remark 1.1 that general sc-smooth maps s : E → F restrict to continuously differentiable maps E i+1 → F i and the differential is continuous as map E i+1 × E i → F i , (e, X) → ds(e)X. This can also be phrased as the differential forming a map ds : E i+1 → L(E i , F i ), i.e. the differential at any given base point e ∈ E i+1 is an element of the vector space L(E i , F i ), which is defined to consist of bounded (i.e. continuous) linear operators such as ds(e) : E i → F i . However, the differential as map that takes the base point e to the linear operator ds(e) may not be continuous in the operator norm on the vector space L(E i , F i ); see [HWZ, Remark 1.1] . That is -as in the previous examples of §2 by Remark 2.7 -we cannot generally guarantee ds(e+h)−ds(e) = sup X E i =1 ds(e+h)X −ds(e)X F i → 0 as h E i+1 → 0. However, the following Proposition establishes this type of continuity at e = 0 if s = f is a basic germ.
Proposition 3.2. Let f be a basic germ as in (6), then for every i ∈ N 0 the differential
is continous at (0, 0) with respect to the operator norm on L(. . .). In fact, the partial differential in the directions of W,
is continous at (0, 0) with respect to the W i -topology on W i+1 .
Proof. First note that pr R N • f = a : R k × W → R N is a sc-smooth map with finite dimensional codomain F = R N , so for any j ≥ 1 it restricts to a continuously differentiable map a : [HWZ, Proposition 1.7] and triviality of the sc-structure
Next, the linear map (c, w) → w in the second component of f has differential pr W , which restricts to the bounded projections R k × W i → W i and does not vary with the base point. Thus the crucial step for this Proposition is to show continuity of dB at (0, 0).
For the first component of the differential, d R k B, the vectorwise continuity implies continuity of
, recall that, given ǫ > 0, the contraction property (7) provides δ > 0 so that B(c, w 1 ) − B(c, w 2 ) i < ǫ w 1 − w 2 i whenever |c|, w 1 i , w 2 i < δ. We claim that this implies
is continuous, we can find a nearby h ∈ W i+1 that satisfies the same inequality. Then for t > 0 sufficiently small such that w + th i , w i < δ we can bound the shifted difference quotient B(c, w
This contradicts the above condition of sc-differentiability for d = 0 and t → 0. Thus, given any ǫ > 0 we found δ > 0 so that
is countinous at (0, 0) not just in the natural topology on W i+1 but even in the coarser topology induced by the embedding of W i+1 ⊂ W i . The same is true for pr R N •df , which proves the claimed continuity of d W f . For d R k B the scale differentiability only yields continuity in the topology of W i+1 , so the overall differential df is contious at (0, 0) in the W i+1 -topology.
Unfortunately, this Proposition does not prove continuity of the differential as operator for general sc-Fredholm maps, since a change of coordinates by a nonlinear sc-diffeomorphism of the domain does not generally preserve continuity of the differential, as shown in §4. In applications, we do expect sc-Fredholm maps such as the Cauchy-Riemann operator in [HWZ2] to have continuous differentials, as the changes of coordinates in practice are linear -arising from splitting off kernel and cokernel of linearized operators. However, we can deduce from Proposition 3.2 that any property which (a) follows from continuity of the differential in the operator norm, (b) is preserved under composition with sc-diffeomorphisms, also holds for sc-Fredholm maps. This proves the following scale calculus analogues of "Openness of Transversality" and "Openness of isomorphic differentials". Corollary 3.3. Let s : E → F be a sc-Fredholm map.
6 Then for any i ∈ N 0 the following subsets of E ∞ are open w.r.t. the E i+1 -topology,
DISCONTINUITY OF DIFFERENTIAL FOR SC-DIFFEOMORPHISMS
The purpose of this section is to show that sc-diffeomorphisms -in contrast to the basic germs in §3 -can have discontinuous differential, viewed as map to the space of bounded linear operators as in Proposition 3.2. The following construction of a sc-diffeomorphism s : F → F with discontinuous differential in this sense also is an example of a sc-Fredholm map with discontinuous differential, since s is equivalent, via the sc-diffeomorphism s, to the identity map id F , which is a basic germ (as it satisfies Definition 3.1 with W = F, k = N = 0, and B ≡ 0). Theorem 4.1. There exists a sc-smooth diffeomorphism s : [HWZ3, p.12 ] to be a homeomorphism f : U → V between open subsets U ⊂ E, V ⊂ F of sc-Banach spaces, such that both f and f −1 are sc-smooth. It then follows that the differential d u f := df (u) :
Indeed, the chain rule [HWZ, Theorem 1 .1] applied to the identities
To construct the example in Theorem 4.1, we work with an abstract model for the sc-Banach space E = (H 3i (S 1 )) i∈N 0 . For that purpose we start with an infinite dimensional vector space
x n e n N ∈ N, x 1 , . . . , x N ∈ R generated by a sequence of formal variables (e n ) n∈N . We obtain norms x i := x, x i on E by defining inner products with e n , e m i := n 6i δ n,m . Then each completion of E in a norm · i defines a Banach space E i := E · i , and the embeddings E i+1 ⊂ E i are compact so that E := (E i ) i∈N 0 is a sc-Banach space. (This follows from the compact Sobolev embeddings H 3i (S 1 ) ֒→ H 3j (S 1 ) for i > j. Here an explicit sc-isomorphism E 0 ≃ H 0 (S 1 ) mapping E i to H 3i (S 1 ) can be obtained by taking real and imaginary parts of the complex orthogonal basis (e √ −1kθ ) k∈N 0 of L 2 (S 1 ) = H 0 (S 1 ) and normalizing these real valued functions to obtain a collection of smooth functions (e n ) n∈N ⊂ C ∞ (S 1 ) = i∈N 0 H 3i (S 1 ) that have inner products e n , e m H 3i := n 6i δ n,m . Thus they form an orthonormal basis of H 0 (S 1 ) and the · i closure of the finite span E ֒→ H 0 (S 1 ) exactly corresponds to the subspace H 3i (S 1 ) ⊂ H 0 (S 1 ).)
Proof of Theorem 4.1. We construct a map s : F → F on F := R × E by s : (t, x) → (t, s t (x)), s t ∞ n=0 x n e n := ∞ n=0 f n (t)x n e n for a sequence of smooth functions f n : R → [ So the family of linear maps s t restricts to s t = id E for t ≤ 0 and s t | E N = 1 2 id E N on E N := span{e n |n ≥ N } for t ≥ 1 N . Thus ds : R × E i+1 → L(R × E i , R × E i ) cannot be continuous for any i ∈ N 0 since ds(t, x)| {0}×E i : (0, X) → (0, s t (X)) is discontinuous at t = 0 in L(E i , E i ) by s 1/n − s 0 L(E i ,E i ) ≥ s 1/n (e n ) − s 0 (e n ) i e n On the other hand, since f n (t) = 0, the map s has an evident inverse given by s −1 : t, ∞ n=0 y n e n → t, ≤ n 2k C k ∀k ≥ 0.
Next, we write s(t, x) = (t, ρ 0 (t, x)) and -to prove that ρ 0 : R × E → E and thus s is well defined and sc-smooth -we more generally study the maps arising from the derivatives f
n (t)x n e n .
We can rewrite this ρ k (t, ·) = ∞ n=0 f (k) n (t)p n in terms of the orthogonal projections to Re n ⊂ E 0 , p n : E → E,
x → x, e n 0 e n .
Then for k ≥ 1 the supports of f (k)
n are disjoint, so we have ρ k (t, ·) = f Nt (t)p Nt with N t := ⌊ 1 t ⌋ for t > 0 and ρ k (t, ·) ≡ 0 for t ≤ 0 as well as in a small neighbourhood t ∼ 1 n for each n ∈ N. Note also for future purposes the estimates for x ∈ E i+k and k ≥ 0 p n (x) i = x, e n 0 en i en i+k e n i+k = n −3k
x, e n 0 e n i+k = n −3k p n (x) i+k , We will show for all k ∈ N 0 that ρ k : R × E k → E is well defined, sc 0 , and sc-differentiable with tangent map Tρ k = (ρ k , Dρ k ) : R × E k+1 × R × E k → E 1 × E given by (11) Dρ k : (t, x, T, X) → ρ k (t, X) + T · ρ k+1 (t, x).
Once this is established, Tρ k is sc 0 by scale-continuity of ρ k , ρ k+1 . In fact, Tρ k , as a sum and product of sc 1 maps, is sc 1 , and further induction proves that ρ k and thus also s and s −1 are all sc ∞ .
while for t ≤ 0 we have ρ k (t, x + X) − ρ k (0, x) − ρ k (0, X) i = 0. So together we obtain the required convergence of difference quotients,
0.
This proves for all k ∈ N 0 that ρ k is sc 0 and sc-differentiable with (11), and thus finishes the proof of sc-smoothness of s and s −1 .
