Introduction
Recent advances in digital imaging and computer vision 1 have led to the development of many new imaging systems. The use of specially designed apertures, [2] [3] [4] [5] lenses, 6 flashes, 7 or shutters 8 has become a common practice for various imaging applications. For example, coded 4 or color-filtered apertures 2 can be used to robustly recover scene depth from a single shot. However, these imaging systems require deliPaper 10021R received Feb. 9, 2010; revised manuscript received Jul. 26, 2010 ; accepted for publication Aug. 30, 2010 ; published online Dec. 6, 2010 1017-9909/2010/19(4)/043009/12/$25.00 C 2010 SPIE and IS&T.
cately modifying the camera, and thus are not easily accessible for consumers.
In this work, we propose a novel stereo imaging technique that we call dual-focus stereo imaging (DFSI), which only uses off-the-shelf cameras. DFSI captures a pair of images from different viewpoints and at different scene foci, but with identical wide aperture size, as shown in Fig. 1 . Wide apertures allow more light to be admitted to the camera and are suitable for low-light and fast motion imaging. However, they also lead to shallow depth of field (DOF), where pixels are sharp around what the lens is focusing on and blurred elsewhere. Hence, each image in DFSI exhibits different defocus blur and the two images form a defocus stereo pair, as shown in Fig. 2 .
We first present a new framework to uniformly model defocus blur and parallax in a DFSI pair using a defocus kernel map (DKM). A DKM computes the size of the blur disk at each pixel via the defocus constraint. We derive a novel disparity defocus constraint for DFSI pairs and integrate DKM estimations with the graph-cut-based disparity map estimation to simultaneously recover both maps. The recovered DKMs provide useful guidance for segmenting the in-focus regions in each image.
We demonstrate a broad class of imaging applications using the DFSI technique. We first apply DFSI for enhancing low-light imaging by coupling wide apertures with fast shutters. We segment and warp the in-focus region using the recovered DKMs and disparity map. DFSI generates images with high sharpness, low noise level, and minimal motion blur in low light. We then use DFSI for automatic defocus matting. While existing defocus matting systems 9 require images to be captured at or warped to the same viewpoint, DFSI not only allows but also efficiently uses parallax between images. Finally, we demonstrate synthesizing a multifocus photomontage from a DFSI pair. To maintain smooth transitions between the warped and captured regions, we develop a novel adaptive blurring technique using the recovered DKMs.
The primary contributions of this work are:
r a dual-focus stereo imaging (DFSI) technique that uses a pair of images captured from different viewpoints and at different scene foci r a novel disparity defocus constraint that uniformly models the defocus kernel maps (DKMs) and the disparity map in a DFSI pair r a robust algorithm based on the disparity defocus constraint for recovering the DKMs and the disparity map r a class of DFSI-based algorithms for various imaging applications, including low-light imaging, automatic defocus matting, and multifocus photomontage.
Related Work
In this section, we briefly review several research areas that are closely related to this work.
Depth from Defocusing
Recovering scene depth from multiple defocused images is a well-explored problem in computer vision. Most existing approaches require capturing a large number of images from the same viewpoint with different focuses. focus settings to recover very high quality depth maps. It is also possible to fuse the estimated depth from focus (DFD) depth map with a stereo map, e.g., via weighted fusion. 13 Ref. 14 uses two stereo pairs, each having a different focus, to separately model the depth map and the defocused image as Markov random fields. Finally, it is also possible to conduct a temporal defocus analysis method to recover a depth map by estimating the defocus kernel of the projector. 15 Our DFSI technique differs from these DFD techniques in that: 1. we only use two images, and 2. we uniformly model and solve for defocus blurs and scene depth.
Specially Designed Apertures
In the emerging field of camera imaging, several researchers have suggested that replacing regular circular-shaped apertures with specially designed ones has many benefits. For example, coded apertures 4, 5, 16 change the frequency characteristics of defocus blur and use special deconvolution algorithms to reduce blurs and estimate scene depth from a single shot. A color-filtered aperture 2 divides the aperture into three regions, through which only light in one of the RGB color bands can pass. Out-of-focus regions will lead to depth-dependent color misalignments, which can then be used to determine scene depth. For more details, we refer the readers to the survey of computational photography. 1 A downside of these approaches is the requirement of modifying the camera optical system, whereas our DFSI technique does not require any modification as such.
Defocus Matting
One of the target applications of DFSI is automatic image matting. Image matting decomposes an observed image I into a foreground object image F, a background image B, and an alpha matte α. We refer the readers to Ref. 17 for an extensive survey on the state of the art approaches. While most matting schemes require user inputs in the form of scribbles or trimaps, several methods based on specially designed apertures 2 or apparati 9 have been recently proposed for automatically extracting matte. Defocus video matting 9 uses synchronized cameras to capture multiple images with different focuses from the same viewpoint. Light field matting synthesizes a defocused view using an array of cameras. 18 Our DFSI technique is able to automatically extract mattes from a pair of images captured by a hand-held camera.
Multifocus Fusion
Finally, our work is also related to methods for generating a multifocus photomontage. Ref. 4 uses coded apertures coupled with special deconvolution algorithms based on sparse-prior to recover an all-in-focus image for refocusing. Since they use regular circular-shaped apertures, their technique cannot fully recover the high-frequency components in the defocused images. Alternatively, digital photomontage systems 19 provide users with an interactive interface to highlight the desired regions in different images and then automatically fuse the selected regions. Dai and Wu used image matting techniques to iteratively recover the foreground and background layer from a partial blur image. rely on user inputs and graph-cut optimization to segment the desired regions, or require viewpoint registrations, whereas DFSI can automatically segment and fuse the in-focus regions with smooth transitions.
Defocus Kernel Map
Similar to Refs. 11 and 14 and 22-26, we use Gaussian point spread functions (PSFs) to effectively approximate defocus blurs. Recent papers on coded apertures 4 have shown that other types of PSFs may be more suitable for reducing blur kernels. We, however, choose to use the Gaussian PSF for its simplicity in modeling the DKM. In fact, we derive the DKM constraint to directly correlate scene depth with Gaussian kernel sizes. In this work, the defocus blur at every pixel p is modeled as:
where ⊗ is the convolution operation. 
Consider an arbitrary scene point p lying at depth d( p); its image will focus at v( Fig. 3(a) . Thus, p will cast a blur disk of diameter b( p), where
Substituting v( p) and v s with d( p) and s using the thin lens equation, we have:
where α = f 2 /N , and β = f. Eq. (4) computes the blur disk size at every pixel in terms of its scene depth, and we call it the defocus constraint.
Disparity Defocus Constraint
Next, we derive the defocus constraint in terms of the disparity map in DFSI. (The disparity map here refers to the one computed between the corresponding all-focus images.) DFSI uses a pair of images I 1 and I 2 captured with the same f-number and focal length, but focused at different scene depths. For every pixel p in I 1 , its disparity γ ( p) (with respective to I 2 ) can be computed from its depth
where K is a function of the camera baseline and intrinsic parameters, and is constant for all pixels. Similarly, we can map the in-focus scene depth s in I 1 to its disparity γ s . Substituting d( p) and s with γ ( p) and γ s , in the defocus constraint Eq. (4), we have:
whereα = α/β andβ = k/β. We call Eq. (5) the disparity defocus constraint. Similarly, we can compute the DKM b of I 2 with respect to I 1 . For the rest of the work, we refer by default, the DKM to the one associated with I 1 .
Defocused Stereo Matching
In this section, we show how to simultaneously recover the DKMs and the disparity map. We assume that each image in a DFSI pair focuses at some scene objects/features. This is a common practice in photography, especially when one uses a hand-held camera. Our algorithm starts with finding SIFT feature correspondences 27 between the DFSI pair, and apply Ref. 28 to rectify the images. Next, we extract the salient features in each rectified image and estimate their initial disparity values to recover the camera parametersα andβ (see Sec. 4.1). We then integrate the defocus kernel map estimation with the disparity map solution process using the pair-wise defocus constraint. Finally, we iteratively refine the camera parameters, the DKMs, and the disparity map. Fig.  4 illustrates the processing pipeline of our algorithm.
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Recovering Camera Parameters
We first develop a simple but effective algorithm to recover the camera parameters. Since we have two unknownsα and β, we use two disparity defocus constraints to solve for them. To do so, we estimate the disparity defocus constraints for the in-focus pixels 1 and 2 in I 1 and I 2 , respectively. Assuming 1 has disparity γ 1 and casts a blur disk of size b 2 in I 2 , and 2 has disparity γ 2 and casts a blur disk of size b 1 in I 1 , the two disparity defocus constraints are:
Since a DFSI pair focus at different scene depths, γ 1 = −γ 2 and Eq. (6) are nondegenerate. Our goal is to find γ 1 , γ 2 , b 1 , and b 2 , and solve forα andβ. To find γ 1 and γ 2 , we first compute the salient features by applying a high-pass filter on I 1 and I 2 . To minimize outliers, we blur each image I i using a small Gaussian kernel and then subtract the blurred image from I i . We use Gaussian kernels, as they are coherent with the defocus blur model and effectively suppress aliasing artifacts such as ringing. We then threshold the high-pass filtered images to obtain initial salient maps, as shown in Figs. 5(a) and 5(b). We also use the graph-cut algorithm to compute the initial disparity map, and assign the computed disparity value to all salient feature points. We assume all salient features in their corresponding images correspond to the same depth, and hence have the same disparity. To remove outliers, we use the median disparity value of feature points in I 1 and I 2 as γ 1 and γ 2 .
To find b 1 and b 2 , we locate the corresponding pixels and exhaust all possible kernel sizes b. To find b 2 , for each feature point p in the salient map of I 1 , we apply Gaussian blur of size b 2 at pixel p and compute the difference between p and q = p + γ 1 in I 2 . We find the optimal b 2 that minimize the summed squared difference for all salient features in I 1 . Similarly, we obtain the optimal b 1 . Finally, we combine b 1 and b 2 with γ 1 and γ 2 to solve forα andβ using disparity defocus constrain Eq. (5).
Defocus Kernel Map Disparity Markov Network
Classical stereo matching methods model the disparity map as a Markov random field (MRF). The problem can be treated as assigning a label γ : P → , where P is the set of all pixels and is a discrete set of labels corresponding to different disparities. Graph cut [29] [30] [31] and belief propagation [32] [33] [34] can be used to find the optimal labeling. Since the DKMs can be directly derived from the disparity map [Eq. (5)], they share similar MRF properties as the disparity map, i.e., they are smooth except for crossing a boundary. Therefore, we can integrate DKM estimation with the graph-cut-based disparity map estimation process.
We define the energy function E as:
where the data penalty term E r describes how well the disparity γ fits the observation, the smoothness term E s encodes the smoothness prior of , and N represents the pixel neighborhood in image I 1 .
In our implementation, we use the similar smoothness term as in Ref. 31 . The data penalty E r [ p, γ ( p)] measures the appearance consistency between pixel p in I 1 and pixel
Recall that I 1 and I 2 have different foci. Thus, even with the correct disparity γ , the appearance of p and q may appear significantly different due to defocusing. Therefore, we cannot directly compare the intensity between I 1 ( p) and I 2 (q).
Note that given γ and the recovered camera parametersα andβ, we can directly compute the defocus blur kernel b p and b q at pixel p and q using Eq. (5). Assuming p is less blurry than q, we can apply additional Gaussian blur G σ to p in I 1 , and then compared the blurred result with q. We call the resulting images I * 1 and I * 2 an equally defocused pair:
Finally, we define E r as
where the truncation threshold K 2 is used to reduce noise and remove outliers. We use graph cut to solve for the optimal disparity map and apply the disparity defocus constraint for computing the DKMs. In theory, we could further improve the disparity map by modeling the occlusion boundaries. 31, 33 In practice, we find it sufficient and robust to use the estimated DKM for segmentation in the following sections.
Once we obtain the disparity map and DKMs, we can refine the salient feature maps by removing points whose disparity deviates from the median disparity of all feature points. We then re-estimate the camera parameters (see Sec. 4.1). We repeat this iterative refinement two to three times. Fig. 5(f) shows the final estimated disparity map.
Defocus Kernel Map Based Segmentation
The recovered DKMs can be used to robustly segment the infocus region in each DFSI image. Specifically, we treat the segmentation problem as a labeling problem on the DKM and use only two labels, S for the foreground and T for the background. To find the optimal labeling, we define the energy function E as:
where P represent all pixels in the image, N represents the pixel neighborhood, and L( p) is the labeling at p. The nonnegative coefficient λ specifies a relative importance of region penalty E r and boundary penalty E b . To model discontinuities in labeling, we model E b as,
0, otherwise.
Unlike previous segmentation methods 35, 36 that define the region penalty E r using the histogram distribution or Gaussian mixture models from user-specified foreground/ ground samples, we directly compute E r in terms of the defocus kernel map B. Notice that a smaller defocus kernel b corresponds to a higher likelihood that the pixel is in-focus. Thus, we simplify E r as
where M is the maximum size of the circle-of-confusion that would be considered in focus. K 3 is a positive scaling factor for balancing the region penalty between the foreground and background. In our experiments, we set M = 5 and K 3 = (b max − M)/M, where b max corresponds to the maximum size of the blur disk. A sample segmentation result is shown in Sec. 5.1.
Applications
In this section, we demonstrate how to apply DFSI for various imaging applications, including low-light imaging, automatic defocus matting, and multifocus photomontage.
Low-Light Imaging
Capturing high quality images under low light is a challenging problem. Images captured with a regular aperture and shutter setting are commonly underexposed and noisy, as shown in Fig. 6(a) . One possible solution is to use slow shutters. However, slow shutters can cause significant image blur due to scene and/or camera motions. In DFSI, slow shutters can be particularly problematic, as we use a hand-held camera to capture the images, as shown in Fig. 6(c) . The resulting motion blur is difficult to correct, as it is not spatially invariant. 37, 38 Another possible solution is to denoise the images, e.g., via principal component/tensor analysis. 39 However, a large number of images (∼20) are often required for robust denoising. Alternatively, we can use wide apertures in place of slow shutters, which would lead to shallow DOFs and only part of the scene can be clearly focused, as shown in Figs. 7(a) and 7(b).
In this section, we use DFSI pairs to enhance low-light imaging. We place two synchronized digital SLR cameras adjacent to each other. The two cameras use an identical aperture size, with one focusing on the foreground and the other on the background. Instead of deblurring the images, we explore effective fusion methods to combine in-focus regions in both DFSI images.
Recall that we use the recovered DKMs to segment the in-focus region (see Sec. 4.3). A naive approach is to directly warp the segmented region using the disparity map. In practice, the estimated disparity map can still be noisy and discontinuous along the segmentation boundaries. Hence, directly warping the boundary will cause jigjagged or scattered edges in the final fused image. To resolve this issue, we develop a Snake-based 40 contour warping algorithm.
Given the boundary V 1 of the in-focus region in I 1 , our goal is to find its optimal target boundary V 2 in I 2 , so that when V 1 is warped to V 2 using the recovered disparity map, it will be continuous with respect to the background in I 2 .
To do so, we define the energy function for all pixelsp on contour V 2 as:
where E image describes appearance similarity and E shape describes the shape similarity.
Recall that we cannot directly compare the intensity between pixel p on V 1 and p on V 2 , since they have different defocus levels. Therefore, we first use the recovered DKMs to compute the equally defocused image pair I * 1 and I * 2 using Eq. (8) . We then measure the similarity between p andp using I * 1 and I * 2 as:
where
, and G is a Gaussian kernel that serves as a weighting function.
In addition, we enforce the shape similarity between the two contours. Specifically, we measure the similarity of the first and second order differential geometry attributes between the corresponding point p andp on V 1 and V 2 as:
Fig. 7 DFSI for low-light imaging. (a) and (b) show a DFSI pair. We use (c) the DKM to segment the in-focus regions (d) in the first image. Finally, we warp the segmented in-focus regions to the second image using the estimated disparity map to form a nearly all-in-focus image in (e).
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Oct and we apply a Greedy algorithm similar to Snakes 40 to find the optimal boundary in V 2 .
The computed disparity inside the segmented region can also be noisy. Therefore, we only use the disparity estimation on the boundary pixels and smoothly interpolate the disparity value for the interior pixels. Finally, we use the interpolated disparity map for warping all pixels inside the in-focus region to the final fused image. Fig. 7(e) shows such an example.
Automatic Defocus Matting
Next, we apply the DFSI technique for automatically extracting the alpha matte. The problem of image matting has been studied for decades. Recently, several multiimage-based matting methods have been proposed to automatically extract the matte. For example, defocus video matting 9 uses a special imaging system to capture multiple images of the scene from the same viewpoint and with different foci. It then automatically classifies the image into a foreground F , a background B , and an unknown region U by analyzing the defocus blur. However, multiimage-based methods are sensitive to calibration errors, camera shake, and foreground motions.
We use the recovered DKMs from the DFSI pair to automatically generate the trimap. For trimap-based matting schemes, the quality of the alpha matte relies heavily on the estimation accuracy of the unknown region U . One way to generate U is to erode the estimated foreground and background as:
where erode is a morphological operator 41 andb is the width of erosion. For DFSI, we can compute F and B by the DKM-based segmentation andb by averaging the blur kernel of all pixels in B .
Such a trimap generation method works well when the segmented foreground boundary is relatively accurate. However, for DFSI, the boundary of the in-focus region is extracted based on the estimated disparity map. In the presence of fuzzy boundaries, it is difficult to distinguish defocus blur from fuzziness, and the resulting foreground boundary can be inaccurate, as shown in Fig. 8(d) .
We present a new scheme for generating the trimap by exploiting edge continuities. The key observation here is that, for fuzzy objects, strong edges along the foreground boundary should be considered part of the unknown region. Therefore, we grow the unknown region along the edge directions. Specifically, we first use the Canny edge detector 42 to locate the strong edges, then dilate these edges and combine them with U to form the extended unknown region * U as
Once we obtain the trimap, we use robust matting to estimate the alpha matte, the foreground, and the background. Figs. 8  and 9 show the automatic defocus matting results using our approach.
Multifocus Photomontage
Finally, we apply DFSI for creating a multifocus photomontage that virtually focuses at multiple scene depths. Synthesizing a multifocus photomontage can benefit many applications. For example, in confocal microscopy, only tissues lying near the scanning layer can be clearly imaged, and it is highly desirable to combine the in-focus regions from all layers. Another interesting application is to synthesize novel defocusing effects, e.g., by focusing on both the foreground and background while defocusing on the in-between ground.
Our DFSI-based multifocus photomontage differs from existing multifocus fusion approaches 12, 19 in several ways. First, we use images captured from different viewpoints, whereas existing approaches assume that the images are captured from or can be warped to the same viewpoint. Second, most photomontage techniques require using a large number of images to accurately identify the in-focus regions while we only use a pair of images. Finally, unlike digital photomontage 19 that relies on user inputs, our DFSI-based photomontage method is fully automatic.
Given a DFSI pair, we start by segmenting the in-focus region using the recovered DKMs. In low-light imaging (see Sec. 5.1), we directly warp the segmented in-focus region
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To resolve this issue, we compute the DKM for each image in the DFSI pair to determine the defocus blur kernel size near the warped boundaries. We then blur the warped in-focus boundary region accordingly to maintain smooth transitions. Specifically, given the warped boundary, we first erode and dilate the boundary by a fixed width to form a band. Our goal is to determine how much blur should be applied to each pixel inside the band after warping. We call this process adaptive boundary blurring.
To maintain the same sharpness/blurriness outside the band, we set the adaptive blur kernel size to be zero on both the interior and exterior boundaries + and − that are obtained by erosion and dilation, similar to the way we obtain the trimap for defocus matting (see Sec. 5.2). We determine the adaptive blur kernels on from the estimated DKM and use natural neighbor coordinates 43 to interpolate the missing pixels inside the band. Figs. 10(e) and 10(j) show the warped boundary and the adaptive blur kernel map. Figs. 10(f) and 10(h) compare the results between direct warping and adaptive blurring. Using adaptive blurring, our photomontage technique is able to maintain smooth transitions from the in-focus region to the out-of-focus region.
Results
In our experiments, all images were captured using a Canon Rebel XTi digital SLR camera with a Canon EF 24-70-mm f/2.8L lens. We first use DFSI to recover the DKMs and the disparity map. We capture a DFSI pair with Av 2. In Fig. 6 , we demonstrate using the DFSI technique for acquiring images under low light. An image captured under a regular aperture and shutter setting (Av 11, Tv 1/8) appears underexposed, as shown in Fig. 6(a) . Gamma correction and histogram equalization can be used to enhance contrast. However, the resulting image is still noisy due to insufficient lighting [ Fig. 6(b) ]. To increase exposures, we use a slower shutter (Tv 2) [ Fig. 6(c) ]. However, the image contains severe motion blurs due to handshakes. Next, we capture a
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In Fig. 8 , we demonstrate automatic defocus matting of a children's toy scene using DFSI. Figs. 8(a) and 8(b) were captured with a wide aperture and fast shutter (Av 6.3 and Tv 1/640). Fig. 8(a) focuses at the foreground of the toy and Fig. 8(b) at the background trees. To extract the matte, we recover the DKM [ Fig. 8(c) ] and use it to segment the foreground [ Fig. 8(d) ]. Since the right half of the stone bench appears textureless due to slight defocus blur, its DKM is not accurate. However, the DKM is only used to initialize the segmentation process; therefore we are still able to accurately segment the foreground region. Fig. 8(e) shows the edge heuristics for trimap computing: all edges are detected by the Canny operator and overlaid with the trimap estimated using Eq. (17) , where red, green, and blue edges lie in the estimated background, unknown, and foreground regions, respectively. Fig. 8(f) shows the final trimap created by the boundary growing algorithm (see Sec. 5.2). Figs. 8(g) and 8(h) show the recovered alpha matte and foreground using robust matting. In Fig. 8(i) , we create a composite image by using a new background. In Fig. 9 , we show another example using DFSI defocus matting in a toy dog scene.
In Fig. 10 , we apply DFSI for a multifocus photomontage. We capture a DFSI pair of a garden scene using F2.8. The first image focuses on the foreground sprouts and the second at the middle ground flower. Fig.10(c) shows the recovered disparity map. We use the DKM to segment the foreground region, as shown in red in Fig. 10(d) . Next, we warp the foreground to the second image [ Fig. 10(f) ]. However, directly warping the foreground region incurs abrupt changes of blurriness across the warping boundary. Therefore, we further compute an adaptive kernel map [ Fig. 10(j) ] from the foreground boundary. We use the second DKM [ Fig. 10(i) ] to adaptively blur the boundary. Fig. 10(g) shows the closeup views of the fusion results with and without adaptive blur.
In Figs. 11(a) and 11(b), we create a multifocus photomontage using DFSI on a computer museum scene where the images focus at different tags. Fig. 11(b) shows the background segmentation result for the second view. We then warp the background to the first view and apply adaptive blur to maintain smooth boundary transition. Fig. 10(d both the foreground and background in focus and the middle ground out of focus.
Discussions and Future Work
We demonstrate a novel dual-focus stereo imaging technique. DFSI captures a pair of images from different viewpoints and at different foci, but with identical wide aperture size. Table 1 summaries the major difference between DFSI and other related work. Compared with coded aperture imaging, 4 DFSI does not require using specially designed optical systems or modifying the camera. Furthermore, DFSI can be directly applied to enhance low-light imaging by coherently increasing the aperture size in both images, which is hard to achieve using coded apertures. Compared with color-filtered aperture imaging, 2 DFSI avoids complex color calibration procedures and works robustly in the presence of single-colored scene objects.
For extracting the alpha matte, DFSI shares similarities with the defocus video matting system. However, DFSI does not require all images to be captured from the same viewpoint, and hence avoids using a special apparatus. While parallax between images can cause problems in Ref. 9 , DFSI effectively uses parallax for recovering the DKMs. Finally, compared with multicamera video matting, DFSI only uses a pair of images, whereas the system in Ref. 18 requires using a large number of images to synthesize the defocusing effect.
DFSI, however, has several limitations. In our implementation, we use spatially variant Gaussian PSFs to approximate defocus blur kernels. Since the kernels are no longer Gaussian near occlusion boundaries, we are unable to accurately estimate scene depth for the boundary pixels, and our fusion technique generates visual artifacts such as bleeding and discontinuity. These artifacts have also been observed in the gathering methods 23, 44 used to render DOF effects in computer graphics. The scattering method, 45 in theory, can help reduce the bleeding/discontinuity artifacts. However, it requires highly accurate scene geometry to avoid aliasing. Since our DFSI technique only uses two images, our estimated scene depth map cannot reach the accuracy level.
Another major limitation of our approach is that we rely on the disparity map solution for recovering the DKMs. In our approach, we compute the disparity labeling by blurring the relatively sharp pixel with the optimal kernel to match the blurrier one. Levin et al. 4 have shown that due to the frequency characteristics of the circular aperture, multiple kernels exist that produce similar blurry results. Therefore, our disparity map may introduce large errors in regions that are defocused in both images. For future applications such as 3-D reconstruction, we plan to explore possible combinations of image statistics and DFSI to more accurately recover scene depth. Finally, all examples shown in this work paper are captured by still cameras. It would be a natural extension to our framework to use a pair of DFSI video cameras for acquiring low-light videos and performing video matting.
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