Sur la commande d'une classe de réacteurs chimiques instables by Cibrario, Marc
Sur la commande d’une classe de re´acteurs chimiques
instables
Marc Cibrario
To cite this version:
Marc Cibrario. Sur la commande d’une classe de re´acteurs chimiques instables. Automa-




Submitted on 25 Jun 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de




L'ÉCOLE NATIONALE SUPÉRIEURE DES MINES DE PARIS
par
Marc CIBRARIO
en vue de l'obtention du titre de
DOCTEUR DE L'ÉCOLE DES MINES DE PARIS
Spécialité .
MATHÉMATIQUES ET AUTOMATIQUE
Sujet de la thèse:
SUR LA COMMANDE D'UNE CLASSE DE
RÉACTEURS CHIMIQUES INSTABLES



















On se pose le problème de commander un csm (Continuous Stirred Tank Reactor, ou réacteur
continu mélangé) siège d'une ou plusieurs réactions exothermiques donnant lieu à des phéno-
mènes d'emballement ou d'extinction. Pour cela, on met tout d'abord en évidence une propriété
de régularité de la cinétique isotherme qui permet de construire un diagramme thermique
stationnaire au vu duquel l'emballement apparaît comme lié à une situation mathématique
générale, à savoir celle d'une bifurcation col-nœud par rapport à un paramètre de commande.
On utilise à cette occasion un théorème global des fonctions implicites développé pour les
besoins de la cause. Ceci étant, on démontre que sans hypothèse supplémentaire, il est
possible de supprimer le phénomène indésirable et de stabiliser le réacteur à n'importe quelle
température de fonctionnement à l'aide d'un retour de température, de type proportionnel
ou proportlonnel-Intègral à grand gain proportionnel. En particulier, on calcule une borne
inférieure de gains proportionnels stabilisants permettant de réduire les contraintes sur le gain
intégral à une simple condition de signe. Par ailleurs, la stabilisation en question est de type
locale asymptotique, mais on prouve aussi un résultat global dans le cas particulier: A --> B.
Enfin, l'approche est gènèraltsée localement au cas d'un systéme non linéaire quelconque à
une entrée et une sortie présentant une bifurcation col-nœud par rapport à la commande.
Mots-clef
CSTR diagramme thermique stationnaire, emballement thermique, bifurcation col-nœud.
cinétique régulière, système SISO, stabilisation locale. minimum de phase. retour de sortie.
commande PID.
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Abstract
We address the issue of controlling a C8TR (Continuous Sttrred Tank Reactor) with potential
thermal runaway induced by exothermic reactions. First we emphasize a regulartty property
of isothermal kinetics that leads to the construction of the reactor's heat production / heat
removal dtagram, the analysis of which shows the link between runaways and the general
mathematical frame of saddle-node bifurcations with respect to a control parameter. Here, we
use a global version of the tmpltcit function theorem that was especially developped for this
purpose. Then, we show that wtthout additional assumptions, runaways can be suppressed
and the reactor stabüized at any temperature level by means of an output feedback, of pro-
porttonrial or proporttormal-Integral type with htgh proportional gain. To be more precise,
we compute a low bound of proportional gains that allows the choree of any integral gain of
given sign. Moreover, we obtain local asymptotlc stabfllzatlon results, but we prove a global
stabilization result in the A ---> B case. Finally, we propose a local generalization to nonlinear
8180 systems with a saddle-node bifurcation wtth respect to the control variable.
Keywords
CSTR. heat production / heat removal diagram, thermal runaway, saddle-node bifurcation,
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Ce travail a pour objectif de donner un cadre mathématique simple permettant d'appréhender
le problème l'emballement de certains réacteurs chimiques - les réacteurs conllnus idéalement
mélangés (Continuous Strirred Tank Reactors, ou CSTRs) siège de réactions exothermiques
et d'en déduire des recomrnandaüons en termes de commande, Plutôt qu'une étude spécifique
portant sur un procédé précis, on a cherché, sur la base d'un modèle général. à synthétiser
des connaissances provenant essentiellement de trois disciplines: le Génie Chimique, les
Mathématiques et l'Automatique.
Sur le contenu.
Depuis quelques decennies, de nombreux travaux sur le CSTR ont vu le jour, tant du point
de vue mathématique bifurcations des systèmes dynamiques que dans une optique de
commande - linéaire multrvartable. non linéaire géométrique, adaptallve -, mais rares sont les
auteurs ayant concilié les deux approches, Par rapport à ces travaux, l'originalité et l'aspect
non-linéaire de notre étude reposent essentiellement sur la prise en compte de la possibilité
de changer le poinr defonctionnemenl du réacteur. Très souvent en effet. on discute de la sta-
bilité ou de la stabilisation d'un équilibre précis, mais le cas concret d'un opérateur, désirant
par exemple modifier la température d'équilibre en ajustant la commande à une valeur de
consigne, est rarement envisagé. La pratique industrielle courante, en cas d'instabililé, con
sis te à respecter des seuils de sécurité pour se maintenir à l'écart de la zone dangereuse, mais
une telle stratégie présente le double inconvénient de ne pas éliminer le problème stress de
l'opérateur - en générant des contraintes supplémentaires limitant de facon notable la flexi-
bilité del'exploltation.
Dans cette optique, une partie de notre travail consiste à montrer que l'emballement des
réacteurs peut s'apparenter à un problème général de paramétrisation des équilibres par la
commande, problème lié à la multiplicité des états stationnaires dont le cadre mathématique
naturel est celui des bifurcations (stationnaires). Celle approche nous conduit à introduire
la notion de cinétique isorherme requlière, qui traduit l'existence pour toute température d'un
unique jeu de concentrations d'équilibre associé. De cette façon, on se concentre sur les effets
énergétiques issus du couplage des équations cinétiques isothermes avec un bilan thermique.
Cette hypothèse permet de construire le traditionnel diagramme thermique stationnaire bien
connu des ingénieurs chimistes dont l'analyse graphique met en évidence la multiplicité des
états stationnaires et le phénomène d'emballement potentiel associé.
Ceci étant, la question se pose alors de trouver une commande permettant de restaurer
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l'unicité des équilibres tout en assurant la stabilité en boucle fermée. A ce sujet, nous nous
limitons à l'étude d'une commande thermique par retour de sortie, et en I'occurence par re-
tour proportionnel (Plou proportionnel-intégral (PI)de température, Ce choix est cohérent avec
l'hypothèse de cinétique régulière et avec l'expérience des chimistes. En effet, il est couram-
ment admis (cf [42]) que les équilibres multiples sont engendrés par des recyclages, au sens
large du terme. Lorsque la cinétique isotherme est règullère. le recyclage en question provient
d'effets thermiques 1 et il est donc naturel de tenter de le modifier par un bouclage thermique.
Effectivement, nous montrons que l'on peut à la fois supprimer le phénomène d'emballement
et assurer la stabilité locale asyrn ptotique d'un CSTR général à cinétique régulière. L'important
ici n'est pas la stabilisation en tant que telle, laquelle relève de méthodes très classiques, mais
plutôt l'existence d'un lien avec l'analyse stationnaire. En particulier, l'hypothèse de cinétique
régulière fait du réacteur un système dit à minimum de phase en Automatique, ce qui rend
possible la stabilisation par relour de sortie.
Par ailleurs, nous avons tenté de faire le point sur l'irnpact du terme intégral d'un retour
PI. A ce sujet, nous proposons essentiellement deux résultats: d'une part la prèsence d'un
terme intégral de gain que/conque résoud systématiquement le problème de l'emballement
toujours dans le cadre des cinétiques régulières r , et d'autre part il est possible de calculer
explicitement une borne de gain proportionnel stabilisant, telle que l'ajout d'un terme intégral
dont seul le signe du gain est imposé ne puisse plus dèstabiliser le réacteur. Ce résultat
d'Automatique linéaire est lié à la notion de passtvttè: bien que probablement connu ou intuité
par de nombreux ingénieurs, celui-ci n'avait jamais fait l'objet, à notre connaissance, d'un
énoncé précis en ces termes.
Sur les origines,
Nous effectuerons par la suite un bref parcours de l'abondante littèrature portant sur le
CSTR, mais il nous semble important de citerd'ores et déjà les deux références auxquelles
rétrospectivement notre étude semble faire suite de la façon la plus naturelle.
Nous avons mentionné ci-dessus le fail que les études mathématiques portant sur le CSTR
se prolongeaient rarement par des recommandations en termes de commande. Pourtant, dès
1958 sont parus trois articles d'Ans et Amundson [7) portant sur la commande PlO en
fait P, 1 ou D d'un CSTR élémentaire refroidi. Il en ressort que l'utilisation d'un retour P, en
température plutôt qu'en concentration, permet d'assurer la stabilité asymptotique locale d'un
équilibre quelconque. Cependant, pour certaines valeurs du gain, des cycles limites peuvent
apparaître ou disparaître autour du point d'équilibre (bifurcations de Hopf ou col-noeud sur les
orbites fermées, limitant la taille du bassin d'attraction], ce qui montre l'insuffisance pratique
de la siabilisation locale. Les auteurs constatent toutefois par simulation que l'utilisation d'un
grand gain permet de remédier à ce problème. Notre étucle relaie ces réflexions dans deux di-
rections. Dans le domaine de la stabilisation locale d'une part, en traitant le cas d'un CSTR
général à cinétique régulière, et dans le domaine de la stabilisation globale d'autre part, en
démontrant de façon rigoureuse la stabilisabilité globale du CSTR élémentaire par retour P et
Iles réactions exothermiques dégagent de la chaleur, laquelle modtfic la température du réacteur et
donc ta vitesse de ces réacuoris.
Pl. Malheureusement. les méthodes topologiques valables en dimension 2 ne se généralisent
pas en dimension supérieure. et nous avons prudemment laissé de côté le problème de la sta-
bilisation globale du CSTR général, qui semble devoir faire l'objet d'une réflexion approfondie,
Par ailleurs, d'un point de vue plus conceptuel, Mehra [44], en 1977 et à notre connais-
sance le premier, suggère de façon générale l'utilisation d'un bouclage pour modil1er une sur-
face d'équilibre dégénérée en l'occurence une catastrophe élémentaire lorsque celle-ci est
paramétrée par une commande. Conceptuellement, c'est exactement ce que nous opérons sur
la dégénérescence la plus simple - le pli - lorsque nous utilisons un bouclage affine pour rendre
(quasistatiquement) accessibles tout un segment de températures de fonctionnement qui ne
pouvaient pas être atteintes en donnant des valeurs constantes â la commande, En revanche,
nous ne considérons pas de problème de bifurcation par rapport à d'autres paramètres que
la commande. A ce sujet, on pourra se référer aux travaux de Fu et Abed ([1] et [2]) pour la
codimension 1.
Sur le plan.
L'enchaînement des idées est le suivant. Au chapitre l, on discute le choix d'un modèle de tra-
vail, ce qui est l'occasion de préciser quelques repères bibliographiques. On y trouve une
description empirique du phénomène d'emballement, ainsi que quelques brefs rappels de
Génie Chimique destinés à justifier les modèles retenus pour la suite. Le premier modèle,
celui du CSTR élémentaire, est étudié dans le chapitre 11qui permet d'introduire les idées
et les méthodes, et constitue l'exemple de base auquel il sera fait référence par la suite.
Le cas général, celui du CSTR à masse ou volume constant, est traité en deux parties. Le
chapitre III d'abord, qui concerne l'étude stationnaire et la problématique de l'emballement,
dans lequel on introduit la notion de cinétique régulière via un théorème des fonctions tm
pllcttes développé pour les besoins de la cause et à défaut de référence précise dans l'annexe
A - qui permet de construire le diagramme thermique et d'étudier l'effet d'un bouclage sur les
équilibres du réacteur. Le chapitre IV ensuite dans lequel on réalise effectivement la stabil-
isation à une température de fonctionnement quelconque en utilisant les résultats généraux
de commande par retour de sortie des systèmes linéaires mono-entrée/mono-sortie (STSO en
anglais) rappelés dans l'annexe B, avec une mention particulière pour le retour PT à gain
intégral quelconque au sujet duquel nous ne connaissons pas non plus de référence, Enfin, le
chapitre V constitue une généralisation locale du chapitre III au cas d'un système non-linéaire
SISO quelconque destinée à conceptualiser la situation du CSTR. On y présente notamment
l'utilisation de la Méthode de Projection détaillée dans l'annexe C pour la construction
d'un diagramme de bifurcation dit expérimental dans le plan entrée-sortie. ainsi que l'effet
génériquement régularisant d'un retour de sortie quelconque.
Du plan suivi. il ressort que nous avons donc essayé de panacher démarche inductive et
démarche déductive, de façon â conserver, au prix de quelques redites, le sens physique des
phénomènes tout en essayant de rester précis. Par ailleurs, les chapitres forment un tout et
peuvent presque être lus dans un ordre quelconque, associés toutefois le cas échéant à leurs
annexes respectives qui ont aussi été conçues comme des points de cours indépendants. En-
fin, les calculs et les simulations ont été effectués à l'aide du logiciel Malh.ernatica dont nous
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recommandons tout particulièrement l'utilisation pour des problèmes de petite taille (cf [62J
et [43]) 2 Les graphiques ont ensuite été groupés et commentés via le logiciel de dessin Adobe
Illustrator - qui gère le langage Postscript - et "collés" dans la thèse rédigée sous TeX, que l'on
ne présente plus.
Remarque: dans tout ce travail. nous employons presque toujours le terme équilibre dans
le sens que lui donne la théorie des systèmes dynamiques. à savoir celui d'état stationnaire.
Toutefois, on sera aussi amené à considérer des couples cie réactions chimiques inverses l'une
de l'autre, ce qu'en Génie Chimique 011 désigne aussi par le terme équilibre. Dans ce cas, le
contexte sera suffisamment explicite pour lever l'ambiguïté. 6.
2 n o u s avons d'ailleurs fini par developper "FIns ce langage un certain nombre de fonctionnalités ori-
entées Automatique: les listings n'ont pas été reproduits pour limiter l'encombrement physique de la
thèse, mais nous les tenons à ladlsposlttondulcc!eurmléressp..
Chapitre 1
Choix d'un modèle de travail
1.0 Introduction.
Le but de ce chapitre est cie préciser le contexte dans lequel se place notre étude. qui se situe
globalement à l'interface de trois disciplines sctenUfîques: le Génie Chimique, les Mathémati-
ques et l'Automatique. Il semble donc important d'expliciter notre clémarche par rapport aux
approches spécifiques à chacun cie ces domaines. et par rapport aux divers travaux bidisci-
plinaires qui ont vu Jejour au cours des deux dernières décennies. Ceci étant, nous présentons
ensuite la problématique cie l'emballement des réacteurs qui est à l'origine de cette étude. Nous
terminons par quelques brefs rappels de Génie Chimique, justifiant la construction d'une
famille de modèles de CSTRcommandés par température d'entrée et/ou refroidissement. Ces
modèles permettent en particulier de prendre en compte le cas cles réacteurs fermés (débit
nul), mais pas celui des réacteurs sernt-ouverts. Ceci résulte d'un chotx a priori motivé par le
fait que notre étude va reposer en partie sur la considération des équilibres et de leur stabilité.
tandis que les régimes transitoires jouent un rôle crucial pour les réacteurs sernt-ouverts qui
par définition ne se trouvent jamais à l'équilibre.
1.1 Réflexions préliminaires.
1.1.1 Les problèmes de modélisation en génie chimique.
De façon générale. comme souvent en physique. les modèles dynamiques de réacteurs chim-
iques s'obtiennent en effectuant des bilans de diverses quantités extensives, principalement
matière et énergie. Typiquement. on écrit des équations de la forme:
ACCUMULATION = ALIMENTATION REJET + CONVERSION (1.1)
Toute la question est de spécifier les variables considérées et la forme des différents termes
ci-dessus.
A cet égard, l'apport cie la thermodynamique est insuffisant. En effet, la thermochimie
permet seulement de prévoir le sens des réactions et de calculer les différentes grandeurs à
l'équilibre pour un réacteur fermé. Ainsi par exemple, la Loi d'Action de Masse est directe-
ment issue du Second Principe. Pour préciser le terme cie conversion instantanée, on utilise
Chap. 1 Choix d'un modèle de travail
les résultats d'une branche plus ou moins heurtsttque de la chimie que l'on appelle la cinétique,
et qui va de pair avec l'étude des mécanismes réactionnels.
Quelques points sont bien établis, comme par exemple la loi d'Arrhenius qui fixe la dépen-
dance en température des constantes de vitesse; outre son efflcactté empirique, celle-ci trouve
de plus une justtflcation théorique dans la loi de Boltzmann de distribution d'énergie en
physique statistique. d'où un certain consensus à son égard, En revanche. proposer un
mécanisme réactionnel pour une réaction donnée constitue souvent un sujet de recherche
en soi. Les termes de flux (alimentation et rejet) posent des problèmes analogues dès qu'ils
font intervenir la vitesse d'un phénomène physique, comme par exemple le transfert de chaleur
avec l'extérieur ou le transfert de matière entre une phase liquide et une phase vapeur.
Face à ces difficultés, le choix d'un modèle de travail est plus que jamais dépendant de
l'utilisation que l'on désire en Jaire. Commençons donc par préciser les différents points de
vue avec lesquels on peut aborder l'étude des réacteurs chimiques.
1.1.2 Différentes approches du réacteur chimique.
Approche de type Génie Chimique,
Jusqu'à une époque récente. les modéles de réacteurs servaient uniquement à fournir des
prévisions en régime permanent pour aider Ù la conception et optimiser le fonctionnement des
unités. Globalement. la démarche consiste à développer des modéles statiques prenant en
compte des phénomènes chimiques (mécanisme réactionnel, cinétique) et physiques (trans-
ferts de matière et de chaleur, équilibres multiphases, hydrodynamique), impliquant sou
vent l'utilisation de lois empiriques. Dans ce contexte, le chimiste recherche avant tout des
prévisions quantitatives numériquement cohérentes avec les résultats expérimentaux. Parmi
les innombrables traités de Génie Chimique, on pourra par exemple consulter [591 ou [601
pour une présentation générale et synthétique de la discipline.
Cependant. des problèmes de stabilité rencontrés en pratique ainsi que la volonté d'optimi-
ser les coûts ont conduit les chimistes à créer des modéles dynamiques pour simuler le
comportement de certains réacteurs en régime transitoire. Souvent. il s'agit d'équations aux
dérivées partielles destinées par exemple à simuler la réponse dans le temps du réacteur à un
changement de consigne. Les modéles comportent le cas échéant une ou plusieurs dizaines de
telles équations. dépendant de centaines de paramètres, auquel cas l'optique reste clairement
la simulation quan utativc. La m u itrpltctte éventuelle des équilibres ou des profils stationnaires
est évitée au sens où l'on se place dans des conutuonsêlorgnèes des phénomènes de transition.
Indépendamment des phénomènes physico-chtrntques à prendre en compte se pose le
problème de caractériser de la matière dont la composition trés variée peut être mal définie,
comme par exemple les charges tntervcnat en pétrochimie. A cet égard, des chimistes soucieux
d'apporter des résultats exploitables par des non spécialistes ont publié des articles généraux
sur certains procédés assorlis de recommandations pratiques très utiles pour construire
des modèles simples. On citera par exemple [50] pour l'hyc1roc1ésulfuration et [48] pour les
r.r neüe xtc ns pré limi nai res ,
rea cte u rs dits "trscklebcd" 1 Par a illeu rs, s il'(na lons des effort s rec en ts po ur mettr e a u poi nt
u n fonn alisme de mode usa uon co nti nue pour les mèla nges comp ortant de très nombr euses
esp èces ch im iques Ivotr (6] pour les réacti on s e t [4 51pou r les èqu tltb res liqu ide -va peu r),
Ce pen dan t, les mod èles d e réacteurs reste nt es se nueüemen t orientés vers la sim ul a tion
quant ttat fve. et ne s e prê tent pas facilem e nt a une étude d e commande .
App roc h e d e t y pe Ma t h6natlq ue ,
L'a pp roc he d u mathé matx nen appliqué ou du c h imist e a'tnt èressant aux mat hé mati ques
est plu s q ua litative , r.es mooëres co nsi dé rés peuvent être a par am èt res d istri b ué s, ma ls
so nt to ujo u rs de ta ille plus modest e . L'accent est mis d an s ce ca s sur certa ines p ropriétés
co m me le nombre d'équtlrb res ou de profils d'éq u ilib re, leu r s tabmtè. et de ma mè re gén éra le
l'al'(enceme n t des r égunes perman en ts et le ca ta logue des dyn am iques ass oc iées lo rs que l'on
fai t varie r ce rt ai ns paramè tre s.
Il se tro uve que l'ana lyse qeatuanve des sys teme s dy nami ques paramétrés cons ume a u
j nord'f mt un e bran c he tTts ac tive des mathématiques. Dl'puis les bifur ca tions j usqu'au c hao s
fcf [ 1211en pass a nt par la th ècne des singularites Icf l281l, tes probrèmes de cin étiqu e r éacuon
ueue figurent déso rma is pa rmi les exem ples ctasstqnes. IAl dy nam ique ch im ique, l'lut ét ud ie
les c inetiques tsorherm es. se nou rri t a ins i de phénomènes expérimen tau x, co mme la celebre
réaction oscillante de Belou sov -Zh abottn sky Icf 158]), vérita ble lab oratoi re pou r les ma th è-
ma ncre ns. On trou ve , I ll !';!;! de nombreu x res ulta ts s u r le th ème theone des catastrophes et
m ul tip licit é des etat s sta tion nai res [cf l l âl. [161, 1171, 11011.
Par a illeurs, li la s u ite de s pionniers Upp a l. Ray et sco re (154) et [55J, 19 74 ), d'a ucu ns on t
en t rep r is de classer les com port ements dynamtques des reacteurs non isot herm es su ivan t les
vale u rs des para mèt res temps de séj our , nom bre de Dam këhler. ch aleu r dt' r éa cno n. e tc
, a insi que les type s de b ifurc ati ons regis sa nt le pa ss age d' u n régi m e qualttattr â l'a u tre ,
Par exemple, [4 1J et 136J tr a ue nt d'autocatalyse el s ta b ilite dans les CSTRs, t an di s qu e les
rea cteurs t u bu la ires sont etudies oans 1571d irect ement s u r les EDPs, ou dan s J33J à parti r
d'èq uatton s dtscreusees pa r la méthode d ite de -couccnuon orthogona le"
Meme s i certains uruclcs son t ma in tenant bas es sur des mod èles expèrtruent üux Icf I53J
pou r la po fy me - rsa uon). les auteurs ne cherchent pa s en genëra t à ded u ire d e \'an a lys" met tre -
manque d es re com mandati ons e n ter mes de de sig n ou d e con tr ôle. S igna lon s tou te fots la
syn thè s e 1421 qu i ra it le pom t s ur le pr oblème de la multiplicité d es ét ats s tat ion na ires en
fon ction des dIffére nt s types de rèect eur s que l'on re ncon tre dan s l'Ind us trie, et qui m ont re q ue
la m ulti plici té des états s tanonuau es pr ovien t presque toujours d' u n mécantsme d e boucl age
in terne ou exte rn e .
'oolon n" s e hargtts ù.. ,·al.:lly,""ur l" U· u n hqu ld ,, -g>lZ, d on t la mod"J,""'!>on
dy na m1'lUeeSlp..,ùeuhèrclTlcn l "M U'"
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Approche de type Automatique.
En Automatique, les réacteurs chimiques font l'objet d'un intérêt tout particulier depuis que
l'on a remarqué au milieu des années 1980 qu'un CSTR est effectivement linéarisable par
les méthodes non linéaires dites géométriques (cf 1301l. Un certains nombres d'articles ont
alors été publiés dans les revues de Génie Chimique, portant sur le découplage et le rejet de
perturbations appliqués à des CSTRs mono ou multivariables ([4]. [191. [37] et [51, le dernier
concernant un réacteur de polymérisation), ainsi que sur les problèmes d'observateurs (cf
[35]),
Cependant. le réacteur chimique sem ble là encore n'avoir servi pour l'tnstant que d'exemple
formel pour une théorie générale 2 Les succès pratiques semblent plutôt provenir des tech-
niques adaptatives dans le domaine des btoréacteurs (cf [1 III dont les paramètres.en partic-
ulier les constantes cinétiques, sont très mal connus. D'autre part, aucun auteur n'a à notre
connaissance considéré le problème général du changement de point de fonctionnement, les
gains des contrôleurs étant systématiquement calés sur un équilibre supposé fixé à J'avance,
1.1.3 Sur le choix d'un modèle de commande.
De ce qui précède. il ressort qu'il y a parfois loin entre la recherche dans chaque discipline et
une application. Néanmoins, la perspective de commander un réacteur nécessite de concilier
les trois points de vue ci-dessus. De fait, l'ambition consiste justement à limiter ses ambi-
tions théoriques - souvent d'ordre esthétique - pour tenter une synthèse d'éléments divers dont
la modestie est un gage d'efficacite. En Automatique, il n'est pas obligatoire d'obtenir d'un
modèle de commande des simulations d'une grande fidélité numérique, mais on a besoin d'un
minimum de connaissances sur le procédé pour reproduire un comportement qualitativement
juste en vue de réaliser un objectif donné. De plus, la complexité doit demeurer "raisonnable"
de façon à pouvoir effectivement réaliser le cas échéant l'implémentation du contrôleur,
Puisque la modélisation en Génie Chimique s'effectue en partie "à la carie", seule une pel'
ception globale du système alliée à la spécification d'un objectif de commande précis vont
permettre d'orienter les choix. Si l'on envisage par exemple un problème de la stabilité ther-
mique. seules seront importantes les réactions dont la contribution au bilan thermique est sig-
nificative. A l'inverse, une commande précise en concentration va nécessiter la connaissance
au moins approximative du mécanisme réactionnel. Par ailleurs. pour ce qui est des régimes
transitoires. les indications qualitatives éventuellement fournies par les outils mathématiques
mentionnés précédemment se révèlent suffisantes en pratique, ei il serait vain de chercher à
obtenir des prévisions quantitatives précises reposant sur des modèles ne disposant pas de
réel fondement. théorique. En contrepartie, il conviendra de s'assurer, au moins par simula-
tion, que les propriétés qualitatives du système commandé sont invariantes sous l'action de
petites perturbations du système de départ. Nous dirons de façon vague que la commande
doit être robuste.
1.2 Généralités sur l'emballement des réacteurs.
Pour conclure, le choix du modèle de réacteur dépend des objectifs de commande que l'on
s'est fixé, ll doit répondre au cahier des charges suivant:
• prise en compte des phénomènes phystco-chtrntqucs pertinents par rapport au problème
posè,
• respect quantitatif (au moins de manière approximative) des régimes stationnaires,
• respect de la dynamique qualitative du procédé,
• robustesse de la commande calculée.
Avant de présenter le modèle de travail retenu, il importe donc de préciser le type de problème
auquel on désire remédier.
1.2 Généralités sur l'emballement des réacteurs.
On entend par emballemenlune brusque variation des grandeurs phystco-chtmtques décrivant
l'état d'un réacteur - concentrations, température, densité. - disproportionnée par rapport
à ses causes éventuelles ou sans origine apparente précise.
1.2.1 Un problème industriel concret.
Voici deux exemples réels d'un tel phénomène. Le premier concerne les rèacteurs d'hydrotrai-
tement utilisés dans les raffineries, et le second certaines réactions de polymértsatton.
Les réacteurs d'hydrotraitemcnt mettent en jeu des réactions exothermiques catalytiques.
Dans certains cas, on est amené à compenser l'usure du catalyseur par une augmentation
de la température de fonctionnement de façon à maintenir un rendement constant en ter-
mes de taux de produits transformés à la sortie. Ce faisant, il peut arliver que l'on ac-
tive d'autres réactions annexes très exothermiques du cracking dont l'effet est au mieux
d'accélérer l'usure du catalyseur, et au pire d'exiger l'arrët total du réacteur. La dynamique
de l'emballement est telle que les dispositifs de refroidissement (quenches) disposés tout au
long de la colonne peuvent le cas échéant s'avérer inefficaces à contenir le phénomène, On
est donc amené à adopter pour ces uniiés des marges de sécurité très importantes.
Pour ce qui est de la polyrnèrtsat.ton. il arrive que la réaction s'autocatalyse, et en particulier
s'accélère au fur et à mesure de la formation de chaînes de polymère de plus en plus longues,
Le phénomène est connu sous le nom d'effet de la densité du polymère croît de façon
brusque, au point que le contenu du Outre l' élévalion de température dûe
à I'accélèraüon de la réaction, le défaut de lluidité des produits freine le débit au sein du
réacteur et la chaleur n'est plus évacuée que par convection, ce qui a pour effet d'amplifier le
phénomène.
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1.2 .2 An alyse physique du phénomène.
De ux types d e causes son t s c scc pubïes o'ë t re il l'ortg tne d'u n emballeme nt. Tou t d'abord .
dan s le cas de r ëacno ns cataiynq ues en con tinu mettant en je u un cat alyse ur sol ide, j] a rrtve
qu e la charge adopte des chem ins d it s "p r èfêren ne js" au sein du r éacteur , creent ain si des
zones ma l Irr igu ées se com por tant comme au tant de petits réac teu rs fer mé s don t la c haleur
est pe u ou pas évac uée. Lorsq u e la ch aleur n'e st pa s évacuée - pas de qu ench il. proxtmu ë - ce s
points ch auds peuvent par contact s'etendre a tou t le réac teu r et provoquer un embal leme nt
global.
u n tel processu s estn èn nmotns souv en t con sec c ur fi un e pan ne et tend à dtsparaure dan s
les reacte urs m oder nes fonc tion nan t da n s des concntcns n or males d'u tthsa uon . Les rem èdes
semb len t d onc en perue d 'or dr e eech nojo grquc . Pur exemple. on év ite d'u ti l iser du ca ta lyseur
trop use. et on tente d'o pnmtser son ch argement pou r faire en sort e d'obten ir une repar uuon
de la ch arge la pl us homog ène pos sible. Par atncurs. il est clair que la modëltsatt on de défauts
d'ho mo gén éité est lom d'êt re Immediate , De ran. 1I0\l S nou s concen treron s par la su i te sur la
seco nde cause d'em ballement qui rcv et un caractè re tr es gén éral.
En effe t, les chimist es on t depuis long temp s OI15c:lVé, en sim u lat ion et dan", la r ëautè , que
des reacteurs pouv aient sou s cer taines concncne surréagir à de pente s vari atio ns d 'un ou
plu sieurs paramètres de fonction neme n t. c onsnr ére sou s cet ang le, l'emh alle rnen t tel que
nou s l'avons decnt appuran comme un ph enomen e de sensib i li te par am ëtrtque ty ptque me nt
non hn éarre. t.observanon de sauts b ru sques qu i su ppose de m ultiples points de fonc ti on -
nement nou s cond ur t su r la pis te des büu rcauo ns des or mats ja tonn ée de no mbreu x résu l tats
su r les réacteu rs comm e men tion né pr écèdcmm eru .
A défau t d 'un p rocédé p récis . nou s avon s Iaü le cho ix d 'adopter un modêle de t ravail sim ple
ct stan dar d , le CSTR. non po u r rep rodu ire les tre s no mb reu ses études le concern an t, mals
com me support d' etud e pou r le problè me de l'em ballement des réacti on s exoth er m iqu es et la
comm an de susc ept thle d'y rem êdte r. De ce point de vue . ta conn atsscn ce exacte de la c inéti que
el m eme des réacti ons sera de peu d'i m port ance, pourvu que l'on an b ien prts en com pte les
rèac t tcns les p lus exot hermtqnes.
1.3 Le réacteur continu uniforme et ses d érivés.
Plu tô t qu e de p roposer pl u sieu rs mod eles de cc nnmssan ces de portée pl us ou moins gén érale.
nou s adopt ons ici le pa rt, d ' e><: phci ter un mod èle éjèm en unre de réacteur et sa réduction
sous forme ac nmenstonue ne. Ayanl d ètarllè la rtemarcne, no us proposons en su i te d ivers ax es
de g én ére us a ü on directemen t li par ti r de ln forme re ôune. de façon â évi ter de resp èc l fier a
chaque rors les donn ées ph ystco .ch muq ues ct la phase de rèducuc n
1.3 .1 Un peu de voc abulaire.
Nou s Intr od u ison s cl -d essou s quelques no uon s èjëm enta trcs de génie ch imiq ue de base dont
le déta il sc trou ve dan s tou l man uel général lr3lta nt du dom ai ne, comm e par exem p le 159).
1.3 Le réacteur continu uniforme et ses dérivés.
Les réacteurs: CSTR et PFR.
-œ
Figure l.1: Les cieux ",rancis types de réacteurs: CSTR (en haut] et PFR (en bas).
Il existe en génie chimique deux types de reacteurs idéalisés servant de référence pour la
modélisation des cas réels: le réacteur uniforme continu (Continuous Stirred Tank Reactor
ou CSTHJ, et ses variantes serruouvert el fermé (semt-barch et batch) d'une part, et le réacteur
piston (Plug-Flow Reactor ou PFR) d'autre part.
La différence essentielle réside dans la façon dont réactifs et produits sont supposés se
mélanger. Dans le premier cas, le mélange est a priori idéal d'où l'adjectif uniforme et
l'homogénéité permet de n'utiliser qu'une variable par grandeur physique. A l'inverse, le
deuxième cas décrit la progression du mélange dans un piston, c'est-à-dire une enceinte cylin-
drique dont le diamètre est peut par rapport à la longueur. et les grandeurs physiques sont
toutes indexées par l'abscisse dans le réacteur.
Mathématiquement, les modèles de réacteurs uniformes sont constitués d'équations diffé-
rentielles ordinaires, tandis Clue piston fait intervenir des équations aux dérivées par-
tielles 3 La discrétisation modèle piston là une dimension) permet comme on
peut s'y attendre de retrouver une cascade de modèles uniformes, et celle approximation est
3d'orrlrp 1 dans le cas {1<- transport pur. el d'ordre 2 SI l'on 1'::-11' intervenir rif' la drffusron matértcllc ou
thermique.
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trés souvent utilisé par les chimistes. A cet égard, signalons que la méthode déjà mentionnée
de collocation orthogonale permet de plus de placer les points de discrétisation en fonction du
profil plutôt que de les répartir uniformément.
Pour les réacteurs continus, on définit de façon générale le temps de séjour T comme étant
le quotient du volume total par le débit. Pour le PF'R, cette quantité s'identifie au temps de
passage du mélange au sein du réacteur: dans le cas du CSTR, il s'agit seulement d'une
moyenne. Par ailleurs, les pertes thermiques éventuelles sont souvent modélisées par un
terme proportionnel à la différence de température entre les deux milieux, intérieur et extérieur
du réacteur par exemple. Le coefficient de proportionnalité s'exprime alors en watts par kelvin
et par unité de surface.
Les réactions, aspect stœchiométrique.
Un schéma réactionnel est un ensemble de m réactions impliquant Il constituants XI, ,., X n
de la forme:
(1.2)
Dans un tel formalisme, les équilibres sont représentés par deux réactions inverses l'une de
l'autre.
A la réaction i est attachée une vitesse l', (voir Ci-dessus) fonction des concentrations en
réactifs, c'est-à-dire des X.! munis de coefficients {l,] non nuls dans les m membres de gauche
du schéma réactionnel. Les vitesses de réaction permettent d'exprimer pour chaque constitu-
ant X J un taux de disparition 1 R, qui est la somme des contributions algébriques de toutes
les réactions:
ni --p,.!).,.,
Pour systématiser ce calcul, on introcluitla matrice stœchiométrique S donnée par:
ainsi que le vecteur des vitesses de réaction: 1" = (1'\. , . , . l'm) et celui des taux de disparition:
R = (RI .... Rn), moyennant quoi on a la relation linéaire suivante: Il = S 1".
Le prototype de loi cinétique est issu de la Loi d'Action de Masse en thermochimie, qui
conduit à une dépendance polynom lale des vitesse de réaction en fonction des concentrations
en réactifs:
où la constante l: ne dépend que de la température et de la pression. En pratique, notamment
pour les procédés industriels, les exposants - appelés ordres partiels - ne sont pas toujours les
coefficients stœchiométriques ils peuvent même ne pas être entiers -, et la vitesse n'est pas
non plus obligatoirement polynorntale. Par exemple, la catalyse hètérogènc met classiquement
40 n défini! aussi le taux dc productton ';.".:l';:II'OPPUS<:.
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en jeu des lois rationnelles (Langmuir-Hinshelwood). Nous éviterons donc par la suite d'avoir
à spécifier explicitement les vitesses de réaction.
Remarque 1.1 (constituants et variables d'état) Si l'une des réactions peut se déduire des
autres, il convient de l'exclure du schéma sauf si l'on considère qu'elle fait partie intégrante
du mécanisme réactionnel. Par ailleurs, lorsque toutes les réactions sont indépendantes, on
a: rangS = rn, Si de plus III < n, 111 colonnes sont libres et permettent d'exprimer par corn
binaison linéaire les ri - III colonnes restantes. Comme à chaque colonne de S est associé un
constituant, on qualifie les constituants associés respectivement de principaux et secondaires.
Si par exemple ces derniers se trouvent ëtre X m + 1••••• X n , leur taux de disparition s'exprime
en fonction des R, ..... R m . Notons cependant que la problématique classique de la stoe-
chiométrie des bilans chimiques - critères de Brinkley et Jouguet. cf (58] n'est pas adaptée
la plise en compte du facteur temps. En effet, dans un modèle dynamique de commande,
chaque constituant X, va ëtre associé à une variable de concentration. Bien que l'on cherche
limiter le nombre de variables. certains constituants secondaires au sens précédent doivent
ëtre plis en compte. C'est le cas pour un CSTR chaque fois que le constituant en question:
fait partie des réactifs entrant dans le réacteur,
intervient dans l'une des vitesses de réaction,
intervient dans l'une des mesures disponibles.
intervient dans l'expression d'un des objectifs de commande.
Pour donner un exemple trivial, le modèle de CSTR à une réaction d'ordre 1 : A -t B que nous
allons maintenant décrire ne comporte qu'une variable de concentration A, mais il faudrait
rajouter B si la vitesse était aussi fonction de la concentration B - autocatalysc ou inhibition
ou si l'on désirait commander le réacteur en qualité. f':,
Les réactions, aspect thermocinétique.
Lorsque la cinétique d'une réaction peut s'écrire sous la forme: r(X. T) = k(T)a(X), la
constante de vilesse k(T) suit la loi d'Arrhenius:
où R est la constante des gaz parfaits en thermodynamique 5, E; l'énergie d'activation de la
réaction, et 1,,0 une constante exprimant la vitesse extrapolée à T = +00.
Par ailleurs, la quantité de chaleur dégagée par la réaction dépend d'un coefficient thermo-
dynamique, l'enthaLpie de réaction, traditionnellement noté: -6)1, de signe positif dans le cas
d'une réaction exothermique et qui s'exprime en joule par unité de volume ou de masse. Le
quotient de l'enthalpie de réaction par la capacité caloril1que du réacteur s'appelle le t::.T adi-
abatique, correspondant à l'accroissement (algébrique) de température du réacteur fonction-
nant dans des conditions adiabatiques. De façon générale, nous noterons B la contribution
de toutes les réactions réaction à la vitesse de variation de température du réacteur:
B = i:«. =< h.l' >
5R=8.32J/moll\·
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où b, désigne le 6T adiabatique de la réac lion i • Celui-ct dépend en général de la température,
mais il arrive souvent que l'on prenne b constant. en première approximation,
Compte tenu de ce qui précède, on aboutit aux expressions suivantes pour le vecteur R.
des taux de disparition et la fonction B de chaleur de réaction:
{
R(x. T) = S rf x. T)
B(x. T) = < b. L'(X.T) > (1.3)
où x représente le vecteur des concentration ou des titres massiques suivant que l'on raisonne
en masse ou en volume.
1.3.2 Un réacteur élémentaire: le CSTR à une réaction.
Description du modèle de connaissances,
On considère ici une réaction exothermique ..{ --> B d'ordre 1 consistant en la transforma-
tion d'un réactif liquide en prèsence d'un catalyseur solide situé dans le réacteur. Le modèle
se compose d'une équation de bilan matière en réactif A couplée à un bilan thermique pour
l'ensemble melange-catalyseur. Nous supposons le volume de liquide (holdup) constant et la
température uniforme (pas de transfert de chaleur entre mélange et catalyseur).
En référence au bilan ,général 0, l ), nous présentons les équations sous forme d'un tableau
dont les lignes sont des bilans instantanés. en nombre de moles de rèactif A pour la première
et en énergie pour la seconde G.
avec, par ordre d'apparition:
"on if scindé tes termes de trclI1slcTI cl.. chaleur pour conserver l'analogie avee l'alimentation elle
1.3 Le réacteur continu uniforme et ses dérivés.
holdup =vol mélange 1 vol total,
volume total du réacteur.
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Avec ces notations, le nombre de moles de A contenues dans l'enceinte est lJVA.. tandis que
l'enthalpie du contenu du réacteur (ou la chaleur cmmagasinée) s'écrit: V à une con-
stante prés. On dèfinit pour la suite le temps de séjour:
Réduction sous forme adimensionnelle.
Manipuler un modèle adrmensionnel présente plusieurs avantages: le nombre de paramètres
est souvent inférieur à celui du modèle physique dont il est issu, la correspondance entre
paramètres physiques et adtrnenstonnels met en évidence l'influence des facleurs d'échelle,
et en termes de dynamique qualitative, il est clair que seuls sont pertinents les paramètres
réduits puisque, le cas èchènnt. plusieurs jeux de paramètres physiques peuvent conduire à
des dynamiques équivalentes, voir rigoureusement identiques.
A l'aide de trois quantités arbitraires Jîxes: (T'·d' A,·cl' T,·el) homogènes respectivement à un
temps, une concentration ei une température, nous introduisons les variables réduites:
Contrairement à un usage répandu, nous n'avons pas utilisé la concentration en entrée .4.0 ni
posé: :1' = 1 - 1;.de façon à conserver l'influence de ce paramètre sur le modèle final. Nous
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adoptons alors les notations suivantes:
Da




chaleur de réaction réduite,
"holdup thermique"
coef de pertes thermiques réduit
On choisira pour les valeurs nominales des variables associées. Noter que
y tandis que le 0 absolu est associé à y = - que nous noterons
systématiquement Uopar la suite.
Moyennant ces notations. on obtient un premier modèle adimcnsionnel, où le point sur
montant les variables représente la dérivation par rapport au temps réduit ,,:
Comme on envisage de commander en température d'entrée Uin ou en température de re-
froidissement U'O, on regroupe les deux derniers termes de la seconde équation:
qH(Uu, - yi + u»; - U) = (qH + L)( - U)
expression que nous réécrivons sous la forme: q'( 11 - U) en introduisant la commande auxiliaire
1/ et le paramètre q' donnés par:
11 :=. : q' = qH + L
Le modèle de commande final est le suivant:
J i' - -Do.l'Î(Y) + q(.l'",- .1')
1:i : BDo.r-;(y) + q'(11 - y)
avec: Î(Y) = ('-.-f:i;;
(1.5)
(1.6)
Remarque 1.2 Dans la suite, nous utiliserons systématiquement la forme: q'(v - y) pour
le terme de perles thermiques globales. Les résultats s'appliqueront donc aussi bien à un
réacteur refroidi qu'à un réacteur commandé en température d'entrée. f'o..
1.3 Le réacteur continu uniforme et ses dérivés,
1.3.3 Quelques généralisations.
Le système (1.6) peut être considéré comme le squelette d'un CSTR doté d'une cinétique plus
complexe, ou comme la brique de base d'un PFR modélisé par une cascade de compartiments
identiques. En outre, rien n'empêche de combiner plusieurs axes de généralisation. Dans tous
les cas, la cellule qu'il représente est supposée présenter lme masse ou un volume constant.
Cas d'un schéma réactionnel complexe.
La plupart du temps, un réacteur est le siège de plusieurs réacttons faisant l'objet d'un
mécanisme plus ou moins élucidé. Un modèle très général de CSTR consiste à se limiter
à une spéctflcatton joncrionneüe de la cinétique et de la chaleur de réaction associée telle (1.3]
qui conduit aux équations:
{
X = -R(x. y) + q(x llI -.'1')
(; = E(x.y) + q/(I/-Y) (1.7)
Le modèle ci-dessus s'applique à la fois à un CSTR (q cl 0) et à un réacteur fermé (q = 0).
mais pas à un réacteur mélangé sernt-ouvert (dont le volume n'est pas constant), D'autre part,
le coefficient de pertes q' n'est jamais nul. sauf dans le cas du réacteur fermé adiabatique pour
lequel ne subsiste par définition aucune des deux commandes !/in et Yw regroupées dans 11.
Ce modèle servira de base à l'étude générale de stabilisation qui va suivre.
Exemple 1.3 (Réactions consécutives: XI X 2 X 3 ) On suppose que 1'1 et 1'2 sont fonction re-
specttvcment de cc qui l'XClui les phénomènes d'autocatalyse et d'Inhibition -, ct
vérifient de plus: = O. Si seul le rèactif Xl est introduit dans
le rèactcur, on obuent Ie modele suivant:
(r.s)
+
et la a un nornbre quelconque dt> réactions consécutives est' immédiale. 0-
Exemple 1.4 (Equilibre: SI - X 2 J On not.e ri et. /'2 les vitesses de réaction directe et inverse, avec
des hypothèses analogue à celles de I'excmpk- precedent, La petite particularité est que les chaleurs dl'
réaction sont opposées l'une de l'autre:





Remarque 1,5 (sur la température réduite) Dans où différentes énergies d'activation
E, intervien,nent. on peut poser par exemple: Ij = - 1 et t = ce qui donne:
Î, (y) cg;Ti+4ï , le zéro absolu réduit valant alors: Ijn = - 1. L
18
Cas d'une colonne,
Chap. 1 Choix d'un modèle de travail
Pour obtenir l'approximation d'un PFR, il suffit d'indicer les variables d'état du CSTR de base
par le numéro du réacteur dans la colonne, les variables à l'entrée du compartiment i étant
les variables de sortie - c'est-à-dire d'état - du compartiment i-l
Si l'on envisage de plus l'arrivée de gaz de refroidissement (quenches), l'équation en tempéra-
ture doit évidemment être modifiée. Deux possibilités entre autres sont envisageables:
• soit rajouter un terme de pertes thermiques de la forme L'(Y q - y) quitte à identifier le
coefficient L'
• soit considérer que l'action du refroidissement est instantanée 7 en décidant que la
température d'entrée du réacteur 1 correspond à une moyenne pondérée (par les ca-
pacités calorifiques) de la température du réacteur i - t et de celle du quench à l'étage
Dans les deux cas, le terme de transport de l'équation de température prend la forme:
'1'(u(') +ay('-I) - yl<l) où u l ' ), combinaison linéaire de Y,u et de la température du quench au
niveau i: apparaît comme une nouvelle commande auxiliaire, Finalement, avec ou sans
quench, les équations réduites sont les suivantes pour Il réacteurs en cascade:
{
X(I) = -R(X(l).yl<:'j + '1(.1'(,-11_.1'('»)
il) = B(X(I).y{l)) + '1'(')(u(')+ay('-II_ y (' ))
avec (.7:(0).)/0)) = (:rln' YIll)' concentration et température à l'entrée de la colonne.
Introduction d'une diffusion axiale.
(LlO)
Il est possible d'approximer l'effet d'une c1ilïusion axiale dans une colonne tout en restant dans
le cadre des équations différentielles ordinaires en Iatsant l'hypothèse d'un reflux dans le sens
inverse de la progression globale. Alîn de conserver un débit algébrique q, on considére que
le débit réel de haut en bas est q( 1 + e ] tandis que le mélange remonte de bas en haut avec
un débit 'le.
En partant par exemple du modèle général (1.7) mais dans le cas adiabatique, les équations
70 U plutôt très rapide comparee aux dynamiques modéltsées
1.4 Résumé.
sont les suivantes:
xiI) R(x(1),y(l)) + q(xm - (1 + f)X(I) + fX(Z))
yll) B(x l l ) , y (1 ) ) + qH(Ym - (1 + f)y!l) + fyIZ))
Xli) R(X(I),y(I)) + q((] + f)X(I-I) - (1 + 2f)X l l) + fX('+I)) i = 2 ... n-]
Jj(') B(x('),yll)) + qH(( 1 + f)YI,-I) - (] + 2f)y(l) + fy(,+l))
X(n) R(x(n),yln l ) + q(l + f)(X(I,-I)
(/n) B(x(nl,y(n)) + qH(I+f)(y(n-I)_y(n))
(1.Il)
D'autres variations sont évidemment possibles dans le mërne cadre, tant au niveau des
phénomènes physiques pris en compte équilibres muluphases. hydrodynamique ... - qu'à
celui de la configuration matérielle recyclages, dynamique de préchauffement des réactifs
à l'entrée. mais notre intention n'est clairement pas d'être exhaustif en termes de génie
chimique. mais plutôt de motiver l'étude des modèles élémentaires pour la compréhension
et le contrôle de l'emballement thermique de réacteurs plus complexes et plus proches des
unités réelles.
1.4 Résumé.
La commande des réacteurs chimiques se situe au carrefour de plusieurs disciplines qui ont
chacune leur langage et leur problématique. Compte tenu de l'impossibilité de se fixer un
modèle de travail dans l'absolu, il est nécessaire de spécifier au préalable le problème que l'on
cherche à résoudre. en I'occurence l'emballement thermique des réacteurs. Deux modèles
généraux mais opératoires seront retenus: le CSTR élémentaire à une réaction exothermique
0.6) qui fera l'objet d'une étude directe. généralisée ensuite au CSTR 0.7) supposé à masse
ou volume constant et pouvant servir à construire d'autres modèles plus proches des unités
réelles.
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Chapitre II
Un cas d'école: extinction du
CSTR à une réaction
II.O Introduction.
On considère un CSTR siège d'une réaction exothermique d'ordre 1. A -+ B, opérant à fort
taux de conversion, Depuis [7], cet exemple a été trés largement étudié à la fois d'un point de
vue mathématique et sous l'angle de la commande, mais presque toujours en un seul point
d'équilibre et pas à notre connaissance dans l'optique d'expliquer le phénomène d'emballement
thermique, ce qui suppose justement de taire varier le point d'équilibre.
Notre but dans ce chapitre est donc d'illustrer la problématique de l'emballement au sens
large sur un système volontairement simplifié à l'extrême. Nous faisons l'hypothèse que
l'opérateur, pour satisfaire par exemple des contraintes d'ordre économique, désire réduire
la production de B et dispose pour cela d'une commande agissant sur la température du
réacteur, Il se peut alors qu'en deçà d'un certain seuil, dit critique, la température de fonc-
tionnement passe brusquement à une valeur très basse associée à un taux de conversion très
faible: c'est le phénomène d'emballement à l'envers, encore appelé extinction (voir la figure
Il,0,
En pratique, l'opérateur respecte une limite inférieure à ne pas dépasser avec une marge
de sécurité confortable, de façon à rester suffisamment loin du seuil critique, Du point de vue
énergétique, ceci impose un chauffage conséquent pour un gain en rendement le cas échéant
assez faible et pas toujours désiré. Dans ce qui suit. nous allons montrer, dans le cadre d'un
modèle élémentaire de CSTR qu'il est possible de supprimer le phénomène d'extinction, et de
stabiliser Je réacteur ù des températures quclconques par un retour de température propor-
tionnel ou proport.lonncl-fntégral.
Tout ce qui concerne la stabilisation locale est maintenant bien connu. et une bonne partie
de ce chapitre est simplement destinée à servir d'introduction aux idées générales développées
par la suite, Ce n'est pas le cas cependant du problème de la stabilisation globale que nous
abordons ici grâce à la simplicité de l'exemple - dimension 2-, et que nous traitons en montrant
que les résultats locaux peuvent s'étendre en utilisant des retours de température à grand
gain. Ceci complète les résultats d'Arts et Amundson (cf [7]. Il) qui avaient montré sur un ex-






Figure Il.L: Exttncr ion et seuil dt' sécurité.
emple la possibilité d'existence de 2 cycles limites concentriques entourant le point d'équilibre
pour certaines plages de valeurs du gain proportionnel, et constaté sur cet exemple la dis-
parition simultanée de ces cycles limItes à partir d'un certain seuil de gain, conformément
au résultat général que nous proposons. En termes d'automatique (un peu savante. , .I.
l'originalité de cet exemple consiste dans le fait que l'on utilise un retour de sortie, car il
est connu (cf [13]. [14]) que l'on peut stabiliser globalement par retour d'état un système non
linéaire de degré relatif 1 dont la dynamique des zéros est globalement stable, ce qui est le cas
de notre CSTR!





où ,( y) = e 1 + gy représente le facteur d'Arrhéntus. Les valeurs des paramètres utilisées
pour les simulations:
(g. Da, B ..J:Ill • «.q') = (0.0254.0.000391.19.1,1, 1. 1)
sont dérivées comme exposé au chapitre précèdent à partir d'un exemple physique ([60) p.291l.
II.1 Etude du réacteur en boucle ouverte.
II.1.1 Diagramme thermique.
Les équations cI'équilibre peuvent étre transformées cie façon à faire apparaître une équation
stationnaire clite entrée-sorüe, c'est-à-dire clans laquelle la concentration .1' n'intervient pas.
Pour ce fatre, il suffit cie calculer .1' en fonction de y grâce au bilan matière, puis de reporter
ILl Etude du réacteur en boucle ouverte.
l'expression obienue dans le bilan thermique. On obtient:
1
,1' = q + == ,flso(Y)
qD:.q(y) ,
o = B;l'm--(-) (U - Il)q+Dr; y
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(11.2)
On note respectivement He et HR - pour Heat Creation et. Heat. Removal- les deux termes.
homogènes à une puissance réduite. apparaissant dans la seconde équation. dite équatton
stationnaire entrée-sortte:
! ,.. qIkI1 (Y )HC\YJ = B.t l1lq + D:.q(ylHR(y, u) = q'(y -11)
moyennant quoi cette équation s'écrit sous forme condensée:
Hery) = HR(y,u)
(11.3)
Les courbes associées en fonction de y sont. tracées sur la figure 11.2 appelée diagramme ther
mique stationnaire. La ou les températures de fonctionnement y à commande u fixée sont
par construction les abscisses des points d'mtersecüon des courbes HE et He, tandis que la




fïgure II.2: Diagramme thermique stnttormaire en boucle ouverte.
Il est. clair que si l'on diminue il en deçà du seuil critique u.; l'équilibre supérieur (ou chaud)
disparaît, et on observe en simulation que le systéme va alors s'accrocher à l'unique point
de fonctionnement. qui subsiste. lequel se trouve associé à une température très nettement
inférieure (point froid). Dans ce cas, toute une partie des équilibres de la courbe He (en gris
sur la figure 11.2) ne sont pas atteints, équilibres dont la projection sur l'axe des y constitue
un segment de températures qualil1ées alors de ouaststatiquemeni inaccessibles.
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II.1.2 Stabilité.
En fait. quand bien même le système se trouverait dans les conditions de fonctionnement
d'un point Intermèdiatre. il n'y resterail pas car il est facile de montrer que lorsqu'il ex-
iste trois points d'équilibre caractérisés par trois températures YI < Yz < Y3 distinctes.
l'équilibre numéro 2 est nécessairement instable (cf ci-après). On rappelle que de façon
générale, J'analyse de stabilité locale repose sur l'examen du signe des parties réelles des
valeurs propres du système linéarisé (voir l'annexe B). En tout point stationnaire (x'SO(Y)'y).
la matrice jacobienne du système (IL l), c'est-à-dire la matrice des dérivées partielles des sec-
onds membres des équations dynamiques, s'écrit comme suit:
L t = ( -(1] + Dq(y)) -t» ·q'(U) ) x-r ,(y) BDry(y,! BDI.I"'(Y) - r/ 1 -,,,.(.1)
et ne dépend pas de Il. La figure 11.3 présente les courbes des parties réelles et imaginaires
des deux valeurs propres du système linéarisé en (.l' IS O ( y). y) en fonction de la température.
On constate que les valeurs propres sont toujours réelles l'une d'elle étant même constante
égale à - q = - 1 mais pas toujours stables, el le segment de valeurs de Y pour lequelles
l'une est positive correspond justement aux températures quaststnüquerneru inaccessibles (cf
figure 11.2et commentaires). Par ailleurs, les deux valeurs propres sont dans un rapport grand
devant 1 pour les températures élevées: on retrouve ici le fait bien connu que les modèles de
réacteurs constituent des syslèmes différentiels raides.
Figure 11.3: l'artif' rr-elle (en noir) ct unaumairo (en gnsJ des valeurs propres en boucle ouverte.
Remarque II.I (stabilité des équilibres extrêmes) Il se trouve qu'avec le jeu de paramètres
numértques adoptés, les équilibres extrêmes, caractérisés par la condition: q' > 'qffj-. sont
tous stables. Contrairemenl à une Idée tenace en Génie Chimique "traditionnel", cette dernière
condition, que l'on peul interpréter physiquement 1 est seulement nécessaire, mais pas suff-
isante pas suffisante pour assurer la stabililé locale. En particulier, des cycles limites stables
'en disant que tout (Tart de tcrnpèrature par rapport ù la valeur d'èquiltbrc sc voit compensé par un
rappel opposéclu signe cie ffC- HH.
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peuvent apparïtre en mèrne temps que le point d'équilibre devient instable (bifurcations de
Hopf). Ce point sera au cours de l'analyse de stabilité locale qui va suivre, 1::.
Sur la figure !lA, on a simulé un changement de consigne li constant par morceaux, de
façon à laisser le temps au réacteur de se stabiliser à différents paliers de concentration et
température, Comme on a choisi des valeurs de 11 encadrant la valeur critique lI e , l'extinction
a lieu, ce qui se traduit par une brusque diminution de température et un brusque accroisse-
ment de la concentration en réactif. Après l'extinction, le réacteur fonctionne au point froid:
le rendement .r,;:,,· est presque nul.
FlgurelI.4: 1';xtll1clIon en boude ouverte,
Il.2 Stabilisation uniforme par retour proportion-
nel de température.
Cette question comporte deux aspects: d'une pmi la suppression du phénomène d'extinction,
ou régularisation, visant à restaurer J'unicité de J'équilibre à température fixée, et d'autre part
la stabil.isatiDn proprement dite, assortie du qualificatif uniforme pour signifier qu'un mëme
bouclage convient à toute une gamme de points de fonctionnement.
II.2.1 Régularisation globale.
Plutôt que d'appliquer a priori un bouclage de la forme: 11 = -kpy + v, il est équivalent de
se donner une nouvelle droite HR b( y, (') = y - l') et de calculer le bouclage (L(y, v) tel que
HR(y,lI(y,I')) = HRb(y,u), SOIt:
II(Y.I') = (1- (!lA)
De cette façon. le gain du bouclage est directement paramétré par la pente
l'eIre! d'un bouclage aIfine en température consiste
à modifier La puissance thermique d'évacuation de
chaleur.
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puiss .th
He
Figure 11.5: Ol8gmmn1f' therrmque stauonnatrc cn boucle fermée.
La suppression du phénomène d'exlinclion s'obtient alors en choisissant supérieur à
la pente maximale de la courbe He, de sorte que les droites (parallèles) HR&(.If,V)jVER aient
chacune une et une seule interseclion avec la courbe He (voir la figure Il.51. 11est clair
qu'hormis la question de la stabilité, toutes les températures de fonclionnement sont a priori
accessibles par variatton "lente et conlinue" - quasistattque - de la nouvelle consigne auxiliaire
v, ce qui n'était pas le cas avec li en boucle ouverte. Or, d'après (11.2), il existe une et une
seule concentration d'équilibre pour ioute valeur de température. De fait:
il est possible de paramétriser globalement par u les
équilibres du réacteur commandé en choisissant:
(11.5)
Remarque II.2 La pente maximale est atteinte au point d'inflexton de la courbe He aussi
appelée "courbe en S" pour des raisons graphiques évidentes.
11.2.2 Stabilisation locale.
Choix du gain.
Ayant restauré l'unicité des équilibres. il reste Ù assurer leur stabilité, au moins localement.
En tout point stationnaire (J'"o(Y)' y). la matrtce jacobtenne du système (ILl) bouclé par (lIA)
s'écrit:
L P ( 1) _ (-(q+Drq(y)) ) 1
y. q& - BD,,-,(U) _
el ne dépend pas de u 2 Les valeurs propres de L P sont les racines de son polynôme car-
actértsuque:
2pluscxactemenln'cndépend qu'à travcrx la ternpcrature d'équihbrc e.
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lesquelles racines sont à partie réelle strictement négative Si et seulement si les conditions
suivantes sont vértûées (critère de Roulh, voir l'annexe E):
{
An y , q;') = ({J+ Dry(y)) + (J;' - ETh xw,o(Y)-y'(Y) > 0
Xt(Y''1b)) = ({J+ Dq(y))'1b - qED1X,eo(Y)-Y'(y) > 0 (11.6)
Tous calculs faits, on obtient:
1
q, > BJ}'.'·",i!!h'IY) - l'i +Lb"ly))
(J;' > ED,:r,>u(!fh'(y)'1+;q(y)
(11.7)
La stabilité locale asymptotique de tous les équllibres du réacteur commandé est donc as-
surée en choisissant {J;' strictement supérieur au maximum en !f des membres de droite, et
les trois inégalités données par (11.5)et (II. 7) permettent de choisir une pente qb telle que le
bouclage associé rende quaststauquement accessibles et localement stables tous les équilibres
du réacteur de départ.
En fait, ces trois tnègnlttés constituent seulement deux contraintes sur le gain {Ji" Calculons
en effet la pente de la courbe He:
On remarque ainsi que la seconde inégalité de (11.7) peut aussi s'écrire: (Jb > 4f!j-, ce qui n'est
rien d'autre que la version ponctuelle de (11.5). Finalement:
on rend rous les équilibres du réacteur [II,I) quasis-
tatiquemeiu accessibles par la consigne v et locale-
ment asumptotiquemetü stables, en choisissant un
relour q[jÎne en température (lIA) lei que (JI, satisfasse
aw( deux inégalités (If. 7) uniFormément en !J.
Remarque II.3 (suite de la remarque Il,1) Il est maintenant clair que les équilibres intermé-
diaires du réacteur non commandé, caractérisés par ri < sont nécessairement instables.
A l'inverse, ainsi que les équilibres du réacteur régularisé, c'est-à-dire
commandé avec: q;, > ne sont pas nécessairement stables, car la première inégalité
de (11.7) peut être violée lorsque la seconde est satisfaite, et ce phénomène ne peut se
détecter directement sur le diagramme thermique. l:.
Sur la llgure 11.6, on représenté les courbes des membres de droite des inégalités [11,7) en
fonction de !J avec un choix possible de q;' la courbe non bornée est associée à la première
inégalité -, ainsi que les deux valeurs propres de la matrice L P dont on peut constater que
les parties réelles restent strictement négatives pour toute valeur de la température. D'autre
part, les valeurs propres sont imaginaires conjuguées pour un segment de valeurs de y
approximativement [8.15] -, ct l'on peut donc s'attendre à des oscillations lorsque l'on stabilise
le réacteurs autour de ces températures. Enfin le bouclage n'a malheureusement pas amélioré
la raideur du système.
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Figur" II.6: Choix d'un gain 'If. el valeurs propres en boucle fermée.
Remarque Il.4 (sur le choix du gain) Les conditions (I1.7) relatives au choix de se tradui-
sent par des inégalités sur le gain proportionnel: l,p = - l , inégalités imposant de choisir
kp positif suffisamment grand. Le choix de la valeur effective de kp fait alors l'objet d'un com-
promis entre divers impératifs contradictoires: saturation physique de la commande. marge
de stabtlttè, ... En ce sens, l'analyse ci-dessus ne conduit pas nécessairement à utiliser une
commande dite à grand gain, mais vise seulement à caractériser, pour le système (ILl), les
retours proportionnels de sortie efficaces en termes de suppression du phénomène indésirable
que constitue l'extinction du réacteur,
Simulations.
Pour comparer avec le cas du réacteur non commandé, on a simulé une baisse de température
par paliers dans les memes conditions que celles de la figure Il.4, à savoir départ au niveau
y = 17 et changement de consigne toutes les 7 unités de temps réduit. à ceci près que la con-
signe en question n'est plus /1 mais i'. La figure 11.7 présente les résultats. avec en grisé les
courbes du réacteur non commandé. Il est clair que le phénomène d'extinction ne se produit
pas. et que le système se stabilise à des niveaux tntermédtatres arbitraires - x voisin de 0.1.
y de 14.
Cependant, la courbe de bouclage présente sur la figure (figure 11.8) des pics inquiétants
à chaque changement de consigne, parfois accompagnés d'oscillations d'amplitude non négli-
geable. En fait, l'équation de bouclage (lIA) montre clairement que toute discontinuité de la
consigne v se traduit par une discontinuité de la commande /1 amplifiée du facteur qui est
strictement supérieur à 1 puisque le bouclage augmente la pente de la droite ER. Quant aux
oscillations. que l'on retrouve sur les courbes de.1' et !J. elles sont la conséquence du fail déjà
mentionné que dans la plage de valeurs de !J concernée, les valeurs propres sont imaginaires
conjuguéesfcf figure 11.6]. Le bouclage ne fait donc que reproduire le comportement de la
température.
On peut remédier simplement à ces problèmes en choisissant une loi de variation continue
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Figure [1.8: Bouclage pathologique, consigne discontinue.
pour la consigne Li. D'une part on supprime ainsi les pics de bouclage, d'autre part le fait de se
trouver à tout instant dans des conditions trés proches de l'équilibre - variation quasistatique
permet de minimiser l'amplitude des oscillations. La figure 11.9 montre ce que l'on obtient en
prenant pour 1'(t) une fonction continue affine par morceaux. Les courbes du cas v discontinu
sont reproduites en grisé.
II.2.3 Stabilisation globale.
Nous ne considérons ici que des bouclages dont le gain qt, satisfait l'inégalité de régularisation
(11.5),de sorte qu'à toute valeur de la consigne auxiliaire Li est associé un et un seul équilibre,
Nous allons montrer qu'en prenant qi, assez grand, il est possible d'assurer la stabilité globale
de cet équilibre.
Une petite difficulté survient par le fatt que celui-ci dépend non seulement de v mais aussi
de qb (sur la figure 11.5, l'intersection de He et HR dépend de la pente de HR). En fait, il
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Flgure-11.9: Stabilisation unilorm.. par retour afûne d.. température, consigne continue.
est facile de voir que l'on peut ajuster la valeur de u en fonction de de façon à fixer une
température d'équilibre HC(yj = HR(,(!/.I'. q{,J se résoud explicitement en Ceci permet
de se fixer un équilibre indépendamment de la valeur de q{,. Soit donc fj une température
d'équilibre, et .f' = la concentration associée. Nous réécrivons le système bouclé en
posant X = :1' = y - .9,de sorte qu'en particulier la consigne /,(q{,) disparaît:
-(q + III + if)) X - Lb .['[(1', .9n'
Bnl ÎO' , y) X - (Il; - BL):dT(l'. .9)) y (1I.8)
[(1'..9)) = ')(1' - ')(.9)
le taux d'accroissement de la fonct.ion Î, défini 3 pour tout accroissement algébrique de
température Y y compris en Y = 0 où T'(O. .9) = Î'(Y) -. régulier. borné et positif car
'il est sous-entendu de }' sont celles pour lesquelles y = y + y est
c.orreSI)ond<-lnl;lllzêroal)so]u.
II.2 Stabilisation uniforme par retour proportionnel de température.
Î(Y) est bornée et croissante, On pose aussi:
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Nous allons montrer qu'il est possible de choisir de sorte que la fonction V soit une fonc-
tion de Liapunov (cf [63]) pour le système (11.8), c'est-à-dire que les trajectoires (X(t), Y(t))
soient rentrantes dans les ellipses l,' =cste, En effel, calculons la dérivée de V suivant une
trajectoire:
li = -(q+ IXq(Y + y))X2+ IXi(,(Y + 0) - ,cfP',y))XY - - BLhxr(y,y))y2
(11,9)
Cette expression n'est bien sûr pas une forme quaclratique en (X, Y) car les coefficients de
X 2,XY, y 2 dépendent cie l' Cependant, il est possible cie rendre cette expression stricte-
ment négative pour tout (X, l') cf(0,0) grâce au fait que ces coefficients sont bornés,
De façon générale, a.\'2 b.\'l' + est déûnte positive ssi a > 0 et 40c - b2 > 0 (cf
[26]), Si maintenant a, b.(' dépendent cie (X. 1'):
{
a(X,l') > 0
40(X. Y)c(X. Y) _ b(X.}'? > 0 =} alX. Y)X 2-b(X. Y)XY+c(X. y)y2 > 0
pour tout couple lX. }') cf (0.0), En appliquant ce résultat élémentaire à -li', et en tenant
compte de: q + Da + y) > 0, on obtient une condition suffisante de stricte négativité de
li' pour (X,y) of(0.0):
4(q + IXq(}' + - Do,cf(}'.!!)) - IX,2(,(Y + y) - ;i:r(y,y))2 > 0
ce qui s'écrit encore:
On a toujours: 0 < ,['= ,l'bU(!)) < Par ailleurs, ro'. D) = Î'(Y) par le théorème des
accroissements finis, d'où:
Si enfin l'on note: l'm"x =
fisante assurant l' <
>
on peu! déduire de [11.10) une nouvelle condition suf-
(0.0)'
(11.11)
Remarquons enfin que la condit ion d'unicité de l'équilibre (11.5) est alors automatiquement
vérifiée car on a vu que celle-ci pouvait s'écrire (seconde inégalité de [11.7)):
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inégalité réalisée a fortiori lorsque:
Chap. Il Extinction du CSTR à une réaction
où l'on reconnait le premier terme de (11.11).
Comme la condition (lUI) ne fait plus intervenir l'équilibre (,f. [J), nous avons finalement
démontré le résultat suivant:
on rend tous les équilibres du réacteur (lI,l) quasis-
tatiquetnent accessibles par la consigne t'el globale-
ment astjmptotiquemerü stables, en choisissant un
l'etOUT q[fù1e en température (11.4) tel que <lb safi.'ifasse
à l'inégaLiré (11.1J),
Remarque Il.5 (expression explicite de la borne de gain) Le maximum de est atteint
en +00, à savoir: "rmax = tandis que sa dérivée ,'(y) est maximale au point d'inflexion Yr
caractérisé par: 1 + gYe = -dg, d'où: Î;"a, = ce qui permet d'obtenir explicitement la
borne de gain. Cette remarque est toute aussi valable dans le cadre local. D,.
Remarque Il.6 (critère de Bendixson) Il est possible de démontrer la stabilité globale sans
utiliser de fonction de Liapunov, à l'aide cie résultats généraux spécljiques à la dimension 2.
D'aprés le théorème cie Poincarè-Bendtxscn (cf [61 Il. lorsque le portrait de phase d'un système
dynamique en dimension 2 exhibe un et un seul équilibre localement stable, la stabilité glob-
ale de celui-ci est équivalente à l'absence de cycles limites l'entourant. lesquels se trouvent
nécessairement emboîtés les uns dans les autres. Le critère de Bendixson affirme alors qu'une
condition suffisante d'absence de cycles limites est que la trace du linéarisé du champ soit
partout < O. Dans notre cas, cette condition s'écrit [sur le système d'origine):
(11.12)
Il est clair que cette iné,f(alité ne saurait être vèrtfièe pour tout ,1' > O. Cependant, l' < -qe < 0
pour ,1' > :ri" + f et f > 0 quelconque, donc toute trajectoire (,r(f). y(t)) se trouve piégée dans
n'importe quelle bande 0 :::; ,/' :::; .r lll + f en un temps fini (dèpendant de e). Pour assurer
la stabilité globale, il sufflt donc de vérifier 01. 12) dans une telle bande, d'où une nouvelle
condition suffisante après majoration:
valable pour f > 0 arbitrairement petit, Nous conserverons donc finalement:
(11.13)
et la condition d'unicité de l'équifibre (11.5) est encore automatiquement vérifiée (cf ci-dessus).
Pour conclure, (11.13) fournit une meilleure borne cie ,gain que (II. l Il. mais l'approche topologi-
que ne s'appliquant plus dès la dimension 3, nous serons amené à réutiliser la fonction de
Liapunov V dans le cadre clu retour PI. D,.
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II.3 Stabilisation uniforme par retour proportion-
nel intégral de température.
II.3.1 Effet d'un bouclage proportionnel intégral.
(11.14)u(y,y,.,t)=(l klJ)Y-Â'Il(y-yJdr
Pour compenser les biais éventuels dûs aux perturbations ou aux incertitudes sur les paramè-
tres. il est possible de rajouter un terme intégral de façon à régler directement la température
désirée Yc plutôt que la consigne auxiliaire u 4 On considère donc maintenant un bouclage
dela forme:
Remarquons au passage que la partie linéaire est en y et non en U - Uc.contrairement à une
habitude courante en automatique industrielle. qui a pour effet négatif de rajouter un zéro
au transfert y, f--t Y et par Ià-rnèrne de dégrader les transitoires en ajoutant une dérivée à la
réponse indtctelle. Cependant, la contrepartie est que l'on ne peut plus se passer du terme
intégral sous peine d'annuler le transfert cie la consigne à la sortie.
Pour obtenir les équations du système bouclé sous forme différentielle, Il faut introduire
une nouve1le variable d'état:
et réécrire le système (ILl) bouclé par (IL14) sous la forme suivante dite étendue:
(II.l5)
en considérant Yc comme une nouvelle consigne auxiliaire (à la place de 11).
Par construction, les (.r. y, :) de ce nouveau système sont paramétrés par UC
et vérifient: )' = = y, Contrairement au cas du retour proportionnel, il n'est
plus possible de construire un dia.gramme thermique en boucle fermée. Plus précisément.
le problème de l'extinction ne se pose plus car les équilibres sont naturellement paramétrès
de façon régulière par la constane y, dès que I.:} # O. Cependant, la question de la stabilité
demeure intacte.
Remarque II.7 (sur le retour purement intégral) Compte tenu des réflexions précédentes. il
est légit.ime d'envisager la stabilisation par un retour uniquement intégral. Cependant. nous
allons voir que le gain proporuonnet v» intervient seul dans l'une des conditions nécessaires et
suffisantes de stabililé, en l'occurence \ ri = \;' > 0, tandis que la boucle ouverte correspond
au cas kp = L Ainsi, il es! clair que si cette condition est violée pour k p = l, le réacteur
ne sera pas stable quelle que soit la valeur du gain intégral 1.'1, Ainsi, l'utilisation d'un retour
purement intégral règle certes directement la question de la multiplicité des états d'équilibre.
mais peut conduire à une impasse quant au problème de la stabilisation. /";
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Le linéarisé du système (l1.l5) ne dépend pas cie Il s'écrit:
Pour le choix des gains ).:p et ).'1. nous allons appliquer le critère de stabililé de Routh, ou
plutôt une version équivalente dûe à Lienard et Chipart (théorème 8.37). Tout d'abord, on
calcule le polynôme caractéristique de I P I
avec, en reprenant les notations (11.6)du retour proportionnel:
{
XfI(y.kl,.kIl = \;(y.q'l.-p) = q'l.-p+l:q+ 1JfI1(y))-BIkt,l'ISO(y)-y'(y)
'{!;I(y, kp, ki) = + '1').'[ = (q + IkI,(Y))'1'k p - '1BDoTiso(y)f'(y) + '1'kl
\fI(y,kp.kIl = (q+Drq(lJ)Jq'l.-,
(11.16)
L'application directe du critère cie Lienard et Chiparl, condition 2) avec 11 = 3, fournit des
conditions nécessaires el sldfisantes cie stabilité:
(11.17)
Compte tenu cie:
on est amené à choisir le coelflctent cie (/I.-) strictement positif:
et clans ce cas, la conclition \ {'1= \ f > 0 est vértûée. De même:
est> 0, car 0 < < 1. De rail, la condition \ fi \fl - '<K[ > 0 est automatiquement
vèrtûèe, pourvu que le gain intégral/.:} soil choisi> O. En conclusion, nous venons d'obtenir




et un résultat de stabilisation uniforme:
(11.18)
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on rend rous les équilibres du réacteur (II. 1) quasis-
tatiqllernent accessibles par la consigne Ye et locale-
ment asymptotiquement stables aoec rejet des biais,
en appliquant un retour proportionnel intégral (II. 14)
dont les gains k l , et k t satisfont aux deux inégalités
(Il. lB) uniformément en i},
Pratiquement la première inègalité de (11.18) flxe le choix du gain proporuonnel e», moyennant
quoi le gain intégral J,,) peut étre pris strictement positif arbitraire. A cet égard. il est à noter
que la première inégalité de (11.18) esl plus forte que ses homologues [Il.?']. Effectivement,
l'ajout d'un terme intégral peut déstabiliser le réacteur commandé par un retour affine dont
le gain aurait été calculé selon les inégalités (11.7).
FlgUIT ILIO: ChoIX des gains kp el k" et Incidence sur les valeurs propres.
Ceci se trouve illustré par la figure 11.10. Le diagramme de gauche représente en effet le
membre de droite de la prerntère tnégaltté de (11.18) et rappelle (en gris) les courbes associées
au cas proportionnel. de façon à mettre en évidence deux gains kp dont l'un kp = 11
est stabilisant tandis que l'autre J,'p = 6 vérifie seulement les conditions [11.7). Ceci se
retrouve sur les cIeux autres graphiques qui représentent les trois valeurs propres du système
commandé (11.15). Le choix )'i' = 6 associé à k, = 30 .génère un segment de températures
instables, borné par deux températures critiques en lesquelles le réacteur présente une bifur-
cation de Hopf 5. Par ailleurs, la comparaison du cas stabilisant avec la figure 01.6) montre
que le terme int.égral a introduit un pôle réel dont le graphe est très proche de l'axe des y,
c'est-à-dire faiblement. stable.
On présente tout d'abord le bon contrôleur. Sur la figure 11.11, la consigne Ye affine par
morceaux varie de 17 à 12, et la temperature !J suit le mouvement avec un léger retard. Noter
que la courbe passe par un minimum: ceci n'est pas spécilîque au cas PI voir
la figure Il.9 -, mais simplement le fait que passé le seuil critique lle. il faut aug-
menter la température d'entrée (ou diminuer le refroidissement) pour continuer à faire baisser
5apparition uu dispartnnn d'un cycle hnuu- consécutif au changement de signe de la partie réelle d'un
eouple de vnleuts proprcs imagmaircs conjuguees, votr par exempk- [541 et. (551.
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la température de fonctionnement du réacteur (voir la fIgure 11.2).
t s 5
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Figure 11.11: Stabilisation uruforrne par retour proportionnel intégral de température.
A titre d'illustration de ce qu'il ne faut pas faire, on a représenté sur la figure Il.12 les
résultats de l'application d'un mauvais contrôleur PI, donl le gain k p a été choisi selon les
inégalités (11.7). c'est-à-dtre tel que le contrôleur P associé soit slabilisant. La consigne est
variée de façon à lraverser la valeur critique supérieure de bifurcation, proche de 12.5 d'après
la figure 11.10, qui correspond au fait que la partie réelle de deux valeurs propres imaginaires
conjuguées devient strictement positive. L'apparition concommitante d'un cycle limite stable
se manifeste par des oscillations non amorties d'amplitude constante en régime permanent,
oscillations que le bouclage ne fait que reproduire. Dans le même ordre d'idée, [46] montre qu'il
est possible de trouver un relour PI dont l'application engendre un comportement chaotique
du réacteur commandé. Comme on sait que de tels phénomènes ne peuvent se produire qu'à
partir de la dimension 3 (voir [l2]), on comprend que le CSTR puisse servir de "laboratoire" à
certains mathématiciens.
Figure 11.12: Buurcauon dt' Ilopf consécutive à un mauvais choix de gains.
II.3.3 Stabilisation globale.
Pour ce qui est de la stabilisalion globale. nous allons voir que contrairement au cas local, le
choix du gain proportionnel suivant (II. 11)correspondant au retour P n'est pas remis en cause
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par l'ajout d'un terme intégral. On procède comme pour le retour P en écrivant le système
bouclé (11.15) dans les coordonnées centrées à l'équilibre:
{
X = -(q+Lhl(Y+i]))X - D:ii'f(Y,y)Y
= BHq(1"+OlX - (q'kr-BD:.tiT(Y,Y)Y - q'k]Z
Z = y
Cette fois, on suppose k'l > 0 et on prend pour fonction de Liapunov:
ce qui permet d'obtenir:
(11.19)
où i'Pdésigne l'expression (11.9) de i' calculée dans le cas du retour P. D'après les résultats
sur le retour P, le choix de q'kr (alors noté satisfaisant l'inégalité (Il. 11) assure:
V(X,YZj, (X.}")i-(O,O) =? W<O
mais ceci entraîne seulement que les trajectoires convergent vers la droite X = Y = O.
Pour conclure que l'équilibre X = }" = Z = 0 est bien globalement asymptotiquement
stable, on utilise le théorème d'invariance de Lasalle (cf [38]) qui stipule dans notre cas que
les trajectoires convergent vers le plus qrarid sous-ensemble invariant de la droite X = Y = O.
Pour déterminer ce sous-ensemble. on remplace X et Y par 0 dans le système (11.19):
d'où il ressort que le plus grand invariant est effectivement réduit au point d'équilibre (0,0,0).
Finalement. les inégalités sur les gains s'écrivent:
et l'on a le résultat suivant:
on rend tous les équilibres du réacteur ill. J) quasista-
tiquement accessibles par la consigne Yc et globale-
ment asymptotiquement stables avec rejet des biais,
en choisissant uT! reLour Pl en température ill. 14) dont
les gains satisfont les conditions (lI.20).
II.4 Résumé.
Un CSTR élémentaire possédant 3 équilibres est susceptible de présenter des phénomènes
d'extinction lorsqu'on le commande par température d'entrée ou température de refroidisse-
ment constante. Ces phénomènes sont caractérisés par une baisse rapide de la température
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de fonctionnement consécutive à la disparition simultanée de deux équilibres. entraînant
l'accrochage spontané au troisième.
On peut y remédier en utilisant un retour de température de type affine, ou proportionnel
integral. Dans les deux cas, le choix d'un gain proportionnel assez grand permet de stabiliser
localement ou globalement le réacteur à une température quelconque atteinte en faisant varier
la consigne auxiliaire. De plus, si le gain proportionnel est suffisant. le gain intégral du retour






Le phénomène d'extinction mis en évidence au chapitre précedent est un exemple de ce que
l'on appelle lin emball.ement, c'est-à-dire une variation importante de l'état du réacteur dont
l'amplitude semble disproportionnée par rapport aux causes qui l'ont engendrée. comme un
faible changement du point de consigne ou une petite perturbation. Enoncé sous cette forme,
le problème rappelle une situation mathématique classique: lorsqu'un objet mathématique
paramétré - fonction, champ de vecteur - voit sa nature changer de façon qualitative pour une
valeur particulière - critique - du paramètre, on dit qu'il se produit une bifurcation. Ce chapitre
est destiné à montrer que les bifurcations de type col-nœud, les plus simples, constituent un
bon cadre de modélisation pour les phénomènes d'emballement des réacteurs chimiques.
Outre le CSTR élémentaire du chapitre précèdent, on peut songer à la situation suivante
à peine plus complexe: deux réactions exothermiques en chaîne, la principale A --+ B fonc-
tionnant au point chaud étant accompagnée d'une réaction secondaire indésirable B --+ C
fonctionnant elle au point froid, c'est-dire avec un taux de conversion trés faible. Si pour une
raison quelconque on est amené à augmenter la température de fonctionnement du réacteur,
il se peut que l'on active cette dernière réaction, provoquant le cas échéant une brusque et
incontrôlable augmentation de la température necessitant éventuellement l'arrêt du réacteur
(cf chapitre de modéhsattonl.
Dans ce qui suit, nous étudions les équilibres du modèle général de CSTR (1.7):
{
X = -R(x.y) + q(xlIl-x)
ù = B(x.y) + q'(II-Y) (IILl)
Nous procédons en plusieurs étapes. Tout d'abord nous donnons des conditions portant sur
la cinétique isotherme Il de façon à pouvoir dériver un diagramme thermique - bien connu des
chimistes analogue de la courbe en S du CSTR élémentaire. Cette étape fait intervenir un
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résultat mathématique - version globale du théorème des fonctions implicites - qui fait l'objet
de l'annexe A. Ensuite. ayant mis en évidence le diagramme de bifurcation sous-jacent, nous
étudions l'effet d'un retour de température de type proportionnel, puis de type proportionnel
intégral. Tout ceci après quelques rappels sur les bifurcations stationnaires. précédès d'une
définition.
Définition 111.1 (CSTR isotherme) Nous appellerons CSTR isotherme associé à (III.l) Lesous-
modèLe constitué des éauatioris de concentration, Latempérature U étant alors considérée comme
un paramètre conscanL
111.1 Préliminaires: bifurcations et commande.
111.1.1 Rappels élémentaires sur les bifurcations col-nœud d'états
stationnaires.
Nous nous contentons ici de rappeler quelques trivialitès et un peu de vocabulaire. La théorie
des bifurcations constitue la matière de nombreux ouvrages de tous niveaux, dont par exem
pIe [31] et [29]. La commande il est ici supposée constante: c'est le paramètre de bifurcation.
On considère une application régulière F de IFFdans IRet on s'intéresse aux équilibres du
système: (; = F( y. tI J.c'est-à-dire aux solutions en y de l'équation implicite: F(!J. tl) = O., au
voisinage d'un équilibre donné. que J'on peut supposer sans perte de généralité étre (0.0). Si
le jacobien de F par rapport à U au point (0.0) est inversible, en l'occurence si -%f(o. 0) =t 0,
le théorème des fonctions implicites permet de conclure que les équilibres forment au VOiSi-
nage de (0.0) une courbe il = U( il) localement unique et paramétrée par 11. La réciproque
n'est évidemment pas vraie comme le montre l'exemple suivant: F(y. il.) = y3 - tl.
Figure Ill.l: Bilurcatton col-nœud: diagramme de Inlurcation cl portrait cie phase.
II!.l Préliminaires: bifurcations et commande.
Lorsque *(0.0) = 0 mais avec ifl0.0) 1= 0, les équilibres constituent encore une sous-
vartétè en (0.0) pour les mêmes raisons, mais cette fois il n'est plus possible de les paramétrer
par u, Au contraire, la courbe est alors donnée par un graphe U = u(y), A ce stade, la situa-
tion est totalement symétrique de la précédente, mais le problème pratique vient du fait que les
vartables y et u n'ont pas un rôle symétrique dans les applications. Dans le plan (Ou, Oy), les
équilibres sont constitués, sous l'hypothèse supplémentaire 0) =!= 0, de deux courbes
YI(11) et Y2(li) définies pour u :::: 0 ou Il ::; 0 suivant les cas. De fait, lorsque le paramètre
'il change de signe, par exemple sous l'effet d'une perturbation, 2 équilibres apparaissent ou
disparaissent en même temps (voir i1gure 111.1).
La situation critique 1/ = 0 pour laquelle les deux équilibres potentiels se trouvent confon-
dus en un seul est structurellernent instable, au sens où une petite variation de 'il la détruit:
on parle alors de bifurcation, d'états stationnaires puisque le nombre d'équilibres change et
de type col-nœud à cause du jeu d'hypothèse sur les dérivées de F. Le graphe des équilibres
dans les coordonnées (u'!ll dans cel ordre s'appelle le diagramme de bifurcation, et le
point critique (0,0) dans le cas col-noeud est souvent appelé point tournant pour des raisons
graphiques évidentes.
11est facile de vérifier à partir des hypothèses sur F que les deux branches YI (u) et Y2(11)
sont nécessairement de stabilité différente on dit qu'il y a échange de stabilité au point
critique -, ce qui permet de tracer les portraits de phases local du système de départ en
fonction de u (figure 111.1).Lorsque il est une commande, il est à noter qu'il n'est pas possible,
partant d'un équilibre situé sur l'une des branches, d'atteindre un équilibre situé sur l'autre
en passant de façon quasistauque par tous les points intermédiaires. En effet, à supposer
que l'on arrive à demeurer en lO.0 J,il n'est pas possible de prévoir a priori si l'on va continuer
sur l'autre branche ou si l'on va revenir en arrière.
111.1.2 Effet d'un bouclage.
Nous décrivons ici l'effe( d'un bouclage sur le diagramme de bifurcation lorsque celle-ci a
justement lieu par rapport à la commande.
Lorsque l'on applique le bouclage statique Il = II(!J. v) au système y = F(y, u),v étant une
consigne auxiliaire permettant de changer de point de fonctionnement, les nouveaux équilibres
sont donnés par le diagramme de bifurcation du système bouclé: F/J(Y'v) = F(y, ury. v)) =
O. Cependant, on les retrouve sur l'ancien diagramme de bifurcation, à l'intersection de la
courbe F( 1). Il) = 0 et de la courbe de bouclage Il = u(l). v) pour v fixé. Ceci est illustré par
la figure JII.2.
En cas de multiplicité des états stationnaires pour le système de départ, la stratégie générale
pour supprimer les bifurcations éventuelles consiste donc à trouver une famille de courbes
{u = u.(y, l'),I' E V} telle que le nombre cie points d'intersection avec la courbe F(y,u) = 0
soit indépendant de l'. Il est important de remarquer que ce Iaisant. on ne s'assure absolu-
ment pas de la stabilité des èquilibres clu système commandé. Simplement, ceux-ci peuvent
désormais être réguliérement paramétrés par la nouvelle consigne auxiliaire l'. tandis que
leurs homologues du système cie départ ne pouvaient l'être par Il.
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Figure II1.2: End d'un bouclage stauqur- Il = 11(,1/. l') sur le diagramme de bifurcation d'ortgtnc,
Définition 111.2 (accessibilité quasistatique) Lorsque les éouilibres du systéme.:Y" = F( X. /J.)
forment une courbe pour Il dans un intertJalle, nous les qualifierons de quaststattquernent ac-
cessibles par 'li si cette courbe peut être régulièrement paramétrée par li,
Cette définition est donnée pour un système dans IR" mais toujours avec une seule corn-
mande, D'après le théorème des fonctions implicites. une condition suffisante. et générique-
ment nécessaire. d'accessibilité quasistatique est que le jacobien de F par rapport à X soit
inversible en toui point d'équilibre, de sorte que localement:
F(.\.II) =0 <=? X =X(uJ
En dimension un, il est donc facile. en cas de bifurcation col-nœud, de restaurer, au moins 10'
calement, l'accessibilité quasistauque par bouclage, En dimension quelconque, une stratégie
consiste à dériver de F(X. u) = 0 une équation d'équilibre F(y. 71) = 0 impliquant la sortie
scalaire y, puis à appliquer la méthode ruonodtmenstonnelle. C'est ce que nous allons faire
pour le CSTR.
Remarque 111.3 (dimension quelconque) Pour ne pas alourdir l'exposé, nous n'avons pas
donné les conditions de bifurcation col-nœud en dimension supèrieure à un. Ceci sera fait
plus loin. lors d'une étude systématique ,généralisant localement la situation du CSTR au cas
d'un système non linéaire SISO quelconque. ,6.
Remarque 111.4 (bouclage dynamique) Si l'on considère maintenant le bouclage dynamique:




Lorsque %ff cF O. la seconde équation s'inverse en: u = lI(y, l'), et en terme de diagramme
de bifurcation, on se retrouve dans la situation du bouclage statique. Sinon, le bouclage
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dynamique introduit une relalion entre y et (J, ce qui revient sur la figure 111.2 à considérer
des courbes de bouclage horizontales. Si le niveau de y change avec v, on aura aussi restauré
l'accessibilité quaststatique. Nous examinerons cette situalion plus en détails dans le cadre
du retour proportionnel intégral. /.:;
111.2 Diagramme thermique.
111.2.1 Notion de cinétique isotherme régulière.
Le diagramme thermique ciu CSTR élémentaire (figure [1.2) a été obtenu en inversant l'équation
stationnaire de concentration sous la forme: .1' = .r(y), et en reportant cette expression dans
l'équation stationnaire cie température, laquelle fut scindée en cieux termes pour prendre la
forme d'un équilibre:
CHALEUR CRÉE = CHALEUR ÉVACUÉE
à la température y et pendant une unité cie temps (les termes sont homogènes à des puis-
sances plutôt qu'à cies énergies).
La généralisation est immédiate: le problème consiste à inverser les équations stauonnalres
de concentration. c'est-à-dire exprimer les équilibres du CSTR isotherme associé en fonction
de la température y, Symboliquement, on cherche un résultat de la forme:
mais avec des inciicalions sur le domaine cie cléfinition de la fonclion x 1S O ( y). C'est pourquoi
nous allons utiliser une version globale du théorème des fonctions implicites - voir l'annexe A
, et décidons d'appeler cinétiques régulières les fonctions R qui salisfont les conditions de ce
théorème.
:' X 1:
.. x les concentrations à l'entrée du réacteur et P = y X Q x Xm
le domaine des pour le réacteur isotherme. On rappelle qu'une ma-
trice carrée est dite stable lorsque toutes ses valeurs propres sont à partie réelle strictement
négative,
Définition Ill.5 (Cinétique régulière) Le CSTR (lII.l) est dit à cinèüque (isotherme) régulière
sur P lorsque les trois candiliolls suivantes sonl oérijiées:
(CRI) Vx EX V(y.!J) E l' x q. -DxR(x. y) -!JI est stable,
(CR3) 1 Vi E {i Il}. 3) E {i
1 V(x:y.q.x",) E X x P -n ,IX. Iii TIII.I',,,, - .1'))11'.=0# O.
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La condition la plus contraignante est (CRI), qui entraîne l'inversibilité locale des équations
stationnaires de concentration ainsi que la stabilité locale des équilibres du réacteur isotherme.
Cette deuxième propriété. qui ne s'impose pas pour la construction du diagramme thermique.
sera utilisée ultérieurement pour la stabilisation du réacteur non isotherme (voir le chapitre
suivant). En prattque.tl suffit de vértfler la stabilité pour Ij = q""" puisque les valeurs propres
pour q > qnllnse déduisent de celles associées à Ij = q""" en retranchant à chacune de ces
dernières la différence Ij _ qlllUl
En revanche, les deux autres conditions, destinées à assurer l'inversibilité globale. sont
plus couramment vérifiées par les CSTR. A l'inllni d'urie part. le terme de transport - avec X m
borné - ou la forme des cinétiques courantes rendent infinie la norme cie la vitesse x (condition
(CR2) , prendre par exemple pour norme la somme des valeurs absolues cles composantes).
Lorsque l'un des .1',est nul. le constituant associé ne peut être un produit par définition. et
si c'est un réactif il ne peut être à l'équilibre parce qu'il est constamment introduit dans le
réacteur (conclitlon (CR3)). Ceci serait faux dans le cas d'un réacteur fermé, lequel possêde
nécessairement pour êquilibre la solution triviale x = 0: nous nous limiterons donc désormais
aux CSTRs stricts [q > 0).
Remarque III.6 (concentrations bornées) En pratique, il est souvent possible de montrer
par des majorations des composantes de je que les trajectotres dont les concentrations initiales
se situent dans un pavé borné X,) = [0,X;'"'' [x [O. X.::"I'[ restent "piégées" dans ce pavé
dont on dit alors qu'il est positivement invariant sous l'action du champ moyennant quoi
en prenant X =]0. X;"OX[x]O. X;;"'X[ au lieu cie X =]0. +cx:,[n on satisfait automatiquement
la condition (CR2) puisqu'il n'est alors plus possible de faire tendre x vers +00 dans X Par
exemple. les concentrations en réactifs au sein du réacteur sont en général inférieures à celles
des réactifs introduits clans ce réacteur, et les concentrations en produits sont à leur tour
limitées par celles des réactifs dont ils sont issus. Cette démarche a d'ailleurs été appliquée
pour le CSTR élémentaire clans le cadre cie la remarque 11.6 sur l'utilisation du critère de
Bendtxson. 6.
Avant de poursuivre, donnons quelques exemples de cinétique régulière (pour l'aspect
modélisation, se reporter au premier chapitre). En pratique, la démarche consiste à fixer
le domaine P de façon à satisfaire les conditions (CRl,2,3).
Exemple III.7 (réactions consécutives: S, "'"" '3. S l ) Nous reprenons ici le-modèle [1.8) du cha-
pitre de modëhsauon elles hypothèses aSSOCH;es sur les cinèuques ./',(.c" y ) . 1'2('C 2, y). Le jacobien du
réacteur Isotherme s'écrit:
sur la <IJagon:de- sunl réelles et strictement négattvc» puisque mfèrteures fi
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) et la première composante ne s'annule
pas si l'on prend q""n > 0, ce qui slgni/Ie que l'on doit effectivement introduire une quantité
non nullr- de réaclif"\1 dans le rcuctc ur. l'mu' ');2 = 0, le champ s'écrit: ( a) )
Si XI = 0, on est l'amen" au cas et si ,eL oF 0, 1'L(X I , y ) + q.l:2 .m 2: 1',(x I , y) > °pour
toute valeur de (,l':" il.) dans JO, +cx2lxJilo, -t"xl. La condition (iIi) est donc vèriflèc sous les hypothèses
En résumé, le CSTR isotherme associé au modèle [1.8) vérifie les conditions de cinétique régulière
dans le domaine dl' fonctionnement suivant:
Exemple 111.8 (équilibre: XI - .\"2) Nous adoptons la méme démarche pour le modèle (1.9).
fois, le jacobien du réacteur isotherme- n'est plus tnangulaire:
-O.R(x.y)-ql == (
mais les valeurs propres. el r:'! - - sont encore rédies et strtcrerneru nègaüves.
Exemple 111.9 (autocatalyse: X, +.\"2 - 2X] ) Si on prend pour cinétique: 1'(X,.x2,y) = k(Y)X,X2
(Loi d'Action de Masse), un tel système n'est pas il cinètiquc r,:gulière car J'autocatalyse engendre la
possibilité cie ch;mgemcnl du nombre (ct cie la stallllité) des équilibres. l'our le voir, il suffit d'ècrtre le
jacobien du CSTH:
-D.R(x.y) - 'II", (
dont les valeurs prupres, -q el -'1 + h:(');1- ,1:2) sont toujours réelles mais pas strictement négatives, cc
qUI viok- la conchuon (CRI). Sur Il' rhènu- nu tocatnlysc- cl rrrult.rphcité des è tat.s atatformsuros , on pourra
consulter [581 dans lequel entre autres sont trrutés quelques exemples classiques.
Remarque III. 10 Le con Cre-exemple précèdent montre que les systèmes dont la cinétique
est donnée par la Loi d'Action de Masse ne sont pas toujours à cinétique réguliére, loin
s'en faut. En tuit, la propriété (CRI) nous semble intuitivement bien plus liée à au réseau
stœchiométrique qu'à la forme des lois cinétiques. A cet égard, les réacteurs isothermes sta-
bles sont ceux dont le réseau cles réactions possède une certaine orientation globale. orienta-
tion qui ne peut conduire asymptotiquement qu'à un équilibre. Qualitativement. la présence
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de cycles met à mal cette possibilité d'orientation, et l'on retrouve l'idée (très) générale que les
bouclages naturels sont un facteur d'instabilité, mais il ne nous est toutefois pas possible de
donner aujourd'hui un contenu précis à une telle notion d'orientation. Le lecteur intéressé
pourra consulter à ce sujet les travaux de Feinberg [231 124] [25]. l::,.
111.2.2 Diagramme thermique stationnaire.
Tout l'intérêt de la notion de cinétique régulière provient comme annoncé de la possibilité
d'inverser globalement les équations d'équilibre isothermes.
Lemme 111.11 Si le CSTR (HI.l) est à cinétique régulière sur P, l'équation stationnaire isother-
me: - R( x. V) + 'l( X m - x) = 0 vérifie les conditions (i) (ii) (Hi) (iv) du théorème A.l
Preuve: Tout d'abord, Je-pavé' l' "st bien connexe par arcs et Simplement connexe, donc la eonclit.lon
(iv) vérifiée sans restricuon sur !cs bornes des dutérent» inte-rvalles qui le C""mpCJSen1. Ensuite:
(CRI) =:-(1): en erld, SI les valeurs propres de Uxf == - UxR(x.lI) - q j sont il partie rècllc strtctcment
négat.lves,clicssontaforhorinonnlllles.
(CR2) {:} (II): en effet, la conrhrion (ii) s'écrit sous larme developpee de la façon suivante:
Vi == 1 11, Ix,l- +x =:- Ilf(x.)I)II- +XI.
(CR3){:} (iII): elleIICL,I"''''''''''''
De fait, la condition (CR3) Signifie qu'tl n'existe pas c1ùjudtbre x E ôX, cc qui est exactement (iii). 0
Remarque 111.12 Le domaine P n'est pas nécessairement ouvert, aussi nous n'utiliserons pas
le théorème A.l, mais sa généralisation A.28. l::,.
Nous pouvons maintenant inverser les équations stationnaires de concentration et con-
struire le ou les diagrammes thermiques d'un CSTR ù cinétique régulière.
Proposition Ill. 13 (Equilibres d'un CSTR à cinétique régulière) Si}e CSTR (II:,!) est à ciné-
tique réqulière sur P il existe un entier /1 el II appiications régulières xisj P -7 X, k = l
dont les graphes disjoints deux'à-deux constituent les équilibres dans X x P du CSTR isotherme
associé.
Les températures d'équilibre du CSTR (lll.L] sont alors solurion d'une équation implicite scaLaire
obtenue en injectant les concentraUons x!:,} dans i'ecuation stationnaire de température, soit,
pour (x;!J. q,x lll ) E X x P:
{
-R(x.!J)+(j(xlll-xj =0 ::U, {
Bi x, y) 'lIeU - y) = 0 'c---? E 1
Preuve: on apphque directement le lemme 111.11 et le thcorùnu- 1\.28,
En particulier, il suffi! qu'il existe un unique équilibre isotherme x associé à un jeu de
paramètres ([j. (j. XIII) pour assurer l'existence el l'unicité globale des équilibres isothermes
pour tout (!J.q.x lIl ) E P. C'est le cas par exemple lorsque la température réduite Va cor-
respondant au zéro absolu T = 01,' appartient au domaine P car dans ces conditions,
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les fondions cinétiques s'annulent à cause des facteurs d'Arrhenius, et il existe un et un
seul jeu de concentrations à l'équilibre: x(Yo) = X Il I' La multiplicité éventuelle des états sta-
lionnaires pour le CSTR non isotherme provient alors uniquement du couplage avec le bilan
thermique. En d'autres termes, en indexant les équilibres (x. y) par la température y (et les
autres paramètres), on s'est ramené à l'étude d'une équation scalaire en y. traditionnellement
scindée en deux termes,
Définition Ill.14 (Diagramme thermique stationnaire) Dans les conditions de la proposition
III, 13, on appelle respectiliemel11jonction de création et d'évacuation de chaleur les applications
obtenues en injectant une solution stationnaire isotherme xISO(y. 'I- Xml dans [es termes corre
spondants de I'équation stationnaire de température:
HC(y,q.Xm) = B(x"o(y.q.xm).y) el HR(y.q'. Il) = q'(y - (1)
Les courbes partielles Hel .1/) el HR( y) 1 [Jour y E Y d (q. Xin, P, 11) fixés constituent
[e diagramme thermique stationnaire du réacteur associé d La branche XiSO( y, q. Xin) pour [es
tempéra cures de joncrion ne ment 1"
Flgurl" 111.3: Diilgrammes thcrnuqucs: A - B - C à gauche, et A [J à droite.
Dans la suite, nous parlerons du diagramme thermique d'un CSTR à cinétique régulière
en supposant s'être fixé une branche d'équilibres XISOpour le CSTR isotherme associé. Pour
le CSTR élémentaire du chapitre précédent, la courbe He est la sigmoïde, dite "courbe en
S" bien connue des ingénieurs chimistes (voir figure 11.2). Dans le cas général, sa forme est
plus complexe (voir figure 111.3)mais nous nous intéressons seulement au nombre de points
d'Intersection avec la droite HR. De fait, plus que les courbes elles-mêmes, c'est leur position
relative qui importe, d'où l'importance de leurs pentes respectives. Avant de développer ce
point de vue. montrons que derrière le diagramme thermique se cache un diagramme de
bifurcation classique au sens des rappels généraux ci-dessus.
"respectrvement pour Hcat Crcat ron et I1eat Re-moval.
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111.2.3 Diagramme thermique et diagramme de bifurcation.
Considérons l'équation des températures d'équilibre écrite sous la forme:
F(!J,II) == HC(!Jl- HR(!J.II) = 0
Par définition. cette équation définit, lorsque*s'annule. un diagramme de bifurcation dans
les coordonnées (u,y). Pour chaque 1/., les températures d'équilibre y se lisent sur le dia-
gramme thermique comme les abscisses des points c1'intersection des deux courbes HC( 11)et
HR(y, 11).Le diagramme thermique permet donc de construire un diagramme de bifurcation
(mais la réciproque n'est pas vraie). Par ailleurs, faire varier tz dans le plan (u, y) revient à
balayer les courbes de bifurcation par des verticales. Sur le diagramme thermique. cela re-
vient à déplacer la droite HR parallèlement à elle-méme. comme le montre la figure 111.4, La
situation critique correspond évidemment au cas où les deux courbes sont tangentes. ce qui
correspond aux points à tangente verticale (points tournants) du diagramme de bifurcation.
La situation critique correspond èvidemment au cas où les deux courbes sont tangentes.
Lorsque l'on désire changer de point de fonctionnement, on fail varier 11 de sa valeur initiale
Ul à une nouvelle valeuruj. Si pour une valeur intermédiaire 1/0' l'équilibre considéré coïncide
avec un autre. les deux disparaissent ct le réacteur adopte un nouveau régime stationnaire qui
peut être l'un des équilibres restants. Outre le cas êlémentaire traité au chapitre précédent. la
figure lIIA présente deux nouveaux exemples de celle situation où l'on passe du point chaud
de la réaction principale --! ----> B au pornt froid cie celte même réaction (extinction. A <--t Blou
au point chaud d'une réaction d'énergie d'activation plus élevée (emballement. A ---t B ---t Cl.
Remarque llI.15 Par rapport à une bifurcation col-noeud théorique locale figure III. 1 -, la
connaissance gLobaLedu diagramme btfuractlon informe sur ce qui peut se passer lorsque la
valeur critique Ile a été franchie: dans une perspective d'application, l'étude locale est insuff-
isante. Ceci justifie qu'on ne puisse se contenter d'inverser localement les équations station-





Figure llIA: Diagrammes t herrruques (à gauche) ct diagrammes de bifurcation [à droite).
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111.2.4 Rôle des pentes.
Dans cette section, nous étudions les positions relatives des courbes He(y) et HR(y.1I.) à
q, q' et x'" fixés en fonction de la valeur de la commande u considérée ici comme un paramètre,
L'examen de la figure 1lI.5 montre qu'à l'évidence, le nombre de températures d'équilibre
reste constant égal à J pour toute valeur de il dès que la pente q' de la droite HR est partout
supérieure à la pente de la courbe HC' Ce cas correspond à l'absence de points tournants
dans le diagramme de bifurcation, c'est-à-dire à l'absence de bifurcation tout court!
LILI
Figurf' 111.5: Absence- cie-bifurcation pourq' assez grand,
Pour formaliser le rôle des pentes, nous introduisons la matrice du système linéarisé en
un point d'équilibre (x,so(y.Ij, x". ),y):
L(y,q.x 1l1 J =
ainsi que la matrice jacobienne du réacteur isotherme associé:
Nous utiliserons à plusieurs reprises par la suite le calcul d'un déterminant par blocs.
( il. B)Lemme III. 16 Soit A1 = C' D une matrice quelconque don! les blocs il. et D sont carrés,
On a les formules de calcul suuxuues:
si D est inuersible. det },.1 = dei D det( A - B D- 1C)
III.2 Diagramme thermique.
si A est ùwersible, det:V( = det A det( D - C'A -1 B)
Lorsque D est inversible. on commence par décomposer }vI sous la forme:
( A R) ([ 0)( AR)C [) = 0 p t s rr vc 1
Puis, par combinaisons linéaires cie lignes:
( A B ) ( A - RD-le 0) (A -IC'dei ïr u: [ = clet o-le 1 = clet - RD )
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ce qui donne la première formule, La seconde s'obtient en sc ramenant au cas précédent par un nombre
pair de permutations de lignes ct de colonnes.
Pentes et jacobiens sont reliés par le lemme suivant.
Lemme 111.17 (pentes et jacobiens) Pour un CSTR à cinétique régulière, la pente de la courbe
He est donnée en !out (y. q. XII') par:
et la relation suivante est v('rijh'e:




-R(x'so(,y,q,x,"),y) + q(x", - x'so(y.q,x,,,) = 0 = -(D.R+ qI)-l*
ce qui donne bien l'cxprossron annoncée.
l'our le calcul de dcl( L), on urthse 1" lemme 111.16:
clet(L) = c1cl(-O.R- - q') + UxH(-O.R- ql)-l*)
et le résultai cherche s'obt rcn l en utilisant l'expression precedente cie CJlff et = 'l' Noter que
l'inversibilité de la mat riec ( [}xR + q [) provrcru ,Je l'hypothèse de cinéuque régultère. 0
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Il est matntenent possible de caractériser de façon précise l'éventualité d'un emballement
therrmque.
Proposition III.I8 (Emballements d'un CSTR â cinétique régulière) Un CSTR à cinétique ré-
gulière ne peul pas présenter de bifurcation d'étals stationnaires pour des températures y E Y
si la pente q' de la droite HR est supérieure à la pente muximule q'* de La courbe He pour
y E Y Dans ce cas, Les équilibres sone qlLasistatiquement accessibles par La commande IL.
Preuve: En effel, on a alors 2fjf- 4!/!- ::; q'*- q' < 0 et puisque J1S0 ne s'annule pas, J non plus. 0
Remarque III.t9 (Réciproque) On peut se demander si ri' > r/"est une condition nécessaire
pour ne pas présenter de bifurcation. Intuitivement - à cause de la loi d'Arrhenius -, la pente
de la courbe He, lorsque celle-ci est bien déûrue pour toutes les températures, tend vers 0
pour les valeurs extrêmes de y. Si q' < on peul donc s'attendre (théorème des valeurs
intermédiaires) à ce qu'il y ait /1 et des températures y telles que He = HR,
E!f!fj- q' et =1 0, ce qui correspond à une bifurcation col-nœud. Dans le cas
limite q' = q'" le jacobien J s'annule sans que le nombre d'équilibres ne change; on a alors
affaire à un point d'Inflexion de HC' = 0, situation non générique dont le prototype
local F(y, u) = li - y3 = 0 a déjà été mentionné. 6.
La relation entre pentes et jacobiens permet aussi de retrouver un résultat bien connu des
chimistes.
Proposition III.20 (Instabilité des équilibres intermédiaires) Si un CSTR à cinétique réqu-
uère possède un équilibre dont [a température oériite:
éJHC '> q' = DHR
Dy' éJy
cet équüibre est nécessairement instable. Réciproquement, l'inégalité contraire:
DHC < q'
Dy
exprime une condition nécessaire de siabiiiu) {locale asumptotique) a priori non sujJisante.
Preuve: cn cffet , d'une part la rclaüon del( 1.) = dct(L"O) (* - fi') ct l'hypothèse de cinétique
regultère entraincnt:
sgndel(L) = (-l)"sgn
d'autre part une condition nécessarre de stabihk est que les cocl1icients du polynôme caractéristique dc
L soient tous> 0 [l i urwrt», théorcm« H.:'4). et en pnrtjr-ultcr le terme constanl:
qui èquivaut clone ici à:
</<0
d'où l'ènoncè de la proposit.ion
111.3 Régularisation par retour de température,
Remarque 111.21 (accessibilité quasistatique et stabilité) La suppression des bifurcations
col-nœud par bouclage d'une part, el la stabilisation des équilibres en boucle fermée d'autre
part constituent a priori deux problèmes distincts le second faisant d'ailleurs l'objet du
chapitre suivant -, mais pas nécessairement indépendants, comme le montre la proposition
précédente, Cependant, cene-ci utilise la connaissance du signe de det(LlSO) en l'occurence
- et pas uniquement la condition det(LiSO) i=0, On a donc pour la première fois utilisé
pleinement l'hypothèse (CRI), à savoir la stabilité locale de la matrice -DxR - q Ï linéarisé
du réacteur isotherme au lieu de l'inversibilitè qui suffisait pour construire le diagramme
thermique. D.
111.3 Régularisation par retour de température.
111.3.1 Retour proportionnel (P).
La proposition III. 18 suggère de modifier la pente q' de la droite HR, Sous l'action du bouclage
proportionnel:
Il = -i.'P!J+ l'
le modèle du réacteur s'écrit:
(tn.z)
: -R(x.y) + q(XU1-x)B(x,y) + q'(I'-(1 +kp)y) (lII,3)
d'où une nouvelle droite d'évacuation de chaleur:
dont la pente q'( 1 + 1,:[') est supérieure à 'l' dès que k p > O. Il est intéressant de remarquer
que les équations du réacteur conuuandè sont alors celles d'un réacteur fictif non commandé
avec la correspondance q' -t q'( 1 + kp } et 11 -, En fait, le bouclage permet de passer
d'une situation potentiellement singulière (figure !I1.3) à une situation uniformément régulière
(figure 111.5). La nouvelle ligure 111.6résume graphiquement la situation. On a choisi une
valeur de consigne l' = lIl> qui de travailler à la température y = YI> pour une valeur
nominale de commande IIi> =
Sur le graphique de gauche, on a superposé les deux diagrammes thermiques (avant et
après bouclage) où l'on voit clairement que la commande modifie la pente de la droite HR.
Sur le graphique de droite, on a représenté le diagramme de bifurcation (par rapport à v) du
système commandé, où l'on peut Justement constater l'absence de bifurcation! Enfin, sur
le graphique du milieu, on met en évidence l'effel du bouclage sur l'ancien diagramme de
bifurcation: les courbes de bouclage données par l'équation (111.2) à sont des drottes parallèles
dont la direction est fixée par kp et la position exacte par le choix de la consigne vb.
Proposition 111.22 (Suppression de l'emballement par retour P de température) Si le CSTR
(III.l) est à cinétique réquiière. el si q" désigne la pente mw.imale de la courbe He pour Y E Y
les équilibres du réacteur commandé ([[[.3) tels que y E Y sont quasistatiquement accessibles
par la consigne auxiliaire l' dès que:
Chap.III Diagramme thermique, emballement et bifurcation col-nœud
1 "'V .U - l7L_,
Un VbY n
Figure I1I,6: Effet d'un bouclage affine. De gauche il droite: chagrammc thermique, ancien et nouveau
diagrammes de bifurcntron.
condition vérifiée par tout bouclage uniformément stabilisant sur}-
Preuve: la eondiUon: > kJ' équivaul à: r/(] -rA:?) > q" ou encore > Q.{ff. ce qui permet
d'appliquer les proposilion Ill. lb cl 111.20. 0
111.3.2 Retour proportionnel intégral (PI).
On considère maintenant un bouclage de la forme:
il -l..py -l'I,{(Y( T) - yc)dT
qui donne lieu, en posant? = le:( U(T) - ,1) sdr , au réacteur étendu:
(lIIA)
lx = - n,(X,' ,1)) +y = B(x.y) -= Y-If,
dont les équilibres s'écrivent:
(111.5)
!Jt ( I,yc) - ( 1 + 1..1' lUe)
dès que le gain
nenre, et l'accessfbtlité quaststatique par la constgne !Je
le gain proportionnel k p .
Proposition 111.23 (Suppression de l'emballement par retour PI de température) Sile CSTR
(III.l) est à cinétique régulière, les équilibres du réacteur commandé par (IIIA) sont quasista-
tiquement accessibles par la consigne auxiliaire ,1)" dés que:
ce qui est par exemple le cas d'un retour plcrement intégral (i.:/, = 0).
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Remarque 111.24 Lorsque 1.1 of 0, on se trouve exactement dans la situation générale de
la remarque IlIA, à savoir celle d'un bouclage dynamique Ii = G(y,tl. v) dans lequel G ne
dépend pas de H à l'équilibre, correspondant à des courbes de bouclage y = Yc horizontales
dans le diagramme de bifurcation en boucle ouverte, 6
111.4 Résumé.
Lorsque le CSTR (JIU) est à cinétique régulière sur P = y x Q X X in , les équilibres dans
X x P du CSTR isotherme associé sont constitués par la réunion d'un nombre fini de graphes
d'applications régulières de la forme xlSo(y,Ij, x m ) , rèduits à un seul lorsque le zéro absolu ap-
partient au domaine de température l' En particulier, les concentrations à l'équilibre sont
régulièrement paramétrées par la température,
De chaque branche X IS O se déduisent deux applications HG et HR dont les courbes par-
tielles en fonction de la température U E y forment le diagramme thermique stationnaire
associé à X IS U• L'tntersectton des courbes He ct BR détermine alors les équilibres du CSTR
(lILI). Ce diagramme est en correspondance avec un diagramme de bifurcation dans les co-
ordonnées (11.. UJ, lequel est trivial - absence de bifurcation lorsque la condition:
/ cJHR DHe
Ij = DU(y) > 75'!J(U)
esl vérifiée uniformément sur} auquel cas les équilibres sont quaststaüquernent accessibles
par la commande Il.
Sinon, il se produit des bifurcations col-nœud en boucle ouverte donnant lieu à des em-
ballements thermiques. Cepcndant, Il est possible de restaurer la situation favorable par un
retour proportionnel de tempèrat.ure de gain suffisant, ce qui permet de satisfaire au passage
une condition nécessaire de stabilité. L'utilisation d'un retour proportionnel intégral permet
aussi de retrouver l'accessibilité quaststauque sans condilion sur les gains kp et k1 autre
que k1 of0, mais ce résultat s'obtient directement sans passer par l'analyse du diagramme
thermique qui n'existe plus en boucle ferrnèe. En déûntttve, le problème est automatiquement
réglé lorsque ('on a swblisè le réacteur.

Chapitre IV
Stabilisation d'un CSTR à
cinétique régulière par retour de
température
IV.O Introduction.
Nous avons montré au chapnre précédent que la suppression des possibilités d'emballement
thermique d'un CSTR à cinétique réguliére pouvait être obtenue par retour de température,
soit cie type affine avec une contrainte sur le gain proportionnel, soit de type proportion-
nel intégral sans contrainte parttcultèrc, ct en particulier lorsque cie tels bouclages sont sta-
bilisants. Cela signifîe que la consigne auxiliaire permet cie paramétrer régulièrement les
équilibres auxquels on désire faire travailler le réacteur. Nous nous attachons maintenant à
réaliser la stabilisation cie ces êquilibres à l'aide d'un seul contrôleur.
A cet égard, l'annexe B l'ail le point sur la stabilisation des systèmes linéaires mono-variable
par retour cie sortie proportionnel et/ou intégral. La rédaction de cette annexe a été motivée
par le souci cie mettre en évidence la simplicité et la généralité cles résultats de stabilisation
que le contexte cles réacteurs chimiques pourrait occulter. 11y sera clone fait constamment
référence. De façon génêrale, le placement de pôles exact n'est pas possible s'il y a plus cie
pôles à placer que cie gains à régler. L'outil cie base pour le retour de sortie n'est donc pas
le critère cie Kalman à aucun moment nous ne faisons d'hypothèse de commandabilité ou
d'observabilité mais bien le critère de Routh-Hurwitz qui fournit le cas échéant des condi-
tions sur les gains de type k E lk1,1:2 1 ou /,. > /,;" Si l'on n'a pas de problême de saturation
de la commande, le second choix est d'ailleurs préférable puisque ne dépendant que d'une
seule borne calculée.
Rappelons une lots encore les équations du modèle de CSTR (1.7):
{
X, ' = -R(X.,y) +
Ij = Dlx'lf) +
-x)
- y) (IV.l)
On notera \ (-'. y) le polynôme caractéristique du réacteur linéarisé en (x. y) = (x'S<l(y), y), et
\'so(.". y) = det((., + q)l + DxR(x'SO(y J.u)) celui clu réacteur isotherme associé linéarisé en
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x = x ' S O ( y J,moyennant quoi la fonction de transfert u. --t y du réacteur (IV.I) linéarisé s'écrit:
\''''(S,y)
H(s,y)= X(.>,y)
On met ainsi en évidence les deux propriétés fondamentales qui permettent la stabilisation par
retour de sortie: minimum de phase et degré relatif 1 (voir l'annexe El, La propriété de mini-
mum de phase, en l'occurence stabilité du polynôme \ISO, provient directement de l'hypothèse
de cinétique régulière 1 (définition I1J.51. tandis que la clifTérence de 1 entre le degré de X et
celui de XIS O est dùe au fait que la commande Il influence directement la dértvée de la sortie
y.
Nanti de ces indications, nous traiterons successivement le cas du retour proportionnel
en fait affine -, puis celui du retour proportionnel intégral.
IV. 1 Stabilisation par retour affine.
IV.I.I Préliminaires.
Nous avons vu au chapitre précèdent que pour un réacteur à cinètique règultère, il est pos-
sible de trouver un bouclage proportionnel qui permette d'assigner de façon quasi-statique
n'importe quelle température de fonctionnement. Il sufût pour cela de choisir un gain assez
grand. Or, dans le cas du CSTR élémentaire (11.1), la condition supplèmentaire à réaliser
pour assurer la stabilité (asymptotique locale) prend encore la forme d'une borne inférieure
sur le gain (voir le chapitre traitant cel exemple). En termes de génie chimique, cela revient
à augmenter la puissance d'évacuation de chaleur du réacteur en boucle fermée. En ter-
mes mathématiques, augmenter q' rend le terme q'(u - V) = - yJprépondérant dans
l'équation de température pour forcer le comportement: !J= - y), Intuitivement, ce
mécanisme ne devrait pas dépendre de la complexité du schéma réactionnel, pourvu que la
cinétique isotherme soit stable, d'où l'importance de l'hypothèse de cinétique régulière.
Pour simplifier les expressions à venir, on prend a priori un bouclage de la forme:
1/ = (1-
d'où les équations du réacteur ainsi commandé:
{







Remarquons que kr que par abus de langage nous appellerons tout de même gain propor-
tionnel - n'est rien d'autre que la pente de la droite H Rb notée dans Je chapitre précédent.
"ccci justifie de ne pas s'ètre conte-nté lie I'mvcrstbihté de la matrice
-lJxR(x,y) - q111ui auran suftî pour cJ('v':!OPIJCIllCnl" du chnpitrr- précèdent.
IV.I Stabilisation par retour affine.
En tout point stationnaire (x,so(!J). !J), la matrice du système ltnèartsé s'écrit:
-gI - DxR(x,!J)
'vy(x,y) kp
matrice dont les valeurs propres sont les racines de son polynôme caractéristique:
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en notant :1.ISO le polynôme caractéristique de la matrice jacobienne -qI - DxR du linéarisé
du réacteur isotherme associé, et \ °celui du réacteur (IV,1) commandé par (lV.2) avec kp = 0
(attention, ce n'est pas le reacteur en boucle ouvertell.
IV.1.2 Approche asymptotique: commande à grand gain.
Une première étape consiste à se demander où se trouvent les racines de xp(s,!J. k p ) , c'est-
à-dire les pôles du système en boucle fermée, lorsque le gain À'P est pris très grand, A cet
égard, les observations suivantes jouent un rôle important:
• le polynôme \ p(s'!J' À:p ) est affine en kp ,
• les racines de \lSO(.,.!J) = det((s +q)I + DxR) sont à partie réelle strictement négative
à cause de l'hypothèse cie cinétique régulière.
• X!SO( s . .If) et \ or s. !J) ont pour coefflcient dominant 1 et pour degrés respectifs ri et ti + 1.
Nous nous trouvons donc dans le cadre d'application de la proposition B.18, avec N = X1SO et
D = \o(s, y): pour toute température de fonctionnement !J, le système linéarisé en (:r,s<,(y), y)
est à minimum de phase et de degré relatif l , donc stabilisable par retour de sortie à grand
gain. On sait de plus (voir l'annexe BI que lorsque k p -> +00:
• les n zéros ûnis sont cie la forme: .,(,LIf) + O( i;.),où ,'o( y) est racine cie y J,
• le zéro à l'infini s'écrit z -k p + O( I J.
Ceci étant, il ne ressort de ces consicléraLions aucune indication quant au choix effectif du
gain kp . Or, dans la réalité, les commandes sont bornées, et un compromis doit étre effectué
entre une stabilité sulï1sante d'une part. et la saturation des commancles d'autre part. Ainsi,
la stabilisabilité à grand gain conduit à affirmer l'existence d'une borne kp telle que le système
bouclé soit stable pour tout À'p > À'r,. Il convient maintenant de déterminer une valeur, ou
une estimation de À·p.
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1V.1.3 Approche exacte.
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Comme dans le cas du CSTR élémentaire, nous allons appliquer directement le critère de
Routh-Hurwitz, ou plus exactement la proposition B,38. Pour tout i = 1 ... Tl + 1. soit
t:.f(k p . y) le l:ème mineur principal llu rwitw associée à Xp(s, y). k;(y) un
majorant quelconque des racines de 0 on sait que t:.; est un polynôme de
degré i en k p -, et k;,(y) = max{l'îCy).
Proposition IV.I (stabilisation d'un CSTR par retour affine de température) Lorsque le CSTR
(III.l) est à cinétique régulière, le retour qffme(IV.2) avec un choix de consigne v adéquat stabilise
le réacteur à la température y dès que:
En particulier, si cette inégalité est vérijîée pour LOuty dans un interl'alle Y tous les équilibres
associés {(x,so(Y).Y). !I E }'} sonr ûocolement asymptotiquement) stables el quasistatique-
ment accessibles par ixiriauoti de la consigne aU.xiliaire l'.
Preuve : nous avons vu que l'hypothèse lit- emetique régulière se tradulsatt par la stabilité du
polynôme X",ü(s,y), el que k- dcgn' de celUI-CI esl in lèrrcu r rt'tmc unité au degré de XG(s,y). La propo-
sition 13.38 s'applique don!' dtrectemcnt. Par ailleurs, on a montré au chapitre précédent (propositions
III. IR et Il1.20) que dans ces condtuons. les cqurhhros sont r{,gulièrement paramétrés par la consigne
auxiliairev.
Remarque IV.2 D'après le critère de Liénard et Chipart, on peut remplacer un t:.;( kp • y)
sur deux par le coefficient de rnërne rang du polynôme \;P(8, ,If), suivant l'une des quatre
possibilités données par (B.371.
IV.2 Stabilisation par retour proportionnel intégral.
IV.2. 1 Préliminaires.
On prend cette fois un bouclage de la forme:
11 = (l
-11o'(U-U,)dr (IVA)
d'où les équations du système étendu en posant = - y,)dT'
-H.(x.yl +
B(x,U) (IV.5)
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en considérant ,Il, comme une nouvelle consigne auxiliaire (à la place de v). En tout point





matrice dont les valeurs propres son! les racines de:
\PI(.,. ,1)'/'1" h'IJ = (.,k p + k: )\'s('(s. y) + S\O(s, y) (IV.6)
d'où: D = \ ° et cV = \ "0 pour l'application de la proposition B.32.
IV.2.2 Retour PI à gain intégral quelconque.
Nous avons vu sur l'exemple du CSTR élémentaire que l'ajout d'un terme intégral dans la
commande pour compenser les biais éventuels pouvait le cas échéant déstabiliser le réacteur,
En revanche. il a été possible de calculer une borne inférieure de gains proportionnels kp
convenant pour tout choix de ,gain inLégral (de signe ûxè). Ceci se généralise au cas d'une
cinétique régulière quelconque. à l'aide de la proposition B,32,
Proposition IV.3 (stabilisation d'un CSTR par retour de température PI) Si le CSTR tïv.t)
est à cinétique régulière. la Jonction réelle:
f(",-,·,I)) =
est bornée iriférieurement en w pour (oute ualeur de la température y:
Alors. le retour PI (IV.4) stabilise le réacLeur à la température y pour kp > kjo*(y) et kT > 0
quelconque,
Exemple IV.4 (retour sur le CSTR élémentaire) l';n reprenant les notations du chapitre consacré au
CsrR élémentaire, \'''' = 8 + \ 't" ct '\ 0 = 8 2 + '\ + avec:
RD:try'(y)
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où X représente ln concentratton à l'équilibre';; la température y: ,r = x.so(Y)' Après deux lignes de
calcul élémentaire:
Cornptc tcrru de:
la fonction f est maximale en 0 el minimale cu ±cx" d'où:
Poe qui correspond exactement il la pre/mère inl'galité cie (11.18) directement dérivée du critère de Routh.
IV.2.3 Retour PI à grand gain intégral.
SI la stratégie précédente conduit à un §(ain 1.'1' trop important, on peut songer à simple-
ment stabiliser le réacteur par un retour proportionnel, mais dans ce cas, le gain intégral
risque de devoir être très peut pour ne pas déstabiliser le système, Comme les modèles de
réacteurs chimiques sont souvent quantitativement très approximatifs, il peut ëtre intéressant
d'utiliser un fort §(ain intégral. sachant que la commande n'en sera pas obligatoirement plus
irrégulière puisque les écarts à la consigne sont justement "intégrés" Ceci est possible à con-
dition d'adopter un gain proportionnel suffisamment grand. mais plus petit que la borne de
passtvtsauon par retour proportionnel. Comme:
la différence fondamentale avec Je cas proport tormel consiste en l'apparition de deux pôles à
l'infini imaginaires conjugués au lieu d'un seul réel -.' \ P au lieu de \0 -, pôles dont la stabilité
lorsque /.:, +00peut être obtenue par un choix judicieux de J,:p(proposition B.32):
_ = \;' __ \ 'j'0 = 1..1' - 1)) > 0
L'application du critère de Rou th fournil ensuite au cas par cas la borne inférieure de gains
/.:j.
Proposition IV.5 (stabilisation d'un CSTR par retour PI à grand gain intégral) Si le CSTR
(IV.l) est à cinétique régulière, el si rie plus:
il existe tel que le rerour Pl ([VA) stabilise le réacteur à la température Yc dès que:
/.:1 >
Remarque IV.6 (retour intégral pur) Si k p = q' ne vérifie pas la condition ci-dessus, autre-





Un CSTR à cinétique régulière présente les deux propriétés minimum de phase et degré
relatif 1 qui permettent de façon générale la stabilisation par retour de sortie proportionnel
ou proportionnel tntéaral. Si la commande ne sature pas, il est possible d'utiliser un gain
proportionnel stabilisant valable pour n'importe quel gain intégral> O.

Chapitre V
Généralisation locale à un système
SISO présentant une bifurcation
col-nœud par rapport à la
commande
v.o Introduction.
Dans celle partie, on étudie les équilibres d'un système non linéaire mono-entrée/mono-sortie
(5150) de la forme:
{
.\' = F(X.Il)
y = II(X) (V.I)
avec X E IRn+ 1 au lieu de IR"pour rappeler qu'une dimension dégénère -, u. E IRet y E R. F
est un champ de vecteurs paramétré par la commande II tel que F( 0,0) = 0, et h une fonction
de sortie scalaire vèriûant h( 0) = O. F et 11 sont supposés aussi réguliers que nécessaire,
c'est-à-dire au moins Cl et plus lorsque le contexte l'exige.
Nous reprenons dans le cas général la problématique de l'emballement explicitée précédem-
ment sur le CSTR Nous supposons donc qu'en faisant varier la consigne 'il en boucle ouverte,
on provoque la disparition strnuüanée de deux équilibres dont l'un, stable, constituait le point
de fonctionnement originel, el l'autre, instable, un équilibre jamais observé. En fait, lorsque
les deux équilibres ont disparu, le système physique va adopter un nouveau régime station-
naire dont l'expérience montre qu'il s'agit souvent d'un autre équilibre. La figure V. 1 montre
deux types de diagrammes d'équilibre (ou de bifurcation) correspondant à cette situation, Les
portions de courbe instables sont représentées en gris, ainsi que les valeurs de y associées,
On reconnaît à droite l'allure des diagrammes du CSTR (figure IIL3],
Une différence qualitative importante entre les deux diagrammes réside notamment dans la
connexité de la courbe de droite, ce qui donne lieu en pratique à des phénomènes d'hystérèsts
1 par rapport à la commande, phénomènes que la courbe de gauche ne peut pas engendrer
'voir par exemple 1591 pour lc-, hyslé,ré"',, de" réacteur-s chimiques.
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y
3 :···1 !- . [-:,
Figure V.l: modèles de b ilurr-atrorrs rrnpliquant la dispartüon de deux équilibres (Il> O).
puisque le passage d'une composante connexe à l'autre ne peut se faire que dans un sens (en
l'occurence en diminuant «). Cependant, la présence d'une discontinuité potentielle dans les
deux cas est dûe à la présence d'au motus une bifurcation col-nœud (point tournant) dont le
modèle local a dèjà été présenté (Jîgure 111.1)
De fait. le problème pratique que nous nous posons consiste à trouver un bouclage de sor-
tie u. = ury,IJ) restaurant localement l'accesstbllttè quaststaüque par la nouvelle commande
auxiliaire u. Outre la question de la stabilité, ceci n'était pas possible avec u. puisqu'une fois
parvenu en 0, rien ne permettait de choisir j'une ou l'autre des deux branches d'équilibres
(YI (v) et yz( u) sur la figure III. 1). Il esl temps maintenant de spécifier la question en termes
mathématiques précis.
On trouvera par exemple dans [29] les conditions mathématiques dues à Sotomayor, cf
[521 - qui caractérisent une bifurcation col-nœud en IX. u) = (0.0) (dans lesquelles on utilise
la notation de la formule de Taylor veclorielle: D,\ Fc z =
(eNI) corang D x F( 0.0) = 1 avec ( (resp. r ") vecteur propre (resp. vecteur propre adjoint,
voir annexe Cl associé à la valeur propre 0,
(CN2) < c",D,\F(O.O).c Z >f 0,
(CN3) < >f o.
Nous verrons ci-dessous - lemme V.6 - que mathématiquement, (eNl) et (CN2) traduisent le
fatt que le rang de DxF esllocalement plein. saufau point (0.0) où il chute de 1. Graphique-
ment, l'ensemble des équilibres:
S = {IX. Il) E IR"+! X IR: FIX. u) = O}
constitue une sous-variété de 1R"+2 en l'occurence une courbe située d'un seul côté de
l'hyperplan v = 0 et tangente à cet hyperplan avec un contact quadratique (voir figure V.2l.
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Ce résultat s'obtient par exemple par la Méthode dite de Projection développée dans l'annexe C,
(OlgureV.2: la courbc d'èqurlrbrc ô ,
En termes d'automatique, on cherche à placer l'ensemble des pôles dans par retour de
sortie dans le cadre des hypothèses (CNI) (CN2) (CN3). La question de la stabilité, c'est-à-dire
le placement global dans le ouvert, est traitée dans l'annexe B.
Dans le cas mnnodtmcnsiounel y = X. la figure Ill.2 montre que n'importe
quel bouclage régulier il = I/.(y. l') dont le graphe est transverse à S en (0,0) permet de
rétablir l'unicité locale des équilibres du système commandé. Nous allons voir que ceci se
généralise en dimension quelconque, sous réserve que le diagramme des équilibres rèduit
dans le plan (il. y) ne dégénère pas.
Remarque V.I (paramètre ou commande ?) Nous considérons ici un problème de bifurca-
tion par rapport à la commande considérée comme un paramètre, et non un problème de
commande en présence de bifurcations par rapport à d'autres paramètres (pour ce dernier
cas, voir par exemple [2]). De Iuit, le statut de il varie suivant le point de vue. Si J'on considère
(V. J) comme un système dynamique paramétré, il est un paramètre, c'est-à-dire une constante
dont la valeur conditionne l'allure du portrait de phase. Si par ailleurs on voit (V.l) comme un
système commandé. li est une commande, c'est-à-dire représente le cas échéant une fonction
de l'état et du temps Ibouclagel. Pour éviter toute confusion, nous constdèrerons toujours le
système commandé comme un nouveau système dynamique, éventuellement paramétré par
des gains et autres consignes auxiliaires. f:::,.
V.I Diagramme de bifurcation expérimental.
V.l.I Choix de la fonction de sortie.
Commençons par préciser ce que l'on entend par 'diagramme des équilibres réduit dans le
plan (il • .11)"
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Définition V.2 (diagramme de bifurcation expérimental) Nous appeîleroris diagramme de bi-
furcation expérimental le graphe 5 c , p de la correspondance entrée-sortie:
c'est-à-dire l'image de l'ensemble des équilibres 5 par l'application d'observation:
(X,u)e--->(h(X).u).
Une partie du diagramme de bifurcation expérimental peut s'obtenir par l'expérience, d'où
l'appellation choisie. Il suffit en effet de relever pour chaque valeur de u la valeur de !Jobservée
et de reporter le tout sur un graphique. Ce faisant, on obtient les portions de courbe corre-
spondant à des équilibres stables. Sur la figure V. l . celles-ci sont représentées en noir, les
parties grisées n'étant pas observables. Par ailleurs, lorsque la grandeur observée se trouve
étre une variable d'état, soil .1',,+ 1 la température dans le cas du CSTR -, 5 cxp est simplement
la projection de 5 sur le plan lu ..1',,+1).
Considérons maintenant l'exemple (académique) suivant:
1- .rt) + u
= -.1'2+ u (V.2)
La courbe des équilibres 5 peut étre paramétrée par .l' i . et présente deux bifurcations col-
nœud (voir la figure V.l, diagramme de droite). Cependant, la courbe observée 5 ex p est la droite
d'équation y = 1/ dans le plan (u.!J), el ne présente donc pas de bifurcation par rapport à u,
En conclusion, certaines sorties mal choisies peuvent masquer le phénomène de bifurcation.
Ceci motive la proposition suivante.
Proposition V.3 Dans le cadre des lujpotheses (CNl.2.31. le diagramme de bifurcation expéri-
mental 5 cx p présente un ]Joint tournant (quadratique) en (0.0) si. et seulement si la condition
supplémentaire:
(CN4) < Dxh(O).( >-:/0 2
est vérifiée.
Preuve: Soit (S((). U(é)) uru- paramctrrsation locak rie la courlx- S. Avcc la Méthode de Projection,
on peul montrer (voir l'annexe- Cl YUl' X et 11admc!"'nt les clèvcloppemerits suivants dont les premiers
tcrnlcsrespecUfssunlnonnuls:
{
X(r) -= ,SI + 0((")
lI(r) =
avec X, coliriéatre au vecteur j iropn- f: X, = lec. h' i- 0, U, sortie y = h(X) se développe alors en:
y(c) = c k < Dxh(O). e > la courbe S"" (u(r).y(()) présente un poinltournant quadra-
tfque ssi Dxh(O).é i- O. 0
21es crochets <', > représentent Lant"l k- produr: scalarrc entre deux vecteurs, tantôt l'image d'un
vecteur par une forme lmé.urc.
V.I Diagramme de bifurcation expérimental.
Ce qui précède répond en fait ,1 deux questions, suivant le point. de vue que l'on adopte,
Dans une optique de modélisation, (CNl,2,3,4) permettent de déterminer le choix d'un modèle
cohérent. avec les observations. Si au contraire on dispose déjà d'un modèle. (CN4) écarte
certaines éventualités de mesure. De plus. on peut tirer de la proposition ci-dessus deux
enseignements (qualitatifs) d'ordre pratique.
Corollaire V.4 (sur le choix de sortie) On se place dans le cadre des hypothèses (CNI,2,3):
1. les sorties génériques ne masquent pas le phénomène de bifurcation,
2. parmi deux sorties hl el h2 vér(jlanl: 0 < 1 < Dxhj(O), e > 1 < 1 < DX h2(O). e > [. h2
possède une meilleure sensibilité que hl aux variations de IL.
Preuve: Le point 1. SIgnifie sunplcmcnt que dl' par sa nature - non-nullité d'une certaine quantité
,1" condition (CN4) ne peul arc 'iU"'<l<'Clcicnt<'ilcmen(" mise en défaut.
Quant au point 2 •. 11provn-nt du développement de S"p par rapport à ( en (0,0) (voir dèrno précédente);
la valeur absolue cie la courbure locak- est mvc-rscmcnt proportionnelle à 1 < Dxh(O), e > 1.
Si nous reprenons l'exemple (V,21. la sortie perturbée y = ,r2 + /lJ:l vérifie bien la condition
(CN4), et le lecteur intéressé peut vérifier que le diagramme de bifurcation expérimental, qui
dégénère pour fI = 0, à tendance à "s'élargir" lorsque l'on rait croître /1.
Remarque V.5 (sur la généralité des hypothèses (CNI,2,3,4)) Du point de vue mat.hémati-
que, la principale contraüue est (CNl): on considère, et c'est un parti pris que nous avons
tenté de justifier par des arguruents pratiques. un "accident" sur le linéarisé. et le rôle des
conditions (CN2,3,4) est de se limiter au cas le plus simple de dégénérescence. L'intérêt d'une
telle situation réside dans sa généralité:\ si le système (V.l) est gènèrtque, l'ensemble des
équilibres (X. Il) où le jacobien dégénère est discret (n + 2 équations à n. + 2 inconnues);
en de tels points critiques, la bifurcation est de type col-nœud et la direction propre associée
est transverse au noyau de la sortie, Pour résumer: la dégénérescence (CNl) est moralement
inévitable d'un point de vue mathématique, et elle a toutes les chances de s'accompagner des
conditions (CN2,3.4). !::..
V.1.2 Traduction des hypothèses de travail.
Il est intéressant de remarquer que contrairement à (CN2). qui fait intervenir des dérivées
secondes, les conditions (CNl,3,4) portent toutes sur le jacobien total D(x.u)F(o,O). En
pratique. il sera plus commode de vé riflcr un jeu d'hypothèses équivalentes qui s'expriment
en termes de rang de matrices.
Lemme V.6 Lorsque l'hypothèse (CNl) es: vèr(jiée, les conditions (CN3) (CN4) sont respective-
ment èquivalenl.es aux conditions sl1iuanles au point (0.0);
'lc coriccpt <Ile qènériciu: perrnct de- don ncr à des expressions courantes telles que "en général" ou
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(CN4') Dxh lilm(D():,n)F)' soil: rgDy(F,h) = Il + 1
Preuve: en erfel, on démontre clan" l'annexe C 'lue ImDx F = (lRf.')J. et dr- façon duale:
Im(DxFr = (lRe)J. (on omet de mentionner le point (0,0)), Amsi, (CN3) (rcsp (CN3») s'écrit aussi:
fÇ; F' (resp Dxh (j!Im(ti, Fl'), ce 'llll n'est rrcn d'autre 'lue (CN3') (rcsp (CN4'»). 0
En fait, les conclitions (CN3') et (CN4') peuvent aussi se formuler cI'une façon plus familière
aux automaticiens.
Proposition V.7 Sous l'hypolhèse (CNl), les conditions (CN3,4) peuvent s'exprimer par: La
valeur propre 0 est commandable et obserllable,
Preuve: On applique le lemme pri'''écleIlt "1 le cntère dit de Popov-HclevnchHautus (voir à ce sujet
134Jou [511).
Remarque V.8 Il va sans dire que le linéarisé tangent n'est pas obligatoirement commandabJe,
comme Je montre l'exemple (toujo u rs académique) suivant:
qui vérifie les condilions (CNl,2,3,4) en chacun des deux points critiques:
sans y ëtre ni commandable. ni observable, A l'inverse, un système (V. 1) quelconque dont le
linéarisé tangent est commanclable possècle aussi des cliagrammes cie bifurcation Set Sexp qui
sont des courbes - sous-variétés - en (0.0) 1 et de fait la seule bifurcation d'état stationnaire
à considérer dans ce cas est encore cie type col-nœud. 6.
Ainsi, (CN3) et (CN4) apparaissent comme nécessaires pour respectivement déplacer la
valeur propre 0 par retour d'étal, el n'utiliser à cet effet qu'un bouclage cie sortie. Nous
établirons ultérieurement la réciproque.
V.1.3 Réduction au cas U = 11(X) = ,1'/.
Puisque l'on cherche à construire un cliagramme d'équiltbre clans les coorclonnées (11., y), il
est naturel cI'essayer cie se ramener au cas où l'observation y est une cles variables d'état .1:"
de sorte que Sexppuisse s'obtenir par simple projection cie S. D'après Je théorème d'inversion
O. Avant cie l'effectuer, il
"toujours à cause du lemme PRII, qU(' l'on "pp!Jqu" puur la valeur propre 0 cn sachant cette fois que
celle-ci est commandabh-.
V.I Diagramme de bifurcation expérimental.
Lemme V.9 Soit 0 X >-+ l' = 0(,\") un difféomorphisme local tel que 0(0) = O. Les




= D,0(f)-1(Y)).F(0- 1(y), tl)
= hÎt-)-'(l'))




d'où les égalilCs de rang cherchees
Dans un perspective pratique. il est alors inléressant d'exprimer précisément les conditions
(CNI,3,4) dans les coordonnées du système.
Lemme V.IO lutilisation des coordonnées du système) Les conditions lCNI,3.4) sontéquiva-
lentes à l'existence de deux entiers 1 et j, compris entre) et 'II + l , tels que f!f!-; i=0 et tels
qu'en (0.0):
(CNP3) rgD(x.u)G' = /1 + )
auecles partitions X = (x ..r}. C = (g . .'!,) = (-),F et l' = 0(X) = (x,h(X»).
(CNI.3,4). Par (CNI) el (CN4 'J. U, h (0) 1' On peut alors définir le
D'aprèslelemmeV.9,
le champ C: vértûe aussr lcs coru ht ion-s (CNl.3',4'). En parucultcr. rgfJyG = 11 etrgDy(G,y) == n+ l ,
tel que rgD) (g.!I) == Il + 1. Or. le dctcrnunant de Dy(g, 11) est égal, au signe prés, au
••e, "',l;, ••uu, u""'. '1""U LJ. Il db:ou!e de (CNPI) l'égalité rgO(x.ulG =rgD(y.u)G, et ce
1 d'après (CN3'), d'où (CNP3). La réc.iproque est èvrdcnte. 0
Remarque V.II La condition hornoloau e de (CN4) serait: (CNP4) rgDy(g. If) = n + 1; dans
les coordonnées 1 c'est une conséquence directe de (CNPI), qu'il n'y a donc pas lieu d'ériger
en hypothèse, /:;
Finalement, nous avons ramené J'élude du système général (V. Il muni des hypolhèses
(CNI,2,3,4) au cas d'un système dom la fonction de sorlie est une projection el muni des hy-
pothèses (CNPI) (CN2) (CNP3). Ces prèliminaires techniques vont maintenant nous permettre
de construire Sexp el d'éclaircir le rôle de la condition (CN2),
Chap. V Généralisation locale à un système SISO
V.1.4 Etude du diagramme de bifurcation expérimental.
On reprend ici la démarche adoptée pour le CSTR: tnversion d'un sous-système régulier
d'équattons stationnatres. puis report clans la dernière équation. Il s'agit en fait de généraliser
la sttual.ion monovariable décrite par la fîgure III. 1 et les commentaires associés.






et l'on adopte les parLirioTls X = (x . ./'.1 J, F = (f. f,).
Sous l'hypothèse (CNPI), les équations stationnaires du sustème (V.3) s'inversent localement
de lafaçon suivante:
F(X.Il) = 0 15) { x rl(y; Il)
o(y.U} = .ur (y.II).y.u)=O (Scxp)
et les dérivées de lafonerion 0 sont données iocoiement par:
Sous l'hypothèse suppiémentaire (CNP3), 5 el 5",1' sont des courbes qui peuvent être para-
métrées par !J;
0(Y.U) = 0 .:==;> u = dl!))
etSexp est tanqent à l'axe des yen (0.0);
= O. =1- 0 et
Si l'on ajoure l'liupotliese (non iinéairei suiuwue:
(CNP2) *detDx.F(r'(y. drU))· :1(1/))19=0 i 0
(CN2) est vérifiée, et Sex!' a un eonraer quadratique avec l'axe des U en (0.0):
i 0 et .i" (o) i 0
73V.2 Régularisation locale par bouclage
Preuve: l'inversion partielle des equations stuuonn.urcs sous l'hypothèse (CNPI) est la conséquence
directe du théorème des foncuon-, impliCites (locul'). Les dèrivées de la fonction cP s'obtiennent en cal-
Sous I'hvnothèsc supulérucntntrc (CI'iP3). c;:'-(O. 0) 1-0 cl l'équation implicite 11)= 0 s'inverse
en u= i3(y).avcc .]'(,11) =
(CN2) soit vèrtflée provie-nt des resultats g<"néraux de I'annexe C.
en même temps dès que dei JJX 1"(r- 1 (y . 3(y)).13(y)) s'annule. ce qui cstle cas en y = O. Le fait que
o
Remarque V,l3 Dans le contexte (CNPl) (CNP3). les conditions (CN2) et (CNP2) sont en fait
équivalentes. Elles expriment que la valeur propre réelle qui s'annule en (0,0) traverse l'axe
imaginaire avec une "vitesse" non nulle lorsque l'on suit la courbe S (voir l'annexe Cl. 6
Exemple V.14 Ci1-J) L'éummauon de .r, cl .r2 dans les équations d'équilibre du système:
conduit à: (My, Il) = -31 2 , Il = O. Cependant. contraucment au cas du CSTR, le sous-système
f(x. uJ = 0 que l'on inverse- conucnr l'équalHlfl y = = O. ct en I'occurence, l'équation dans laquelle
on injecte le rcsuttnt est .1', = O. SOit: i = 1. C,'el montre qu'on ne peut pas toujours prendre i = j, et
la raison cn est que lorsqu'une rn.urux- est de- r;:)ng k, on ne peut pas nècessatrcmcnt inverser n'Importe
quel mineur d'ordre le, Le cas 1 = j cst néunmorns généTique, mais nous vuulions justement éviter une
telle hypothèse afin d'expln-u«r ull<'d<"lIlarch"I'r:1liquevaiablcd,ms tous les cas.
V.2 Régularisation locale par bouclage de sortie.
V.2.1 Retour affine.
Supposons donné un bouclaae de sortie 1/ = o( h( X). li J, et calculons le linéarisé du champ
en boucle fermée G(X,I') = F(X, ()(II(X),I')). En tout point (X, u):
DxG(X.v) = D,,J(_\.o(II(X).I·)) +-
Cette expression appelle plusieurs commentaires. D'une part on voit directement le rôle des
hypothèses (CN3) el (CN4): si < c' 'f(O,O) >== 0,0 reste valeur propre de DxG(ü,o)
(attachée au vecteur el. et de mërue SI < D ,!t(O). ( >= 0, auquel cas c'est vecteur propre
de DxG(o,o)' D'autre part. seule mtervlent la dérivée de Clpar rapport à y, c'est-à-dire le
gain du bouclage. Du point de vue du placement de pôles en (0.0), on ne perd donc pas de
généralité en supposant le bouclage li affln e. de la forme:
Il = -l.'py+ [' (VA)
On a alors le résultat de régularisation suivant. qui n'est que la reformulation d'un lemme
d'algèbre linéaire.
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Proposition V.IS (Régularisation locale par bouclage affine de sortie) Sous les hypothèses
(CNI.3,4). le sustème (V.l) boudé par (VA] n'a plus de pôle nul en (0.0) si, et seulement si le
gain k p est différent de O.
Preuve: c'est de l'algèbr« ltnérure, On pose = U \' F(O. 0). b = *(0,0), c =gradh(O). et on







Les hypothèses (CNl.3.4) se tradutscnt par le ';ni que °cs! valeur propre de A, comrnandable et ob-
servable. St Ac = 0, on sau (proposiuon C.5) 'I"e:
[J;l"+l = Ker.!l .'lmA
es! adjumt ù r (d annexe C) avec C·. C >= J, ct si l'on décompose b
c' b >cfO. l'al" ,"lk"l"s, l'équauon d'évolution en boucle fermée
et il s'agit de montrer que la matrice AL,= .A kpbc' n'a pas rie valeur propre nulle pour k =F O. Soit
donc eb = CIe + e tel que A"Cb = 0:
dont le prcrruer terme E [mA el le second E: Ker.·\. A eause de la propriete rlr- somme directe. chacun de
ces deux termes doit ètrt- nul. En p.uucuhcr, comme- pal" hyporhès« k i , =1= °et 13=1= 0 (condition (CN3)),
on doit avoir: < c. r(, >= O. En reportant dans le pre.nuer terme, on obtient: Aeb = :lé = 0, cl. donc
e = 0 car la rcstrictron de A il son I111age est bIjcetlvc. OC' (,-11t, = (tf, el < r. cb >= 0 < c , C >= 0
entraîne Ct = 0 à cause de ln eomlltlun (CN4). 1·'malC'nwnt, fL: .=. 0 et Ab es! tnverstblc clés que kp est
Remarque V.IG (démonstration rapide) En uultsant le formalisme des fonctions de transfert
(voir annexe E), il s'agit de vértûer que: i.'pS(.,) + D(.,) ne s'annule pas en 0 lorsque kp =1= O.
avec D(s) = det(sI .cl). polynôme caractéristique de .cl. el N(s) =< c. (sI - A)"b > dont
les racines sont les zéros du système (V.5), A cause de (CNI), on a déjà: D( 0) = 0, et il reste
à vérifier que: N( 0) =F 0, ce qui sera fait dans la démonslration de la proposition V. 18 portant
sur le ret.our Pl. f'::"
Comme on pouvail s'y attendre. la condition (CN2). de nature non linéaire. n'intervient
pas dans cel énoncé. En effet, on inlersecte le dia,gramme de bifurcation expérimental, tan
gent à l'axe des y à cause des conditions (CNI,3,4), par une famille, indexée par la consigne
auxiliaire v. de droites parallèles non verucales [les droites de bouclage). L'examen de la fig-
ure V,3 montre que localement. à chaque valeur' de IJ correspond une unique valeur de y. et
donc un unique point stationnaire puisque 5 es! justement paramétrée par y. Le diagramme
d'équilibre entrée-sortie en boucle fermée (diagramme de droite) ne présente donc plus de bi-
furcation autour de l'ancien point critique. Ceci fonctionne indépendammenl de (CN2). comme
par exemple dans le cas de la cubique y:l = IJ.
V.2 Régularisation locale
Flgur"V.:I: rl:gulansatlon locale (k l ) ct globale (l,o) par bouclagc atûnc.
Cependant, il se peut que l'on att seulement déplacé le problème ailleurs. En pratique
cependant, le choix d'un gain de bouclage supérieur, en valeur absolue, au maximum de la
valeur absolue de la pente (3'(,1)) de 5 c", !, permet d'étendre la régularisation à tout le domaine
d'existence de 5 et 5 cx !" La figure V.3 illustre celte remarque en présentant deux familles de
bouclages de gain différent dont l'une seulement restaure globalement l'unicité des équilibres.
Remarque V.17 (retour sur le CSTR) Grâce à l'hypothèse de cinétique régulière, on se trouve
naturellement avec le CSTR dans la situation de la proposition V.12, en l'occurence: in-
versibilité du sous-système des équations stationnaires de concentration, l'observation étant
la variable restante (la température). Avec les notations de la proposition: i = j = 11 + l. On
retrouve aussi le lemme 111.17 à travers l'expression avec en l'occurence: (j) = HC-HR.
Cependant, la connaissance globale de 0 permet de régulariser globalement le champ linéarisé
du CSTR, ce qui explique qu'une iné,galité sur le gain ri remplace dans la proposition 111.18 la
condition, moins restrictive, de gain non nul de la proposition générale V.15. De plus, un lien
avec le problème de la stabilité a pu être facilement établi grâce à l'hypothèse supplémentaire
de stabilité de la matrice jacobtenue partielle J,so' linéarisé du réacteur isotherme associé./:::'
V.2.2 Retour proportionnel intégral.
On envisage cette fois un retour de sorue proportionnel intégral, de la forme:
(V.6)
Le résultat que l'on obtient est encore de nature linéaire.
Proposition V.IB (Régularisation locale par bouclage proportionnel intégral de sortie) Si
les hypothèses (CNI,3,4) som vérifiées, le système Iv. J) bouclé par (V.6) n'a plus de pôle nul
en (0.0) dès lors qUE' le gain /,'/ est diDèrent de O.
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le système ilnèrur« l'lngenl hour-le- Icrrnéc
i":' : (A - kJb:r,1 - < > -Y,'Y = < (.S >
où l'on a posé: x = - !/c)dr, d'où la mat.riec:
dont le rang est le même par combinaisons hnl"\lres rie lignes que celui de:
(V.7)
à condition toutefois quc l'on art: k l cfO. Dans urie- basc- Iicc : la dccornposiuon: 1F!,,+1 = KcrA CO) ImA




< < Î' 0
avec: ily cf a à cause des hypothèses (CN3) (CN4) (d proposition V.El. ct cette matrice es! clairement
derangplcin. 0
Remarque V.19 (démonstration rapide) Toujours en utilisant le formalisme des fonctions de
transfert (voir annexe El, cette fois de vértûer que: s( h:pN(s) + D(s)) + h:rN(s) ne
s'annule pas en 0 lorsque 1'1 0, ce qui se ramène encore à: N(O) # O. C'est effectivement
ce qui a été fait dans la dcuxtèrne parue dela dèm onst.ratton précédente (à partir du change-
ment de base. D'où le petit résultat suivant qui aurait pu servir dans le cas proportionnel
(cf remarque analogue): sous les 11!JjJollu>ses (CNI,3,4). lV(O) cf 0: 0 n'est pas zéro (1) du
système rv.5). 6
Graphiquement. l'interprétation est. la même que pour le CSTR: on intersecte le diagramme
de bifurcation expérimental Scxp par des droites horizontales de niveau: y = Ye, ce qui restaure
l'accessibilité quaststatique locale dès lors que Scx!' est Langent à l'axe des y, mërne si le point
de contact n'est pas quadratique, c'est-à-dire indépendamment de la condition (CN2).
V.3 RésUIU=é=.
V.3 Résumé.
L'étude stationnaire du CSTR commandé en température se généralise localement à un système
non-linéaire SISO quelconque présentant une bifurcation col-nœud par rapport à la com-
mande. ce qui se manifeste par le fait que les équilibres ne peuvent pas être paramétrès par
la commande (défaut d'accessibilité quasist.auquel.
Les hypothèses mathématiques associées à cette situation se résument à trois hypothèses
linéaires - une valeur propre nulle commundable el observable - qui permettent de construire
une courbe de bifurcation expérimentale représentant les équilibres dans te plan (u, y), et
une hypothèse non linéaire de moindre importance vis-à-vis de la commande.
En effet, SOIIS lesdites hypothèses linéaires. un retour proportionnel de gain non nul, ou
un retour proportionnel inLé,gral de gain intégral non nul permettent tous deux de restaurer




Résumons la situation: moyennant une hypothèse de régularité traduisant la possibilité
de paramétrer les équilibres d'un CSTR par la température, il est possible de construire
un diagramme thermique st.attonnntre sur lequel l'évenlualilé d'un emballement apparaît
comme une bifurcation col-noeud potenuelle. à savoir la disparition simultanée d'un couple
de températures d'équilibre. L'utilisation d'un retour proportionnel ou proportionnel-intégral
de température donl les gains satisfont des contraintes du type: 1.: > k' permet alors de
stabiliser localement le réacteur ci n'importe quelle température d'équilibre, Dans le cas d'un
système non linéaire SISO quelconque, l'hypothèse de cinétique régulière est remplacée par la
situation générale d'une btfurcat ton col-noeud par rapport à la commande alliée à la propriété
de minimum de phase, el la slabilisation est possible lorsque de plus le degré relatif vaut 1
En lermes d'applications, ce truvutl présente plusieurs aspects. Etant donné un CSTR a
peu près connu, on a mis en évidence une démarche pratique pour fixer le choix des gains
d'un retour PI. et en particulier pour s'assurer que le terme intégral ne va pas déstabiliser le
réacteur. A l'inverse, on peut légitimer a posteriori le cas échéant l'utilisation d'un contrôleur
PI fixé. En particulier, nous avons montré le caractère régularisant d'un retour inlégral qui
permet d'ignorer totalement l'aspect emballement en boucle fermée lorsque cette éventualité
existe sur le système de départ. Sous cet angle, notre étude renforce donc la légitimité du re-
tour PI dans l'industrie comme parade systématique à certains phénomènes d'emballement,
méme si bien souvent les problèmes proviennent plus de la saturation pratique des comman-
des que de la loi de bouclage proprement dite. Par ailleurs, il arrive souvent en génie chimique
que les paramètres cinétiques ou therrnodynamiques soient mal connus. Dans une perspec-
tive d'identification, on peut alors envisager de (racer poinl par point la partie inaccessible du
diagramme thermique d'un réacteur à cinétique régulière ou du diagramme de bifurcation
expèrlmental pour un système quelconque de degré relatif 1 à minimum de phase en appli-
quant a prtort UI"] relourde sortie à gatn proport ionnel le plus grand possible compte tenu des
saturations, car on sail que l'on
Perspectives.
Puisque toul repose sur l'hypothèse cie cinétique régulière. et plus parttcuttèrernent sur la
condition (CRI) cie stabilité du réacteur isotherme, l'axe principal à explorer pour prolonger
ce travail nous semble constitué par la question suivante: comment relier l'hypothèse de
cinétique régulière au schéma réactionnel, autrement clit comment lire le nombre d'équilibres
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isothermes et leur stabilité directement sur les réactions indépendamment des valeurs des
constantes cinétiques? A cel quelques réponses existent déjà: principe du bilan détaillé
et théorie de la déficience (cf [23], [24J et [25]) principalement pour les cinétiques respectant
la Loi d'Action de Masse, de type mautccs qualitatives (cf [58)), ou cas particuliers
(cf [47]). Cependant. une théorie et efficace reste à faire.
Le problème de la stabilitè globale constitue l'autre point d'ombre important, et les travaux
d'Arts et Amundson ont montré l'importance de cel aspect du problème du point de vue de la
commande, Supposons que le réacteur Isotherme soit globalement stable: aucun théorème
d'Automatique ne permet alors d'affirmer que Ic réacteur non isotherme soit globalement sta-
bilisable par retour de température à ,grand même si le cas du CSTR élémentaire et
l'intuition nous conduisent à conjecturer un tel résultat. En fait, le problème n'est pas sim-
ple car à supposer que l'on dispose d'une fonction de Liapunov isotherme V;so pour toute
température, la fonction de Liapunov non isotherme à considérer est liée à la dépendance
de V;so en température, dépendance a priori inconnue. De fait, nous sommes ramenés au
réacteur isotherme, et il y a lù probablement mauère à recherche..
Signalons pour conclure qu'au stade où nous en sommes, les résultats de notre étude
s'appliquent principalement au cas des cinéliques dont la matrice jacobienne est triangulaire
éventuellement triangulaire par blocs -, puisqu'alors les valeurs propres se lisent sur la di-
agonale. On sent intllilivemem qu'il est serail possible de traduire formellement une telle
propriété en termes d'orientation ou d'orientabilité du schéma réactionnel. Toutefois, les ap-
plications industrielles ne mettent pas systématiquement en jeu des dizaines de réactions,
et l'expérience montre que l'hypothèse de cinétique constitue la règLe plutôt que
l'exception. Compte tenu des nouvelles possibilités de de modèle utilisation de la
théorie des perturbations smgultères (cf [56)) -, on peut donc espérer être en mesure de vérifier
celle-ci au cas par cas, ce qui confère ù nos résultats de stabilisation une portée pratique plus






On considère un application f continue de X x P dans où X est un ouvert de et P
une partie a priori quelconque de et on cherche a résoudre globalement en J.' l'équation
implicite: f(.I'.p) = O. Outre l'hypothèse d'inversibilité locale existence, continuité et in-
versibilité de D.,f en tout point de X x P voir [64]. th 4.8 p.150 -, on est amené a introduire
des conditions supplemeutunes de nature topologique de façon a recoller entre elles les solu-
tions locales.
Nous donnons en premier lieu un énoncé pour le cas P ouvert, assorti d'une démonstration
longue mais élémentaire. En pratique cependant, l'espace des paramètres P est un pavé de
produit d'Intervalles éventuellement fermés de la forme [0,aJ, et il peut être important
dans nos applications de conserver la valeur O. Nous donnons donc par la suite une version
améliorée du théorème A.1 s'appliquant en l'ail à toute partie P connexe, localement connexe
par arcs et simplement connexe.
Ce second énoncé est l'occasion de conceptualiser les conditions suffisantes données dans
le premier, conditions qui peuvent puruitrc purement techniques et d'origine mystérieuse. A
cet égard. la situation dans laquelle nous nous plaçons relève de deux notions (classiques):
les revêtements et les applications propres, ces dernières faisant l'objet de rappels préalables.
L'intérêt d'une telle conceptualisation est double: d'une part on réduit la démonstration du
théorème A.28 à une simple juxtaposition cie résultats classiques; d'autre part on opère cie
façon immèdiate la gènéralis:1tion au cas P non ouvert.
A.l Cas d'un espace de paramètres ouvert.
Théorème A.l (global des fonctions implicites. cas ouvert) Sail f : -> une appli-
cation continue, P un ouvert connexe clé' W' el X un ouuert de IRn de frontière ax, teLs que
fi.': xP soit de classe C' 0 S l' +oc'. Supposons remplies les cotiditioris suivantes:
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(i) "i(.l'o.Po) E X x P D"f(,ro.p(J) existe, est inversilJle, el DJ..f est continue en (,l:o.po),
(U) Il;1'11-> += dans X =? Ilf(,I',p)ll->
(Ui) °tf- f(DX x l'),
Alors le nombre 1/ de solutions .r E _\ à l'équation fi .r, p) = °estjini el indépendanl de pEP
Sous l'hypothèse supplémentaire:
(iv) Pest simplemenl connexe,
il existe v fonctions: 1', P ->X. i = 1 7/, de classe cr el dont les graphes deux-à-deux
disjoints cons tituen1 la sous-uariété d'équation f = °dans X x P:
{(x.p) E _\ x P fl,r,p! = Or = ,Qi {(1),(p).p). pEP}
La démarche est inspirée de diverses démonstrations d'ènoncés se rapportant au problème
de l'inversion globale d'une [onction continue entre espaces cie Banach (voir [9] et [3] pour la
version différentielle - théorème d'Hadamard -Levy - ou [64) et [lB]1 pour la version topologique
théorème de Cacctopoltl. Nous commençons par démonlrer un lemme technique qui traduit
les hypothèses (H) et (Hi) sous [orme d'une propriélé que nous utiliserons à plusieurs reprises
par la suite.
Lemme A.2 (technique) On suppose remplies les hypolhèses (ii) el (Hi) du théorème Al, et
l'on se donne une suite P'" d'éléments de P conoerqearü oers une limite p' E P. Alors, de toute
suite x ln d'éléments de X = 0, on peut extraire une sous-suite convergente
dont la limite .r" uériJie .r E = 0,
est bornée rar sinon. 011 pourr.u: en c-xtratre une sous-suite Xl vérifiant
- +x. dans .Y, d'où f(,r/.p/) - +x d'après (li), ce q ui est incompatible avec l'hypothèse
==O. Dl' fait, on [leut extra ln' de .l'III LInt' sous-s.uite .el convergente, dont la limite x satisfait
"" Ogriicari la CO IIImu Iii' globale de j, Mais (iii) cntrnîne alors .e rtfJX, donc x E X, 0
L'idée principale de la preuve du théorème A 1 consiste à globaliser les solutions locales en
les reliant par des chemins, Par analogie avec lé problème de J'inversion globale. on introduit
donc la notion de relèvement par l'équation f = 0'
Définition A.3 (Relèvement) Sail Z tul espace topoioqique el T z -> P une application
continue, On de T clans X pur t'équation f = ° toute application continue
e . Z -> X \:12 E Z, /1<1'(:!.q.:)! "" 0,
Lemme A.4 (Unicité des relèvements) Sail E X x P tel que f(,ro,])o) = 0, Z un
espace topologique connexe, E Z cl r continue telle que f(zo) = Po. Sous
l'hypothèse (i) du Uléorème Al, il existe au plus un relèLJemenl l' Z --} X LJérijiant 1'(zo) =
"en cc qui concerne [18], sc reporter fI la re-marque 1\.7.
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b) C est fermé en tant 'lUCcnntrc-1ll1agl' de {O} par l'applicatlon eonUnue <1>1 -1'2 L: - [Rn
cl Cest ouverl dans Z:
soit zEC,]J = et .1' = <1>,(:) = Par l'hypothèse [i] et le théorèmr- <les fonctions lm-
o possede- pour p' clans un voisinage V de p une unique solution
dans un voisinagc de .1'. cl l'apphcaüon V régulière. Comme r. <lil
cl <1>2 sont continues. r- 1( \ ') n <1>;-1(1') n <1'.;-1(1 1) est un voisinage de z , sur lequel par construction
<1>,(.,')= <l>j(./) =<1>;"'(1'(;:')). 0
LemmeA.5 (Homotopie) Sail (.l'o.Jio) E X x P f(.ro.po) = O.etf' [O,!] x [0,1] -+ P une
application continue telle que tous les chemins f( -' .. ) aient pour origine Po. Sous les hypothèses
(i) (ii) (Ui) du théorème A.l, il existe Wl unique relèuemellt <P [O. 1]x [0, 1] -+ X tel que tous
les chemins <P(.- •. ) aient pour origine '/'0. Si cie plus tous les f(s .. ) ont la même extrémité. il
en est de même pour les <l> ( ,' •. ).
l'unlcur- provient du Icmm« A.4. Il resle':, construire <1> età examiner le problème de
I'extrérmté comrnunc.
1. Existence de rli:
-b,.s,+b,[X]T,T+r[
S V(.$.t) E [0.1] x [O.T],f(<l>(5,t), 1'(5,t» =
<I>(.\.t) = {
On peul Zs. Comme par constructton
est mclus dans la rcurnon des Z" pour s E [0,1]. on peut ne conserver qu'un
recouvrement J1ll1Z1 L U Zk. Z, pour tout i = l ... k. on peul alors
poserv en prcnant r ve mf{rj'
eequipermetd·dendre<1>sur[O.lj x [O.T+([.
c]Cestfcrmé:
soit 1 == sup (", st rictcrncnt r-rorxsnu tc- tendant vers T. et <Il l'unique relèvement de r défini sur
[0.1] x [O. T[ (IV existe ,:, cause du lcmnu- A.4). On S(' fixe sE [0.1] et un cunsidèrc la suite Xm(S) =
<l>(5,t m ) . Par le lemme A.2. on Cil extrail IlIlCSOUs-sUlI_e convergente ,1;1(5) (qul dépend de s) ct on note
X(5) sa limite. Chorsissam cornille ml pomt il) cI-dessus de" ouverts '''' L·.< -r <UL"". "u,
Zsn[O.I] x
x de f(J:,p) '" 0, ct <1> '"
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0[' sur Z, n [O. 1] X [O. T[ (qui est connexe) par le lemme A.4,
lerminealorscummcaupointbJ,
2, Si Vs E [0,1]. [(s, 1) '" 1'(0,1) '" PI' alors V" E [0.1], <1>(5,1) '" <1>(0, 1) '" X,:
soit 5' '" {a- E [0,1]; V" E [0,01 'j)(s, J) '" ./',)
a) 5' est non vide l'ara ES par dèllrulron cie ,l',.
b) 5' est ouvert dans [0,1];
si <1>(0",1) '" X" <1>(5. I) '" .1:1 pour s asscz voisrn cle 0" par l'unieux- locale de la solution .r l de l'équation
f(x,PI) '" o.
cl S est Ierrné comme image réciproque cie .1'1 par l'apphrauon parucllc continue 4>(" 1).
Lemme A.6 (Existence d'un solution) Soit (J'u.Po) E S x P vérifiant f(:co.po) = 0, PI E P
quelconque el Î [O. 1j ---., P un cïusmin joiqnant po Alors, sous les hypothèses (i) (ii) (Ui)
du théorème A.l, 1 possède un unique relèvemenr o.. 1j -+ X d'origine :Co. En particulier.
l'équation en .r: f(.I'.PI) = 0 admet 0.,1. 1) comme SollLlion dans X
De plus, sous l'IWpothèse supplémenlaire (iv), 0,( 1) ne dépend pas du choix de parmi les
chemiris joiqnaru: po à PI dans P
1. Exrstcnce er urucrté:
l'unicité provient clu lemme 1\.4. Pour l'cxistcru«. Il suml de prendre T{s , t) '" T(t) el d'appliquer le
lemme A5. On obucnt un relèvement <7).,(." t), qui Ill' depend pas de s puisque localement ",,/(s. t) '"
4>loc(j(t)), (SI'" {o" E [o.1];V,.; E [O.O"].O.,(,;.t) '" O.,(O.t)} esl non vide, fermé et ouvert dans
[0,1]).
2. Si P est simplement connexe, 0.,(1) est lIlùl'Pendanl de';;
Roiel1! en etlel ',,,cl -, jOlgmmt l'ar l'hypot hèsc- (Iv) de- Simple connexité, les chemins
rl cxisr« 1 X [0.1] dans P relk- que:
D'après Ie lcrnrnc Afi, I1exlsteunUnl<!LH'l"l'!l-vclllel1l 'l'; [O. IJx[O. 1] - X tel que Vs E [0, 1], 1>(s,O) '"
J: o. L'unicité cie <])"0 et d'après le pornt 1. cl·dessus .-ntruine alors d).,o '" 4>(0. .] cl 0-'1 '" 4>( l , .).
(lemme A.5). En particuhcr: ,')-'o(l) '" '1'(0, 1) = </,(1.1) '" Ô'YI(I).
Remarque A.7 L'ordre de ces deux derniers lemmes n'est pas indifférent. Parmi les références
citées précédemment, [18J inverse cel ordre, mais il semble qu'alors la démonstration du
lemme d'homotopie ([18]. lemme 3,8 du chapu re 2, p.29J présente un raccourci un peu rapide
2 f':...
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Nous passons mauuenent à la démonstration du théorème principal.
Preuve: (théorème A.I). l'our toul I' l? nous notons I/(p) le nombre de solutions distinctes de
l'équation f(J:,1') == 0,
1. v(p) est fini pour loulp E J'.
En effet, si pour p fixé, 1/(1') = +cx:,11existe une SUIte ,1:", vériJiant les conditions du lemme 1\.2 où l'on
prend P'" ll cxiste alors une inûnué de solutions à l'équation f(x,1') == 0 sur tout
cr- qt» esl mcompaubh- avec l'umrtté locale déduitc de la condition [I].
localement constant: SI A:E N', C! = {p E P, I/(p) == k} est ouvert dans P,
rvn elle t, s upposoris h. non. VIUC', el ',UIl fi t: n, as socré aux k soluüons (XI"" J:d. D'après l'hypothèse
,J'k dans X ct V voisinage ouvert de p dans
!' .. 1 ,,,>1>1' ln, 111 n F \ l'cquaüon f(,l',p) = 0 possède une solution unique
En fait, Ji cxistr un ouve-rt \V C r-ontr-n.mt l' ,,1 sur lequel v(1') == 1/(1'). Si tel n'était pas
le cas, on pourrait uouvcr une sUIIJ: p,,, dans \' tendant vers Ji et telle que pour tout 111: v(p",,) # k ,
ccs t-a-curc- l/l:]im 1 .> A'+ 1. Les solutions assoel{:Cs (,1',,,.1' .. l'm.k+ 1) vérifient les conditions du lemme
A."'.'" nLIIS'>lLW 1/'1111 == k . deux des hrmtc-s des sous-suttcs convergentes doivent être égales. L'unicité
locale des soluuons sur ks Ti, nnphquc alors qu<' ,kLIX rk- cessow;-suiles coïctdcnt à parnr d'un certain
rang. ce qUI cont rcdr! 1 pour t()ut nI.
non vide, ct IicoinCHI(,t:lvcc/ J •
En ctlct, l' peul s'écrtr.- d'a prr-, If' poml 1. CO III Ille la reunion ries ensembles Ck qui sont ouverts
d'après le point J ct deux Ù .k-ux llJSjOJJlIS p:lr cOl1slruclHHl. Or, un ensemhlr; connexe n'admet pas
d'autre partmon en ouverts que le VIeI(" cl lui-mèm,-.
4. Lorsque }-' esl snnplcmcnt conru-xr, les solutions de f(J',p) == 0 sont la réunion des graphcs
deux à deux disjoinls rie Il Ioncuons 4>, ddirues et régultèrcs sur
En effel, soit Ji E: P cl (,l' i - On construn.les soluuons de f(:v, p) = 0
pour Ji E P quelconque en prcnnnt les cxtrcmtlcs des chcrntns 01.'1 d'ortgtne ";, et associés à tm chemin
joignanl Ji" l'. D'après k- lemme 1\.0, "CS cx trérnuès sont independantes du choix de l' et l'on peut
On a ainsi par consrrur-uon: Vi = 1 II. v» E 1) f(<1>,(p),p) == O. Il reste à montrer que les <I>, sont
régulières. SOII]Jo un poml qurk-onquc: ,If' l ' jOl.gn<lnl l'à Po, un voismagc convexe de Po et U,
un votsrnauc ·L1e <!l,II),,) lels que f(.I'.p) = 0 soli «qutvalcnt ù x == darrs U, x V Nous allons
montrer que 'P, sur l' SI P E 1 = 0,." ( 1) où 'r l'si la concaténation de 'ro cl du segment
[Pu,p]. tu:S t :s l}. Pouri E [to, 1].6>.,,(t) =
l';n part u-uhcr, <\),(p) = ([>,.-,(1) = et>iOC(p). 0
Il existe des résu lrnt s srrru lm rcs dans le cadre cie la thcorte ries revêtements (voir 127J ou 120]), et il
est bien précise que k- problème- la conunuué du relèvement, pour laquelle les auteurs
ulilisent la compact. Dans notre cas,
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Remarque A.8 Les points 1 qui démontrent la première partie du théorème A.I
utilisent uniquement le lemme technique A.2. Les résultats intermédiaires sur les relèrnents
sont uniquement utilisés dans le point 4. qui montre la possibilité de globaliser les solutions
(seconde partie du théorème A.Il. 6.
A.2 Rappels sur les applications propres.
A.2.1 Situation topologique.
On considère deux espaces topologiques séparés X et Y et une application quelconque f de
X dans Y
Définition A.9 (Partie compacte) Une partie C de L'espace topoloqique X est dite compacte
lorsque de tDur recouvrement de C par des o!werts (pour la topologie induite), on peut extraire
un recouvrement fini.
Définition A.lO (Application propre) L'application f l'SI dite propre lorsque l'image réciproque
par f d'une partie compacte de JOest une partie compacte de X
Par exemple, f est propre si elle est bijective et si t' est continue (homéomorphisme).
Lorsque f est continue, on sail que l'image d'un compact est un compact. Ce n'est pas
toujours vrai pour l'image réciproque.
Proposition A.ll (Cas d'une application continue, conditions suffisantes) Si f est conti-
nue, f est propre dans les cas suivants:
1. X est compacr.
2. f est injectiue etjermée.
Preuve: dans le premier cas, l'Image reciproque d'urie partie- compacte (clone fermée) est fermée par
continuit.é, clone compacte.
Dans le second cas, bijcctivo sur SOli image. SOIt ri := r: f(S) - X, .riest continue, car st
lcrrné l' par hypothèse, donc aussi fermé dans f(X).
Soit alors C un compact de}' Or (" n f(X) est fermé dans Y ct inclus dans
Ctcompact, clone compact, atnsi que' son IIllage [Jar!l continue. 0
A.2.2 Cas des espaces métriques.
On suppose ici que .\ el } 0 sont deux espaces ruétrtqucs.
Théorème A.l2 (de Bolzano-Weierstram Une partie C de Vespuce métrique X est compacte
si, et seulement si de IOulE' suile d'élements de (' on peut extraire une sous-suite convergente.
il est possible. ,grâcE'Ù CE' théorème, de caractériser les applications propres
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Proposition AI3 (Caractérisation) f est propre si, et seulement si de toute suite .T n d'élé-
ments de X telLe que la suite des images f(.I',,) converge (dans YJ. on peul extraire une sous-
suite convergente (dans X).
Preuve : Supposons que f soit propre. el sail une suite d'éléments de X telle que
vers une limite 1. L'arlhércnrr- S de l'ensemble {f(x,,). 11 E N} est compacte et
S = Il E N} U FJ. Son image reciproque- par f est donc compacte. et contient par définition
On peut aloi-s apphquor Ic thcorcrnc Avl Z.
Réciproquement, soit C un compart de}', ct U1W suite de f-I(e), Puisque tous les f(x n ) sont
dans (' qui est compact. une sous-xtu«: des f(,I',,) converge, soit f(x p ) ' En appliquant l'hypothèse,
on obtient qu'une sous-suuc- '"CII de J'Ii converge. COn1111e x'l cs èvidcmrnent extrait.e de J?n. f-I(G') est
compacl,etfesi propre'
La proposition suivante complète lu condition suffisante donnée dans le cadre purement
topologique.
Proposition AI4 (Cas d'une application continue, condition nécessaire) si] est continue
el propre, alors f est fermée.
Preuve: SOII.1 un Icrmé de S. Pour montrer que flA) est Icrrné dans y, on considère une suite
convergente lin d'"lémenls de f( .-\). et on mont re que sa hmiu- li dans Y appartient à f( A). Soit X n une
suite quelconque d'antcccdcrus par f dans. \: E el f(,I:,,) = li" pour tout n. D'après 1'1propost-
tion A.13, on peul cxt rau-c de .1:" uuc xous-s unc- convergente dont la limite nécessatrement
à l'adhérence de -l , c'cst-il-dlT<' il .1. l'aria «onttmnté cle f:
A.2.3 Cas des espaces vectoriels de dimension finie.
On suppose ici que X et J' sont deux espaces vectoriels de dimension finie,
Théorème A.I5 Les compacts de X son/les parliesIennées bornées,
On a dans ce contexte une caractérisation des applications propres continues,
Proposition A 16 (Cas d'une application continue, caractérisation) Pour une application f
continue, les conditions suiuanles SOrll èquivaïenies:
1. f est propre,
2. l'image réciproque d'une partie bornée est bornée,
3. !!f(.r)11 = +x.
Preuve:
1 {::} 2: si f esl propre et IJ C }' boru«, C f-I(B) qui est aussi compact,
clone borné. Rèciproqucmc-nr , SI C' C De fait, f-I(C) est fermé par
eontïnuitéet1JornêjXlrhypolh<':se,<1011('cornp:lct.
2 {::} 3: si 3 est laux. II cxis« une part.u- non borné« IJ C S telle que f(D) soit borné. Mais alors
r' (f( /J) j '1111 est borné p'ir hypothès«, d'où contradtcr ion. Réciproquement. si BeY est borné
= Il n'est pas non plus borné, d'où contradiction,
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Théorème A.17 (Inversion globale) Si f es/ un C" -dilféomorphisme local en tout point,
a::; r ::; +00, f est un C"-difféomorphisme si. el seulement si f est propre.
Preuve: Ce résultat est dû à Hadamard ct Levy l'our le cas r ::: 1. ct à Cacciopoli pour le cas r = O.
Voir par exemple /64J.
A.2.4 Cas des variétés différentielles.
On suppose ici que X et}' sont deux variétés clilTérenlielles de dimension finie. et que f est de
classe Cl de rang maximal en tout point. à savoir: Min(dim(X),dim(Y)). Des lemmes clas-
siques de géométrie ditTérentielle conduisent alors à des propriétés de nature locale. Lorsque
l'on suppose que f est propre. on peut compléter ces résultats par des propriétés globales.
Toutes les démonstrations se trouvent (par exemple) dans [39J.
Proposition AIS (Sur les immersions, dim(X) :::: dim(Y) Si f est une immersion, on a les
propriétés suivantes:
1. f est un plongemenr local: pour tOH/ .1' E _\. il existe un ouuerl U ooisinaqe de :1' tel que
f(U) est une sous-uariéré de:\' en [tv J. et fil un dilTéomorphisme de U sur f(U);
de plus: Tf 1., )/( C)= lm l'(!"):
2. f est localement équiixüente à une application linéaire injectiue: en particulier, f est lo-
calement injective:
3. si de plus f est injectioe et propre. f es/ un pionqenumt.
Proposition AI9 (Sur les submersions, dim(X) ::: dim(Y) Si f est une submersion, on a les
propriétés suivantes:
1. pour tout if E } - est une sous-uariélé de X'
de plus. sif(.l') = 1): = Kerl'(.!"):
3. si f est propre et }' connexe. f est surjectui«:
4. si f est surjectioe et propre. f es/ une Jihralion (théorème d'Etiresmanrû,
Remarque A.20 (sur la surjectivité) Le point 3 provient du fait qu'une submersion est ou-
verte, tandis qu'une application propre est fermée (proposition A.14). Ainsi. f(X) est non
vide. ouverl et fermé. donc égal à j' lorsque l'est connexe. /:;
Proposition A2I (Sur les étalements, dim(X) = dim(Y) Si f est un étalement. on a les pro-
priétés suivantes:
1. f est un di17ëornorphisrne local en [Qut point:
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2, f est localement éqllivalenle à une application linéaire bijective:
3. si f est propre et l' connexe, f es: surjective:
4. si f est surjective et propre, f est un revetemerll propre,
Remarque A.22 Le point 4 qui se présente a priori comme une conséquence du théorème
d'Ehresmann, peul néanmoins se démontrer directement à l'aide d'arguments plus simples,
et dans le cadre topologique (voir la proposition A.23 Ci-dessous), 6
A.2.5 Applications propres et revêtements.
Il n'est évidemment pas question cie relatre ici la théorie des revêtements d'un espace topolo-
gique 3 Nous nous contentons ici de donner le résultat dont nous allons nous servir par la
suite Je théorème A.l Il s'agit d'une simple reformulation
de [39]. proposition i.4.4, dans le cadre des espaces mélrtques.
Proposition A.23 (Applications propres et revêtements) Sail X el Y deux espaces métri-
ques. X localement compact, ei ] X --> }- un homéomorphisme local. Les aifirmatlons
suivantes sonr éouiixûentes:
1. f es1 un reoéiemetit propre,
2. f est surjccti] el propre.
3. f est surjectif et les [inrcs f- 1(u) son t de cardinal Jini el localement constant.
,l'" l, on (':hoisll de" ouverts L', comme CI-dessus de sorte que
f sallsl811 alors en il "lia proprictè de trivialité locale qui définit
Montrons que f
cst proprcv Soi! On
peut toujours supposer qll(, f( .l',u,) E \' l'our toul m. De Iart., tous les .l,,,, appartiennent" la réunion
des [il, et l'un de ceux-c-i, l ' 1 p.u: e-xe-mple, conucnt néct-ssiurcrnont une intlnité de termes. Grâce à
I'hypot hèse- de compacttr- Iocnl«. on l'cul "voir choi st li] compact. On peul donc extraire de
I'mfirutc dc tcr mcs r k- ln SUite .l'". appartenant ù "\ 1I1lCSOLIS-sulte convergente.
3lcsvnriét.és ne suiûscnr pas, (Ill pnvc quc-k.onqu« n'l-tanl IllC'I1J{' pas une variété à bord.
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Remarque A.24 Par construction, tout revêtement est un homéomorphisme local. La propo-
sition ci-dessus montre que la réciproque, fausse dans le cas général, est vraie pour une appli-
cation surjective et propre. La propreté apparaiL donc bien comme une propriété globalisante.
à l'instar du cas diffèrenttel précédemment décrit. A cel égard, l'hypothèse de compacité locale
est secondaire: celle-ci sert uniquement à assurer la propreté d'un revêtement à fibre finie, et
l'on peut s'en passer pour démontrer 1 q 2 =? 3. /::;.
Remarque A.25 (connexité de )') Lorsque l' esl connexe, f propre est nécessairement sur-
jectif pour les mêmes raisons que dans le cas des submersions (point 3. de la proposition
AI9). De plus, le cardinal des fibres est conswnl car les CA- = {U E Y#.f-l(y) = k} sont
ouverts et constituent une parUtion cie 1 Celte remarque s'applique évidemment aussi à la
proposition A2 1 6
A.3 Conceptualisation et généralisation.
La (longue) démonstration élémentaire du théorème Al présente l'inconvénient de refaire en
partie la théorie de l'homotopie. Plus précisément, tous les lemmes intermédiaires sur les
relèvements possèdent des analogues dans la theorie des revêtements (voir [20) ou [27]). Si
l'on arrivait à se mettre dans le cadre de celte théorie, on pourrait utiliser ces résultats pour
démontrer directement la seconde partie du théorème A.l. Pour ce faire, on considère d'emblée
X ouvert et P quelconque, et on nole
5 = {(.I.I)) E.\. x p. f(.I'·p) = o}
la trace dans X x P de l'ensemble (fermé) des solutions de l'équation .f = 0 muni de la
topologie induite. Par ailleurs. 011 note ïi' 5 - P la restriction à 5 de la projection canonique
can: IR" x IR)) ---> lRi' est évidemmenl continue.
Lemme A.26 (traduction des hypothèses) Soi! f IR"+P -+ IR" une application continue, X
un ouvert de IRn el P une portu: de IR" non nécessairemenl ouverte. On a les implications
1. (i) =? t: est un homéomorphisme local.
2. (U) (Hi) =? t: est propre.
nages ouverts (; ct rlnns ,\. X [Rf' d'une 1'''1'1. cl V U d'autre
part, tels que f (,);,)1) = 0 possède pour p C \ Ceci l'est vrai a fortiori
pour tout p E V nI'. homéomorphisme- de S n (1/ X V) sur V n P,
l'application rcctproqur- {,tant: l' f--
2: c'est exactement ct' 'lue prouve k- klllllll·lechl1l'lul·!I.2 sr l'on unhse la carnctèrtsauon desappli-
cations propres donnée 1"11'la Noter 'lu," la n.u ure de P nintervtent pas, grâce à la
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Remarque A.27 La notion de relèvement par l'équation .f ,- 0 définie précédemment n'est
autre que celle, classique, de relèvement par l'application 'Ir, Le lemme d'homotopie A,5 et le
lemme de relèvement des chemins A.6 ne sont en fait que la reformulatto n de rèsultats connus
dans le cas cie revèternent.s.
Avec la proposition A.23, il est maintenant facile cie demontrer la généralisation du théorème
A, 1 au cas P non nécessairement ouvert.
Théorème A.28 (global des fonctions implicites) On se place dW1s Ie cadre du théorème
A.l, avec P partie connexe quelconque de IRP
Sous [es hypothèses (i) (H) (iii), ;r es/ un reoëtement: de P à Il feuillets, où v est un entier stricte-
ment positif. En particulier; ('équwÎon [ir, p) = 0 possède exactement 1/ soluuons ,» E X pour
tout p E P
Sous l'hypothèse supptémentairc:
(iv') Pest simpLeme11l connexe el Localement connexe par arcs,
le revêtement ;r eSI triuia': les sO/lUions S sont consliluées par [a réunion des graphes deux-
à-deux disjoints de 1/ applications déjinie« qtotxüemen: sur X X P et de même régularité que
f
Preuve: 1" lemme A.26 aSs()cJ("" ln proposJlion A.23 el ù la remarque A.25 permettent d'affirmer que
t: est un revêtement ;"111 Icutllr-t s: une appl,,;allon ouverte et propre à but connexe est surjective, ct un
homèomorphrsmc- local s urjcct tl cl proprc esl un revêtement, à un nombre tini de feuillets lorsqu'Il est
à base connexe (points 1. 2. 3. lkla lil'lllonslralionèlémenIHll'l').
Lorsque Pest simplement connexe cl localcmcn: connexe par arcs, un résultai dassique de topologie
algèlmquc ([27]. t hèorèm« lX.2.9 p.l:l2) permet d'affirmer que le revêtement 11'est trivial. Les sections de
11'sontalurs c1étinles ck laçon globale: Cl' sont les solutions 4>,11') cherchées [point 4. de la démonstration
élémentaire).
Remarque A.29 Comme annoncé, la preuve est nettement plus concise que la démonstration
du théorème A.28. En Iau. la proposilion A.23 établit le lien entre nos hypothèses et la
théorie cles revêtements. Ce lien étant établi, la possibilitè cie globaliser les solutions provient
directement d'un résultat classique. dont la redernonstraüon hors cie son cadre naturel est à
l'origine de la longueur de la preuve élémentaire. '"
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Annexe B
Polynômes, racines et stabilité.




On rappelle qu'étant donné UIl système dynamique autonome régulier: .i: = f(:l') vértflant
f(.ro) = 0, l'équilibre .1'0 est (localement asymptotiquement) stable dés que toutes les valeurs
propres de la matrice jacobienne D.T.t'(.co) sont à partie réelle striclement négative Htnéartsa-
lion, voir [401 pour le résultat original). Les valeurs propres d'une matrice élant les racines de
son polynôme caractéristique, la question de la stabilité se ramène donc de façon générale à
l'élude des racines d'un polynôme.
Définition B.1 (polynôme stable) Un polynôme es/ dit stable lorsque ses racines sont à partie
réelle strictement négatives.
On considère clans ce qui suit un système linéaire 5150 causal, donné par sa fonction de
transfert (voir [34])'
!J = 1/ il = c1cg(D) :.: 1/ = deg(jV)
Introduisons tout de suite le vocabulaire courant.
(B.l)
Définitions B.2 (vocabulaire) On appelle pôles du sustème (B. 1) les racines de D. zéros celles
de N, = il - Il en tre le degré de D et celui de N. Le système est
stable de phase) lorsque ses pôles (resp ses zéros) sont stables, c'est-à-dire
à partie réelle slriclemenl négatiue. Lorsque J\' et D onl une racine commune, on dit qu'il y a
cancellation, c'es/-à-dù-e simplUicaLion possible entre le numérateur et le dénominateur de la
fonction de transfen 1
Laulacc let cxcmnlcl. cl nous ne supposon::-. pas ;-1 pilon premiers e-ntre eux.
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(B.l) représente une écriture condensée, particulièrement adaptée aux calculs que nous
allons mener. du modèle physique qui lui est donné en représentation d'état. Dans l'exemple
qui suit. nous décrivons brièvement Je rapport entre les deux formalismes.







= det(.; 1 - ,,1), polynôme- earaeknsl "lue de ,\ de degn" d, el :Y(s) =<
( a -:» b)Cl 0
donr Ie dètcr-mtnant est justement -N(s), ch ute- d,' rang. Enfin. " partir du dèveloppcmcnt formel de
(1- AI)-l on montre que (lormd1t'menl):
ct comme le degré rclul il 1/ = d - Il :> 1 vcnfk- de g<:néTale: = + 0 on obtient:
Remarque 8.4 (stabilité interne/externe) Le système est donné par sa fonction de transfert.
et lorsque celle-ci est issue d'un modèle d'ét.at , il se peut qu'à cause de cancellations le système
sous-jacent soit instable. C'est pourquoi on ne supposera pas et D premiers entre eux. ce
qui revient à ne pas e[feclUer les strnphûcauons éventuelles. De cette façon, les notions de
stabilité interne et externe coïncident. D,
On se pose le problème d'assurer ln stabililé déplacer les pôles à gauche par retour de
sortie. et on envisage pour ce faire deux types de bouclaae; le premier dit proportionnel (ou Pl:
1/ = -kpU+/'
et le second dit intégral lou 1):
N(,,)




dont les consignes auxiliaires respectives " el .t.i<- sont destinées à permettre de changer de point
de fonctionnement. JI se trouve que le retour proportionnel pur ne permet pas en pratique
d'assigner exactement l'équilibre désiré - il demeure ce que l'on appelle des biais -, tandis que
la stabilisation par retour intégral pur est structurellement compromise (voir plus loin). Le
cas intéressant pour la commande consiste donc à combiner les avantages à l'aide d'un retour
proportionnel intégral (ou PI):
Remarque B,5 (sur l'invariance des zéros) Les trois fonctions de transfert associées respec-
tivement à (B.2) [B.3) et (BA) ayant NI·" pour numérateur, les bouclages proposés laissent
invariants les zéros du système (B.I). En paruculter. ils conservent la propriété de minimum
de phase. A l'inverse, il arrive que l'on inclue la consigne dans le terme proportionnel d'un
retour PI de la façon sutvante:
ce qui a pour conséquence de rajouter UII zéro au système commandé. Lorsque k p et k'[ sont
de signe contraire, ce zéro est instable, ce qui peut poser des problèmes de régimes transitoires
(le système n'est plus à minimum de phase). 6






de fonction de transfert: Hp(';''''I-) =< r.(.,/ - A + kl'/)Ct)-Ib >. Pour exprimer Hp sous forme
d'une Iracüon , on calcuk de de-ux taons <lIllt:rcll(cs le dctermmant:
où la premièn- ég'ùlt<' rcsu lu- <1('la torrnuk- <1('dctcrrrunant par blocs, tandis que la seconde s'obücnt
par cornhinatson hnéam- de lignes. Il en rc-sult«:
RemarquonscnsUlu'quc<l('t[.,/- .1
J, et Je tc rme x-orrsr ant: <1('1(.,/-
le coefficient clc l,p est V(.,) =< c. is ]
(' sauf une sont nulles <l'où:
(',,1 artin('cn ke carla matrice bel esl toujours de rang
s'oiJlIcnl en Lusant "'p= O. Enfin. le calcul montre que
> se placer dans le cas où toutes les composantes de
et l'on retrouve la toncuon d,' transtcrt (13.2).
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Le retour PI: IL = -1,,[',//- A'j - y,-)dr r-onch.ul à urie equation intégro-dillërentielle:
On obtient de nouveau Ull systèrn« purement c1IiI<:rentle\ en ajoutant une variable au système de départ,
en l'occurence: x = r;« (,.\(r) > r t). )dT. d'où le systèrn« cht étendu:
{
.\" = < -.» >
,/' = < > -y,
il = < r,.\" >
dont les équthhrcs vénflent nécess.urcm.-nt il =!J rejel des blais et dont la matrice:
permclderetrouverlalclllelloncl<'lranslcrl(lIA), o
Puisque les pôles en boucle fermée sont paramétrés par le ou les gains. la question que l'on
se pose est de savoir comment calculer ces derniers pour placer les pôles 2 dans le demi-plan
complexe gauche, Dans un premier temps. on étudie le comportement des pôles des systèmes
(B.2) et (B.3] lorsque /,'j' --> ±x. cc que l'on appelle la commande à grand qain. On traite
ensuite le cas complet (B.4). en introduisant à celle occasion la notion de fonction de transfert
positive réelle. Pour finir, on énonce sans démonstration les résultats classiques de stabilité
reliant de façon générale les coefficients c1'un polynôme à la position de ses zéros dans le plan
complexe, résultats que l'on particularise aux systèmes SISO en comparant avec l'approche
grand gain.
B.O.2 Rappels d'analyse complexe.
La démonstration des théorèmes de base suivants se trouve dans (out traité d'analyse corn
plexe, comme par exemple [491.
Théorème B.7 (fonctions implicites, cadre complexe) Soil F( z , e ) continue de C x dans
C. analytique en z , el telu: que:
cf 0
Alors, il existe une jonction cont inue 0 telle qu'au voisinage de ('o. fa):
2 colle c llve mc nl. l'assignation mdrvrduclk- polos Ù l'ardc d'un nombre mléncur de paramètres étant
gênériquell1ent compromise-
B.O Introduction.
Remarque B.8 Le théorème classique des loncuons implicites entraîne que si de plus F. con-
sidérée de 1Il2 x IRdans 1R2 est de classe C' il en est de même pour o, En dérivant l'équation





Donnons toui de suite la forme particulière sous laquelle nous utiliserons ce résultat.
Lemme B.9 (technique)
et H onututiques en :, H
= C(:) -+ I/H(::..I/ ) continue de C x IRdans C. avec G
en 1 :./1). el de plus:
= 0
01- 0
Alors. ü existe uneJonclÎon de classe C' 0 telle qu'au voisinage de (zu. 0):
F(:.I/) = 0 -;=> : =::'0 -+ I/Ô(IJ)
= G'(z) +
=
valant ":-0en O. que l'on peut donc écrire sous la forme annoncée:
Le théorème de Rouchè donne des coruhuons pour qu'une perturbation d'une fonction
holomorphe ne modifie pas le nombre de zéros clans un domatne flxè.
Théorème B.10 (de Rouché) Sail C un Olwerl borné dt' C el f et 9 continues dans U. holo-
morphes dans [' el lelles que:
V: EDe Ifl: Il> Ig(:)1
Alors. f el f -+ 9 ont le même nombre de zéros dans L'
Enfin le principe du maximum constitue une propriété fondamentale des fonctions holo-
morphes. Il s'étend cie fucon immédiate aux parues réelles el imaginaires. via la fonction
exponentielle.
Théorème B.ll (principe du maximum) Sail C un ouvert borné de Cet [continue dans U
holomorphe dans [' Alors:
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B.I Etude asymptotique des racines de D( s )+kN"(.s).
Application au retour de sortie à grand gain.
B.1.1 Zéros finis, zéros à l'infini.
Par souci d'intégrité mathématique, on conduit plutôt l'étude en E = t et l'on pose:
Les degrés respectifs des polynômes il' et D sont ici quelconques, c'est-à-dire que l'on ne
suppose pas a priori n S d, On conserve la notation: 1/ = li - Il. Une prerntère étape consiste
à classer les racines de P en deux ,groupes: bornées et non bornées lorsque f -> O.
Théorème B.12 Lorsque f -> 0, 1/ racines de P exacrernenl restent bornées.
re cusciue ouvert ,ISSO(:lC, l'OUI' ( assez l'dit, on .u rra pour tout 8 E C. Donc,
N +cD et Nantie rnêrne nombre d,,' r<lellll'''Ù l'mténr-ur de (' e'csl-à-chr" n. Mats comme pm' hypothèse
N + eI) est dl' degre'n, 11n'y" pas d'autre rncmr- ù eon""i(:n:r
Cas n < d: le raisonnement CI-dessus rnorurr- 'I"e + (0 1)()"S,C(1L'au I11l01"', /1
mats il res; n montrer que- les d - /} a ut rc-, ne le- ....ont pas.
obtenus en renversant l'ordre cie" eodllncnls de :V c- J) rcsperuverne-nt, el l'on pose 8 =
N(8)+(/)(.') == /,.'-"\1"'\-'."')11·\\
Par ailleurs, N( 0) f a car le coefficre nl constant de N n'est autre 'lu" le coeffietenl cl.. plus haut degré
de N Il existe donc un cercle (' ecnln:' en Oet ,k
((171 assez pcllt
et pour tout r E]O,C[,
de C, il savoir d - Il. Comme on il
nulles pour ( f 0, ct Il'U1'>; inver-ses. qui se trouvc-nt ù lc-xtérrcur elu cCTd.. (.' de rayon sont racines
de N(s) + ,O(s), En conclusion, ètallt donne' Il nrl nt r.urcrncnl pclu. II cxistr- ,cl-11 rnrin",",
de + (0(8) soient de module slIpe'nellr:, +< pour 0< ( < C.
Ce résultat correspond à I'munuon: lorsque f = 0, N + eD se réduit à N; et donc semble
posséder Il racines bornées. On s'attend cie plus à ce que celles-ci tendent vers les zéros de
N ce que ne dit pas le théorème précéclent el c'est effectivement le cas.
Théorème B.13 (zéros finis) Si "(J est mcirw de cl'ordre u, el si D("o) 0, il existe /-l
Jonctions C'" 01(f), 6),,( f) didinies sur un et telles que:
{"o+ (B.7)
constituent fi solutions de l'équation PI.,. f) = 0 pour e > 0 voisin de 0, les Z, étant les racines
uièmes de: - ,
Si D(.so) = 0, P( 80. f) = 0 pour tout f tconccluuion). el le développernenr ci-dessus se réduit
à.s o·
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Preuve: on pose,N(s) = [s - so)IJ-Q(s),Q(so) = N(IJ-)(so) i=0, et on effectue le changement de
variable: s = So+ f;; z destiné à "éclater" la singularité:
N(s) + fD(s) = fZIJ-Q(so+ f';;Z) + (O(so + (F(z,
Puisque So n'est pas racine de N + eD, N(s) + (D(s) = 0 équivaut à F(z, ,};) = 0 (on peut diviser
par <J.Or, F peut s'écrire de la façon suivante:
F(z, 1])= Zl'Q(so) + D(so) + 1]R(z, 1])
où R est un polynôme. Soient Zl ..• zlJ- les racines t-tlémes de Comme celles-cl sont simples, on
peut appliquer le lemme 8.9 à l'équation: F( z, 1])= 0 au voisinage de chaque (Zi, 0), ce t-t
racines de la forme: Zi+ 71<P, (71).En coordonnées (s, e), on obtient finalement: So + f;; zi + f;; 1>, ((;;). 0
Remarque B.14 (sur le signe de El Lorsque e tend vers 0 par valeur négatives, le théorème
s'applique en écrivant: N + eI) = N + (-é)( -D). De fait, les développements (B.7) ne
diffèrent au premier ordre qu'à partir de J1= 3. 6.
On a un résultat analogue pour les racines non bornées.
Théorème B.IS (zéros 11l'infini) St v = d - n > 0, il existe v Joncttons C= tPl (é), .. , tPv( é)
définies sur un voisinage de zéro à droite dans IR et telles que:
(B.8)
constituent v soluttons de l'équatton Pl s . f) = 0 pour e > 0 voisin deO, les z, étant les racines
uiêmes de:
Preuve: on fait le changement de variable s =(-;; z:
N(s)+cD(s) = (Nn+DdZv)Znf-'!;+(Nn_I+Od_IZv)zn-If-";;'-' + ..+No+Dvzv+Dv_IZV-lft+...+Dof
Comme on exclut le cas s = 0, on mel en facteur zn f-'!; dans le second membre, de sorte que N(s) +
cD(s) = o équivaut à:
Nn+OdZv+(Nn_lZ-l+Dd_lZV-I)(t+... + ..+Doz-n/'-t-"
ce que l'on réécrit sous la forme:
F(z"t):== u; + DdZv + ftR(z,ft) = 0
On applique alors le lemme B.9 au voisinage des (z;, 0) où les z, sont les racines lJiémes de On
termine comme pour les zéros finis. 0
Pour terminer, résumons la situation en termes de gain k.
Proposition B.16 (racines asymptotiques d'une droite de polynômes D( s) + kN (s) Lorsque
k:-> ±oo, les racines de D(s) + kN(s) se décomposent en:
• n racines bornées de la forme: 50 + O(lkl-';;) indépendamment du signe de k, où 80 est
ractne de N d'ordre li, d'une part.,
• le cas échéant lJ = d - n racines non bornées de la forme: 1kitz, + O( 1) où les z, sont
les racines vièmes de pour k: > 0, et de pour k < 0, d'autre part:
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B.l.2 Application à la stabilisation par retour de sortie.
Définition B.17 (stabilisabilité par retour de sortie à grand gain) Le système (B.l) est dit
stabilisable par retour de sortie P (resp /) à qranc: gain s'il existe un gain k-p> ° (resp kp > 0)
tel que le système (B.2) (resp (B.3)) sail srable pour LOWJ,:p > J,:? ou l.:p < -kp (resp k1 > kj
ou k1 <
Il s'agit donc de raire en sorte que les racines de D(::;) + kN(s) lresp + kN(s))
soient à partie réelle strictement négative. Pour ce qui est des zéros finis. la proposition
précédente montre que dans les deux cas Pou I. une condition nécessaire et suffisante est
que le polynôme N soit stable [minimum dc phase). Pour les zéros à l'infini. plusieurs cas se
présentent suivant la valeur du degré reluuf Il en boucle fermée. Considérons tout d'abord
le cas P. Si IJ = cl - 1/ = n'y de zéro à l'infini et la question est réglée. Pour
el est strtctement négat ü, et il suffit de choisir 1:assez
le sisne adéouat. Pour IJ = 2, les racines carrées ;'1 et Zz sont
auquel cas on ne peut conclure sans calculer
le terme constant contenu dans le Enfin, pour IJ 2: 3, l'une des racines cubiques
est nécessairement fi partie réelle postuve. el la stabilisation par retour P à grand gain est
impossible. Le cas du retour 1se dèdutl des considérations précédentes sachant qu'à la droite
sD(s) + L'V(s) est associé: 1/ = ri + 1 - 1/ [le retour 1 augmente le degré relatif d'urie unité),
Finalement:
Proposition B.18 (stabilisation par retour de sortie à grand gain) On considère le système
linéaire SISO causal (B.l) de degré re/a/ir Il 2: 0, el 011note ;1'11 et Il, les cOIc;f]îcients dominants
respectifs de J'v" el D. Lorsque N l'SI slabl,,· minimum de phase-, on se trouve dans l'un des
cas suivants:
• si 1/ = 0, le système l'SCstahilisahl« par retour de sortie P à grand gain de signe quel-
conque, ou 1 à grand gain du signe de .Y" D.I •
• si 11 = l , le sustème l'SI swbilisable par retour de sortie P à grand gain du signe de lVnD d ,
mais 011 ne peul conclure pour le retour l,
• si 1/ = 2, on ne peUL conclure pour lé' relOln mais Lesystème Il 'l'si pas stubilisable par
recour 1 à grand gain,
• si Il 2: 3, Lesystème n'l'SC pas stabitisabu: par relour de sortie P ou 1 à grand gain,
et, le cas échéant, La non slubilisahili/(;, prouient exclusiuemenl des pôles à l'infini.
SUV n'l'si pas slalJ1e· lion minimum de phase le sljstème n'est janiais stabiLisable par retour
de sortie P ou 1 à grand gain. et ceci prooietu des pôïes jinis.
Remarque B.19 (sur la déstabilisation par retour intégral) De Jaçon générale, l'utilisation
d'un retour 1 introduit un pôle fi l'inlîni supplémentaire cl il se peul que le système commandé
soit instable, même 10rsCJue ll' S!/S/l)1111' de déport est stable. L'exemple académique suivant:
N = oS+ 3. D = (.> + 1)2 sera lraiLé ci-dessous f:::.
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B.1.3 Développements asymptotiques.
Dans certaines situations. on est amené à pousser les développements asymptotiques (B.7) et
(B.8). L'indétermination des cas lJ = 1,2 dans la proposition précédente fournit un exemple
d'une telle situation. La méthode est simple: Il suffit de calculer les termes d'ordre supérieur
intervenant dans le lemme technique général B.9, puis d'appliquer le résultat à l'équation
F( z , 1])= 0 dérivée de P( s, e) = 0 avec le changement de variable adéquat (cf démonstrations
ci-dessus). A titre d'illustration, étudions le cas v = 2 de la proposition B.18.
Lemme B.20 (zéros Il. l'infini, cas v = 2) Si v = d - Tl = 2, et si NnD d > 0, les deux zéros
à l'infini de D(s) + kN(s) admettent le développement suivant lorsque k --> -l-oo:
Soo = ±iffiVk- _N;:l) +0
à l'aide de (B.5], on complète aisément le développement du lemme 8.9:
(B.9)
G(z)+TJH(z,l)=O (8.10)
Par ailleurs, l'équation des zéros à l'Infini dans le cas lJ = 2 s'écrit:
F(z,l)) =N; + DdZ2+T/(N:- 1 + Dd-tZ) + TJ2R(z,l))
En prenant G(z) = Nn + DdZ2,on obtient en Zo = ±iw, W2=
_ = _ = _ = _
d'où le résultat en reportant dans (RIO).
Exemple B.21 (déstabilisation par retour intégral) On prend N = s + 3, D = (s + 1y, d'où:
kN(s) + sD(s) = k(s + 3) + (S3 + 2s 2 + s + 1)
Re(soo) = G-D+O(/f) = +0 (7k)
qui est bien> 0 pour k > 0 assez grand.
Nous sommes maintenant à même de compléter la proposition B.I8.
<>
Proposition B.22 (stabllisation par retour de sortie 1 grand gain, compléments) Dans les
conditions de la proposition B.18 et lorsque NnD d > O. les trois proposUions suivantes sont
équivalentes:
(i) 1/ = 2 et le système est stabilisable par retour de sortie P à grand gain,
(li) v = 1 et le système est stabilisable par retour de sortie l à grand gain.
(Ui) D d - l _ Nn_l > O.
u, s;
Preuve: on applique (8.9) à D(s) + kN(s) pour le retour P, et à sD(s) + kN(s) pour le retour 1. 0
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B.2 Etude asymptotique du signe de Re (D(s);{;V(sJ.
Application au retour Proportionnel Intégral.
8.2.1 Réflexions préliminaires sur le calcul des gains P et 1.
L'idée la plus naturelle consiste à calculer le .l;ain proportionnel de façon à obtenir un système
intermédiaire (B.2) stable, afin d'appliquer ù ce système un retour 1. Cependant, nous avons vu
ci-dessus que le gain intégral ne saurait ètre choisi quelconque, sous peine de déstabilisation.
A cet égard, il est intéressant de remarquer que. conformément à l'intuition. ceci ne peut
arriver pour de bibles gains inté:;!;raux.
Proposition B.23 (non déstabilisation par retour intégral â faible gain) Soit D st.able de deg-
ré d, N de degré 1/ ::; d et P(.,.I,) == .,DI.') + kS( .,). Il existe 1.." > 0 tet que Pts. A:) soit
stable pour tout 0 < IA'I < k' auec 1.. du signe de D(OUY(O) si D(O)lv'(O) !- 0, el de signe
quelconque sinon.
Preuve: on prend ecru- lois diredenwnt ( = k d l'on applique' les résultats de la section précédente:
le c1e:!!rérelatlf rle s Ui «1 -l- (NI., l valnnt iCI 11- (cl+ 1) < O. li n'y a pas dt> zéro" l'infini. et les zéros
f) qUI sont stables par hypothèse, et 0 dans le cas
N(O)D(O) oF O. qUI de !!lit csi srmplc. l'our lever t'mrlctcrmtnauon , on utilise le- développement (B.7)
qui pour Il = 1 est VAlable' quel que- SOli le slgn{' de r:
Lorsque l'on commence par stabiliser le système de départ par un retour p. la proposi-
tion précédente appliquée au tnterruèdtaire se traduit par l'existence d'une borne
supérieure de gains intégraux associée à chaque gain proportionnel /.:P. Intuitive-
ment, plus on prend k l , grancl el plus on don récupérer de marge pour le choix de /.:[. On est
alors en droit de se poser la question suivante: existe-t-tl un gain proportionnel fini /.:'P* qui
convienne pour tous les A'/ (cie signe Ilxé). ou encore tel que:
Une réponse trés partielle peut êlre dérivée du développement (B.9).
Proposition 8.24 (stabilisation par retour PI â grand gain intégral) Dans les conditions de
la proposition B.18, lorsque de pius X est stahle, l' = 1 el JV" D J > O. le Sils/ème est stabilis-
able par retour Pl à grand gain intégral si, el seulement si:
B.2 Etude du signe de Re (DI ;!;L )).Application au retour PI.
d'où la condition de stabilisabillté par grand gain intégral: kp > kj,.
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Cette proposition constitue une alternative - à gain proportionnel plus faible - au résultat
que nous allons établir: l'existence d'une borne ky; convenant pour tout choix de gain intégral.
Dans ce cas, le système intermédiaire (B.2) doit vérifier une propriété plus forte que la stabilité.
B.2.2 Fractions rationnelles positives réelles et retour intégral.
Définition B.25 (fraction rationnelle positive réelle) Soient N et D stables, de degrés ri et
d lels que: lJ = d - n E {-l, 0,1} et à coefficients dominants N n et D d de même signe.
H( 3) = est alors dite (strictement) positive réelle lorsque de plus:
\/8 E C, Re(3) 0 =} Re(H(3)) > 0 (a.i i)
Cette définition appelle quelques commentaires. Tout d'abord, l'adjectif strictement sera
toujours omis et sous-entendu dans la suite. Ensuite:
• l'hypothèse D stable se Justifie par le fait que H doit être définie (et donc holomorphe)
pour Re(8) 0:
• l'hypothèse N stable se justifie principalement par la remarque suivante: si N (80) = 0
avec Re( 80) > 0, (B. Il) ne peut être vèrtflé, car la partie réelle d'une fonction holomorphe
change de signe au voisinage d'un zéro. En supposant N stable, on impose de plus que
N n'ait pas de ractne sur l'axe imaginaire; ceci a l'avantage de permettre la propriété
suivante: est positive réelle si, et seulement si l'est, qui s'obtient en remarquant
que: =
• enfin la condition (B.ll) impose 11/1 -::1 et NnDd > O. Prenons par exemple 1/-::O. En
divisant N par D, on obtient: = Q + où Q est un polynôme de degré -lJ 2 0 et
une fraction rationnelle de degré relatif au moins égal à I, holomorphe sur le demi-plan
droit. Defait:
= + 0(3 Ivl- 1 ) )
au voisinage de l'infini. En prenant 3 = pc iO• Re(slv l) = plvle'lvlO qui garde un signe
constant sur le demi-plan complexe droit si, et seulement si: 11/1 -:: l , auquel cas ce signe
est celui de NnD d qui doit donc être positif. Si 1/> 0, constdérer jj ,
La caractérisation suivante permet en pratique de ramener le test de la propriété (B. Il) à
l'élude d'une fonction d'une vartable réelle.
Lemme B.26 (caractérisation) Dans les conditions de la définition B.25, (B.II) équivaut à:
\/w E IR, Re(iw) 0 =} Re(H(iw)) > 0
Preuve: il s'agit bien sûr de montrer le caractère suffisant. Prenons par exemple 1/ O. Au voisinage
de l'infini (voir commentaires ci-dessus):
Re = + 0
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qui est, pour Isiassez grand et > 0, du signe de ("esl-à-dm: strictemcnt positif à cause de
l'hypothèse de signc sur l'axe nnaginair<', 0 pour lin So à droite, Soit
alors R > Isoi {Izl =: Ret Re(z) > O},
T =: {iuJ, w E [- U, R]} el -.J. [c dcmi-dtsquc aSSOCll', Sur =: CUI, > 0 et d'après
le principe du maximum, Re( 11(s)) possède lin munrnum sur"E qui est atteint sur Dt::., donc> 0, en
contradictionavee l{c(ff(,so)) S; 0, 0
Exemple B.27 (dImensIon d =: 2, degré relatif 1/ == 1) On se donne IV(s) =: S + N, et D( s) =: S2 +
D,» + fJ2 stables, c'cst-à-drre S,. D, el O2 > 0, est elu sign" de: ReDN, Calculons:
est> °pour toul ",' SI, cl seulement SIl), - <>
Remarque B.28 (stabilité et passivité) Les fractions rationnelles positives réelles sont ex-
actement les [onctions cie transfert cles systèmes linéaires clits passifs. Pour plus cie détails,
voir par exemple 1221. ch.ô. L'exemple prèdédc nt montre ainsi que la passivité est une pro-
priété plus forte que la stabilité f:,
L'intérêt cles fractions rationnelles positives réelles réside clans le l'ail que la stabilité du
système S1S0 associé est dans ce cas robuste à tout retour intégral, pourvu simplement que
le gain possède le signe adéquat.
Proposition B.29 (non déstabilisation des systèmes positifs réels par retour intégral) Si P(8) =
8D( s) + IdV (s), avec positiue réelle itesp néqatioe réelle) el Il = d - IJ =0 ou 1, alors P
est stable pour WUI 1.. > 0 (res}J 1.. < 0).
partu- ]"(TII,,:;:, O. Comme J) l'si stable, D(so) 1= 0 et:
d'où contradrcnon SITi-B cs: posurvr- reelle > 0 (l'es!, réelle et k < 0). 0
Remarque B.30 (réciproque) La réciproque est fausse, comme le montre le contre-exemple:
N(s) = (,' + If D(,,) (,' + IO):l Cil effet, 011 + kN(sJ stable pour
tout" > 0, mais il existe des valeurs de .,. > 0 qui < O. Ainsi, la passivité
est une propriété strictement plus Iort.e qUE la f:,
B.2.3 Application au retour PI.
Le lemme précédent montre que la quest ion cie la stabilisauon par retour PI de gain intégral
quelconque se ramène à pouvoir renclre une fraction rationnelle positive réelle uniquement
par retour P, et l'on sail que dans ce cas, le système bouclé est stable.
Proposition B.31 (passivisation par retour proportionnel de sortie) Soient."Y(s) etD(s) de
degrés TI el cl lets que: 11 / 1 =: Id III l , el soient .Y" el D', Lescoeifîcients dominants, Alors,
siN est stable:
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• si NnDd > 0, est borné inférteurementpourRe(s) 2:0, et est positive
réelle pour k > k* = - infwER
• si NnDd < 0, est borné supérieurement pour Re(s) 2: 0, et - est
positive réelle pour k < k* = sUPwER
Dans les deux cas, les bornes k: sont optimales, au sens où les demt-droites de gains associées
sont maximales.
Preuve: en effet. comme lui= Id- ni S; 1, est du signe de pour Isiassez grand tel
que Re( s) > 0 (voir démonstration du lemme 8.26], donc borné inférieurement sur le demi-plan ouvert
Re(s) > 0 - et par continuité pour Re(s) 2:0 -lorsque NnDd > O. Par ailleurs:
sgn Re D(S):(:N(S) = sgn Re D(S):(.:;(S) = sgn (k +Re
Supposons par exemple NnD d > O. Alors:
Re > 0
et est positive réelle si, et seulement si:
k > _ReD(iw)
N(iw)
k > -Re = - Re
Si NnDd < 0, on applique ce qui précède au couple (D, -N).
Nous pouvons maintenant récapituler les résultats obtenus en termes de retour PI.
Proposition B.32 (stabilisation par retour de sortie PI) On considère le système linéaire cau-
sal SISO (B,i) de degré relatif v valant 0 ou l, et on note N; et Dd les coefficients dominants
respectifs de Net D. Si N est stable - minimum de phase -, et si NnDd > 0:
• (petit gain intégral) il existe kj, fini tel que:
kp > '* D(s) + kpN(s)stable,
et pour chaque gain proportionnel kp > kp. il existe kj( kp ) tel que:
• (grand gain intégral) pour tout gain k» tel que:
Jep > _
il existe kl( kp ) tel que:
k] > ki(k?) '* .sD(s) + (sk p + kr)N(s)stable:
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• (gain intégral quelconque) il existe k;,' jin! lei que:
le choix: - Re :::; étant optimal, et:
Si 1'1n'est pas stable. kj, =
Enfin si .:VnDd < O. en changeant N en -N et chaque gain en son
opposé.
Preuve: il sufflt d'appliquer sueCCSSlvelllcnl le" proposruons n.18, 13.23, 8.24 cl 8.32.
Remarque B.33 On retrouve bien la condition de par grand gain intégral de la
proposition B.24. En si 11 = J el N"D./ > 0: = (CI,'; + :3) + avec R de degré < TI
et. fJ= -l.p. D'où: = -1..- + O( =-), ce qui implique en faisant tendre ",-'vers l'infini:
lep lep.
B.3 Critères de stabilité des polynômes.
B.3.1 Résultats classiques.
Le lecteur est invité à consulter [261 pour un exposé complet de la question. Soit:
\( = :' + \ 1:" + + \"
un polynôme à coefficients réels. Rappelons toul d'abord une condition nécessaire de stabilité
bien connue.
Théorème B.34 (condition nécessaire de stabilité de Hurwitz) Pour que toutes les racines
du polynôme :d:::) aient des panies réelles ssrictement positives, il fout que les coefficients
Xl soientlOlis slrictement positifs. Celle condilion esc suJJisante uniquement dans le cas
TI:S 2.




H= 0 \1 \:10 J \2
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Théorème B.35 (critère de Routh-Hurwitz) Toutes les racines du polynôme Vez) ont des
parties réelles strictement néuatioes si el seulemenl si !DuS les mïneurs prù1cipaux de la matrice
H sont strictement positiis:
6. n = det(H) > 0
(B.12)
Remarque B.36 Le critère de Rout h est totalement équivalent à l'énoncé précédent. mais ce
dernier a l'avantage de laisser plus de liberté à l'utilisateur pour le calcul de la "colonne de
gauche du tableau de Rout.h" dont les coefficte nts sont justement les 6.,. 6.
Même lorsque les coelûctents \' sont afflues en les paramètres que l'on dèsire régler, les
inégalités polynomtales que l'on obtient peuvent être complexes. Il se trouve que lorsque
les sont strictement positifs (condition nécessaire de Hurwitz], ces inégalités ne sont pas
indépendantes, et le critère suivant. peu connu, permet de n'en considérer qu'une sur deux,
ce qui en pratique peut s'avérer trés utile.
Théorème B,37 (critère de Liénard et Chipart) Toutes les racmes du polynôme X(z) ont des
parties réelles strictement néqauces si el seulement si l'une des quatre conditions équivalentes
suivantes eSIl!érijiée:
I! \" > O. > O. 6. 1 > O. 6.3 > O.
2) v.,> O. \"-2> O. 6.2 > o. 6. 1 > O.
3) \n > O. \,,-1> O. \" :J > O. 6. 1 > 0.6.:1 > O.
41 \,,>0. \,,-1>0. v.. 3>0. 6. 2 > 0 . 6. 4 > 0 .
(B.13)
8.3.2 Comparaison avec l'approche asymptotique.
Bien que les résullats ci-dessus puissent conduire à des calculs complexes, ils ont le mérite
d'être exacts. Si nous reprenons la problérnauque de la première section stabilisation d'un
système linéaire SiSO par retour de sortie -. la proposition B.18 affirme par exemple la sta-
bilisabilité par grancl gain dans le cas déphasage minimal et degré relatif l, mais ne donne
aucune indication quant au choix cie la borne inférieure de gain J..' L'application du critère
de Rout.h-Hurwitz permet en revanche cie spécifier la borne optimale théorique, ce qui con-
duit en pratique ù plusieurs bornes expltcrtement calculables en fonction des coefficients du
polynôme de départ.
Proposition B.3B Soil P; ".I.. ! = D(., 1 -t LY (.,). al!ec D normalisé de degré ri et N stable,
de degré ri - 1 à coejjicien: dominant Pour (QUi 1 = 1 ... d, on note 6.,( k)
le mmeur principal d'ordre 1 considéré comme polynôme en s à
coefficients dépendant de le, Les l..) éwnl des poiunomes en k, de degré i, on note aussi:
= max {J, E IR. 6.,(1,,) = o} et l:' = max{J.,; i = 1 . . d}
Alors, Pt s . k) l'SI stable pour LOul1, > 1,- el la borne k' ainsi calculée est optimale au sens
où il n'existe pas de borne slriCletrlenl inférieure possédant cette propriété.
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Preuve:
affines en 1.:. Comme par dèfiruLIOn, est racine rèelk- de l'un des LI." l'une des inégalités au moins
du critère cie Roul h-l lurwitz n'est pas salIslallc: donc SI k* convient. il est optimal. Or. il est sûr par
construcuon que chnquc garde un slg:nc «onst.mt pour k > k', ct ce signe est celui du eocflleient
du terme de phrs rmu! Llegri' c n h:, l'our obtenir le monôme- dorrununt, il suffit en fait de ne conserver,
dans chaque lJgnc ou colonne, que ks rer mc ries l'JlIS 1];IUI (11<,.'(re, en i occurcncr- 1. Plus précisément,










oû 71""_1(1.:) est un polynnm« d'ordre au l'lus 1 - 1 en k. el:
"Tl 1T1ITl"lll" nr-n-rc-trinl de la rnntrrc-c- de Hurwitz assocll'" ail polynôme N(s) (pour i = 1. on
l'ar hypothèse. N, > 0 ct N(,,) est stable, ce qui d'après le critère de
> 0 l'our toul 1. De l.ut , le eoenlcien! ,l, de l,' dans 2..;(k) esl bien
k* 0
Remarque B.39 Il peul évidemment exister des gains stabilisants k < k* mais la proposition
affirme que dans ce cas. il exisle au motus 1111 .galll J,.'déstabilisant compris strictement entre
k et P Du point de vile de la robustesse, il esl evidemment plus avantageux de disposer d'une
demi-droite de gains pluiôl que d'un tntervalle dont les bornes réelles peuvent se trouver bien
plus proches que le calcul ne I'avau latssè prévoir. 6,
D'un point de vue pratique. on ne connaît certes pas les 1.:; Plutôt que de résoudre les
équations polynomiales D,lI.:) = O. dont les solutions peuvent être très sensibles à une petite
variation d'un coefficient, il vaut mieux utiliser l'une des nombreuses majorations possibles
des racines d'un polynôme en fonction cie ses coefficients. Il est clair que plus l'estimation
utilisée sera fine. el plus la borne effective calculée sera proche de la borne théorique k*
Nous donnons pour terminer quelques estimations aisément calculables, Soit x., une racine
quelconque du polynôme \! ,) ==-;" + \ (.,'- 1 +- ,. \' :
_ Isol:::; Il maxt r. 1\11. 1\,,1),
-I.soi 1,,1 \,,1-;';) pour tout n-uplet (II 1,,) de réels> 0 el tels
B.4 Conclusion.
• Isol:::; max( ) dans le cas de coefficients \, réels et > o.
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Les deux premières inégalités proviennent de majorations des valeurs propres d'une matrice
appliquées au cas de la matrice compagnon associée au polynôme X. et les deux dernières se
trouvent dans 121J (ch. JI p.55).
B.4 Conclusion.
Si l'on se pose le problème de réglcr les gains d'un retour de sortie PI de façon à stabilIser le
sytèrne commandè (B.4l. il ressort de cc qui prècéde que la méthode du critère de Routh fonc-
tionne dans tous les cas, mais peut conduire il des calculs sufûsarnrnent inextricables pour
la rendre en pratique totalement Inopérante. Ce constat Iatt tout I'rntérët de l'approche dite à
grand gain dont les indications asymptotiques peuvent permettre d'orienter la recherche des
gains.
Un premier résultat est que la stabilisaiion par retour statique de sortie à grand gain ne
peut fonctionner que si le système est il minimum de phase, et si le degré relatif ne dépasse
pas 2 3 Celle derniére condition est presque toujours vérifiée pour les modéles donnés en
représentation d'état, dont le degré relalifgénérique vaut 1. Dans ce cas, on peut:
• soit chercher ù rendre le système passif par un retour proportionnel, avec une condition
du type loI' > kÎ:: le calcul cie revenant à minimiser une fonction sur R -, de façon
à pouvoir ensuite appliquer un retour intégral de gain quelconque,
• soit stabiliser le système par un retour proportionnel et appliquer un retour intégral de
gain petit pour conserver la stabilité,
• soil utiliser un retour proportionnel intégral à grand gain intégral.
Lorsque l'on passivise, les calculs sont simples, mais peuvent mener à un gain proportionnel
trop important provoquant en pratique la snt urut ion permanente de la commande, Les deux
autres solutions sont dépendantes du cruère de Routh pour le calcul effectif des gains, le choix
de l'une ou l'autre étant lié à l'importance des biais auxquels on peut s'attendre en pratique,






La méthode dite de Projection consiste à étudier les bifurcations des systèmes dynamiques
paramétrés par projection sur les directions non hyperboliques, à l'aide de développements
limités par rapport à des coorclonnées sutv.uu ces directions, On se propose tet d'appliquer
cette méthode au cas d'un système Y = F(S. /1) présentant une bifurcation col-nœud, Au-
paravant, quelques rappels élémentaires cl'all(èbre linéaire précisent la notion de vecteur ad-
joint, propre ou non, Pour tout cornplérueut. se reporter à [31],
C.I Rappels d'algèbre linéaire.
C.l.I Notions de vecteur adjoint.
La notion de base adjointe est utilisée en optique el en cristallographie (réseaux conjugués),
Elle permet d'écrire les projections sur les axes cie coordonnées comme des produits scalaires,
ei conduit directement à la notion. plus générale. de vecteur adjoint à un vecteur par rapport
à un supplémentaire,
Lemme C.I (Base adjointe) Soil ( 1 ( " ) une base de [Rn Il existe une et une seule base
(fI, ' . fn ). dite adjointe, telle Cille:
I,Ii = 1 1/. Vi = 1 1/. < C,' fi >= b,}
Si (é;. . est la base duale de ( l' . ( " ), f: =< fr' . > pour tout i,
Pour ) lixè . fi csl solullOI1 (l'un une.ure dont le dêlernunant est ùcl( CI,. , en). Si
./: = .1;1e, + + .l' ,.eIl' < i, . .I' >= .r 1 <. i.. ( 1 > + < fi. c Il >= .r, =< ci. :l' >. 0
Corollaire C.2 (Adjoint d'un vecteur par rapport à un supplémentaire) Sail f' E [Rn et E
de dimension 1/ tels que: [R" = [R, i E. un seul vecteur f E El- dit adjoint à e
par rapport à E. lei que: < c • r 1. désigne la projection sur [Re parallèlement à E.
on a alors:
Vr E IR""1 1/1.1') =< r.,. > f
Ann. C Méthode de Projection.
Preuve: Pour l'e-xislenct' do f. un ChOISI! UfH' hase dl' l: cl on apphque Ie lemme précédent,
on peut écrire Clpriori: pf(.I') = 01, Il' produit sca lairc par f dorme alors 0 =<
Par ailleurs, il semble naturel de définir une notion de vecteur propre adjoint comme étant
vecteur propre de l'opérateur adjoint.
Lemme C.3 (Vecteur propre adjoint) Soir ...J. un opérateur linéaire dans IR:n, et il l'opérateur
adjoint par rapport au produii scalaire standard. Si /\ esl caleur propre de .4., ), est valeur
propre de A' On appelle alors uecteur propre adjoint associé à /\ tout vecteur propre de
associé à-\.
Remarque C.4 On dit aussi vecteur propre Ù ,!!;auche à cause du fait que clans une base
orthonormée et pour un opérateur réel. la matnce cie l'opérateur adjomt est la transposée:
.4'.e* =' '...J..
C.1.2 Cas d'une valeur propre simple.
Les cieux notions ct-dessus sont liées, et cie tacon tout à-fau élémentaire dans le cas cI'une
valeur propre simple. lsolous tout d'abord un lemme d'intérêt général.
Lemme C.5 (Sur les opérateurs de co rang 1) Sail ...J. un opérateur linéaire dans IR:n de rang
n - 1. ALors:
IR" = l<er.-\.·j·lm.-l.
Preuve: On a dc]à: rhrn KerA + dun Im.] = 1 + (n - 1) = n. SOli ( Id que: KerA = IRE, vecteur
propre adjoint Id quc: < r " p >= 1. cl .'1= rï r" = . \.1'E Kcr.] n Im.l. Alors:
< e*.y >= CI =< >= 0, dl!:=' a. Dune: KC'r.\ n 1111.\ = (a).
Proposition C.6 (Sur les valeurs propres simples) SoU .-l. un opérateur Linéaire dans IRn À
une oaleur propre simple ussocïée- au l)l'Cleur propre ('. el (. un vecteur propre adjoint au sens
du Lemme C.3 vérUianl < ( '. ( >= 1. Alors:
et e" est adjoinc à ( par rapport à Iml.-\. - ,\1tl1 au sens du Lemme C.3.
d'après le lemme C.S, on a la diTomp""'"lon !il" = I(l'r(jj - Àld) Im(J1 - Àld),
avec Ker(A - Àfd) = Il suutt dl' vcrrl ic.r que ( 1. 11l1(A - À/d). Soit donc: y = Ax - Àx.
< c"; y >=< - ,\,' ..1' >= a l'al' (. l'st ver-n-ur proprl' adjoint assocIé' à À, d'où la conclusion. 0
Remarque C.7 ne rait que
toul opérateur linéaire en dimension Iinic:
M=A-Ud.
propriètè suivante. valable pour
avec clans le cas présent:
Nous utiliserons ce résultat clans le cas /\ = 0: si ( est vecteur propre (à droile) associé à
la valeur propre simple 0, il cxrste un unique vecteur (' vèrifiant:
{ '.': [mA t
avec en particulier pour tout .1' E IR:'" < (. .-l.1 O.
(c.r)
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C.2 Méthode de Projection et bifurcation col-nœud.
Rappelons tout d'abord les condtuons cie bifurcation col-nœud par rapport à 11 en 11 = 0 pour
les équilibres du système.Y = Fi .Y. /1) tel que F( 0.0) = 0:
(CNl) corang D,F(O.O) = 1 avec ( (resp. (') vecteur propre (resp. vecteur propre adjoint)
associé à la valeur propre 0,
(CN2) < >1' 0,
(CN3) < c*, >1'0.
La Méthocle cie Projection va permettre de retrouver le l'ail bien connu que sous ces hy-
pothèses, cieux équilibres apparaissent ou disparaissent simultanément lorsque 11 traverse la
valeur O. On Ilote 5 l'ensemble des équilibres:
5 = {(.\. /1) E IR' x IR: F( X. 1/) = O}
Nous commençons par un lemme dont la démonstration ne relève pas à proprement parler de
la Méthode de Projection.
Lemme C.B Sous les conditions (CNl) (CN3), 5 est une courbe. c'est-à-dire une sous-variété
de dimension 1 deR,,+1 en(O.O).
Preuve: d'après le 1héorèrnc- dcs [onC[IOIlS nnphcucs (local), il suffil cil"vénfier que le jacobien total:
est cil"ranu nlcm -(:l!al ;,'1 Il - au pouit t O. 0) [que nous omettrons désormais de préciser). Nous
d(' vccte ur annulateur à ou plutôt, ce qui revient au
même, 'lue est injcclIi. l)"I(lri:s (eNl) cl les rappels d'algèbre linéatre ci-dessus, IRn est
somme directe orthogonale dc ::;l(' cl dl' Im/)y l ' SOIt donc ,l" = (If' +11' tel que:
En parucultcr, (U,I")',!,' = (/)y1")'y' = 0,
tout supplén1cntallT<le son noyau IR(" II reste donc:
résume il: (1 < (' *(0.0) >= 0, d'où: (J = UU;}J'I'cst"'l""J, Cl
Nous pouvons maintenant passer au résultat annoncé.
Proposition C.9 (Méthode de Projection et Bifurcation Col-Nœud) Dans le cadre des hypo-
thèses (CNl) (CN2) (CN3), el pour lOlll purattietruqe local régulier (X(f).lI(f)) de la courbe 5
véri)iant (X'( 0). /l'i 0)) l' (0.0), on a les déueloppement.s:
avec _\'I l' 0 colinéuire à (' el /12 = /I"( 0) 1'0. En particulier, 5 est équicalente en (0.0) à une
parabole tangente à ['ftljperplan Il = 0 dans IR"+ 1
De plus, le délerminanl de la Illatricejacobienneà l'équilibre: c1etD,F(X(f).u(f)) change
de signe torsque f frauerse la l'a/ellr 0, el la ualeur propre /\( f) nulle en 0 traverse ['axe des
Ann. C Méthode de Projection.
dei D"F(X(f).II(f))I,=üX(OI
imaginaires purs en a auec une otiesse non nulle: Xia) cf a, Plus précisément, sous les
hypothèses (CNl) (CN3). (CN2) équiualll à la tion-nulïité de l'un quelconque des deux nombres
suiuants:
Preuve: On pose a l'non:
S(r)
avec par hypothèse (X 1 • il 1 )
vcnts'obtcniren résolvan: 'u""'"'''''''' "'1"""""
régularité des solutions par rapport ;, <' -'- S, esl alors llire"lelllenl hénl,:" du champ F
Ceeiélant,dénvons Il ne Iois pnrrnpport n .' [""luailoncll'dc'l1nlllon: F(.\'(c).u(E)) = 0:
(C.2)
ce qui donne en (0,0):
Usl'S: -i (C.3)
On fait alors le procluu scal.ur« aW'I' r ' . projccuon .uüm- -st.t r J:Id n-cct ron de {, d'où le nom de la méthode:
d'où: il, = 0 en uuhsant d'une pari l'hypof hœ«: (CNl) il trnvcr-, Ir' lait que C· est vecteur propre adjoint
(voir les rappels). el d'autre- pari l'hypothèse (CN3). l':n remplaça ni dans (C,31. on obtient: Dx F.X 1 = 0,
d'où:
avec CI cf0 putsque par hypothèse- III) f- (0.0),
Pour atteindre les termes d'ordre 2, on d'TIVl' une secondc lOIS l'equation d'équilibre, c'est-à-dtre que
l'on dérive une lOIS ",'quai Ion (C.2):
D x I' .\, I/( c ) -t- 1/' + U\ 1'.\,'2 + VU'2 = 0 (CA)
d'où en (0.0), compte tenu dr- 1/[ = Del SI
(C,5)
112 s'obtienl nlors dc nouveau 1"11'projc-c-Itcn , «n uuh-cint dl' plus la conrliuon (CN3):
d'où le resultat recherché' gr:ke ce-Lte- JOI" Ù (CN2): 1/, f- 0,
C.2 Méthode de Projection et bifurcation col-nœud.
la v.ucur nronrc AI CI qui s'annule en ( = °est
rloru- IUl:ISS()('WrUI1 vel'Ll'lIr m-orn-e ri,l regulier qui coïncide avec e
et par produtt scakurc aVl'e ( J
cc qui permet d'interpréter (CN2) en dlsalll <[1H' la valeur propre 'lui s'annule traverse l'axe des imagi-
naires purs avec une vitesse non nulle.
Pour finir. ér-nvon ..... 1<' de Id m.uru«: jacobienne sous la forme suivante:
où /\(.-) représente le produit de routes les autre" valeurs propres, D'après (eNl), A(O) oF 0, De plus.
A(() est régulier en ( comme- (out polynom.- symrtrique de-s autres valeurs prupres 1 et on obtient. par
dértvauon:
:\(0),\'(0) "- 1/\'/1.1."'.(/.("",-;,
ce qui montre bien que le-d"tennl11ant <le la mat nec- [acobtcnne change de signe cn ( = 0,
Remarque C,lO Dans [31], on choisit drrecterneru f =< c"; X .>, ce qui est possible a poste-
riori puisque l'application de changement de paramètre: o : f ...... < f'. X > est inversible en 0
0'(0) =< e ", X'(O) >= (\ i 0, Gèométnquement, cela revient à choisir comme paramètre
la coordonné suivant r , c'cst-a-drre la dtrecuon propre non hyperbolique, en accord avec le
fait que la courbe d'équtlibre 5 lui est tangellte e n 0,
Si l'on fait mauu.enent le produit scal.ure par ( du développement de X, on obtient:
Pour f =< c'.X >.011 en déduit immédiatement _\1 = c, correspondant au chotx:o = l.
Il vient aussi: < r", X, >= O. 1 :2: 2, relations utiles lorsque l'on pousse les calculs pour
calculer les termes d'ordre supérieur.
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