Abstract: This study applied the odds-ratio (Penfield, 2008) , the multinomial logistic regression (Kato et al., 2009) , and the standardised distractor analysis (Schmitt and Bleistein, 1987) methods in the examination of differential distractor functioning (DDF) effects. Using data from the administration of one statewide mathematics assessment, these methods were applied to provide insight into two research questions; 1) whether the magnitude and pattern of the DDF effect is constant across all methods; 2) whether the pattern of DDF effects supports differential item functioning (DIF) findings. While some differences in results were found, all three methods present a viable option for use in improving test items included in statewide assessment programmes.
Introduction
It is estimated that the development costs for one item on a high-stakes, statewide assessment average $1,800 to $2,000, and this development process takes at least two years (Florida Department of Education, 2009 ). Prior to an item contributing to a student's test score, the validity of the item must be demonstrated. This validity is established through both statistical reviews, based on field-testing, and expert committee reviews.
Despite these safeguards, not all items perform in expected ways. In some cases, items are found to 'behave differently' among groups, after controlling for ability. This behaviour is known as differential item functioning (DIF) . If an item is found to have DIF, there is a statistical indication that the item may be biased, warranting further review of the item.
Items that are identified as having DIF are evaluated for the magnitude of DIF and the type of DIF. DIF in dichotomously scored items is said to occur in two ways -uniform and non-uniform. Uniform DIF occurs when the magnitude of the DIF is constant across ability levels, unlike non-uniform DIF, which occurs when the magnitude is not constant across ability levels (e.g., Kamata and Vaughn, 2004) . The magnitude of DIF is typically considered in categories of small, medium, and large, using different effect-size criteria depending on the method used. If the magnitude is small, little or no action is taken. If the magnitude is large, it is recommended that the item be removed from future test construction until it can be reviewed and judged as being an appropriate item. In some cases, the item is revised and field tested again. Central to this revision process is the identification of a possible reason for the DIF.
To identify possible item factors that may contribute to DIF, Schmitt and Bleistein (1987) extended the standardisation approach to assessing DIF developed by Dorans and Kulick (1983) . This extension was ultimately referred to as the standardised distractor analysis (STD) method. STD extends the standardisation approach by analysing all distractors, not reached, and omits, instead of only analysing differences between the correct and the total of all incorrect responses. Similarly, Green et al. (1989) advocated the use of information that can be garnered by examining an examinee's distractor choice. They proposed a log-linear method for studying examinee responses for group differences in distractor selection rates, which they named differential distractor functioning (DDF). Penfield (2010) showed, using an odds-ratio method (OR; Penfield, 2008) that DIF may be partially explained by studying examinee responses to item distractors.
The evaluation of DDF effects continues to be relevant to the study of DIF. Middleton and Laitusis (2007) used STD to determine if there were differences in distractor functioning between students with disabilities, with and without accommodations, in comparison to students without disabilities. A multi-step logistic regression procedure was used by Abedi et al. (2008) to explore differential trends in the selection of one of three distractors by students with disabilities. Kato et al. (2009) proposed the use of a multi-step multinomial logistic regression (MLR) approach as an extension of the logistic regression approach used by Abedi et al. (2008) to simultaneously evaluate DIF and DDF in reading assessments for students with disabilities.
Building upon this research, this study applied the OR (Penfield, 2008) , the MLR (Kato et al., 2009) , and the STD (Schmitt and Bleistein, 1987) 
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Methods
Data collected from the 2006 administration of the Grade 3 Florida Comprehensive Assessment Test® (FCAT) Mathematics were used in this study. The FCAT is Florida's statewide criterion-referenced assessment test in the subjects of reading, mathematics, science, and writing. In addition to state and federal accountability stakes, the FCAT is a high stakes test for students because student promotion decisions also are tied to FCAT results.
Of the 206,678 cases in the data file, 202,140 cases were used in this study after an analysis of missing data, with a distribution of 46% White, 25% Hispanic, 23% African-American, 2% Asian, 4% Multiracial, and less than 1% American Indian. Approximately 54% of these students were served by free or reduced-priced lunch programmes.
Data in the file included student responses to the same 40 test items included in the analyses (known as core items). While there are multiple test forms used in Florida, each test form contained the same core items. All test items consisted of four options. The option chosen for each test item was captured in the file, as well as an indicator of whether the response was correct (coded as 1) or incorrect (coded as 0).
This specific assessment was chosen because it was released to the public as an example. When an assessment is released to the public, all of the test items that contribute to a student's score (the core items) from the test booklet are released and those items that do not contribute to a student's score (field test and anchor items used in equating) are not released. Because the test items included in this study have been released, they are used freely in the appropriate sections to inform the results.
The 2006 Grade 3 FCAT Mathematics test design included the following specifications (Florida Department of Education, 2008):
• content categories -number sense, concepts, and operations (30%); measurement (20%); geometry and spatial sense (17%); algebraic thinking (15%); and data analysis and probability (18%)
• cognitive complexity -low (25-35%), moderate (50-70%), high (5-15%)
• 45-50 multiple-choice items, including field test or anchor items, depending on the test form.
FCAT Mathematics test item specifications (Florida Department of Education, 2005) require that all items "should not provide an advantage or disadvantage to a particular group of students" (p.2). The item development process includes several reviews for the purpose of identifying items that may not meet this requirement, including reviews for bias and community sensitivity. FCAT items that are accepted for placement on an assessment are field-tested and studied for statistical acceptability, including DIF. Items that do not function appropriately may either be deleted or revised. Items that are revised must be reviewed and field-tested again. DDF analyses are not conducted. The 3-parameter logistic (3-PL) IRT model is used for scaling FCAT multiple-choice items. The resulting item parameters are used in the determination of individual ability estimates, which are then placed on the FCAT score scale (Florida Department of Education, 2007) . FCAT scale scores are reported on a scale of 100-500. FCAT achievement also is interpreted using achievement levels, with Level 1 the lowest level and Level 5 the highest level.
The standard error of measurement (SEM) of the 2006 Grade 3 FCAT Mathematics ranged across the five FCAT achievement levels, with larger SEM values at the lowest and highest achievement level cut scores. The IRT marginal reliability was .927, and the reliability as measured by Cronbach's alpha was .900 (Florida Department of Education, 2007) .
All 40 items on the assessment were classified as having a small, or negligible, DIF rating, as measured by the standardised mean difference (SMD; Zwick et al., 1993) . This finding indicates that, for the comparison groups studied (females versus males, AfricanAmerican students versus White students, and Hispanic students versus White students), the DIF effect was found to have no practical importance, with a finding of statistical significance most likely due to the large sample size. It is expected that the DIF effect would be negligible for these comparison groups, since most items with larger DIF effects would have been removed during the test construction process.
DIF analyses
It has been proposed that the value of DDF analyses is primarily found as a supplement to a DIF analysis by item to investigate where in the test item the DIF may be occurring (Dorans et al., 1992; Penfield, 2010) . Given this, a DIF analysis was conducted first. Logistic regression was used for this preliminary analysis because the method provides indices of both uniform and non-uniform DIF (Swaminathan and Rogers, 1990 
where p e is the probability of examinee e to get the item correct, X e is the value of the matching criterion for examinee e, G e is the group indicator for examinee e, and (XG) e represents the interaction between X e and G e for examinee e. The FCAT scale score served as the matching criterion. To evaluate the magnitude of the DIF, the exponents of 
DDF analyses
As applied by Schmitt and Bleistein (1987) , STD was used to estimate DDF effects. The standardised p-difference, STD P-DIF, served as the index for assessing the direction and magnitude of the DDF for each distractor. STD P-DIF for distractor j was estimated by Pj R n = P fs (j) and P rs (j) are the proportions of focal group, F, and reference group, R, members, respectively, selecting distractor j at each score level s. It is the magnitude of the difference in proportions, or p-difference, between both groups at each score level that is of concern. The standard weight, w s , applied to both the focal and reference group proportions, was set equal to n fs , the number of examinees at s in the focal group. The FCAT scale score was used as the matching criterion (s) and score levels were not grouped so that the information was maximised and consistent across all approaches. The STD P-DIF values were transformed to the odds-ratio scale, an index referred to by Wright (1986) as α STD . The magnitude of the odds ratio was aligned to the Educational Testing Service (ETS) categories of A, B, and C, by Monahan et al. (2007) . Odds ratios greater than 1.89 are categorised as C+, while those less than 0.53 are C-effects. Odds ratios greater than 1.53 are categorised as B+, while those less than 0.65 are B-effects. Odds ratios greater than 1, but less than or equal to 1.53 are categorised as A+ effects, and those less than 1 but greater than or equal to 0.65 are A-effects. This classification was used in summarising the magnitude of the DDF effects.
The OR method proposed by Penfield (2008) served as the second method for estimating DDF effects. For the j th contrast function (i.e., the contrast between examinees choosing the correct answer, coded as 1, and the j th distractor), the conditional odds ratio across all FCAT scale score levels was estimated by 
Taking the natural logarithm of
provides an estimate of λ j , the natural logarithm of the conditional odds ratio of the j th contrast function. This transformation allows the interpretation of the DDF effect to be through a signed index where a value equal to 0 indicates no DDF for the j th distractor, a positive value indicates that the DDF favours the reference group, and a negative value indicates DDF favouring the focal group.
The final method considered was the MLR method, proposed by Kato et al. (2009 
where j = 1, 2,…, J and the log odds for each distractor was interpreted as the log odds to choose the distractor as compared to the correct answer. Two models were compared. The first model included the ability measure (X e ) under the assumption that there were no group differences. The second model included both the ability measure and group indicator (G e ). As in the other methods, the FCAT scale score (s) was used as the matching criterion and score levels were not grouped.
The coefficient for the group indicator was used to indicate the magnitude of the DDF effects in the model. To evaluate the magnitude of the DDF effects, the exponent of 2 j β was taken to place the values on the odds-ratio scale.
To judge the consistency of the DDF effect-size results for each distractor between the OR and STD approaches, and the MLR and STD approaches, correlation indices were used. These comparisons were made to the STD approach because it is a recognised procedure for DDF detection. To determine the consistency at the item level between STD and the other two approaches, DDF effects for each item were summarised after transforming the odds-ratio effect sizes to the log-odds ratio index. The summary data included the effect-size range, whether the effects were divergent in direction, and the mean effect size. Items were classified as having divergent distractor-level effects if the combination of effects included both a negative and positive effect among the three DDF effects within each item.
The statistical package IBM® SPSS® Statistics software (SPSS) 12 was used for the logistic regression, OR, and MLR analyses. SAS software (version 9.1) was used to generate item response frequencies which were then used in Microsoft Excel (version 97-2003) to calculate STD effects. Penfield (2010) found that a condition leading to uniform DIF is when there is a constant DDF effect across all distractors. In addition, he found that crossing DIF effects, which he distinguishes as non-uniform DIF effects that cancel due to differences in sign, can only occur in the presence of DDF effects that vary in sign. For items with significant uniform DIF, the item stem or correct option may be the source of the DIF effect. For items with significant non-uniform DIF, the distractors are likely the source of the DIF effect.
Relationship between DIF and DDF
Using the logistic regression DIF results, items that were found to only have significant uniform DIF effects were investigated for a constant DDF effect across all distractors based on the magnitude of the range. All items identified as having significant non-uniform DIF in the logistic regression analysis were plotted to determine if the non-uniform DIF was crossing DIF. In addition to plotting, crossing DIF was investigated through determining the direction of the DIF effect at each FCAT achievement level cut point.
FCAT test items are classified by the several item characteristics, including the item content category, cognitive complexity, item difficulty, and item discrimination. While these classifications primarily are applied to the item and the correct response, they also apply to the item distractors. Using these item characteristics and the DDF item summary statistics (i.e., DDF effect-size range, mean effect size, divergence), an analysis was conducted to determine if relationships existed.
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For items with large DIF effects identified through logistic regression, the utility of the information provided by the DDF analyses was explored with the assistance of a Florida Department of Education content expert. The exploration focused on the practical use of DDF results in the item revision process.
Results
Of the 206,678 cases in the 2006 Grade 3 FCAT Mathematics data file, a total of 3,871 cases were deleted from the data file because the demographic data collected during testing did not match the demographic data on the Florida Department of Education student database. These cases were deleted to ensure that the free or reduced-price lunch grouping indicator was measured with minimal error. In addition, 667 cases were deleted because an FCAT scale score, MATHSS, was not reported. For all analyses, students classified as participating in free or reduced-price lunch programmes (coded lunch = 1) served as the focal group, while students not participating in these programmes served as the reference group. The final sample included 202,140 cases.
An analysis of items with no responses indicated that the mean rate of no response was .324%, with a minimum of .06% and a maximum of 1.369%. These rates were considered minimal and not sufficient to conduct separate DDF analysis of 'no responses'. For the purpose of the DIF analysis, unanswered items were considered incorrect and included in the analysis.
DIF and DDF analyses
DIF results
Statistical evidence for DIF existed for all 40 items, which may be expected due to the large sample size. Thirty-four items had statistical evidence of small, uniform DIF (classified as A DIF). Thirty of these items also had statistical significance for non-uniform DIF, and 17 of these items displayed medium to large non-uniform DIF effects across the ability scale. The results for six items indicated only significant non-uniform DIF. For those items with significant non-uniform DIF, the magnitude of the non-uniform DIF at the four FCAT achievement level cut scores (253, 294, 346, and 398, respectively) was determined in the odds-ratio scale. The results of the analyses are provided in Table 1 .
The predicted probability of achieving a correct response was saved for each case and graphed for both the focal and reference groups. Evidence of crossing DIF can be seen when the odds ratio shifts from lower odds to greater odds, or vice versa, across the scale-score range. Figure 1 shows a graph of item #38, which supports the evidence of crossing DIF found in Table 1 . Figure 1 , as well as Figures 3 and 4 
STD results
While the effect-size estimates did range in size, none of the distractors were classified as having B or C DIF effects. The effect-size estimates are based on a comparison of response rates of the reference group to those of the focal group, and values larger than one indicate that the reference group has greater odds of selecting the studied distractor. Values less than one indicate that the reference group has lower odds than the focal group of selecting the studied distractor, controlling for ability. In ordering effect-size estimates, distractor 2 of item 29 was the least attractive to the reference group ( 
OR results
Consistent with the STD estimates, no item options were classified as having B or C DIF effects. The effect-size estimates are based on a comparison of the reference group to the focal group, such that values greater than one indicate that the reference group has higher odds of choosing the correct response over the studied distractor. This interpretation is different than that of the standardised distractor analysis, where the effect-size estimate is based on response rates to a particular distractor. Under this approach, values less than one indicate that the reference group has lower odds than the focal group of selecting the correct response over the studied distractor. In ordering effect-size estimates, distractor 2 of item 29 was the least attractive (λ 29-2 = 1.388) to the reference group, while distractor 1 of item 38 was the most attractive (λ 38-1 = .797).
MLR results
As discussed earlier, the first model analysed included only the FCAT scale score in the model. The second model included both the FCAT scale score and Lunch status. While the model fit improved with the addition of the variable Lunch, as indicated by the likelihood ratio tests, there was little to no improvement in the Nagelkerke R-square estimate. None of the analyses resulted in an improvement of at least .003; improvement no less than .003 was suggested by Kato et al. (2009) as a criterion for meaningful results. No distractors were classified as having B or C DIF effects.
The estimates are based on a comparison of the reference group to the focal group, with the correct response serving as the base category, such that the estimates are the odds for the students who do not receive free or reduced-price lunch services to choose the distractor over the correct response. Odds ratios greater than one indicate that the reference group has greater odds of choosing the studied distractor over the correct response. Odds ratios less than one indicate the reference group has lower odds of selecting the studied distractor over the correct response. 
Comparison of results
Spearman rank and Pearson correlations were calculated as measures of consistency. All correlations were significant and indicated a strong linear relationship. The patterns of both measures of correlation were similar, with the highest correlation between the OR and MLR approaches, which are both based on contrasts between the distractor and the correct answer. The correlations are summarised in Table 2 . Note: **Correlation is significant at the 0.01 level (two-tailed).
The DDF effect-size estimates for each item were compared by their mean effect size, the effect-size range, and whether the DDF effects were divergent. The mean DDF effect size by item was calculated by taking the mean of the three DDF effects estimated for each item. The effect-size range was determined by taking the difference between the highest and lowest DDF effects estimated for each item. Items were classified as having divergent distractor-level effects if the combination of the three DDF effects included both a negative and positive effect among the three DDF effects within each item. Table 3 summarises the correlation between the effect-size means. All of the methods had very high correlations, indicating a strong linear relationship in the effect-size means. The range of each item's DDF effect-size estimates also is consistent among the three methods, with the OR and STD methods having the strongest linear relationship as shown in Table 4 . Note: **Correlation is significant at the 0.01 level (two-tailed). Note: **Correlation is significant at the 0.01 level (two-tailed).
As mentioned previously, items were coded as having divergent distractor-level effects if at least two of the three DDF effects within each item included a positive and negative effect (with divergent effects coded as '1' and non-divergent effects coded as '0'). The significance of a linear relationship between the methods in the identification of divergent DDF effects was tested with a phi coefficient. The phi coefficient is a Pearson correlation coefficient and is used when the data are dichotomous (Falk and Well, 1997) . Both the OR and MLR methods were found to have a statistically significant phi coefficient with the STD approach. The strongest relationship was between the OR and STD methods (φ = .616). The OR and MLR methods were found to have a statistically significant positive correlation of medium magnitude (φ = .451), as well as the STD and MLR methods (φ = .423). Patterns in the direction of DDF effect-size estimates by distractor were further examined by coding the effect-size estimates as positive or negative, and when available, noting the significance of the estimates. As evidenced by the large negative correlation between the estimates of the OR method and those of the STD and MLR methods (-.922 and -.958, respectively) , the interpretation of the OR estimates is the opposite of the other two estimates, consistent with its conceptualisation.
Of the 120 DDF effects estimated, 87.5% of the OR and STD estimates shared the same pattern. Fourteen of the 15 estimates that differed did not have significant odds-ratio estimates. Fewer estimates were in agreement between the STD and MLR methods; 32 estimates did not indicate the same direction resulting in a consistency rate of 73.3%. Differences included those items found to be significant by the MLR model. The pattern of the OR and MLR estimates were slightly more consistent at 75.8%.
Relationship between DIF and DDF
Uniform DIF and DDF
Four items were found to have only significant uniform DIF effects. These items were investigated for a constant DIF effect across all distractors based on the magnitude of the effect-size range. Table 5 provides the DIF effect-size estimates and the DDF effect-size range for these four items. None of the items exhibited constant DDF effects across the item distractors, as evidenced by the non-zero range estimates. The non-existence of constant DDF effects across each item's distractors was consistent across methods. Because the DDF effects are estimated with error, the DDF effect-size ranges were graphed across all items to determine if the four studied items had ranges that were lower than other items, indicating a relatively constant effect across all distractors. For these four items, no patterns were found to indicate that smaller ranges were indicative of only uniform DIF (see Figure 2) . Patterns in the direction of DDF effect-size estimates across distractors for these items were examined. For the purpose of this analysis, OR and MLR estimates that were not found to be significant are not included. Given this, Table 6 shows that the significant estimates of the OR and MLR methods are consistent with STD method. The only item found to have a constant pattern (i.e., the same sign) across distractors was item 20 under the STD method; however, there is no test of statistical significance of these results. 
Notes: Patterns in the direction of DDF effect-size estimates were coded as positive ('+') or negative ('-') using the log-odds scale indices. MLR and OR estimates that were significant at .05 were coded as '++' or '-' and estimates not found to be significant were left blank. STD estimates are coded as '+' or '-' in the absence of a significance test.
Non-uniform and crossing DIF and DDF
All items identified as having significant non-uniform DIF in the logistic regression analysis were plotted to determine if the non-uniform DIF also was crossing DIF. In addition to plotting, crossing DIF was investigated through determining the direction of the DIF effect at each FCAT Achievement Level cut point. Two items were found to have significant non-uniform DIF with no crossing DIF. Figure 3 displays a graph of item 17. As shown in Table 7 , the DDF pattern was consistent across all three methods for these items. Patterns in the direction of DDF effect-size estimates were coded as positive ('+') or negative ('-') using the log-odds scale indices. MLR and OR estimates that were significant at .05 were coded as '++' or '--' and estimates not found to be significant were left blank. STD estimates are coded as '+' or '-' in the absence of a significance test.
Thirty-four items were found to have significant non-uniform DIF that crossed at some point across the ability scale. For all patterns of DIF under this condition, the STD and OR results were consistent, with the exception of one DDF estimate. The STD and MLR results were much less consistent. After grouping items by their DIF pattern, the consistency percent was determined and is summarised in Table 8 . The consistency percent was calculated as the percent agreement across all three methods by DIF pattern. The lowest level of consistency was found when the divergence in non-uniform DIF effects occurred between the FCAT Achievement Level 3 and Level 4 cut scores (294 and 346, respectively). The mean FCAT score for this assessment was 324, with a standard deviation of 64.73. Notes: The six observed non-uniform DIF effect patterns are summarised in this table using '+' to indicate a positive effect and '-' to indicate a negative effect, using the log-odds scale indices.
Items 16, 24, and 26 exhibited large non-uniform, crossing DIF. Figure 4 graphs the mean probability of a correct response by FCAT scale score for item 16. As can be seen in Table 9 , the STD and OR methods were consistent in identifying divergent DDF effects when considering both significant and non-significant departures from 0. The results of the comparison between the MLR and OR were not as consistent and do not indicate divergent DDF in all cases (see the MLR results for item 16). 
Patterns in the direction of DDF effect-size estimates were coded as positive ('+') or negative ('-') using the log-odds scale indices. MLR and OR estimates that were significant at .05 were coded as '++' or '--' and estimates not found to be significant were coded as '+' or '-'. STD estimates are coded as '+' or '-' in the absence of a significance test.
Item characteristics
FCAT test items are classified by several item characteristics, including the item content category, cognitive complexity, item difficulty, item discrimination, and the item guessing parameter. The relationship between item characteristics and the DDF item summary statistics (i.e., DDF effect-size range, mean effect size) was explored through the use of scatter plots and by calculating Pearson correlations. No significant correlations were found. The three items identified as having large crossing DIF were studied to explore the utility of the information provided by the DDF analyses. The result of this exploration for item 16 is summarised here, and is consistent with the findings for the other items. Item 16 (see Figure 5 ) was classified as a moderate complexity item with a focus on measuring a student's understanding of content related to length, with 59% of the students selecting H as the correct response. Small percentages of students selected the first two options, with response rates for each of 6%.
Both the STD and OR DDF effect estimates indicated that distractor 1 (option F) was more attractive to the reference group in comparison to the focal group. In addition, all three methods found distractor 2 (option G) and distractor 3 (option I) less attractive to reference group members. The patterns can be found in Table 9 . As identified by the content expert, options F and G presented answer options that were less than the correct amount presented by option H, and option I presented an answer option which was greater than option H. Other than these obvious distractor characteristics, there were no plausible reasons for the identified behaviour. This item had relatively high discrimination (a=1.134), moderate difficulty (b = 0.078), and moderate guessing (c = .208).
Similarly, no clear patterns emerged with the other two identified items to demonstrate the contributions that DDF analyses could make to the item revision process. It appears that the contributions would be greatest when items are being field tested. This type of information could assist content expert specialists in determining which distractors are problematic after DIF analyses on field test results. The items reviewed in this section were operational items that had already been subjected to many qualitative reviews prior to use.
Discussion
Three methods for detecting DDF were applied in this study. The STD and OR methods for detecting DDF were found to have very highly related results, with regard to both the magnitude and pattern of DDF effects. The MLR DDF results also were highly related to the STD approach, but yielded slightly different patterns across distractors. The OR and MLR methods are easily implemented with available software, such as SPSS 12 or higher, unlike the STD method, which is not a standard statistical package option. Despite these and the other discussed differences, all three methods present a viable option for use in improving test items included in assessment programmes.
As with any empirical study, the results of this study are limited by the focus on one statewide, operational assessment. The findings of this study may be different for assessment programmes that differ in the scoring model used and the steps used to screen items for placement on the assessment. Florida's statewide assessment did not include items with large uniform DIF that could be used in the investigation. Analysis of items with large uniform DIF may have resulted in different conclusions across methods, and interpretations of the usefulness of the resulting DDF information.
All methods potentially suffered from the loss of precision which results from sparse data. To maximise the information across methods, all FCAT scale scores were treated as distinct score levels. Because score levels were not grouped, many scale score levels may not have had adequate representation of one or both groups for each distractor. While this imprecision affected all models, it may have impacted the multinomial regression model the most as evidenced by the inconsistencies in the DDF patterns between the STD and MLR results.
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The MLR model that was implemented in this study did not include an interaction term between FCAT scale score and Lunch status. Given the discrepant DDF patterns across methods when non-uniform, crossing DIF occurs in the middle of the ability scale, it is likely that DDF effects also are divergent within a distractor. To investigate this, MLR models were estimated with FCAT scale score, Lunch status, and the interaction term between these two variables. The change in the Nagelkerke R-square was compared to the model estimated with only FCAT scale score. Improvement greater than .003, as recommended by Abedi et al. (2008) , in the Nagelkerke R-square was found for 18 of the 40 items. Of interest is that items 16, 24, and 26, with evidence of substantial crossing DIF, were three of the five items with the most improvement in the Nagelkerke R-square. The addition of the interaction term could improve the interpretation of the DDF effects.
The utility of the DDF effect estimates should be studied within the context of field test items. This context appears to have the most potential for using the information that can be provided by DDF results. After an item is field tested, a decision must be made regarding the validity of using an item in the calculation of a student's score. When an item is found to exhibit medium to large DIF effects, it often becomes ineligible for use on a statewide assessment. Losing items after field testing is not desirable, due to the costs associated with item development and field testing. A more desirable approach would be to revise such items. DDF information could be used to provide insights into this revision process. Specifically, items with problematic distractors could be rewritten and field tested again in lieu of being discarded. In addition, the insights gained through these analyses could be used to inform the item writing and review processes to continuously make each process more efficient and effective.
