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1. Introduction
We will devote our attention to considering the existence of a solution of the following linear fractional differential
equation with nonlinear boundary conditions:
Dδu− du = h(t), t ∈ [0, T ], 0 < T <∞,
g(u(0)) = u(T ), (1.1)
where d ≥ 0, h ∈ C1[0, T ], and Dδ is a regularized fractional derivative (the Caputo derivative) of order 0 < δ < 1 (see [1])
defined by
Dδu(t) = 1
Γ (1− δ)
∫ t
0
(t − τ)−δu′(τ )dτ , 0 < δ < 1 (1.2)
where
1
Γ (1− δ)
∫ t
0
(t − τ)−δu(τ )dτ = I1−δu(t)
is the Riemann–Liouville fractional integral of order 1− δ; see [1].
Differential equations of fractional order occur very frequently in different research areas, such as engineering, physics,
chemistry, etc. Recently, many people have paid attention to existence results for solutions to initial value problems for
nonlinear fractional differential equations; see e.g. [1–13]. In [4–10], using the upper and lower solutions method, with the
usual order for the upper and lower solutions, the authors considered the existence of solutions of initial value problems
and boundary value problems for fractional differential equations. But, as far as we know, there have been few papers which
have considered the existence of solutions of (1.1) by means of the monotone iterative method used in reverse order.
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In [10], by the method of upper and lower solutions used in reverse order and a monotone iterative technique, the
authors present an existence theorem for a nonlinear ordinary differential equation of first order with nonlinear boundary
conditions.
Motivated by [4–10], in this paper we will investigate the existence of a solution of problem (1.1) by means of the upper
and lower solutions method, in reverse order.
Definition 1.1. In this paper, we call a function u(t) a solution of problem (1.1) if u(t) ∈ C[0, T ] satisfying problem (1.1).
2. The comparison principle
The following are some fundamental properties and an existence result for a solution for a linear initial value problem
for a fractional differential equation, which are important for us in the following analysis.
Lemma 2.1 ([1]). If f (t) ∈ C[0, T ] and 0 < α < 1, then
IαDα f (t) = f (t)− f (0).
Lemma 2.2 ([1]). The linear initial value problem
Dαu+Mu = q(t), t ∈ (0, T ],
u(0) = u0, (2.1)
where M is a constant and q ∈ C([0, T ] × R), has the following integral representation of a solution:
u(t) = u0Eα,1(−Mtα)+
∫ t
0
(t − s)α−1Eα,α(−M(t − s)α)q(s)ds, (2.2)
where Eα,1(−Mtα), Eα,α(−Mtα) are Mittag-Leffler functions [1].
Remark 2.3. In particular, whenM = 0, then initial value problem (2.1) has the solution
u(t) = u0 + 1
Γ (α)
∫ t
0
(t − s)α−1q(s)ds.
Throughout this paper, we always assume that the following condition is satisfied:
(H) Let g(0) ≤ 0, d is a constant with 0 ≤ d < Γ (1+δ)
2T δ , assume that there exists a constant
dT δ
Γ (δ)−dT δ < r < 1 such that
r < g ′(s) < 1, s ∈ R.
And let
c(t) = 1− sin π t
2T
, t ∈ [0, T ].
The following results will play a very important role in our subsequent analysis.
Lemma 2.4. Let (H) hold. Suppose u ∈ C1[0, T ] and satisfies the relations
Dδu(t) ≥ du(t), t ∈ [0, T ], 0 < δ < 1,
h(u(0)) ≥ u(T ). (2.3)
Then u < 0 for t ∈ [0, T ].
Proof of Lemma 2.4. We suppose to the contrary that u(t) > 0 for some t ∈ [0, T ]. We consider the following two possible
cases.
Case 1. u(t) > 0 for all t ∈ [0, T ]. Then, by (2.3), we have that
Dδu(t) ≥ 0, t ∈ [0, T ]. (2.4)
From Lemma 2.2, g(0) ≤ 0, we can obtain that
u(t)− u(0) ≥ 0, 0 ≤ t ≤ T .
g ′(ξ)u(0) ≥ g(u(0)) ≥ u(T ) ≥ u(0),
(g ′(ξ)− 1)u(0) ≥ 0,
where ξ is between u(0) and 0. This is a contraction, since 0 < g ′(ξ) < 1.
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Case 2. There exist t1, t2 ∈ [0, T ] such that u(t1) > 0 and u(t2) < 0. Put u(t0) = mint∈[0,T ] u(t) = −λ, then λ > 0 and
Dδu(t) ≥ −dλ, t ∈ [0, T ].
Hence there exists η ≥ 0 such that
Dδu(t) = −dλ+ η, t ∈ [0, T ]. (2.5)
By Definition and property of Caputo fractional derivative, we have that
u′(t) = η − dλ
Γ (δ)
tδ−1, t ∈ (0, T ]. (2.6)
By (2.6), it holds that
u′(t) ≥ − dλ
Γ (δ)
tδ−1 ≥ − dλ
Γ (δ)
T δ−1. (2.7)
We will claim that
u(0) ≤ −λ+ dλ
Γ (δ)
T δ.
In fact, if t0 = 0, then u(0) = −λ ≤ −λ+ dλΓ (δ)T δ . If t0 > 0, then there exists t3 such that
u(0) = u(t0)− u′(t3)t0 ≤ −λ+ dλ
Γ (δ)
T δ−1t0 ≤ −λ+ dλ
Γ (δ)
T δ. (2.8)
On the other hand, there is t4 ∈ [0, T ] such that
u(T ) = u(t1)+ u′(t4)(T − t1) ≥ −dλ
Γ (δ)
T δ−1(T − t1) ≥ −dλ
Γ (δ)
T δ. (2.9)
Thus, from (2.3), (2.9) and (H), we have that
u(0) ≥ G(u(T )) ≥ G

− dλ
Γ (δ)
T δ

= G(0)− G′(ρ) dλ
Γ (δ)
T δ
where ρ is between− dλ
Γ (δ)
T δ and 0. Noticing that G(0) ≥ 0 and 0 < G′ ≤ r−1, we have that
r

−λ+ dλ
Γ (δ)
T δ

≥ − dλ
Γ (δ)
T δ,
implies that
r ≤ dT
δ
Γ (δ)− dT δ .
This contacts with (H). Hence, we complete the proof. 
Remark 2.5. It follows from u(0) < 0 and u(t1) > 0 that we can obtain η > λ.
Corollary 2.6. Let (H) hold. Suppose that u ∈ C1[0, T ] and satisfies the relations
Dδu ≥ du− (Dδc(t)− dc(t))(G(u(T ))− u(0)), t ∈ [0, T ], 0 < δ < 1,
g(u(0)) ≤ u(T ),
where G denotes the inverse of g. Then u < 0 for t ∈ [0, T ].
Proof. Let
w(t) = u(t)+ c(t)(G(u(T ))− u(0)), t ∈ [0, T ].
It follows from g ′(t)−1 > dT δ/(Γ (1+δ)−dT δ), t ∈ R, that g (and alsoG) is nondecreasing, so, according to g(u(0)) ≤ u(T ),
we get thatw(t) ≥ u(t) for all t ∈ [0, T ]. It holds that
Dδw(t)− dw(t) = Dδu(t)− du(t)+ (Dδc(t)− dc(t))(G(u(T ))− u(0)) ≥ 0, t ∈ [0, T ],
andw(0) = G(u(T )), w(T ) = u(T ) < 0, which imply that g(w(0)) = u(T ) = w(T ). By Lemma 2.4, we obtain thatw(t) < 0
for all t ∈ [0, T ], which implies that u(t) < 0 for all t ∈ [0, T ]. We complete this proof. 
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3. The main result
In this section, we will devote our attention to considering the existence of a solution to (1.1). With regard to (1.1), we
give the following definitions of upper and lower solutions.
Definition 3.1. Functions β, α ∈ C1[0, T ] are called upper and lower solutions of problem (1.1) if they satisfy
Dδβ(t) ≥ h(t)+ dβ(t)− bβ(t), t ∈ [0, T ], (3.1)
Dδα(t) ≤ h(t)+ dα(t)+ aα(t), t ∈ [0, T ], (3.2)
where
bβ(t) =

0, g(β(0)) ≥ β(T ),
(Dδc(t)− dc(t))(G(β(T ))− β(0)), g(β(0)) ≤ β(T ), (3.3)
aα(t) =

0, g(α(0)) ≤ α(T ),
(Dδc(t)− dc(t))(α(0)− G(α(T ))), g(α(0)) ≥ α(T ), (3.4)
where G denotes the reverse of g, c(t) = 1− sin π t2T , t ∈ [0, T ], and d is the constant in (H).
Theorem 3.1. Let (H) hold. Assume that (3.1) exist lower and upper solutions α, α ∈ C1[0, T ]with β(t) ≤ α(t) on [0, T ]. Then
problem (3.1) exists one solution u ∈ C[0, T ] with β(t) < u(t) < α(t), t ∈ [0, T ].
Proof. Define functions p(t), q(t) ∈ C[0, T ] as follows:
p(t) =

α(t), g(α(0)) ≤ α(T ),
α(t)− c(t)(α(0)− G(α(T ))), g(α(0)) ≥ α(T ),
q(t) =

β(t), g(β(0)) ≥ β(T ),
β(t)+ c(t)(G(β(T ))− β(0)), g(β(0)) ≤ β(T ).
We will claim that p, q satisfy the following results:
p(T ) = α(T ), g(p(0)) ≤ p(T ). (3.5)
q(T ) = β(T ), g(q(0)) ≥ q(T ). (3.6)
Dδp(t)− dp(t) ≤ h(t), t ∈ [0, T ], (3.7)
Dδq(t)− dq(t) ≥ h(t), t ∈ [0, T ]. (3.8)
Also,
q(t) ≤ p(t) on [0, T ]. (3.9)
If g(α(0)) ≤ α(T ), then g(p(0)) = g(α(0)) ≤ α(T ) = p(T ); if g(α(0)) ≥ α(T ), then g(p(0)) = g(α(0) − α(0) +
G(α(T ))) = α(T ) = p(T ), that is, it holds that g(p(0)) ≤ p(T ). Analogously, g(q(0)) ≥ q(T ). Moreover, if g(α(0)) ≤ α(T ),
then p(t) = α(t), which means that
Dδp(t)− dp(t) = Dδα(t)− dα(t) ≤ h(t), t ∈ [0, T ];
while if g(α(0)) ≥ α(T ), then p(t) = α(t)− c(t)(α(0)− G(α(T ))), which implies that
Dδp(t)− dp(t) = Dδα(t)− (α(0)− G(α(T )))Dδc(t)− dα(t)+ (α(0)− G(α(T )))dc(t)
= Dδα(t)− dα(t)− aα(t) ≤ h(t), t ∈ [0, T ].
Analogously, if g(β(0)) ≥ β(T ), then q(t) = β(t), which means that
Dδq(t)− dq(t) = Dδβ(t)− dβ(t) ≥ h(t), t ∈ [0, T ];
while if g(β(0)) ≤ β(T ), then q(t) = β(t)+ c(t)(G(β(T ))− β(0)), which implies that
Dδq(t)− dq(t) = Dδβ(t)+ (G(β(T ))− β(0))Dδc(t)− dβ(t)− (G(β(T ))− β(0))dc(t)
= Dδβ(t)− dβ(t)+ bβ(t) ≥ h(t), t ∈ [0, T ].
Hence, (3.5)–(3.8) are satisfied.
Further, by Lemma 2.4, we can easy to see that q(t) ≤ p(t) on [0, T ]. In fact, let m(t) = q(t) − p(t), t ∈ [0, T ]; then by
(3.5)–(3.8),
Dδm(t)− dm(t) ≥ h(t)− h(t) = 0, t ∈ [0, T ],
m(T ) = q(T )− p(T ) ≤ g(q(0))− g(p(0)) = g ′(η)m(0),
where η is between q(0) and p(0). By Lemma 2.4, we have that q(t) < p(t) for all t ∈ [0, T ].
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Now we consider the problem
Dδu(t)− du(t) = h(t), t ∈ [0, T ],
u(T ) = λ, (3.10)
where λ ∈ R. We will show that (3.10) has a unique solution u(t, λ) and u is continuous in λ.
From Lemma 2.2, we know that (3.10) has a unique solution
u(t) = µEδ,1(dtδ)+
∫ t
0
(t − s)δ−1Eδ,δ(d(t − s)δ)h(s)ds, t ∈ [0, T ],
where
µ = λ−
 T
0 (T − s)δ−1Eδ,δ(d(T − s)δ)h(s)ds
Eδ,1(dT δ)
.
Let u(t, λ1), u(t, λ2) be solutions of the problems
Dδu(t)− du(t) = h(t), t ∈ [0, T ],
u(T ) = λi, i = 1, 2,
where λi ∈ R, i = 1, 2; then, we have
‖u(t, λ1)− u(t, λ2)‖ ≤ |λ1 − λ2|Eδ,1(dT δ) ,
which implies that u is continuous in λ.
We show that
q(0) ≤ u(0, λ) ≤ p(0), for any λ ∈ (g(q(0)), g(p(0))), (3.11)
where u(t, λ) is the unique solution of (3.10).
Let Rm(t) = u(t, λ) − p(t) (here r < R < 1, r is the constant in (H)). Suppose that u(0, λ) > p(0); then
Rm(0) = u(0, λ)− p(0) > 0,
m(T ) = R−1(u(T , λ)− p(T )) ≤ R−1(u(T , λ)− g(p(0))) = R−1(λ− g(p(0))) ≤ 0,
and
Dδm(t)− dm(t) ≥ 0.
The Lemma 2.4 assures that u(t, λ) < p(t) on [0, T ], which contradicts with u(0, λ) > p(0). In a similar way, we obtain
that q(0) < u(0, λ). In fact, let Rm(t) = q(t) − u(t, λ) (R is the same as the previous). Suppose that q(0) > u(0, λ), then
Rm(0) = q(0)− u(0, λ) > 0,
m(T ) = R−1(q(T )− u(T , λ)) ≤ R−1(g(q(0))− u(T , λ)) = R−1(g(q(0))− λ) ≤ 0,
Lemma 2.4 ensures that q(t) < u(t, λ) on [0, T ], which contradicts q(0) > u(0, λ).
It follows from (3.11) and the continuity of u(t, ·) that
q(0) ≤ u(0, λ) ≤ p(0), for any λ ∈ [g(q(0)), g(p(0))]. (3.12)
Let k(λ) = g(u(0, λ))− λ. From (3.12), we have
k(g(q(0)))k(g(p(0))) = (g(u(0, g(q(0))))− g(q(0)))(g(u(0, g(p(0))))− g(p(0))) ≤ 0.
Since k is continuous in λ, there exists a λ0 ∈ [g(q(0)), g(p(0))] such that g(u(0, λ0)) = λ0 = u(T ). Hence, u(t, λ0) is the
unique solution of (1.1).
Finally, we will claim that the solution β(t) < u(t, λ0) < α(t) for all t ∈ [0, T ]when λ0 ∈ (g(q(0)), g(p(0))). From the
previous argument, we know that
g(q(0)) < u(T , λ0) = λ0 < g(p(0)).
Letm(t) = u(t, λ0)− α(t), t ∈ [0, T ]. If g(α(0)) ≤ α(T ), then aα(t) = 0. We have that
Dδm(t)− dm(t) = h(t)− Dδα(t)+ dα(t) ≥ 0, t ∈ [0, T ];
m(T ) = u(T , λ0)− α(T ) ≤ g(u(0, λ0))− g(α(0)) = g ′(ξ1)m(0),
1274 S. Zhang, X. Su / Computers and Mathematics with Applications 62 (2011) 1269–1274
where ξ1 is between u(0, λ0) and α(0). Lemma 2.4 ensures that m(t) = u(t, λ0) − α(t) < 0 for all t ∈ [0, T ]. If
g(α(0)) ≥ α(T ), then aα(t) = (Dδc(t)− dc(t))(α(0)− G(α(T ))); then, we have that
Dδm(t)− dm(t) = h(t)− Dδα(t)+ dα(t) ≥ −aα(t)
= −(Dδc(t)− dc(t))(α(0)− G(α(T )))
= −(Dδc(t)− dc(t))(α(0)− G(α(T ))− u(0, λ0)+ G(u(T , λ0)))
= −(Dδc(t)− dc(t))

1
g ′(ξ2)
m(T )−m(0)

, t ∈ [0, T ],
m(0) = u(0, λ0)− α(0) = G(u(T , λ0))− α(0) ≤ G(u(T , λ0))− G(α(T )) = 1g ′(ξ2)m(T );
where ξ2 is between u(T , λ0) and α(T ). Corollary 2.6 ensures thatm(t) = u(t, λ0)− α(t) < 0 for all t ∈ [0, T ]. As a result,
it holds that u(t, λ0) < α(t) for all t ∈ [0, T ]. In a similar way, we can obtain that β(t) < u(t, λ0) for all t ∈ [0, T ]. In fact,
letm(t) = β(t)− u(t, λ0), t ∈ [0, T ]. If g(β(0)) ≥ β(T ), then bβ(t) = 0. We have that
Dδm(t)− dm(t) = Dδβ(t)− dβ(t)− h(t) ≥ 0, t ∈ [0, T ];
m(T ) = β(T )− u(T , λ0) ≤ g(β(0))− g(u(0, λ0)) = g ′(ξ3)m(0),
where ξ3 is between u(0, λ0) and β(0). Lemma 2.4 ensures that m(t) = β(t) − u(t, λ0) < 0 for all t ∈ [0, T ]. If
g(β(0)) ≤ β(T ), then bβ(t) = (Dδc(t)− dc(t))(G(β(T ))− β(0)); then, we have that
Dδm(t)− dm(t) = Dδβ(t)− dβ(t)− h(t) ≥ −bβ(t)
= (Dδc(t)− dc(t))(β(0)− G(β(T )))
= −(Dδc(t)− dc(t))(G(β(T ))− β(0)+ u(0, λ0)− G(u(T , λ0)))
= −(Dδc(t)− dc(t))

1
g ′(ξ4)
m(T )−m(0)

, t ∈ [0, T ],
m(0) = β(0)− u(0, λ0) = β(0)− G(u(T , λ0)) ≤ G(β(T ))− G(u(T , λ0)) = 1g ′(ξ4)m(T );
where ξ4 is between u(T , λ0) and β(T ). Corollary 2.6 ensures thatm(t) = β(t)− u(t, λ0) < 0 for all t ∈ [0, T ]. As a result,
it holds that β(t) < u(t, λ0) for all t ∈ [0, T ]. Thus, we complete this proof. 
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