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Abstract
Many systems in nature, e.g. atoms, molecules and planetary motion, can be described as
Hamiltonian systems. In such systems, the transport between dierent regions of phase space
determines some of their most important properties like the stability of the solar system and
the rate of chemical reactions. While the transport in lower-dimensional systems with two
degrees of freedom is well understood, much less is known for the higher-dimensional case. A
central new feature in higher-dimensional systems are transport phenomena due to resonance
channels. In this thesis, we clarify the complex geometry of resonance channels in phase space
and identify a turnstile mechanism that dominates the transport out of such channels.
To this end, we consider the coupled standard map for numerical investigations as it is a
generic example for 4d symplectic maps. At rst, we visualize resonance channels in phase
space revealing their highly non-trivial geometry. Secondly, we study the transport away from
such channels. This is governed by families of hyperbolic 1D-tori and their stable and unstable
manifolds. We provide an approach to measure the volume of a turnstile in higher dimensions
as well as the corresponding transport. From the very good agreement of the two measurements
we conclude that these structures are a suitable generalization of the well-known 2d turnstile
mechanism to higher dimensions.
Zusammenfassung
Viele Systeme in der Natur, z.B. Atome, Moleküle und Planetenbewegungen, können als Hamil-
ton'sche Systeme beschrieben werden. In solchen Systemen bestimmt der Transport zwischen
verschiedenen Regionen des Phasenraums einige ihrer wichtigsten Eigenschaften wie die Sta-
bilität des Sonnensystems und die Geschwindigkeit chemischer Reaktionen. Während der
Transport in niedrigdimensionalen Systemen mit zwei Freiheitsgraden gut verstanden ist, ist
für den höherdimensionalen Fall deutlich weniger bekannt. Eine zentrales neues Merkmal von
höherdimensionalen Systemen sind Transportphänomene aufgrund von Resonanzkanälen. In
dieser Arbeit verdeutlichen wir die komplexe Geometrie von Resonanzkanälen im Phasenraum
und identizieren einen Drehkreuzmechanismus, der den Transport aus einem solchen Kanal
heraus dominiert.
Zu diesem Zweck betrachten wir die gekoppelte Standardabbildung für numerische Unter-
suchungen, da sie ein generisches Beispiel für 4d symplektische Abbildungen ist. Zuerst visu-
alisieren wir Resonanzkanäle im Phasenraum und zeigen ihre höchst nicht-triviale Geometrie.
Zweitens untersuchen wir den Transport weg von solchen Kanälen. Dieser wird durch Fami-
lien von hyperbolischen 1D-Tori sowie deren stabile und instabile Mannigfaltigkeiten bestimmt.
Wir stellen einen Ansatz zur Messung sowohl des eingeschlossenen Volumens in höheren Di-
mensionen als auch des entsprechenden Transports vor. Aus der sehr guten Übereinstimmung
der beiden Messungen schlieÿen wir, dass diese Strukturen eine geeignete Verallgemeinerung
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The eld of dynamical systems reaches back to the 19th century [1]. Today it has a variety of
applications ranging from atoms and molecules [24], chemical reactions [511], and particle
accelerators [1216] to the solar system [17,18], galaxies [1821], and celestial mechanics [2225]
as well as the plasma connement for fusion energy [26, 27]. In many situations these time-
continuous systems can be reduced to time-discrete maps, either by means of a Poincaré surface
of section or due to time-periodic external driving forces [28]. For example, an autonomous
Hamiltonian system with 𝑓 degrees of freedom leads to a 2𝑓 -dimensional continuous system
that can be reduced using energy conservation and a Poincaré section to a (2𝑓−2)-dimensional
map. The dynamics is then studied in the corresponding phase space, which is spanned by
𝑓 − 1 position coordinates and 𝑓 − 1 momentum coordinates [28].
In both, discrete and continuous systems, it is interesting to study transport phenomena, e.g.
from one phase-space region to another or the escape from a region [29]. For example, in
plasma physics this may correspond to the escape from the interior of a connement device
to the divertor [27]. Such long-range transport across the phase space is possible due to
chaotic orbits, which exhibit exponential sensitivity to initial conditions. Consequently, chaotic
transport is studied in terms of statistical features of ensembles of chaotic orbits with dierent
approaches [2931] instead of individual trajectories.
In generic situations the phase space has chaotic regions as well as regular regions and, thus, is
called a mixed phase space. This coexistence strongly aects the transport in the system, e.g.
chaotic orbits stick to the vicinity of regular structures, which is an eect termed trapping [32,
33]. In 2d maps, i.e. systems with 𝑓 = 2 degrees of freedom, this is well understood in terms
of partial barriers and the turnstile mechanism [29]. A partial barrier encloses a phase space
region and is almost invariant under time evolution. Only a small fraction of phase space
volume gets transported across a partial barrier in each iteration step at so-called turnstiles.
More precisely, phase-space volume crosses the partial barrier from one side to the other
through one lobe of the turnstile while, due to the volume conservation of symplectic maps,
the same amount of volume crosses the barrier in opposite direction through the other lobe.
As most systems in nature have more than two degrees of freedom, the transport in higher-
dimensional systems is an important topic. However, for transport mechanisms, it is crucial
to understand the organisation of the phase space, which is more complicated for higher-
dimensional maps [34]: In a 2𝑘-dimensional map, there are elliptic 𝑛-dimensional tori [35,36],
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which are surrounded by (Cantor) families of elliptic (𝑛 + 1)-dimensional tori [37, 38] with
𝑛 = 0, 1, . . . , 𝑘 − 1. For example, in 2d maps regular tori are 1d lines, which act as transport
barriers. In contrast, in a 4d phase space elliptic 1d-tori, or 1-tori for short, are surrounded by
regular 2-tori. This implies completely new features as the dimension of invariant regular 2-tori
is insucient to form a barrier for the chaotic transport in the 4d phase space. Consequently,
chaotic orbits are able to get arbitrarily close to each point in phase space, i.e. by travelling
through a net of resonance channels, the so-called Arnold web.
Resonance channels are a purely higher-dimensional phenomenon: While the transport along
such a channel is described by Arnold diusion [20, 3942], much less is known about the
transport out of resonance channels. In order to investigate this transport, it is necessary to
study a resonance channel in phase space. This reveals complex structures, which are organised
around families of 1-tori. These families can originate from the break-up of resonant 2-tori [43]
or from bifurcations of other 1-tori due to resonances [4446]. Moreover, bifurcations give rise
to families of hyperbolic 1-tori, also called whiskered tori [39, 47] as they have attached 2d
stable and unstable manifolds. The general concept describing the invariant manifold, on
which a family of hyperbolic 1-tori is located, is called normally hyperbolic invariant manifold
(NHIM) [8, 48].
The aim of this thesis is to understand the transport out of a resonance channel by a turnstile
mechanism in higher dimensions. Our approach is based on a partial barrier composed of
2d invariant manifolds attached to hyperbolic 1-tori. These 2d objects alone cannot be a
barrier in a 4d space as for this a codimension one is essential. Thus, we consider the whole
one-parameter family of 1-tori whose manifolds form a 3d barrier. Due to intersections of the
manifolds arises a transport across the partial barrier, which is the analogue to the turnstile
mechanism in 2d maps. We quantify this transport and nd a good agreement of the measured
transport and the volume of a turnstile lobe apart from crossing resonances. Hence, the given
construction is a suitable generalisation of the turnstile mechanism in a 4d map.
In Chap. 2 we rst introduce 2d maps and the turnstile mechanism in 2d. Secondly, we
dene the coupled standard map as an example for a generic 4d map with mixed phase space.
Then, dierent solutions for the problem of visualising a 4d system are given. In addition,
we introduce more details on NHIMs. Chapter 3 deals with the organisation of the 4d phase
space in more detail in terms of resonance channels. In the rst part we study bifurcations of
families of 1-tori, which leads to the skeleton of a resonance channel. Furthermore, we show
a rst investigation of the inuence of the 1-tori and their manifolds on the transport away
from a resonance channel.
In Chap. 4 we describe the turnstile mechanism in higher dimensions starting with details of the
barrier construction. On one hand, the enclosed volume of a turnstile lobe is a prediction for the
transport through the partial barrier. On the other hand, the transport can be measured with
a large ensemble of initial conditions. The comparison of volumes and transport measurements
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reveals a good agreement where it was expected. The deviations at crossing resonances are
due to the resonance gaps of the barrier, which are lled by a linear interpolation in this thesis.
In addition, the results are compared with a dierent method based on NHIMs, which also t
very well.
In Chap. 4 the numerical details are omitted and collected separately in Chap. 5. The rst
part deals with the computation of 1-tori while the second section explains the growing, inter-
polation, intersection, and cropping of manifolds. Thirdly, the measurement of volumes and
the handling of point ensembles is described.
A summary is given in Chap. 6, where we also discuss possible subsequent investigations.
Finally, the two appendices introduce alternative methods to measure volumes and start point
ensembles in a 4d space.

2 2D and 4D symplectic maps
This chapter introduces the classical mappings that are the chosen dynamical system of this
thesis. We are interested in a regime of a mixed phase space, where regular and chaotic
dynamics coexists. In general, the structures of such a mixed phase space are governed by the
KolgomorovArnoldMoser theorem and the PoincaréBirkho theorem [49].
The transport properties of chaotic motion in a system with mixed phase space are very
dierent from the transport properties in a fully chaotic system. While chaotic orbits in the
globally chaotic system explore the phase space rather uniformly, they remain longer in the
vicinity of the regular regions in mixed systems. For 2d maps this is explained by the concept
of partial transport barriers [50], which is introduced in Sec. 2.1.
To study transport in four dimensions, a suitable model system is needed. We employ two
coupled standard maps as this is considered as a generic example for 4d symplectic maps. The
denition of the 4d standard map and some phase-space structures are given in Sec. 2.2.
A fundamental problem of 4d systems is their visualisation. Section 2.3 introduces three
dierent approaches to overcome this diculty, namely 3d phase-space slices, the method of
colour and rotation and the frequency space.
The generic concept of normally hyperbolic invariant manifolds, so-called NHIMs, plays an im-
portant role for the chaotic transport in higher dimensional systems. Some details, denitions
and hints for a numerical computation are given in Sec. 2.4.
2.1 Transport in 2D maps
The transport in deterministic dynamical systems is usually studied by long-time statistics
like exit-time distributions [29]. That is, many points are started in phase space and iterated
until they reach an exit region. The distribution of exit times then depends on the structures
present in the system. In mixed systems, where chaotic and regular dynamics coexists, the
exit times follow a power-law distribution. This can be understood by a superposition of
exponential decays due to partial barriers [50]. These partial barriers cause chaotic orbits to
stay longer in the enclosed region as in each iteration step only a small phase space volume is
transported across the barrier.
Such a partial barrier can originate from dierent phase space structures [50]: periodic orbits,
homoclinic points, and cantori. Important is their dimensionality as only objects of codimen-
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sion one can be a barrier. Hence, in a 2d space a barrier is a 1d line. In this sense, a partial
barrier arises for instance from a line connecting periodic orbits or homoclinic points. In the
following, we focus on barriers build by the 1d invariant manifolds of a hyperbolic xed point,
which intersect in homoclinic points.




sin(2𝜋𝑞′) + 0.5 mod 1 − 0.5
𝑞′ = 𝑞 + 𝑝 mod 1
(2.1)
with periodic boundary conditions, such that 𝑝 ∈ [−0.5, 0.5) and 𝑞 ∈ [0, 1), at kicking strength
𝐾 = 1.8. In Fig. 2.1 the hyperbolic xed point at 𝑢 = (𝑝𝑢, 𝑞𝑢) = (0, 0) is shown in green and
its 1d stable and unstable manifolds in red and blue, respectively. Note that the xed point
is also visible at (𝑝, 𝑞) = (0, 1) due to the periodic boundary conditions.
The stable manifold 𝑊 𝑠 is dened as the set of points that converges exponentially towards
the xed point under forward iteration. Similarly, the unstable manifold 𝑊 𝑢 converges to the
xed point under backward iteration. Locally, i.e. close to the xed point, the manifolds can
be computed from the eigenvectors 𝜓 of the linearised map at the xed point. In doing so,
the Hartmann-Grobmann theorem guarantees that the linearisation is tangent to the actual
manifolds. Numerically the manifolds can be determined by iterating 𝑛𝑝 points started on the
vector 𝑢+ ℎ𝜓, where ℎ is a small factor. As the distance between the points on the manifold
grows exponentially with the iterations, the parameters ℎ and 𝑛𝑝 determine the precision of
the computed manifold. The number of iterations 𝑛𝑠 aects their length.
If the manifolds are computed long enough, they intersect in a homoclinic point. The parts
of the manifolds from the xed point to their rst intersections (yellow points) dene the
resonance zone (grey area) with area 𝐴rz. Further iteration of the manifolds leads to more
intersections (orange points). Between the repeated intersections arise turnstiles consisting of
two lobes. One lobe is for instance the green area between the rst (yellow) and the second
(orange) intersection. The value of 𝐾 is chosen such that these lobes are as big as possible,
but at the same time not aected by the periodic boundary conditions. Note that "rst" and
"second" intersection are not well-dened but rather a choice made here.
The border of the grey region is a partial barrier as most initial conditions will stay inside
when iterated. Only the hatched upper exit set 𝐸𝑢 and its lower counterpart 𝐸𝑙 will leave
the resonance zone in one iteration. The green area is the image of the set 𝐸𝑢 and, as the
standard map is symplectic, the green region and 𝐸𝑢 have the same area 𝐴𝑡. Hence, this area
is transported across the partial barrier in one iteration step, which is referred to as flux. Due
to area conservation the same amount of phase space volume has to enter the resonance zone
in one step. The incoming sets are labelled as 𝐼𝑢 and 𝐼𝑙 in Fig. 2.1. This interplay of entering
and leaving phase space volume is the origin of the denomination "turnstile". Note that in
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case of periodic points of period 𝑝 indeed 𝑝 turnstiles arise, but in one map iteration only one
of them is relevant [29].


















Figure 2.1: Phase space of the 2d standard map 𝑓2D for 𝐾 = 1.8. The hyperbolic fixed
point is shown in green and its stable𝑊 𝑠 and unstable𝑊 𝑢 manifolds in red and
blue, respectively. Their intersections are marked by yellow (first) and orange
(second) points. The grey area 𝐴rz is the enclosed resonance zone including the
hatched exit set 𝐸𝑢. The image of 𝐸𝑢 is the green area 𝐴𝑡. The light-coloured
lines are the regular structures.
There are multiple ways to compute the ux in 2d maps: approximate the turnstile area by a
polygon, measure the turnstile area with uniformly distributed points, and using the action of
orbits [29, Sec. 4], [50, 5254]. More details for each approach are explained in the following.
Action
The action of an orbit segment from 𝑞 to 𝑞′ can be calculated with the generating function
𝐹 (𝑞, 𝑞′) of the map. For the standard map 𝑓2D it reads
𝐹 (𝑞, 𝑞′) =
1
2
(𝑞 − 𝑞′)2 − 𝐾
4𝜋2
cos(2𝜋𝑞′)
The action of the whole orbit is the sum over all segments or rather all iteration steps 𝑠 ∈
(−∞,∞). In general, the action describes the area under a curve. The turnstile area is equal
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to the action dierence 𝐴𝑡 =
∑︀
𝑠 ∆𝐹𝑠 as it results from the dierence of the area under the
partial barrier and under the iteration of the barrier. In detail, the action dierence reads
∆𝐹𝑠 = 𝐹 (𝑤𝑠, 𝑤𝑠+1) − 𝐹 (𝑧𝑠, 𝑧𝑠+1).
The orbits to use as 𝑤𝑠 and 𝑧𝑠 are the homoclinic intersection. We choose 𝑤0 to be the rst
intersection (yellow) and 𝑧0 the second intersection (orange). Finally, numerically only a nite





This method is considered very accurate [50] and less prone to numerical errors than the other
two methods. For the standard map 𝑓2D at 𝐾 = 1.8 the action method yields a turnstile area
of 𝐴𝑡 = 0.00704604.
In case the manifolds and their intersections are not known, also periodic orbits of high period 𝑝
can be used as they approximate the partial barrier. Then, the area 𝐴𝑡 is the action dierence
of the minimizing and the minimax orbit 𝐴𝑡 =
∑︀𝑝−1
𝑡=0 ∆𝐹𝑡 with 𝑤𝑡 the minimax orbit and 𝑧𝑡
the minimizing orbit.
This method was adapted to 3d maps [55] and recently also to 4d maps [56]. In the 4d case
the periodic orbits are replaced by periodic NHIMs, which are explained in Sec. 2.4.
Area
The area method means to numerically determine points on the border and then compute the
area of the enclosed polygon. The area of a 𝑛-polygon spanned by (𝑥𝑖, 𝑦𝑖), 𝑖 = 0, . . . , 𝑛 − 1 is








(𝑦𝑖 + 𝑦𝑖+1 mod 𝑛)(𝑥𝑖 − 𝑥𝑖+1 mod 𝑛)
⃒⃒⃒⃒
⃒ .
Here, 𝑥 and 𝑦 are replaced by 𝑝 and 𝑞. For convex shapes this method tends to slightly
underestimate the area. In case of the example map the polygon area 𝐴𝑡 = 0.00704259 is very
close to the value from the action method.
Points
The point method relies on the fact that an area 𝐴 can be measured by a number of points
𝑁 with constant density 𝜌, i.e. 𝐴 = 𝑁𝜌. The density of points is set by the total number of
points 𝑁g in the phase space volume 𝜌 = 𝑉ps/𝑁g. For the example map 𝑓2D the phase space
volume is 𝑉ps = 1. Hence, 𝑁𝑡 points in the turnstile correspond to 𝐴𝑡 = 𝑁𝑡/𝑁g.
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As a special case of uniformly distributed points we use a grid. In order to get 𝑁w = 105 points,
a grid with ⌊√𝑁w⌉ = 316 points per direction is needed. From the resulting 𝑁g = 99856 grid
points we nd 𝑁𝑡 = 710 in the upper turnstile, which leads to 𝐴𝑡 = 0.00711024. Compared
to the result of the action method this corresponds to an absolute error of 6.4 · 10−5, which is
below the expected deviation of
√
𝑁𝑡/𝑁g = 2.7 · 10−4.
Another way of studying the transport is to measure the transport rate. Based on the areas
the expected rate is 𝑟 = 𝐴𝑡/𝐴rz = 0.0135364 for each turnstile. Hence, if we start 𝑁0 points
inside the resonance zone (grey region) and iterate them once, then we expect 𝑁𝑡 = 𝑁0𝑟 points
to leave the region over the upper turnstile. Using the same grid as above for the example
map, we get 𝑁0 = 51983 points in the resonance zone. With the rate from the areas 704
points are expected to leave through each turnstile. After one iteration with the map 𝑓2D,
1416 points left the resonance zone. One half of them left through the upper turnstile and the
other half through the lower one. Thus, in this experiment 𝑁𝑡 = 708, 𝐴𝑡 = 0.00709021 and
𝑟 = 0.01361984. The error of the turnstile lobe area 𝐴𝑡 is relative to the results of the action
method 0.63% and relative to the area method 0.67%.
The comparison of areas and points is a good way to verify the turnstile mechanism as the two
results match only, if there is no additional transport across the boundary of the resonance
zone. In this sense, this thesis studies the turnstile mechanism in a 4d map by adjusting the
two methods to higher dimensions.
2.2 4D example system: coupled standard map
A 4d phase space is spanned by two momenta 𝑝1, 𝑝2 and two positions 𝑞1, 𝑞2, i.e. one pair of
coordinates (𝑝, 𝑞) for each degree of freedom. For the studies of this thesis we used two coupled
standard maps [58], ℱ : (𝑝1, 𝑝2, 𝑞1, 𝑞2) ↦→ (𝑝′1, 𝑝′2, 𝑞′1, 𝑞′2),


















𝑞′1 = 𝑞1 + 𝑝1
𝑞′2 = 𝑞2 + 𝑝2,
(2.2)
where 𝑝1,2 ∈ [−0.5, 0.5), 𝑞1,2 ∈ [0, 1) and periodic boundary conditions are imposed in each
coordinate analogue to Eq. (2.1). The resulting map is symplectic. The parameters 𝐾1 and 𝐾2
control the non-linearity of the individual 2d standard maps in (𝑝1, 𝑞1) and (𝑝2, 𝑞2), respectively.
The parameter 𝜉 introduces a coupling between the two degrees of freedom. The studies in
Chap. 4 are executed with 𝐾1 = 1.8, 𝐾2 = 0 and the coupling 𝜉 varied between 0.01 and
0.15. These values yield a map that is suited to study the transport. For the visualisations in
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Sec. 2.3 and Chap. 3 the parameters 𝐾1 = 2.25, 𝐾2 = 3 and 𝜉 = 1 are used. These stronger
perturbations lead to a generic example of a mixed system with a regular island embedded in
the chaotic sea.
In 2d maps the regular orbits are 1d lines, see for instance the light grey lines in Fig. 2.1, which
are organised around elliptic xed points (not shown). The organisation of a 4d phase space is
more complicated [34]: regular orbits are 2-tori that are arranged around elliptic 1-tori. These
occur as one-parameter families either from bifurcations, see Sec. 3.2, or attached to elliptic-
elliptic xed points. In addition, xed points can be unstable, i.e. hyperbolic-hyperbolic, or
have one of the mixed stabilities hyperbolic-elliptic or elliptic-hyperbolic. Furthermore, there
are one-parameter families of hyperbolic 1-tori. Similar to their elliptic counterparts, they
arise from bifurcations or from xed points with mixed stability. Hyperbolic 1-tori play an
important role in this thesis as they somehow organise the chaotic motion. This is explained
in detail in Chap. 3.
2.3 Representations of 4D orbits
A fundamental problem of 4d systems is their visualisation. This section introduces dierent
approaches to overcome this diculty. The rst one is to reduce the depiction of phase space
to three dimensions. To this end, two methods are explained in Sec. 2.3.1 starting with 3d
phase-space slices, which are well suited to visualise many orbits at once. The disadvantage of
this method is the loss of information due to the reduction of dimensions. A full-dimensional
representation is achieved by the second method called "method of colour and rotation". A
detailed comparison of both methods can be found in Ref. [59, Sec. II.B.1].
A completely dierent approach is the frequency space explained in Sec. 2.3.2. By describing
regular tori with frequencies the system is reduced to a 2d plane. In addition, this represen-
tation makes resonances clearly visible.
2.3.1 Phase space
3d phase-space slices were introduced by Richter et al. [59]. The idea is to plot only those
points of an orbit that fall in a thickened hyperplane Γ. This leads to a reduction of the
dimension by one as sketched in Fig. 2.2. Typically, a 2-torus (grey) is reduced to rings
(black) and a 1-torus (blue) to points (orange).
For the 4d standard map ℱ with 𝐾1 = 2.25, 𝐾2 = 3 and 𝜉 = 1 the plane dened by
Γ𝜀 =
{︁
(𝑝1, 𝑝2, 𝑞1, 𝑞2)
⃒⃒⃒
|𝑝2 − 𝑝*2| ≤ 𝜀
}︁
(2.3)
with 𝑝*2 = 0 and 𝜀 = 10
−4 is suitable as it captures most of the structures. As an example,
some regular orbits on 2-tori are shown in Fig. 2.3 as grey rings and elliptic 1-tori as orange





Figure 2.2: Sketch of a 2-torus (grey), a 1-torus (blue) and their representations in a 3d
phase-space slice (black, orange).
points. Note that the 1-tori occur as one-parameter families and hence, appear as lines. The
two families ℳfp1 and ℳfp2 labelled in Fig. 2.3 are attached to the elliptic-elliptic xed point






Figure 2.3: 3d phase-space slice of regular structures of map ℱ with 𝐾1 = 2.25, 𝐾2 = 3
and 𝜉 = 1. The grey rings are 2-tori and the orange lines are composed of
many points representing 1-tori. The origin is at (𝑝1, 𝑞1, 𝑞2) = (0, 0.5, 0.5).
This figure is similar to Refs. [46, Fig. 1] and [34, Fig. 3].
The method of colour and rotation [60, 61] is a projection to a 3d space with the missing
coordinate encoded as colour. This is useful to visualise the geometry of single objects in the
full space, but not suited to depict many orbits at once. Several examples for the map ℱ can
be found in Ref. [59].
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2.3.2 Frequency space
The regular motion on a 2-torus can be described by a longitudinal frequency 𝜈𝐿 and a normal
frequency 𝜈𝑁 as indicated in Fig. 2.2. The result of a numerical frequency analysis [17,62] for
the strongly perturbed map ℱ is shown in Fig. 2.4 as grey points, see Ref. [46] for details.
Note that the correspondence of 𝜈1 and 𝜈2 to 𝜈𝐿 and 𝜈𝑁 depends on the region. For orbits in
the vicinity of the lower orange line 𝜈1 ≡ 𝜈𝐿 and 𝜈2 ≡ 𝜈𝑁 . Close to the upper orange line it is
the other way around.
The motion on a 1-torus is characterised by one longitudinal frequency. For elliptic 1-tori a
normal frequency can be dened either via surrounding 2-tori [63] or by means of the linearised















Figure 2.4: Frequency space of map ℱ based on 108 initial conditions with randomly chosen
𝑝1, 𝑝2 ∈ [−0.2, 0.2], 𝑞1, 𝑞2 ∈ [0.3, 0.7]. Regular orbits are represented by grey
points and the two families of elliptic 1-tori are shown as orange lines. The
dashed lines are resonances labelled with 𝑚1 : 𝑚2 : 𝑛. The black box indicates
a magnification shown in Fig. 3.2(a).
This figure is similar to Refs. [46, Fig. 3], [34, Fig. 3], [59, Fig. 4].
A line in frequency space described by 𝑚1 · 𝜈1 + 𝑚2 · 𝜈2 = 𝑛, where 𝑚1,𝑚2, 𝑛 are integers
without common divisor, is called a resonance line. While there are innitely many of them
covering the frequency space, only a few important examples are included as dashed lines and
labelled with 𝑚1 : 𝑚2 : 𝑛 in Fig. 2.4. These resonances lead to so-called resonance channels
and bifurcations, which are described in Chap. 3 in more detail. In general, the resonances and




Normally hyperbolic invariant manifolds (NHIMs) play an important role for the chaotic trans-
port in higher dimensional systems as they are a higher dimensional analogue of hyperbolic
xed points [6671]. For instance, a one-parameter family of hyperbolic 1-tori in a 4d map lies
on a 2d NHIM. Note that the family is actually a Cantor family due to crossing resonances
and that the continuous NHIM is present inside these gaps as well.
A 𝑛-dimensional NHIM has attached (𝑛 + 1)-dimensional stable and unstable invariant man-
ifolds that inuence the dynamics in the normal directions of the NHIM. For instance, a
hyperbolic 1-torus has attached 2d invariant manifolds and a 2d NHIM, as the example given
above, has 3d stable and unstable manifolds. Initial conditions on the invariant manifolds
converge exponentially towards the NHIM under forward or backward iteration. More pre-
cisely, these manifolds are brations of families of stable and unstable bres to each point on
the NHIM. The manifolds are invariant in the sense that each bre is mapped into another
single bre.
The dynamics on the NHIM itself can be very complex including xed points or chaotic motion,
which may expand or contract. If the contraction/expansion rate is stronger than the rate
normal to the NHIM, the NHIM will get holes.
The numerical construction of a NHIM with a binary contraction method is described in
Ref. [72]. To this end, the position of the four invariant manifolds needs to be known roughly.
Then, in each of the quadrants generated locally by the manifolds one point is started. They
are the initial points for a bisection method converging to a point on the NHIM.

3 Resonance channels in 4D maps
Resonance channels are crucial structures for the transport in higher-dimensional systems [48].
The rst studies about transport along a resonance channel reach back to work by Vladimir
Arnol'd from 1964 [39]. He described the diusion process due to heteroclinic intersections of
the invariant manifolds of hyperbolic 1-tori, later termed Arnold diffusion. The same mecha-
nism allows a chaotic orbit to move from one channel to another at junctions. In this way all
channels are connected and form the so-called Arnold web. As resonance channels occur on ar-
bitrary ne scales, a chaotic orbit can get arbitrary close to each point in a higher-dimensional
phase space [28,73].
As Arnold diusion along resonance channels is expected to be very slow, this thesis focuses
on the transport in the perpendicular direction, i.e. "away from" or "out of" the resonance
channel. The transport in this direction is restricted by partial barriers composed of the stable
and unstable manifolds of hyperbolic 1-tori, which we show in detail in Chap. 4. This is in
some sense similar to a resonance in a 2d map, which leads to stable and unstable periodic
points according to the PoincaréBirkho theorem [28, 74]. The invariant manifolds of the
unstable points form a partial barrier as explained in Sec. 2.1. Even though there is no direct
generalisation of the PoincaréBirkho theorem to more degrees of freedom, the fate of a
resonant torus is known [34, 43]. If a 2-torus fulls one resonance condition, it breaks up in
elliptic and hyperbolic 1-tori. As in general a family of 2-tori fulls a resonance condition, this
is one origin of families of hyperbolic 1-tori.
A dierent approach to study resonances are bifurcations. To this end an external parameter
has to be varied in 2d maps. In contrast, in a 4d map all stages of a bifurcation are included
at xed parameters. Here, the longitudinal frequency, which varies along the family of 1-
tori, plays the role of the bifurcation parameter. The bifurcations occurring when such a
family crosses a resonance [44, 45] are associated with resonance channels as we published in
Ref. [46], see also Ref. [75]. The system studied there is the strongly coupled standard map,
see Sec. 2.3. A short summary of Ref. [46] is given in Sec. 3.1, while in Sec. 3.2 the generic
case of bifurcations is reviewed more closely. The knowledge about phase-space structures in
resonance channels allows to study the transport away from the channel in terms of escape
time plots, presented in Sec. 3.3.
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3.1 Bifurcations of families of 1-tori
If a family of 1-tori crosses a resonance, i.e. the frequencies of a 1-torus in the family full a
resonance condition, bifurcations occur. They give rise to gaps, bends, and emerging branches.
In this process, the bifurcation parameter is the longitudinal frequency 𝜈𝐿 of the 1-tori that
varies along the family.
In Ref. [46] a system of two strongly coupled standard maps is considered, see also Sec. 2.3.
Recall, that this system has two elliptic main families ℳfp1 and ℳfp2 , visible as orange lines in
a phase-space slice (Fig. 2.3) and in frequency space (Fig. 2.4). In terms of the frequencies of
1-tori a resonance is described by 𝑚𝐿 · 𝜈𝐿 + 𝑚𝑁 · 𝜈𝑁 = 𝑛 with the normal frequency 𝜈𝑁 and
𝑚𝐿,𝑚𝑁 and 𝑛 integers without common divisor. The absolute value of the coecient 𝑚𝑁 is
the crucial parameter to categorise bifurcations. In agreement with normal form studies [45]
we distinguish the following cases: |𝑚𝑁 | = 0 (gaps), |𝑚𝑁 | = 1 (bends), |𝑚𝑁 | = 2 (gaps),
|𝑚𝑁 | = 3 (branches), |𝑚𝑁 | ≥ 4 (branches). Figure 3.1 shows examples for all cases in a 3d
phase-space slice. The following provides short descriptions, which are close to Ref. [46].
|𝑚𝑁 | = 0 This case relates to a rational value of the longitudinal frequency. Very similar
to the PoincaréBirkho scenario [28] in 2d maps, an elliptic 1-torus breaks up in a chain of
periodic points with alternating elliptic-elliptic and elliptic-hyperbolic stability. As an example
Fig. 3.1(a) shows the 7 : 0 : 2 resonance crossing the main family ℳfp1 . Analogue to the 2d
case not only the rational 1-torus itself breaks, but also the 1-tori in its vicinity. The resulting
gap is lled by new structures around the periodic points. Note that the |𝑚𝑁 | = 0 case is
the only one that also aects hyperbolic 1-tori, which have solely a longitudinal frequency.
They break up in hyperbolic-hyperbolic and elliptic-hyperbolic periodic points. The latter
have attached families of hyperbolic 1-tori, which establishes a hyperbolic hierarchy.
|𝑚𝑁 | = 1 This kind of bifurcations causes prominent bends in a family of elliptic 1-tori
on either side of the crossing resonance, which leads to pronounced gaps. While the elliptic
branch on one side of the gap just bends, the one on the other side gets hyperbolic at some
point. One example is the 3 : 1 : 1 resonance crossing ℳfp1 shown in Fig. 3.1(b).
|𝑚𝑁 | = 2 Bifurcations with |𝑚𝑁 | = 2 cause a dierent kind of gap in the main family
of elliptic 1-tori, namely that the family contains a segment of hyperbolic 1-tori: Firstly,
the main family of elliptic 1-tori changes its stability to hyperbolic while an elliptic family
emerges, appearing as two branches in the 3d phase-space slice. Secondly, the main family of
now hyperbolic 1-tori becomes elliptic again and a hyperbolic family emerges, also appearing
as two branches in the 3d phase-space slice. As an example the the −2 : 10 : 1 resonance
crossing ℳfp2 is shown in Fig. 3.1(c).
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|𝑚𝑁 | = 3 In Fig. 3.1(d) the −1 : 3 : 0 resonance crossing ℳfp1 serves as an example.
Bifurcations with |𝑚𝑁 | = 3 are more complicated: Initially, an elliptic and a hyperbolic family
of 1-tori emerge in a saddle-node bifurcation. In Fig. 3.1(d) this is where the red and the
green family meet. Note that each family appears in a 3d phase-space slice as three branches.
From the meeting point the red elliptic family continues outwards while the green hyperbolic
family collapses at the orange main family and re-emerges from it. Thus, the region close to
the orange family is considerably deprived of regular tori.
|𝑚𝑁 | ≥ 4 This is the generic case, in which |𝑚𝑁 | elliptic and |𝑚𝑁 | hyperbolic branches
emerge. As an example in Fig. 3.1(e) serves the 5 : −5 : 1 resonance crossing ℳfp1 , which
corresponds to |𝑚𝑁 | = 5. A more detailed explanation of this case is given in Sec. 3.2.




























Figure 3.1: Bifurcations in a 3d phase-space slice. In all figures the orange lines are the
main families of elliptic 1-tori as in Fig. 2.3. The emerging red families are
elliptic and the green ones are hyperbolic. In (a) a chain of elliptic-elliptic
(red) and elliptic-hyperbolic (green) periodic orbits is shown. In addition, a
projection of a near by 1-torus is depicted with the 𝑝2-coordinate encoded as
colour.
In Ref. [46] we discuss two additional aspects, regarding symmetry breaking bifurcations and
one resonance crossing both main families of elliptic 1-tori. The presence of symmetries in a
map leads to additional kinds of bifurcations. In the example system we observe two |𝑚𝑁 | = 1
bifurcations with unexpected behaviour. The −1 : 2 : 0 resonance intersecting ℳfp2 shows an
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eect similar to a |𝑚𝑁 | = 2 resonance, but with dynamically separated emerging branches.
These branches can be mapped on each other by one symmetry of the map. The −1 : 10 : 1
resonance intersecting ℳfp2 looks like a |𝑚𝑁 | = 4 bifurcation, i.e. it is a double symmetry
breaking bifurcation. The four emerging branches of each stability are again dynamically not
connected, but linked pairwise by the two symmetries of the map.
While in general a resonance channel 𝑚1 : 𝑚2 : 𝑛 crosses only one of the main families of
1-tori, it is also possible that both families are involved. In this case, locally at each crossing
point the bifurcations behave as described above, one with 𝑚𝑁 = 𝑚1 and one with 𝑚𝑁 = 𝑚2.
The geometry along the connection is non-trivial as the structures have to alter continuously,
such that the coecients 𝑚1 and 𝑚2 switch their roles. From a geometrical point of view, a
2-torus with large radius 𝑟1 and small radius 𝑟2 has to fade into one with large radius 𝑟2 and
small radius 𝑟1.
3.2 Skeleton of resonance channels
Resonance channels arise due to resonant frequencies as explained in Sec. 2.3.2 and in the
previous section. The structures in a channel can be studied from two dierent points of view:
rstly, as the break-up of resonant 2-tori [43] and secondly, as bifurcations of families of 1-tori.
Of course, both approaches explain the phase-space structures consistently.
The break-up of resonant 2-tori results in families of elliptic and hyperbolic 1-tori along the
channel [43], which is also predicted by bifurcations as explained above in Sec. 3.1. The
families of 1-tori build the skeleton of the resonance channel in the following sense: Around
the elliptic 1-tori again regular 2-tori arise, which implies a self-similar phase space structure.
The hyperbolic 1-tori have 2d invariant manifolds attached that rule the chaotic transport
away from the channel as discussed in detail in Chap. 4.
In order to illustrate the resonance channel in phase space, we consider the 5 : −5 : 1 resonance
in the map ℱ with 𝐾1 = 2.25, 𝐾2 = 3 and 𝜉 = 1 [46]. This system is introduced in Sec. 2.3.
We illustrate a magnication of the frequency space around the 5 : −5 : 1 resonance and the
main familyℳfp1 in Fig. 3.2(a), corresponding to the indicated box in Fig. 2.4. Each grey point
represents a 2-torus, the resonance is marked by a dashed line and the main family of elliptic
1-tori ℳfp1 is depicted in orange. The same structure is shown in a 3d phase-space slice in
Fig. 3.2(b). Note that the 1-tori appear as points and a one-parameter family of them forms a
line, see e.g. the orange family ℳfp1 . Exactly from the point where ℳfp1 crosses the resonance
line, there emerge new families of 1-tori, namely ve elliptic (red) and ve hyperbolic (green)
ones. In frequency space the new families are on the resonance line. For the elliptic 1-tori
two frequencies are assigned as explained in Sec. 2.3.2. As hyperbolic 1-tori have only one
frequency, they cannot be included in the frequency space directly. However, they have an
elliptic partner with the same longitudinal frequency.
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The dynamics in the vicinity of this structure is studied with local 2d projections shown in
Fig. 3.2(c) to (e). To this end, orbits in the 3d phase-space slice are projected to a 2d plane,
which does not alter their dimensionality. Hence, a 2-torus is shown as grey ring as in Fig. 2.3.
The emerging 1-tori are represented by red, orange and green points. They correspond to the
highlighted bigger points already shown in (b) and to the encircled letters in (a). Furthermore,
in Fig. 3.2(d) and (e) some iterations of a chaotic orbit are depicted in blue.
The red and orange elliptic 1-tori organise the regular motion as around every 1-torus exists
a family of 2-tori (grey). This is visible in all 2d projections Fig. 3.2(c) to (e). In some sense,
the hyperbolic 1-tori organise the chaotic dynamics. Although there is no surrounding 2-torus
in Fig. 3.2(e), the chaotic orbit stays close to the resonance for some time. This indicates the
presence of a partial barrier, which is composed of the invariant manifolds of the hyperbolic

























Figure 3.2: Visualization of the 5 : −5 : 1 resonance intersecting ℳfp1 . (a) Zoom of fre-
quency space shown in Fig. 2.4. (b) Zoom of 3d phase-space slice in Fig. 2.3
with elliptic (red, orange) and hyperbolic 1-tori (green). (c)–(e) Sequence of
local 2d projections from the 3d phase-space slice onto a plane with regular
2-tori (grey rings), elliptic 1-tori (red, orange), and hyperbolic 1-tori (green).
The 1-tori appearing in the local 2d projections (coloured points) are marked
by encircled letters in (a) and by larger spheres in (b). The planes (c)–(e)
have normal vector ?⃗? = (𝑝1, 𝑞1, 𝑞2) = (−0.338,−0.644, 0.687). The phase
space coordinates (𝑝1, 𝑝2, 𝑞1, 𝑞2) of the orange points are (c): (0, 0, 0.457, 0.578),
(d): (0, 0, 0.453, 0.581), and (e): (0, 0, 0.447, 0.587).
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3.3 Transport away from resonance channels
In order to study the transport away from a resonance channel, we utilize escape times. That
is, many points are started in the region of interest and iterated until they reach some exit
region located deep in the chaotic sea. The time needed to escape 𝑡esc is assigned to the initial
point and encoded in colours.
For such an illustration we start initial conditions on the plane from Fig. 3.2(e). To include a
larger vicinity of the structure, the plane is enlarged by a factor of 1.5. As exit region we use
the cuboid {(𝑝1, 𝑝2, 𝑞1, 𝑞2) : 𝑝1 < −0.3}. The escape times are shown in Fig. 3.3 with darker
colours indicating short escape times and white representing times exceeding the maximal
iteration time. In addition, the 1-tori are included as orange, red and green points like in
Fig. 3.2(e).
In the escape time plot Fig. 3.3 one can see a regime of intermediate times roughly between
104 and 105. The corresponding initial conditions are located close to the island chain. This
reminds of escape time plots in 2d maps where the trapping mechanism is understood from
partial barriers. Thus, Fig. 3.3 indicates that a similar mechanism holds here, i.e. that there
is a partial barrier build by the invariant manifolds of the hyperbolic 1-tori (green). Note that









Figure 3.3: Escape time plot for 103×103 points started on the plane shown in Fig. 3.2(e),
but enlarged by a factor of 1.5. The escape time is encoded as colour with
maximal iteration time 106 in white. The coloured points are the 1-tori as in
Fig. 3.2(e).
4 Turnstile mechanism in 4D maps
In this chapter the analogue of the well known 2d turnstile mechanism, see Sec. 2.1, in a 4d
map is discussed. More precisely, we focus on partial barriers composed of stable and unstable
manifolds. In a 2d map, the 1d invariant manifolds of hyperbolic xed points are such a
barrier as they have codimension one. In a 4d map, the analogue of a hyperbolic xed point
is a hyperbolic 1-torus with 2d manifolds. However, their dimensionality is insucient to
constitute a barrier in a 4d space. Thus, we have to consider the one-parameter family of 1-
tori whose manifolds form a 3d partial barrier separating a resonance zone from the remaining
phase space. This can be roughly imagined as a stack of 2d resonances plus a rotation. Hence,
also in higher dimensions the turnstile is composed of two lobes, one with the incoming and
one with the outgoing points.
Due to crossing resonances there are some missing layers in the stack, i.e. the family of 1-tori
is actually a Cantor family with innitely many gaps. We assume that most of them are too
small to have a signicant impact on the transport. This is why the gaps are lled by linear
interpolation in this thesis. Further details of the construction of the barrier are discussed in
Sec. 4.1 using the map ℱ , Eq. (2.2), with parameters 𝐾1 = 1.8, 𝐾2 = 0 and coupling 𝜉 varying
from 0.01 to 0.15 as an example.
With this 3d partial barrier we can survey the turnstile mechanism with the methods explained
in Sec. 2.1. On one hand, the transport can be predicted by the enclosed volume of one turnstile
lobe, whose computation is shown in Sec. 4.2. On the other hand, the transport across the
partial barrier is measured with the point method, which is described in Sec. 4.3. Finally, the
results of both approaches are compared, which reveals a very good prediction of the transport
in a regime far away from crossing resonances. This is discussed in detail in Sec. 4.4.
4.1 Computation of a 4D turnstile
In order to predict the transport, we need to know the boundaries of the resonance zone and
a turnstile lobe as well as their volumes. In this section, we describe the construction of the
4d turnstiles and discuss the related phase space structures.
A 4d volume, e.g. a resonance zone, is bordered by a 3d object. Here, this object is a
one-parameter family of 2d manifolds, namely the invariant manifolds of hyperbolic 1-tori.
For the construction of a partial barrier all these objects are computed in the following steps:
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(i) family of 1-tori, (ii) 2d invariant manifolds (iii) intersections of manifolds (iv) crop manifolds
at intersection lines. This leads to the boundary of the transported 4d volume. In addition,
we are interested in the (v) local transport, which is studied in terms of sections of the barrier.
For all steps this chapter focuses on the results of the computations while numerical details
are aggregated in Chap. 5.
(i) The starting point of our computations is the family of 1-tori, which can be interpreted
as the backbone of the barrier. In the used example map ℱ the family is stacked along the 𝑝2-
coordinate, which leads to a parametrisation of the family by 𝑝2. The details of the parameter
as well as the algorithm to compute 1-tori and its extension to rotational 1-tori is explained
in Sec. 5.1. Figure 4.1 shows a projection of all computed 1-tori onto the canonical coordinate
planes (𝑞1, 𝑝1) and (𝑞2, 𝑝2) for dierent values of the coupling 𝜉. Numerically we determine
particular members of the family, which results in the small gaps between the tori in the right
column. In contrast, the bigger gaps, e.g. close to 𝑝2 = 0 or 𝑝2 = 0.5, are true gaps of the
family. These are the previously mentioned resonance gaps, which occur due to the |𝑚𝑁 | = 0
bifurcations explained in Sec. 3.1. In the following, "gaps" refers to resonance gaps unless
stated otherwise. With increasing coupling 𝜉 the resonance gaps get bigger and the 1-tori are
deformed, as expected. The rising deformation is also visible in the rst degree of freedom
(left column).
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Figure 4.1: Projection of 1-tori to first (left column) and second (right column) degree of
freedom for different values of the coupling 𝜉. The manifolds attached to the
green torus in the middle row (b) are shown in Fig. 4.2.
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(ii) Each 1-torus has 2d stable and unstable manifolds attached. The numerical details
of their computation are explained in Sec. 5.2.1. As an example Fig. 4.2 shows a single 1-torus
with 𝑝2 = 𝜈 = 0.19 in green and its invariant manifolds in red and blue. More precisely, we
see a projection omitting the 𝑝2-coordinate, i.e. only the remaining coordinates (𝑝1, 𝑞1, 𝑞2) are
plotted. The 1-torus is visible twice, because it is located around the periodic boundary in 𝑞1.
This is more clear for the green xed point in the 2d case shown in Fig. 2.1. Also the four
attached manifolds resemble the 2d case in the (𝑝1, 𝑞1)-plane. Hence, there is again an upper
(𝑝1 > 0) and a lower (𝑝1 < 0) turnstile. The intersection points are more complicated here as
two non-parallel 2d manifolds intersect in points in the 4d space. The rst intersection points
of the stable and the unstable manifold are marked in yellow and the second ones in orange





Figure 4.2: Projection of stable (red) and unstable (blue) manifolds of one 1-torus (green)
at 𝑝2 = 0.19 at coupling 𝜉 = 0.1, which is marked in Fig. 4.1. The first and
second intersection points are shown in yellow and orange, respectively. Note
that these are intersection points in all four dimensions, which is not visible
here. In the fourth coordinate 𝑝2 the manifolds approximately cover the range
[0.15, 0.23]. The axes are centred at (𝑝1, 𝑞1, 𝑞2) = (−0.5, 0, 0).
The manifolds are computed for all 1-tori and look similar for dierent 𝑝2. Figure 4.3 shows
a section at 𝑞2 = 0.5 of the whole family of 1-tori and their manifolds for 𝜉 = 0.1. Here, the
1-tori are depicted as dots (green) and the 2d manifolds as red and blue lines. The gaps in the
family of 1-tori visible in Fig. 4.1 are resembled as gaps between the manifolds. For a clear
view, the manifolds are only shown up to their rst intersection points, which are similar to the
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yellow ones in Fig. 4.2. Note that only the families have to meet in the occurring intersection
line, but not every single manifold (lines) has a matching partner. Details on the intersections





Figure 4.3: Section at 𝑞2 = 0.5 of the family of hyperbolic 1-tori (green) and their attached
2d stable (red) and unstable (blue) manifolds. Due to the section all objects
appear with a dimension reduced by one. The axes are centred at (𝑞1, 𝑝1, 𝑝2) =
(0,−0.5,−0.5).
In order to save computation time and increase precision in the following steps, we linearly
interpolate additional manifolds between the computed ones, see Sec. 5.2.2. In the small
discretisation gaps this leads to reasonable additional points whereas in the case of resonance
gaps this probably introduces errors. Details and implications of this approach are discussed
in Sec. 4.4.
(iii) The next step is the computation of the intersections of the families of manifolds, see
Sec. 5.2.3 for numerical details and examples. The intersection points of two families of 2d
manifolds lie on a 2d surface, which can be understood as follows: Two single 2d manifolds
intersect in a 4d space in one or several points, see for an example the yellow points in
Fig. 4.2. Hence, every 2d stable or unstable manifold intersects with a one-parameter family
of manifolds of opposite stability in a 1d line. Consequently, two families intersect in a 2d
surface. The computation of all intersection points is done for the rst and second as well as
for the upper, i.e. 𝑝1 > 0, and the lower, i.e. 𝑝1 < 0, intersections.
(iv) The fourth step is to crop the manifolds, see Sec. 5.2.4. This is necessary as only a
part of the 2d manifolds is relevant for the 3d boundary we are interested in. As an example
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the unstable manifold of the 1-torus marked in green in Fig. 4.1 is shown in Fig. 4.4 as a
projection similar to Fig. 4.2. The part between the green 1-torus and the rst intersections
(yellow points) with the stable family is shown in darkblue and contributes to the resonance
boundary. This is similar to the resonance zone (grey) shown in Fig. 2.1 for the 2d case.
Analogously, the part between rst (yellow) and second (orange) intersections with the family
of stable manifolds belongs to the boundary of one lobe of the turnstile, which is shown in
lightblue. The 2d equivalent is the green area 𝐴𝑡 in Fig. 2.1. In this way every manifold is





Figure 4.4: Projection of a cropped unstable manifold of the 1-torus (green) marked in
Fig. 4.1. The first and second intersections with the family of stable manifolds
are shown as yellow and orange points, respectively. The darkblue part up to
the first intersections is part of the resonance boundary while the lightblue part
between the first and the second intersections belongs to the lobe boundary.
The axes are centred at (𝑝1, 𝑞1, 𝑞2) = (0,−0.02, 0).
Finally, the cropped families of both stable and unstable manifolds build together a 3d barrier
in the 4d phase space and hence, enclose a 4d volume. More precisely, the manifold parts from
1-torus to rst intersections, e.g. the darkblue one in Fig. 4.4, contribute to the 3d boundary
of the 4d resonance zone. The parts between the rst and the second intersections like the
lightblue one in Fig. 4.4 build the boundary of a turnstile lobe. If there is no additional
transport, e.g. for the uncoupled map 𝜉 = 0, the sum of the enclosed upper and lower 4d lobe




lobe is transported out of the resonance zone within one iteration
step. More precisely, when iterating the phase space volume inside the resonance zone once,
the leaving part is mapped to the computed lobes. Since we are dealing with a coupled map
𝜉 > 0, there could be additional transport and hence, the value 𝑉 4dlobes is not very meaningful
in this case although it is a conserved quantity.
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(v) Hence, the more interesting issue is the variation of the turnstile volume along the channel
at dierent positions 𝑝*2, which we call local transport. To this end, we have to nd local
2d barriers in 3d subspaces. For this, the 3d barrier is intersected with some 1d condition for
the 𝑝2-coordinate
𝛾 : (𝑞2, 𝑝
*
2) ↦→ 𝑝2. (4.1)
In order to get comparable results for every value of 𝑝*2, the condition should be linear in
𝑝*2. Due to this requirement and for reasons of clarity and simplicity, we use the condition




2. For numerical details of the section see Sec. 5.2.5.
The result of this process is a 2d section of the 3d barrier that exists in the space spanned
by the remaining coordinates (𝑝1, 𝑞1, 𝑞2). As an example the border at 𝑝*2 = 0.2 for coupling
𝜉 = 0.1 is shown in Fig. 4.5 in black. The cyan points at 𝑞2 = 0 serve as a guide to the eye.
Note that all points have 𝑝2 = 𝑝*2 = 0.2 as fourth coordinate. Thus, this 2d object lives in a
3d space, where it has sucient dimension to be a barrier.
Note that the enclosed 3d volumes in this decomposition do not necessarily full the same
characteristics as the full 4d volume. For instance, the volume of the incoming lobe can dier










Figure 4.5: 2d section (black) of the 3d barrier at 𝑝*2 = 0.2 for coupling 𝜉 = 0.1. Points
with 𝑞2 = 0 are marked in cyan. In (a) the boundary of the resonance zone
is shown. Figure (b) displays the boundary of one lobe of the upper turnstile.
The cyan points from (b) are also added in (a) as thin line. The axes are
centred at (𝑝1, 𝑞1, 𝑞2) = (−0.5, 0, 0) in (a) and at (0.35, 0.15, 0) in (b).
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4.2 Volume measurement
In this section we compute the volumes of the resonance zone and one turnstile lobe enclosed
by the boundaries discussed in the previous section 4.1. This leads to a prediction of the
transport out of the resonance zone. In particular, we are interested in the variation of the
local transport at dierent positions along the channel. Hence, we focus on the computation of
3d volumes 𝑉 3d in the following. The 4d volume 𝑉 4d can be simply computed by integration
over the parameter 𝑝*2. The details of the numerical computations corresponding to this section
can be found in Sec. 5.3.1.
The 3d volume enclosed by a 2d surface can be computed in various ways. One possibility is
the triangulation method described in App. B, but this algorithm is not suited for non-convex
surfaces. An easier and more exact option is the decomposition in 2d areas 𝐴 bordered by
1d lines and subsequently integrating those areas to obtain a 3d volume. For the considered
map ℱ it makes sense to use slices of constant 𝑞2-value, which leads to area computations in
the (𝑝1, 𝑞1) plane very similar to 2d maps, cf. Fig. 2.1. Note that the map ℱ is periodic in 𝑞2.
Thus, the area measured at 𝑞2 = 0 has to be equal to the one for 𝑞2 = 1.
The results for 𝑝*2 = 0.2 serve as an example and are shown in Fig. 4.6 for dierent couplings 𝜉.
In the rst row (a) the computed areas of the resonance zone 𝐴rz are plotted as function of
𝑞2. For each value of 𝑞2 the area is comparable to the grey zone in Fig. 2.1. As expected, they
vary the more around the uncoupled value (red line) the higher the coupling 𝜉, but the relative
variation is rather small with up to ≈ 2%. The second row (b) shows the areas measured in the
upper turnstile 𝐴ulobe, which are comparable to the green area 𝐴𝑡 in Fig. 2.1. The counterpart
of 𝐴𝑡 for 𝑝 < 0, i.e. the lower turnstile, is symmetric in the 2d map. However, for the 4d
map ℱ only the reection of both 𝑝-coordinates is a symmetry operation. Hence, for constant
𝑝*2, there is a dierence in the areas of one lobe of the upper 𝐴
u
lobe and the lower 𝐴
l
lobe turnstile,




lobe(−𝑝*2). For comparison with the
upper turnstile in Fig. 4.6(b) the lower areas 𝐴llobe are shown in the third row (c). There, the
variation is rather big, especially for the higher values of 𝜉 in the middle and right column.
For 𝜉 = 0.15 the area is even close to zero, which is also true for other values of 𝑝*2. This
means that the lines of rst and second intersections, exemplarily shown in Fig. 4.4 as yellow
and orange points, are no longer collateral. For higher values of 𝜉 they touch and there is no
clearly dened turnstile anymore. Hence, our studies are limited to couplings 𝜉 ≤ 0.15. A
similarly vanishing turnstile was observed in a van der Waals complex [76, Ch. 4.1].
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Figure 4.6: 2d areas 𝐴 at different positions along the 𝑞2-axis for 𝑝
*
2 = 0.2. In all plots
the expected area for the uncoupled map is shown as red line. The columns
correspond to rising coupling 𝜉 from left to right. The first row (a) displays the
area of the resonance zone 𝐴rz while (b) and (c) show the area of one lobe of
the upper 𝐴ulobe and lower 𝐴
l
lobe turnstile, respectively. In addition, the areas
enclosed by the cyan lines in Fig. 4.5 are marked in cyan.
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With the 2d areas 𝐴(𝑞2) the 3d volume is calculated 𝑉 =
∫︀ 1
0
𝐴(𝑞2) d𝑞2. The volume of the
resonance zone 𝑉 3drz is computed from the 2d areas 𝐴rz and analogously the upper 𝑉
3d,u
lobe and
lower 𝑉 3d,llobe turnstile lobe volumes. Hence, the data shown in one column of Fig. 4.6 leads to
one volume for each structure. To study the variation of the volumes along the channel, the
areas and the corresponding volumes are computed for all values of 𝑝*2. Note that the map ℱ is
periodic in 𝑝2 and hence, the volumes at 𝑝*2 = ±0.5 have to coincide. In addition, the symmetry
of the map ℱ leads to a symmetry of the resonance zone volumes 𝑉 3drz (𝑝*2) = 𝑉 3drz (−𝑝*2) and




lobe (−𝑝*2), analogue to the areas. As we do not enforce this
symmetry, it can serve as a measure for the quality of the data.
The computed volumes are shown in Fig. 4.7 for dierent couplings. The rst row (a) displays
the volumes of the resonance zone 𝑉 3drz with rising coupling 𝜉 from the left to the right column.
For 𝜉 ∈ {0.1, 0.15} the volume of the resonance zone is larger in the vicinity of 𝑝*2 = 0, which
corresponds to a big resonance gap in the family of 1-tori, see Fig. 4.1. In the right plot
(𝜉 = 0.15) are some uctuating points around 𝑝*2 ≈ −0.2 for some numerical reason. We
exclude a physical explanation as the error does not occur for positive 𝑝*2 and we expect a
smooth variation.
In the second row (b) are the lobe volumes for the upper 𝑉 3d,ulobe turnstile (dark green) corre-
sponding to Fig. 4.6(b). The volumes of the lower turnstile lobe 𝑉 3d,llobe are symmetric in 𝑝
*
2 and
were also computed for comparison. The deviation |𝑉 3d,ulobe (𝑝*2) − 𝑉 3d,llobe (−𝑝*2)| is approximately
10−6, which corresponds to a relative error of 0.01%. An exception are the lower volumes for
𝜉 = 0.15 at 𝑝*2 ≈ −0.2 for the same reason as the volumes of the resonance zone in (a).
The third row (c) shows the sum of the two lobe volumes based on the upper lobe volume
shown in (b) and the symmetry. This quantity is of interest as this volume is expected to be
transported in each iteration step. More precisely, the transport rate 𝑟𝑉 across the barrier
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(a) Volume of resonance zone
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(b) Volume of one lobe of upper turnstile
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Figure 4.7: 3d volumes as a function of 𝑝*2 along the resonance channel for different cou-
plings 𝜉. In all plots the expected value for the uncoupled map is shown as red
line as in Fig. 4.6. The first row (a) displays the volume of the resonance zone
𝑉 3drz (blue) while (b) shows the volumes of one lobe of the upper turnstile 𝑉
3d,u
lobe
in dark green. In addition, the integral over the areas shown in Fig. 4.6(a) and
(b) are marked in black in (a) and (b) at 𝑝*2 = 0.2, respectively. The last row
(c) shows the sum 𝑉 3dlobes of the lobe volumes of the upper and lower turnstile
based on the upper lobe and the map symmetry.
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4.3 Transport measurement
In this section, we measure transport across the partial barrier constructed in Sec. 4.1. This
can be done by starting 𝑁0 uniformly distributed initial conditions inside the resonance zone
and counting the remaining 𝑁1 ones after one iteration. With 𝑁out = 𝑁0 − 𝑁1 the transport
rate then reads 𝑟 = 𝑁out/𝑁0. The results for the 2d case are given in Sec. 2.1. How to decide
numerically whether a point is inside or outside of a 3d boundary in a 4d space is explained
in Sec. 5.3.3.
As we are interested in the local transport at a specic position 𝑝*2 of the resonance channel,
we start 𝑁0 points in the 3d space spanned by 𝑝1, 𝑞1 and 𝑞2 for each value of 𝑝*2. How to
nd these uniformly distributed points inside the resonance zone at constant 𝑝*2 is described in
Sec. 5.3.2. Consequently, all points have 𝑝2 = 𝑝*2 and can be iterated with the 4d map. In case
of a more general section condition 𝛾, see Eq. (4.1), the 𝑝2-coordinate is set in dependence of
the 𝑞2-value. After the iteration step the 𝑝2-coordinate of each point is used to nd the most
relevant boundary part with the closest 𝑝*2. This boundary is then used to decide whether the
point left the resonance zone or not. If the point is outside, the counter 𝑁out corresponding to
the 𝑝*2 of the point after the iteration is increased.
Instead of studying the transport rate, one can also investigate the transported phase-space
volume. Note that the term flux explained in Sec. 2.1 and widely used for 2d maps, is dened
as the transported area or, more general, volume in one iteration. As it is usually used for 2d
areas and more meaningful for continuous systems, we will rather use the expression transported
volume. A phase-space volume can be measured with discrete points as follows: If we start 𝑁g
uniformly distributed points in a phase-space volume 𝑉ps, then the volumes of the resonance










Here, the whole 3d phase-space volume 𝑉ps = 1 is used, which has the extent 𝑝1 ∈ [−0.5, 0.5]
and 𝑞1, 𝑞2 ∈ [0, 1] for the map ℱ .
In addition, the points 𝑁out found outside the resonance zone after the iteration can be tested
to be in the upper lobe 𝑁u or the lower lobe 𝑁l. To this end, the 𝑝2-coordinate after the
iteration is crucial to select the most relevant boundary on one hand and to assign the correct
𝑝*2 on the other hand.
The computed volumes for𝑁g ≈ 107 initial points are shown in Fig. 4.8 for dierent couplings 𝜉.
The rst row Fig. 4.8(a) displays the volume of the resonance zone 𝑉 3drz = 𝑁0/𝑁g. The
uctuations visible in the right plot around 𝑝*2 = −0.2 are a consequence of the defective
boundaries, see Sec. 4.1 and Fig. 4.7(a).
In Fig. 4.8(b) the number of points mapped to the upper turnstile 𝑁u is converted to a 3d
volume 𝑉 3d,ulobe . The curve for the lower turnstile (not shown) is symmetric in 𝑝
*
2 and includes
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for 𝜉 = 0.15 errors at 𝑝*2 ≈ −0.2 as a result of the inaccurate boundary as explained before.
The whole volume transported across the barrier 𝑉 3dt = 𝑁out/𝑁g is shown in the third row
Fig. 4.8(c). In case of no additional transport all points get mapped to one of them and
hence, 𝑁out = 𝑁u + 𝑁l. For 𝜉 ≥ 0.1 one can guess that 𝑁out ̸= 𝑁u + 𝑁l, in particular around
𝑝*2 = 0. The reason for that is the linear interpolation across the big resonance gap, which is
a bad approximation of the partial barrier. More details on this are discussed in the following
section 4.4.
(a) Volume based on 𝑁0
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Figure 4.8: 3d volumes along the channel for different couplings 𝜉. In all plots the expected
value for the uncoupled map is shown as red line as before. The first row (a)
displays the volume of the resonance zone 𝑉 3drz (blue) while (b) shows the
volumes of one lobe of the upper turnstile 𝑉 3d,ulobe in dark green. The last row
(c) visualises the transported volume 𝑉 3dt in green.
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4.4 Comparison of volumes and transport
In the previous sections two methods to study transport across a partial barrier in a 4d phase
space are discussed. The rst one in Sec. 4.2 computes turnstile lobe volumes via an integration
over enclosed areas while the second one in Sec. 4.3 measures the transported volume based
on the one-step dynamics of an ensemble of many initial conditions. We call these methods
the volume and the point method, respectively. As long as there is no transport additional
to the turnstile mechanism, the volumes predict the number of transported initial conditions
apart from numerical errors. This is expected to be the case far away from major resonance
crossings. In contrast, in resonance gaps the linearly interpolated barrier probably provides
no reasonable prediction of the transport. Hence, we expect a dierence between the two
measurements at crossing resonances, especially around the most relevant one at 𝑝2 = 0.
The results of the volume and the point method shown before in Figs. 4.7 and 4.8 are merged
in Fig. 4.9. The rst part Fig. 4.9(a) shows the volume of the resonance zone, for which
both methods should yield the same as no transport is involved. Hence, deviations are due
to systematic and numerical errors. For most 𝑝*2-values the error is ≈ 3 · 10−5, which is even
less than in the 2d case, see Sec. 2.1 for comparison. The largest deviations are visible around
𝑝*2 = 0 for 𝜉 ∈ {0.1, 0.15}. For 𝜉 = 0.15 the maximal error is ≈ 10−4, which corresponds
to a relative error of 0.02%. Although this is a very small deviation it remains unclear why
it is larger around 𝑝*2 = 0 than in other domains. Note that the uctuating points around
𝑝*2 = −0.2 are due to the inaccurate boundary for these parameters, see Sec. 4.2.
If the transport is ruled mainly by the turnstile mechanism, the points mapped outside are
expected to be found in a turnstile lobe. To test this, Fig. 4.9(b) shows the upper turnstile lobe
volumes (+) and the number of initial points (∘) mapped into them for dierent couplings 𝜉.
Note that the data for the lower turnstile was also computed and is symmetric apart from
uctuating points around 𝑝*2 = −0.2 for 𝜉 = 0.15, which are due to the inaccurate boundary
for these parameters. The black line is based on a dierent approach involving a NHIM, which
is explained in more detail below. Overall, the volume method and the point method are in
very good agreement. For 𝜉 = 0.1 in the second row of Fig. 4.9(b) even in the vicinity of the
crossing resonance the deviations are small with up to 5 · 10−5. This is comparable to the
2d experiment with errors of ≈ 4.8 · 10−5 and in the range of the expected statistical error of
5.5 ·10−5. In the third row, for 𝜉 = 0.15, the errors range from 1.5 ·10−5 to 1.5 ·10−4 at 𝑝*2 = 0.
In addition to this expected divergence due to the resonance gap, there is a deviation around
𝑝*2 = −0.29, which is due to numerical diculties.
Finally, Fig. 4.9(c) shows the predicted transport (+) and the volume corresponding to the
number of points mapped outside (∘), i.e. the transported volume. As expected, the rough
approximation of the barrier in the large resonance gap leads to strong deviations of ≈ 1.7·10−3
around 𝑝*2 = 0 for 𝜉 ∈ {0.1, 0.15}. The uctuating points around 𝑝*2 = −0.2 for 𝜉 = 0.15 are
due to the inaccurate boundary for these parameters, see Sec. 4.2. Apart from the crossing
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resonance and these uctuations there are errors of approximately 1.5 · 10−4 corresponding to
≈ 1%, which is above the expected statistical error of 7.7 · 10−5. Considering the high number
of computational steps that include interpolations, the curves are in very good agreement.
Hence, we conclude that the transport is dominated by the turnstile mechanism in a regime
far away from crossing resonances.
There are multiple ways to reduce the numerical errors and to nd better approximations of
the partial barrier in resonance gaps. For instance, one could replace the linear interpolation by
a polynomial one or a Fourier-expansion. Furthermore, the rotational hyperbolic 1-tori inside
the resonance gap could serve as additional sampling points. Also the linear interpolations of
the stable and unstable manifolds, between the intersection points and of the borders for the
area computations could be replaced by more exact ones.
A completely dierent approach not followed in this thesis is to directly consider a NHIM
instead of the family of hyperbolic 1-tori living on the NHIM. The main advantage of this
approach is that a NHIM is clearly dened and computable over the whole extent, i.e. also
where the family has gaps. Consistently with the invariant manifolds of the 1-tori, the NHIM
has attached 3d invariant manifolds that intersect in 2d manifolds. These intersection man-
ifolds can be numerically determined with a 2d bisection algorithm in (𝑝1, 𝑞1) for each value
of the (𝑝2, 𝑞2)-coordinates [77], similar to the method in Ref. [72] described in Sec. 2.4. This
was implemented by R. Ketzmerick for the rst and the second intersection of the invariant
manifolds. Additionally, the stable and unstable manifolds between the intersections can be
computed with a 1d bisection in 𝑝1 for various 𝑞1. This yields the border of a turnstile lobe,
whose enclosed volume is determined based on a Chebyshev approximation [77]. The outlined
method is considered to be very accurate.
The result for the upper turnstile is shown as black line in Fig. 4.9(b) for 𝜉 ∈ {0.1, 0.15}. In
comparison with the volume method (+) described in Sec. 4.2 the deviations are ≈ 3 · 10−5
apart from the resonance at 𝑝*2 = 0. This proves that indeed both approaches lead to the same
physical structure and, hence, the same prediction for the transport, which can also be seen
in Fig. 4.9(c). There, the black line is the sum of upper and lower turnstile volume computed
from the upper value and the map symmetry.
Note that it does not make sense to compare results of the point method from Sec. 4.3 with
the NHIM approach in detail, because the initial points are already based on the boundaries
computed from the 1-tori and their attached manifolds. For a complete discussion, the initial
points have to be chosen inside the partial barrier based on the NHIMs. This leads to excellent
agreement for all values of 𝑝*2 (not shown) [77]. Thus, the turnstile mechanism can be extended
to partial barriers in 4d systems consisting of the 3d invariant manifolds of 2d NHIMs.
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(a) Volume of resonance zone 𝑉 3drz and of 𝑁0 points 𝑉
3d
rz
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(b) Volume of upper turnstile lobe 𝑉 3d,ulobe and volume of points mapped into the upper lobe 𝑉
3d,u
lobe
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(c) Total lobe volume 𝑉 3dlobes and total transported volume 𝑉
3d
t






















































Figure 4.9: Comparison of volumes 𝑉 3d based on computed areas (+) and on point num-
bers 𝑉 3d (∘) as shown in Fig. 4.7 and Fig. 4.8, respectively. In all plots the
expected value for the uncoupled map is shown as red line as before. The black
line is based on the NHIM approach [77]. The rows of each subplot correspond
to different values of the coupling 𝜉.
5 Numerical methods
This chapter collects all the numerical details omitted in the previous chapter 4. The rst
section 5.1 explains the computation of 1-tori for the rotational topology and describes how
to obtain an appropriate initial guess. The section 5.2 deals with the invariant manifolds,
namely how to compute, interpolate, intersect and crop them. In addition, the section of a 3d
barrier in a 4d space leading to a 2d barrier in a 3d space is explained. The last part Sec. 5.3
discusses computations in the resulting 3d space.
5.1 Computation of 1-tori
In previous works [46,75] we used an algorithm from Jorba et al. [64,78] to compute hyperbolic
1-tori. The basic idea is to describe a 1-torus with a longitudinal frequency 𝜈 by a truncated
Fourier series with 𝑁 coecients 𝑎𝑘, 𝑏𝑘:







where 𝜃 ∈ T = [0, 2𝜋), 𝑎𝑘, 𝑏𝑘 ∈ R4. This method requires topologically closed curves, i.e.
librational tori. Due to the small coupling we are dealing with rotational tori, see Sec. 4.1. In
order to use the same algorithm a suitable transformation has to be applied.
5.1.1 Transformation
In the following, a 2d transformation is discussed, because not all degrees of freedom need
to be adapted. For example, in the map ℱ only the second degree of freedom is aected, cf.
Fig. 4.1.
The algorithm from Jorba operates in the transformed space (𝑝, 𝑞) ∈ R2 while the original
phase-space coordinates (𝑝, 𝑞) ∈ ([−0.5, 0.5], [0, 1]) are needed to iterate points with some map
𝑀 . Hence, a transformation 𝑇 : (𝑝, 𝑞) ↦→ (𝑝, 𝑞) is necessary before a map 𝑀(𝑝, 𝑞) can be
applied. After the iteration, the point is transformed back by 𝑇−1. That is, the algorithm is
executed with the map 𝑇−1 ∘𝑀 ∘ 𝑇 .
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In addition to the mapping the algorithm uses the linearised map 𝐷𝑀(𝑝, 𝑞). There, the
transformation can be included using the chain rule leading to
𝐷(𝑇−1 ∘𝑀 ∘ 𝑇 )(𝑝, 𝑞) = 𝐷𝑇−1(𝑀(𝑝, 𝑞)) ·𝐷𝑀(𝑝, 𝑞) ·𝐷𝑇 (𝑝, 𝑞). (5.1)
Hence, in addition to 𝑇 and its inverse 𝑇−1, its linearisation 𝐷𝑇 and the linearisation of the
inverse 𝐷𝑇−1 are involved.
The data shown in Chap. 4 was generated with a transformation that interprets the coordinates
of a rotational torus (𝑝, 𝑞) as polar coordinates (𝑟, 𝛼). An illustration is shown in Fig. 5.1.
The transformation 𝑇 turning Cartesian into polar coordinates is













Note that the transformation 𝑇 is not symplectic as this property is not necessary here.
Its linearisation 𝐷𝑇 reads






































Figure 5.1: Sketch of transformation 𝑇 including a shift 𝑠 = 0.5 between phase space (𝑝, 𝑞)
and the transformed space (𝑝, 𝑞).
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Polar coordinates require a positive radius, i.e. 𝑝 > 0. But, as mentioned above, 𝑝 can be
negative for the map ℱ . This is solved by adding a shift 𝑠, e.g. 𝑠 = 0.5, to the 𝑝-coordinate,
which leads to the following version of the transformation
𝑇 (𝑝, 𝑞) = (𝑝, 𝑞) =
(︃ √︀

















2𝜋(𝑝+ 𝑠) cos(2𝜋𝑞) −2𝜋(𝑝+ 𝑠) sin(2𝜋𝑞)
)︃
. (5.5)
The linearisation 𝐷𝑇 is not aected by the shift.
5.1.2 Initial guess for computation
In order to nd the hyperbolic 1-tori, the algorithm mentioned above needs an initial guess for
the longitudinal frequency 𝜈 and for the coecients 𝑎𝑘, 𝑏𝑘 that describe the torus in Fourier
space. For a very detailed explanation of the algorithm and other ways to nd initial guesses
see Ref. [75, Sec. 3.2].
In the uncoupled map, i.e. 𝜉 = 0, the frequency 𝜈 of a 1-torus corresponds to its 𝑝2-value. As
frequencies are only dened up to unimodular transformations, we consider 𝜈 = |𝑝2|. In order
to nd the family of 1-tori, we choose evenly distributed frequencies. Note that for 𝜉 > 0
the corresponding 1-tori are not necessarily equidistant in phase space, which can be seen for
instance around 𝑝2 = 0 in Fig. 4.1(c).
For each frequency also an initial guess for the Fourier coecients describing the 1-torus is
necessary. The initial guesses used in this thesis are based on three dierent approaches. The
rst one is to use the known 1-tori of the uncoupled map. This works the better the smaller
the coupling. Analogously, the second approach is based on the results for a smaller coupling.
Thirdly, a continuation along the family in 𝑝2-direction can be utilised especially for higher
couplings. That is, the Fourier coecients are extrapolated from already known 1-tori at the
same coupling 𝜉.
In the following, the family of 1-tori is parametrized with the frequency 𝜈 for positive 𝑝2 and
with −𝜈 for negative 𝑝2. For simplicity, this parameter will be called 𝑝2. The step size in 𝑝2
along the family is ∆𝑝2 = 10−2 for 𝜉 ∈ {0.01, 0.1} and ∆𝑝2 = 5 · 10−3 for 𝜉 = 0.15.
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5.2 Computation and manipulation of manifolds
With the hyperbolic 1-tori at hand, the next step is to compute their stable and unstable
invariant manifolds, which is described in Sec. 5.2.1. Because this is a numerically cumbersome
step, additional manifolds are interpolated in between the computed ones like explained in
Sec. 5.2.2. All of them are then intersected with each other, see Sec. 5.2.3, and cropped along
the intersection lines, see Sec. 5.2.4. Finally, sections of the whole family of manifolds are
computed as explained in Sec. 5.2.5.
5.2.1 Computation of invariant manifolds
The algorithm used to compute the invariant manifolds was suggested in Ref. [64, Sec. 5.3.2].
A detailed review of the computation of the normal behaviour of a 1-torus can be found in
Ref. [75, Sec. 3.3].
Basically, the normal behaviour at each angle 𝜃 along the 1-torus is described by the operator
𝑇−2𝜋𝜈 ∘𝐴(𝜃), where 𝑇 is a translation and 𝐴 the derivative of the map in Fourier space. While
we focus on the eigenvalues of this operator in Ref. [75], the corresponding eigenvectors 𝜓(𝜃)
are of interest here. They describe the linear direction of the invariant manifolds at each point
𝑥(𝜃) of the hyperbolic 1-torus. In order to grow the manifolds with map iterations we start
𝑛𝑝 equidistant points on the vector 𝑥(𝜃) + ℎ𝜓(𝜃) scaled by a small factor ℎ for 𝑛𝜃 values of
𝜃. This is illustrated by a sketch in Fig. 5.2. The 1-torus is depicted as green circle in the
middle surrounded by the linearised stable manifold (red). The region is scaled to the width
ℎ and lled with 𝑛𝜃 = 10 (angular direction) times 𝑛𝑝 = 5 (radial direction) grey points.
These points are iterated either forward, in case of the unstable manifold, or backward for
the stable one. After one iteration the points build rings parallel to the 1-torus, but they are
no longer uniformly distributed in angular direction. This is indicated by the middle ring of
black dots. In order to prevent a highly non-uniform distribution of points on the manifolds,
this is corrected based on a Fourier transformation of the mapped points. More precisely, the
resulting Fourier series is evaluated at 𝑛𝜃 angles. The in this way recomputed points are shown
in red in Fig. 5.2 and distributed uniformly on the ring. This is repeated for 𝑛𝑠 iterations, the
sketch depicts 𝑛𝑠 = 2 steps. For the results shown in Chap. 4 the following parameter values
are used: 𝑛𝜃 = 2048, ℎ = 10−4, 𝑛𝑝 = 50 (for 𝜉 ∈ {0.01, 0.1}), 𝑛𝑝 = 60 (for 𝜉 = 0.15) and
𝑛𝑠 = 9.




Figure 5.2: Sketch of the growing process. The green line represents the 1-torus and the
red region of width ℎ marks its linearised stable manifold. For details on the
black and red points see text.
5.2.2 Interpolation of invariant manifolds
The interpolation of additional manifolds leads to a higher density of manifolds in 𝑝2 and thus,
to a higher accuracy of the nal results. In addition, this step can replace manifolds with a
failed growing or cropping process, see Sec. 5.2.4.
Each point on a manifold can be parametrized by the angle 𝜃 and the iteration step 𝑠. Further-
more, along the family each manifold is characterized by the parameter 𝑝2 of the corresponding
1-torus. These three coordinates dene a regular grid, in which each parameter point (𝜃, 𝑠, 𝑝2)
decodes a point (𝑝1, 𝑝2, 𝑞1, 𝑞2) in the 4d phase space. To linearly interpolate parameter points
on a ner grid in 𝑝2 direction, we utilize the standard method interpn from the interpolate
subpackage of SciPy [79]. This way the distance in 𝑝2 is reduced to ∆𝑝2 = 10−3 over the whole
range 𝑝2 ∈ [−0.5, 0.5]. Remember that the 1-tori are computed with a density of ∆𝑝2 = 10−2
for 𝜉 ∈ {0.01, 0.1} and ∆𝑝2 = 5 · 10−3 for 𝜉 = 0.15. In addition, there are gaps in the family
of 1-tori due to resonances. Both, the discretization gaps and the resonance gaps are lled by
interpolated manifolds.
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5.2.3 Computation of intersections
The task of nding the 2d intersection of two families of stable and unstable manifolds can be
solved by the repeated computation of intersection points of two single manifolds. They are
found by the full-dimensional root search fsolve from the optimize subpackage of SciPy [79].
The function to nd roots for is the dierence vector
𝑑(𝑞2,1, 𝑞2,2,𝑚1,𝑚2) = 𝑥1(𝑞2,1,𝑚1) − 𝑥2(𝑞2,2,𝑚2) != 0
between points 𝑥1, 𝑥2 ∈ R4 on the manifolds, which are parametrised by the 𝑞2-coordinate
and the index 𝑚 ∈ [0, 𝑛𝑝 · 𝑛𝑠] in the growing direction. In order to evaluate the function 𝑑
at arbitrary parameter values, the manifolds are interpolated linearly in between the discrete
points describing them as explained in the previous sections. The initial guesses for the
parameters are then chosen such that the rst and second intersections are found. As an
example the upper and lower homoclinic intersection points of the manifolds of one 1-torus
are shown in Fig. 4.2 as yellow and orange points.
This procedure is done for the upper and lower intersections of each member of the stable
family with each member of the unstable family along 𝑝2. The resulting upper intersection
points are shown in Fig. 5.3 as a projection to the (𝑝2, 𝑞2)-plane for dierent couplings 𝜉. The
left column depicts the rst intersection points and the right column the second ones. As with
rising 𝜉 from (a) to (c) the manifolds are deformed more heavily, the density of intersection
points increases. The colour of the points encodes 𝑝2 of the involved stable manifold, i.e. a
line of constant colour corresponds to one stable manifold.
The lower intersections are arranged symmetrically to the upper ones under negation of all
coordinates, which arises from symmetries of the map ℱ . A colouring based on 𝑝2 of the
unstable manifold looks similar.
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(a) 𝜉 = 0.01














(b) 𝜉 = 0.1














(c) 𝜉 = 0.15























Figure 5.3: Projection to second degree of freedom of first (left column) and second (right
column) upper intersection points. The colour encodes 𝑝2 of the involved stable
manifold.
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5.2.4 Cropping of manifolds
Based on the intersection points, the manifolds can be cropped like the example manifold in
Fig. 4.4. To illustrate the process, the blue points describing this manifold are projected to
the (𝑝1, 𝑞2)-plane in Fig. 5.4(a). The rst intersection points of this manifold are added as big
yellow dots. These 4d intersection points are tted with a polynomial of 𝑞2 by polyfit from
the NumPy package [80]. The order of the polynomial is the number of intersection points on
this line, but at most 20. To guarantee reliable results we consider only manifolds with at least
𝑛𝑚 intersection points and at least one point with 𝑞2 < 𝑞2,𝑚 and one with 𝑞2 > 1 − 𝑞2,𝑚. This
prevents a wrong t result close to 𝑞2 = 0, 1. For 𝜉 ∈ {0.1, 0.15} the used values are 𝑛𝑚 = 9,
𝑞2,𝑚 = 0.1 and for 𝜉 = 0.01 due to less deformations 𝑛𝑚 = 5, 𝑞2,𝑚 = 0.2. As visible in Fig. 5.3
these parameters exclude only a few manifolds for 𝜉 ∈ {0.1, 0.15} and for 𝜉 = 0.01 mainly the
region around 𝑝2 ≈ 0.2 with only homoclinic intersections. All manifolds that do not full all
of the above requirements are replaced by interpolated ones, cf. Sec. 5.2.2.
In addition to the determination of the extent of the manifold, this step interpolates equidistant
points on the manifolds in 𝑞1 and 𝑞2, because it makes sense numerically and is useful for the
following steps. The eect is shown in Fig. 5.4. While in (a) the points are highly non-uniform
due to the growing process based on iterations, see Sec. 5.2.1, they are nicely distributed after
the cropping process in (b). Note that the closer points for higher 𝑝1-values are a side eect of
the projection. In more detail, the cropping is done for each of 101 values for 𝑞2 ∈ [0, 1]. For
constant 𝑞2 a line with 200 values in 𝑞1 from the 1-torus to the intersection line is interpolated
with interp1d from SciPy [79]. Hence, the cropping is done actually as each 𝑞2-line ends at the
intersection line, which is described by a polynomial as described above. The same procedure
is done from the rst to the second intersection line for the turnstile lobe. In both cases,
the result of this one-parameter interpolation are points in the 4d phase space describing the

















Figure 5.4: Projection to (𝑝1, 𝑞2)-plane of upper unstable manifold with 𝑝2 = 0.19 at cou-
pling 𝜉 = 0.1 also shown in Fig. 4.4. The small blue dots are manifold points
and the big yellow ones are the first intersection points with the family of stable
manifolds. Note that for a clearer view in both figures not all computed points
are plotted.
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5.2.5 Intersections of a family of manifolds
This section describes the step from invariant manifolds parametrised by 𝑝2 to a section through
this family at the parameter 𝑝*2. The physical motivation for this step and the denition
of the section condition 𝛾, Eq. (4.1), is given in Sec. 4.1. Note that a constant condition




2 is used in the following. For a dierent condition the distance to 𝑝
*
2
would be replaced by the distance to 𝑝2(𝑞2, 𝑝*2).
At rst, all cropped manifolds with 𝑝2 close to 𝑝*2 are considered. The stronger the manifolds
are deformed, i.e. the higher 𝜉, the broader the range in 𝑝2 of involved manifolds. For example,
for 𝜉 = 0.1 these are all manifolds with 𝑝2 : |𝑝2−𝑝*2| < 0.08. Secondly, just the points very close
to 𝑝*2 are kept. The maximal distance depends on the density of points in 𝑝2, e.g. for 𝜉 = 0.1
we choose all points with 𝑝2 : |𝑝2 − 𝑝*2| < 0.003. Note that, in order to get rid of interpolation
problems at the periodic boundary condition in 𝑞2, the points at 𝑞2 & 0 are duplicated with
𝑞2 + 1 as new 𝑞2-coordinate to 𝑞2 & 1. Similarly, points at 𝑞2 . 1 are copied and shifted by
−1.
Then, all these points are gathered according to their 𝑞2-value. For each of the 101 values in
𝑞2 ∈ [0, 1] the corresponding points are interpolated linearly at 𝑝2 = 𝑝*2. This is done with
griddata from SciPy [79], which computes data on a regular grid from unstructured points
in arbitrary dimensions. In our case, the parameters are the coordinates 𝑝2, 𝑞1 and 𝑞2. The
resulting 4d points all have exactly 𝑝2 = 𝑝*2 and hence, can be treated as 3d points.
5.3 Volumes and points in 3D
This section explains dierent methods to compute a 3d volume enclosed by a 2d surface.
The rst approach in Sec. 5.3.1 reduces the problem to area computations in 2d planes. The
second method in Sec. 5.3.2 and Sec. 5.3.3 makes use of uniformly distributed points that are
classied as inside or outside of the volume.
5.3.1 Measure volumes
In the following, we examine the computation of a 3d volume enclosed by a 2d surface in a 3d
space. The reduction from a 3d boundary in a 4d space is described in the previous section
5.2.5. The physical meaning and results for the used model system are given in Sec. 4.2.
We start with given boundary points in the space spanned by (𝑝1, 𝑞1, 𝑞2), like the black ones
shown in Fig. 4.5, and assume a cylinder-like structure with periodic boundary conditions at
least in 𝑞2. Then, the volume computation can be reduced to area computations in slices of
constant 𝑞2. An example for such a slice is indicated by cyan points in Fig. 4.5, which are
shown in the (𝑝1, 𝑞1)-plane in Fig. 5.5. In (a) the area of the resonance zone is shown in grey
and the turnstile lobe area in (b) in green. Both areas are in shape and value comparable to
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the 2d version shown in Fig. 2.1.
In order to use the computed boundary points as before, cf. Sec. 5.2.4, we use 101 of these
𝑞2-slices with 𝑞2 ∈ [0, 1]. The areas in the (𝑝1, 𝑞1)-planes are bordered by 1d lines, which
numerically dene a polygon. Their area 𝐴(𝑞2) is computed with Gauss's area formula [57] as
explained in Sec. 2.1.
Finally, the volume is given by 𝑉 =
∫︀ 1
0
𝐴(𝑞2) d𝑞2. The numerical computation of this integral
is done by trapz from the NumPy package [80], which implements the trapezoidal rule.
The quality of the polygons can be improved by increasing the accuracy of the corners as they
are the largest source of errors. To this end, an "upper" and a "lower" boundary is chosen. For
turnstile lobes these are the bordering parts of the stable and unstable manifolds as indicated
by red and blue lines in Fig. 5.5(b). The parts are tted by a polynomial of order four, in case
of the turnstile lobe, or linearly interpolated in case of the resonance zone. To improve the
interpolation, especially close to 𝑞1 ≈ 0, 1, the points close to one are copied below zero and
vice versa. Based on the t or the interpolation, the left and right intersections are computed






















Figure 5.5: Cyan points from Fig. 4.5 in the (𝑝1, 𝑞1)-plane. Part (a) shows the resonance
zone and (b) the turnstile. The coloured regions mark the computed areas. In
(b) additionally the fitting polynomials are shown as red and blue lines.
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5.3.2 Find uniformly distributed points
One easy and convenient way to choose uniformly distributed points is to use a grid. Hence,
we dene a (𝑀𝑝1 ×𝑀𝑞1 ×𝑁𝑞2)-grid of points on [−0.5, 0.5) × [0, 1) × [0, 1). In order to utilize
the slices in 𝑞2 similar to Sec. 5.3.1, 𝑁𝑞2 = 100 is xed. Given the sought overall number of
points 𝑁w, the number of points in 𝑝1 and 𝑞1 is 𝑀𝑝1 = 𝑀𝑞1 =
√︀
𝑁w/𝑁𝑞2 , which is rounded to
the closest integer number. This results in ?̃?g = 𝑀𝑝1 ·𝑀𝑞1 ·𝑁𝑞2 points.
Such a grid ensures the correct number of points for each value of 𝑞2. As we are interested in
points inside the boundary, for each 𝑞2 needs to be checked which points of the grid are inside.
As this is the same task as asking for any point to be in or out, the procedure is explained in
the following section Sec. 5.3.3.
For large numbers of points ?̃?g the process can be sped up by a rough precondition. This can
be achieved by using the triangulation algorithm described in App. B. This algorithm has the
ability to decide very fast whether a point is inside or outside, but always constructs a convex
hull of the boundary points. Hence, the points inside the triangulation are good candidates to
be really inside and none of the really inside points is rejected.
5.3.3 Decide in or out
In order to measure the transport, we need to decide whether a point is inside or outside
the resonance zone before and after the iteration. This is done with the 3d barriers for each
𝑝*2-value as described in Sec. 4.3. While the points before the iteration are chosen with a
𝑝2-value corresponding to the 𝑝*2-values of the borders, after the iteration a point can have
any 𝑝2-coordinate. Hence, for an iterated point the barrier section with the closest 𝑝*2-value is
chosen.
The remaining three coordinates are then checked to be inside the corresponding 3d volume.
For this, the problem is further reduced to the 𝑞2-planes by choosing the closest plane. On the
𝑞2-planes the point is tested to be inside the polygon spanned by the manifold points. This is
done with the function contains_points of a Matplotlib path [81].
The accuracy of the method could be increased by interpolating the border instead of using
the closest one. This applies on one hand for the section in 𝑝*2 and on the other hand for the
𝑞2-planes.

6 Summary and outlook
Phase space transport plays a crucial role in dynamical systems like chemical reactions [6] and
plasma connement [27]. Wile the transport within systems with only two degrees of freedom
is well understood in terms of the turnstile mechanism, the generalization of this mechanism
and its relevance in higher-dimensional systems is unclear. Since most systems have more
than two degrees of freedom, our goal was to nd a generalization of this mechanism to higher
dimensions and demonstrate its relevance for transport. For this, we employ a 4d symplectic
map as a generic higher-dimensional example system.
We present how the turnstile mechanism is relevant for the transport out of a resonance
channel. While such channels are well understood in frequency space, they correspond to
complicated structures in phase space. The skeleton of these structures consists of families
of elliptic and hyperbolic 1-tori. Additionally, the interplay of such families and crossing
resonances is discussed in terms of bifurcations [46].
In particular, we show that the invariant manifolds of a family of hyperbolic 1-tori act as
the boundary of the corresponding resonance channel. We conclude that these are crucial
structures for the transport. More precisely, we present their numerical computation and
quantify the transport across this partial barrier: In order to construct such a barrier one has
to compute (i) the family of 1-tori, (ii) their 2d invariant manifolds (iii) the intersections of
manifolds and (iv) crop the manifolds at intersection lines. The resulting boundary encloses
a 4d turnstile lobe, which in principle generalises the turnstiles of 2d systems to 4d. As the
dynamics is very slow along the channel, it is reasonable to study the transport out of the
channel locally, i.e. at dierent positions along the channel. This local transport is studied
in 3d subspaces by sections of the boundary. Based on these local boundaries we approach
the turnstile mechanism with two methods. On one hand, the volume of one turnstile lobe
can be numerically calculated and serves as a prediction of the transport. On the other
hand, the transport can be measured by starting many initial conditions inside the resonance
zone and iterating them once. The results of both methods, termed volume and point method,
respectively, are in very good agreement over a large range along the resonance channel. Hence,
we conclude that the transport out of the channel is dominated by the turnstile mechanism in
a regime far away from crossing resonances.
The same mechanism should apply for cantori, which have not been computed in generic
higher-dimensional systems yet. For all kinds of barriers in higher dimensions, it is unknown
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which barrier has the smallest ux and thus, the strongest impact on the transport. An-
other subsequent question is the transport mechanism at crossing resonances. While there are
studies in frequency space [82], the corresponding complex phase space structures need more
investigation [83]. Furthermore, the construction of local partial barriers presented in this
thesis could be used to study the transport along the channel. Although this topic is explored
for over 50 years, there are still open questions [39, 41, 84]. If the complex transport phenom-
ena in higher dimensions are better understood, this could lead to more precise predictions of




In this appendix we present an alternative method to delimit a volume 𝑉 in a 𝑛-dimensional
space. The idea is based on a point cloud 𝑅 as for example a chaotic orbit in a resonance
layer. The union of 𝑛-spheres with radius 𝑟def around all points is then considered the desired
region. A sketch of the method is shown in Fig. A.1 with the volume 𝑉 as grey region, the set
𝑅 as blue points and the dening spheres with radius 𝑟def as transparent blue areas.
The advantage of this method is that only very few assumptions are made. In particular,
the exact boundary of the volume is not needed, but instead a set of points with suciently
uniform density. In addition, it works in arbitrary dimensions and is easy to understand.
In return, the results are not exact as there can arise gaps and overlapping spheres inside
the volume and the spheres of points close to the boundary enlarge the volume necessarily.
Furthermore, things get numerically cumbersome for high dimensions and/or many points in
the set 𝑅.
For these reasons, the idea is not suited to determine the measure of the volume, but it can
be useful to determine whether a test point 𝑥𝑇 , shown in red in Fig. A.1, is in a given region
or not. To this end, one could directly test whether the point 𝑥𝑇 is inside one of the spheres.
However, better results can be achieved by checking the number of dening points inside a
larger sphere with radius 𝜀 around the test point, which is depicted as transparent red area.
This prevents the loss of test points in small gaps between the dening spheres without rising
the radius 𝑟def too much, which would introduce large errors at the surface of the volume.
Such test points provide an opportunity to compute the measure of the volume. Similar as
explained in Sec. 4.3, a volume can be determined by many uniformly distributed points, which
are separated in inside and outside points.
In Sec. A.1 we discuss reasonable choices of the parameters as the radii of the involved spheres.
Section A.2 presents some aspects of a numerical implementation.




Figure A.1: Sketch of the ball method. The grey area is the volume V and the set 𝑅 is
depicted as blue points. The spheres of radius 𝑟def around the defining points
are shown as transparent blue circles. The test point 𝑥𝑇 is shown in red
surrounded by an enlarged transparent red circle.
A.1 Parameters
A reasonable choice for the radius 𝑟def of the spheres is the mean distance between two points
in the set 𝑅. This value can be determined numerically, which is a cumbersome task for many
points. Fortunately, there are analytical results for the mean distance to the 𝑘th neighbour in
a set of uniformly distributed points [85]





















for a large number 𝑁𝑢 of points per unit volume and the complete gamma function Γ. Hence,
the mean distance between neighbouring points, 𝑘 = 1, in a set of 𝑁𝑅 points in a volume 𝑉 is

























Note that the inverse density 1/𝜚 in the whole volume 𝑉/𝑁𝑅 is the same as in the unit volume
1/𝑁𝑢. Thus, one can use the quantity easier accessible in the respective application.
Now we dene a test point 𝑥𝑇 to be inside, if there are 𝑚 points of the dening set 𝑅 in a
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𝑛-dimensional 𝜀-ball around it. The average number of dening points in this sphere is






is the volume of a 𝑑-dimensional sphere with radius 𝜀. In order to consider also points 𝑥𝑇
on the border to be inside, one could choose 𝑚 = ⟨?̃?(𝜀)⟩/2. This reduces the problem to the
choice of 𝜀, which depends on the desired resolution of structures. At least, 𝜀 should be larger
than the radius of the dening spheres 𝜀 > 𝑟def.
A.2 Numerics
A suitable structure for the computation of distances and neighbours is a tree. One implemen-
tation in Python is included in the spatial part of the SciPy package under the name cKDTree.
This class provides functions to nd all 𝑘th neighbours of a point and the corresponding dis-
tances (query) as well as to nd all points in an 𝜀-ball around a point (query_ball_point).
The query function can also be used to compute the mean distance of the dening points.

B Triangulation method
Another method to describe a volume numerically based on a set 𝑅 of discrete points is a
triangulation. Introduced by Boris Delaunay in 1934 [86], a triangulation in the plane is done
such that no point is inside the circumcircle of any triangle. Delaunay triangulations maximize
the minimum angle of all the angles of the triangles [87]. An example is shown in Fig. B.1
where the desired volume is shown in grey, the points of the set 𝑅 are the blue points and the
edges of the triangles the blue lines.
This concept can be extended to arbitrary dimensions. The points are in general called ver-
tices (singular: vertex) and the triangles are replaced by 𝑛-dimensional simplices (singular:
simplex). Every 𝑛-simplex is spanned by 𝑛 + 1 vertices. For instance, a simplex in 2d is a
triangle and a 3-simplex is a tetrahedron. In the following, we focus on a 4d space and the
corresponding 4-simplices, which are also called 5-cells as they are spanned by ve vertices.
With a given triangulation it is numerically easy to compute the enclosed volume (Sec. B.1),
start uniformly distributed points inside (Sec. B.2) and test eciently whether a point is in or
out (Sec. B.5). Furthermore, there are ecient algorithms available to nd the triangulation
of a set of points, see Sec. B.3.
While it does not matter whether the points are solely on the surface or distributed inside
the volume, there is a strong limitation of the shape: a triangulation always describes the
convex hull of the point set. This can be seen in Fig. B.1, where the cut-out is ignored and
even the volume of the convex part is underestimated. The limitation to convex shapes can be
overcome with the concept of 𝛼-hulls, see B.4, which is numerically more cumbersome. Another
disadvantage of the triangulation method is the necessity of a full-dimensional volume as it
does not work in subspaces, where the simplices collapse.
The last section B.6 deals with the visualisation of a 4-simplex in a 3d space in terms of
sections.
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V
Figure B.1: Sketch of the triangulation method. The grey area is the volume V we aim to
describe and the set 𝑅 is depicted as blue points. The test point 𝑥𝑇 is shown
in red.
B.1 Compute the volume of a triangulation






det(𝑣2 − 𝑣1, 𝑣3 − 𝑣1, . . . , 𝑣𝑛+1 − 𝑣1)
⃒⃒⃒⃒
(B.1)
with the vertices 𝑣𝑖 spanning the simplex.
B.2 Start uniformly distributed points inside a
triangulation
In order to start uniformly distributed points inside a triangulation, one rst properly picks a
simplex and then nds a position in the simplex. To this end, the volume of each simplex is
used to create a weighted random selection, which assures that larger simplices are picked more
likely than smaller ones. Afterwards, inside the selected simplex a point is created randomly
as follows [89, p. 568]. For every random point generate 𝑑+ 1 spacings 𝑆𝑖 with 𝑆𝑖 ∈ [0, 1] and∑︀
𝑆𝑖 = 1. Then, every point 𝑥 =
∑︀
𝑆𝑖𝑣𝑖 with vertices 𝑣𝑖 lies inside the simplex and the points
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𝑥 will be uniformly distributed.
The advantage of this procedure is that every random point is inside the volume and hence,
no additional check is needed. This can compensate for the higher computational eort, which
arises particularly for high numbers of simplices.
B.3 Algorithm for Delaunay triangulation
In the plane, there are several algorithms to nd the triangulation of a set of points [90]. In
higher dimensions, one approach is to nd the triangulation via the so-called "lifting" of the
points by one dimension and to nd the convex hull in this space [87]. In detail, each point
𝑥 is given an extra coordinate equal to |𝑥|2, thus turning it into a hyper-paraboloid. After
nding the convex hull of the paraboloid discarding the top cap, the points are mapped back
to the lower dimensional space by deleting the last coordinate.
The convex hull can be found with the Quickhull algorithm [9193]. An implementation in C for
arbitrary dimensions is the qhull project, see http://www.qhull.org. For this project there
are Python bindings available in the Delaunay class in the spatial subpackage of SciPy [79].
This class provides more than the computation of the triangulation. The function find_simplex
nds the simplex that contains a given point. This can be used to determine whether a point
like the red one in Fig. B.1 is inside the described volume or not. Details of the underlying
method are given in Sec. B.5.
B.4 Non-convex volumes: 𝛼-hulls
A triangulation can approximate a non-convex shape by means of an 𝛼-hull, also called 𝛼-
complex [94]. For this, a minimal sphere of radius 𝑟min is put around each simplex. Then,
simplices with 𝑟min > 𝛼 are removed. While the original idea and algorithm was developed for
a plane, there followed a generalisation to 3d [95]. The concept can be generalized to higher
dimensions by replacing the circles with 𝑛-balls.
The numerically dicult part is the computation of a minimal sphere around each simplex.
As the problem of bounding spheres is of general interest, e.g. for computer graphics, there are
several algorithms and implementations. Some of them are exact, but not very fast [96] while
others compute very fast a nearly minimal sphere [97,98]. The methods in Refs. [96,97,99] are
suited for applications in higher dimensions. A C++ implementation of the exact algorithm
described in Refs. [99,100] can be found at Ref. [101] while a Python version is available as a
github project [102].
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B.5 Decide in or out: Barycentric coordinates
Barycentric coordinates help to decide whether a point is inside a simplex or not. More
precisely, a point is inside, if its barycentric coordinates are positive and smaller than one [103,
104].
The conversion of Cartesian coordinates ?⃗? = (𝑥1, 𝑥2, . . . , 𝑥𝑛) to barycentric coordinates ?⃗? =




⎞⎟⎟⎠ = 𝑇−1(?⃗?− ?⃗?𝑛+1)





𝑇 = (?⃗?1 − ?⃗?𝑛+1 . . . ?⃗?𝑛 − ?⃗?𝑛+1).
Hence, the barycentric coordinates of the vertices are ?⃗?1 = (1, 0, . . . ), ?⃗?2 = (0, 1, 0, . . . ), etc.
In some applications it may be useful to determine the distance of a point to the triangulation
or to one simplex. This can be done with the GJK-algorithm [105].
B.6 Visualize 4D simplices in a 3D slice
A 4-simplex is spanned by ve vertices, which can be divided by a 3d slice in three dierent
ways [106, Sec. I.IX.31]: On one side of the slice are three vertices and two on the other, 3 : 2
for short. The other two options are 4 : 1 and 2 : 2 with one point in the slice. The following
table lists the originating objects in the slice.
case points in slice object
3 : 2 6 triangular prism
4 : 1 4 tetrahedron
2 : 2 5 square pyramid or tetrahedron
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