We present two algorithms for dynamically maintaining a spanning forest of a graph undergoing edge insertions and deletions. Our algorithms guarantee worst-case update time and work against an adaptive adversary, meaning that an edge update can depend on previous outputs of the algorithms. We provide the first polynomial improvement over the long-standing O( √ n) bound of [Frederickson STOC'83, Eppstein, Galil, Italiano and Nissenzweig FOCS'92] for such type of algorithms. The previously best improvement was O( n(log log n) 2 /log n) [Kejlberg-Rasmussen, Kopelowitz, Pettie and Thorup ESA'16]. We note however that these bounds were obtained by deterministic algorithms while our algorithms are randomized.
guarantees an O(n 0.49306 ) worst-case update time with high probability. Algorithms with better update time either needed to assume that the adversary is oblivious (e.g. [Kapron, King and Mountjoy SODA '13] ) or can only guarantee an amortized update time. Our second result answers an open problem by Kapron et al. To the best of our knowledge, our algorithms are among a few non-trivial randomized dynamic algorithms that work against adaptive adversaries.
The key to our results is a decomposition of graphs into subgraphs that either have high expansion or sparse. This decomposition serves as an interface between recent developments on (static) flow computation and many old ideas in dynamic graph algorithms: On the one hand, we can combine previous dynamic graph techniques to get faster dynamic spanning forest algorithms if such decomposition is given. On the other hand, we can adapt flow-related techniques (e.g. those from [Khandekar, Rao and Vazirani STOC'06], [Peng SODA'16] , and [Orecchia and Zhu SODA '14] ) to maintain such decomposition. To the best of our knowledge, this is the first time these flow techniques are used in fully dynamic graph algorithms.
INTRODUCTION
In the dynamic spanning forest (SF) problem, we want to maintain a spanning forest F of an undirected unweighted graph G undergoing edge insertions and deletions. In particular, we want to construct a data structure that supports the following operations.
• Preprocess(G): Initialize the data structure with an input graph G. After this operation, the data structure outputs a spanning forest F of G. • Insert(u, v): Insert edge (u, v) to G. After this operation, the data structure outputs changes to F , if any. • Delete(u, v): Delete edge (u, v) from G. After this operation, the data structure outputs changes to F , if any. The goal is to minimize the update time, i.e. the time needed to execute the insert and delete operations. The time bound is in terms of n and m, denoting respectively the number of nodes and edges in G at the time the update happens. We useÕ to hide poly log(n) terms.
The update time is usually categorized into two types: For any t, an algorithm is said to have an amortized update time of t if, for any k, the total time it spends to process the first k updates (edge insertions/deletions) is at most kt. It is said to have a worst-case update time of t if it spends at most t time for each update operation. (In case of randomized algorithms, the guarantee may hold with high probability or in expectation.) Thus, roughly speaking an algorithm with a small amortized update time is fast "on average" but may take a long time to respond to a single update. In contrast, the worst-case update time is more preferable since it guarantees to hold for every operation. ( We also note that the amortized update time is less desired because most algorithms that guarantee it have to assume that the input graph has no edge initially.)
The dynamic SF problem along with its closely related variations dynamic connectivity and dynamic minimum spanning forest (MSF) -played a central role in the study of dynamic graph algorithms. The first result for these problems dates back to Frederickson's deterministic algorithm from 1985 [11] , which provides a worstcase O( [15] in 1995, who presented a Las Vegas randomized algorithm with polylogarithmic expected amortized update time. In the following decade, this result was refined in many ways, including algorithms with smaller update time which almost matches existing lower bounds (the gap is currently O((log log n) 2 ); see, e.g., [17, 19, 27, 33] ), deterministic algorithms (e.g. [18, 36] ), and algorithms that works for harder problems such as two-edge connectivity and MSF (e.g. [16, 18] ). Given that the problem is fairly well-understood from the perspective of amortized update time, many researchers have turned their attention back to the worst-case update time in the last decade (one sign of this trend is the 2007 work of Pǎtraşcu and Thorup [28] ). The question on worst-case update time is not only interesting in the context of the dynamic SF problem. This is because for many problems (e.g. MSF, two-edge connectivity, shortest paths [34] and matching [8] ) we have many techniques to argue about the amortized update time but do not understand the case of worst-case update time much. In the context of dynamic SF, the O( √ n) worstcase update time of [10, 11] has remained the best for decades until Kapron, King and Mountjoy [20] showed a breakthrough polylogarithmic bound in 2013 (the bound was originally O(log 5 n) in [20] and was later improved to O(log 4 n) [12] ). We however still cannot claim a victory over this problem, because the algorithms of [12, 20] still need to be refined in many ways. Besides the possibility to improve the bound further, one big challenge arose from the fact that they are randomized Monte Carlo, meaning that they may make mistakes (with a small probability). While the ultimate goal would be to get a deterministic algorithm with a similar worst-case update time that works for harder problems (such as two-edge connectivity and MSF), the next challenges are to obtain (i) a Las Vegas algorithm (thus making no errors) and (ii) an algorithm that works against adaptive adversaries (any deterministic algorithm will guarantee both of these). Getting Las Vegas algorithms is a well-known and interesting question in many areas of theoretical computer science. Since the issue about adaptive adversaries might be quite specific to the area of dynamic algorithms, we discuss this issue briefly here.
An adaptive adversary is the one who can determine an update based on previous outputs of the algorithm (e.g. the maintained spanning forests). It is used to contrast the weaker notion of oblivious adversaries who must fixed edge updates in advance and thus updates are not influenced by algorithms' outputs; for example, dynamic SF algorithms that work under the oblivious adversary assumption cannot reveal the maintained forest to an adversary. (Note that both types of adversaries do not have an access to the randomness used by the algorithm to make random choices 1 .) One drawback of the algorithms of [12, 20] is that they work only under this assumption. This drawback in fact reflects our lack of understanding in exploiting randomness for a wide range of dynamic graph problems: without this assumption very few algorithms are able take advantage of randomness 2 It is a fundamental question whether the true source of power of randomized dynamic algorithms is the randomness itself or in fact the oblivious adversary assumption. We note that this question is also very important in some applications. For example, removing the oblivious adversary assumption from the randomized algorithms of Henzinger et al. [13] and Roditty-Zwick [30] for the decremental single-source and allpairs shortest-paths problems will lead to new fast static algorithms for computing maximum s-t and multicommodity flows (see, e.g., [6, 25] for further discussions). This is the main drive behind the current efforts in derandomizing the algorithms of [13, 30] (e.g., [6, 7, 14] ). (Note that deterministic algorithms always work against adaptive adversaries.) Another example is the reduction by Henzinger and King [15] to obtain a dynamic approximate minimum spanning forest algorithm A from a dynamic spanning forest algorithm B. This reduction requires that B works against adaptive adversaries, even if we just want A to only work against oblivious adversaries 3 . Thus, we cannot directly apply this reduction to the algorithms of [12, 20] to obtain a dynamic approximate minimum spanning forest algorithm with polylogarithmic worst-case update time 4 .
Motivated by the discussions above, we focus on scenarios where algorithms can guarantee worst-case update time and additionally either (i) work against adaptive adversaries, or (ii) are Las Vegas, or both. To this end, we note again that deterministic algorithms can guarantee both (i) and (ii). Thus, the classic O( √ n) bound of [10, 11] applies to this scenario. This bound was slightly improved to O( n(log log n) 2 /log n) recently by Kejlberg-Rasmussen et al. [21] using word operations. It remains an important open problem whether we can polynomially improved the long-standing O( √ n) bound as this will likely need new techniques beyond word tricks.
aware of algorithms that need the distinction between the two cases, so we do not discuss them here. We note that our algorithms work against the stronger notion of randomness-adaptive adversaries. Also note that one can define an even stronger notion of adversary who can see the entire random string from the beginning. Similar to the case of online algorithms [4] , it can be argue that randomization does not help against this type of adversary; i.e. if there is a randomized algortihm that works against such adversary, then there is also a deterministic algorithm with the same performance. 2 To the best of our knowledge, the only randomized dynamic graph algorithm that works against an adaptive adversary is that by [15] and the follow-up improvement by [33] and [21] which are also against adaptive adversary for the same reason. This excludes obvious cases where problem outputs are unique and thus there is no difference between adaptive and oblivious adversary for the problem. 3 In particular, the reduction of Henzinger and King [15] involves maintaining a spanning forest F i on graph G i consisting of edges of weight roughly (1 + ϵ ) i in the input graph and the maintained minimum spanning forest F , for every i. Consequently, F i may affect F , which in turns affect the change G i . So, the algorithm that maintains F i must be able to handle an adaptive adversary since its own output (F i ) may influence its input (G i ). 4 Note that Kapron et al. [20] and Gibb et al. [12] claimed that the reduction of Henzinger and King [15] together with their algorithms imply dynamic algorithms for the approximate minimum spanning forest problem with polylogarithmic worst-case update time. We believe that this claim is not correct. However, we also believe that one can still obtain the latter result both by modifying the reduction of [15] and by modifying the algorithms of [12, 20 ].
Our Contributions
We show two algorithms that achieve the above. Our first algorithm is a randomized Monte Carlo algorithm that works against adaptive adversaries and has O(n 0.4+o(1) ) worst-case update time, where the o(1) term hides the O( log log n/log n) factor. At any point in time the forest maintained by it is a spanning forest with high probability.
Theorem 1.1. There is a randomized dynamic SF algorithm for any graphs with n nodes and m initial edges that works correctly against adaptive adversaries with high probability and has preprocessing time O(m 1+o (1) ) and worst-case update time O(n 0.4+o(1) ).
The term "works correctly against adaptive adversaries with high probability" is a technical term which is formalized in the full version of the paper. Roughly it means that if we pick an arbitrary time t, and consider the solution maintained by the algorithm at that time, such solution is a spanning forest with high probability (when considered all possible random choices). Note that we are talking about an infinite number of updates here, so the algorithm might make several mistakes in the past (which the adversary can see). Regardless, the guarantee holds with high probability. 5 Our second algorithm is a randomized Las Vegas algorithm that has O(n 0.49305+o(1) ) worst-case update time with high probability (this also implies the same expected time). This algorithm also works against adaptive adversaries.
There is a randomized dynamic SF algorithm for any graphs with n nodes and m initial edges that works correctly against adaptive adversaries with certainty and has preprocessing time O(m 1+o (1) ) and worst-case update time O(n 0.49305+o(1) ) with high probability.
Note that both algorithms are among a few randomized algorithms that work against adaptive adversaries. Moreover, the second result answer the open problem raised by Kapron et al. [20] .
The key to our results is the notion of expansion decomposition which is a decomposition of a graph into a sparse graph and connected components with high expansion. This decomposition serves as an interface between recent flow-related techniques and known dynamic graph algorithmic techniques: On the one hand, we show how to efficiently construct and maintain the decomposition using flow-related techniques such as fast (static) max-flow approximation [22, 29, 31] , cut-matching games [23] , and local cut improvement [26] . On the other hand, the decomposition allows us to focus on solving the dynamic SF problem only on a very sparse graph and a graph with high expansion. In these cases, we can combine known techniques in dynamic graph algorithms such as sparse recovery 6 [5, 12, 20] , sparsification [10] , ET tree [15] , dynamic tree and top tree [2, 32] , a modification of the reduction from k-weight MSF to SF [15] , and a variant of the 2-dimensional topology tree [11, 35] . We refer to Section 2 for a more comprehensive overview.
To the best of our knowledge, our results are the first applications of flow-related techniques in fully-dynamic graph algorithms. (Previously Pǎtraşcu and Thorup [28] used some relevant techniques in a special setting where updates can happen (in bulk) only once.) These results suggest the possibility to obtain stronger results (e.g. lower update time, deterministic algorithms and algorithms for harder problems) by further understanding these techniques in the context of dynamic graphs.
An independent work. Wulff-Nilsen [37] independently presents an algorithm for solving a harder problem of maintaining a minimum spanning forest and not just some spanning forest as in our result. His algorithm is Las Vegas randomized and has O(n 0.5−ϵ ) worst-case update time, for some constant ϵ > 0, both in expectation and with high probability.
OVERVIEW
For the rest of this paper, we sketch the high-level ideas how to obtain our algorithms. See the full version of our paper for details. To simplify our discussion, in this section we use the following notations. For any functions f (n) and д(n) of n, we say that f (n) =ô(д(n)) if there exists some constant ϵ > 0 such that f (n) = O(д(n) 1−ϵ ). In this section we will focus on getting an o(n 1/2 ) worst case update time; in other words, we focus on getting an O(n 1/2−ϵ ) worst-case update time for some very small constant ϵ > 0 without worrying about the specific value of ϵ. First, it can be shown, using standard techniques, that we only have to focus on a special case as in the following lemma.
Lemma 2.1. It is sufficient to construct a dynamic spanning forest algorithm that (i) has n 1+o(1) proprocessing time, (ii) can handle a dynamic graph G that has maximum degree ∆ ≤ 3 at all time, and (iii) can handle τ = n 1/2+ϵ edge updates for some small constant ϵ > 0 (as oppose to handling infinite number of updates).
Proof Idea. First, we can assume that the graph is sparse by the sparsification technique of Eppstein et al. [10] 7 . Next, we reduce to the case where the graph has maximum degree 3, which is also done implicitly in [11, 21] . Given a graph G, we maintain a graph G ′ with maximum degree 3 by "splitting" each node in G into a path in G ′ of length equals to its degree. As G is sparse, there are O(n) nodes in G ′ . We assign weight 0 to edges in those paths, and 1 to original edges. Observe that tree-edges with weight 1 in a 2-weight minimum spanning forest F ′ of G ′ form a spanning forest F of G. So we are done by maintaining F ′ . (There is a reduction from dynamic k-weight MSF to dynamic SF by Henzinger and King [15] .)
Next, we reduce to the case when there is only τ = n 1/2+ϵ updates. We divide a long sequence of updates into phases of length τ . We concurrently maintain two instances A 1 and A 2 of a dynamic SF algorithm. In odd phases, A 1 maintains a spanning forest with update time O(n 1/2−ϵ ), and in the same time we evenly distribute the work for preprocessing A 2 into each update of this phase, which takes O(n 1+o(1) /τ ) time per update. So, in the next even phase, A 2 is ready to maintain a spanning forest. Then we do everything symmetrically in even phases. Finally, we can "combine" the two dynamic spanning forests maintained by A 1 and A 2 into one dynamic spanning forest using additional O(log 2 n) update time via a standard trick (which is implicit in a reduction from dynamic k-weight MSF to dynamic SF by [15] ). In total, the update time is O(n 1/2−ϵ + n 1+o(1) /τ + log 2 n) = O(n 1/2−ϵ +o(1) ) 8 .
Our technical ideas evolve around the notion of graph expansion. Given a graph G = (V , E) and a set of nodes S ⊂ V , let ∂ G (S) denote the set of edges across the cut S in G. The expansion of S is ϕ G (S) = |∂ G (S)|/min{|S |, |V \S |}, and the expansion of a graph G is ϕ(G) = min ∅ S ⊂V ϕ G (S). 9 Each of our algorithms consists of two main components. The first component is algorithms to decompose a graph into subgraphs with high expansion together with some other subgraphs that are easy to handle. This allows us to focus only on high-expansion subgraphs. Maintaining a spanning forest in a high-expansion is our second component. To be concrete, let us start with our first decomposition algorithm which is a building block for both our results. This algorithm takes near-linear time to decompose an input graph into a sparse subgraph and many connected components with high expansion, where the sparsity and expansion are controlled by a given parameter α as in the following theorem. Theorem 2.2. There is a randomized algorithm A that takes as inputs an undirected graph G = (V , E) with n ≥ 2 vertices and m edges and a parameter α > 0 (α might depend on n). Then, in O(m 1+o(1) ) time, A outputs two graphs G s = (V , E s ) and G d = (V , E d ) with the following properties. (1) , and • with high probability, each connected component C of G d either is a singleton or has high expansion, i.e. ϕ(C) ≥ α.
Proof Idea. There are two main steps. The first step is to devise a near-linear time approximation algorithm for a problem called most balanced sparse cut. This problem is to find a cut S with largest number of nodes such that |S | ≤ n/2 and ϕ(S) ≥ α. This problem is closely related to sparsest cut and balanced cut problems (cf. [24] ). One way to approximately solve both problems is by using the cut-matching game framework of Khandekar, Rao and Vazirani [23] together with known exact algorithms for the maximum flow problem. We modify this framework (in a rather straightforward way) so that (i) it gives a solution to the most balanced sparse cut problem and (ii) we can use approximate maximum flow algorithms instead of the exact ones. By plugging in near-linear time max flow algorithms [22, 29, 31] , our algorithm runs in near-linear time. 8 Using this technique for randomized algorithms, we can only reduce from the case of the polynomial-length update sequences. This is because the trick for "combining" two dynamic spanning forests will accumulate the failure probability over time. To handle infinite-length sequences, we need a different reduction. We note that our reduction for handling infinite-length sequences is more involved than the reduction of the same kind for cut/spectral sparsifiers shown in [1] because the structure of spanning forests is more restricted than sparsifiers. See the full version of the paper for details. 9 Readers who are familiar with the notions of expansion and conductance may observe that the two notions can be used almost interchangeably in our case since we can assume that our input graph has maximum degree at most three.
The second step is to use the most balanced sparse cut algorithm to construct the decomposition. We note that a similar decomposition was constructed by Andoni et al. [3] in the context of graph sketch. This algorithm repeatedly finds and removes a cut S such that ϕ(S) < α from the input graph. It is too slow for our purpose since it may involve many cuts S such that |S | = 1, causing as many as Ω(n) repetitions and as much as Ω(mn) running time. Instead, we use the most balanced cut S. The idea is that if S is large, the cut divides the graph into two subgraphs with similar number of nodes, and this cannot happen more than O(log n) time. It is still possible that we find a cut S that |S | is small, but we can argue that this does not happen often. To this end, we note that the exact algorithm and analysis is quite involved because we only have approximate guarantees about the cut. This incurs a factor of n O ( √ log log n/log n ) = n o(1) in the running time.
We call the above algorithm the global expansion decomposition algorithm to contrast it with another algorithm that is local in the sense that it does not read the whole graph (this algorithm will be discussed soon).
The Monte Carlo Algorithm. With the above decomposition, we already have one main subroutine for our Monte Carlo algorithm against adaptive adversaries. This subroutine is run at the preprocess with parameter α = 1/n ϵ , for some constant ϵ > 0, to decompose the input graph into G d and G s . Now we argue that the only other main subroutine that we will need is maintaining a spanning forest on G d ; in other words, we do not have to worry so much about the graph G s . The intuition is that G s has O(αn 1+o(1) ) =ô(n) edges, and thus we can maintain a spanning tree on G s inô(n 1/2 ) worst-case update time using Frederickson's algorithm. (The real situation is slightly more complicated since we have to maintain a spanning tree in a graph G ′ consisting of edges in G s and a spanning forest of G d . This is because we need to get a spanning forest of G = (V , E d ∪ E s ) in the end. Fortunately, although G ′ may not havê o(n) edges, we only need to slightly modify Frederickson's data structure to obtain theô(n 1/2 ) update time as desired.) Similarly, since we can assume that there are at most τ =ô(n) edges inserted due to Lemma 2.1, it will not be hard to handle edge insertions.
So, we are left with maintaining a spanning forest on each connected component C of G d when it undergoes (at most τ ) edge deletions. First we need another tool that is a simple extension of the tool used by Kapron et al. [12, 20] . In [12, 20] , Kapron et al. showed a deterministic data structure that can maintain a forest F (not necessarily spanning) in a dynamic graph G and answer the following query: Given a pointer to one tree T in F , if ∂ G (V (T )) contains exactly one edge, then output that edge (otherwise, the algorithm can output anything). The update and query time of this data structure is polylogarithmic. The main tool behind it is a 1sparse recovery algorithm from data streams (e.g. [5] ). By using an s-sparse recovery algorithm based on [5, 9] instead for a parameter s, this data structure can be easily extended to answer the following query: Given a pointer to one tree T in F , if ∂ G (V (T )) contains at most s edges, then output all those edges. The update and query time of this data structure isÕ(s). We call this data structure a cut recovery tree. Now the algorithm:
Algorithm B. Recall that initially ϕ(C) ≥ α, and we want to handle at most τ edge deletions. Consider a spanning forest F of C maintained at any point in time. Consider when an edge e is deleted. If e is not in F , we do nothing. If it is, let T be the tree that contains e. The deletion of e divides T into two trees, denoted by T 1 and T 2 .
Our job is to find one edge in ∂ C (V (T 1 )), if exists, to reconnect T 1 and T 2 in F . Assume wlog that |V (T 1 )| ≤ |V (T 2 )|. First we sample (1/α + τ /α) polylog(n) edges among edges in C incident to nodes in T 1 . This can be done inÕ(1/α + τ /α) worst-case time by ET tree just as Henzinger and King did in [15] . If one of the sampled edges connects between T 1 and T 2 , then we are done. If not, we use the cut recovery tree with parameter s = τ /α to list (at most s) edges in ∂ C (V (T 1 )). If some edge in ∂ C (V (T 1 )) is listed, then we use such edge to reconnect T 1 and T 2 ; otherwise, we leave T 1 and T 2 as two separated trees in F .
The above algorithm takes worst-case update timeÕ(1/α + τ /α) =Õ(n 1/4+O (ϵ ) ), which isô(n 1/2 ) for small enough ϵ. For the correctness analysis, we argue that with high probability the algorithm does not make any mistake at all over the period of τ updates. First note that we initially get the decomposition as promised by Theorem 2.2 with high probability. So we will assume that this is the case, and in particular ϕ(C) ≥ α initially. Now consider three cases.
• Case 1: |V (T 1 )| ≥ 2τ /α. In this case, at the time we delete e we know that
Since there are at most 3|V (T 1 )| edges incident to nodes in T 1 , when we sample (1/α + τ /α) polylog(n) edges in the first step, we will get one of the edges in ∂(V (T 1 )) with high probability. • Case 2: |V (T 1 )| < 2τ /α and |∂(V (T 1 ))| ≥ τ /α at the time we delete e. Similarly to the previous case, since there are at most 3|V (T 1 )| < 6τ /α edges incident to nodes in T 1 , when we sample (1/α + τ /α) polylog(n) edges in the first step, we will get one of the edges in ∂(V (T 1 )) with high probability. • Case 3: |V (T 1 )| < 2τ /α and |∂(V (T 1 ))| < τ /α at the time we delete e. Since |∂(V (T 1 ))| < τ /α the cut recovery tree data structure with parameter s = τ /α will list all edges in ∂(V (T 1 )) correctly in the second step of the algorithm. Thus we will always find an edge to reconnect T 1 and T 2 , if there is one. To conclude, in all cases the algorithm will find an edge to reconnect T 1 and T 2 , if there is one, with high probability. Observe that the analysis exploits the fact that C has high expansion (compared to τ ) initially by arguing (as in Case 1) that if V (T 1 ) is large, then there will be plenty of edges in ∂(V (T 1 )) that are not deleted.
Finally, we provide some intuition why the analysis above holds even when we allow an adversary to see the maintained spanning forest (the adaptive adversary case). In fact, we argue that this is the case even when the algorithm reveals all random choices it has made so far to the adversary. In particular, we allow the adversary to see (i) all (1/α + τ /α) polylog(n) edges sampled in Step 1 and (ii) the initial decomposition (from the algorithm in Theorem 2.2). We can reveal (i) because every random bit is used once to sample edges, and will not be used again in the future. Thus, knowing these random bits is useless for the adversary to predict the algorithm's behavior in the future. We can reveal (ii) because our three-case analysis only needs to assume that the decomposition works correctly initially. The only thing the adversary can exploit is when this is not the case, but this happens with a small probability.
Remark: We note a lesson that might be useful in designing randomized dynamic algorithms against adaptive adversaries in the future. The reason that most randomized algorithms fail against adaptive adversaries is that their future behavior heavily depends on random bits they generated in the past. In contrast, the random bits our algorithm used for edge sampling are not reused, thus do not affect the future. The dynamic SF algorithm by Henzinger and King [15] works against adaptive adversaries by exactly doing this. In addition to this, in our case, the random bits our decomposition algorithm used may affect the future since the decomposition is used throughout. However, what matters in the future is only whether the decomposition algorithm gives a correct output or not. How the output looks like does not really matter as long as it is correct, which is the case with high probability.
The Las Vegas Algorithm. The goal now is to construct an algorithm that can detect when it makes mistakes (so that it can, e.g., restart the process). To motivate our new algorithm, let us re-examine the previous Monte Carlo algorithm when it makes mistakes. First, the initial decomposition might not be as guaranteed in Theorem 2.2, and it is not clear how we can check this. We will leave this issue aside for the moment (it will be easy to handle once we take care of other issues). Now assuming that the decomposition is correct, another issue is that Algorithm B may also make errors as it can happen that none of the (1/α + τ /α) polylog(n) sampled edges are in ∂(V (T 1 )), but there is actually an edge in ∂(V (T 1 )) to reconnect T 1 and T 2 . However, Case 1 of the analysis, which is the crucial part that exploits the fact that C has high expansion (compared to τ ) initially, is still useful: in this case, we know that there is an edge to reconnect T 1 and T 2 since |∂(V (T 1 ))| ≥ α |V (T 1 )|/2 (Equation (1)). Thus in this case, the algorithm knows that it makes a mistakes if it does not find an edge to reconnect among the sampled edges. When |V (T 1 )| < 2τ /α however, we do not know how to distinguish between Cases 2 and 3, and thus will naively consider all edges incident to nodes in C. Using this idea with parameters slightly adjusted, we have the following algorithm.
Algorithm C. Case 1: |V (T 1 )| ≥ 2τ /α. Sample polylog(n)/α edges from edges incident to nodes in T 1 . If one of these edges are in ∂(V (T 1 )), then we can reconnect T 1 and T 2 ; otherwise, the algorithm realizes that it fails and outputs "fail". Case 2: Consider all edges incident to nodes in T 1 . (Note that there are at most 3|V (T 1 )| = O(τ /α) such edges.) If one of these edges are in ∂(V (T 1 )), then we can reconnect T 1 and T 2 ; otherwise, T 1 and T 2 become separated trees in the maintained forest.
The above algorithm is clearly Las Vegas, as it realizes when it makes mistakes. This is also the case even when we take into account the fact that the initial decomposition may fail: when Algorithm C outputs "fail" it means that either (i) C does not get an edge in ∂(V (T 1 )), which is guaranteed to exist if the decomposition is correct, as a sample, or (ii) the decomposition itself is incorrect that such edge does not exists. In other words, the output "fail" of C capture the failures of its own and of the decomposition algorithm. Now, observe that the update time of C is dominated by the second step, which isÕ(τ /α). This is not theô(n 1/2 ) as we desire (recall that τ = n 1/2+ϵ and α = 1/n ϵ ). Unfortunately, we do not know how to improve C's update time. So, instead we have to be more clever in using C. The plan is the following. We will divide the sequence of at most τ updates on each high-expansion component C into phases, where each phase consists of τ ′ =ô(n 1/2 ) updates. In the beginning of each phase, we decompose C further into components whose expansion is α ′ ≤ α. (Ideally, we want α ′ to be as high as α, but there are some limits to this, as we will see shortly.) In each component, say C ′ , we run algorithm C as before, but with parameters α ′ and τ ′ . The correctness of the algorithm is guaranteed in the same way as before because C ′ has expansion at least α ′ initially. The worst-case update time is thenÕ(τ ′ /α ′ ). Now, observe that if the decomposition algorithm run in the beginning of each phase take λ time, then this cost can be charged to τ ′ updates in the phase, causing the cost of λ/τ ′ on average. By a standard technique (similar to the proof sketch of Lemma 2.1), we can turn this averaged time into a worst-case update time. Thus, the total worst-case update time of the algorithm will bẽ
Our goal is to make the above update time beô(n 1/2 ). To do this, there is one obstruction though: If we use the decomposition algorithm from Theorem 2.3 in the beginning of every phase, then λ can be as large as O(n 1+o(1) ) (when the connected component is big). It will then be impossible to make the above update time bê o(n 1/2 ) (note that τ ′ =ô(n 1/2 )). So, we need a different algorithm for the initial decomposition of each phase, and in particular it should not read the whole connected component. The last piece of our algorithm is such a decomposition algorithm, which we call a local algorithm as it does not need to read the whole connected component we are trying to decompose.
Local Expansion Decomposition. This algorithm, denoted by A ′ , operates in the local setting where there is a graph
represented by an adjacency list stored in a memory, which was not read by the algorithm. (In our case, G b will be the connected component C.) Algorithm A ′ then takes parameters α b and ϵ ′ , and a set of edge deletions D ⊆ E b as inputs. It then gives a decomposition of G = (V , E b − D) that is similar to that in Theorem 2.3 at a high level; some major differences are:
n o(1) ) time, and in particular does not need to read the whole graph G b . • It guarantees to outputs some "desired" decomposition only when ϕ(G b ) ≥ α b . • In the "desired" decomposition, the expansion of each high-
We note the trade-off parameter ϵ ′ that appears above: when ϵ ′ is small, the algorithm is fast but has a bad expansion guarantee in the output, and when ϵ ′ is big, the algorithm is slow but has a good expansion guarantee. We will have to choose this parameter carefully in the end. We state the result about the local decomposition algorithm in more details. Theorem 2.3. For any constant ϵ ′ ∈ (0, 1), there is an algorithm A ′ that can do the following:
• A ′ is given pointers to G b ,D and α b stored in a memory:
is a 3-bounded degree graph with n nodes represented by an adjacency list.
be the graph that A ′ will compute the decomposition on.
• Then, in time O(
Proof Idea. Similar to the proof of Theorem 2.2, there are two main steps. The first step is to devise a local approximation algorithm for a problem called locally balanced sparse cut (LBS cut). In this problem, we are given a graph G = (V , E), a target set A ⊂ V and a parameter α. Then we need to find a α-sparse cut S (i.e. ϕ G (S) < α) where |S | ≤ |V − S | such that |S | is larger than all α-sparse cuts which are "near" the target set A. ("Nearness" is defined precisely in the full version of the paper). To compare, in the most balanced sparse cut problem, |S | needs to be larger than all α-sparse cuts. By slightly modifying and analyzing the algorithm by Orecchia and Zhu [26] for a related problem called the local cut improvement problem, we obtain an approximation algorithm which is local (i.e. its running time depends essentially only on |A|, and not |V |).
The second step to obtain the decomposition is to find an approximate LBS cut where the target set A is the endpoints of D (together with some additional nodes) and recurse on both sides. To bound the running time, we maintain the same kind of invariant as in the proof of Theorem 2.2 throughout the recursion. But, in order to argue that the invariant holds, the analysis is more involved. The main reason is because we compute LBS cuts which have a weaker guarantee, instead of computing most balanced sparse cuts as in the global expansion decomposition algorithm. However, an important observation is that, when ϕ(G b ) ≥ α b , any ( α b 2 )-sparse cut S in G = G b − D must be "near" to D. Intuitively, this is because the expansion of S get halved after deleting edges in D. This justifies why it is enough to find an approximate ( α b 2 )-sparse LBS cut instead of finding an approximate most balanced sparse cut. As our approximate LBS cut algorithm is local, we can output the decomposition in time essentially independent from the size of G.
We now finish off our Las Vegas algorithm using the above local decomposition algorithm A ′ . Let ϵ be a very small constant, and we let τ = n 1/2+ϵ and α = n ϵ . Recall that we want to maintain a spanning forest of a connected component C undergoing at most τ edge deletions that has expansion α initially, by dividing into phases of τ ′ updates. In the beginning of each phase, we invoke A ′ with G b = C, α b = α, ϵ ′ = √ ϵ, and D being the set of edges in C deleted so far. Since we start with a component C with expansion at least α, each high-expansion component C ′ in the resulting decomposition has expansion at least α ′ = Ω(α 1/ϵ ′ ). Since |D| ≤ τ , this algorithm takes time λ = O( |τ | 1.5+ϵ ′ α 3+ϵ ′ n o(1) ). By plugging these values in Equation (2), we have that the update time of our Las Vegas algorithm is
It is left to pick right parameters to show that the above isô(n 1/2 ).
To this end, we choose τ ′ = α ′ × n 1/2−ϵ , so that the first term in the update time is n 1/2−ϵ . The second term then becomes
which isô(n 1/2 ) when ϵ is small enough. Finally, we note that the above algorithm is Las Vegas even though the local algorithm A ′ is Monte Carlo for the same reason as we argued before for the case of global algorithm.
