Abstract. In this paper the reconstruction of damaged piecewice constant color images is studied using a RGB total variation based model for colorization/inpainting. In particular, it is shown that when color is known in a uniformly distributed region, then reconstruction is possible with maximal fidelity.
Introduction
In this work we address the following colorization problem: How can a color image be recovered when the underlying gray level function is known everywhere but only small patches of color are available? Among the various approaches used in the study of this problem (e.g., [7, 8, 9, 10, 20, 23, 24] ), we highlight the Red-Green-Blue (RGB) total variation model proposed by Fornasier in [14] , [15] , and subsequently studied in [16] . A main motivation for that work was the restoration of damaged frescoes during WWII. The numerical implementation of this model usually provides very good results (see [16] ); see also the work of Kang and March [17] , where the Chromaticity/Brightness representation of colors is used in place of the RGB one.
In the RGB model, a color is identified with a vector ξ = (ξ 1 , ξ 2 , ξ 3 ) ∈ R 3 , whose components ξ 1 , ξ 2 , and ξ 3 correspond to the different channels red, green, and blue. The color image to be reconstructed is represented by a function of bounded variation u 0 ∈ BV (R; R 3 ), where the open rectangle R := (0, a) × (0, b) ⊂ R 2 is the domain of the image. The goal is to reconstruct the original color image u 0 through a variational model starting from the knowledge of the gray level of u 0 on a given open subset D of R (the damaged region) together with the exact information of u 0 on R \ D (the undamaged region). In [16] (see also [14] , [15] ), the authors propose to minimize a functional of the form Φ (Du) (R) + λ
among all functions u ∈ BV (R; R 3 ), where Φ is a convex function on R 3×3 , Du is the gradient measure of u, so that Φ (Du) (R) is the corresponding (possibly anisotropic) total variation, λ, µ ∈ (0, ∞), 1 ≤ p < ∞, L : R → [0, ∞) is an increasing nonlinear function, and e ∈ R 3 is a unit vector. The map u → L (u · e) represents a nonlinear projection, which associates to each color u the corresponding gray level L (u · e). The purpose of this paper is to study the faithfulness of the reconstruction provided by the model (1.1), with particular emphasis on the possible creation of new, spurious contours in the restored image. For this reason, we will consider only images that exhibit "perfect" fidelity, in the sense that we require u = u 0 L 2 -a.e. on R \ D and u · e = u 0 · e L 2 -a.e. in D, equivalently, λ = µ = ∞. For simplicity, we take Φ to be the Euclidean norm. Therefore, we are led to the total variation-type minimization problem (see [22] ) inf {|Du|(R) : u ∈ Ad(u 0 , D)} , (1.2) where the class of admissible color images Ad(u 0 , D) is defined as
in D .
Simple explicit examples (see Example 6.1) show that in general the solution to (1.2) may present spurious contours. However, some of the numerical experiments performed in [16] seem to indicate that the model provides good reconstruction results when the exact information of the color is known over a small but uniformly distributed area (see [16, Figures 8 
.1 and 8.2]).
One of the main purposes of this paper is to provide analytical support to these numerical observations (see Theorems 1.13 and 1.14).
For simplicity, we will restrict the analysis to the case in which the original image belongs to a special class Im (R) of piecewise constant functions, precisely, u 0 belongs to Im (R) if there exist {ξ k } Note that since Ω k is Lipschitz, it has only finitely many connected components. We refer to Γ as the contour of u 0 and Σ k is called the k-th contour.
Definition 1.1. A color image u 0 ∈ Im(R) is said to be reconstructible over an open subset D of R if it is a minimizer of (1.2).
Given u 0 ∈ Im(R) and an arbitrary open set D ⊂ R, in general u 0 need not be reconstructible over D. Some examples may be found in Section 6. In particular, when neighboring colors ξ h and ξ k (i.e., H 1 (∂Ω k ∩ ∂Ω h ) > 0) of u 0 have the same gray level, i.e., ξ h · e = ξ k · e, and the damaged region D contains part of ∂Ω k ∩ ∂Ω h , then u 0 may fail to be reconstructible over D. This leads us to the notion of compatibility of neighboring colors and to restricting our analysis to specific geometries of the damaged region D.
Given u 0 ∈ Im(R), on the k-th contour Σ k , we define the compatibility vector field z k ∈ L ∞ (Σ k ; e ⊥ ) of u 0 as follows:
where Σ k,h := ∂Ω k ∩ ∂Ω h , e ⊥ is the orthogonal space to e in R 3 , i.e., e ⊥ = {ξ ∈ R 3 : ξ · e = 0}, and P : R 3 → e ⊥ denotes the projection of R 3 on e ⊥ , i.e.,
P (ξ) := ξ − (ξ · e)e.
Thus z k is a piecewise constant vector field on Σ k , and it is constant on each Σ k,h . By construction, z k L ∞ (Σ k ; e ⊥ ) ≤ 1. In addition, |z k | = 1 over some Σ k,h if and only if the two neighboring colors ξ h and ξ k have the same gray level. Thus, the condition
is equivalent to saying that u 0 does not have neighboring colors with the same gray level.
Concerning the restriction imposed on the damaged region, we will often assume that the intersection of the contour of u 0 with the boundary of the damaged region D has zero length, i.e., The next theorem states that the reconstructibility of u 0 is equivalent to the existence of a suitable tensor-valued calibration. 
The conditions on M can be considered as a weak formulation of a 1-Laplacian Neuman problem (see Remark 2.2 for more details).
Since D ⊂ R 2 , any divergence-free field rotated of π 2 is locally the gradient of a Lipschitz function. Based on this observation, part (i) of the following proposition provides a method to construct a tensor field M satisfying part (iii) of Theorem 1.2.
To give the precise statement, we introduce the following notation, which will be used throughout the paper: 
is divergence free in D and satisfies
Remark 1.5. In view of Theorem 1.2(i) and (iii) and Proposition 1.4, we remark that the reconstructibility of u 0 can be reduced to a Lipschitz extension problem.
The proof of the previous proposition is standard and we omit it.
Next we focus our attention on special classes of damaged regions. As already mentioned, we are particularly interested in undamaged regions R \ D having small area but that are uniformly distributed in R. Since in this case the damaged area is very large, it is reasonable to assume that it contains a small neighborhood of Γ (see Figure 1. 3). Note that if
therefore if u 0 is reconstructible over D 2 , then it is also reconstructible over D 1 . Hence, as a starting point, we begin to study the case in which u 0 is reconstructible over a δ-neighborhood of the contour Γ, i.e., D = Γ(δ) for δ > 0 sufficiently small, where
(1.10)
Note that condition (1.5) holds. Precisely, our results will apply to the following stronger reconstructibility condition over Γ(δ). 
For damaged regions of the type (1.10), and when Γ is piecewise C 1 , we give a sufficient condition for stable reconstructibility in terms of an explicit algebraic inequality that involves the values of the colors and the angles of the corners of Γ, if any. Given a regular image u 0 , using the notation just introduced, for each curve γ k,i consider the set of those s ∈ [0, k,i ], where k,i := length(γ k,i ), such that Γ has a corner at γ k,i (s), precisely,
Here we use the following convention: If the curve γ k,i is closed, then we define γ k,i (0
When (1.4) holds, we will show that the stable reconstructibility of u 0 on the damaged region Γ(δ) depends only on some compatibility conditions between the vector fields z k ∈ L ∞ (Σ k ; e ⊥ ) and the tangent vectors γ k,i at points in S k,i . Using a blow-up argument, and in view of Proposition 1.4 and Remark 1.5, in Theorems 1.8 and 1.10 below we show that the analysis may be reformulated in terms of a Lipschitz extension-type problem to R 2 of a linear function g : C → e ⊥ , where 12) with v, w ∈ S 1 linearly independent. We write g = g (1) ε 1 + g (2) ε 2 , where {ε 1 , ε 2 } is an orthonormal basis of e ⊥ so that each g (i) , i = 1, 2, is of the form
The exact expression of G may be found in Proposition 7.1 in the appendix. The next theorem provides a sufficient condition for stable reconstructibility in terms of the Lipschitz constant (1.13). 
0 , z
1 , v, w
14) (i) In Example 6.2 we exhibit an image u 0 consisting of just two colors separated by a corner, with parameters chosen in such a way that (1.14) fails . We will show that in this case minimizers present an additional (artificial) contour.
(ii) Note that if z k is constant near γ k (s), i.e., z 0 = z 1 =: z, then (1.14) takes the particularly simple form
In the limit case v = w, condition (1.16) reduces to the trivial fact |z| < 1. (iii) If z 0 = −z 1 , then condition (1.16) becomes |z| < 1 (see (7. 2) in the appendix), and therefore it is always satisfied.
Next we give a necessary condition for u 0 ∈ Im(R) to be stably reconstructible on the damaged region Γ(δ). 
which is (1.16) with < replaced by ≤. In particular, by part (ii) of Theorem 1.10, if z 0 = z 1 , then (1.16) is both necessary and sufficient for the stable reconstructibility.
It is important to observe that in the previous theorem we are using the Euclidean norm of ∇g (x), that is,
where g = g (1) 
where the inequality is in general strict. Note that for scalar-valued functions, the corresponding extension problem (1.17) has been studied by several authors (see, e.g. the review paper [4] ) starting from the pioneering work of Kirszbraun [19] , McShane [21] , and Whitney [25] , see also the seminal paper of Aronsson [3] . Next we focus on images for which neighboring colors do not share the same gray level and when the undamaged region R \ D has small area but is uniformly distributed in R.
Let ω : (0, ∞) → (0, ∞) be such that
Given ε > 0 and an open set U ⊂ R with Lipschitz boundary, we say that U is an ε-uniformly distributed (undamaged) region if
Hence, in this case, the damaged region (see Figure 1 .4). For damaged regions of this type it is always possible to obtain an asymptotic reconstruction result for arbitrary color images u 0 ∈ BV (R; R 3 ). Precisely,
and let
where ω satisfies (1.19) . For every ε > 0 the variational problem
Under additional assumptions, Theorems 1.13 and 1.14 provide exact reconstruction for sufficiently small values of ε. We note that the condition (1.19) 1 is sharp, in the sense that if ω(ε) ≤ cε 2 for some c > 0, then we cannot expect, in general, to attain exact reconstruction (see Example 6.4) .
It is possible to treat more general non-periodic geometries, in particular, the case in which each cube Q(x, ω(ε)) in (1.20) is replaced by a closed connected set whose diameter is of order ω(ε). More precisely, given ε > 0 and θ ∈ (0, 1), we consider the class D ε,θ of open sets D ⊂ R with Lipschitz boundary such that
where, for every x ∈ εZ 2 , C x,ε is a connected closed set contained in Q(x, θε), with diam(C x,ε ) ≥ ω(ε). Then the following generalization of Theorem 1.13 holds. This paper is organized as follows. In Section 2 we prove some preliminary results. In Section 3 we prove Theorem 1.2. The proofs of Theorems 1.8, 1.10 and of Theorems 1.12, 1.13, and 1.14 are presented in Section 4 and Section 5, respectively. In Section 6 we give some explicit examples in which exact reconstruction fails, and minimizers display different, spurious contours.
Existence of minimizers and an alternative formulation of the model
We begin by proving that the minimization problem (1.2) admits always a solution. Proof. Let {u n } n∈N ⊂ BV (R; R 3 ) be a minimizing sequence for (1.2). In particular,
where we have used the fact that u 0 ∈ Ad(u 0 , D). Moreover, 
Then v n ∈ BV (R 2 ; R 3 ) and, by the Sobolev-Gagliardo-Nirenberg inequality,
where in the last inequality we used (2.1). Therefore sup n∈N u n L 1 (R;R 3 ) < ∞ and, in turn, {u n } n∈N is bounded in BV (R; R 3 ). By [1, Corollary 3.49], up to a subsequence, {u n } converges strongly in L 1 (R; R 3 ) to some u ∈ BV (R; R 3 ). Using the lower semicontinuity of the total variation and the fact that the class Ad(u 0 , D) is closed with respect to weak star convergence in BV , we have that u belongs to Ad(u 0 , D) and is a minimizer.
If the damaged region D is an open set with Lipschitz boundary and satisfies the geometric condition (1.5) and if u 0 ∈ Im(R), then it is possible to reformulate the minimization problem (1.2) as
where
In the boundary terms of F we integrate the trace of u ∈ BV (D; R 3 ) on ∂D.
Remark 2.2. Note that the Euler-Lagrange equation of the functional F are given, formally, by the 1-Laplacian Neumann problem div
|Du| is replaced by the tensor field M given in Theorem 1.2. Hence, the conditions on M can be considered as a weak formulation of the Euler-Lagrange equations of F . For similar results see, e.g., [6] , [11] , [18] . 
is a minimizer of (1.2). Conversely, if u ∈ BV (R; R 3 ) is a minimizer of (1.2), then its restriction u to D is a minimizer of (2.2).
Proof. For every v ∈ Ad(u 0 , R), we have
We now consider the term |Dv|(R ∩ ∂D). Using (1.5), we obtain
where in the last integral v denotes the trace on ∂D of v as an element of BV (D; R 3 ). Therefore,
and the statement follows.
is a minimizer of (2.2) if and only if for every
has a minimum in t = 0, or, equivalently,
This is an immediate consequence of the fact that
3. Reconstructibility and tensor-valued calibrations: Proof of Theorem 1.2
Let {ε 1 , ε 2 } be an orthonormal basis of e ⊥ , and decompose the generic vector z ∈ e ⊥ as z = z
In R 2 we consider the canonical basis {e 1 , e 2 }, where e 1 = (1, 0), e 2 = (0, 1), and for every
In view of Remark 2.4, it is natural to consider variations of the form u + εϕ, where ϕ :
and the Euclidean norm in e ⊥ ⊗ R 2 is
induced by the scalar product 
Then the following two conditions are equivalent:
Proof.
Step 1: We prove that (ii) implies (i). Since D has Lipschitz boundary, it suffices to verify (i) for ϕ ∈ C ∞ (D; e ⊥ ). By (1.6), for every such ϕ we have
Since
where in the last inequality we have used (1.6), and so (i) follows.
Step 2: We prove that (i) implies (ii). Although this implication could be derived from general theorems in convex analysis (see [12] ), for the convenience of the reader, we give a direct proof. For every ϕ ∈ BV (D; e ⊥ ) and µ ∈ X we define
is the Banach space of all bounded Radon measures with values in
We claim that
In particular, f is real-valued and locally bounded. Moreover, f is convex. Hence, the sub-differential of f at every µ ∈ X is non empty (see, e.g., Theorems 4.43 and 4.51 in [13] ). Therefore, since f (0) = 0, there exists µ
. By (3.1) and (3.2), it follows that
In particular, taking ±ϕ ∈ C ∞ c (D; e ⊥ ), we find that
and thus M ∈ F (D). Then by (1.7) and (3.3), we get
In particular,
and we conclude the proof of the lemma.
We now turn to the proof of Theorem 1.2.
Proof of Theorem 1.2.
Step 1: We start by proving that (i) is equivalent to (ii). Let f be the function defined in (2.3).
Note that
where, we recall, Σ k,h = ∂Ω k ∩ ∂Ω h . Therefore, by (3.4) and (3.5),
Hence, by Remark 2.4, condition (i) is equivalent to (2.4), which, by (3.6), becomes
By definition of z k and since ϕ takes values in e ⊥ , we have that
Thus, after relabeling terms,
Finally, from (3.7) and (3.8) we conclude that (i) is equivalent to
, and, in turn, this last inequality is equivalent to (ii).
Step 2: To prove that (ii) is equivalent to (iii), it suffices to apply Lemma 3.1 on Ω k ∩ D for every k = 1, ..., N .
Step 3: Let us now assume that (1.4) holds and prove that if u 0 is a minimizer for F on D, then it is the unique minimizer. Let u ∈ BV (D; R 3 ) be such that u · e = u 0 · e on D. Then, we may write u = u 0 + ϕ, where ϕ ∈ BV (D; e ⊥ ). By (3.6) with t = 1,
where, as before, ϕ k is the restriction of
Therefore,
By the Pythagorean theorem
where (ξ k · e − ξ h · e) 2 > 0 thanks to (1.4). Thus, the integrals
are strictly convex in the ψ k − ψ h variables. In particular, if u 0 and u are both minimizers, we must have
Using the equality F (u, D) = F (u 0 , D) and the expression of F given in (3.9) we then obtain that
4. Reconstructibility on a δ-neighborhood of the contour: Proof of Theorems 1.8 and 1.10
We begin with the following preliminary result.
an open set with Lipschitz boundary and let
Before proving Theorem 1.8, we apply Theorem 1.2 to obtain an equivalent formulation of stable reconstructibility of u 0 ∈ Im(R) on Γ(δ) for some δ > 0. We remark that for sufficiently small values of δ > 0, the damaged region Γ(δ) satisfies the condition
which is one of the hypotheses of Theorem 1.2.
Then for all δ > 0 sufficiently small, the following two statements are equivalent:
with the further property that
Step 1: We prove that (i) implies (ii). Let u 0 be stably reconstructible over Γ(δ) and let ε 0 > 0 be such that if u = N k=1 ξ k 1 Ω k and max 1≤k≤N |ξ k − ξ k | < ε 0 , then u is reconstructible over Γ(δ). We claim that there exists such an image u with the additional property that
for some constant λ > 1, where z k denotes the compatibility vector field associated to u. To see this, note that by (1.4), P
, is open by the surjective mapping theorem (see [5] ), the map
is open, while the map
is locally open in a neighborhood of each point ( ((ξ 1 , . . . , ξ N ) )
.
This proves the claim in the case H 1 (Σ k,h ) > 0 for all h, k with h = k. The general case can be treated in an analogous way.
Define
where we used (4.1). Setting M k := (1/λ)M k , it now follows that M k satisfies the required properties.
Step 2: We prove that (ii) implies (i). By Theorem 1.2, and since each Ω k has finitely many connected components, it suffices to show that for a fixed k ∈ {1, . . . , N } and for a fixed connected component Σ of Σ k , there is 0
where z ∈ L ∞ (Σ; e ⊥ ) is the restriction of the compatibility vector fields z k of u to Σ. Here, and throughout the paper, Σ(δ) := {x ∈ R 2 : dist(x, Σ) < δ} .
We divide the proof in two cases. Assume first that the curve Σ is open. Since Σ is Lipschitz, the geodesic distance
on Σ is Lipschitz, and so there exists L > 0 such that
Using the fact that the projection P is Lipschitz, there exists
Fix any such u, and let f : Σ → e ⊥ be determined (up to additive constants) by
for all x 1 , x 2 ∈ Σ. Applying McShane's lemma with respect to the Euclidean distance yields a function
, in view of (4.4) and (4.5), we have that M ∈ F(Σ(δ) ∩ Ω k ) and (4.2) holds.
In the case in which the curve Σ is closed, choose two points P 1 and P 2 on Σ. These points determine the two arcs Σ 1 and Σ 2 with endpoints P 1 and P 2 and whose union is Σ. For every i = 1, 2, consider a segment S i having one of the endpoints at P i and the other on 
We conclude by setting
The following extension lemma will play an important role in the proof of Theorem 1.8. The context represented in Figure 4 .2 is the following: Consider a piecewise Given z 0 , z 1 ∈ e ⊥ , with |z 0 | < 1, |z 1 | < 1, in Lemma 4.3 we construct a divergence-free tensor field on a δ-neighborhood Σ(δ) of Σ, with normal trace taking equal to z 0 and z 1 on γ ([r 0 , s 1 )) and γ((s 1 , r 1 ]) , respectively. We introduce some further notation. Setting
. Consider the open segments Σ i,δ with endpoints γ(r i ) and p i,δ . 
In the case in which
where ν is the unit normal to
Step 1: Endow Σ(δ) and Σ with their geodesic distances d Σ(δ) and d Σ , respectively. We claim that for every c, η > 0 sufficiently small there exists δ 0 > 0 such that
⊥ ≥ c and for all 0 < δ ≤ δ 0 . We begin by observing that
To see this, observe that by adding to any Lipschitz curve admissible for
To prove (4.7), we argue by contradiction and assume that there exist c, η > 0,
for all k ∈ N. By extracting a subsequence, not relabelled, we may assume that r k → r and s k → s, with r, s ∈ [r 0 , r 1 ], which implies that x k → x := γ(r) and y k → y := γ(s). By (4.3), for every k ∈ N, there exists a Lipschitz curve
where in the last inequality we used (4.8). Therefore, {σ k } is a sequence of equi-Lipschitz curves, and so using the Ascoli-Arzelà theorem, there exist a subsequence, not relabeled, and a Lipschitz curve σ : [0, 1] → Σ joining x and y such that σ k → σ uniformly, and y) and, in turn, by (4.9),
Step 2: We only prove the case in which v 0 = v 1 . The proof of the case v 0 = v 1 follows a similar argument. Set
1 , v, w for all linearly independent v, w ∈ S 1 , j = 1, 2, where G is the function defined by (1.13). Note that by condition (4.6), there exists σ ∈ (0, 1) such that
Since G is a continuous function, there exists ε 0 > 0 such that
for all w 1 , w 2 ∈ S 1 with w 1 ∈ B (v 0 , ε 0 ) and w 2 ∈ B (v 1 , ε 0 ), j = 1, 2. Using the fact that γ is piecewise C 1 , there exists c > 0 such that if t ∈ [r 0 , s 1 ) and
Let η > 0 be so small and m > 1 so large that
By taking c smaller, if necessary, and using again the fact that γ is piecewise C 1 , we may also assume that if x, y ∈ γ([r 0 , s 1 )) or x, y ∈ γ((s 1 , r 1 ]) with |x − y| < c, then 14) and also that if x ∈ Σ ∩ B (γ (r 0 ) , 2c), then
Let δ 0 > 0 be given by Step 1 corresponding to the choice of η and c, and define f :
. In view of Proposition 1.4, it suffices to prove that for all δ > 0 sufficiently small there exists a function f ∈ W 1,∞ (Σ(δ); e ⊥ ) such that f = f on Y δ and
Fix x, y ∈ Y δ . We distinguish several cases.
Case 1:
If both x and y belong to Σ, then
where f (j) : Y δ → R denotes the j-th component of f for j = 1, 2 and we used the fact that G(r, t, v, w) ≥ max{|r|, |t|} by (7.3). Subcase 1a: If |x − y| ≥ c, then by Step 1 (with t 1 = t 2 = 0), we have for all 0 < δ ≤ δ 0 , 
In this case, by (7.1),
and so by (4.10), (4.11), and (4.12),
Case 2: Next we consider the case in which at least one point, say y, belongs to Σ 0,δ ∪ Σ 1,δ . We only treat the case in which y ∈ Σ 0,δ and x ∈ Σ, the other case being analogous. By the definition of f and (4.17), we have
Subcase 2a: If |x − y| ≥ c, then by
Step 1 (with t 2 = 0), we deduce that
Subcase 2b: If |x − y| < c, then taking δ 0 < c, we have that
By (4.14) and (4.17), we have that
Since y = γ(r 0 ) + tγ (r 0 ) ⊥ for some t ∈ (0, δ), by (4.15),
and thus,
In conclusion, collecting all the previous estimates, we deduce that
for all x, y ∈ Y δ . We now apply McShane's lemma to extend each component f (j) to a function f (j) :
Σ(δ) → R still satisfying (4.19) for all x, y ∈ Σ(δ). In turn,
for all x, y ∈ Σ(δ). Property (4.16) now follows from the previous inequality, (4.13), and the fact that d Σ(δ) coincides with the Euclidean distance for sufficiently close pairs of points. We now turn to the proof of Theorem 1.8.
Proof of Theorem 1.8.
In order to prove that u 0 is stably reconstructible over Γ(δ), by Proposition 4.2 it suffices to show that for every fixed k and for every connected component Σ of Σ k , which is the support of a piecewise C 1 curve γ parameterized by its arc-length, there exists
As usual, we orient γ in such a way that (γ ) ⊥ is the inner unit normal to Ω k . We denote by S the singular set of γ, as defined in (1.11). There are two possibilities: Either γ is closed with image contained in R or its endpoints belong to ∂R. We only consider the latter situation (see Figure 4 .3 above), since the former can be treated similarly. Fix a finite number of points in [0,
such that for each i = 0, . . . , n, the following alternative holds: Either
with the latter occurring in (r 0 , r 1 ) and (r n , r n+1 ). For every i = 1, . . . , n − 1, we define 
Since z k is constant onΣ 0 := γ((r 0 , r 1 )) and onΣ n := γ((r n , r n+1 )), reasoning as in Lemma 4.3, yields the existence of tensor fields M 0 ∈ F(Σ 0 (δ)) and
For every i = 1, ..., n − 1, we define D i to be the connected component Finally, we prove Theorem 1.10.
Proof of Theorem 1.10.
Step 1: We prove (i). Let u 0 ∈ Im(R) be reconstructible over Γ(δ) for some δ > 0 (we may assume δ so small that the δ-neighborhoods of each connected component of Σ k are all disjoint). By Theorem 1.2 and Remark 1.3, there exists a tensor field M ∈ F(Γ(δ)) such that
where z k is the compatibility vector field of u 0 . Fix a connected component Σ of Σ k , and let γ and S be as in the proof of the previous theorem. Let s 0 ∈ S and set
By Proposition 1.4 there exists a Lipschitz function f : B(γ(s
where 0 < ε < δ is chosen so small that z k takes only the values z − and z + on Σ ∩ B(γ(s 0 ), ε). In particular, we have
(4.20)
We now consider the sequence of Lipschitz functions
Since f n (0) = 0 and ∇f n L ∞ (B(0,nε); e ⊥ ⊗R 2 ) = ∇f L ∞ (B(γ(s0),ε); e ⊥ ⊗R 2 ) ≤ 1, we may extract a subsequence (not relabelled) such that
and
Let y ∈ C be of the form y = tv + for some t > 0. Then, using (4.20) , the definition of f n , and the Lipschitz continuity of f , we have
where in the last equality we have used the fact that γ
Let B ∈ e ⊥ ⊗ R 2 be the tensor uniquely determined by
It follows from (4.21), (4.23), and (4.24) that
Hence, the function f ∞ is admissible for the minimization problem (1.17) (with z − and z + in place of z 0 of z 1 ). In view of (4.22), this concludes the proof of part (i).
Step 2: To prove (ii), assume that u 0 is stably reconstructible over Γ(δ), for some δ > 0. We claim that the inequality (1.17) is strict. Let ε 0 > 0 be such that if u = N k=1 ξ k 1 Ω k and max 1≤k≤N |ξ k − ξ k | < ε 0 , then u is also reconstructible over Γ(δ). Reasoning as in Step 1 of Proposition 4.2, we may find such an image u with the additional property that
for some fixed constant λ > 1, where z k denotes the compatibility vector field associated to u. As in Step 1 of the present proof, fix a connected component Σ of Σ k and let s 0 ∈ S. Defining
by part (i) of the theorem there exists
Hence the function 1 λ f ∞ is admissible for the minimization problem (1.17) and
which implies that the inequality (1.17) is strict.
5.
Reconstructibility from small uniformly distributed undamaged regions: Proof of Theorems 1.12, 1.13, and 1.14 In this section we prove Theorems 1.12, 1.13, and 1.14.
Proof of Theorem 1.12. The existence of u ε may proved as in the proof of Proposition 2.1. Moreover, by a truncation argument and by the minimality of u ε , we have that sup ε u ε ∞ < ∞. Again by minimality,
Hence, for every subsequence ε n → 0 we may extract a further subsequence (not relabelled) such that
. We claim that v = u 0 . Assume by contradiction that this is not the case. Then by Egoroff's theorem we may find η > 0 and a compact set K ⊂ R of positive L 2 -measure such that
Let x 0 ∈ R be a point of density one for K and fix 0 < δ < dist(x 0 , ∂R) so small that
for n large enough. Denoting A
Indeed, if not, we would have card(A
and, by the first inequality in (
which contradicts the second inequality in (5.3). Fix x ∈ A + n and recall that by (5.2),
for all n ≥ n 0 for a suitable n 0 ∈ N independent of x. Let ( , θ) denote the polar coordinates centered at x and for θ ∈ (0, 2π) and n ∈ N define
where I θ := {ρ > 0 : x + ρ (cos θ, sin θ) ∈ R}. Let T ⊂ (0, 2π) be the set of all θ's such that the set
which implies that
By (5.5) and the fact that u ε n and v coincide in Q(x, ω(ε n )) (see (1.21)), for all θ ∈ T we have (see Sections 3.2 and 3.11 in [1] )
where θ denotes the length of the set {ρ > 0 :
Summing the last inequality over all x ∈ A + n and using (5.4) and (1.19), we obtain
which contradicts (5.1). This concludes the proof of the theorem.
Next we prove Theorem 1.13 and Theorem 1.14. Given an image u 0 , which is stably reconstructible over Γ(δ) for some small δ > 0, we show that it is reconstructible over the complement D of an ε-uniformly distributed (undamaged) region for ε sufficiently small. In view of Theorem 1.2, it suffices to construct a divergence-free tensor field M on D whose normal trace on D ∩ ∂Ω k agrees with −z k . Again by Theorem 1.2, we know that such a construction is possible in the thin layer Γ(δ) ∩ Ω k for δ small enough. Therefore, it remains to extend this tensor field to the whole D ∩ Ω k , keeping it divergence-free and preserving its boundary values. The following lemma is at the core of this extension. In the remainder of this section, we denote a generic point x of R 2 as x = (s, t).
and let η 0 > 0. Fix η 0 < η < 2η 0 and assume that there exist
and let Q h,k be the (closed) square concentric to Q h,k with side length ω(η/n), where ω satisfies (1.19).
Finally, consider the open set
Then there exists n 0 ∈ N, depending only on η 0 , σ, and ω, with the following property:
for every s ∈ (0, η) and t ∈ (0, η). Proof. By Lemma 4.1, it suffices to show that for every 0
Let σ h,k be the closed segment joining the upper left corner of Q h,k with the upper left corner of Figure 5. 2), and let d X 0 be the geodesic distance on X 0 . Given a point x ∈ σ h,k and a sequence {x n }, with x n → x, we write x n → x± if (x n − x) · (1, 1) ≷ 0 for all n sufficiently large. We now introduce a metric space (X, d X ), where X is given by the disjoint union of X 0 and two distinct copies σ + h,k and σ − h,k of the segment σ h,k . Roughly speaking X can be obtained from X 0 by removing an ε-neighborhood of σ h,k , considering the closure of this set, and interpret X as a "limit" of this sequence of metric spaces as ε → 0 + . The metric d X is defined by
It can be shown that the definition does not depend on the choice of the sequences {w n } and {y n }.
Note that the set Y :
h,k can be identified with the oriented polygonal path OP 1 P 2 P 3 P 4 P 1 O, where P 1 , P 2 , P 3 , P 4 , and O are the points in Figure 5 .2.
The strategy of the proof is the following: We define a function f on Y such that
and we prove that for
) defined on all of X. By restricting f to X 0 and since d X coincides with the Euclidean distance locally in X 0 , this will imply, in particular, that
Note that we can identify the restrictions of f to σ 
Step for all y 1 , y 2 ∈ Y and n ≥ n 0 . To prove this, we distinguish two cases.
Hence, (5.9) follows in this case by (1.19) .
If d X (y 1 , y 2 ) < 4ω(η/n) and y 1 and y 2 are contained in the same segment of the oriented polygonal path Y , then (5.9) is immediate.
Finally, consider the case in which d X (y 1 , y 2 ) < 4ω(η/n) and y 1 and y 2 belong to two different segments. We first show that these segments are consecutive and that the segment joining y 1 and y 2 is contained in X. Indeed, if not, then the Euclidean distance and, in turn, the geodesic distance in X, between y 1 and y 2 is at least η/(2n) for n sufficiently large, unless one point is in σ + h,k and the other is in σ − h,k , in which case the geodesic distance is at least 4ω(η/n). In both cases, by (1.19) , for n large enough we have a contradiction. Hence we have proved that the segments are consecutive segments in the oriented polygonal path. Next, we show that the segment σ 0 joining y 1 and y 2 is contained in X, provided that n is sufficiently large. Indeed, if not, then σ 0 intersects ∂Q h,k , thus the Euclidean distance and, in turn, the geodesic distance between y 1 and y 2 is at least dist(
η n for n sufficiently large, where in the last inequality we have used (1.19) . Hence, σ 0 is contained in X, and so d X (y 1 , y 2 ) reduces to the Euclidean distance.
Let y 0 ∈ {P 1 , P 2 , P 3 , P 4 } be the vertex between y 1 and y 2 , so that d Y (y 1 , y 2 ) is given by |y 1 − y 0 | + |y 2 − y 0 | ≤ c|y 1 − y 2 |, where c depends only on the angles of the polygonal path. Inequality (5.9) now follows.
Step 2: Let f 0 : ∂Q h,k → e ⊥ , g : Y → e ⊥ be the functions (uniquely) determined by where τ σ h,k := (
). We set
By (5.7), λ
We claim that f 
where in the last inequality we have used the Cauchy-Schwarz inequality together with (5.7). If x 1 and x 2 are on two opposite sides, say x 1 = (s 1 , k+1 n η) and x 2 = (s 2 , k n η), with s 1 ≤ s 2 (the other cases are analogous), then
again by the Cauchy-Schwarz inequality and (5.7). Hence f
is Lipschitz with Lip(f 0 ) ≤ λ j + √ 2σ, and so by McShane's lemma we can extend it to a function defined on all of Q h,k with the same Lipschitz constant and still denoted by f 0 . Moreover,
Next, since by (5.10) we have
n , using (5.9) we obtain
Using by McShane's lemma with respect to d X , we can extend g to X in such a way that
for all x 1 , x 2 ∈ X and j = 1, 2 .
Since in a neighborhood of every point in the interior of X the distance d X coincides with the Euclidean distance, it follows that ∇g ∞ ≤ √ 2σ. We now define f : X → e ⊥ , f := f 0 + g. By (5.10) we obtain (5.8) 1 . Also, by (5.6) and (5.12), ∇f ∞ ≤ λ + 2σ + √ 2σ < λ + 4σ ≤ 1. Moreover, by (5.11) and the fact that f 0 is defined on the whole Q h,k , we obtain (5.8) 2 . This concludes the proof of the lemma.
In the next lemma we give an approximation result for elements of F (D) by more regular divergencefree fields.
Lemma 5.2. Let G ⊂ R
2 be an open set with C ∞ boundary such that ∂R ∩ G is the union of finitely many segments whose endpoints are not corners of R, and for δ > 0 let
14)
Proof. Without loss of generality, we may assume that δ > 0 is so small that for all 0 < δ < 1 2 δ, G δ has C ∞ boundary, the function d σ (x) := σ dist(x, ∂G) is smooth on the closure of G δ , and that ∂R ∩ G δ is the finite union of segments σ 1 , . . . , σ whose endpoints are not the corners of R (see Figure 5. 3).
Define If Q i corresponds to a horizontal segment σ i , then we perform an analogous construction. Note that in this way we have a tensor field M belonging to
is well-defined. Moreover, by construction M σ is continuous and (5.14) holds. Thus, it remains to prove that M σ is a divergence-free vector field having the same normal trace of M on ∂G ∩ R.
Step 1: To prove that M σ is divergence-free, we will show that in every ball B (x 0 , r) ⊂ R ∩ G δ , with 0 < r < 16) and note that
where we used (5.15). We deduce that M
σ = 0 in the sense of distributions. Since the argument for M (2) σ is clearly the same, we have proved that M σ is a divergence-free tensor field.
Step 2: We finally show that M σ and M share the same normal trace. It will be enough to prove that for every x 0 ∈ ∂G ∩ R, With this simplification, we recall that we are given a Lipschitz open set Ω ⊂ R and a tensor field
where Σ := ∂Ω ∩ R.
Step 2: We claim that, without loss of generality, we may assume that Ω = G ∩ R, where G ⊂ R Step 3: In view of the previous step and by (5.21) , we are in a position to apply Lemma 5.2 (with σ sufficiently small) to findM ∈ F (Σ(δ ) ∩ Ω), where 0 < δ < δ, such thatM is continuous in Σ(δ ) ∩ Ω \ Σ and
Let σ satisfy (5.6). SinceM is uniformly continuous in Σ(δ ) ∩ Ω \ Σ(δ /2), we may find
Let now n 0 ≥ 3 be the integer depending on λ, σ, and η 0 given by Lemma 5.1, and set Step 2: The argument is analogous to that of Step 2 in the proof of Lemma 5.1.
Examples
In this section we present several explicit examples in which the model fails to provide exact reconstruction.
Example 6.1. This example shows that without condition (1.4) we may lose either the reconstructibility of u 0 over Γ(δ) for δ > 0 small or the fact that u 0 is the unique minimizer (see Theorem 1.2). Consider two colors ξ 1 and ξ 2 that have the same gray level, i.e., ξ 1 · e = ξ 2 · e, and let u 0 be an admissible color image of the form u 0 = ξ 1 1 Ω1 + ξ 2 1 R\Ω 1 . If Ω 1 = B r is a ball of radius r > 0 contained in R (see Figure 6 .1), then the image u δ = ξ 1 1 B r−δ + ξ 2 1 R\B r−δ is admissible for the reconstruction problem over Γ(δ) for every δ > 0. Since F (u δ ) < F (u 0 ), u 0 is not reconstructible over Γ(δ) for any damaged region D. Similarly, if Ω 1 = 0, a 2 × (0, b), then u 0 is a minimizer for the reconstruction problem on Γ(δ) for every δ > 0, but is not unique.
In the next two examples we consider an image
, where the two colors have different gray levels (i.e., ξ 1 · e = ξ 2 · e), and the damaged region D is compactly contained in R and such that H 1 (Γ ∩ ∂D) = 0, see Figure 6 .2. Set T 1 := Ω 1 ∩ D and
. We look for necessary and sufficient conditions for an image u of the form
to be a minimizer in the reconstruction problem over D, when ξ * = ξ 1 and ξ * · e = ξ 1 · e. Whenever such an image is a minimizer, the model creates a new "artificial" contour, namely, Ω 1 ∩ ∂D.
By Remark 2.4, u is a minimizer for the reconstruction problem over D if and only if for every
where f (t) := F (u + tϕ, D), t ≥ 0. We have
Figure 6.1. Example 6.1: in the first picture u 0 is not a minimizer, in the second one there is lack of uniqueness. In both cases the compatibility vector ζ between ξ 1 and ξ 2 is a unit vector. Fix ϕ * ∈ BV (T 1 ; e ⊥ ), ϕ 2 ∈ BV (T 2 ; e ⊥ ) and set ϕ := ϕ * 1 T 1 + ϕ 2 1 T 2 , so that
Hence, This shows that u is a minimizer for the reconstruction problem over D. Moreover, arguing as in the proof of Theorem 1.2, it can be seen that it is the unique minimizer. Hence, the claim holds. Finally, we remark that ξ * does not depend on s.
Example 6.3. This example shows that if the undamaged regions is not ε-uniformly distributed, then an image u 0 needs not be reconstructible over a region D even if it is stably reconstructible over Γ(δ) for some small δ > 0.
Let u 0 be as in (6.1), with ξ 1 and ξ 2 satisfying (6.6). Take Ω 1 to be an open rectangle of sides a, b > 0, compactly contained in R, and let D be another open rectangle, as in Figure 6 .5. We assume that 0 < s < 1, so that, as in the previous example, u 0 satisfies (1.14) with strict inequality. Hence, u 0 is stably reconstructible by Theorem 1.8. We claim that if b/a is large enough, then u given by (6.2) is a minimizer for the reconstruction problem over D for a suitable value of t. To see this, consider the points P 1 , P 2 , P 3 , P 4 as in Figure 6 .5. To construct the tensor fields M 1 and M 2 satisfying (6.4) and (6.5) , it is sufficient to show the existence of 1-Lipschitz functions f i : The first condition is equivalent to t ≤ 1, which is satisfied, since t < s < 1 by (6.10), while the second one is always satisfied.
Similarly, condition (6.11) guarantees that f 2 is 1-Lipschitz over [P 1 P 2 ] ∪ [P 2 P 3 ] ∪ [P 3 P 4 ]. By McShane's lemma we can extend f i to 1-Lipschitz functions f i : T i → R, i = 1, 2. Define
Figure 6.5. The situation in Example 6.3. i = 1, 2. Then (6.4), (6.5) hold by construction, and so u is a minimizer. The uniqueness can be proved arguing as in the last part of the proof of Theorem 1.2.
In conclusion, whenever Ω 1 is such that (6.10) holds, then the image u (corresponding to the value of ξ * defined by (6.9)) is a minimizer for the reconstruction problem of u 0 over the damaged region D. The image u has a larger contour than u 0 , that nevertheless is reconstructible over Γ(δ) for suitably small values of δ. Note also that the value of s enters only in determining the ratio between a and b through (6.10): Once Ω 1 satisfies this constraint, the new color ξ * appearing in u is the same for all the compatible values of s. Then, recalling (6.12), a straightforward computation gives
where the last inequality holds provided that the constant c is small enough. 
