High frequency perturbation of cnoidal waves in KdV by Erdoğan, M. B. et al.
ar
X
iv
:1
10
3.
41
35
v1
  [
ma
th.
AP
]  
21
 M
ar 
20
11
HIGH FREQUENCY PERTURBATION OF CNOIDAL
WAVES IN KDV
M. B. ERDOG˘AN, N. TZIRAKIS, AND V. ZHARNITSKY
Abstract. The Korteweg-de Vries (KdV) equation with periodic
boundary conditions is considered. The interaction of a periodic soli-
tary wave (cnoidal wave) with high frequency radiation of finite energy
(L2-norm) is studied. It is proved that the interaction of low frequency
component (cnoidal wave) and high frequency radiation is weak for fi-
nite time in the following sense: the radiation approximately satisfies
Airy equation.
1. Introduction
The KdV equation
qt + qxxx + qxq = 0
is one of the most basic dispersive partial differential equations (PDE) with
solitary wave solutions. There are two types of solitary waves in KdV posed
on the real line: exponentially decaying and spatially periodic solitons. This
paper deals exclusively with the periodic case and even more restrictively,
we consider KdV with periodic boundary conditions. The periodic traveling
waves in KdV (already known to Korteweg and de Vries) are called cnoidal
waves, as they may be expressed in terms of the elliptic Jacobi function, see
e.g. [13]
(1) φc(z) = β2 + (β3 − β2) cn2
(√
β3 − β1
12
z; k
)
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where
z = x− ct, β1 < β2 < β3, β1 + β2 + β3 = 3c, k2 = β3 − β2
β3 − β1 .
In this paper we study the dynamics of periodic solutions of the KdV
equation with initial data which is a sum of a cnoidal wave and of a high
frequency ”perturbation” with finite energy (L2− norm). For small pertur-
bations this falls within the theory of Lyapunov stability results. In the
KdV case, this problem was first considered by Benjamin [2] who conjec-
tured that cnoidal waves are stable with regard to small perturbations. The
conjecture was later proved by McKean [12]. The stability of cnoidal waves
on the real line with respect to small perturbations with different periods
has also been considered and is currently an active area of research, see [3]
and the references therein.
We, on the other hand, are interested on the behavior of solutions in the
case of high frequency perturbation. We consider the evolution of solitary
wave and the high frequency perturbation, and prove that the perturbation
evolves almost linearly. Within the context of our previous results in [8, 9]
where we proved that the evolution of high energy solutions of KdV is near-
linear, our result in this paper can be considered as a superposition principle
for a nonlinear dispersive PDE. It has been long suggested in the physics
literature that in the regime below collapse, high frequency solutions evolve
almost linearly and interact little with the low frequencies. This mechanism
has been also used, perhaps implicitly, to prove low regularity results, see
e.g. [4, 6, 7]. In a way, our proof of nearly independent evolution of soliton
and high frequency radiation, provides some support of this heuristic, see
e.g. [14], pg. 118. This nearly independent evolution is due to a subtle
averaging effect in the nonlinear dispersive dynamics, making these results
possible. Recently KdV was studied with respect to this averaging effect.
In [8, 9], nearly linear dynamics was established for high frequency initial
data and in [1] a new elegant proof of well-posedness in Hs, s ≥ 0 was found
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In contrast to the Lyapunov problem, where infinite time stability is usu-
ally established, our result is valid only on finite times, which is related to
adiabatic invariance phenomena: high frequency wave oscillations are aver-
aged out to produce effective slow evolution. Since KdV as a model is valid
only on a finite time scale, it is meaningful to consider the dynamics of the
solutions for finite times. Given that even the classical adiabatical invari-
ance theorem (conservation of action of the pendulum with slowly changing
frequency) requires careful analysis, our task becomes even harder because
of the infinite dimensionality.
Here, we use these ideas to study the interaction of a solitary wave (low
frequencies) with radiation (high frequencies). Now we state our main the-
orem:
Theorem 1.1. Let φ(x−ct) be a 2π-periodic cnoidal wave solution of KdV.
Fix s ∈ (0, 1/2). Consider the real valued solution of KdV on T × IR with
the initial data q(x, 0) = φ(x) + g(x) satisfying, for some 0 < s < 1/2,
‖g‖2 . 1, ‖g‖H−s = ε≪ 1.
Then, for each t > 0, we have
‖q(x, t) − φ(x− ct)− (etLg)(x)‖2 ≤ CeCtε,
where L = −∂3x − 〈φ〉∂x, and C depends only on s and φ.
As usual, H−s is the completion of L2 under the norm ‖u‖H−s =
‖û(k)/(1 + |k|2)s/2‖ℓ2 and we use the notation 〈φ〉 = 12π
∫ 2π
0 φ(r)dr.
Remark 1.2. The statement of the theorem above can be extended to an
arbitrary H4 solution ρ of KdV in the following sense. Given T , there is a
constant C = C(s, T, ρ) such that given ε > 0 and g as in the theorem we
have
‖q(x, t)− ρ(x, t)− (etLg)(x)‖2 ≤ Cε, t ∈ [0, T ],
where L = −∂3x − 〈ρ〉∂x.
This variation follows from the proof of Theorem 1.1 by utilizing Re-
mark 2.8 and Remark 4.1.
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As it is well-known, KdV is a completely integrable system with infinitely
many conserved quantities. However, our methods in this paper do not
rely on the integrability structure of KdV, and thus they can be applied to
other dispersive models. On the other hand we use the fact that the smooth
solutions of KdV satisfy momentum conservation:∫ π
−π
u(x, t)dx =
∫ π
−π
u(x, 0)dx,
and the conservation of energy,∫ π
−π
u2(x, t)dx =
∫ π
−π
u2(x, 0)dx.
The KdV equation is locally well-posed in L2(T), [5]. Due to energy con-
servation it is globally well-posed and the solution is in C(R;L2(T)). Kenig,
Ponce, Vega, [11], improved Bourgain’s result and showed that the solution
of the KdV is locally well-posed in Hs(T) for any s > −12 . Later, Collian-
der, Keel, Staffilani, Takaoka, Tao, [6], showed that the KdV is globally
well-posed in Hs(T) for any s ≥ −12 thus adding a local well-posedness re-
sult for the endpoint s = −12 . Recently T. Kappeler and P. Topalov, [10]
extended the latter result and prove that the KdV is globally well-posed in
Hs(T) for any s ≥ −1. Since our statements concerns L2 functions, from
the results listed above, we only use the global well-posedness in L2, [5].
1.1. Solitary waves description. Since our goal is to illustrate the phe-
nomena, we restrict ourselves to the special case of stationary periodic waves
with prescribed period 2π. The proof can be readily extended to arbitrary
period.
To make the presentation self-consistent, we directly show that there are
such waves, which can also be found by using properties of Jacobi functions
(1). Let q = f(x− ct), and substitute this in KdV
−cf ′ = ff ′ + f ′′′.
Integrating once, we obtain
a− cf = f
2
2
+ f ′′,
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which can be written in the potential form
(2) f ′′ +Wf (f) = 0,
where
W (f) =
f3
6
+ c
f2
2
− af.
Under the assumption c2 + 2a > 0, this cubic polynomial has one local
maximum and one local minimum:
f− = −
√
c2 + 2a− c, f+ =
√
c2 + 2a− c.
Taking the 2nd derivative of W at f+,
Wff (f+) = f+ + c =
√
c2 + 2a,
we obtain the period of small oscillations:
T0(a, c) =
2π√
Wf (f+)
=
2π
4
√
c2 + 2a
.
Therefore, moving through the family of periodic solutions nested between
the minimum and the separatrix, we will see the period assuming all inter-
mediate values between T0(a, c) and∞. Thus, if T0(a, c) < 1⇔W ′(f+) < 1
(which can be achieved by taking a or c sufficiently large), by continuity,
somewhere between the critical point and the separatrix, there will be a
2π−periodic solution. In particular, this can be done by setting c = 0 and
taking a sufficiently large.
We conclude by noting the well known fact that the cnoidal wave φ is real
analytic with exponentially decaying Fourier coefficients.
1.2. Notation. To avoid the use of multiple constants, we write A . B to
denote that there is an absolute constant C such that A ≤ CB. We also
write A ∼ B to denote both A . B and B . A.
We define the Fourier sequence of a 2π-periodic L2 function u as
uk =
1
2π
∫ 2π
0
u(x)dx, k ∈ Z.
With this normalization we have
u(x) =
∑
k
eikxuk, and (uv)k = uk ∗ vk =
∑
m+n=k
unvm.
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2. Proof of the Main Theorem
First we discuss that it suffices to prove the theorem for time-independent
cnoidal waves. Consider KdV with periodic boundary conditions (on the
circle) q(x+2π) = q(x). Note that if q(x, t) is a solution, then q(x+ct, t)+c
is the solution with initial data q(x, 0) + c. In particular, for a cnoidal wave
φ(x−ct), the function φ(x)+c is also a cnoidal wave. Applying the statement
of the theorem with initial data φ(x) + c + g(x), we obtain at time t, that
the solution is of the form
q(x+ ct, t) + c = φ(x) + c+ (eLctg)(x) +OL2(εe
Ct),
where Lc = −∂3x−
(
1
2π
∫ 2π
0 φ(r)dr+c
)
∂x. Noting that (e
Lctg)(x) = (eLtg)(x+
ct), we obtain
q(x, t) = φ(x− ct) + (eLtg)(x) +OL2(εeCt).
Thus, it suffices to prove the theorem for stationary cnoidal wave.
Let φ(x) be a time-independent, 2π−periodic cnoidal wave. Consider a
solution of KdV of the form q(x, t) = φ(x) + u(x, t). Substituting in KdV,
we obtain
(3) ut + uxxx + 〈φ〉ux + (Φu)x + uux = 0, u(x, 0) = g(x),
where 〈φ〉 = 12π
∫ 2π
0 φ(x)dx, and Φ = φ− 〈φ〉.
Remark 2.1. Our assumption on the H−s norm of the initial data g, and
the momentum conservation implies that 〈u(x, t)〉 = ĝ(0) = O(ε). In the
proof of our theorem we will restrict ourselves to the case when 〈u(x, t)〉 = 0.
This makes the proof more presentable. Removing this assumption introduces
more terms in the differentiation by parts formulas which are smaller then
the ones we have. In particular, in Theorem 2.3 below, the formulas for B(v)
and R(v) would have additional terms which satisfy the a priori estimates
given in Proposition 2.4.
Remark 2.2. Note that for a mean-zero L2 function u, ‖u‖H−s ∼
‖uk/|k|s‖ℓ2 , we will use this formula without further comments. For a se-
quence uk, with u0 = 0, we will use ‖u‖H−s notation to denote ‖uk/|k|s‖ℓ2 .
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Using the notation
u(x, t) =
∑
k
uk(t)e
ikx and Φ(x, t) =
∑
k
Φk(t)e
ikx,
we write (3) on the Fourier side,
∂tuk = − ik
2
∑
k1+k2=k
uk1uk2−ik
∑
k1+k2=k
Φk1uk2+i(k
3−ak)uk, uk(0) = ĝ(k),
where a = 〈φ〉. Because of the mean zero assumption on Φ and u, and
conservation of momentum, there are no zero harmonics in this equation.
Without the mean zero assumption this equation would have an additional
term of the form iu0kΦk which is of order ε and has fast decay in k.
Using the transformations
uk(t) = vk(t)e
i(k3−ak)t,
Φk(t) = Sk(t)e
i(k3−ak)t,
and the identity
(k1 + k2)
3 − k31 − k32 − a(k1 + k2) + ak1 + ak2 = 3(k1 + k2)k1k2,
the equation can be written in the form
(4) ∂tvk = − ik
2
∑
k1+k2=k
e−i3kk1k2t(vk1 + 2Sk1)vk2 .
The following theorem will be proved in Section 3 by distinguishing the
resonant and nonresonant sets and using differentiation by parts.
Theorem 2.3. The system (4) can be written in the following form:
(5) ∂t[v +K(v) +B(v)]k = L0(v)k +R(v)k,
where we define K(v)0 = B(v)0 = L0(v)0 + R(v)0 = 0, and for k 6= 0, we
define
K(v)k = −
∑
k1+k2=k
e−3ikk1k2tSk1vk2
3k1k2
,
B(v)k = −
∑
k1+k2=k
e−3ikk1k2tvk1vk2
6k1k2
8 M. B. ERDOG˘AN, N. TZIRAKIS, AND V. ZHARNITSKY
− 1
9
∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1(k1 + k2)(k2 + k3)(k3 + k1)
(vk1 + Sk1)vk2vk3 ,
L0(v)k =
2i
3
∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
Sk1Sk2vk3 ,
R(v)k = i
3
vk|vk|2
k
− i
3
S−kvkvk
k
− 2i
3
vk
∑
|j|6=k
Sjv−j
j
− 2i
3
Sk
k
∑
j
S−jvj
+
∑
k1+k2=k
e−3ikk1k2t
3k1k2
(∂tSk1)vk2
+
2i
3
∑
k1+k2+k3=k
k2+k3 6=0
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
vk1Sk2vk3
− 1
9
∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)vk2vk3∂tSk1
k1(k1 + k2)(k2 + k3)(k3 + k1)
+
i
9
⋆∑
k1+k2+k3+k4=k
eitψ˜(k1,k2,k3,k4)(k3 + k4)Sk1vk2(vk3 + 2Sk3)vk4
k1(k1 + k2)(k1 + k3 + k4)(k2 + k3 + k4)
+
i
18
⋆∑
k1+k2+k3+k4=k
eitψ˜(k1,k2,k3,k4)(k1 + 2k3 + 2k4)vk1vk2(vk3 + 2Sk3)vk4
k1(k1 + k2)(k1 + k3 + k4)(k2 + k3 + k4)
.
Here
∑∗ means the sum does not contain the terms which makes the de-
nominator zero.
Proposition 2.4. Assume that ‖v‖2 . 1 and 0 < s < 1/2, then
‖K(v)‖H−s ≤ ‖K(v)‖2 . ‖v‖H−s ,(6)
‖B(v)‖H−s ≤ ‖B(v)‖2 . ‖v‖2H−s ,(7)
‖L0(v)‖H−s . ‖v‖H−s , ‖L0(v)‖2 . ‖v‖2,(8)
‖R(v)‖H−s ≤ ‖R(v)‖2 . ‖v‖H−s .(9)
We will prove this proposition in Section 4. Now, we continue with the
proof of the main theorem. First we will prove the near-linear behavior
using a modified linear operator (Theorem 2.5), then we will prove that the
modified linear evolution is close to the Airy evolution (Theorem 2.6). These
two theorems imply Theorem 1.1.
HIGH FREQUENCY PERTURBATION OF CNOIDAL WAVES 9
Theorem 2.5. Let 0 < s < 1/2. Let u be a mean zero solution of (3) with
u(·, 0) = g, where
‖g‖L2 . 1, and ‖g‖H−s . ε≪ 1.
Then, for each t > 0, we have
‖u(·, t) − etL1g‖2 ≤ CeCtε.
Here L1 = L+P , where L = −∂3x−〈φ(·)〉∂x and P is defined in the Fourier
side as
(Pu)k =
[
eLtL0(e
−Ltu)
]
k
=
2i
3
∑
k1+k2+k3=k
Φk1
k1
Φk2uk3 , k 6= 0,
and (Pu)0 = 0.
Theorem 2.6. Let g, L1, L be as in the previous theorem. Then, for each
t > 0, we have
‖etL1g − etLg‖2 ≤ CeCtε.
Proof of Theorem 2.5. First we will prove that the norm assumptions on the
initial data remain intact up to times of order log(1/ε). By L2 conservation
in KdV, we have
‖u(·, t)‖L2 ≤ ‖q(·, t)‖L2 + ‖φ(·)‖L2 = ‖q(·, 0)‖L2 + ‖φ(·)‖L2 . 1.
Now we prove that for some C,
(10) ‖u(·, t)‖H−s ≤ CeCtε.
To prove this integrate (5) from 0 to T to obtain
(I +K)v(T ) = (I +K)v(0) +B(v)(0) −B(v)(T ) +
∫ T
0
(L0(v) +R(v))dt.
Since uk = vke
iψ(k)t and Φk = Ske
iψ(k)t with ψ(k) = k3 − ak, we have
(I + K˜)u(T ) = eiψ(k)T (I +K)u(0) + eiψ(k)TB(u)(0)(11)
− eiψ(k)TB(e−iψ(k)Tu)(T )
+ eiψ(k)T
∫ T
0
(L0(e
−iψ(k)tu) +R(e−iψ(k)tu)dt,
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where K˜ is the time-independent operator:
K˜(u)k = −
∑
k1+k2=k
e−3ik1k2kT−iψ(k1)T−iψ(k2)T+iψ(k)TΦk1uk2
3k1k2
= −
∑
k1+k2=k
Φk1uk2
3k1k2
.
Lemma 2.7. For 0 < s ≤ 1,
‖(I + K˜)u‖H−s & ‖u‖H−s .
Proof. This follows from Fredholm alternative. First note that for u ∈ L2
with mean zero
‖K˜u‖2 =
∥∥∥ ∑
k1+k2=k
Φk1uk2
3k1k2
∥∥∥
2
≤
∥∥∥Φk
3k
∥∥∥
ℓ1
∥∥∥uk
k
∥∥∥
2
. ‖u‖H−s .
By the density of L2 in H−s, this inequality holds for each u ∈ H−s. There-
fore, by Rellich’s theorem, K˜ is a compact operator on H−s. It suffices to
show that the kernel of I + K˜ is trivial. Note that if (I + K˜)u = 0 for some
u ∈ H−s, then by the discussion above, K˜u ∈ L2, and hence u ∈ L2. Using
the definition of K˜, we have
(I + K˜)u = 0⇔ u(x)− 1
3
Φ−1(x)u−1(x) = 0,
where f−1(x) denotes the mean-zero antiderivative of a mean-zero function,
(12) f−1(x) =
∫ x
0
f(r)dr +
1
2π
∫ 2π
0
rf(r)dr.
Let U(x) = u−1(x), then we obtain equivalent 1st order linear ODE
U ′ − 1
3
Φ−1(x)U(x) = 0,
which has the general solution U(x) = U(0) exp(
∫ x
0 Φ−1(x)dx), which can
be mean-zero only if U(x) ≡ 0. This implies u(x) ≡ 0.

Remark 2.8. Let
K˜t(u) := −
∑
k1+k2=k
ρk1(t)uk2
3k1k2
,
where ρk(t) = ρ̂(·, t)(k), and ρ is an L2 solution of KdV. Then, the statement
of the lemma is valid for K˜t
i) for t ∈ [0, T ] with a constant CT depending on T ,
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ii) on R with a constant independent of t if ‖ρ(·, t)‖2 = ‖ρ(·, 0)‖2 < 1/2.
To prove these statements first note that
(13) ‖K˜t‖H−s→H−s ≤ 2‖ρ(·, t)‖2.
Then, using the resolvent identity,
(I + K˜t)
−1 − (I + K˜s)−1 = (I + K˜s)−1(K˜s − K˜t)(I + K˜t)−1,
the linearity of K˜t in ρ, and (13), we see that the operator (I + K˜t)
−1 is
continuous in time in the operator norm H−s → H−s. Thus, (i) follows
form the proof of the lemma and compactness. To see (ii), note that by
(13) the operator norm of K˜ in H−s is < 1, and invert the operator using
Neumann series.
Using Lemma 2.7 and Proposition 2.4 in (11), we obtain
‖u(T )‖H−s . ‖u(0)‖H−s + ‖u(0)‖2H−s + ‖u(T )‖2H−s +
∫ T
0
‖u(t)‖H−sdt
≤ Cε+ C‖u(T )‖2H−s + C
∫ T
0
‖u(t)‖H−sdt.
Therefore on [0, T0], where T0 = inf{T : ‖u(t)‖H−s ≥ 12C }, we have
‖u(T )‖H−s ≤ 2Cε+ 2C
∫ T
0
‖u(t)‖H−sdt.
This implies by Gronwall that ‖u(T )‖H−s ≤ 2Cεe2CT as claimed.
Now, note that K˜(u) = e−iψ(k)TK(eiψ(k)tu). Therefore, using Proposi-
tion 2.4 (for K, B, and R) and (10) in (11), we obtain
(14) u(T ) = eiψ(k)Tu(0) + eiψ(k)T
∫ T
0
L0(e
−iψ(k)tu)dt+OL2(εe
CT ).
Using the definition of L0, we have
L0(e
−iψ(k)tu) =
=
2i
3
∑
k1+k2+k3=k
eit[−3(k1+k2)(k2+k3)(k3+k1)−ψ(k1)−ψ(k2)−ψ(k3)]
k1
Φk1Φk2uk3
=
2i
3
e−iψ(k)t
∑
k1+k2+k3=k
Φk1Φk2uk3
k1
= e−LtPu.
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In the last line we used the fact that for k = k1 + k2 + k3,
−ψ(k) = −3(k1 + k2)(k2 + k3)(k3 + k1)− ψ(k1)− ψ(k2)− ψ(k3),
and the definition of L and P .
Using this in (14), we have
u(T ) =eLTu(0) + eLT
∫ T
0
e−LtP (u(t))dt +OL2(εe
CT )
=eLTu(0) +
∫ T
0
eL(T−t)P (eL1tu(0))dt
+
∫ T
0
eL(T−t)P [u(t)− eL1tu(0)]dt+OL2(εeCT )
=eL1Tu(0) +
∫ T
0
eL(T−t)P [u(t)− eL1tu(0)]dt +OL2(εeCT ).
Let h(t) := ‖u(t)− eL1tu(0)‖2. Using the equality above and the bound for
L0 in Proposition 2.4 for the operator P (u(t)) = e
LtL0(e
−Ltu(t)), we obtain
h(T ) . εeCT +
∫ T
0
h(t)dt.
The theorem follows from this by Gronwall. 
Proof of Theorem 2.6. First we prove that our assumptions on the initial
data remain intact for times of order log(1/ε):
Lemma 2.9. For s ∈ [−1, 1], the operator L1 defined above satisfies
‖etL1‖Hs→Hs . eCt.
Proof. First note that we can rewrite P (u) (for mean zero u and Φ) in the
following form which is valid for each k ∈ Z,
P (u)k = −2
3
∑
k1+k2+k3=k
Φk1
ik1
Φk2uk3 +
2
3
∑
k1+k2+k3=0
Φk1
ik1
Φk2uk3 .
The constant term makes the right-hand side vanish for k = 0, which makes
P (u) mean-zero in the space side. Using the formula (12) for the function
Φ, we write L1 = L+ P in the space side as
L1u = −∂3xu− a∂xu+Gu−
1
2π
〈u,G〉,
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where
G(x) = −2
3
Φ(x)
(∫ x
0
Φ(r)dr +
1
2π
∫ 2π
0
rΦ(r)dr
)
Also note that
L∗1u = ∂
3
xu+ a∂xu+Gu−
1
2π
G〈u, 1〉.
Note that by duality and interpolation it suffices to prove the assertion of
the lemma for s = 1 for L1 and L
∗
1. We will give the proof for L1, for L
∗
1 the
proof is essentially the same since they have very similar forms. Consider
the equation
ut = L1u = −∂3xu− a∂xu+Gu−
1
2π
〈u,G〉.
First, we calculate
1
2
d
dt
‖u‖22 =
∫ 2π
0
utudx
= −
∫ 2π
0
uxxxudx− a
∫ 2π
0
uxudx+
∫ 2π
0
Gu2dx− 1
2π
〈u,G〉
∫ 2π
0
udx
=
∫ 2π
0
Gu2dx− 1
2π
〈u,G〉
∫ 2π
0
udx.
This implies that∣∣∣ d
dt
‖u‖22
∣∣∣ ≤ 2‖G‖∞‖u‖22 + ‖G‖2‖u‖22 . ‖u‖22,
Similarly,
1
2
d
dt
‖ux‖22 =
∫ 2π
0
uxtuxdx
= −
∫ 2π
0
uxxxxuxdx− a
∫ 2π
0
uxxuxdx+
∫ 2π
0
(Gu)xuxdx
=
∫ 2π
0
Gu2xdx−
1
2
∫ 2π
0
u2Gxxdx
= O
(
‖ux‖22‖G‖∞ + ‖u‖22‖Gxx‖∞
)
= O
(‖u‖2H1).
Combining the two inequalities, we obtain∣∣∣ d
dt
‖u‖2H1
∣∣∣ . ‖u‖2H1 ,
which finishes the proof. 
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We return to the proof of Theorem 2.6. Consider the equation
ut = L1u, u(0, x) = g(x).
Repeating the discussion in the beginning of Section 2, and introducing the
variables vk and Sk as above, we have
(15) ∂tvk =
2i
3
∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k1+k3)
Sk1
k1
Sk2vk3 .
We will prove the following proposition, using differentiation by parts, in
Section 3.
Proposition 2.10. The system (15) is equivalent to the following
(16) ∂t
(
vk +D(v)k
)
= E(v)k,
where
D(v)k = − i
3
∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1(k1 + k2)(k2 + k3)(k3 + k1)
Sk1Sk2vk3 ,
E(v)k =
2i
3
Sk
∑
j 6=k
Sjv−j
j
+
2i
3
Sk
k
∑
j
S−jvj
− i
3
∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)∂t(Sk1Sk2)vk3
k1(k1 + k2)(k2 + k3)(k3 + k1)
+
2
9
∗∑
k1+k2+k3+k4+k5=k
eitψ˜(k1,k2,k3,k4,k5)Sk1Sk2Sk3Sk4vk5
k1k3(k1 + k2)(k − k1)(k − k2) .
Here ψ˜ is a real valued phase function which is irrelevant for the proof of
the Theorem.
Proposition 2.11. The following a priori estimates hold
‖D(v)‖2 . ‖v‖H−1 , ‖E(v)‖2 . ‖v‖H−1 .
Proof. Using |k1||k1+k3| ≥ |k3| (for nonzero integer values of k1 and k1+k3),
and eliminating the product |(k1 + k2)(k2 + k3)| from the denominator, we
have
|D(v)k| .
∑
k1+k2+k3=k
|Sk1Sk2 |
|vk3 |
|k3| .
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This implies by Young’s inequality
‖D(v)‖2 . ‖S‖ℓ1‖S‖ℓ1‖vk/k‖2 . ‖v‖H−1 .
The proof for the contribution of the second line in the definition of E(v) is
exactly the same using the fast decay of |∂tSk| . |k3||Sk|. The L2 norm of
the first line is
≤ ‖S‖2
∑
j
|Sj||vj |
|j| + ‖Sk/k‖2
∑
j
|jSj | |vj ||j|
. [‖S‖22 + ‖Sk/k‖2‖kSk‖2]‖vk/k‖2 . ‖v‖H−1 .
The second inequality follows from Cauchy Schwarz. To estimate the third
line in the definition of E(v), note that
|k − k2||k1|k3| = |k1 + k3 + k4 + k5||k1||k3||k4||k4| &
|k5|
|k4|
for nonzero integer values of the factors. Using this in the sum and elimi-
nating the rest of the factors, we estimate the third line as
.
∑
k1+k2+k3+k4+k5=k
|Sk1Sk2Sk3k4Sk4 |
|vk5 |
|k5| .
As above, this implies that the L2 norm is
. ‖S‖3ℓ1‖kSk‖ℓ1‖vk/k‖2 . ‖v‖H−1 . 
To complete the proof of Theorem 2.6, integrate (16) from 0 to T :
vk(T ) = vk(0) −D(v)k(T ) +D(v)k(0) +
∫ T
0
E(v)k(t)dt.
Using the transformation uk = vke
iψ(k)t, we have
uk(T ) = e
iψ(k)Tuk(0)− eiψ(k)TD(e−iψ(k)Tu)k(T ) + eiψ(k)TD(u)k(0)
+
∫ T
0
eiψ(k)TE(e−iψ(k)tu)k(t)dt.
Noting that (eLTu)k = e
iψ(k)T uk(0), and using the a priori estimates in
Proposition 2.11, we have
‖u(T )− eLTu(0)‖2 . ‖u(T )‖H−1 + ‖u(0)‖H−1 +
∫ T
0
‖u(t)‖H−1dt
. εeCT .
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In the last line we used Lemma 2.9 and the hypothesis on ‖u(0)‖H−s ≥
‖u(0)‖H−1 . 
3. Differentiation by Parts
In this section we prove Theorem 2.3 and Proposition 2.10.
Proof of Theorem 2.3. We need to obtain (5) from (4) by using differentia-
tion by parts. It will be useful to name the terms appearing in the formula
(5). We will denote the terms in the first and second line of the defini-
tion of B(v) by B1(v) and B2(v), respectively. We also denote the term in
the jth line of the definition of R(v) in the statement of the Theorem by
Rj(v), j = 1, 2, ..., 6, and we further denote the four summands in R1(v) by
R1,m(v), m = 1, 2, 3, 4.
Since e−3ikk1k2t = ∂t(
i
3kk1k2
e−i3kk1k2t), using differentiation by parts we
can rewrite (4) as
∂tvk = ∂t
(1
2
k
∑
k1+k2=k
e−3ikk1k2t(vk1 + 2Sk1)vk2
3kk1k2
)
− 1
2
k
∑
k1+k2=k
e−3ikk1k2t
3kk1k2
∂t[(vk1 + 2Sk1)vk2 ].
Recalling the definition of K(v) and B1(v) from equation (5), we can rewrite
this equation in the form:
∂t[vk +K(v)k +B1(v)k] =
∑
k1+k2=k
e−3ikk1k2t
6k1k2
∂t[(vk1 + 2Sk1)vk2 ].
Note that since v0 = 0 and S0 = 0, in the sums above k1 and k2 are not zero.
We now handle the term when the derivative hits vk1vk2 . By symmetry and
(4), we have∑
k1+k2=k
e−3ikk1k2t
k1k2
∂t(vk1vk2) =
= −i
∑
k=k1+k2
e−3ikk1k2t
k1
vk1
( ∑
µ+λ=k2
e−3itk2µλ(vµ + 2Sµ)vλ
)
= −i
∑
k=k1+µ+λ
vk1(vµ + 2Sµ)vλ
k1
e−3it[kk1(µ+λ)+µλ(µ+λ)].
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We note that µ+ λ can not be zero since µ+ λ = k2. Using the identity
kk1 + µλ = (k1 + µ+ λ)k1 + µλ = (k1 + µ)(k1 + λ)
and by renaming the variables k2 = µ, k3 = λ, we have that∑
k1+k2=k
e−3ikk1k2t
k1k2
∂t(vk1vk2) =
= −i
∑
k1+k2+k3=k
k2+k3 6=0
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
vk1(vk2 + 2Sk2)vk3 .
Calculating the term when the derivative hits Sk1vk2 similarly, we have
(17) ∂t[vk +K(v)k +B1(v)k] =
5∑
j=1
Yj(v)k,
where
Y1(v)k = − i
3
∑
k1+k2+k3=k
k2+k3 6=0
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
vk1vk2vk3 ,
Y2(v)k = − i
3
∑
k1+k2+k3=k
k2+k3 6=0
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
Sk1vk2vk3 ,
Y3(v)k = −2i
3
∑
k1+k2+k3=k
k2+k3 6=0
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
vk1Sk2vk3 ,
Y4(v)k = −2i
3
∑
k1+k2+k3=k
k2+k3 6=0
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
Sk1Sk2vk3 ,
Y5(v)k = −
∑
k1+k2=k
e−3ikk1k2t
3k1k2
(∂tSk1)vk2 .
Note that
(18) Y3(v) = R3(v), Y4(v) = L0(v) +R1,4, and Y5(v) = R2(v).
Due to the fast decay of Sk and ∂tSk, the terms R2(v), R3(v), and R1,4 are
small (as stated in Proposition 2.4. The term L0(v) is not small but linear in
v, and it is handled separately, see the proof of Theorem 2.5. On the other
hand one can not directly estimate the terms Y1 and Y2 without performing
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another differentiation by parts. To do that we need to check the resonant
terms in Y1 and Y2:
(19) (k1 + k2)(k3 + k1) = 0.
The set for which (19) holds is the disjoint union of the following 3 sets
(taking into account that k2 + k3 6= 0)
A1 = {k1 + k2 = 0} ∩ {k3 + k1 = 0} ⇔ {k1 = −k, k2 = k, k3 = k},
A2 = {k1 + k2 = 0} ∩ {k3 + k1 6= 0} ⇔ {k1 = j, k2 = −j, k3 = k, |j| 6= |k|},
A3 = {k3 + k1 = 0} ∩ {k1 + k2 6= 0}} ⇔ {k1 = j, k2 = k, k3 = −j, |j| 6= |k|}.
We write
Y2(v)k = Y2r(v)k + Y2nr(v)k
where the subscript r and nr stands for the resonant and non-resonant terms
respectively. We have
Y2r(v)k = − i
3
3∑
λ=1
∑
Aλ
Sk1vk2vk3
k1
= − i
3
S−kvkvk
−k −
2i
3
vk
∑
j∈Z0
|j|6=|k|
Sjv−j
j
= R1,2(v)k +R1,3(v)k,
and
Y2nr(v)k = − i
3
nr∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1
Sk1vk2vk3 .
Since the exponent in Y2nr(v) is not zero we can differentiate by parts one
more time and obtain that
Y2nr(v)k = ∂tM3(v)k +M4(v)k
where
(20) M3(v)k =
1
9
nr∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1(k1 + k2)(k2 + k3)(k3 + k1)
Sk1vk2vk3 ,
and
M4(v)k = −1
9
nr∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1(k1 + k2)(k2 + k3)(k3 + k1)
×
× (vk2vk3∂tSk1 + Sk1vk3∂tvk2 + Sk1vk2∂tvk3)
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A calculation as before, by expressing time derivatives using (4), reveals
that
M4(v)k = −1
9
∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)vk2vk3∂tSk1
k1(k1 + k2)(k2 + k3)(k3 + k1)
,
+
i
9
⋆∑
k1+k2+k3+k4=k
eitψ˜(k1,k2,k3,k4)(k3 + k4)Sk1vk2(vk3 + 2Sk3)vk4
k1(k1 + k2)(k1 + k3 + k4)(k2 + k3 + k4)
= R4(v)k +R5(v)k.
The phase function ψ˜ is irrelevant for our calculations since it is going to be
estimated out by taking absolute values inside the sums. For completeness
we note that it can be expressed as
(k1 + k2 + k3 + k4)
3 − k31 − k32 − k33 − k34 .
Hence
(21) Y2(v) = R1,2(v)k +R1,3(v)k + ∂tM3(v) +R4(v)k +R5(v)k.
Similarly,
(22) Y1(v) = R1,1 + ∂tN3(v) +R6(v),
where
(23) N3(v)k :=
1
9
∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)vk1vk2vk3
k1(k1 + k2)(k2 + k3)(k3 + k1)
.
Using (20) and (23), note that B2(v) = −M3(v)−N3(v). Therefore, substi-
tuting (18), (21), and (22) in (17), we obtain (5). 
Proof of Proposition 2.10. We write the right hand side of (15) by distin-
guishing the resonant and nonresonant terms. The resonant set correspond-
ing to the terms with k2 + k3 6= 0 is the same as above, and thus we get the
following 3 terms:
2i
3
(S−k
−k Skvk + vk
∑
j, |j|6=|k|
SjS−j
j
+ Sk
∑
j, |j|6=|k|
Sjv−j
j
)
.
Note that, by symmetry, the second term is zero. Combining the other
terms we obtain the first summand in the definition of E(v). The terms
with k2 + k3 = 0 gives the second summand.
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For the nonresonant terms we differentiate by parts as above obtaining
i
3
∂t
( ∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1(k1 + k2)(k2 + k3)(k3 + k1)
Sk1Sk2vk3
)
− i
3
∗∑
k1+k2+k3=k
e−3it(k1+k2)(k2+k3)(k3+k1)
k1(k1 + k2)(k2 + k3)(k3 + k1)
∂t(Sk1Sk2vk3).
The first line gives D(v), and the second line gives the remaining terms in
the definition of E(v) after using the formula for ∂tvk3 and renaming the
variables. 
4. Proof of Proposition 2.4
We start with the term K:
‖K(v)‖2 . ‖Sk/k‖ℓ1‖vk/k‖2 . ‖v‖H−s .
Similarly the L2 norm of the first summand in the definition of B(v) is
. ‖vk/k‖ℓ1‖vk/k‖2 . ‖vk/|k|s‖2‖1/|k|1−s‖ℓ2‖vk/k‖2 . ‖v‖2H−s ,
since 0 < s < 1/2. Note that the second summand is
.
∗∑
k1+k2+k3=k
|vk1 |+ |Sk1 |
|k1||k1 + k2||k2 + k3||k3 + k1| |vk2 ||vk3 |
.
∗∑
k1+k2+k3=k
|vk1 ||vk2 ||vk3 |
|k1||k2| +
|k1||Sk1 |vk2 ||vk3 |
|k2||k3| .
In the second line we use the following inequalities which are valid for the
nonzero integral values of the factors:
|k1 + k2||k2 + k3||k3 + k1| & |k2|, |k1||k1 + n| & |n|.
Therefore by Young’s inequality, the L2 norm of the second summand is
. ‖vk/k‖2ℓ1‖vk‖2 + ‖kSk‖ℓ1‖vk/k‖ℓ1‖vk/k‖2 . ‖v‖2H−s .
The L2 bound for L0(v) follows from Young’s inequality:
‖L0(v)‖2 . ‖Sk/k‖ℓ1‖S‖ℓ1‖v‖2 . ‖v‖2.
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For the H−s bound, using the inequality |k3|s . |k1|s|k2|s|k1 + k2 + k3|s =
|k1k2k|s (for nonzero integral values of the factors), we obtain
|L0(v)k|
|ks| .
∑
k1+k2+k3=k
|Sk1 |
|k1|1−s |k2|
s|Sk2 |
|vk3 |
|k3|s .
Therefore,
‖L0(v)‖H−s . ‖Sk/|k|1−s‖ℓ1‖|k|sSk‖ℓ1‖vk/|k|s‖2 . ‖v‖H−s .
We now estimateR(v). Denote the terms in the jth line of the definition of
R(v) by Rj(v), j = 1, 2, ..., 6. The estimate for R1(v) follows as in the proof
of Proposition 2.11. The estimate for R2(v) is the same as the estimate for
K(v) with S replaced with ∂tS. For R3(v), note that by Young’s inequality
‖R3(v)‖2 . ‖vk/k‖ℓ1‖S‖1‖v‖2 . ‖v‖H−s .
For R4(v), using |k1||k1 + k2| & |k2|, we have
‖R4(v)‖2 . ‖∂tS‖ℓ1‖vk/k‖ℓ1‖v‖2 . ‖v‖H−s .
For R5(v), using |k1||k1 + k2| & |k2|, |k3 + k4| . |k1||k1 + k3 + k4| and
|k1||k2 + k3 + k4| & |k1 + k2 + k3 + k4| = |k|, we have
|R5(v)k| . 1|k|
⋆∑
k1+k2+k3+k4=k
k21|Sk1 |
|vk2 |
|k2| |vk3 + 2Sk3 | |vk4 |.
Therefore, by Young’s inequality
‖R5(v)‖2 . ‖1/k‖ℓ2
∥∥∥ ⋆∑
k1+k2+k3+k4=k
k21 |Sk1 |
|vk2 |
|k2| |vk3 + 2Sk3 | |vk4 |
∥∥∥
ℓ∞
. ‖k2Sk‖ℓ1‖vk/k‖ℓ1‖v + 2S‖2‖v‖2 . ‖v‖H−s .
Finally, we consider R6(v). Using |k1 + 2k3 + 2k4| ≤ |k1|+ 2|k1 + k3 + k4|,
and then Cauchy Schwarz, we have
|R6(v)k|2 .
[ ⋆∑
k1+k2+k3+k4=k
|vk1vk2(vk3 + 2Sk3)vk4 |
|k1 + k2||k2 + k3 + k4|
( 1
|k1| +
1
|k1 + k3 + k4|
)]2
.
⋆∑
k1+k2+k3+k4=k
v2k1v
2
k2
(vk3 + 2Sk3)
2
|k1|2s ×
22 M. B. ERDOG˘AN, N. TZIRAKIS, AND V. ZHARNITSKY
×
⋆∑
k1+k2+k3+k4=k
|k1|2sv2k4
|k1 + k2|2|k2 + k3 + k4|2
( 1
|k1|2 +
1
|k1 + k3 + k4|2
)
Note that the first factor above is . ‖v‖2H−s‖v + 2S‖22‖v‖22. Therefore it
suffices to prove that the sum of the second factor in k is O(1). We write
this sum as
⋆∑
k1,k2,k3,k4
v2k4
|k1|2−2s|k1 + k2|2|k2 + k3 + k4|2
+
⋆∑
k1,k2,k3,k4
|k1|2sv2k4
|k1 + k2|2|k1 + k3 + k4|2|k2 + k3 + k4|2 .
To estimate the first sum, first take the sum in k3, then in k2, k1, and k4 in
the given order. The estimate for the second sum follows also by summing
in the order given above and using the inequality
⋆∑
k2,k3
1
|k1 + k2|2|k1 + k3 + k4|2|k2 + k3 + k4|2 .
∗∑
k2
1
|k1 + k2|2|k1 − k2|2 .
1
|k1|2 .
Here we used the inequality (for a ≥ b > 1)
∗∑
m
1
|n1 −m|a|n2 −m|b .
1
|n1 − n2|b .
Remark 4.1. We note that in the proof of Proposition 2.4 and Proposi-
tion 2.11, the strongest conditions we need for Sk = e
−iψ(k)tΦ̂k are
∂tSk ∈ ℓ1, and k2Sk ∈ ℓ1.
It is easy to see, using the equation, that ∂tρ ∈ H1 for an H4 solution ρ of
KdV. Therefore, the sequence e−iψ(k)tρ̂k satisfies the conditions above, and
thus the assertions of Proposition 2.4 and Proposition 2.11 remains valid
when Φ is replaced with ρ(·, t) ∈ H4.
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