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IMPLEMENTASI EXTREME GRADIENT BOOSTING PADA 
SENTIMENT ANALYSIS DALAM SOCIAL MEDIA FACEBOOK 
ABSTRAK 
 
Salah satu dampak dari pesatnya perkembangan Internet adalah media 
sosial. Melalui media sosial, semua orang dapat berekspresi, salah satunya adalah 
komentar. Komentar yang berbau politik/pemerintahan merupakan salah satu 
bentuk keterlibatan masyarakat terhadap pemerintahan. Komentar dengan bahasa 
sehari-hari sulit diklasifikasikan sifatnya oleh mesin. Maka, dibutuhkan algoritma 
untuk mengklasifikasikan komentar. Dalam memenuhi kebutuhan akan klasifikasi 
komentar, maka dibuatlah sistem yang dapat melakukan analisis sentimen. Extreme 
Gradient Boosting (XGBoost) dipilih sebagai algoritma klasifikasi karena XGBoost 
dapat mempercepat komputasi, memiliki fleksibilitas pengaturan objektif yang 
tinggi, built-in cross-validation, memiliki fitur regularisasi dan mengatasi split saat 
negative loss. Komentar mengandung banyak kata yang cenderung memiliki makna 
yang mirip. Word embedding digunakan untuk mempresentasikan kata yang 
memungkinkan memiliki kemiripan makna, salah satu metode word embedding 
yaitu FastText. Menurut hasil penelitian Akbar (2017) dengan FastText, akurasi 
yang didapatkan meningkat karena dapat memproses input kata yang tidak terdapat 
pada vocabulary. Penelitian ini bertujuan untuk mengimplementasikan FastText 
sebagai feature extraction dan XGBoost sebagai classifier untuk klasifikasi 
sentimen komentar di media sosial dengan klasifikasi opini positif, netral, dan 
negatif. Hasil implementasi yang paling ideal diperoleh akurasi sebesar 74.8%, 
precision sebesar 50%, recall sebesar 48%, dan F1 sebesar 49%. 
 
Kata Kunci:  Analisa Sentimen, Media Sosial, Klasifikasi Teks, Natural Language, 




EXTREME GRADIENT BOOSTING IMPLEMENTATION TO 
CLASSIFY SENTIMENT ON FACEBOOK COMMENT 
ABSTRACT 
 
One of many impacts from the rapid development of the internet is social 
media. Through social media, everyone can express themselves, one of which is 
commenting. Comments about politics/governance are one form of community 
involvement against the government. Comments with colloquial are difficult to be 
classified by the engine. Therefore, then made a system that can do sentiment 
analysis. Extreme Gradient Boosting (XGBoost) was chosen as the classification 
algorithm because XGboost can do parallel processing, built-in cross-validation, 
have regularization features, and overcome split when negative loss. Comments 
contain many words that tend to have similar meanings. Word embedding is used 
to present words that make it possible to have a similar meaning, one of the word 
embedding methods is FastText. According to research from Akbar (2017) with 
help from FastText, it increases result accuracy, because it can process word input 
that is not found in the vocabulary. This research aims to implement FastText as 
feature extraction and XGBoost as a classifier for the classification of sentiment 
comments on social media with the classification of positive, neutral, and negative 
opinions. The most ideal result obtained an accuracy of 74.8%, a precision of 50%, 
recall by 48%, and F1 by 49%. 
 
Keywords: Sentiment Analysis, Social Media, Text Classification, Natural 
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