ABSTRACT To improve the accuracy of the diagnosis of the composite failure of the rotor system under underdetermined conditions, a single-channel blind source separation method based on an adaptive multiscale generalized morphology filter (AMGMF) and an adaptive fast ensemble empirical mode decomposition (AFEEMD) algorithm is proposed. First, AMGMF is used to filter out the background noise in the signal and enhance the signal-to-noise ratio (SNR), and then, the filtered signal is decomposed by the AFEEMD algorithm to improve the accuracy of signal decomposition and reduce computation time. Second, the singular value decomposition-based method is used to estimate the number of source signals, and the main components highly correlated with the observed signal are selected according to the number of source signals. Finally, the effective separation of source signals is achieved by the fast independent component analysis (FastICA) algorithm. Simulation tests and multiple rotor fault signals are used to demonstrate the feasibility and effectiveness of the proposed method. Experimental results show that the proposed method has better separation performance than the existing EEMD-PCA-FastICA method.
I. INTRODUCTION
The vibration signal of mechanical equipment is an important source of information for fault identification and diagnosis. However, the sampled vibration signal is usually a mixture of several signals. In order to accurately determine the type of rotating machinery failure, it is necessary to separate the fault signal from other signals. The condition of vibration signal separation and fault feature identification for blind source separation (BSS) was proposed in [1] and [2] . BSS can directly separate the mixed signals without knowing the prior knowledge of the number of source signals and the mixed path. Single channel blind source separation (SCBSS) algorithm [3] , [4] is a special case of the BSS method, which can separate the source signal with only one observed signal. The SCBSS algorithm is suitable for situations where multiple sensors cannot be installed due to factors such as sensor installation location, experimental cost, etc.
In recent years, a lot of research has been conducted on SCBSS in rotating machinery and related fields.
In [5] , Dong et al. uses morphological filtering (MF) combined with the singular value decomposition (SVD) to obtain filtered signals and Pseudo multi-channel signal. The separation of mechanical signals is accomplished by fast independent component analysis (FastICA). Wu et al. [6] decomposed the signal through empirical mode decomposition (EMD), determined the number of source signals using SVD, and finally achieved the separation of bearing and gear signals through FastICA. In reference [7] , Wang et al. uses the combination of EEMD and ICA to extract bearing signals for gearbox bearing fault diagnosis. In electromagnetic surveillance domain, Deng [8] replaced the EEMD algorithm with CEEMD for signal decomposition and selected useful IMFs based on their power spectrum.
It can be seen that the core idea of the above methods is to first decompose the one-dimensional signal into a multi-dimensional signal, and then select the appropriate component for blind source separation. Therefore, accurately completing the transition of one-dimensional signals to multi- dimensional signals is an important prerequisite for achieving single-channel blind source separation. Although EEMD algorithm can effectively reduce the mode mixing problem, there are still problems such as empirical selection of parameters and time consuming [9] . In addition, rotating mechanical sampling signals often contain strong background noise, and the impact signal in which is the main cause of EEMD aliasing [10] . Therefore, it is necessary to filter the signal to reduce noise interference before EEMD decomposition.
Based on the above analysis, this paper proposes a single-channel blind source separation method for the fault signal of rotor system, which is based on improved adaptive multi-scale morphological filtering (AMGMF) and adaptively fast ensemble empirical mode decomposition (AFEEMD) method combined with SVD and FastICA (AMGMF-AFEEMD-SVD-FastICA). AMCMF is used to filter out background noise and improve signal quality. AFEEMD algorithm is used to convert single-channel signal to multi-channel signals. The number of source signals is then estimated by the SVD method. FastICA algorithm can separate the fault signal to achieve the purpose of effectively extracting mechanical fault characteristic information. The accuracy and effectiveness of the proposed method are verified by extracting the actual rotor mixed fault signal.
The remainder of this article is organized as follows. In Section 2, the signal model for blind source separation is briefly described. The implementation process and related algorithms of the proposed method are given in detail in Section 3. Furthermore, in Section 4, the performance of the method applied to rotor test is discussed. The conclusions are given in Section 5.
II. SIGNAL MODEL
In practical applications, the collected rotating machinery vibration signal is often mixed by multiple vibration source signals and noise signals. Therefore, the mathematical model of SCBSS can be expressed as:
where x(t) denotes the observed signal, A is the mixing matrix,
Assuming that the separation matrix is W, the output of SCBSS can be described as:
Due to the existence of the WN(t) term, the variance of the source signal estimation is increased.
III. AMCMF-AFEEMD-SVD-FastICA METHOD
This paper proposes a single-channel blind source separation method based on AMGMF, AFEEMD, SVD and FastICA algorithm. The purpose of the method is to realize blind source separation of multi-source fault sources for the rotor system. The basic process is shown in Fig.1 .
A. AMGMF
The background noise of rotating machinery usually includes impact noise and random noise. To ensure the accuracy of EEMD decomposition and estimation of the number of source signals, it is necessary to filter the sampling signal. Morphological filtering (MF) [11] has excellent nonlinear filtering functions, which can effectively eliminate the impact and random noise interference.
The filtering effect of morphological filtering is affected by the type and size of structural elements (SEs). Traditional MF and generalized morphological filtering (GMF) [12] use fixed-scale structural elements and the selection of structural elements scale depends only on prior knowledge. However, it is difficult to determine accurate and effective prior knowledge. VOLUME 6, 2018 To improve the filtering effectiveness, this paper uses improved adaptive multi-scale generalized morphological filter (AMGMF). It can adaptively select the scale of structural elements according to the characteristics of the signal. The filter can be constructed as
where N is the number of types of structural element sets.
• stands for opening operator and • for closing operator. f represents a zero-mean signal to be filtered. g 1 and g 2 are structural elements of different sizes. AMGMF determines the scale of structural elements by a method called local-peak-value based adaptive algorithm (LPVAA) [13] . The method adaptively determines the height and length scales of the structural elements based on the distribution characteristics of local extremum points. This paper first determines the scale of the structural element G 1 = {g 1 , g 2 , · · · , g n } by the LPVAA method, and then uses g i and f to do open operation and close operation to get the new signals f 1 and f 2 , respectively. Finally, the LPVAA method is used to determine the scale of the structural elements corresponding to f 1 and f 2 , respectively. The process is shown in Fig.2 . Considering that the source signal has changed after the open or closed operation, AMGMF can make the structural elements better adapt to signal. For the selection of structural element types, semi-circular structures are often used to remove random noise, and triangular structures are used to remove impact noise [14] . However, Li et al. [15] has demonstrated that the hamming window structural elements are superior to the triangular structural elements in removing noise. Thus, hamming window and semi-circular structure elements are selected for AMGMF. Hamming structure elements and semi-circle structure elements can be determined by Eq. (6) and Eq. (7), respectively.
where h and l are the height scale and length scale of the structural elements, respectively.
Algorithm 1 AMGMF
Step 1: Zero-mean normalization is performed on the sampled signal x to obtain a zero-mean signal f.
Step 2: For signal f, the set of semi-circular structural elements G 1 = {g 1 , g 2 , · · · , g n } can be determined by the LPVAA method in combination with Eq.(6).
Step 3: Let i = 1. For the structural element g i , let
, which correspond to the signals f 1 and f 2 respectively, can be calculated by combining LPVAA with Eq.(6).
Step 4: Bringing g i and G 21 into Eq. (4), the opening and closing operation GOC (f, g i ) is calculated as shown in Eq.8. Bring g i and G 22 into Eq. (5), and calculating the closing and opening operations GCO (f, g i ), as shown in Eq. (9).
Step 5: If i ≤ n then go to step (3) with i = i + 1. Repeat step (3) and step (4) until i > n.
Step 6: Calculate the opening and closing operation and the closing and opening operation result of the semicircular structural element on the signal f as follows.
where i = 1, 2, · · · n.
Step 7: Combining Eq. (7), repeat steps (1) to (6) to determine the hamming structural elements corresponding to signal f and their filtering results.
Step 8: The final filtered signal z can be determined by taking the filtering results of the above two structural elements into Eq. (3).
To verify the AMGMF noise reduction effect, the impact noise and sinusoidal signals were simulated. Random noise is added after mixing the two signals with a signal-to-noise ratio of 0.5dB. The signals are shown in Fig.3 . The mixed signal is filtered by AMGMF, and the filtered signal is as shown in Fig.4 . Compared Fig.4 with 
Algorithm 2 EEMD
Step 1: Initialize the number of ensemble M , the amplitude of the added white noise, and m = 1.
Step 2: A random white noise signal with the given amplitude n m (t) is added to the decomposition signal x(t)
Step 3: Decompose the noise-added signalx m (t) multiple IMFs by EMD.
where c i,m denotes the i-th IMF of the m-th iteration, and I is the number of IMFs.
Step 4: If m ≤ M then go to step (1) with m = m + 1. Repeat steps (2) to (3) again and again until m=M, but with different white noise series each time.
Step 5: Take the ensemble average of IMF components obtained by EMD decomposition.
where c i is the i-th IMF obtained by EEMD decomposition. Fig.3(c) , it can be seen that the AMGMF filter out the impact and Gaussian noise and retain the characteristics of the signal.
Filtering the mixed signals by wavelet filter and GMF respectively, and comparing the filtering results with AMGMF. Wavelet filter uses db5 wavelet decomposition. GMF uses triangular structural elements and semi-circular structural elements. The signal-to-noise ratio (SNR) and correlation coefficient (ρ) are used as comparison indicators. The comparison results are shown in Table 1 .
Through the above comparison and analysis, it can be concluded that AMGMF effectively filters out pulse components and random noise and improves the signal quality. The filtering performance of AMGMF is better than wavelet filtering and traditional generalized morphological filtering.
B. MULTI-CHANNEL MAPPING TECHNIQUE BASED ON AFEEMD METHOD
EEMD algorithm is an extension of EMD that can effectively overcome the mode mixing effect of the EMD algorithm and obtain more meaningful intrinsic mode function (IMF) components [16] .
The procedures of EEMD algorithm are given as follows [17] .
1) ADD ADAPTIVE NOISE a: ESTABLISH NEW ADDED NOISE
Constructing the noise that the amplitude changes as a sinusoidal function of the frequency, which can achieve adaptive growth of noise amplitude as frequency increases, instead of white noise used in original EEMD. The noise n s (t) is obtained by inverse Fourier transform of N s (f ) [18] .
where N(f ) is the spectrum of the white noise n(t), fs is the sampling frequency.
b: ADAPTIVE DETERMINATION OF NOISE AMPLITUDE COEFFICIENT
The amplitude of the noise, Nstd, can be adaptively determined by the extreme point distribution of the signal after the noise is added. The purpose of adding noise is to make the distribution of extreme points of the signal more uniform, and the distribution of extreme points can be measured by standard deviation. The standard deviation of the local maxima sequence and the local minima sequence distribution can be calculated by Eq. (17) and Eq. (18) . The obtained result is brought to Eq. (19) to calculate the final standard deviation.
std_ max = std(maxf ) * std(maxfa) (17) std_ min = std(minf ) * std(minfa)
where maxf is a sequence of local maxima, maxfa is the interval of local maxima; minf is the sequence of local minima, and minfa is the local minimum interval, respectively. Changing the value of Nstd makes the distribution of extreme points more uniform, that is, the coefficient that minimizes the standard deviation is the most suitable amplitude.
2) ADD THE PAIRED NOISE FOR EEMD DECOMPOSITION
The EEMD method reduces the effects of adding white noise through multiple iterations, but this increases the computation time and does not eliminate white noise very well. The CEEMD algorithm [8] is similar to the EEMD method but adds positive and negative pairs of white noise to the VOLUME 6, 2018 observed signal and then performs EMD decomposition, which can better eliminate noise residuals. The process can be described as.x 1 (t) = x(t) + n s (t) (20)
where IMF1 = (c 11 , c 12 , · · · , c 1n ) is the EMD decomposition result ofx 1 (t) and IMF2 = (c 21 , c 22 , · · · , c 2n ) is the result ofx 2 (t). Based on the idea of the CEEMD algorithm, the generated adaptive noise is added in pairs to the signal to eliminate residual noise.
3) REDUCE THE TIME-CONSUMING
Compared to EEMD and EMD, FEEMD [19] optimizes stopping criteria and reduces sampling time by reducing sampling time, improves the efficiency of EEMD execution. Therefore, the FEMED method is used instead of EEMD to calculate to improve the calculation efficiency.
Based on the above analysis, the procedures of AFEEMD algorithm can be described as follows.
Algorithm 3 AFEEMD
Step1: Generate noise n s (t) determined by Eq. (15).
Step2: Determine the amplitude coefficient Nstd of the noise signal by Eq. (17), Eq.(18) and Eq.(19).
Step3: Determine the number of ensemble M for the EEMD decomposition. Initialize m = 1.
where e =0.01 is the noise-induced decomposition error.
Step4: Add positive and negative pairs of noise n s (t) and −n s (t) to the observed signal x(t) and obtain noise-added signalsx 1 (t) andx 2 (t), respectively. Step5: Perform EMD decomposition on the noise-added signalx 1 (t) andx 2 (t), and obtain the result of m-th iteration. Optimize the decomposition speed of the EMD according to the FEEMD idea. Step6: If m ≤ M , then go to step (1) with m = m + 1. Repeat
Step (4) to Step (6) until m>M.
Step7: Calculate the ensemble mean of each IMF got in M iterations, and obtain the final IMF set.
To verify the decomposition effectiveness of the AFEEMD algorithm, the simulation signal shown in Fig. 5 is established. The mixed signal x in Fig.5(e) consists of an impact signal x 1 in Fig.5(a) , a bearing fault signal x 2 [20] in Fig.5(b) , a gear fault signal x 3 [21] in Fig.5(c) and a cosine signal x 4 in Fig.5(d) .
The mixed signal x is decomposed by AFEEMD and EEMD algorithms. The parameters of EEMD algorithm are set as (0.2SD, 200) according to [17] , and the decomposition results are shown in Fig. 6 and 7 , respectively.
According to Fig.6 , it can be seen that the c 2 to c 5 corresponds to the impact signal, bearing fault signal, gear fault signal and cosine signal respectively. The component signals of x are correctly separated, and the amplitude of the separated signal is similar to the source signal. From Fig.7 , it is obvious that IMFs decomposed by EEMD are distored seriously. In addition to the cosine signal (c 4 ), the remaining component signals (c 1 , c 2 , c 3 ) all have mode mixing problems. The decomposition results in Fig.5 and Fig.6 show that AFEEMD has better performance than EEMD for rotating mechanical hybrid fault signals.
In order to compare the two methods more accurately, the correlation coefficient of each separated signal and the original signal, the orthogonal coefficient [10] of the separated signal and the calculation time are compared, and the comparison results are given in Table 2 . The higher the correlation coefficient and the smaller the orthogonal coefficient, the better the separation effect. Table 2 show that the method can ensure the higher correlation coefficient and obtain the lower orthogonal coefficient of the separated signal, which fully verifies the accuracy of the decomposition performance. Furthermore, the calculation time of the algorithm is much lower than that of the EEMD algorithm, and the calculation efficiency is greatly improved.
The comparison results in

C. SVD ALGORITHM
After the signal decomposition is completed, accurately estimating the number of source signals is one of the important prerequisites for blind source separation. The number of sources of the signal can be estimated by the singular value decomposition (SVD) method [1] . The method assume that the matrix M is a m × n matrix, then there is a m × m unitary matrix U and a n × n unitary matrix V satisfies:
where is a diagonal matrix of m × n dimensions. Its main diagonal element is
Suppose there is a positive integer ε σ , define ε σ as the number of main singular values of matrix M, if it always satisfies σ ii σ jj in any i ≥ ε σ and j < ε σ . Assume that the autocorrelation matrix of observation signal X isR xx in the absence of noise, and the autocorrelation matrix isR xx in the case of noise. The noise autocorrelation matrix is R nn . There arẽ
If the eigenvalues of R xx is λ 1 ≥ λ 2 ≥ . . . λ n > λ n+1= λ n+2 . . . λ m = 0, and the eigenvalues ofR xx is
According to the above analysis, the number of unknown sources in the presence of noise is equal to the number of major singular values in the data Autocorrelation matrix.
The maximum eigenvalues of the signal autocorrelation matrix are removed and the remaining eigenvalues are arranged in descending order, ie σ 22 ≥ σ 33 ≥ · · · σ mm ≥ 0. A series of eigenvalue ratios γ 1 , γ 2 , · · · γ m−2 can be obtained by calculating the following formula.
Then ε σ = k + 1 is the number of sources when the value of k satisfies γ k = max (γ 1, γ 2 · · · , γ m−2 ).
D. FASTICA ALGORITHM
The learning rule of FastICA algorithm is to find the separation matrix W so that Y = W T X meets the maximum nonGaussian requirements. Non-Gaussianity is measured by the approximation of negative entropy N g (W T X)). The steps of the FastICA algorithm can be described as follows [22] :
First, the maximum approximation of the negative entropy of W T X can be obtained by optimizing E(g(W T X)). According to the Kuhn-Tucker condition, under the constraint of E((W T X) 2 ) = W 2 = 1, the optimal value of E(g(W T X)) can be obtained at a point that satisfies the following formula.
E(Xg(W
where β is a constant value, and W 0 is the optimized W . Using the Newton iteration method to solve the equation, and then simplifying the equation can get the iterative formula of the fast ICA algorithm as follows:
where g (·) is the first derivative of g(x) against time.
IV. EXPERIMENT AND DISCUSSE
The purpose of the experiment is to verify the proposed method can effectively separate the rotor mixed fault signal. In this paper, the rotor test bench is used to simulate the combination of three faults, including misalignment fault, imbalance fault faults and rub-impact faults. The experimental system is shown in Fig. 8 , which mainly includes rotor test bench, an eddy current displacement sensor, rotor speed controller, dynamic signal acquisition analyzer, and computer with acquisition and analysis software.
A. SIGNAL ACQUISITION
To simulate a single channel condition, only one eddy current displacement sensor is used to acquire the fault signal. The fault signal collected by the displacement sensor is sent to the VOLUME 6, 2018 controller of the rotor station via the signal cable. The rotor station controller adjusts the signal and then transfers it to the host of the dynamic signal acquisition analyzer. The data acquisition instrument performs anti-aliasing filtering, A/D conversion, etc. on the sampling signal, and finally converts the Analog signal into a digital signal. Finally, the signal is transmitted to the computer for analysis and storage. Setting the motor speed to 2000rmp and the sampling frequency to 1000Hz. The number of sampling point is 50000, and 5000 points are selected for signal processing and analysis. The mixed fault signal x is shown in Fig.9 . Based on the laboratory environment, it is difficult to imitate the external noise. In order to simulate the diagnosis of weak faults, a random noise with SNR of 0 dB is added to the mixed signal. The noise-added signal x 1 is as shown in Fig.10 .
B. CONSTRUCTION OF MULTI-CHANNL SIGNALS
(1) Firstly, x 1 is filtered by the AMGMF method, and the filtered signal is defined as x 2 , which is shown in Fig.11 . (2) AFEEMD algorithm is used to decompose the filtered signal x 2 . The result of the decomposition is shown in Fig.12 , only the first 8 IMFs are listed. Then, combining the obtained IMF into a multidimensional observation signal X=(c 1 , c 2 , . . . c 12 ) .
(3) According to the singular value decomposition method, the multi-dimensional matrix X is subjected to singular value decomposition, and then the eigenvalues are arranged from the largest to the smallest to calculate the ratio of the eigenvalues. The obtained eigenvalue ratios (ER) are shown in Table 3 . From Table 3 , it is obvious that the maximum value of ER is 10.68. Thus the number of fault signals can be determined to 3. 
C. BLIND SEPERATION OF SOURCE SIGNALS
For the multi-dimensional matrix X 2 , FastICA are utilized to separate the multi-dimensional signal, and the separated source signals are shown in Fig.13 . In order to observe the fault characteristics of the separated signal more clearly, fast Fourier transform is performed on the signal. The spectrum of the separated signal is shown in Fig.14 . In Fig.14(a) , spectrum line of the signal contains 1× (f r = 33Hz) and 1/2x (1/2f r = 16.5Hz) of rotation frequency. This can be identified as a rub-impact fault; In Fig.14(b) , the rotation frequency of the signal is the main frequency while the amplitude of other frequencies is very small. Thus, the signal can be determined to be imbalance fault. In Fig.14(c) , the signal contains 1x, 2x and 3x (3f r = 99Hz) of the rotation frequency and is dominated by 2x of the rotation frequency, which meets the fault characteristics of the misalignment signal. Therefore, the proposed method can accurately separate the mixed fault signal of the rotor.
To verify the superiority of the algorithm, the observed signal x 2 is separated by the EEMD-FastICA method. The spectrum of the separated signals is shown in Fig.15 . Both  Fig.15 (a) and Fig.15 (b) contain 1x, 1/2x and 2x of the rotation frequency. Therefore, signal (a) and (b) are rubimpact faults. In Fig.15(c) , the signal contains 1x and 2x of rotation frequency, which can be identified as a misalignment fault. The experimental result shows that EEMD-based blind source separation method can only separate two fault signals, and cannot identify imbalance fault.
Based on above analysis and discuss, it can be concluded that the proposed method is more accurate than the blind source separation method that directly performs EEMD decomposition.
V. CONCLUSION
Based on AMGMF and AFEEMD algorithm, a singlechannel blind source separation method capable of effectively separating rotor composite fault signals is proposed. The impulse noise and random noise contained in the sampled signal can be effectively filtered by AMGMF, which preserves the signal fault characteristics and improves the signal-to-noise ratio. Through the combination of AMGMF and AFEEMD methods, the mode mixing problem and time-consuming problem of EEMD decomposition are effectively avoided. In this way, one-dimensional signal can be converted into multi-dimensional signals more accurately and efficiently. The experimental results show that the proposed method can successfully separate the rotor mixed fault signal and has better separation performance than EEMD-PCA-FAstICA method, which proves the practical effectiveness of the method for rotor fault signal.
Due to the filtering effect of the proposed morphological filtering method on the impact signal, the method of this paper is not applicable to the diagnosis of fault signals based on impact characteristics, such as bearings and gears, mainly for fault signals separation and diagnosis of the rotor system. Further research will focus on the general method of fault separation for rotating machinery.
