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Abstract
Wireless Sensor Networks (WSNs) offer a new solution for distributed moni-
toring, processing and communication. WSNs are implemented in a wide range
of distributed sensing applications and offer numerous challenges due to their
peculiarities. First of all, the stringent energy constraints to which sensing nodes
are typically subjected. WSNs are often battery powered and placed where it is
not possible to recharge or replace batteries. Energy can be harvested from the
external environment but it is a limited resource that must be used efficiently.
Energy efficiency is a key requirement for a credible WSNs design. From the
power source’s perspective, aggressive energy management techniques remain the
most effective way to prolong the lifetime of a WSN. A new adaptive algorithm
will be presented, which minimizes the consumption of wireless sensor nodes in
sleep mode, when the power source has to be regulated using DC-DC converters.
Another important aspect addressed is the time synchronisation in WSNs.
WSNs are used for real-world applications where physical time plays an important
role. An innovative low-overhead synchronisation approach will be presented,
based on a Temperature Compensation Algorithm (TCA).
The last aspect addressed is related to self-powered WSNs with Energy Har-
vesting (EH) solutions. Wireless sensor nodes with EH require some form of
energy storage, which enables systems to continue operating during periods of in-
sufficient environmental energy. However, the size of the energy storage strongly
restricts the use of WSNs with EH in real-world applications. The main chal-
lenge for self-powered WSNs is to run programs under transient power conditions
without using any external energy storage. A new approach will be presented,
which enables computation to be sustained during intermittent power supply.
The discussed approaches (power management, time synchronisation and self-
powered solutions) will be used for real-world WSN applications. The first pre-
sented scenario is related to the experience gathered during an European Project
(3ENCULT Project - Efficient Energy for EU Cultural Heritage), regarding the
design and implementation of an innovative network for monitoring heritage
buildings. The second scenario is related to the experience gathered during the
project in collaboration with Telecom Italia s.p.a., regarding the design of smart
energy meters for monitoring the usage of household’s appliances.
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Chapter 1
Introduction
1.1 Wireless Sensor Networks architecture
Wireless Sensor Networks (WSNs) consist of small devices with limited capabil-
ities, named wireless sensor nodes, which collect information from the environ-
ment, process data and communicate with other nodes using wireless communi-
cation [18].
Wireless sensor nodes are usually equipped with one or more sensors, a mi-
crocontroller, a power unit, a radio transceiver and may also contain one or more
actuators. They send data to a gateway, which makes information available as
part of Internet of Things (IoT). IoT is the interconnection of embedded systems,
such as WSNs, within the existing Internet infrastructure [1].
In Fig. 1.1 is shown a typical multi-hop wireless sensor network architecture
while in Fig. 1.2 a typical wireless sensor node architecture.
The deployment of a WSN provides a non-intrusive approach and a remark-
able degree of granularity in data acquisition. WSNs are implemented in a wide
range of distributed sensing applications. Environmental and energy monitor-
ing, medical applications, structural health monitoring, agriculture, production
and delivery, military networks are only a few examples of distributed sensing
applications with WSNs.
Moreover, they offer numerous challenges due to their peculiarities [2]: pri-
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Figure 1.1: Typical multi-hop wireless sensor network architecture
Figure 1.2: Typical wireless sensor node architecture
marily, the stringent energy constraints to which sensing nodes are typically sub-
jected; secondarily, the constrains for the time synchronisation to which real-
world WSNs applications are often subjected; and finally, the issues related to
the WSNs with Energy Harvesting (EH) solutions.
The main aim of this dissertation is to address the presented issues by in-
troducing innovative solutions and by implementing these novelties in two real-
world WSNs applications: environmental monitoring of historical buildings and
self-powered wireless energy meters. In particular, the first application strongly
require a power management technique to extend the lifetime of its battery-
powered nodes. Moreover, it requires a local clock synchronisation strategy for
reducing the effects of the temperature changes, without using any extra network
2
messages. The second application also requires a power management technique
in order to properly use the energy harvested for the self-powered nodes and a
local time synchronization strategy.
1.1.1 Power Management in WSNs
Energy consumption is the key parameter in determining the lifetime of dis-
tributed systems such as WSNs. Lifetime is extremely critical for most of real-
world applications and it largely depends on the consumption at each wireless
sensor node.
WSNs are often battery powered, with a limited lifetime, and placed where
the batteries can not be replaced. Additional energy can be harvested from the
external environment, but it is a limited resource that must be used efficiently.
Moreover, despite the well-known advantages of energy harvesting solutions, there
are several scenarios where the absence of batteries is not a possible option. For
instance, applications which need of extra power for energy-hungry sensors and
macro-scale actuation are becoming quite common in the last few years[34].
The alternative is to extend the lifetime of primary batteries as much as
possible. Aggressive power management techniques, which combine hardware
and software solutions, remain the most effective way to prolong the lifetime of
WSNs.
In the Chapter 2, a new approach aimed at minimising the sensor node’s
power consumption in sleep mode is presented, when the nodes are equipped with
energy-hungry sensors and the power source has to be regulated using switching
converters (DC-DC converter) [15].
This new approach is based on an adaptive low-level algorithm, which mod-
ulates the DC-DC converter activation for minimising the quiescent current con-
sumption. This algorithm allows a discontinuous usage of the DC-DC converter
during the sleep time, without requiring any modification in the user’s main pro-
gram, by powering the system only with the internal DC-DC converter capacitor
and without using any other additional capacitors as energy buffer. Moreover,
the algorithm dynamically computes the maximum interval between consecutive
3
wake-ups, for the capacitor recharge, by taking into account both the global leak-
age and the temperature-dependent variations.
1.1.2 Time Synchronisation in WSNs
Another critical aspect for WSNs is the time synchronization, which is fundamen-
tal for coordinating activities performed by multiple wireless sensor nodes [16].
Multi-sensor data fusion, network protocols, task scheduling and distributed
power management require an accurate knowledge of time, to minimize communi-
cation overhead and maximize the sleep time. However, some intrinsic properties
of WSNs, primarily the limited energy resources, make traditional synchroniza-
tion methods unsuitable for this kind of networks. The main aim for the WSNs
is to maintain the nodes synchronized and, at the same time, to minimize power
consumption.
In the Chapter 3, an innovative low-overhead clock synchronisation approach
is presented, based on a Temperature Compensation Algorithm (TCA) [79]. The
proposed TCA is local and it uses a temperature sensor to remove the effects of
environmental changes, and increase the time between synchronisation intervals.
Using this TCA, the 32 KHz clock achieves a drift of less than few ppm over a wide
range of operating temperatures, which is a significant improvement compared to
the drift obtained without any temperature compensation.
1.1.3 Self-powered WSNs with Energy Harvesting
The last aspect addressed in the first part of this dissertation is related to self-
powered WSNs with Energy Harvesting (EH) solutions. Wireless Sensor Nodes
with EH require some form of energy storage, which enables systems to also con-
tinue operating during periods of insufficient environmental energy. However, the
size and the weight of energy storage strongly restricts the use of self-powered
WSNs in real world applications. The main challenge for these systems is to run
programs with a discontinuous power supply, that is often generated, without us-
ing any external energy storage. We propose a new approach (Chapter 4), named
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Hibernus, which enables computation to be sustained during an intermittent sup-
ply [17]. This approach has a low energy and time overhead, which is achieved
by reactively hibernating: saving system state only once when power is about to
be lost, and then sleeping until the supply recovers. We validate this approach
experimentally on a microcontroller with FRAM non-volatile memory, allowing
it to reactively hibernate using only energy stored in its decoupling capacitance.
When compared to recently proposed techniques, our approach significantly re-
duces processor time and energy overheads.
1.2 Wireless sensor networks applications
The second part of this thesis (Chapter 5 and Chapter 6) considers the introduced
approaches (power management, time synchronisation and self-powered solutions)
in real-world WSNs applications.
1.2.1 Environmental Monitoring of Heritage Buildings
The first scenario (Chapter 5) is related to the experience gathered during an Eu-
ropean Project (3ENCULT Project - Efficient Energy for EU Cultural Heritage),
regarding the design and implementation of an innovative network for monitoring
heritage buildings [19, 20].
Structural health and the local climate monitoring of historical heritage build-
ings is a hard task for civil engineers, due to the lack of a pre-existing monitoring
model and difficult installation constrains. An innovative hardware and software
solution will be presented to efficiently satisfy the requirements for long-term
monitoring of a historical building, called Palazzina della Viola, located in the
centre of Bologna, Italy. The presented system provides real-time feedback to
civil engineers, which can retrieve sensed data using remote interfaces. Based
on 7 months of operation, the proposed solution, compared with other standard
monitoring systems, is an effective low-cost alternative testing tool for assessing
the environmental monitoring in heritage buildings.
5
1.2.2 Self-powered Wireless Energy Meters
The second scenario (Chapter 6) is related to the experience gathered during the
project in collaboration with Telecom Italia s.p.a., regarding the design of smart
energy meters for monitoring the power usage of appliances [21, 22, 82].
Energy saving in smart buildings is one of the main aim in sustainability
strategies for the next future. Energy saving policies should gradually improve in
the next few years, but the rate of improvement is not increasing rapidly enough
to meet the EU (and worldwide) 2020 objectives of zero energy buildings.
The building sector is responsible for the 40% of the overall energy consump-
tions, which are divided in air conditioning (heating, cooling and ventilation)
and electrical (appliances) consumption. In the last years, air conditioning and
electric consumption are getting more and more integrated. In the EU Member
States the electric consumption of residential sector increased by 17.4% during
the period between 1999 and 2004. In the USA the annual power consumption
has tripled during the past two decades. Furthermore, it has been estimated that
30% of that energy consumption is wasted. The scientific community suggests
that the increment of energy consumption is due to the user’s lack of energy usage
awareness.
However, smart meters can provide useful feedback and therefore reduce the
amount of wasted energy. In this way, energy efficiency in smart buildings is
oriented to distributed sensor applications, which monitor the power consumption
of appliances in industrial, commercial and domestic environments.
The analysis of current and voltage waveforms is fundamental for analysing
the power quality and reducing the amount of wasted power. Moreover, it enables
Non-intrusive Load Monitoring (NILM), which is the process of disaggregating
a household’s total electricity consumption into its contributing appliances, by
analysing the voltage and current changes [23].
An innovative Non-intrusive Wireless Energy Meter (NIWEM) will be pre-
sented to measure the current, the voltage and the power factor. As a key
feature, this smart meter is completely non-invasive and it can self-sustain its
operations by harvesting energy from the monitored load. In particular, an im-
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portant section of this dissertation will be dedicated for introducing the innovative
non-invasive approach used for measuring the voltage waveform, which exploits
capacitive-coupling elements.
1.3 Thesis Outline
The remainder of this thesis is structured as follows.
Chapter 2 describes a new strategy for minimising the power consumption in
sleep mode in a WSN, when the nodes are equipped with energy-hungry sensors
and the power source has to be regulated using switching converters.
Chapter 3 describes an innovative low-overhead and local clock synchroni-
sation approach based on a Temperature Compensation Algorithm (TCA).
Chapter 4 describes a new approach, named Hibernus, which enables com-
putation to be sustained during an intermittent supply.
Chapter 5 describes the first scenario regarding the design of an innovative
network for monitoring heritage buildings. In particular, this application deploys
the technologies presented in Chapter 2 and Chapter 3.
Chapter 6 describes the second scenario regarding the design of smart energy
meters for monitoring the power usage of appliances. In particular, an innovative
non-invasive approach will be introduced, for measuring the voltage waveform.
7
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Chapter 2
Sleep Power Minimization in
WSNs with Adaptive Usage of
DC-DC Converter
Aggressive power management techniques, which combine hardware and software
solutions, are fundamental for embedded computing platforms, especially if they
are battery operated.
In this Chapter an innovative adaptive low-level algorithm is presented, which
modulates the DC-DC converter activation for minimizing quiescent current con-
sumption. This algorithm allows a discontinuous usage of the DC-DC converter
during the sleep time, without requiring any modification in the user’s main
program and by only powering the system with the internal DC-DC converter
capacitor.
The algorithm computes the maximum interval between consecutive wake-
ups, for the capacitor recharging, at run-time. Intervals are decided by taking
into account both the global leakage and the temperature-dependent variations
of the capacitor. This solution significantly enhances the lifetime of applications
with a low-activity rate, such as Wireless Sensor Networks (WSNs), while still
guaranteeing efficient power delivery for high-current demand intervals.
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2.1 Introduction
Power consumption is a key parameter in determining the lifetime of battery-
operated systems, standalone or distributed such as WSNs. Despite innovations
in battery technologies, increasing the system power efficiency remains the most
effective way to prolong battery lifetime during intensive computing activities
and with the system is in sleep mode [24, 25]. Specific low-power applications,
such as military networks [26], factory automation [27], distributed monitoring
and process control [28, 29, 30], are characterized by low activity rates and long
intervals with the system in sleep mode, where the RAM and registers remain
active to preserve the stored data [31]. In these cases, global average power
consumption approximates the consumption in sleep mode because of the large
intervals of sleep time.
Battery-operated IEEE 802.15.4 sensor nodes are usually in sleep mode for
almost 99% of the time when used in typical WSNs applications, waking up pe-
riodically for a few ms for checking sensors or polling the radio interface [32].
Unfortunately, sleep power cannot be reduced to zero, by switching OFF the
power supply, without state loss or expensive copies into non-volatile memory.
Sleep mode power optimization is a crucial challenge for improving energy effi-
ciency.
However, aggressive reduction of current consumption of low-power nodes, in
sleep mode, is not trivial. Power-hungry blocks, such as microcontrollers(MCUs)
and radio transceivers, are often OFF during sleep mode. However, sleep mode
consumption usually includes the contribution of components which must be kept
ON, such as power-supply circuitry and data retention memories (e.g. DC-DC
converters and low drop-out linear regulators (LDOs), RAM memories and sleep
timers) [33, 35].
WSNs are normally powered by primary batteries. Batteries are characterized
by non-linear voltage drops during discharge. A sensor node directly powered
by batteries can exhibit progressive reduction of functionality over time due to
voltage degradation. To maintain the required quality of service and predictable
operation, the voltage has to be regulated using DC-DC converters or LDOs that
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guarantee a stable output reference. Due to the lower efficiency of LDOs, DC-DC
converters are the common choice to generate the desired output from a variable
input source in power-sensitive applications. However, the most serious impact of
a DC-DC converters, on low-power embedded systems, is the reduction of battery
lifetime due to the quiescent current (IQ), which causes a limited efficiency with
low-output current.
The main aim of this adaptive low-level algorithm is to minimize the losses,
due to the quiescent current, of the DC-DC converter with the system in sleep
mode. DC-DC converters are usually equipped with an output capacitor, which
plays an important role in their functionality. We named it Intermediate Buffer
Capacitor (IBC) and this is also used as an energy buffer for the system.
IBC can significantly influence the performance and the stability of a DC-DC
converter and its regulator feedback loop. The proposed solution uses capac-
itances which fit the range recommended by DC-DC converter manufacturers,
without introducing any design modification. Moreover, the proposed approach
is general and larger capacitors can be applied to systems, which are not con-
strained by strict design recommendations.
In the next sections, the low-level Dynamic DC-DC Management (D3M) al-
gorithm is described, which activates the DC-DC converter at small intervals,
minimizing the quiescent current consumption. In sleep time, the system is only
powered by the IBC, without using any other energy buffer.
Discontinuous and intermittent DC-DC converter wake-ups are needed to
recharge the IBC. The algorithm computes the maximum interval between two
forced wake-ups taking into account both the total leakage and its variations with
the temperature. During the main user’s application, the D3M is not used and
the DC-DC converter is permanently switched ON to provide the required power.
The contribution of this research is twofold:
1. to characterize the temperature-dependent time interval with the node only
powered with IBC ;
2. to develop a controllable power-supply unit with an adaptive algorithm to
modulate the DC-DC converter usage.
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2.2 Overview of power supply architectures
The use of WSNs to monitor complex phenomena has highlighted the need of
having power supply units able to support high amount of current consumption,
for different scenarios. WSNs can be typically used with energy-hungry sensors
(i.e. gas sensors), along with traditional ones such as temperature, air pressure
and humidity sensors, and with actuators, which consume large quantities of
current [34]. For instance, the authors in [36] present a WSN to detect gas
pollution, which uses Metal Oxide Semiconductor MOX sensors. These sensors
must be heated up to 400oC and they need hundreds of mW . The authors
in [37] analyse the energy requirements of a set of sensors typically used in WSNs
for long-term structural monitoring. This analysis also includes displacement
transducers, which need 500ms of warm-up and about 14 times the power needed
for a packet transmission over IEEE 802.15.4. For this kind of sensors, DC-DC
converters, with high current output, are necessary to support WSNs in real-world
applications.
The power unit, for low-power wireless sensor nodes equipped with energy-
hungry sensors, usually consists of both primary batteries and a DC-DC con-
verter, which provides high-current output when needed. An example of an
ultra-low power wireless sensor module, which uses a DC-DC converter is the
BTnode [38]. BTnode is a versatile, autonomous wireless communication and
computing platform based on Bluetooth radio. It serves as a demonstration
and prototyping platform for research in mobile and ad-hoc connected networks
(MANETs) and distributed sensor networks. The standard power supply of BTn-
ode consists of two batteries and a primary LTC3429 boost converter with an
input range of 0.5−3.3VDC. Another example of wireless platform for embedded
networks is Mica [39] developed by UC Berkeley to enable WSN research as a
foundation for the emerging possibilities. The Mica platform runs the TinyOS
operating system and supports the self-configuring multi-hop wireless network as
well as sensing, communication and I/O capabilities. A DC-DC converter, which
provides a constant 3.3V supply, is used because of its small form factor and high
efficiency.
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DC-DC converters guarantee a clean and stable voltage source for the whole
system. However, the main problem of a DC-DC converter is its quiescent current
consumption, which causes a lower efficiency in the case of low output current
(i.e. during the sleep phases).
Many kinds of DC-DC converters have been presented in literature and are
available on the market [40, 41, 42, 43], but the efficiency is usually limited in
case of low-output current. This main drawback is due to the quiescent cur-
rent that the DC-DC converter consumes with the system in sleep mode, which
strongly reduces the lifetime of battery-powered systems. For instance, the com-
mercial Boost Regulator MCP1640 developed by Microchip [44] has an efficiency
of 60− 70%, when the nominal voltage is within 1.2− 2.3V and with an output
current lower than 0.1mA. Similar considerations apply to DC-DC converters
series developed by other manufacturers [45, 46].
The novelty of the proposed approach consists of a discontinuous and inter-
mittent usage of the DC-DC converter during the sleep time. When the system
is only powered by IBC, the quiescent current is absent because the DC-DC
converter is not connected. This solution is synergistic with traditional power
management approaches and can be also applied to commercial, high-efficiency
DC-DC converters, providing an alternative adaptive management.
2.3 Related works
The lifetime of a WSN largely depends on the power consumption of each sensor
node and an efficient power management can improve the network lifetime. Sev-
eral solutions proposed in the literature focus on reducing consumption when the
node is in active mode while neglecting consumption in sleep mode.
Several solutions proposed in the literature are focused on reducing power
consumption when the nodes are in active mode, neglecting consumption in sleep
mode. For instance, many power management schemes are targeted at minimizing
data transmission [3, 4, 5, 10]. Other energy-efficient techniques act at the unit,
cluster and network levels, by considering compressive sampling techniques [6],
13
40
50
60
70
80
90
100
E f
f i c
i e
n c
y  
[ %
]
Vi 0 9V Vi 1 2V
0
10
20
30
0,1 1 10 100
E
Iout [mA]
n= . n= .
Vin=1.5V Vin=1.8V
Vin=2.5V Vin=3V
Figure 2.1: Output current vs. efficiency of our test-bed DC-DC converter.
data aggregation [7], adaptive sampling [8] or by reducing the number of data ac-
quisitions at sensor level [9]. Other works are focused on adaptive power manage-
ment approaches, with energy harvesting systems, based on duty-cycle decreasing
or increasing as a function of the harvested energy [11, 12, 13, 14]. However,
WSNs spend almost 99% of the time in sleep mode in typical WSN applications.
In this context, effective energy management strategies should include policies
for power consumption reduction when the nodes are in sleep mode, which is the
main aim of this work.
2.4 Problem statement
In WSNs applications, the battery lifetime mainly depends on the power con-
sumption in sleep time. DC-DC converter efficiency is usually very low with a
small output current (e.g. when the node is in sleep mode) and the quiescent
current of the DC-DC converter is considerable compared to the current needed
for the other sub-blocks.
We have considered different kinds DC-DC converters with low quiescent cur-
rent that are commercially available and we have evaluated how the quiescent
14
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Figure 2.2: Power supply of a wireless node.
current IQ significantly impacts the lifetime of these systems.
For this purpose, we have also considered the innovative low-input voltage
synchronous boost converter (e.g. TPS61097 from Texas Instruments), which is
an ultra-low power (ULP) DC-DC converter with a low quiescent current of less
than 10µA.
Fig. 2.1 shows the measured efficiency of the TPS61097 as a function of the
output current with a nominal voltage between 0.9−3V , which rapidly decreases
for low output current. We will demonstrate that, even in this specific, the pro-
posed algorithm is useful because it improves the lifetime of each wireless sensor
node of 10%. Higher performance are achieved with other DC-DC converters.
As shown in Fig. 2.2, the power supply architecture consists of a battery, a
DC-DC converter and the system unit. When a WSN node implements the D3M
algorithm, the DC-DC converter is directly controlled by the system, providing
a stable voltage when the system is in active mode. When the system is in sleep
mode, the DC-DC converter is periodically connected for charging IBC.
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2.5 Adaptive Control Algorithm
2.5.1 High Level Description
The low-level D3M algorithm minimizes the use of the DC-DC converter by only
supplying the node with the IBC for the most of the time during the sleep mode.
Short wake-ups to recharge IBC are required due to leakage current. The key
idea of the algorithm is to dynamically compute, at each wake-up, the maximum
interval with the DC-DC converter OFF, for the next sleep time, taking into
account both the global leakage and its variations with the temperature.
We refer to a simple dynamic system with memory, shown in Fig. 2.3, where
the output, at each wake-up (ti+1), depends on the inputs and the internal state.
In this specific case, T(ti) is the internal temperature, and Vout DC-DC(ti) is the
voltage across IBC.
The internal state is the current value of max sleep time(ti), which describes
the maximum time before a forced wake up for charging IBC.
When the WSN node starts up, depending on the application, the user can
set the total sleep time tot sleep time between two active phases. The algorithm
does not modify the user’s main program. However, during the sleep time it is
necessary to wake up the system a few times for charging the IBC. As a result,
the parameter sleep time remaining, which indicates the remaining sleep time
between forced wakes-up, is updated at each forced wake-up (Fig. 2.4).
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Figure 2.4: sleep time remaining updating
The main idea of the algorithm is to check the internal temperature T(ti) and
the voltage across IBC Vout DC-DC(ti) at each forced wake-up. If the temper-
ature is above a certain threshold Tmax, it means that the leakage is too high
and the voltage across IBC quickly decreases below the minimum operating volt-
age. In this case, the DC-DC converter is kept ON (output(ti+1) is DC-DC-ON)
instead of using the IBC, for the next sleep period. However, in normal operat-
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ing conditions, the temperature is lower than Tmax and the algorithm defines a
new value of max sleep time(ti+1) for the next sleep period. This interval is com-
puted according to Vout DC-DC(ti) and max sleep time(ti). Then, the algorithm
switches the DC-DC OFF until the following wakeup.
2.5.2 D3M algorithm energy consumption
The algorithm increases the max sleep time(ti+1) if Vout DC-DC(ti) is greater
than expected (i.e. greater than a given threshold). This means that IBC has a
slow discharge process and the time needed for the following forced wake-up can
be extended. Conversely, if the voltage across IBC is lower than expected (i.e.
lower than a fixed threshold), the algorithm reduces this time for the following
forced wake-up.
The initial values of the parameters must guarantee the robustness of the
algorithm. For this reason, max sleep time is initialized, at boot time, with a
small value (i.e. 1s) because the initial temperature and leakage current are
unknown.
The algorithm saves energy with every kind of the DC-DC converter and it is
more efficient than keeping DC-DC converter always active.
In the case of DC-DC always active, the energy EDCDC−ON absorbed by the
system, for a given value of tot sleep time, is:
EDCDC−ON = tot sleep time · Psystem
η1
(2.1)
where Psystem is the power used to supply the entire system in sleep mode and
η1 is the DC-DC converter efficiency with the system in sleep mode. The energy
used between two wake-ups is:
ED3M = charging time · PIBC charging
η2
(2.2)
where PIBC charging is the power used to charge IBC and then supply the system
for the next interval, η2 the DC-DC converter efficiency with the system in active
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mode and charging time the time needed to charge the IBC, as follows:
PIBC charging =
tot sleep time
charging time
· Psystem (2.3)
Since PIBC charging is greater than Psystem, the efficiency of the DC-DC will be
greater (i.e. η2 > η1) and therefore ED3M < EDCDC−ON .
Energy savings Es can be described as:
ES = EDCDC−ON − ED3M (2.4)
The break-even point is reached when ES is equal to the overhead needed by
the algorithm for measuring the energy in IBC and computing a new tot sleep time.
2.5.3 D3M algorithm following wake-up and consumption
during sleep time
At each wake-up, the algorithm checks the temperature Ti and, if it is below
then Tmax, the algorithm will set the next sleep time with the DC-DC converter
in OFF mode (output(ti+1) is DC-DC OFF).
Since it is not possible to accurately determine the relationship between the
temperature and the leakage current, due to the components variability, the al-
gorithm measures the IBC voltage Vout DC-DC to detect the discharge level of
the capacitor. In this way, it is then possible to indirectly assess the leakage.
Fig. 2.5 shows an example of voltage discharge with an IBC of 100µF, which
is typically used as the nominal value for DC-DC converters. The graph shows
the discharge curves at different temperature values (25oC and 50oC) during
sleep time, when the DC-DC converter is OFF and the node is only supplied by
the capacitor. The discharge time depends on the leakage using the following
equation:
i(T ) = KT 2 (2.5)
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Figure 2.5: Discharge of Intermediate Buffer Capacitor (IBC).
where K is a constant value, T the temperature and the voltage Vout DC-
DC(t) is defined as:
Vout DC−DC(t) = V0 − i(T ) t
C
(2.6)
where V0 is the initial voltage value of the charged capacitor, t is the time and
C is the capacitance.
The curve related to the voltage discharge with temperature equal to 50oC
(worst case in our test-bed), the equation (5) and the minimum operating voltage,
are utilized to define the parameters V1, V2 and V3, which are used for setting
the minimum value of max sleep time while the values t1 and t2 are defined to
guarantee the time necessary to put the system in a safe state, even in case of a
rapid decreasing in the voltage, due to the temperature.
The algorithm finds an equilibrium condition as a function of the temperature.
When the temperature increases it puts the system into a safe state. Furthermore,
the algorithm overhead and the energy used to charge IBC is much less than
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the energy needed to keep the DC-DC converter always ON. For example, in the
presented test-bed, where the supply voltage is 3.3V and a 100µF of IBC is used,
the discharging phase in about 20s while the time required for recharging is about
3ms. During the recharge, the microcontroller is busy executing the algorithm
but, with the exception of the ADC module and the DC-DC converter, the other
sub-blocks are OFF. In this case, the energy used by the D3M algorithm is less
than 50µJ. If the system keeps the DC-DC converter always ON (without D3M),
the energy used in the same intervals is about 660µJ, when very low quiescent
current DC-DCs are used, such as the TPS61097 DC-DC.
These results highlight the advantage of switching OFF the DC-DC converter,
regardless the type of the DC-DC converter on-board.
2.5.4 D3M algorithm max sleep time setting
Depending on the temperature and the IBC voltage, the state of the DC-DC
converter will dynamically change. Thus, the D3M algorithm will set the DC-DC
state (ON, OFF) and the sleep time length max sleep time(ti+1) for the next sleep
period.
Therefore, to ensure the correct operation of the node even in extreme cases
(i.e. high temperature) we take the following condition into consideration: if the
microcontrollers internal temperature is greater than Tmax, the DC-DC converter
will stay ON during the next sleep phase because current leakage is high and
rapidly discharges the IBC below the minimum system operating voltage.
The algorithm uses the voltage discharge curve at Tmax=50oC of the IBC and
the equation (5) for setting max sleep time to its minimum value. This choice is
based on the input voltage Vout DC-DC(ti) and the previous max sleep time(ti)
value.
We have considered a series of cases where max sleep time(ti+1) is set to its
minimum value to assure safe working:
- if Vout DC-DC(ti) is less than V1 and max sleep time(ti) is less than t1
seconds;
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- if Vout DC-DC(ti) is less than V2 and max sleep time(ti) is between t1 and
t2 seconds;
- if Vout DC-DC(ti) is less than V3 and max sleep time(ti) is greater than t2
seconds;
This happens to indirectly counteract the increase of leakage current with the
temperature. The values of the parameters V1, V2, V3 are selected considering
the worst voltage discharge curve of the IBC, Equation (5) and the minimum
operating voltage. The time t1 and t2 are chosen to ensure a reactive response
of the system in the case of a rapidly increase of the temperature.
At each wake up, the algorithm checks the value of the sleep time remaining.
If this value is equal to zero it means that the node has completed its sleep phase.
The algorithm executes the user’s main program (i.e. sample sensors and transmit
data over the network) and, finally, the node goes to sleep ( sleep time remaining
is set again with the tot sleep time value). If sleep time remaining is different
from zero, it means that the node has not completed the total sleep phase yet,
and there is a forced wake-up.
At every forced wake-up, if max sleep time(ti+1) is not already set to the
minimum value, as described above, max sleep time(ti+1) is augmented by one or
two seconds:
- if Vout DC-DC(ti) is greater than V5 and max sleep time(ti) is less than t3
seconds max sleep time(ti+1) = max sleep time(ti) +1;
- if Vout DC-DC(ti) is greater than V4 and max sleep time(ti) is greater than
t3 max sleep time(ti+1) = max sleep time(ti) + 2;
The values of the parameters V4 and V5 are chosen for increasing the value of
max sleep time slower when max sleep time is near its minimum value (only +1)
and quicker when max sleep time is far enough from its minimum value (+2).
These two values (+1 and +2) are chosen, after the experimental calibration, to
gradually increase max sleep time.
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The value of t3 is defined as:
t3 = t1 +
t2− t1
2
(2.7)
In Fig. 2.6, the block diagram of the algorithm used for setting max sleep time
is shown.
2.5.5 IBC Recharge
If sleep time remaining is different from zero, the node has a forced wake-up that
allows the recharging of the IBC. In this condition, the node will remain active
as long enough as to execute the D3M algorithm and check the IBC voltage for
the recharge phase. During the recharge phase, the DC-DC converter is turned
ON and, using an internal ADC of the MCU, the voltage of the IBC is checked.
When it exceeds a threshold value, the node enters in sleep mode and DC-DC is
turned OFF again.
2.5.6 D3M algorithm summary
The algorithm uses the voltage discharge curve at Tmax to set max sleep time
to completely exploit the IBC energy from VDD to the lowest operating voltage
for any value of temperature.
Fig. 2.7 schematically shows how the next value of max sleep time is selected
using the D3M algorithm. If the previous value of max sleep time(ti) and the
measured input voltage Vout DC-DC(ti) are such as to identify a point in the R1
region, the max sleep time(ti+1) value will be set to the minimum value.
If the combination of max sleep time(ti) and Vout DC-DC(ti) is in the R2
region, max sleep time(ti+1) will hold the same value as the previous period, be-
cause the maximum benefit from the IBC has already been exploited.
Finally, if a point is identified in the R3 or R4 regions, max sleep time(ti+1)
will be increased by one second or two seconds compared to the previous value.
The R3 and R4 regions are chosen to increase the value of max sleep time
slower when max sleep time is close to its minimum value and more quickly when
23
  
Forced   
wake-up 
- T(ti) is measured 
- Vout DC-DC(ti) is measured 
if  
Vout DC-DC(ti) < V1 AND max_sleep_time(ti) <t1 
 or if 
 Vout DC-DC (ti) < V2 AND t1 <max_sleep_time (ti) < t2   
or if 
Vout DC-DC(ti)  < V3 AND max_sleep_time (ti) >t2  
 
  
 true max_sleep_time(ti+1) 
= 
minimum value  
(i.e. 1s)  
 
DC_DC 
converter ON 
during the next 
sleep 
 true if T(ti) >Tmax 
 false 
 false 
DC_DC 
converter OFF 
during the next 
sleep 
if  
Vout DC-DC(ti) > V5  
and 
max_sleep_time(ti) < t3   
max_sleep_time(ti+1) 
= 
minimum value  
(i.e. 1s)  
 
max_sleep_time(ti+1) 
= 
max_sleep_time(ti) +1 
 
 
 true 
if  
Vout DC-DC(ti) > V4  
and 
max_sleep_time(ti) >t3   
max_sleep_time(ti+1) 
= 
max_sleep_time(ti) +2 
 
 
 true 
 false 
max_sleep_time(ti+1) 
= 
max_sleep_time(ti) 
 
 
Figure 2.6: Block diagram of the D3M algorithm used for setting max sleep time.
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Figure 2.7: D3M algorithm scheme to define the next max sleep time(ti+1) based
on the voltage Vout DC-DC(ti) and the previous max sleep time(ti) .
max sleep time is far enough from its minimum value.
2.5.7 Case study
We applied D3M algorithm to a Wireless Sensor Node designed for structural
environmental monitoring (W24TH)(Chapter 5).
The W24TH Node is based on a Jennic JN5148 module [47] equipped with
several sensors. The power unit contains two primary batteries, but can be also
supplied with a power-harvesting unit.
The module is an ultra-low-power, high-performance wireless microcontroller
targeted at ZigBee PRO networking applications. The processor features an
enhanced 32-bit RISC processor, a 2.4 GHz IEEE 802.15.4 compliant transceiver,
128 kb of ROM, 128 kb of RAM and analogue and digital peripherals.
Fig. 2.8 shows a simple example of the Vout DC-DC profile between two ac-
tive phases with the W24TH, which is equipped with the TSP61024 TI DC-DC
converter and a IBC of 100µF. It also shows five forced wakes-up where at each
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Figure 2.8: Implementation of the power-supply control algorithm with 5 forced
wake-up states at 25oC stationary condition.
wake-up the IBC is recharged and max sleep time is incremented.
Fig. 2.9 shows the start up time during which max sleep time value increases
and then achieves an equilibrium after about 100s (in steady state conditions at
25oC) where the max sleep time is set to 19s.
Fig. 2.10 shows max sleep time changing, when the temperature is increasing
from 25oC to 50oC. During the entire period of time max sleep time is set to its
minimum value with the increase of temperature. Only when the temperature is
stable around 50oC the max sleep time value remains constant 8s. The algorithm
works in adaptive mode even during the transition from one state to another.
Finally, Fig. 2.11 shows the max sleep time value for different values of tem-
perature. Notice that max sleep time raises as the temperature decreases, con-
firming the adaptability of the D3M algorithm with temperature.
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2.6 Experimental Results
2.6.1 Experimental Setup
Several experiments were conducted to show that the proposed solution signifi-
cantly increases the lifetime of WSNs with low-duty cycle activity. We have de-
cided to consider the following DC-DC converters: MCP 1640, TSP61024, LTC
3536 and TSP61097, and two different kinds of IBC: 100µF and 50µF.
The experiments were performed with twelve wireless sensor nodes that per-
form the main user’s program. These sensor nodes are divided into four groups
and each group equips a different DC-DC converter. Performance have been
averaged within the same group.
For all the nodes we have used the same kind of battery: Li-Ion battery with
a battery capacity Q = 1Ah and a battery constant voltage E0 = 3.06V . The
user’s duty-cycling period is set to 1min.
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2.6.2 Results
In this section we have considered the battery voltage discharge for each group of
nodes, which use a different DC-DC converter. In each group, one node has the
DC-DC converter always ON while the second and the third ones use the D3M
algorithm but with different values of IBC (100µF and 50µF ). In general, it is
possible to observe that the voltage of the battery decreases more gradually with
the nodes that use the D3M algorithm compared with the nodes that use the DC-
DC converter permanently in the ON state, which confirms that our approach
outperforms the standard implementation.
As shown in Fig. 2.12, when the MCP 1640 is used, the discharge time of the
nodes that has the DC-DC converter permanently ON is about 911 hours while
the nodes with D3M has a lifetime of 1233 hours with 50µF and 1317 hours with
100µF. This is an improvement of 24% and 31% respectively.
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Figure 2.12: Battery voltage discharge for each group of nodes, which use a
MCP1640 DC-DC converter.
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Figure 2.13: Battery voltage discharge for each group of nodes, which use a
LTC3536 DC-DC converter.
Figure 2.14: Battery voltage discharge for each group of nodes, which use a
TSP61024 DC-DC converter.
Similar improvements are registered also using other DC-DC converters. In
Fig. 2.13, when the LTC3536 is used, the improvement is 35% and 40%, with
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Figure 2.15: Battery voltage discharge for each group of nodes, which use a
TSP61097 DC-DC converter.
50µF and 100µF, respectively. Also, TSP61024 (Fig. 2.14) shows increments of
lifetime of about 36% and 40% .
Interesting information can be extracted from experiments on TSP61097 that
has a low quiescent current, where the discharge time of the node that uses the
DC-DC converter permanently ON is 1190 hours while the nodes with D3M
have respectively a duration of 1266 hours with 50µF and 1320 hours with
100µF (Fig. 2.15). This is an improvement of 6% and 10% respectively, which is
smaller than the former experiments due to the lowest IQ, but still remarkable.
2.7 Conclusion
In this Chapter a novel technique for extending the lifetime of a WSN node is pre-
sented. The main idea is to minimize the consumption of the DC-DC switching
converter during sleep mode. This is accomplished through an adaptive algo-
rithm that turns ON and OFF the DC-DC converter to minimize sleep power
consumption. The D3M algorithm computes the maximum interval allowed to
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operate solely with the IBC, taking into account both global leakage and its varia-
tions with temperature changes. The proposed solution significantly increases the
lifetime of applications with low-duty cycle activity, such as WSNs and portable
devices.
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Chapter 3
Temperature Compensated Time
Synchronisation in Wireless
Sensor Networks
Time synchronisation is fundamental in distributed systems such as Wireless
Sensor Networks (WSNs) to coordinate activities with multiple nodes. The main
aim for WSNs is to maintain the nodes synchronized and, at the same time, to
minimize power consumption.
In this Chapter an innovative low-overhead clock synchronisation approach is
presented, based on a Temperature Compensation Algorithm (TCA).
Non-uniform and dynamic changes of the temperature are the main causes
of clock drift in wireless sensor nodes. The proposed TCA uses a temperature
sensor to reduce the effects of environmental temperature changes and then to
increase the synchronisation interval.
Using the TCA, the 32 KHz clock achieves an effective clock drift of less than
5 ppm over a wide range of operating temperatures (25 to 62oC), which is a
significant improvement compared to the 55 ppm featured without temperature
compensation.
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3.1 Introduction
Time synchronisation is fundamental in distributed systems for monitoring real-
world phenomena such as WSNs. Physical time plays a critical role for coordi-
nating activities performed by multiple wireless sensor nodes and for managing
scheduled tasks at single node level. Moreover, time synchronisation is also a
key aspect at network level, for power minimisation and bandwidth optimisation
[48, 49].
Network protocols, task scheduling and distributed power management require
an accurate knowledge of time, locally and globally, to minimise the communica-
tion overhead and energy consumption, and maximise the sleep mode time.
Unfortunately, time synchronisation in WSNs is a difficult task compared
to other traditional distributed services (e.g. internet services) because of the
accuracy and precision required, by also considering the limited energy available
for each wireless sensor node [50].
However, a common view of the physical time in the applications with WSNs
is a basic requirement in order to have the proper timestamp of phenomena
that occur in the physical world. For instance, the times of occurrence of real-
world events are often critical for the observer to associate event reports with
the originating physical events. Physical time is also crucial for determining
properties such as speed or acceleration [51].
In general, traditional synchronisation schemes assume to have a global time-
reference (e.g. gateway time-reference) [52, 53]. For each node, WSNs therefore
require a way to synchronise local time with the global time. This is obtained by
periodically sending a broadcast message. Of course, the specific characteristics
of each local oscillator affect the relative clock drift compared to the other local
oscillators and consequently, they play a crucial role to determine the maximum
period at which the resynchronisation must be performed.
For instance, with our test-bed, using a 32 KHz clock and observing the
timestamps between the local node and the gateway, it is possible to notice a
drift of +60 ppm, which corresponds to 1 ms of offset every 16.6 s.
In the following Sections we will introduce a new approach for clock synchro-
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nisation in a WSNs by considering an an innovative temperature compensation
algorithm (TCA). Moreover, we will describe the calibration and the compensa-
tion steps and, finally, the obtained results.
3.2 Problem statement
The main idea of the proposed algorithm is to minimise the drift of the local
oscillator and then to reduce the rate of the broadcast messages for the synchro-
nisation of each node in the network.
Stable clock sources are commercially available (e. g. timers based on temper-
ature compensated crystal oscillators (TCXO) [54] or GPS with a PPS signal).
However, these solutions are too expensive, considering a network of hundreds
of nodes. Moreover, they need of a big amount of energy and, sometimes, are
limited to be a valid alternative (e.g. GPS does not work indoors).
Frequency stability of a crystal oscillator can be affected by several factors,
which generate two different kinds of drift: (i) short-term and dynamic clock drift
and (ii) long-term continuous clock drift. Short-term instability is mainly due to
both environmental and electrical factors such as variations in temperature and
supply voltage. Temperature changes represent the main effect of the clock drift.
Long-term instability is caused by several effects such as oscillator ageing. In this
way, a compensation of the local oscillator should be periodically performed.
However, a common assumption is that the temperature changes can influence
in the same way every local clock in the network over a certain period of time.
This assumption is often used to calculate a constant clock drift and then to force
a time synchronisation also when it is not strictly necessary.
In the next Section, we will introduce our approach based on a Tempera-
ture Compensation Algorithm (TCA), which is useful for dynamically measuring
and compensating the clock drift and then for reducing the number of forced
synchronisations.
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3.3 Temperature Compensation Algorithm
The main idea of the proposed TCA is to measure the temperature for the clock
error estimation using the on-board temperature sensor available in many sensor
network platforms.
The TCA uses this sensor to autonomously calibrate the local oscillator, re-
move the effects of environmental temperature changes and then to extend the
interval between synchronisations. It is important to underline that TCA does
not make any assumption about the network architecture. It is mainly a tech-
nique to extend the time between forced clock synchronisations, and it is thus
compatible with every kind of network synchronisation protocols.
The TCA consists of two steps: calibration and compensation.
3.3.1 Calibration
We will assume that a slave node receives accurate time measurements from a
remote master node (e.g. a gateway) and, at the same time, a slave node can
communicate with its master node.
Initially, the slave nodes do not know their current clock error. Thus, it
needs to rely on the cooperation of a master node, which has knowledge of the
accurate time. The calibration phase is performed without knowing the network
architecture and by only using a few nodes as a calibration set. In our test-bed,
we have used eight slave nodes with crystal oscillators with nominal frequency fn
equal to 32 KHz, which receive a time constant synchronisation beacon (i.e. every
20 seconds) from the master node. All nodes are into a temperature chamber and
subjected to an operating temperature range from 25 to 62o C. After each beacon
message, the slave nodes collect their own value of ticks from the real-time clock
(RTC) and compute the difference between two beacon events at a constant
temperature T.
The values of the RTC counter, for the same beacon interval, change as a
function of the temperature changes. As shown in Fig. 3.1 the measured clock
drift in ppm presents similar temperature curves for all clocks. The function
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Figure 3.1: Measured clock drift against temperature of eight 32 KHz crystals
between two beacon events. All clocks present similar temperature curves.
of the clock drift with the temperature is not linear but it recalls the trend of
a parabolic curve. Using this information, it is possible to obtain a curve that
contains the average of the mesured drifts, which can be used as the calibration
curve, as shown in Fig. 3.2.
Converting this curve into a look-up table simplifies the implementation of
the next step, the compensation phase, on an simple microcontroller since no
floating point unit has been used.
3.3.2 Compensation
The compensation phase is run-time performed. The slave node regularly mea-
sures the environmental temperature. After each measurement, it checks the
temperature against the clock error curve (Fig. 3.2) and adjusts its own sys-
tem clock counter, with the calibration offset at the corresponding temperature.
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Figure 3.2: During calibration phase, the average curve calibration from obtained
drift measurements is generated.
In particular, at every synchronisation period, the slave node changes its clock
counter offset as follows:
compensatedoffset(T ) = counteroffset(T ) + clockerror(T ) (3.1)
where counteroffset is the difference between the last synchronisation time
and the current local time; compensatedoffset is the result obtained applying the
TCA, while the clockerror is the new clock error measured using the calibration
data, which can be calculated as:
clockerror(T ) =
counteroffset(T )calibrationdata(T )
(1− calibrationdata(T )) (3.2)
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Figure 3.3: Clock drift of two different nodes (uncompensated node and TCA
node) subjected to temperature range from 25 to 62oC.
3.4 Results
Fig. 3.3 compares the clock drift of two different nodes (an uncompensated node
and a TCA node) subjected to the temperature range from 25 to 62oC. We
consider the same synchronisation period of 20 s. In the first case, the local time
of the uncompensated node, subjected to 62oC, deviates by about 1.1 ms every
20 s with respect to the master. In the compensated node, the maximum drift is
about 100 ms, every 20 s, across the full temperature range.
This means that by using the TCA, the clock drift is less than 5 ppm over
the full range of temperatures, which is 10 times less than the drift obtained with
the system subjected to 62oC.
Of course, even if the slave node is calibrated with the TCA, the master still
needs to send occasional synchronisation beacons due to the effect of this small
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drift. These occasional synchronisation beacons ensure that the absolute time
error between the master and the slave never increases above a certain threshold.
For example, in this case a synchronisation broadcast message every 200 s is
sufficient to keep the timestamp of the master node and the timestamp of the
slaves locked within 1ms at any operating temperature (25 to 62oC).
3.5 Conclusion
In this Chapter, we have introduced a new time synchronisation approach based
on a temperature compensated algorithm (TCA). The main idea of TCA is to
measure the temperature during clock error estimation with the on-board temper-
ature sensor. This sensor is then used to calibrate the local oscillator, remove the
effects of environmental temperature changes and increase the time between syn-
chronisation intervals. The improvement obtained with this approach is relevant,
about an order of magnitude when the system is operating under high tempera-
ture (i.e. 62oC). Our approach uses only local processing without requiring any
extra network messages.
40
Chapter 4
Hibernus: Sustaining
Computation during Intermittent
Supply for Energy-Harvesting
Systems
A key challenge to the future of energy-harvesting systems is the discontinuous
power supply that is often generated. We propose a new approach, Hibernus,
which enables computation to be sustained during intermittent supply. The ap-
proach has a low energy and time overhead which is achieved by reactively hi-
bernating: saving system state only once, when power is about to be lost, and
then sleeping until the supply recovers. We validate the approach experimentally
on a processor with FRAM non-volatile memory, allowing it to reactively hiber-
nate using only energy stored in its decoupling capacitance. When compared to
a recently proposed technique, the approach reduces processor time and energy
overheads by 76-100% and 49-79% respectively.
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4.1 Introduction
Energy-harvesting systems power themselves by extracting energy from the envi-
ronment [55]. However, the energy provided is often highly temporally dynamic,
providing an intermittent supply that is incapable of sustaining computation.
This is because processors switch off when the supply drops below their mini-
mum operating voltage and, when power is available again, restart computation
from the beginning.
To manage an intermittent supply, one approach is to use a battery or su-
percapacitor to buffer energy. However, the level of miniaturisation required to
realise medical implants [56] or visions of ‘smart dust’ [57] causes energy storage
to be minimised, constraining the computational ability of systems. Recently,
a different approach (Mementos [58]) was proposed, which uses the well-known
concept of checkpoints [59] placed at compile-time. Mementos saves periodic
snapshots of system state to non-volatile memory (NVM), which enable it to
return to a previous checkpoint after a power failure. A number of checkpoint
placement heuristics are proposed, including at the beginning of every function-
call or before any loop. At run-time, when these checkpoints are reached, the
supply voltage (VCC) of the processor is inspected using the an analog-to-digital
converter (ADC). If it is deemed to be failing (VCC < a threshold VM), a snapshot
of the system state is saved to NVM. This requires regular polling of the supply
voltage, and can result in multiple snapshots being saved when the supply voltage
is close to the threshold; both introduce time and energy overheads.
This brief proposes Hibernus1, a new approach which automatically saves a
snapshot only once (without the need for checkpoint placement heuristics), im-
mediately before power failure, then sleeps. Hibernus saves the system’s complete
volatile memory; this is enabled in part by developments in Ferroelectric RAM
(FRAM), a NVM technology that is more efficient than flash, and is now be-
ing monolithically integrated into low-power microcontrollers [60]. The speed
and efficiency of integrated FRAM means we can react to power loss and save a
1In computing, ‘hibernation’, from the Latin h¯ıbernus, is the process of saving state to allow
power to be removed.
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Figure 4.1: Operation of Hibernus in response to intermittent supply voltage.
snapshot using only the energy stored in a system’s decoupling capacitance.
4.2 Hibernus
The Hibernus approach has two states: active and hibernating. It moves be-
tween these states when the supply voltage (VCC) passes thresholds (Fig. 4.1).
It uses a hardware interrupt to detect when VCC drops below VH, then prompts
a reactive hibernation – saving an immediate snapshot of volatile memory, then
entering deep sleep. The snapshot is restored by another interrupt, when the
supply voltage rises above VR. The approach is illustrated in Fig. 4.2 and differs
from Mementos, whose checkpoint locations are set in advance. Due to this, our
approach is more energy- and time-efficient than existing approaches (experimen-
tally demonstrated in Sec. 4.3), and does not depend on checkpoint placement
heuristics.
Hibernus is application-agnostic and transparent to the programmer, because
it can reactively hibernate at any time during the execution of an application.
Therefore, to save a snapshot of system state, it copies all registers and volatile
memory to NVM. The energy consumed by this process, Eσ, depends on the size
of the volatile memory and the energy consumption for copying each byte.
Eσ = nαEα + nβEβ (4.1)
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Figure 4.2: Flow-chart illustrating the Hibernus approach.
Here, nα and nβ are the sizes of the RAM and registers (in bytes). Eα and Eβ
are the energy required to copy each RAM and register byte to NVM (J/byte).
Hibernus requires sufficient NVM to save the contents of all processor registers
and RAM. This is the case with modern microcontrollers, e.g. [60]. It also requires
enough energy to be stored in the capacitance between the supply rails to save
a full snapshot. Energy harvesting systems normally operate across a range of
voltages, from Vmin to Vmax. Below Vmin, processors may operate unpredictably
(brown-out), or shut down completely. Given the total capacitance (
∑
C), the
energy Eδ stored between a given voltage V and Vmin is:
Eδ =
V 2 − V 2min
2
·
∑
C (4.2)
To ensure stability, VH is set so that Eσ > Eδ, to enable complete hibernation
(even with a sudden loss of supply). VR is set higher to add hysteresis, allowing
the system to restore without taking the Vcc below VH, even with sudden loss
of supply. For small embedded microcontrollers (with relatively small nα) using
fast-write NVM (therefore relatively low Eα), it is possible to save a snapshot
without additional C (using only the system’s decoupling capacitance); this is
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explored in Sec. 4.3. However, if Eδ < Eσ with V = Vmax, it will not be possible
to guarantee that snapshots can be taken reliably, and extra C must be added.
The total time, Thibernus, to execute a test algorithm with Hibernus is given by
(4.3), where Ta is the CPU time required to execute the algorithm, nι is number
of power interruptions (where VCC < Vmin) per algorithm execution, Ts is the
time required to save a snapshot to NVM, Tr is the time required to restore from
NVM memory, and Tλ is the average time spent sleeping (after a snapshot has
been saved but before Vcc = Vmin, and on power-up when Vmin < VCC < VR). The
absolute limit of supply interruption frequency, fι, is 1/(Ts + Tr).
Thibernus︸ ︷︷ ︸
Total execution
=
Algorithm︷︸︸︷
Ta + nι︸︷︷︸
No. interruptions
(
Save snapshot︷︸︸︷
Ts + Tr︸︷︷︸
Restore snapshot
+
Sleep︷︸︸︷
Tλ ) (4.3)
The total time, Tmementos, to execute an algorithm with Mementos is given by
(4.4), where nm is the number of checkpoints per complete execution of the algo-
rithm, Tm is the time taken for an ADC reading of VCC, and Ps is the proportion
of checkpoints resulting in a snapshot, taking Ts.
Tmementos︸ ︷︷ ︸
Total execution
=
Algorithm︷︸︸︷
Ta + nι︸︷︷︸
No. interruptions
(
Restore snapshot︷︸︸︷
Tr +
Ta
2nm︸︷︷︸
Backtrack
)+
Monitoring and save snapshot︷ ︸︸ ︷
nm(Tm + PsTs)
(4.4)
Hence, Thibernus < Tmementos provided nι(Ta/2nm) + nmTm + (nmPs − nι)Ts >
nιTλ; that is, Hibernus spends less time sleeping than Mementos spends on back-
tracks (re-running code that was executed between a snapshot and a power in-
terruption), sampling Vcc, and redundant snapshot saves. This is evaluated ex-
perimentally in the next section.
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Figure 4.3: The test platform used to experimentally validate Hibernus.
4.3 Experimental Validation
Hibernus has been validated with an intermittent power supply and representative
workload. Its energy and time overheads have been evaluated, and compared
against Mementos.
4.3.1 Implementing Hibernus
While most microcontrollers have flash NVM (and consequently a high Eσ), pro-
cessors are emerging that incorporate fast, low-power FRAM (and hence have
a lower Eσ). The test platform (Fig. 4.3) uses a development board combining
a Texas Instruments MSP430 processor [60] with FRAM. This means that its
decoupling capacitance alone allows Eδ >> Eσ when V = Vmax, requiring no
additional energy storage (battery or large capacitor) to support Hibernus. The
approach will work with platforms with flash memory rather than FRAM, but
this will significantly reduce the maximum supply interruption frequency and in-
crease the energy overhead, potentially requiring additional capacitance on the
supply.
The platform’s datasheet parameters were inspected, and identified Eα as
4.2 nJ/byte and Eβ as 2.7 nJ/byte, with a total RAM size of 1024 bytes and
register size of 524 bytes. The platform operates with a Vmax = 3.6 V and
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Figure 4.4: Measured behavior of signals S1 and S2 (Fig. 4.3) with (a) 6 Hz
square-wave input; (b) 6 Hz sinusoidal input.
Vmin = 2.0 V . Using (4.1), a complete operation copying all registers and RAM
to FRAM consumes 5.7 µJ. The decoupling capacitance on the board totals
∑
C
= 16 µF. Using (4.2), it was found that this alone is sufficient for Hibernus and
VH was set to 2.17 V. It was verified experimentally that this and VR = 2.27 V
delivered stable operation, even with sudden loss of supply at the beginning of
a restore operation. The stability of the system is therefore unaffected by the
dynamics of the power source. The test platform’s VCC input (S2 ) is connected
to the output of a signal generator (S1 ) through a diode, which prevents back-flow
of charge to the harvester (Fig. 4.3). The signal generator was selected to mimic
a voltage-dominant source such as a typical RFID reader [58]. Traces (Fig. 4.4)
with a peak amplitude of 3.6V are presented as examples. The slower decay of S2
compared to S1 is due to the input diode; the slow decay on the negative edge
illustrates the discharge of the decoupling capacitance by the current drawn by
the processor.
Hibernus functionality is contained within the hibernus.h library file; ap-
plication developers need only include this library and call the initialise(),
hibernate() and restore() routines, as illustrated in Fig. 4.5. As shown in
Fig. 4.2, the algorithm requires that interrupts are generated when Vcc passes VH
and VR; this is facilitated by comparators and voltage references. The test micro-
controller has an on-chip comparator configured with an on-chip variable reference
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Figure 4.5: Example code used for evaluation of Hibernus.
voltage generator (these are standard features on many microcontrollers), and an
external voltage divider (R = 200 kΩ) giving Vcc/2, as inputs. This is set up in
the initialise() routine. Dependent on whether the system is hibernating or
active, the interrupt is set to trigger off either Vcc ≤ VH or Vcc ≥ VR. The handler
then calls hibernate() or restore().
When hibernate() (Fig. 4.2) is called, it first pushes the core registers onto
the FRAM memory. It then copies the entire RAM contents (stack segment, local
and global variables) into the FRAM, followed by the general registers, and finally
the Stack Pointer (SP) and Program Counter (PC). It then sleeps in a low-power
mode. The system remains in sleep mode until VCC > VR. The restore() routine
is then called and the complete previous system state is restored. The system
phases the restore of the memory locations to reinstate its operating state reliably.
The general registers are restored first, followed by the RAM, and lastly the core
registers including the SP and PC. When the PC is restored from the snapshot,
the system implicitly transfers to the application and resumes operation.
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4.3.2 Experimental Setup
The evaluation test case represents a common long-running task for energy har-
vesting systems: a Fast Fourier Transform (FFT) analysis of three arrays, each
holding 128 8-bit samples of tri-axial accelerometer data. The FFT algorithm
was chosen as an illustration: Hibernus is application-agnostic and will provide
the same functionality to any embedded program, with minimal impact on the
application developer (see Fig. 4.5). Supply interruption frequencies fι (of 2, 4,
6, 8, 10 Hz, and DC) were chosen to represent the intermittent power output
that may be expected from an energy harvester (e.g. micro wind turbine or RFID
inductive power transfer). This has allowed Hibernus’ overheads to be compared
against Mementos. Due to the low output impedance of the signal generator,
which allows the target voltage to be attained very quickly (figs. 4.3 and 4.4),
and low current draw of the microcontroller, fι > 10Hz results in the system
being continuously powered.
Our implementation of Mementos places static checkpoints after function calls
or before loops, referred to as ‘function’ and ‘loop’. ADC (Vcc) measurements are
taken and compared to a threshold (Vm = 2.5V ), chosen for each scheme to
ensure that a snapshot can be saved at least once before power failure. At each
checkpoint, Vcc < Vm indicates imminent power failure, and a snapshot is saved.
Mementos consumes energy for multiple checkpoints, both for ADC readings and
saving snapshots. In contrast, Hibernus consumes energy for a single hibernation
per power-outage, plus the quiescent consumption of the voltage reference and
comparator.
The power consumption at mid-range between Vmax and Vmin of the FFT al-
gorithm (without Hibernus or Mementos running), ADC, voltage reference, and
comparator were measured as 2.7 mW, 310 µW, 17 µW and 130 µW respectively.
These values are used to estimate the energy consumption of the different ap-
proaches. For each of the three schemes, and at each frequency fι, we evaluated:
(1) the number of system restores required to complete the computation of the
FFT algorithm, (2) the number of times snapshots were stored, or checkpoints
were called, (3) the energy overhead, and (4) the processor time overhead. The
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results were averaged over three complete executions of the test program. The
overheads are evaluated with reference to the time and energy for the proces-
sor to complete the FFT algorithm with a steady supply: without Mementos or
Hibernus, it completed in 100 ms.
4.3.3 Results
Fig. 4.6(a) shows how many checkpoints were made by Hibernus and Mementos
during a single execution of the FFT. As can be seen, Hibernus reduces the
number of times that checkpoints are taken. This can also be seen from Fig. 4.7,
which shows when Hibernus and Mementos checkpoint (for the case when fι = 6
Hz), whereas Hibernus snapshots (hibernates) only once per interruption (twice
in total), Mementos executes a static number of checkpoints (12 and 27 times),
although some are repeated when VCC < Vmin during a snapshot.
Fig. 4.6(b) shows that, at higher fι values, Hibernus completes execution of the
FFT over fewer power interruptions (3, instead of 5). This is because the mean
processor time overheads (Fig. 4.6(d)) of Hibernus are 80-100% shorter than
Mementos (function), and 76-100% shorter than Mementos (loop); this leaves
more time to execute the application (also shown in Fig. 4.7, where the arrows
denote the total execution time). Furthermore, Fig. 4.6(c) shows that the energy
overheads of running Hibernus are 65-79% lower than Mementos (function) and
49-76% lower than Mementos (loop).
The benefits of Hibernus are most noticeable at fι = 0 Hz (i.e. DC, when Vcc
is uninterrupted), where negligible time and energy overheads are imposed (see
Fig. 4.6(c) and (d)), while Mementos still requires the same number of check-
points. This increases the required processor active time and energy by at least
10% and 11% respectively. Table 4.1 shows experimentally obtained values for
the parameters of (4.3) and (4.4). Evaluating these equations support our mea-
sured results, and confirm that Hibernus spends less time sleeping than Mementos
spends on redundant snapshot saves, backtracks, and sampling Vcc.
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Figure 4.6: Comparison of Hibernus against Mementos, showing performance
when running the FFT text program (averaged over 3 executions): (a) number
of checkpoints/snapshot saves, (b) number of times snapshots were restored, (c)
energy overhead, (d) time overhead.
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Table 4.1: Experimentally measured parameters (see equations (4.3), (4.4)).
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4.4 Conclusions
A new approach for sustaining computation during intermittent supply, Hibernus,
has been proposed. This allows a system to sustain computation through power
outages which are common in energy-harvesting systems. It has a lower energy
and time overhead than a recently proposed scheme, as demonstrated experimen-
tally. This contributes to the development of future energy harvesting systems.
Our continuing work is investigating performance with real energy harvesters,
rather than the voltage-dominant sources evaluated here.
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Chapter 5
Monitoring of Historical
Buildings using WSNs
Historic buildings are a distinctive and invaluable characteristic of numerous Eu-
ropean cities, and living symbols of Europe’s rich cultural heritage. Monitoring
the structural health and the local climate of historical heritage buildings can
be an hard task for civil engineers due to the lack of a pre-existing monitoring
model and difficult installation constrains. Wireless Sensor Networks (WSNs) are
a valid alternative for monitoring and improving the energy efficiency of historic
buildings.
This Chapter presents the experience gathered during an European Project
(3ENCULT Project - Efficient Energy for EU Cultural Heritage) related to the
design and implementation of an innovative WSNs for monitoring heritage build-
ings. In more detail, we will introduce a long-term and low-cost distributed
environmental monitoring system, which promotes energy-efficient retrofitting in
historic buildings.
We have been focused at developing a new hardware and software solution
to efficiently satisfy the requirements for long-term monitoring of an historical
building, called ‘Palazzina della Viola’, and located in the centre of Bologna,
Italy. The presented system provides real-time feedback for civil engineers, which
can retrieve sensed data using remote interfaces.
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Based on 7 months of operation, we show that the proposed solution, com-
pared with other standard monitoring systems, is an effective low-cost alternative
tool for assessing the environmental monitoring in heritage buildings. The system
allows a reliable data transfer and we estimated the lifetime beyond two years.
5.1 Introduction
Historic buildings are often characterized by their extraordinary architecture,
design and materials. The conservation of this buildings for future generations is
one of the main tasks of the European Union (EU). It is therefore very important
to understand the deterioration processes, which affect artworks in museums and
historical buildings [61, 62].
Structural and environmental monitoring are fundamental for protecting our
heritage from degradation and to obtain more detailed information about the de-
terioration processes, and real-time monitoring systems represent a valid solution
for this purpose.
However, most of the monitoring systems currently deployed are only ca-
pable of weather data acquisition and they use basic models for data analysis.
Furthermore, most of the commercial systems require cabling, which is neither
aesthetically appealing nor applicable in all cases due to the necessity of fasten-
ing techniques. This is particularly significant for historical monuments and other
cultural heritage.
Wireless Sensor Networks (WSNs) enable a radically different solutions over-
coming the above limitations [63, 64]. Historical buildings require periodic ob-
servations for assessing their health both during normal operations and during
potentially damaging events, such as an earthquake. Moreover, a continuous
monitoring of environmental conditions is required for a proper conservation of
frescoes, paintings and artworks [65].
In this way, intelligent monitoring of structural health has become an impor-
tant research topic mainly because of the lack of pre-existing monitoring models
and to the constraints associated with the measurement devices.
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Today, it is possible to easily obtain prototypes with low-cost manufacturing,
and miniaturized smart sensor nodes, which can be easily configured for monitor-
ing purposes. The challenge is however the ability to allow these nodes to operate
in a collaborative way over a long period of time without user intervention.
Environmental parameters such as temperature, relative humidity, and light
should be as much constant as possible, avoiding abrupt variations and within
well-defined ranges suggested by experts. In this context, WSNs can provide per-
vasive and continuous tracking of the micro-climate in historical buildings, where
frescoed walls often refrain the deployment of cables and dangerous conditions
should be detected as soon as possible.
This Chapter presents the experience maturated during a 3ENCULT Euro-
pean Project regarding the design and implementation of a WSN for environmen-
tal monitoring of heritage buildings. We present the network solution developed
to efficiently satisfy the requirements for long-term monitoring of a historical
building. We will present an application scenario and the strategies for a rapid,
accurate and low-cost intelligent monitoring. The selected hardware allows low-
power consumption and long-distance peer-to-peer data transmission. An inte-
grated prototype has been deployed in a 36 wireless sensor nodes test-bed in a
4-storey renaissance building, called ‘Palazzina della Viola’, and located in the
centre of Bologna, Italy.
5.1.1 Palazzina della Viola
A XVI century building it is now an important structure and working area for the
University of Bologna of about 1.300 m2. The area hosts several employees who
annually interact with thousands students. The ‘Palazzina della Viola’ building
and some of the frescoes are shown in Figure 5.1. After the refurbishment, post-
intervention diagnoses are regularly performed in this building and they are used
to evaluate the strategies to improve both user comfort and energy efficiency.
The preservation of the frescoes represents the main concern for these kind
of historical buildings. The timely estimation of potential risks to the frescoes
requires a real-time monitoring and an appropriate response model, to understand
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Figure 5.1: Palazzina della Viola
the structural behavior of this building [66].
5.1.2 Contribution
In this Chapter, we will present our hardware and software solution developed to
efficiently monitor each local climate variations in the building and we will dis-
cuss about the implementation of a network to guarantee a long-term autonomy
to the installation. Specifically, the WSN is composed of wireless sensor nodes
(W24TH model), which collect information about air temperature, relative hu-
midity, vibration, air quality and ambient light, and deliver data using multi-hop
wireless routing.
The hardware core of each W24TH node in the network is based on NXP
JN5148 Microcontroller (MCU) [47]. In addition, the gateway can send e-mails to
the building staff if the environmental parameters exceed the adjustable thresh-
olds. A special focus is dedicated to the software system, which manages the
wireless sensor nodes. This software is proprietary and adapted especially for
long-term, and low-power operation. It consists of a boot-loader function, which
is responsible for radio transmission and for the joining of the nodes, and for
over-the-air software updates.
On top of the boot-loader a specific application is implemented, which is re-
sponsible for the acquisition, conversion and preprocessing of data before trans-
mission.
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Deployment details such as the placement of the wireless sensor nodes are
then presented. Moreover, we will compare the results obtained with about our
WSN and alternative or traditional monitoring instruments.
5.2 Background
The small size of wireless sensor nodes makes WSNs a winning strategy for observ-
ing activities and monitoring the environment in buildings that contain artworks
and frescoes in which the visual impact of the instrumentations must be limited.
WSNs are usually deployed to acquire both structural and environmental data.
However, these two application contexts have different requirements and con-
straints [67, 68, 69]. In structural monitoring, nodes are mainly placed where
the structure is damaged. The main challenge is how to collect, process and
deliver the structural and deformation measurements. In general, these measure-
ments are acquired with high sampling rate and high precision, but only for a
relatively short-time and periodically repeated.
Conversely, the wireless sensor nodes used in environmental monitoring have
to measure long-term critical environmental parameters, which are used to under-
stand the health of artworks and frescoes. Environmental monitoring applications
are then designed for low-power and long-term operation.
Many applications have been carried out in recent years such as the ‘Villa
Regina’ [70] case study in Turin and the ‘Torre Rognosa’ [71] in San Gimignano,
Italy. In the first case, an historical Savoy residence, the main aim was to evaluate
the reliability of a WSN for protecting and preventing oxidation of old mirrors.
The network topology used was simple and the researchers were focused on finding
the right position to provide data with high accuracy.
The deployment of San Gimignano was focused on the conservation of the
structure, monitoring the parameters which can be considered critical such as
temperature, humidity, light and structural information about masonry cracks.
Another notable deployment has been carried out in the last years: the system
deployed in Torre Aquila [72], a medieval tower in Trento (Italy), where a cus-
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tomized hardware collects efficiently high-volume vibration data and specially-
designed sensors acquire the building’s deformation. In addition, this system
includes a dedicated software services, which provide data collection, data dis-
semination and time synchronization with low-memory demands.
However, in all presented systems the implementation lacks of the support for
time synchronization (Chapter 3) and low-power operations, hampering their use
in long-term deployments.
The lifetime of WSNs largely depends on the power consumption of every
wireless sensor node and an efficient power management may result in a longer
network lifetime (Chapter 2).
Our goal is to reduce consumption both when the node is in active mode
by optimizing radio activity through a synchronous power management strategy
and when the node is in sleep mode with the presented dynamic power control
algorithm.
5.3 Hardware Design
The architectural diagram and the pictures of the wireless sensor node are shown
in Fig. 5.2. The node is built on the top of an NXP module, placed on the sensor
board, together with several sensors connected to it. The power unit contains
two primary batteries, but can be also powered with energy harvesting.
5.3.1 Node Platform
. The core of the sensor node is a NXP JN5148 module, which is an ultra-low-
power and high-performance wireless microcontroller, targeted at ZigBee PRO
networking applications. The device features an enhanced 32-bit RISC processor,
a 2.4 GHz IEEE 802.15.4 compliant transceiver, 128 kB of ROM, 128 kB of RAM
and several analogue and digital peripherals.
Compared to other similar platforms (e.g. TelosB [73]), it can reach a better
power saving (e.g. more than 35%). Moreover it can be equipped with energy
harvesting systems from multiple environmental sources [74, 75, 76, 77].
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Figure 5.2: Sensor node used for environmental monitoring. (a) Block architec-
ture. (b) Top side and bottom side.
The power consumption of this node is 15 mA for transmission (TX) and 18
mA for reception (RX). The board has several sensors such as a 3-axis accelerom-
eter sensor, temperature and humidity sensor, an ambient light sensor and MOX
gas sensor. Each sensor has a specific front-end circuit, which is useful for differ-
ent environmental monitoring applications. A MicroSD card is also on-board for
local back-up, data logging and firmware updating.
Moreover, each node equips a USB battery charger, an external local oscillator
and a power management subsystem.
The power management subsystem provides the possibility to switch OFF the
whole system, by enabling a consumption of less than 10 uA, when the system is
in sleep mode.
5.4 Software Design
Zigbee PRO protocol is considered a standard technology for WSNs. However,
the current status of this specification still suffers because of low-flexibility for
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different network topologies such as cluster, tree or mesh topologies and it presents
several limits when used for kind different applications.
The current IEEE 802.15.4 MAC layer uses two types of channel access mech-
anisms based on slotted carrier sense multiple access with collision avoidance
(CSMA-CA) algorithm and un-slotted CSMA-CA algorithm [78]. The first type
is operating in beacon-enabled mode with synchronization, while the second one
is operating in a non-beacon enabled mode without synchronization. The non
beacon-enabled mode does not provide the time synchronization, while it has the
features of high scalability and low complexity. Thus, it can not support the
active/sleep scheduling and Guaranteed Time Slot (GTS) mechanism.
On the other side, it is possible to achieve a very low duty-cycle in the beacon-
enabled mode with time synchronization, by exploiting the GTS allocation mech-
anism and using the super-frame structure. Therefore, it is suitable for WSNs
applications with stringent energy requirements, to operate in the beacon-enabled
mode, but the beacon-enabled mode also has the problem of low scalability, since
the super-frame structure of IEEE 802.15.4 MAC is normally operated only in
star-based networks.
5.4.1 Network Solution
In the context presented above, we have developed an Energy-efficient Service-
Packet-based (ESS) transmission algorithm, which provides a time synchroniza-
tion by using non beacon-enabled IEEE 802.15.4.
Moreover, this algorithm avoids collisions during the data packets transmis-
sion through a Time Division Multiple Access (TDMA) technique where each
node in the network transmits information in a given time slot.
The Service-Packet contains several information, including data for time syn-
chronization as well as the sequence of active sensors for all receivers. The trans-
mission of the Service Packet across the network is performed by using a novel
approach based on a constructive interference of IEEE 802.15.4 symbols for fast
network flooding and implicit time synchronization [80]. This approach considers
interference an advantage rather than a problem. Specifically, simultaneous trans-
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missions of the same packet (Service Packet) constructively interfere by allowing
receivers to decode the packet even in the absence of capture effects.
In this way, it achieves a flooding reliability above the 99% and it approaches
the theoretical lower latency bound across different node densities and network
sizes. Moreover, this technique provides network-wide time synchronization, since
it implicitly synchronizes nodes as the flooding packet propagates through the
network.
Using this approach, wireless sensor nodes turn on their radios for the com-
munications over the wireless medium and transmit overheard packets after a
certain time delay.
Since the neighbours of a sender receive a packet at the same time, they also
start to transmit the packet at the same time. This approach again triggers other
nodes to receive and transmit the packet.
Basically, this approach benefits from concurrent transmissions of the same
Service Packet by quickly propagating it from the coordinator (source node) to
all other wireless sensor nodes in the network. Each node can transmit a finite
number of Service Packet by decrementing an internal and local counter. Conse-
quently, each node can infer from the counter how many times a received packet
has been relayed.
Moreover, it is possible using the same approach presented above to perform
the over-the-air software update. The coordinator collects the information about
Link Quality (LQ) from nthe odes and then makes up the virtual topology map
of overall network and assigns to each node a specific time slot. In this way, the
coordinator defines the right configuration as a trade-off between the network
topology and the energy efficiency.
Summarizing, the entire activity of our network is carried out between two
Service Packets. Each Service packet is transmitted over the network by exploit-
ing a constructive interference of IEEE 802.15.4 symbols for fast flooding and
time synchronization. The coordinator define the network topology and the time
slot of each node according to the LQ. Each node transmits through multi-hop
radio link solution the data packet to the coordinator in a specific time slot.
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5.4.2 Dynamic Power-supply control and TCA Time Syn-
chronization
In this deployment, we have been focused on reducing consumption by keeping the
network synchronized with the node in active mode, optimizing the radio activity,
by using a synchronous power management strategy presented in the previous
subsection and by using the low-overhead and local clock synchronization based
on a the presented temperature compensation algorithm (TCA) (Chapter 3).
Moreover, we have been focused on reducing consumption when the node is
in sleep mode by implementing a dynamic power-supply control algorithm, which
minimizes the use of the DC-DC converter presented in Chapter 2.
The proposed solutions significantly increase the lifetime of this network,
achieving in the performed test a lifetime increment of 30%. In this way, the
system allows a reliably data transfer and has an estimated lifetime beyond two
year.
5.4.3 WSN Coordinator and Web Interface
The coordinator is responsible of two main activities: it has to manage the sen-
sor network by coordinating wirelees sensor nodes, keeping them synchronized,
arranging transmissions and reorganizing the network when new nodes enter or
fail. On the other side, it is in charge of collecting data from the network and
delivering the date and information to a database. The coordinator used in our
deployment have the same hardware architecture of the other nodes but it is
connected, via UART, to a mini-computer, which permits to access to the Local
Area Network. Two different processes run simultaneously on the coordinator:
the first process manages the whole network and gather data from the nodes,
while the second one connects the coordinator to the database for storing data.
The database is a fundamental block of a heritage monitoring system: data need
to be properly stored, and the users should be able to retrieve the historical values
even after a few months or years, for statical purposes or for scientific aims.
We have decided to use the Catcti front-end for network graphing solution.
64
Cacti is a complete front-end to RRDTool, which stores information to create
graphs with data in a MySQL database. Cacti is usefull to maintain Graphs, Data
Sources, and Round Robin Archives in a database and it also handles the data
gathering. For instance, in Fig. 5.3 are shown the data relating to acceleration,
relative humidity, light and temperature collected in the week from 16/05/2013
to 23/05/2013 from a single node within the ‘Palazzina della Viola’ building. Of
course, the amount of energy for receiving and forwarding is still not negligible. In
this way, advanced algorithms can be used to reduce the amount of data through
the network. For this purposes, we are considering to use compressive sampling,
which is one possible technique for minimising expensive data transmissions [81].
5.5 Deployment
The ‘Palazzina della Viola’ building contains four floors: the underground that
is used for different services, the ground floor and first floor that are occupied by
about 40 employees, and, finally, the attic that contains the electric generators.
5.5.1 Node placement
As shown in Fig. 5.4, the network consists of 36 nodes distributed on different
building floors. In this way, it is possible to acquire data from the whole building.
The sensors are arranged in a static positions, except for 6 sensors, which are
located in the large hall and front loggia.
These rooms present both frescoes and are located on the first floor of the
building. The 6 nodes can be used as mobile stations in order to carry out
specific measurement campaigns.
The sensors position is carefully chosen to detect several variables (light, tem-
perature, humidity and vibration), which are useful for civil engineers to verify
several aspects such as: light distribution in different rooms with both natural
or artificial lighting or to evaluate the impact on artworks and frescoes; vibra-
tion measurements during and after structural and energetic refurbishment and,
finally, the changes of the air flow between rooms of different volumes and heights.
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Figure 5.3: Acceleration, humidity, light and Temperature shown through the
Graphical User Interface.
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Figure 5.4: Deployment map.
An extensive experimental work was carried out by civil engineers. This work
includes several survey campaigns aimed to investigate the environmental and
structural conditions of the ‘Palazzina della Viola’ building. In the following,
some examples of methodology survey conducted by civil engineers, using our
WSN and, specifically, the dynamic 6 nodes placed on the first floor. This survey
is conducted to compare dynamic wireless sensor monitoring in combination or
in alternative to traditional climate structural testing. In Fig. 5.5 are shown the
28 fixed points for environmental and structural monitoring the temperature in
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Figure 5.5: 28 Fixed points for temperature monitoring.
Figure 5.6: Illuminance values measured through both lux-meter and our WSN.
the large hall, using the 6 dynamic node.
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Figure 5.7: Example of acceleration, measured through WSN node, during refur-
bishment operations.
5.5.1.1 Light distribution.
In Fig. 5.6 is presented the illuminance measures inside the Large Hall room by
using both professional lux-meter and 13 WSN nodes. The data are obtained
from the dynamic node at the same time of the lux-meter. The obtained results
highlight how our nodes, equipped with light sensor, exhibit an average error
of 5%. Thus, they can be used in place of a professional lux meter in order to
continuously monitoring the daily or seasonal variations of ambient light.
5.5.1.2 Vibration levels testing during refurbishment
The restoration and refurbishment interventions cause structural stress to the
building. Moreover, buildings are also undergone to strong vibrations during
natural events such as wind gusts, storms and earthquakes. The analysis of
vibration level is useful to evaluate the impact on the building and then, to
preserve artistic and valuable decorations.
Typically, structural problems such as cracks in masonry walls are monitor
through crack meters positioned near the cracks. However, this approach requires
several demanding tasks both during the installation of the instrument and during
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Figure 5.8: Air temperature map at 1.75m height, collected in May 2012 in the
Large Hall.
the data readings. Our WSN allows to substitute crack meters by using nodes
equipped with accelerometer sensors. In this case the installation is fast and the
data are periodically read without any risk to introduce error (i.e. human error)
like in the manual measuring.
Furthermore, the accelerometers not need to be placed across the crack be-
cause the vibrations can be collected in proximity of each accelerometer. Fig. 5.7
shows an example of vibrations detected during refurbishment operations.
5.5.1.3 Air temperature distribution
The temperature measurements were made to a height of 1.75m from the ground.
The civil engineers have compared the temperature values obtained in four dif-
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Figure 5.9: Variations of air temperature in a fixed point with different heights
in the Front Loggia.
ferent times of day in May 2012. The maps shown in Fig. 5.8 were obtained by
moving the 6 nodes in the 28 different positions.
By comparing the results obtained through the nodes of the WSN with a tradi-
tional monitoring system (portable instrument), the civil engineers have verified
that the results obtained are similar. However, the advantage to use a WSN
is that do not require the presence of a technician and a particular measuring
instrument for each kind of measurement.
Finally, Fig. 5.8 shows the temperature values obtained over a period of 36
hours with differences in heights compared to ground. In this case, they have
used 4 nodes placed at different heights (0, 0.83, 1.12, 1.85 meters) and located
near one of the windows of the front loggia. In this way, it is possible to esti-
mate the distribution of temperature at different levels at the same time of the
day. As expected, with increasing height, the temperature increases at higher
floors confirming a flow of heat from the bottom to the top of the loggia. These
discrepancies in the hygro-thermal behaviour of the building obviously affect the
comfort of the inhabitants and influence the energy efficiency of this building.
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5.6 Conclusion
Continuous monitoring of environmental parameters is crucial for protecting cul-
tural heritage and historical buildings. For this kind of activities, Wireless Sensor
Networks represent an alternative to traditional measuring instrumentation. This
Chapter describes the development of a technological Wireless Sensor Network
tailored to monitoring heritage buildings. The deployment efficiently guarantees
long-term monitoring and a high rate of data extracted from an historical build-
ing, called ‘Palazzina della Viola’. Experimental results show the performance of
the preliminary deployment of the network. The proposed WSN includes func-
tionalities for network management and efficient power supply management and
provides real-time feedback for the civil engineer. Based on 7 months of op-
eration, we demonstrated that the system is an effective tool for assessing the
environmental monitoring in heritage buildings. The system allows a reliably
data transfer and has an estimated lifetime beyond two year.
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Chapter 6
Low-cost Power Meter for
Monitoring Residential and
Industrial appliances
The recent research efforts in smart grids and residential power management are
focused on pervasive monitoring of power consumption in smart buildings. Real-
time monitoring of electric appliances is important to minimize the power wasted
and the overall energy cost.
Energy efficiency in smart buildings is mainly oriented to distributed sensor
applications, which monitor the power consumption of appliances in industrial,
commercial and domestic scenarios. In this context, Wireless Sensor Networks
(WSNs) represent a key technology for future smart building applications.
In this Chapter we present an innovative Non-intrusive Wireless Energy Me-
ter(NIWEM) for measuring the current, voltage and power factor developed in
collaboration with Telecom Italia s.p.a.
The analysis of current and voltage waveforms is fundamental for diagnos-
tics about power quality. Moreover, it enables Non-intrusive Load Monitoring
(NILM), which consists in analysing the voltage and current changes, and rec-
ognize the appliances that have been used as well as their individual power con-
sumption from a household’s total electricity consumption.
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As a key feature, the NIWEM is completely non-invasive and it can self-
sustain its operations by harvesting energy from the monitored load. Two primary
batteries are only used as a back-up power supply and to guarantee a fast start-
up of the system. An active ORing subsystem automatically selects the suitable
power source, minimizing the typical power losses of a classic diode configuration.
The node harvests energy when the power consumed by the device under
measurement is in the range of 10W÷10 kW, that also corresponds to a range of
current of 50mA÷50A, which are directly drawn from the high-voltage line.
Finally, the node features a low-power, 32-bit microcontroller for data pro-
cessing and a wireless transceiver to send data via the ZigBee PRO standard
protocol.
6.1 Introduction
In recent years, the efforts of the scientific community, in the field of electrical en-
ergy distribution and management, have moved in two directions, namely Smart
Grids and Smart Metering. The driving factor is the constantly increasing de-
mand of energy from industrial, commercial and domestic customers, while the
available energy resources are going to be exhausted.
Moreover, an irresponsible usage of the electrical energy and the poor qual-
ity of the power transmission line determine waste of energy and low reliability
of these distribution systems. All these reasons lead to envision of a new and
intelligent way to produce, distribute and use the energy.
The term Smart Grid, coined by [83], refers to the usage of the Information
Technology for the power grids of the future, which will integrate the existing
power generation systems with large and small scale production of energy from
renewable sources.
Concurrently, innovations have been also addressed from the side of con-
sumers. Smart Metering is one of the most important way to promote accurate
management of the power resources and to grow a new awareness about the en-
ergy cost. For instance, as reported in [84], measuring and profiling of the power
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consumption of every appliance helps to reduce waste of energy.
In this context, Wireless Sensor Networks (WSNs) and energy harvesters play
a crucial role. Indeed, both Smart Grids and Smart Metering applications require
distributed and real-time systems for monitoring the main elements of a power
grid and user’s appliances [85]. In fact, the next-generation of measurement
systems should have a small-form factor and it should be non-invasive, easy-to-
install and cost-effective in terms of production and maintenance, because of the
large number of expected measuring points.
Since wireless sensor nodes and standalone embedded systems usually are bat-
tery powered, energy harvesting capability is becoming a critical requirement to
reduce costs of battery replacement. Energy Harvesting technologies have gained
increasing interest over the last years and, in particular, for powering embedded
systems with the energy obtained from the surrounding environment [86, 87].
In general, a power monitoring system consists of current and voltage sensors
because the analysis of such waveforms is important to promote accurate man-
agement of resources, to grow new awareness about the cost of energy, to carry
out diagnostics about the power quality and to avoid waste of energy. In addition,
the use of smart meters that measure and communicate electricity consumption
enables the development of new energy efficiency services. Some promising ap-
plications involve the disaggregation of individual appliances from a household’s
total electricity consumption. In particular, smart meters enable Non-intrusive
Load Monitoring (NILM) [102, 103]. Smart meters with NILM technology can
be also used by utility companies to survey the specific usage of electric power
in different scenarios and they are considered a low-cost solution to observe the
general state of household’s appliances.
In this Chapter we introduce an innovative Non-intrusive Wireless Energy
Meter (NIWEM) with self-sustainable capability for smart metering applications.
It embeds two clamp-on Current Transformers (CT): one is used for the mea-
surement of the current consumption and the second one to harvest energy di-
rectly from the high-voltage line. The clamp-on transformers are non-invasive
sensors because they wrap around the power cable and make the node very easy-
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to-install. The voltage is measured using an innovative non-invasive voltage sen-
sor, which exploit coupling-capacitive elements. This new approach does not
require any electrical contact to the mains, which makes the measurement much
safer. It measures power consumption from 10W up to a maximum amount of
10kW.
The key feature of this sensor node is the energy harvesting subsystem, that
scavenges energy from the whole range of measurable currents, making the sensor
node fully autonomous. Two primary batteries are only provided as a back-
up energy source to avoid unexpected shut-down, when the appliances are not
powered and to guarantee fast start-up operations. One of the two power sources
is automatically selected using an active ORing system. This active configuration,
based on MOSFETs with very low on-state resistance, reduce the voltage drop
and the power losses compared to the diode-passive topology.
The data from the current transformer and the voltage sensor are processed by
a low-power, 32-bit microcontroller and transmitted using ZigBee PRO standard
with Home Automation profile.
In the next two Sections (Section 6.2 and Section 6.3) is presented an overview
of the challenges in Smart Metering systems and the state of the art in design-
ing fully autonomous sensor nodes for current metering. The remaining Sections
(Section 6.4, Section 6.5, Section 6.6) show a detailed description of the imple-
mentation of the proposed sensor node.
6.2 Smart Metering: background
A number of leading energy worldwide companies are making enormous effort
to improve energy efficiency, by monitoring energy consumption through smart
meters for residential and commercial buildings [88]. The main goal of metering
in smart buildings will be to suggest optimal usage schedules for household’s
appliances for reaching established targets (e.g. to save energy, equalize the
demand, or forecast peaks of energy consumption).
Actually, meter manufacturers are going on the market with a differentiated
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offer: low-cost metering solutions, which are suitable for large scale distributed
monitoring of households, and high-level smart meters, which used for accurate
and scientific measurements.
Moreover, manufacturers have to consider the different regulatory require-
ments of each area as well as the different services required for different markets.
For instance, as discussed in [89], the regulations related to automated meter
reading impose a specific sampling rate and data transmission.
Smart meters need to acquire a big amount of data, which are stored and
processed on-site, by only transmitting few useful information through wireless
or wired communication [90]. This increases the cost and the features of each
single node.
In general, the presented issues are addressed using integrated System-on-
Chip (SoC) solutions, which are configurable and provide a rich set of features
tailored for smart metering [91].
Commercial ICs which perform energy measurement are surveyed in [92].
For instance, Microchip MCP3905 supports real power measurement using two
ADC channels optimized to perform both current and voltage measurement. A
fixed-function DSP block is also on-chip for real power calculation. The output
is a pulse signal whose frequency is proportional to the power.
Analog Devices ADE7953 measures voltage and current, and calculates active,
reactive, and apparent power, as well as instantaneous RMS values. It provides
high-accuracy and the access to the on-chip registers, by using a variety of com-
munication interfaces such as SPI, I2C, and UART.
NXP EM773 energy metering IC is a 32-bit microcontroller (MCU) solution
designed specifically for electricity metering applications. This micrcontroller is
based on an ARM Cortex-M0 core, which is a low-cost 32-bit MCU and it is
designed for 8/16-bit smart metering applications.
Moreover, several MCU manufacturers develop highly-integrated ADCs for
multi-phase applications. ADCs on AFE family of Microchip use hardware logic
to perform synchronous sampling. For instance, the MCP3903 AFE provides six
synchronously ADCs for the three-phase energy measurement. In a similar man-
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ner, Atmel 78M6631 contains the hardware (sampling and conversion elements)
for implementing a high-precision three-phase measurement.
Another fundamental aspect is the communication technology used for trans-
mitting data in a Home Area Network (HAN) [93]. Depending on the number
of smart meters in a HAN, the existing solutions for energy monitoring can be
classified into two groups:
 The distributed approach: a smart meter is installed in each device of the
HAN and information are then transmitted to a central point. Commer-
cially solutions are available as smart plug meters. They measure the power
consumption of each appliance on-site and transmit the energy consumption
to a central gateway using wireless or wired communication.
 The centralized approach [94] is mainly used to monitor a power network,
which contains a given number of appliances, by only using one central
device. This meter has to estimate the number and type of each load as
well as its individual energy consumption and other important parameters,
by using a complex analysis of the current and voltage changes (NILM).
Of course, this approach requires a priori knowledge about the household
appliances and their electrical characteristics, or it needs a complex training
phase involving the users are also involved.
Two typologies of networking techniques are usually exploited in a Home Area
Network [95]: Power Line Communication and Wireless Communication. In the
following, a brief discussion about these two approaches:
6.2.1 Power Line communication (PLC)
PLC [96] uses existing electrical installation to transmit information in a fre-
quency band between 3kHz - 30MHz. PLC is used in smart buildings for moni-
toring electrical appliances without installing any new structure. The data speed
is between 14-45 Mbps for indoor environments and it can reach 224 Mbps for
outdoor communication. The mainstream protocols in PLC technology are X-10,
LonWorks or KNX.
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Moreover, other proprietary standards are also available such as INSTEON
and PLC-BUS, but they are not commonly adopted.
The main problem of PLC is the signal attenuation and distortion caused
by the interference of the connected electrical devices, which introduce a lack of
reliability and security in data transmission.
6.2.1.1 X-10
X-10 is an open standard for PLC that is used for home automation applications
such as household smart meter, households appliances control, lighting control,
house security and surveillance. It makes use of the existing household electrical
wiring to transmit data, by encoding information onto a 120 KHz power carrier,
during the zero crossing of the 50 or 60 Hz AC power wave.
X-10 system mainly consists of a module called controller equipped with a
transmitter and multiple receivers, which are identified by an address configured
using a combination of 16 house codes and 16 unit codes and each data packet
contains an identifier (named start code) followed by a house code and a function
code.
6.2.1.2 KNX
KNX aims to provide a complete solution for home and building control and it
is supported by numerous important manufacturers in the world.
This standard is based upon more than 24 years of experience in the market,
amongst others with predecessor systems to KNX: EIB, EHS and BatiBUS. Via
the KNX medium to which all bus are connected (twisted pair, radio frequency,
power line or IP/Ethernet), devices are able to exchange information. Bus devices
can either be sensors or actuators needed for the control of building management
equipment. All these functions can be controlled, monitored and signalled via a
uniform system without the necessity of an extra control centre.
79
6.2.1.3 LonWorks
The core of LonWorks technology (Local Operating Network) is the LonTalk
protocol, developed by Echelon. The main goal of LonWorks is to make build-
ing control systems simple and easy to install, using a platform that offer both
hardware (Neuron chips) and software tools (Neuron ANSI C).
The LonTalk is a layered, packet-based, peer-to-peer communication proto-
col designed to be medium-independent. However, the main used channels are
twisted pair and PLC. LonTalk is based on network variables (NVs). The appli-
cation that runs in each device does not need to know where the input and output
NVs come from or go to, because this is the task of the LonWorks firmware. Alto-
gether LonWorks is similar to KNX, but it is used in a wide range of applications
and mainly outside to the home and building fields.
6.2.2 Wireless Protocols
A variety of short-distance wireless technologies are emerging to provide flexible
networking without considering the complexity and cost of physical wiring in a
house.
These technologies work in the Industrial Scientific Medical Bands such us
Bluetooth, ZigBee and Z-Wave, especially the 2.4 GHz frequency range. As a
proprietary protocol, Z-Wave is not commonly adopted. ZigBee is a low-power
wireless communications technology designed for monitoring and control of de-
vices, and it is maintained and published by the ZigBee Alliance. Short-range
wireless technologies are tailored to be a low-speed, low-power, low-cost and flex-
ible solution for smart monitoring in a building.
6.3 Energy Harvesting for Smart Metering
Monitoring active and apparent power in smart metering applications is certainly
the most important task to promote effective energy polices; therefore recent
research efforts are directed to the current sensor nodes and transducers design.
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Cai et al. in [97] present a prototype of self-sustainable wireless current and
voltage meter to monitor the load on the distribution line in Smart Grids. The
current sensor is an air coil tested to sense up to 200A of current. The power
consumption is high due to the presence of a GPS receiver for time-stamp, starting
from 400mW in idle state, it raises to 1300mW during transmission. To achieve
autonomous operations, they use two energy harvesters based on cubic shape coil,
which can deliver an output power of 744mW with an input current of 170A.
The stick-on wireless sensor node presented in [98] combines current and tem-
perature sensors and it is intended to monitor a set of utilities. This prototype
is battery-less equipped with a ZigBee module and a 1F supercapacitor used as
back-up source to perform critical operations during power outage. The sys-
tem exploits an application-tailored flux concentrator for reading and harvesting
tasks. A novel boost converter is used to convert and step-up the low AC output
voltage of the flux concentrator. The node consumes few tens of microampere in
idle state and about 30mA in transmission. It cannot work with primary currents
lower than 60A, while operating with a duty cycle of 60s with a primary current
below 100A.
In [99], authors have designed and prototyped a very accurate autonomous
voltage and current measurement unit which can sense AC voltage in the range
100V÷1000V and AC current in the range 1A÷1000A with an error less than 1%
full scale. The supply system consists in two circuits operated in parallel which
can harvest energy respectively from measured voltage and current. The operat-
ing range of the harvester spans from 5A to much more 350A, nevertheless the
most considerable drawback of this solution is the lack of wireless communication.
All the aforementioned works are suitable for grid-level monitoring in which
currents are in the order of tens or hundreds of amperes. In contrast to such
systems, the IEEE 802.15.4-compliant wireless smart meter presented in [100]
features a device-level sensing granularity. In other words it allows to monitor
the energy consumption of single appliances with a power consumption up more
than 1kW and it can switch-off the appliance under control simply driving a
solid-state relay. Even though the system is realized with low power components
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Table 6.1: Summary of main electrical features of nodes cited in Sec. 6.3
Reference Primary Harvested Power
work Current [A] Power [mW] Consumption [mW]
[97] ≥100 ≥270 400 ÷ 1300
[98] ≥60 N.A. 0.4 ÷ 100
[99] 5 ÷ 350 N.A. N.A.
[100] ≤5 No Harvesting 0.14 ÷ 190
[101] N.A. N.A. N.A.
it does not perform energy harvesting but is powered by mains exploiting a small
transformer. The total power consumption spans between the 140µW of the idle
state and the 190mW of the radio transmission.
However, the trend is to reach perpetual operation of smart meters. In [101]
a battery-free energy harvester is implemented on-chip by using 0.25-µm CMOS
process. The harvester convert the AC signal coming from a Rogowski coil by
means of an active rectifier and a set of boost converters. Such conversion tech-
nique, combined with a switched capacitor sampler, suppresses the total harmonic
distortion and improves the power factor making this system good for power mea-
surement. As the system is battery-free, a proper circuit is provided to guarantee
the start-up operations when the appliances are powered up. Nevertheless, it
does not feature wireless communications or smart operations.
Finally, it is worth to mention that some products are already available on
the market. To the best of our knowledge they can perform approximate analysis
without any wireless capability and can generate only an alarm when the power
consumption of a building rises above a certain threshold.
Table 6.1 summarizes the majority of the wireless sensor meters with energy
harvesting capability presented in literature. They are designed to monitor power
grids or electrical assets and thus the current under measurement is quite high.
Indeed, nodes with lower sensing granularity and used to measure residential
appliances are usually powered directly from the main.
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Figure 6.1: Block diagram of the current sensing circuit.
6.4 System Description
Non-intrusive Wireless Energy Meter (NIWEM) exploits two clamp-on current
transformers for non-intrusive current measurement and energy harvesting, and
an non-invasive coupling-capacitance voltage sensor. NIWEM architecture con-
sists of five main blocks: i) the current sensing section, ii) the voltage sensing
section, iii) the active ORing system iv) the energy harvester and finally v) the
microcontroller and wireless transceiver.
6.4.1 Current Sensing Section
Fig. 6.1 shows the block diagram for the current measurement. The adopted cur-
rent transformer features linear performance over a wide range of input currents
and it is easy to install because it does not require any interruption or cutting of
wires. Moreover it offers galvanic isolation since it decouples the digital circuit
from the high-voltage line. The main electrical characteristics of the selected
sensor are the number of turns n=3000 and the maximum input current of 60A,
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Table 6.2: Values of RMEAS, power and resolution
RMEAS Maximum Power Resolution
560 Ω 1 kW <1 W
270 Ω 2 kW 1 W
150 Ω 5 kW 2.5 W
80 Ω 10 kW 5 W
which corresponds to a maximum current of 20mA on the secondary side.
In Figure 6.2 we show the schematic of the measurement circuit. The current
coming from the inductive coupling is converted to a proportional voltage using a
precision resistor RMEAS connected in parallel to the secondary side. The values
of current that can be measured strictly depend on the value chosen for RMEAS.
The optimal values of this resistance are listed in Table 6.2 with the relative range
of measurable power and resolution. These values are calculated with the aim of
maximize the span and optimize the accuracy of each power range.
The voltage obtained from the CT conversion is acquired and elaborated by
the 32-bit microcontroller. As the 12-bit ADC is single-ended, we introduced a
voltage divider formed by R1 and R2, which biases the voltage to positive values.
The signal VREF is generated by the DAC and it is possible to switch-off the bias
and to save the power dissipated by the resistors during the sleep time.
Many residential and industrial appliances are non-linear and they are typi-
cally equipped with switching regulators, which generate a harmonic content that
is not considered by measuring the simple phase lag ϕ.
The Power Factor (PF) measures the contribution of both the phase lag ϕ
and the high frequency content of the input current. This harmonic content, as
well as the phase lag ϕ, is regulated by the European Standard EN 60555, which
defines the limits and the constraints for appliances and mains. In this context,
the analysis of the current and voltage is crucial for measuring PF, which is
the ratio between the real power (P) measured in (W) and the apparent power
(S) measured in (VA). The PF can get values in the range from 0 to 1 but, in
general, it has to be bigger than 0.85. The utility companies supply customers
with apparent power but the utility bill is related to the real power. When the
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Figure 6.2: Schematic of the current sensing circuit.
PF is lower than 1, the companies need to generate more than the minimum volt-
amperes necessary to supply the real power, increasing the costs of the generation
and transmission of the energy.
The ADC samples with a frequency of 12.5kHz and the current values are
elaborated from the microcontroller. A Raised Cosine Filter (RCF) is imple-
mented to reduce the high-frequency noise. The RCF is a low-pass filter, which
is commonly used for pulse shaping in data transmission systems. The frequency
response H(f) of a this filter is symmetrical around 0 Hz and it is divided into
three parts: it is constant in the pass-band, it sinks in a graceful cosine curve
to zero through the transition region and it is zero outside the pass-band. The
response of the implemented filter is an approximation to this behaviour. The
filter is designed as a Finite Impulse Response filter (FIR) (f=12.5KHz, corner
frequency 500Hz, -6dB).
6.4.2 Energy Harvester
The energy harvesting circuit, shown in Figure 6.3, exploits an additional dedi-
cated clamp-on (CT1) current transformer as energy transducer. The transformer
harvests a current of about 5mA when a primary current of 13A is consumed by
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Figure 6.3: Power supply schematic of the wireless current sensor node. A low-
loss, low-power active ORing system generates VCC by selecting the suitable
source between the backup battery and the energy harvester. An over voltage
protection is provided to avoid MCU and radio transceiver damages.
the appliance, while a current of about 700µA is delivered with a primary current
of 2A.
The AC to DC converter is a full-wave passive rectifier. It is realized by four
Schottky diodes (D1 ÷D4) with very low forward voltage to minimize power losses
across the bridge. The energy buffer is a 0.47F electric double layer capacitor (C)
with ultra-low internal resistance.
6.4.3 Active ORing
The power supply schematic in Figure 6.3 shows that the VCC signal used to
power the WCSN can be derived from two different sources: the energy harvester
and two additional AAA batteries (B). These batteries are used as reservoir en-
ergy source to guarantee the system start-up. The switching between the energy
harvester and the batteries must be automatic, fast and power efficient. For these
reasons we implemented it by an active ORing system.Usually, the most simple
ORing topology is built with a passive diode for each energy source and the re-
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sulting signal is given by the source showing the greatest voltage level decreased
by the diode threshold. However, to remove the voltage drop introduced by the
diode and to improve the efficiency, we implemented an Active ORing, at the cost
of a more complex circuit.
6.4.4 MCU and Wireless Transceiver
A wide range of microcontrollers and radio transceivers are available on the mar-
ket for a variety of metering applications. Our architecture is based on the JN5148
module from NXP [47], which provides an ultra-low power, high performance
wireless microcontroller targeted to WSN applications.
As already described above, this microcontroller features an enhanced 32-
bit RISC processor, a 2.4GHz IEEE 802.15.4 compliant radio transceiver, 128kB
ROM, 128kB RAM, and a complete set of analogue and digital peripherals such as
a 12-bit ADC, a 12-bit DAC and a SPI interface. The key features of the JN5148
module are the very low sleep current, only 2.6µA and the low power consumption
of the radio transceiver, namely at 3.0V it draws 15mA during transmission and
17.5mA when receiving.
The smart power meter has to be able to transmit data to an Energy@Home
Gateway by using ZigBee PRO protocol with Home Automation profile. The
gateway used is named FlexKey and it is one of the most compact Zigbee USB
Dongle available on the market today. Due to its RF performance, it enables
secure and reliable wireless connectivity between internal and external environ-
ment. The Gateway has been designed to be connected to any device equipped
with a USB port (ADSL modem, PC, Tablet), to enable to connect in a ZigBee
network. In Fig. 6.10, the prototype of the hardware of the smart power meter
is shown.
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Figure 6.4: Capacitance-decoupling voltage element.
6.5 Non-invasive voltage measurement using ca-
pacitive coupling elements
The measurement of current through the magnetic field across a single wire is
a well-established technique but there are no non-invasive sensors commercially
available for the voltage measurement. The main idea for measuring the voltage
with a non-invasive solution is to use capacitive-coupling elements positioned near
the electric field generated by the mains. These elements are able to generate a
current in response to the voltage variation and they are coupled to the conductive
parts of each cable, through the insulation.
As shown in Fig. 6.4, the proposed sensor consists of a conductor body used
to cover a part of the insulated surface of each wire in order to create a capacitive
coupling between the internal conductive element and the external body. The
formed capacitance C can be modelled as a cylindrical conductor of radius R1
(distribution line) nested within a larger hollow cylindrical conductor (external
body) of radius R2. The capacitance of such structure depends on the radius R1
and R2, the length l of the conductor body and the permittivity , which varies
with the insulation:
C =
2pil
ln R2
R1
(6.1)
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Figure 6.5: Equivalent circuit of the voltage sensor.
The voltage obtained by static induction is the output voltage, which is
divided between the inter-electrode capacitance and the resistor connected to
ground. The equivalent circuit is shown in Fig. 6.5 where the static capacitance
between the distribution line and the electrode is C, the measuring resistance is
R, the input voltage to ground is V in(t) and the output voltage is V out(t). When
the voltage V in(t) is applied, the current i(t) that flows through the capacitor is
given by:
i(t) = C
dVC(t)
dt
(6.2)
If the voltage is sinusoidal with a fixed frequency:
ω = 2pif (6.3)
the voltage across the capacitor is given by:
V c(t) = VC sinωt (6.4)
where Vc is the amplitude of the voltage across C. The current through the
capacitance becomes:
i(t) = CVCω cosωt (6.5)
89
Figure 6.6: Transfert function H(ω)
and the output voltage is defined as:
V out(t) = RCVCω cosωt (6.6)
In this way, if C and Vout(t) are well known, it is possible to define Vc(t),
which means to know the transfer function H(ω) of the equivalent two-port net-
work that defines the voltage sensor. Unfortunately, C depends of the type of
insulating, which can be different for each cable.
In Fig. 6.6 is shown an example of transfer function H(ω) obtained using a
given cable (sec. 10mm2) , in a range of frequencies between 50 − 800Hz. As
expected, the H(ω) function is similar to a simple first-order electronic high-pass
filter with a cut-off frequency ft equals to:
ft =
1
piRC
(6.7)
90
Figure 6.7: Prototype of the voltage sensors for different type of cables
The value of R is carefully chosen because, with the value of C, it determines
the profile of transfer function and the amplitude and phase of V out(t), which
are respectively attenuated and shifted from the filter.
In Fig. 6.7 is shown the prototype of the voltage sensor and in Fig. 6.8 are
shown the block diagram for the voltage measurement and the capacitive-coupling
elements. In the electrical distribution systems the voltage is measured between
two conductors (e.g. phase P and neutral N). However, these conductors are
floating compared to the smart meter if a common reference between them is not
available. The differential measurement allows to eliminate the floating compo-
nent and then to obtain only the useful voltage, eliminating the common reference
of the main AC conductors.
One possibility to make the problem of the sensor calibration negligible is
to obtain an output voltage Vout(t) in phase with the input voltage Vin(t),
integrating each capacitance-coupling element in a differential second-order RC
high-pass filter with a frequency fT much lower than 50Hz 6.9. In this way, it is
possible to consider minimal or negligible the effect of the capacitive coupling at
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Figure 6.8: Block diagram of the voltage sensing circuit.
50Hz Fig. 6.9. The first stage of the second-order RC passive filter in Fig. 6.9 has
been implemented to make negligible the phase shift introduced by the coupling-
capacitance, using high-value resistors while the second stage is mainly used to
adapt the input signal to the buffer stage, which is used to decouple the front-end
circuit to the ADCs.
6.6 Network Protocol and Architecture
The FlexKey USB gateway acts as a ZigBee PRO coordinator, with Home Au-
tomation profile, for the smart power meters network. ZigBee is a wireless net-
working technology developed by the ZigBee Alliance for low-data rate and short-
range applications. Home automation is one of the key market areas.
The ZigBee protocol stack is composed of four main layers: the physical (PHY)
layer, the medium access control (MAC) layer, the network (NWK) layer, and
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Figure 6.9: Measure of the potential difference through two capacitive-coupling
sensors.
the application (APL) layer. In addition, ZigBee provides security functionality
across layers. The two lower layers of the ZigBee protocol stack are defined by
the IEEE 802.15.4 standard, while the rest of the stack is defined by the ZigBee
specification. ZigBee Home Automation is a new profile to create smarter homes
that enhance the comfort, convenience, security and energy management for the
consumer and it adds several important features that improve the battery life
for smart sensors and simplify installation and maintenance for consumers and
custom installers. These features have a significant impact on operational and
device costs to service providers and quality of service to consumers.
Our ZigBee PRO NIWEM, with Home Automation profile, samples the cur-
rent and the voltage waveforms and provides the following parameters: RMS cur-
rent, RSM voltage and power factor. These data are then transmitted through
the ZigBee PRO protocol. The total amount of the data is equal to 94 byte and
they are sent by using two ZigBee PRO packets. The first packet contains 60 byte
of payload, where 40 byte are related to the current waveform and 20 byte are
related to the voltage waveform. The second one contains the remaining 20 byte
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of the voltage waveform and the RMS current (2 byte), the RMS voltage (2 byte),
the voltage across the microcontroller Vcc (2 byte) and, finally, the power factor
(4 byte). The use of a multi-packet solution is because payload length can not
exceed 60 byte due to the configuration of the network with this specific Gateway.
Moreover, we decided to not use the ZigBee PRO automatic fragmentation and
to perform a high-level check for the correct reception of the packets.
On the host-side, we have implemented a Java multiplatform software WiSta-
tion, which is able to run over every machine (e.g. Windows, Linux, Beaglebone,
Raspberry Pi, Android devices) and it acts as a control station. This software
communicates with the FlexKey ZigBee PRO gateway through a USB virtual
serial port and it allows the end-user to setup, to connect and to configure the
ZigBee network. Moreover, it performs packet check and it is able to alert with
notification in case of lost packets/nodes. The system displays the information
by using HTML/JavaScript pages with a local web server which is embedded
into the application. In this way, it is possible to keep the software completely
multi-platform and to enable the remote control of the ZigBee network. The main
WiStation web data view is shown in Fig. 6.11. This interface can be used by both
administrator and end-users for monitoring the voltage and current waveforms,
the RMS current and RMS voltage, and, finally, the power factor, the apparent,
real and reactive powers.
6.7 Experimental Results
The performance evaluation is focused on the energy harvester and on the sensing
circuit. We used a prototype and configuration shown in Fig. 6.12.
6.7.1 Energy harvester
The tests on proposed device started with the energy harvester performance eval-
uation. We emulated the power consumption (Pin) of real appliances by means
of a variable power resistor, and then we measured the current in the primary
circuit (Iin). Next we measure the current delivered by the harvester and charg-
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Figure 6.10: Top and bottom view of the hardware prototype used in laboratory
test.
Figure 6.11: Application data view
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Figure 6.12: Contact-less Smart power meter prototype.
ing the supercapacitor (Iout) by connecting the emulated appliances to the energy
harvesting circuit. The results are listed in Table 6.3.
The application firmware takes about 200ms for voltage sampling, data fil-
tering and elaboration and radio transmission. Considering VCC=3.0V, in this
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Table 6.3: Energy harvester performance for different appliances
Appliance Pin [W] Iin [A] Iout [mA]
Television 70 0.300 0.102
500W lamp 500 1.930 0.642
Oven 2000 8.600 2.856
Dishwasher 2500 10.840 3.610
Washing machine 3000 13.020 4.321
time interval the total power dissipated by the microcontroller and by the ac-
tive peripherals including the radio transceiver is about 150mW, thus the energy
demand is about 30mJ. When the node is inactive (sleep mode), most of the
on-board components are switched-off and the meter consumes less than 30µW.
Therefore, if the sleep time is properly calculated, the energy harvested during the
sleep time balances the amount necessary for a measurement and a packet trans-
mission; in other words a adjusted duty-cycle permits self-sustainable operations
on the node. Clearly, shorter sleep intervals necessitate the intervention of the
backup batteries to compensate the energy not scavenged by the CT. Moreover,
appliances with higher power consumption permit the CT to deliver higher power,
hence the sleep interval necessary to harvest enough energy for a measurement
is shorter and the duty-cycle could increase. The graph plotted in Figure 6.13
shows the curve of the optimum sleep time as a function of the power dissipation
of the appliances. The curve is obtained with experimental data and it shows that
any appliance with a specific power consumption, is characterized by a specific
duty-cycle which permits to obtain a perpetual measurement activity without the
need of batteries.
6.7.2 Accuracy of the measurement circuit
The performance evaluation is related to the error in the current, voltage and
power factor measurements. In Table 6.4 is presented a comparison between the
current consumption of few appliances measured with both a calibrated current
meter (Agilent U1193A) and our wireless energy meter. It is possible to notice
that the maximum error of NIWEM is less than 2%.
97
Figure 6.13: Optimized sustainability curve. For a given appliance power con-
sumption the curve returns the minimum sleep time interval to guarantee sus-
tainable operations
Table 6.4: Evaluation of current measurement error
Appliance U1193A [A] NIWEM [A] Error [%]
Personal Computer 0.820 0.828 0.97
Halogen lamp 1.270 1.250 1.6
500W lamp 1.890 1.900 0.53
Vacuum cleaner 3.850 3.820 0.78
Microwave 4.690 4.765 1.6
Oven 7.650 7.580 0.92
Moreover, Table 6.5 shows the measurement of the current, voltage and power
factor for three specific loads: a 500W lamp, a resistive-capacitive load and a PC
screen. Also in this case, we present a comparison between the consumption of
this appliances measured with both a calibrated meter (Agilent U1193A) and our
wireless energy meter. It is possible to notice that the values obtained with the
presented solution are very close (the error is negligible) to the values obtained
using Agilent U1193A.
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Table 6.5: Evaluation of voltage, current and power factor measurement
500 W lamp Voltage [V] Current [A] Power Factor
U1193A 224.3 1.956 1.00
NIWEM 227.3 1.960 0.99
Res. - Cap. Voltage [V] Current [A] Power Factor
U1193A 226.5 0.688 0.53
NIWEM 227.1 0.680 0.52
PC Monitor Voltage [V] Current [A] Power Factor
U1193A 225.5 0.170 0.54
NIWEM 227.7 0.173 0.53
6.8 Conclusion
In this Chapter, a new Non-intrusive Wireless Energy Sensor Node to measure
the voltage, current and power factor for residential and industrial appliances is
presented. As key features, it is no-invasive and it can self-sustain its operations
by harvesting energy from the monitored current. It can harvest energy from
appliances with a power consumption in the range of 10 W - 10kW. Moreover,
this system feature a low-power, 32-bit NXP microcontroller for data processing
and a wireless transceiver to send data, via ZigBee PRO standard with Home
Automation profile, to a Freescale gateway. Experimental results have confirmed
that a complete energy sustainability can be achieved starting monitoring loads
of 10W. Finally, the accuracy of this node has been characterized by measuring
the current, voltage and power factor values of a set of three appliances where
the error, compared to a calibrated instrument, is negligible.
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Chapter 7
Conclusions
As extensively discussed in this dissertation, Wireless Sensor Networks (WSNs)
are implemented in a wide range of distributed sensing applications and they
offer numerous challenges due to their peculiarities. In this dissertation, we have
addressed several aspects related to the WSNs, by presenting interesting solutions
at different developing levels and describing two real-world WSN applications.
Primarily, we have considered the stringent energy constraints to which sens-
ing nodes are typically subjected, by proposing an innovative and adaptive algo-
rithm, which minimizes the consumption of nodes with energy-hungry sensors in
sleep mode, when the power source has to be regulated using DC-DC converters.
The proposed solution allows a discontinuous usage of DC-DC converter during
sleep time, without any modification of the user’s program and without using any
external energy buffer. The proposed solution only addresses the aspect related
to the nodes in sleep mode, by neglecting the energy efficiency improvement when
the node is in active mode. Future works will consider the energy efficiency with
the node in both sleep and active mode, extending the proposed solution with
innovative power management solutions.
Secondarily, we have addressed the asptect related to the time synchronisa-
tion in WSNs, by providing an innovative low-overhead synchronisation, which is
based on a Temperature Compensation Algorithm (TCA). Also in this case, this
approach can be considered in a larger scenario of time synchronisation, which
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also include the knowledge about the network architecture.
Finally, we have considered self-powered WSNs with Energy Harvesting (EH)
solution, by presenting a new approach that enables computation to be sustained
during intermittent power supply, which is achieved by reactively hibernating:
saving system state only once, when power is about to be lost, and then sleeping
until the supply recovers. In the future works, we will improve this approach by
dynamically setting the hibernation and the restore thresholds as a function of
the harvested energy.
In the second part of this dissertation we have considered the discussed ap-
proaches (power management, time synchronisation and self-powered solutions)
in real-world WSN applications.
The first presented scenario was related to the experience gathered during an
European Project (3ENCULT Project - Efficient Energy for EU Cultural Her-
itage), regarding the design and implementation of an innovative network for
monitoring heritage buildings while the second presented scenario was related to
project in collaboration with Telecom Italia s.p.a., regarding the design of an in-
novative smart energy meters for monitoring the usage of household’s appliances.
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