In this piper a polynomial algorithm called the Minram algorithm is presented which finds a Hamiltonian Path in in undirected graph with high frequency of success for graphs up to 1000 nodes. It first reintroduces the concepts described in [13] and then explains the algorithm. Computational comparison with the algorithm by Posa [10] is given.
Introduction
The Hamiltonian Cycle problem is the problem of finding a path in a graph which passes through each node exactly once. This problem is well known and has been discussed in most graph theory books such as [2, 4, 5] .
In [13] an algorithm was presented which found a Hamiltonian Path in a general directed graph with a high enough frequency of success so as to be of practical value; such an algorithm was called a successful algorithm. A general undirected graph G can be converted to a directed graph by replacing each edge of G by two directed arcs. In principle then, the same algorithm can be used for finding a Hamiltonian Path in an undirected graph also.
However by exploiting the special properties of undirected graphs, it became possible to specialize the algorithm given in [13] for undirected graphs. It was empirically found that the specialized version, presented in this paper, worked much faster on undirected graphs.
Exact statement of the problem
Let G = (V,A) be a graph with V as the set of nodes and A as the set of arcs. G has n nodes and they are numbered sequentially from 1 to n. Node 1 and node n each have degree one. The problem that is tackled in this paper is to find a Hamiltonian Path (HP) starting at node / and ending at node n which goes through all the intermediate nodes exactly once.
The Hamiltonian Cycle Problem
The problem of finding a Hamiltonian cycle in an undirected graph can be easily converted to a problem of finding a HP as shown in Figure 11 . Given any graph G on m nodes we make the following transformations :
• Single out any node in the graph and call it s.
• Create a node labeled m+ / and connect it to all neighbors of s.
• Create node 0 and connect it to node s.
• Create node m+2 and connect it to node m+/.
• Relabel the nodes such that node 0 is node /, node s is node 2, nodes m+1 and m+2 have their labels increased by one, and all other nodes are labeled in any order using numbers from 3 to m+1.
• Let n -m+3.
Note that the transformed graph has three nodes more than the original graph. Whenever we talk about the number of nodes in a graph we mean the number of nodes after the transformations have been performed. 
Review of some Concepts and Deflnitions
Unless otherwise specified, by a graph we mean a connected undirected graph. These definitions are the same as those given in [13] , modified for the undirected case wherever appropriate. The proofs for all lemmas and theorems in this section are given in [13] .
Definition 1: A connected graph which has no cycles is called a tree.
Definition 2:
A rooted tree is a tree in which an arbitrary (but fixed) node is given the name root node. If each edge of a rooted tree is replaced by a directed arc pointing towards the root node, it is called an arborescence.
Note that there is a unique arborescence corresponding to any rooted tree. 1 There is a directed path in T from node 1 to any other node x € V.
3. T has node 1 as its only beginning node.
T has no junction nodes.
5. T has zero ramification index.
New Results on Undirected Graphs
Given a spanning arborescence, it is possible to compute its ramification index either by using 
T(g) = X s(i) -(e -g)«s(g) • (g -l)*s(g> -2 s(i) * f«s(g) + X s(i)
t € cycle e-1
T(c) = X s(t) * (f * e -1) s(e) -2 X s(t) t € cycle t=l or T(e) = 2 s(t) * (f -e * 1) s(e) * 2 [ e*s(e) -X *> ] (8) t € cycle t=l
Noting that the expression in square brackets in Equation (8) For ease of exposition, we present the algorithm in two separate parts.
Algorithm for Finding an Initial Spanning Arborcscence
We want to find a spanning arborcscence T -(V,A ) of a directed connected graph G -(V,A). For this purpose we define a set M which we call the set of marked nodes. This algorithm begins with the set of edges A T = f and ends when set A T has been completely defined.
•
Step 0 : Set M = {nh A T = f, and k=0.
• Step 1 : Choose any arc (ij) € A such that i f-M and j 6 M.
• 
Generation of Random Graphs
We need to generate a random graph of n nodes consisting of a specified number of arcs.
We also need to be sure that the graph is Hamiltonian. The following simple algorithm was used to generate such a graph.
Introduce the arcs (u+1) for i = L....n-1. This ensures that the graph has at least one Hamiltonian Path.
Pick any two distinct random numbers i and j such that 1 £ u j £ n. Include arc (ij) in the graph if it doesn't already exist Continue until the graph has the desired number of arcs.
Perform the transformations explained in Section 11.
The number of arcs in the graphs were chosen to be
where CONST was varied as a parameter. • To determine the incoming arc, the whole list of arcs was not searched. The first arc which would decrease the ramification index if brought into the solution was chosen to be the incoming arc.
Modifications to
• Make an Improving Double Pivot. If the situation shown in Figure 6 .1 exists, then the ramification index of the arborescence can be reduced in two pivots (but not in one pivot). The code hunted for these double pivots and performed them when • The sequence of evaluation of incoming arcs was determined as follows :
• Look first at all arcs one of whose end nodes is a beginning node.
• Then look for an improving double pivot of the kind shown in Figure 6 .1.
• Then look at all arcs whose one end node has successor function less than a predetermined number (MAXSUC).
• Again look for an improving double pivot, etc
• If the program is unable to find any improving incoming arc according to the scheme described above, we reversed the algorithm to maximize (instead of minimize) the ramification index for a specified number of pivots. Since this "reshuffles'* the arborescence in some sense, one would hope to get out of the stalemate this way.
• After making the above changes, the code became an infinite code. Thus it was stopped after a predetermined number (MAXPVT) of pivots with the message that the search for the Hamiltonian Path proved unsuccessful
Complexity of the Minnm algorithm
We now analyze the complexity of the Minram algorithm in the worst case.
Each pivot reduces the ramification index by at least one and therefore we need O(n 2 ) pivots. Since the pivoting involved is very simple, closed form estimates of the probability of success have also been derived. We now describe exactly the steps of Posa's algorithm as we programmed them and we call it the Posa-ran algorithm because it involves making some random choices when we are unable to extend a path.
Before a suitable incoming arc is found we may have to look at every possible arc implying that the work involved in each pivot is O(nlog(n)). We will have to

Description of Posa-ran Algorithm
We wish to find a Hamiltonian Path from node 1 to node n in a graph having n nodes.
We start by tracing a path from node 1 to one of its neighbors. We increase the length of this path as long as we can taking care that we do not visit any node more than once. Also keep in mind that node n must be the last node on this path so it cannot be chosen until the length of the path has become n-1 If we are unable to extend the path any further we perform a type of pivot shown in This shows that density decreases as n increases which explains why the problems become harder for both methods as n increases.
Conclusions
We have described an algorithm for finding a Hamiltonian Path in an undirected graph. This algorithm is an extension of a similar algorithm for directed graphs which was presented in Future work by the authors will include improvement of efficiency of the algorithm so that larger problems can be handled. The efficiency can be improved by using new ^chniques for determining the best incoming arc and new ways of handling cases that faiL
