Abstract-In order to solve the problem that Network Reduced accuracy and poor convergence in the existing neural network, which because sample large volumes of data and target data-independent. In response to this phenomenon, this paper put forward a data mining based on compensatory fuzzy neural network. It was optimizing was the Compensative Fuzzy Neural Network. And improve the cutting effect base on calculation algorithm. At the end, it was based on the similarity of each cluster objects to clustering process the system data. Through simulation experiments we can see, algorithm can maintain high precision under different circumstances the amount of data. Compared to other algorithms, we can see that it has a large advantage in terms of both accuracy and timeconsuming.
Introduction
Data mining is the computational process of discovering patterns in large data sets involving methods at the intersection of artificial intelligence, machine learn ing, statistics, and database systems [1, 2] . The overall goal of the data mining process is to extract information fro m a data set and transform it into an understandable structure for further use. Now has made a lot of data min ing algorithms [3, 4, 5] . For examp le, Data min ing algorith m based on fuzzy set, Data mining algorith m based on Clustering algorithm, Data mining algorithm based on neural networks, etc. While these algorithms able to extract useful information in large amounts of data, it will be affected data complexity. Neural network with its good advantage of parallel computing, distributed information storage, fault tolerance capability, with adaptive learning ability, etc. [6, 7, 8] . So it is favored by the majority of the research scholars. In practical application, neural network takes a long time in the training records and the properties of samples.
In response to these problems, this paper was research the traditional fuzzy neural network [9, 10] . We were using the excellent characteristics of the compensation fuzzy neural network [11, 12] . Th is paper is proposed a data mining algorithm based on compensation fuzzy neural network. Through improve the compensation fuzzy neural network to make the algorithm has better convergence. It is by establishing the error function to optimization of the computing system. Data using the clustering process based on the similarity of each cluster objects. At the end, corrected the result of the interspersed input.
II Compensatory Fuzzy Neural Network
Traditional fu zzy neural network use the computational methods is optimization fixed and partial, such as min imu m and maximu m operating [13, 14] .
Neural network co mes fro m the neurons structure theory of animals, bases on the M-P model and Hebb learning rule. So in essence it is a distributed matrix structure. Through training data mining, the neural network method gradually calculates (including repeated iteration) the weights the neural network connected. The neural network model can be broadly div ided into the following four types. For examp le : Feed-forward networks, Feedback network, Self-organization networks, and Random neural network.
(1) Feed-forward networks: it has the representative areas, which the perception back-propagation model and the function network. And mainly used in the areas such as prediction and pattern recognition. (2) Feedback network: it has the representative areas, wh ich Hopfield discrete model and continuous model. And mainly used for associative memory and optimization calculation. (3) Self-organizat ion networks: it has the representative areas, which adaptive resonance theory (ART) model and Kohonen model. And mainly used for cluster analysis. (4) Random neural network: it is a special kind of art ificial neural network, which has better space for development. As a biological neural mathematical model, it has advantages of associative memory and image processing. Artificial neural network has the characteristics of distributed information storage, parallel processing, informat ion, and self-organizat ion learning, and has the capability of rap id fitting the non-linear data. Configuration diagram used in this paper is shown below [15, 16] .
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First layer: it is input layer. Each co mponent node directly connected to each neural input i u ，and passed it to the next layer. Second l ayer: it is fuzzy layer. Each second layer node are represents a fuzzy variable value. To calculate Membership function of the fu zzy set in their respective linguistic variables
m is a fuzzy number of divisions.
Third layer: it is fu zzy Inference Layer. Each neural point represents a fuzzy inference ru les , it can be matched the fuzzy rules and calculated fitness for each rule. Let's get the most membership function out of each rule. Therein
Fourth layer: it is complement computing layer. Its role is to complement fuzzy calculation. Fifth layer: conceptual level. It was using the normalizat ion calculation to obtaining the output network. Network after training, It still will be some redundancy rights. So we are tailored to certain rules. It would be reduce the number of network weights. It is benefit to ensure the smooth progress of the clustering process. The procedure is as follows [17] .
Step 1：Make the above error function F substituted into the clipping algorithm.
Step 2：Train ing network reaches a predetermined accuracy.
Step 3：Right collection of networks Step 4：For the right collection of networks
Step 5：Without satisfies step three and step four. Then for each of the weights in the netwo rk, calculate that | | max Step 6：Training network again.
If the network classification accuracy rate is below a predetermined value, this algorithm would be stop and use the original network weights. Otherwise, Jump back to step three. In the above procedure, this paper introduces an error function F. Error function expression is:
is a fuzzy actual input value.
Through the network of the trimming process, it can effectively reduce the redundant network weights. Provide the basis for efficient data mining.
Optimization calculation and training
In practical applicat ion, we can see the data in the network is easy to interference by external factors. It must lead some deviation fro m the actual value of the orig inal value. Therefore, In o rder to make the algorith m more reliable info rmation, th is paper is introducing an error function F. Error function expression is as follows [18, 19] .
is the actual input values for the fuzzy.
In order for the error function can be applied to the crop of the network, we make network weights quickly become 0. In train ing, this paper was co mbin ing with the error function and penalty function p [20, 21] 
B. Optimal of the clustering detection
The basic idea of clustering algorith m is assumed that the data set of the object is relatively stable. In addit ion, a large number of data objects changes are smooth. If there is a sudden jump in the cluster, the abnormal data should be processed.
Cluster detection is calculated based on the similarity of different objects between different clusters of objects . According to the distance formula: 
When
R is a min imu m value, it can be considered to the cluster is optimization. This paper hope solve the problem that the classification results inconsistent for a sample at d ifferent input times. So we using the modified ru les to correction it. First, judgments the size of the membership value in samples. If it was greater than the threshold, then it is qualified. Other cases, it instructions of the sample is not high degree of membership. We can use it as a network node number of wins. But, if we cannot found the winning node, then we should opening up new classes. And we have according to adaptive resonance theory, to correct for the winning node. Amended rules are as follows . IV Simulation experiments This selection of the network is operational, The network data signals 70000 regarded as experimental data. Wherein 60,000 data are sample data, and 10,000 data as test data network. The init ial parameters of this algorith m are set as follows.
Assuming the neural network input neurons is 6，utput neurons are 6， wavelet hidden layer neurons set for 15, Learn ing rate η is set to 0.01，Wavelet translation factor and scale factor are rando mly generated in the containing layers. Selection of data mining algorithm base on traditional fuzzy neural network, literature algorithm, using them to compare art icle algorith m. Using its to test the feasibility of the algorithm.The following graph circles is represent the traditional algorith m, Quadrilateral representative literature algorith m, Triangles represent article algorithm. Figure 1 . curve of the training steps and connection weights By observing Figure 1 , we can see that this algorithm curve is always at the bottom of other algorith ms curve. Prove that it has a strong stability. Art icle algorith m is earlier than other algorithms into stable state about 40 steps. It is further proof of the convergence speed. figure 2 we can see that each algorithm gap is gradually narro wing when the increase of the min imu m weighted support. The time required for this algorithm is always less than other algorith ms. Therein, the biggest difference with the traditional algorith m has 45s, and the maximu m d ifference with the literature algorith m has 31s. As seen in Figure 3 , with the gradual increase in the number of network transactions, the running time o f each algorith m showing a linear growth trend. In the beginning, under the transaction is less, this algorith m is not dominant. But with the number o f transactions increases, the advantage is gradually reflected of this algorithm.
To further verify the convergence of the algorithm, this paper was compared with the convergence error of each algorithm. Its data table is as follows. Figures 4 and 5 can be seen that data of the algorith m with increasing the nu mber of training steps is reduced gradually, finally kept at a lower value to main tain stability. When the training steps are less, we can see that convergence error of each algorithm is essentially the same. But with the increase of the nu mber of steps, the gap are widening between each algorith ms. At the end, art icle algorith m is stable in 60 steps, and other algorithms stable in 80 steps. In addition, error value of the article algorith m is less than the other algorithms in the case of steady-state. V Summary This paper presents an adaptive data mining algorith ms. According to fuzzy co mpensation detection algorithm has good characteristics of the global and dynamic. Th is paper is optimizat ion of co mputing systems and networks based on compensation fuzzy neural network. And combined with the similarity of each cluster objects to clustering process the data. To provide data relevant to the efficiency and quality of the algorith m. Laboratory results showed that the experimental results is basically consistent with the expected results. It has advantage are search speed and strong convergence.
