In this paper we compute the leading coefficients µ(y, w) of the Kazhdan-Lusztig polynomials P y,w for an affine Weyl group of type B 2 . When a(y) ≤ a(w) or a(y) = 2 and a(w) = 1, we compute all µ(y, w) clearly, where a(y) is the a-function of a Coxeter group defined by Lusztig (see [L1]). With these values µ(y, w), we are able to show that a conjecture of Lusztig on distinguished involutions is true for an affine Weyl group of type B 2 . We also show that the conjectural formula in [L3, (12)] needs a modification. Moreover, in the last section, we give some interesting formulas on C rt S λ , which imply some relations between µ(y, w) and representations of some algebraic groups.
The Kazhdan-Lusztig polynomials of a Coxeter group W play a central role in one sees that the leading coefficients µ(y, w) of some Kazhdan-Lusztig polynomials P y,w are very important in understanding the Kazhdan-Lusztig polynomials. Moreover, the coefficients are of great importance in representation theory and Lie theory, which are related to some cohomology groups and some difficult irreducible characters (see [A,C,S] ).
However, it is in general hard to compute the leading coefficients. In [L3] Lusztig computes the leading coefficients for some Kazhdan-Lusztig polynomials of an affine Weyl group of type B 2 (see Remark 4.1.5 (2)). In [S] for an affine Weyl group of type A 5 , some non-trivial leading coefficients are worked out. McLarnan and Warrington have showed that µ(y, w) can be greater than 1 for a symmetric group (see [MW] ). In [X2] , Xi showed that when y ≤ w and a(y) < a(w), then µ(y, w) ≤ 1 if W is a symmetric group or an affine Weyl group of type A n . In [SX] , Scott and Xi showed that the leading coefficient µ(y, w) of some Kazhdan-Lusztig polynomial P y,w of an affine Weyl group of type A n is n + 2 if n ≥ 4. Recently, there are some preprints by B.C. Jones and R.M. Green (see [J,G] ) showed that the coefficients are ≤ 1 for some special pairs of elements in a symmetric group and other Weyl groups.
In this paper we compute the coefficients µ(y, w) for an affine Weyl group W of type B 2 . The main results in this paper are the followings:
(1) In [L1] Lusztig showed that W has four two-sided cells (see Section 3): c e = {w ∈ W | a(w) = 0}, c 1 = {w ∈ W | a(w) = 1}, c 2 = {w ∈ W | a(w) = 2}, c 0 = {w ∈ W | a(w) = 4}. For any y ≤ w ∈ W, when a(y) ≤ a(w) or a(y) = 2 and a(w) = 1, we compute µ(y, w) clearly. The values of µ(y, w) are displayed in Section 2, Section 4, Section 5, Section 7 and Section 8.
(2) With part of these values µ(y, w), we prove that a conjecture of Lusztig on distinguished involutions given in 1987 (see Section 1.2) is true for W (see Theorem 1.2.1, which is proved in Section 6). (3) By the results in Section 8, we can see the nonlocal finiteness of the Wgraph of type B 2 . (4) By Theorem 4.1.2, we see that the conjectural formula for b λ,λ ′ in [L3, (12) ] needs a modification (see Remark 4.1.5 (1)). (5) The formulas in Section 9 tell us some interesting relations between µ(y, w) and representations of some algebraic groups.
Preliminaries
In this section we recall some basic facts about µ(y, w) which will be needed later.
Basic definitions and conventions
Let G be a connected, simply connected reductive algebraic group over the field C of complex numbers and T a maximal torus of G. Let N G (T ) be the normalizer of T in G. Then W 0 = N G (T )/T is a Weyl group, which acts on the character group Λ = Hom(T, C * ) of T . Let Λ r be the root lattic of G, then the semi-direct product W = W 0 ⋉ Λ r is an affine Wely group and W = W 0 ⋉ Λ is called an extended affine Weyl group associated with W . W is a Coxeter group, while W is not in general.
We shall denote by S the set of simple reflections of W. We can find an abelian subgroup Ω of W such that ωS = Sω for any ω ∈ Ω and W = Ω ⋉ W. We shall denote the length function of W by l and use ≤ for the Bruhat order on W. The length function l and the partial order ≤ on W can be extended to W as usual, that is, l(ωw) = l(w), and ωw ≤ ω ′ u if and only if ω = ω ′ and w ≤ u, where ω, ω ′ are in Ω and w, u are in W.
Let H be the Hecke algebra of (W, S) over A = Z [q y≤w P y,w T y , w ∈ W be its Kazhdan-Lusztig basis, where P y,w ∈ Z[q] are the Kazhdan-Lusztig polynomials. The degree of P y,w is less than or equal to 1 2 (l(w) − l(y) − 1) if y < w and P w,w = 1.
For an affine Weyl group W , we know that the coefficients of these polynomials are all non-negative (see [KL2] ).
We write P y,w = µ(y, w)q 1 2 (l(w)−l(y)−1) + lower degree terms. The coefficient µ(y, w) is very interesting, this can be seen even from the recursive formula for Kazhdan-Lusztig polynomials ( see [KL1] ). We call µ(y, w) the Kazhdan-Lusztig coefficient of P y,w . We denote by y ≺ w if y ≤ w and µ(y, w) = 0. Define µ(y, w) = µ(y, w) if y ≤ w or µ(y, w) = µ(w, y) if w ≤ y.
Let H
′ be the generic Hecke algebra of W . Then the algebra H ′ is isomorphic to the "twisted" tensor product Z[Ω] ⊗ Z H.
We recall some properties of the Kazhdan-Lusztig polynomials from [KL1] : (a) For each y ≤ w in W , P y,w is a polynomial in q with constant term 1. (b) For each y < w with l(w) = l(y) + 1, we have P y,w = 1. In particular, we have µ(y, w) = 1 in this case. (c) For each y < w with l(w) = l(y) + 2, we have P y,w = 1. (d) P y,w = P sy,sw if y sw for some s ∈ S and sw < w. (e) P y,w = P sy,w if y < w, sw < w for some s ∈ S. (f) P y,w = P y −1 ,w −1 . In particular, µ(y, w) = µ(y −1 , w −1 ). (h) Let y, w ∈ W, s ∈ S be such that y < w, sy > y, sw < w. Then y ≺ w if and only if w = sy. Moreover, this implies that µ(y, w) = 1. (i) Let y, w ∈ W, s ∈ S be such that y < w, ys > y, ws < w. Then y ≺ w if and only if w = ys. Moreover, this implies that µ(y, w) = 1.
We also have the following multiplication formula (see [KL1] ): Given any element w ∈ W , then (j) For s ∈ S we have
Convention: For any element in Λ, we will use the same notation when it is regarded as an element in W . And we will use addition and multiplication in Λ and W respectively.
A conjecture of Lusztig
Let (W, S) be a Coxeter system. Write
Following Lusztig and Springer, we define δ x,y,z and γ x,y,z by the following formula,
where a(z) is the a-function on W defined in [L1] .
Springer showed that l(z) ≥ a(z) (see [L2] ). Let δ(z) be the degree of P e,z , where e is the neutral element of W. Then actually one has l(z) − a(z) − 2δ(z) ≥ 0 (see [L2] ). Set
The elements in D 0 are called distinguished involutions of (W, S). In [L2] , Lusztig showed that D 0 is finite for affine Weyl groups. We define the number π(z) by P e,z = π(z)q δ(z) + lower degree terms.
We refer to [KL1] for the definition of the preorders ≤ L , ≤ R , ≤ LR and of the equivalence relations ∼ L , ∼ R , ∼ LR on W. The corresponding equivalence classes are called left cells, right cells, two-sided cells of W, respectively.
Lusztig has an interesting conjecture to describe D 1 (given in 1987, see [Sh2] ).
Conjecture (Lusztig) Assume that W is a Weyl group or an affine Weyl group. Let z ∈ W. Then z is in D 1 if and only if there exists some d ∈ D 0 such that z ∼ LR d and µ(z, d) = 0.
The "only if" part of the conjecture is true. This is due to Shi, see [Sh2] .
, it is easy to prove that z ∈ D 1 . This part is due to Springer, see [Sh2] . The conjecture was also proved for Weyl groups by Lusztig with two exceptions in a letter to Springer in 1987. Also Xi proved that this conjecture is true for an affine Weyl group of type A n , see [X4] .
In this paper we can prove the following result. Theorem 1.2.1 The conjecture above is true for an affine Weyl group of type B 2 . Moreover, in this case the set D 1 is finite.
The proof will be given in Section 6. For a Weyl group or an affine Weyl group, Springer showed the following result (see [X2] ) (a) Assume that µ(y, w) is non-zero, then w ≤ L y and w ≤ R y if a(y) < a(w), and y ∼ L w or y ∼ R w if a(y) = a(w);
For w ∈ W , set L(w) = {s ∈ S | sw ≤ w}, R(w) = {s ∈ S | ws ≤ w}. Then we have (see [KL1] 
The lowest two-sided cell
In this subsection we collect some facts about the lowest two-sided cell of the extended affine Weyl group W .
The left (resp. right or two-sided) cells of W are defined as those of W . We also define a(ωw) = a(w) for ω ∈ Ω, w ∈ W .
It is known that (see [Sh1] ) c 0 = {w ∈ W | a(w) = l(w 0 )} is a two-sided cell, which is the lowest one for the partial order ≤ LR , where w 0 is the longest element of W 0 . We call c 0 the lowest two-sided cell of W .
In [X1] , Xi gave a description of c 0 (also can be found in [SX] ). Let R + (resp. R − , ∆) be the set of positive (resp. negative, simple) roots in the root system R of W 0 . The dominant weights set Λ + is the set {x ∈ Λ | l(xw 0 ) = l(x) + l(w 0 )}. For each simple root α we denote by s α the corresponding simple reflection in W 0 and x α the corresponding fundamental weight. For each w ∈ W 0 , we set
Bernstein described the center of Hecke algebras (see [L5] ). We recall it in the following. To each x ∈ Λ, Bernstein associates an element θ x ∈ H ′ defined by
. θ x is well defined and is independent of the choice of x ′ , x ′′ (for details see [L5] ).
For x ∈ Λ + , we define
where d x ′ (x) means the multiplicity of weight x ′ in V (x), and V (x) is a rational irreducible G−module of highest weight x.
Bernstein showed that S x , x ∈ Λ + form an A-basis of the center of H ′ .
Then we have (see [ L5, X1, SX] 
Here m x,x ′ ,z is defined to be the multiplicity of V (z) in the tensor product
For any elements y, w ∈ c 0 such that µ(y, w) = 0, we have that y ∼ L w and y ≁ R w, or y ∼ R w and y ≁ L w.
, where
Some identities
Given a Coxeter group (W, S), we fix a subset S ′ ⊂ S consisting of two elements s 1 , s 2 such that s 1 s 2 has order m < ∞ and we denote by W ′ the subgroup generated by s 1 , s 2 . Each coset W ′ w can be decomposed into four parts: one consists of the unique element y of minimal length, one consists of the unique element y ′ of maximal length, one consists of the (m − 1) elements s 1 y, s 2 s 1 y, s 1 s 2 s 1 y, . . ., and one consists of the (m − 1) elements s 2 y, s 1 s 2 y, s 2 s 1 s 2 y, . . .. The last two subsets are called (left) strings. We shall regard them as sequences (as above) rather than subsets.
The following result is due to Lusztig (see [L1, (10.4. 2)]).
Lemma 1.4.1 Given two strings y 1 , y 2 , · · · , y m−1 and w 1 , w 2 , · · · , w m−1 (with respect to S ′ ). Set
otherwise.
Assume that m = 4, then the integers a i,j satisfy a number of identities:
a 11 = a 33 , a 13 = a 31 , a 22 = a 11 + a 13 , a 12 = a 21 = a 23 = a 32 .
Similarly, we can also define (right) strings and have similar identities.
2 The second highest two-sided cell
In this section, we assume that (W, S) is an arbitrary Weyl group or affine Weyl group. The second highest two-sided cell c 1 of W is described in [L4] . We have following result.
Proposition 2.1 c 1 = {w ∈ W | a(w) = 1} = {e = w ∈ W | w has a unique reduced expression}.
Then we get some corollaries.
Corollary 2.2 For any w ∈ c 1 , |L(w)| = |R(w)| = 1.
Proof. By the assumption that R(w) = {s ′′ }, we have that w = w ′ s ′′ and l(w) = l(w ′ ) + 1 for some w ′ ∈ W. Then we get w ≤ L s ′′ . By [L2, Corollary 1.9(b) ] and a(w) = a(s
Corollary 2.4 For any y, w ∈ c 1 , we have that y ∼ L w ⇐⇒ R(y) = R(w) and y ∼ R w ⇐⇒ L(y) = L(w).
Now we give our main results in this section.
Theorem 2.5 Let (W, S) be an irreducible Weyl group or affine Weyl group of type different from A 2 , let c 1 be the second highest two-sided cell of W . Then for any y, w ∈ c 1 , y ≤ w, we have
Proof. Let y ≤ w be in c 1 . Assume that µ(y, w) = 0. Then we have y ∼ L w or y ∼ R w by 1.2 (a). If y ∼ L w but y ≁ R w, then by Corollary 2.2 and Corollary 2.4, there exists some s ′ ∈ S such that s ′ y > y and s ′ w < w. By 1.1(h), we get that w = s ′ y and µ(y, w) = 1, if µ(y, w) = 0. Similarly we can get that l(w) − l(y) = 1 and µ(y, w)
To complete the proof we need prove that µ(y, w) = 0 for y ≤ w in c 1 satisfying L(y) = L(w) and R(y) = R(w).
First we assume that W is not of type A 2m . By Proposition 2.1, it is easy to check that l(w) − l(y) is even for any y, w in c 1 satisfying L(y) = L(w) and R(y) = R(w). We are done in this case.
When W is of type A 2m for m ≥ 2, the result can be proved by using star operation defined in [KL1] . Let S = {s 0 , s 1 , . . . , s n } be the Coxeter generators, where n = 2m. We know that they satisfy relations (s i s i+1 ) 3 = 1, for 0 ≤ i ≤ n − 1, (s n s 0 ) 3 = 1 and s i s j = s j s i for 1 ≤ |j − i| ≤ n − 1. Using symmetry and star operations we are easily reduced to the case
where
l 2 s 1 s 0 , we can prove that µ(y, w) = 0 similarly.
The proof is completed.
Theorem 2.6 Let (W, S) be an irreducible affine Weyl group of type A 2 , let c 1 be the second highest two-sided cell of W . Then for any y, w ∈ c 1 , y ≤ w,
Proof. Part (a) is obvious by Corollary 2.2, Corollary 2.4 and 1.1 (h)-(i). Let
In the following, we assume that L(y) = L(w) and R(y) = R(w). Without loss of generality, we can assume that y = (s 1 s 2 s 0 ) m u for some u ∈ {e, s 1 , s 1 s 2 } and m ∈ N. Then w = (s 1 s 2 s 0 ) n u or w = (s 1 s 0 s 2 ) n v for some v ∈ {e, s 1 , s 1 s 0 } and n ∈ N. We may require that n − m = 2k + 1 for some nonnegative integer k to ensure that l(w) − l(y) is odd and y ≤ w.
If w = (s 1 s 0 s 2 ) n v for some v ∈ {e, s 1 , s 1 s 0 }. We can assume that u = e, then v = s 1 s 0 . By [KL1, Theorem 4 .2], we have that
By induction on l(w) − l(y), we can prove that µ(y, w) = 0 in this case.
Thus (b) is true. We complete the proof of the Theorem.
3 Cells in an affine Weyl group of type B 2
In the rest of this paper, G = Sp 4 (C). Then (W, S) is an affine Weyl group of type B 2 and W is the extended affine Weyl group associated with Sp 4 (C). Let S = {r, s, t} be the set of all simple reflections of W with rt = tr, (rs) 4 = (st) 4 = e. The Weyl group W 0 is generated by s and t.
In [L1], Lusztig described the left cells and two-sided cells of (W, S). For any subset J of S = {r, s, t}, we denote by W J the set of all w ∈ W such that R(w) = J. Then (W, S) has 16 left cells:
From [L1] , we know that c e , c 1 , c 2 , c 0 exhaust two-sided cells of W. We have that
When y, w in c 1 with y ≤ w, the value µ(y, w) is 1 if l(w) − l(y) = 1 and 0 otherwise (see Theorem 2.5). In the following sections we compute µ(y, w) for other pairs (y, w) except those in
We describe the two-sided cell c 2 first. Set U = {e, r, t, rt} and V = {e, s, sr, st}, then 
Semilinear equations related to µ
In this subsection we recall some notations in [L3] and give some crucial theorems.
We assume that s is the simple reflection of W 0 corresponding to the long simple root α 1 , and t is the simple reflection corresponding to the short simple root α 2 .
Let Λ
+ be the set of dominant weights. Set Λ + r = Λ r Λ + . Lusztig showed that there is a 1-1 correspondence between Λ + r and the set of W 0 −W 0 double cosets in W (an element of Λ + r corresponds to the unique double coset containing it). For each λ ∈ Λ + r , there is a unique element m λ of minimal length and a unique element M λ of maximal length in W 0 λW 0 . We have that
We have that x 1 = α 1 + α 2 and x 2 = 1 2 α 1 + α 2 are the fundamental dominant weights, the corresponding elements in W are x 1 = stsr and x 2 = ωrsr respectively, where ω ∈ Ω such that W = Ω ⋉ W, Ω = {e, ω}, ωr = tω, ωs = sω and ωt = rω.
We have that Λ
Clearly, b λ,λ ′ is zero unless λ ≤ λ ′ and are equal to 1 when λ = λ ′ ; when
For any λ ∈ Λ + r , we set
where ν λ is the number of reflections of W λ 0 . Let R + = {α 1 , α 2 , α 1 + α 2 , α 1 + 2α 2 } be the positive roots set. For any subset i ⊆ R + , we set α i = α∈i α ∈ Λ. It is known that α ∅ = 0 and α R + = 2ρ where ρ = x 1 + x 2 ∈ Λ and that w(ρ) − ρ ∈ Λ r for any w ∈ W 0 . For any λ ∈ Λ r we set
If there is no subset i ⊆ R + such that α i = λ we set Φ(λ) = 0.
Let¯: A → A be the ring involution such thatv = v −1 .
The following lemma is due to Lusztig (see [L3, Proposition 7] ).
Lemma 4.1.1 For any λ, λ ′′ ∈ Λ + r , we have
Clearly, a λ,λ ′ is zero unless λ ≤ λ ′ and are equal to 1 when λ = λ ′ ; when λ < λ ′ it belongs to v −1
We define
From the definitions, we have that
By Lemma 4.1.1, we get following theorem.
Proof. For a given λ ′′ = mα 1 + (2m − 1)α 2 ∈ X 1 2 , we know that b λ ′′ ,λ ′′ = 1. For any 0 < λ < λ ′′ , we can assume that we have known b λ ′ ,λ ′′ for any λ < λ ′ ≤ λ ′′ . Then we can compute b λ,λ ′′ by solving the system of semilinear equations in Lemma 4.1.1 with unknown
With some computations we can get the theorem.
Similarly, we get the following theorem. Remark 4.1.5 (1) In [L3, (12) ], Lusztig gave a conjectural formula on b λ,λ ′ which says it is likely that, in the case whereα s ′ (λ ′ ) ≥ 1 for all s ′ ∈ I and λ ∈ Λ + r , we have
By Theorem 4.1.2 (a), we see that this conjectural formula is not true. By [L3, (12) ], we get that b (m−1)α 1 +(2m−2)α 2 ,mα 1 +(2m−1)α 2 = 0, which contradicts to Theorem 4.1.2 (a).
(2) In [L3] , Lusztig denoted the simple reflections of W by a, b, c, and set p = aba, q = cba. Those a, b, c are just r, s, t in this paper, respectively. Thus we get p = rsr and q = tsr. In [L3] , Lusztig computed those µ(pq n , pq m ) for n is odd and m is even.
4.2
Let y and w be elements in c 2 . By 1.2(a), we know that if µ(y, w) = 0 then y ∼ L w or y ∼ R w. In this subsection we compute µ(y, w) for those y, w such that y ∼ L w and y ∼ R w. In next subsection we deal with the case y ∼ L w but y ∼ R w and the case y ∼ L w but y ∼ R w.
Lemma 4.2.1 Let m, n ∈ N. If m < n then we have that
Proof. We have two left strings with respect to S ′ = {r, s} :
m and w 1 = r(tsr) n , w 2 = sr(tsr) n , w 3 = rsr(tsr) n .
By Lemma 1.4.1, we get that
Since t ∈ L(r(tsr) n )\L(rsr(tsr) m ), then we get the result using 1.1 (h).
Similarly, we get the following lemma.
Lemma 4.2.2 Let m, n ∈ N. If m < n then we have that µ(r(tsr) m ts, rsr(tsr) n ts) = 1, if n − m = 1, 0, otherwise.
In Section 1.4 we recalled the notion strings with respect to a subset
For any two integers m, n, we get two left strings with respect to S ′ = {r, s} :
By Lemma 1.4.1, we have that
Similarly, we get µ(sr(tsr) m ts, sr(tsr) n ts) = µ(r(tsr) m ts, r(tsr) n ts) + µ(r(tsr) m ts, rsr(tsr) n ts) = µ(rsr(tsr) m ts, rsr(tsr) n ts) + µ(r(tsr) m ts, rsr(tsr) n ts) = µ((rst) m+1 rs, (rst) n+1 rs) + µ(r(tsr) m ts, rsr(tsr) n ts).
By the fact µ(y −1 , w −1 ) = µ(y, w) (see 1.1 (f)), we have that
We also get the following identities: µ(r(tsr) m t, r(tsr) n t)
(regarded as right strings with respect to S ′ = {s, t}), µ((rts) m+1 t, (rts) n+1 t) = µ(r(tsr) m tst, r(tsr) n tst = µ(r(tsr) m t, r(tsr) n t),
With these identities, Proposition 4.1.4, Lemma 4.2.1 and Lemma 4.2.2, we obtain the following theorem.
Theorem 4.2.3 For elements y, w ∈ c 2 such that y < w, y ∼ L w and y ∼ R w, we have that
Proof. The only thing to notice is the fact: for any y, w ∈ c 2 , y ∼ L w ⇔ R(y) = R(w) and y ∼ R w ⇔ L(y) = L(w).
4.3
In this subsection we compute µ(y, w) for those y, w ∈ c 2 satisfying (1) y ≤ w, (2) y ∼ L w and y ≁ R w, or y ∼ R w and y ≁ L w.
Theorem 4.3.1 Let y, w ∈ c 2 with y ≤ w. Assume that y ∼ L w and y ≁ R w.
Proof. Obviously, we have the fact: for any y, w ∈ c 2 , y ∼ L w ⇔ R(y) = R(w) and y ∼ R w ⇔ L(y) = L(w). By the assumption on y, w, we get
The proof of (a) is trivial by 1.1(h).
Now we assume that L(w) ⊆ L(y), thus L(y) = {r, t}, L(w) = {r} or {t}. Without loss of generality, we can assume that L(w) = {r}. Then y ∈ {rt(str) m , rt(str) m s, rt(str) m sr, rt(str) m st | m ∈ N} w ∈ {r(str) n , r(str) n s, r(str) n sr, r(str) n st | n ∈ N} If y = rt(str) m = r(tsr) m t, then w = r(str) n = rsr(tsr) n−1 t. By Lemma 1.4.1, we get µ(r(tsr) m t, rsr(tsr) n−1 t) = µ(rsr(tsr) m t, r(tsr) n−1 t). Since t ∈ L(r(tsr) n−1 t)\L(rsr(tsr) m t), then by 1.1 (h) we get that µ(rsr(tsr) m t, r(tsr) n−1 t) = 1, if n − m = 2, 0, otherwise. By the assumption, we know that in this case n − m = 2 is equivalent to l(w) − l(y) = 5, thus (b) holds.
Similarly, we have the following theorem. 5 Computing µ(y,w) for (y, w) ∈ c 0 × c 0
In this section we compute µ(y, w) for y, w ∈ c 0 . To do this we consider the extended affine Weyl group W of type B 2 . We will see the close relation between the function µ and representations of Sp 4 (C) or equivalently of Lie(Sp 4 (C)). Our computations mainly depend on 1.3(b) and 1.3(d).
First, we recall a well-known result in representation theory (see [BZ] ).
Lemma 5.1 Assume that L is a semisimple complex Lie algebra, λ and λ ′ are dominant weights. Let K λ,β be the weight multiplicity of weight β in the irreducible L-module V λ , and m λ,λ ′ ,ν be the tensor product multiplicity of irreducible module
To apply 1.3 (d) we need compute
Proposition 5.2 For any u, u ′ ∈ W 0 , there is at most one z 1 ∈ Λ + such that
u ,d u ′ w 0 ,z 1 w 0 = 1 and the unique z 1 ∈ {0, x 1 , x 2 }, where x 1 , x 2 ∈ Λ + are the fundamental dominant weights (see Subsection 4.1).
Proof. First we have that W 0 = {e, s, t, st, ts, sts, tst, w 0 = stst = tsts}. By Section 1.3, we have
. By these data we get the result.
If we define
= 1}, then by Proposition 5.2 we get U = {(e, r, 0), (e, tsr, x 1 ), (e, ωsr, x 2 ), (r, e, 0), (r, sr, 0), (r, ωr, x 2 ), (r, ωtsr, x 2 ), (sr, r, 0), (sr, tsr, 0), (sr, ω, x 2 ), (sr, ωsr, x 2 ), (tsr, e, x 1 ), (tsr, sr, 0), (tsr, ωr, x 2 ), (ω, sr, x 2 ), (ω, ωr, 0), (ω, ωtsr, x 1 ), (ωr, r, x 2 ), (ωr, tsr, x 2 ), (ωr, ω, 0), (ωr, ωsr, 0), (ωsr, e, x 2 ), (ωsr, sr, x 2 ), (ωsr, ωr, 0), (ωsr, ωtsr, 0), (ωtsr, r, x 2 ), (ωtsr, ω, x 1 ), (ωtsr, ωsr, 0)}.
The following theorem is our main result in this section.
we have that µ(y, w) = m x,x ′ ,z 1 if there is some z 1 ∈ {0, x 1 , x 2 } such that (d u , d u ′ , z 1 ) ∈ U; otherwise, µ(y, w) = 0. Moreover, we get that for any y, w ∈ c 0 , µ(y, w) ≤ 1.
Proof. For any y, w ∈ c 0 , if µ(y, w) = 0, we have y ∼ L w or y ∼ R w by 1.2 (a). It is no harm to assume that y ∼ L w.
For a Weyl group of type B 2 , we have that x * = x for any x ∈ Λ + .
By Proposition 5.2, we get that µ(y, w)
On the other side, we have
Using the Freudenthal's formula in the theory of Lie algebra for Lie(Sp 4 (C)), one can get that if z 1 ∈ {0, x 1 , x 2 }, then dimV (z 1 ) λ = 1 for any weight λ of V (z 1 ). By Lemma 5.1, we get m x,x ′ ,z 1 ≤ 1 for x, λ ′ ∈ Λ + and z 1 ∈ {0, x 1 , x 2 }. Thus the theorem holds.
By some knowledge in Lie algebras we can get the following result easily.
Corollary 5.4 For any elements y ≤ w in c 0 such that µ(y, w) = 0, we have that l(w) − l(y) = 1, 3, 5 or 7.
6 The proof of Theorem 1.2.1
Now we can give the proof of Theorem 1.2.1 easily. The only thing we need to prove is: 3 (c) ). Now we assume that
∩ c 2 are just rtstr, strstrs, rstrstrsr, tstrstrsr. By easy computations, we can check that these elements are all in D 1 .
The finiteness of D 1 is obvious by Theorem 2.6, Theorem 4.2.3 and Corollary 5.4. We complete the proof of Theorem 1.2.1.
Computing µ(y,w) for a(y)< a(w)
In this section we will compute µ(y, w) clearly for those y < w such that a(y) < a(w). We will see that in this case µ(y, w) ≤ 1.
Theorem 7.1 For y < w such that a(y) = 1 or 2 and a(w) = 4, we have that
Proof. By 1.2 (a), if µ(y, w) = 0 we have w ≤ L y and w ≤ R y. Then by 1.2 (b) and (c), if µ(y, w) = 0 we have
, the result is obvious by 1.1(h) and (i). In the following we assume that R(y) = R(w) and L(y) = L(w).
(1) Assume that a(y) = 1. If L(y) = L(w) = {s}, we have L(sw) = {r, t}, L(sy) = {r} or {t} or ∅. Then there exists some s ′ ∈ S such that s ′ ∈ L(sw)\L(sy). By [KL1, (2.2.c)], we have
Also we have P sy,sw = P s ′ sy,sw and P y,sw = P rty,sw . If s ′ sy = sw, we have µ(y, w) = 1. If l(w) − l(y) > 1 we get degP sy,sw < If L(y) = L(w) = {r}, we can assume that L(ry) = ∅, since if y = r the proof is similar to the above. We have L(ry) = L(rw) = {s} and a(ry) = 1, a(rw) = 4. By [KL1, (2.2.c)], we have P y,w = P ry,rw + qP y,rw − y≤z≺rw rz≤z
If l(w) − l(y) > 1, by the above proof, we get degP ry,rw < 1 2 (l(w) − l(y) − 1). Moreover, P y,rw = P sy,rw , L(sy) = L(rw) = {s}. But l(rw) − l(sy) = 1, then we get deg(qP y,rw ) < 1 2 (l(w) − l(y) − 1) by the above proof. Thus µ(y, w) = 0 in this case.
If L(y) = L(w) = {t}, the proof is similar to the case L(y) = L(w) = {r}.
(2) Assume that a(y) = 2. The proof is similar to (1). The only thing to note is the following facts: If L(y) = L(w) = {r, t}, then there exists some s ′ ∈ {r, t} such that L(s ′ w) = {s, s ′′ }, where s ′ = s ′′ ∈ {r, t}, and L(s ′ y) = {s ′′ }. We have P y,s ′ w = P s ′′ sy,s ′ w , where s ′′ sy ≥ sy ≥ y. Then we consider the identity
If l(w) − l(y) > 1, we get P y,rw = P sy,rw and L(sy) = {r, s}. We consider the identity
If µ(sy, rw) = 0, we take z = sy in the sum, then the item µ(sy, rw)q 1 2 (l(w)−l(y)−1) appearing in the sum is killed by qP y,rw .
If L(y) = L(w) = {t}, the proof is similar to the case L(y) = L(w) = {r}. We complete the proof .
We define a subset E of c 1 × c 2 by E = {(st, srtst), (sr, srtsr), (r, rsrtsr), (t, tsrtst), (rst, rsrtst), (tsr, tsrtsr)}. We have the following theorem.
Theorem 7.2 For y < w such that a(y) = 1 and a(w) = 2, we have that
Proof. By 1.2(a), if µ(y, w) = 0 we get R(y) ⊆ R(w) and L(y) ⊆ L(w). If R(y) R(w) or L(y) L(w) the result is obvious by 1.1(h) and (i). In the following we assume that L(y) = L(w) = {s ′ } and R(y) = R(w) = {s ′′ }.
(1) If s ′ = s, s ′′ = r. We have y = (stsr) m or y = sr(stsr) m ′ , w = (str) n sr for some 1 ≤ m, n ∈ N, 0 ≤ m ′ ∈ N. If y = (stsr) m , w = (str) n sr for some 1 ≤ m, n ∈ N, we have L(sy) = {t}, L(sw) = {r, t}. Consider the identity P y,w = P sy,sw + qP y,sw − y≤z≺sw sz≤z
We get P sy,sw = P rsy,sw and P y,sw = P rty,sw . If l(w) − l(y) = 1 (i.e. m = n = 1) we get µ(y, w) = 1. Otherwise, we have degP sy,sw < 1 2
(l(w) − l(y) − 1), thus µ(y, w) = 0.
If y = sr(stsr) m ′ , w = (str) n sr for some 0 ≤ m ′ ∈ N, 1 ≤ n ∈ N, we have L(sy) = {r}, L(sw) = {r, t}. We get P sy,sw = P tsy,sw and P y,sw = P rty,sw . In this case there is no m ′ , n ∈ N satisfying tsy = sw, thus degP sy,sw < 1 2
(l(w) − l(y) − 1). Also we get P rty,sw = 1 if m ′ = 0, n = 1. Otherwise, deg(qP y,sw ) < 1 2 (l(w)−l(y)−1). Then we get µ(y, w) = 1 if y = sr, w = srtsr; otherwise µ(y, w) = 0.
(1 ′ ) The proofs for cases (i)
(2) If s ′ = r, s ′′ = t. We have y = r(stsr) m st, w = r(str) n st for some 0 ≤ m ∈ N and 1 ≤ n ∈ N. Then L(ry) = L(rw) = {s}. Consider the identity
By (1 ′ ), we know that µ(ry, rw) = 1 if m = 0 and n = 1; µ(ry, rw) = 0 otherwise. Moreover, P y,rw = P sy,rw with sy > y and a(sy) = 1. By (1 ′ ), we know that µ(sy, rw) = 1 if m = 0, n = 1; otherwise µ(sy, rw) = 0. Then we get that µ(y, w) = 1 if y = rst, w = rstrst; otherwise µ(y, w) = 0.
(2 ′ ) The case s ′ = t, s ′′ = r is similar to (2).
(3) If s ′ = s ′′ = r. We get y = r(stsr) m , w = r(str) n sr for some 0 ≤ m ∈ N, 1 ≤ n ∈ N. If m = 0 (i.e y = r) we get µ(r, w) = 1 if w = rsrtsr; otherwise µ(r, w) = 0. In the following we assume that m ≥ 1, thus we get L(ry) = L(rw) = {s}. By (1), we know that µ(ry, rw) = 1 if m = n = 1; otherwise µ(ry, rw) = 0. Moreover, we have P y,rw = P sy,rw with sy > y and a(sy) = 1. By (1 ′ ), we know that µ(sy, rw) = 1 if m = 0, n = 1; otherwise µ(sy, rw) = 0. Thus we get the result.
(3 ′ ) The case s ′ = s ′′ = t is similar to (3).
(4) If s ′ = s ′′ = s we shall prove that µ(y, w) = 1 if l(w) − l(y) = 1, otherwise, µ(y, w) = 0.
We have y ∈ {(stsr) m s, (stsr) m sts, sr(stsr) m s, sr(stsr) m sts | 0 ≤ m ∈ N} and w = (str) n s for some 1 ≤ n ∈ N. If y = s we can compute that µ(s, w) = 0 easily. In the following we assume that y = s.
If y = (stsr)
m s, w = (str) n s for some 1 ≤ m, n ∈ N, we have L(sy) = {t}, L(sw) = {r, t}. Then we get µ(sy, sw) = 1 if l(w) − l(y) = 1, otherwise, µ(sy, sw) = 0. Also, we have P y,sw = P rty,sw = 1, thus deg(qP y,sw ) < 1 2 (l(w)− l(y) − 1). So we get µ(y, w) = 1 if l(w) − l(y) = 1, otherwise, µ(y, w) = 0.
If y ∈ {(stsr) m sts, sr(stsr) m s, sr(stsr) m sts | 0 ≤ m ∈ N}, the proof is similar. We complete the proof of the theorem.
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Computing µ(y,w) for (y, w) ∈ c 2 × c 1
In this section we compute µ(y, w) clearly for a(y) = 2 and a(w) = 1. We'll see that µ(y, w) ≤ 1 in this case.
Proposition 8.1 For any 1 ≤ n, m ∈ N, we have
Proof. The proof is similar to the proof of Proposition 4.1.4. In the following we assume that n is odd, otherwise µ(rsr(tsr) n , (rsts) m r) = 0. Let λ = 
Then we get the result.
Following this proposition we can get our main result in this section. 
We now prove (b). Assume that L(w) = {s} and R(w) = {r}, then4.3 and the formula in 1.1(j), we have
We can prove (b) by induction on m for any n ≥ 1, with assumption that m ≤ n. The computation is very similar to the above.
By the definition of S λ in Subsection 1.3 and some computations, we have the following result.
Lemma 9.2 For the fundamental dominant weights x 1 and x 2 , we have that
By Lemma 9.1(b), we know that H 1 has an algebra structure.
Let F c 2 = SL 2 (C) × Z/(2). We know that the sets of irreducible representations up to isomorphism of SL 2 (C) and Z/(2) are Irr SL 2 (C) = {V (m)| m ∈ N} and Irr Z/(2) = {1, ǫ| ǫ 2 = 1}, respectively. Here V (m) is an irreducible representation of SL 2 (C) with highest weight m and ǫ is the sign representation of Z/(2). Then the set of irreducible representations up to isomorphism of F c 2 is Irr Fc 2 = Irr SL 2 (C) × Irr Z/(2) . Let R Fc 2 , R SL 2 (C) and R Z/(2) be the rational representation rings of F c 2 , SL 2 (C) and Z/(2) respectively. We know that they are generated by Irr Fc 2 , Irr SL 2 (C) and Irr Z/(2) , respectively. Then we have that R Fc 2 = R SL 2 (C) ×R Z/(2) Proposition 9.3 The map ϕ 1 :
Proof. Obviously, the map ϕ 1 is a bijection. It's enough to prove that ϕ 1 is a homomorphism of A-algebras. By Lemma 9.1(b), we have that
On the other hand,
We get that
Thus ϕ 1 is an isomorphism of A-algebras.
. And by the fact that (see Section 1.3(a))
we know that H 2 is also an A-algebra.
Obviously, we get the following result.
Proposition 9.4 The map ϕ 2 :
Proof. The only thing to note is the fact that we can regard S λ as the character of the irreducible G−module with highest weight λ ∈ Λ + .
We also have the following fact.
Lemma 9.5 We have that H 2 ⊆ H 1 .
Proof. For any λ ∈ Λ + , we know that S λ belongs to the center of H ′ . We can assume that C rt S λ = S λ C rt = w∈ f W a w C w , where a w ∈ A. By [L1] , we know that a w = 0 implies that w ≤ R rt and w ≤ L rt. Thus C rt S λ ∈ H For any λ ∈ Λ + , since ϕ(S λ ) ∈ A ⊗ R Fc 2 , thus we can assume that ϕ(S λ ) = p=0,1 k∈N a k,p V (k)ǫ p , for some a k,p ∈ A. In fact, for any given λ ∈ Λ + , we have two different ways to solve these a k,p .
On the one side, by Lemma 9.2 we get that For any λ ∈ Λ + , we know that S λ = f (S x 1 , S x 2 ) ∈ Z[S x 1 , S x 2 ], the polynomial ring of S x 1 and S x 2 . Thus we have that ϕ(S λ ) = f (ϕ(S x 1 ), ϕ(S x 2 )) = f (−[2]V (1) + 1, (V (1) − [2])ǫ).
In R SL 2 (C) , we have that
k ∈ Z[V (1), . . . , V (k)], for any k ∈ N.
Thus ϕ(S λ ) = p=0,1 k∈N a k,p V (k)ǫ p , for some a k,p ∈ A. Then we can get those a k,p . This method may be not very easy, because the polynomial f (S x 1 , S x 2 ) is not easy to compute for general S λ .
On the other side, we consider the question in A ⊗ R Fc 2 . In fact we know that F c 2 is a maximal reductive subgroup of C G (u) for some unipotent element u in G which corresponds to c 2 . We denote by T and T ′ the maximal torus of G and SL 2 (C), respectively. Let Λ = X(T ) and Λ ′ = X(T ′ ) be the character groups. We have that Λ = Zx 1 + Zx 2 and Λ ′ = Zξ, where x 1 and x 2 map diag( a, b, a −1 , b −1 ) to ab and b, respectively. We also have that ξ is the character maps diag( a, a −1 ) to a. Now we have our main result in this section.
Theorem 9.6 For any λ ∈ Λ + , we have that ϕ(S λ ) = p=0,1 k∈N a k,p V (k)ǫ p , for some a k,p ∈ A. Then we get
Proof. Since ϕ(S λ ) ∈ R Fc 2 ⊗ A, thus we can assume that ϕ(S λ ) = p=0,1 k∈N a k,p V (k)ǫ p , for some a k,p ∈ A. By the definition of ϕ 1 , we get Remark 9.7 (1) In fact, the ideas in this section have an interpretation in terms of based ring J introduced by Lusztig in [L2] . We also need a conjecture on based ring J c associated with a two-sided cell c of W given by Lusztig. In case W is the affine Weyl group of type B 2 , this conjecture has been proved by Xi. The details can be found in [X1, X5] or Chapter 11 in [X3] .
(2) We also have some questions about the leading coefficients of the KazhdanLusztig polynomials for an extended affine Weyl group of type B 2 . For those y < w satisfying a(y) = 4 and a(w) = 1 or 2, we can only get part of the leading coefficients. For example, we have computed that µ(y, w) = 0 when y and w are both of the minimal length in their double cosets W 0 yW 0 and W 0 wW 0 , respectively. Then we can know all µ(y, w) for those y < w satisfying l(w) − l(y) ≤ 3. These results will appear somewhere. 
