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Abstract—The use of `p (p=1,2) norms has largely dominated
the measurement of loss in neural networks due to their
simplicity and analytical properties. However, when used to
assess the loss of visual information, these simple norms are
not very consistent with human perception. Here, we describe
a different “proximal” approach to optimize image analysis
networks against quantitative perceptual models. Specifically, we
construct a proxy network, broadly termed ProxIQA, which
mimics the perceptual model while serving as a loss layer of the
network. We experimentally demonstrate how this optimization
framework can be applied to train an end-to-end optimized image
compression network. By building on top of an existing deep
image compression model, we are able to demonstrate a bitrate
reduction of as much as 31% over MSE optimization, given a
specified perceptual quality (VMAF) level.
Index Terms—perceptual optimization, perceptual image/video
quality, convolutional neural networks, deep compression.
I. INTRODUCTION
RECENTLY deep neural networks have been successfullyand ubiquitously applied on diverse image processing
and computer vision tasks, such as semantic segmentation
[1], object recognition [2], and optical flow [3]. Many classic
image transformation problems can be approached using a
deep generative network, which learns to reconstruct high-
quality output images from degraded input image(s). Explic-
itly, the generative network is trained in a supervised manner
with a loss function, which is used to measure the fidelity
between the output and a ground-truth image. For instance,
the denoising task aims to reconstruct a noise-free image from
a noisy image, and Convolutional Neural Networks (CNNs)
have been shown to provide good noisy-to-pristine mapping
functions [4], [5]. Similar tasks where retaining image fidelity
is important include deep image compression, super-resolution
[6], [7], frame interpolation [8], and so on.
Although a significant amount of research has been applied
on deep learning image transformation problems, most of this
work has focused on investigating network architectures or
improving convergence speed. The selection of an appropriate
loss function, however, has not been studied as much. The
choice of the loss functions used to guide model training has
been largely limited to the `p norm family, in particular the
MSE (squared `2 norm), the `1 norm, and variants of these
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Fig. 1. General framework of perceptual optimization using a ProxIQA
network: A generative network takes an image x as input and outputs a
reconstructed image yˆ = fg(x; θg). Note that θg , θp are the parameters
of fg , fp, respectively, while y is the ground-truth image. Given an image
quality measurement M , the ProxIQA network is learned as its proxy, where
the output Mˆproxy represents M(y, yˆ).
[9]. The structural similarity quality index (SSIM) [10] and its
multi-scale version (MS-SSIM) [11] have also been adopted
as loss functions for several image reconstruction tasks [12],
[13], owing to their perceptual relevance and good analytic
properties, such as differentiability.
Perceptual image quality assessment has been a long-
standing research problem. Although numerous powerful per-
ceptual models have been proposed to predict the perceived
quality of a distorted picture, other image quality indexes have
never been adopted as deep network loss functions, because
they are generally non-differentiable and functionally complex.
Towards bridging the gap between modern perceptual qual-
ity models and deep generative networks, we explore the po-
tential of adapting more powerful and sophisticated perceptual
image quality models as loss functions in deep neural network
for addressing the aforementioned problems: neural networks,
by simulating the measurements made by a perceptual model
by a proxy network ProxIQA. As shown in Fig. 1, the main
idea is to optimize the hyper parameters of the generative
network θg , using a ProxIQA network as a perceptual loss
function
L (θg) = fp (y, yˆ; θp)
= fp (y, fg (x; θg) ; θp) ,
(1)
where x, yˆ are the input and output of the generative network
fg and y is the ground-truth image. In the image compression
problem, x is an uncompressed image and we anticipate the
fidelity of the compressed image. Thus, this is a special case
where x = y. The parameters θp of the ProxIQA network are
optimized so that it mimics the M(y, yˆ).
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Fig. 2. Comparison of different perceptual loss layers for generative neural
networks. Given a target patch x and a reconstructed patch xˆ, (a) determined
function based approaches typically use a differentiable function having a
certain degree of convexity, such as SSIM and MS-SSIM. (b) Perceptual-loss
based approaches define the loss from the features extracted from intermediate
layers of a trained network (such as VGG) (c) Our method uses the output
of a proxy network that approximates an IQA model as the loss function.
The outline of this paper is as follows: Section II reviews
the relevant literature of image quality assessment, percep-
tual optimization, and deep image compression. Section III
describes the ProxIQA framework, while Section IV provides
analysis and experimental results. Finally, Section V concludes
the paper.
II. RELATED WORK
In this section, we provide a literature review of studies
that are closely related to our work. The relevant topics of
objective image quality assessment, perceptual optimization
and deep compression are briefly reviewed.
A. Perceptual Image Quality Metrics
Over the past decade there has been a remarkably increasing
interest in developing objective image quality assessment
(IQA) methods. Objective IQA models are commonly clas-
sified as full-reference, reduced-reference, and no-reference,
based on the amount of information they assess from a
reference image of ostensibly pristine quality. Here we only
need to consider the full-reference (FR) scenario, since it may
be assumed that ground-truth data is available, hence we only
review FR IQA models.
Beyond the well-known structural similarity index and other
SSIM-type methods, a wide variety of perception-based FR
models have been designed, including the visual signal-to-
noise ratio index (VSNR) [14], the visual information fidelity
(VIF) index [15], the MAD model [16], the feature similarity
index (FSIM) and its extension FSIMc [17], and the Visual
Saliency-Induced index (VSI) [18].
With the rapid development of machine learning, important
data-driven models have also begun to emerge [19]–[24]. A
particularly successful example is Netflix’s announcement of
an open-source FR video quality engine called Video Multi-
method Assessment Fusion (VMAF) [25]. VMAF combines
multiple quality features to train a Support Vector Regressor
(SVR) to predict subjective judgments of video quality. When
it is applied to still pictures, VMAF treats the data as a video
frame having zero motion. Like SSIM, VMAF is used to
perceptually optimize tremendous volumes of internet video
traffic.
Generally, more advanced, high-performance quality predic-
tion models such as these are difficult to adopt as loss functions
for end-to-end optimization networks.
B. Perceptual Optimization
As tractable tools for perceptual optimization, SSIM and
MS-SSIM have been widely adopted because of the simple
analytical form of their gradients and computational ease.
More over, their convexity properties [26] makes them feasible
targets for optimization. For example, two recent studies
adopted structural similarity functions as loss layers of image
generation models, obtaining improved results as validated by
conducting a human subjective study [12] and by objective
evaluation against several other perceptual models [13].
Rather than optimizing a mathematical function, another
approach uses a deep neural network to guide the training.
Recent experimental studies suggest that the features extracted
from a well-trained image classification network have the
capability to capture information useful for other perceptual
tasks [27]. As illustrated in Fig. 2(b), the perceptual loss is
defined as
Lperc =
∑
i
`φ,i
=
∑
i
N−1i ‖φi (x)− φi (xˆ)‖22 ,
(2)
where φi denotes the output feature map of the i-th layer with
Ni elements of a pre-trained network φ.
In practice, the loss computed from the high-level features
extracted from a pre-trained VGG classification network [28],
also called VGG loss, has been commonly adopted for diverse
computer vision tasks. The VGG loss has been applied to such
diverse tasks as style transfer [29], [30], superresolution [29],
[31]–[33], and image inpainting [34].
C. End-to-end Optimized Lossy Image Compression
Recently, lossy image compression models have been real-
ized using deep neural network architectures. Most of these
have deployed deep auto-encoders. For example, Balle´ et al.
[35] proposed a general infrastructure for optimizeing image
compression in an end-to-end manner. Unlike other methods,
the bitrate is estimated and considered during training. In [36],
this model is improved by incorporating a scale hyperprior into
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Fig. 3. Detailed framework of the proposed optimization strategy. Perceptually training a deep image compression model involves alternating optimization
of the compression network (left side of the figure) and the ProxIQA network (right side of the figure). Thin arrows indicate the flow of data in the network,
while bold arrows represent the information being delivered to update the complementary network.
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Fig. 4. Architecture of the ProxIQA network. The convolutional parameters
are denoted as: height × width | input channel × output channel | stride
| padding; The max pooling layers are denoted as: vertical pooling size ×
horizontal pooling size.
the compression framework. The authors use an additional
network to estimate the standard deviation of the quantized
coefficients to further improve coding efficiency. Later, Min-
nen et al. [37] exploit a PixelCNN layer, which they combine
with an autoregressive hyperprior. Beyond these early efforts,
other recent approaches have adopted more complex network
architectures such as recurrent neural networks (RNNs) [38]–
[40] and generative adversarial networks (GANs) [41], [42].
Some works has also been done to extend these ideas to the
deep video compression problem [43], [44].
Unsurprisingly, the idea of optimizing a conventional codec
such as H.264/AVC against perceptual models like SSIM, VIF,
and VMAF have been deeply studied [45]–[47] and imple-
mented in widespread practice [25]. We seek to extend this
concept in similar manner to learn an end-to-end perceptually
optimized compression model.
III. PROPOSED PERCEPTUAL OPTIMIZATION FRAMEWORK
Our approach to training an image compression model in a
perceptually optimized way is depicted in Fig. 3. This frame-
work involves optimizing two networks: an image compression
network fc, and a sub-network fp, which is a proxy of an
IQA model, which we will refer to as ProxIQA. A source
image x is input to a compression network, which produces a
reconstructed image:
xˆ = fc (x) . (3)
Separately, the ProxIQA network maps the image pair (x, xˆ)
into a proxy of an image quality model M :
Mˆ = fp (x, xˆ) . (4)
In each training iteration, the two networks are alternately
updated as follows:
1) Deep Compression Model Updating: To integrate fp into
the update of fc given a mini-batch x, the model parameters
of fp are fixed during training. In order to minimize distor-
tion, the output of fp becomes part of the objective in the
optimization of fc:
fp (x, xˆ) = fp (x, fc (x)) . (5)
By back-propagating through the forward model, the loss
derivative is used to drive fc.
2) ProxIQA Network Updating: Given a mini-batch pair x
and xˆ collected from the most recent update of the compres-
sion network, the quality scores M(x, xˆ) are calculated. The
ProxIQA network is updated to optimally fit M given the input
{x, xˆ}. Note that the compression network is not needed in
this part of the training.
As may be seen, the auxiliary sub-network ProxIQA is
incorporated into the training of the compression network.
However, it is important to understand that the ProxIQA
network is not present during the testing (image compres-
sion/decompression) phase.
A. Network Architecture
1) ProxIQA Network: The goal is to learn a nonlinear
regressor via a CNN. The network takes a reference patch
x and a distorted patch xˆ as input, where both have W ×H
4(a) Reconstructed patches from deep com-
pression model.
(b) Waterloo Exploration database. (c) BAPPS database.
Fig. 5. Comparison of distorted patches from existing databases and three deep compression networks. For (a)(b), The first column shows the pristine patches
while the other three columns are corresponding distorted patches. In (c), each similar pair includes a reference patch (left), and a distorted patch (right).
The distortions were generated from (a) patches reconstructed during the training of the deep compression network; (b) synthetic distortions different severity
levels added to the original patches; (c) the outputs of various convolutional neural networks.
pixels. They are then concatenated into a 6-channel signal,
where a W ×H × 6 raw input {x, xˆ} is fed into the network
and reduced to a predicted quality score. As depicted in
Fig. 4, the ProxIQA network may be as simple as a shallow
CNN consisting of three stages of convolution, ReLU as
an activation function, and maxpooling. The spatial size is
reduced by a factor of 2 after each stage via 2×2 max pooling
layers. Finally, 64 W/8×H/8 feature maps are flattened and
fed to a fully connected layer which yields the output. The
parameterization of each layer is detailed in the figure.
2) Compression Network: We build on the deep image
compression model [35]. As shown in Fig. 3, the image
compression network comprises an analysis transform (ga) at
the encoder side, and a synthesis transform (gs) at the decoder
side. Both transforms are composed of three consecutive
layers of convolution-down(up) sampling-activation. Instead of
utilizing ReLU, a generalized divisive normalization (GDN)
transform is adopted as the activation function [48], similar to
normalization of the visual signal by the human visual system.
B. Loss Functions
As illustrated in Fig. 3, let x, y, yˆ, and xˆ be the source
batch, latent presentation, quantized latent presentation, and
reconstructed batch, respectively. The model parameters in the
analysis and synthesis transforms are collectively denoted by
θ = (θa, θs). The ProxIQA network has model parameters φ.
Given a perceptual metric M , the goal is to optimize the full
set of parameters θ, φ, such that the learned image codec can
generate a reconstructed image xˆ that has a high preceptual
quality score M(x, xˆ). Furthermore, the rate should be as
small as possible. Therefore, we train our model using the
following losses.
1) Rate loss: The rate loss representing the bit consumption
of an encode yˆ is defined by
Lr (θ) = − log2 pyˆ (yˆ) , (6)
where pyˆ (yˆ) is the entropy model. This entropy term is
minimized when the actual marginal distribution and yˆ have
the same distribution.
During training, the latent presentation y is quantized to
yˆ by adding i.i.d uniform noise ∆y. Then, yˆ is used to
estimate the rate via (6). Unlike the estimated entropy used
when training the network, a variant of the context-adaptive
binary arithmetic coder (CABAC) [49] is used to encode the
discrete-valued data into the bitstream during testing.
2) Pixel loss: The pixel loss is the residual between the
source image and the reconstructed image mapped by a
distance function d. Given x and xˆ, the pixel loss is defined
by
Ld (θ) = d (x− xˆ) , (7)
where d(.) can be mean square error (i.e., d(x) = ‖x‖22) or
mean absolute error (i.e., d(x) = ‖x‖1).
The original work in [35] used d(x) = ‖x‖22 as the pixel
loss to maximize the PSNR of the reconstructed images. When
combined with the rate loss, the image compression network
is optimized by minimizing the objective function defined by
L (θ) = λLd + Lr, (8)
which has a similar as rate-distortion optimization (RDO)
functions in conventional codecs. We make use of a pixel loss
to encourage training stability.
5(a) Source image: Kodim01. (b) Adversarial example.
Fig. 6. An “adversarial” example produced by the compression network.
The VMAF score calculated from (a) the source image and (b) the decoded
image is 5.35 (which indicates a very poor-quality image), while the ProxIQA
network predicts a quality score of 97.74.
100 101 102 103 104 105
0
20
40
60
80
100
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(b) Model learned from the proposed alternating training
process.
Fig. 7. Comparison of true VMAF scores and proxy VMAF scores (quality
scores predicted by ProxIQA) using two different optimization strategies
during the training process. The two scores are plotted in mean values (lines)
and standard deviations (shadows).
3) Proxy loss: Instead of just minimizing an `p norm
between x and xˆ, we introduce a novel loss term. The proxy
loss Lp is calculated from the output of ProxIQA network,
denoted by Mˆ , with fixed parameter φ:
Lp (θ;φ) = M¯ − Mˆ (x, xˆ) . (9)
Here M¯ denotes the upper bound of the model M , which is
a constant to the loss function.
Finally, the total loss function for optimizing the compres-
sion network is the weighted combination of the losses from
Eqs. (7), (6), and (9):
Lt (θ;φ) = λ [αLp + (1− α)Ld] + Lr, (10)
where λ balances bitrate against distortion of the encoded
bitstream, and α weights the proxy loss against the pixel loss.
The pixel loss plays a different role as a regularization term.
Since the ProxIQA network is updated at each step, the loss
function Lp is also updated. The pixel loss serves to stabilize
the training process.
4) Metric loss: The ProxIQA network aims to mimic an
image quality model M . Given two images x and xˆ, define a
metric loss Lm to attain this objective while updating ProxIQA
network:
Lm (φ; xˆ) =
∥∥∥Mˆ (x, xˆ)−M (x, xˆ)∥∥∥2
2
. (11)
Note that xˆ is a constant, since it is obtained from the
reconstructed patches generated during the most recent update
of the compression network.
C. What’s Wrong with Using a Pre-trained Network?
Another way of attempting to accomplish the same goal
is to use a pre-trained network as the loss layer. That is, a
proxy network is first learned to predict a metric score given
a pristine patch and a distorted patch from an existing dataset.
Next, the trained proxy network is inserted into the loss layer
of the deep compression network with the goal of maximizing
the proxy score. Unfortunately, severe complications can arise
when applying this simple methodology.
1) New Distortion Types: The success of a CNN model
depends highly on the size of the training set. This is often
an obstacle to learning DNN-based IQA models, due to the
insufficient size, as compared to image recognition databases,
of publicly available IQA databases. Luckily, training a proxy
network on an existing model does not require human-labeled
subjective quality scores such as mean opinion scores (MOS)
or differential mean opinion scores (DMOS). The ground truth
metric score for training the proxy network is easily obtained,
given a pristine patch and a distorted patch. Therefore, we can
make use of large-scale databases that do not include MOS,
such as the Waterloo Exploration database [50].
Nevertheless, the distortion types provided by public-
domain databases are generally quite different from the dis-
tortions created by a deep compression model. As shown
in Fig. 5, most existing databases only provide synthetic
distortions, such as JPEG, JPEG2000, Gaussian blur, and
white Gaussian noise, applied at discrete severity levels. These
distortions are drastically different from the distortions created
by CNNs.
The Berkeley-Adobe PPS (BAPPS) database [27] contains
many distorted patches collected from the outputs of CNN
models. However, these CNN-based distortion types are still
different from the patches reconstructed by deep compression
networks. In Fig. 5(a), several reconstructed patches output
by the deep compression model are shown. We have observed
that dissimilar distortions can be generated by using different
training steps or parameters. By comparing these distortions,
we noticed that learning a network from previously existing
databases might not be the optimal solution to our problem. On
the contrary, by applying the proposed alternating training, this
problem is immediately resolved: the patches reconstructed
by the compression network are directly used to learn the
ProxIQA network.
2) Adversarial Examples: We also discovered that the deep
compression network often generates “adversarial” examples
when its loss layer is the output of a pre-trained network
having fixed parameters. Fig. 6 shows such an “adversarial”
example generated by the deep compression network using a
proxy network as its loss function. In this example, the proxy
6TABLE I
BD-RATE CHANGE (IN PERCENTAGE) OF THE OPTIMIZATION RESULTS OF DEEP IMAGE COMPRESSION MODELS ON THE KODAK DATASET, FOR FOUR
DIFFERENT IQA MODELS. THE CORRESPONDING BASELINE IS THE MSE-OPTIMIZED BLS MODEL [35]. SMALLER OR NEGATIVE VALUES MEANS
BETTER CODING EFFICIENCY.
Optimization SSIMp MS-SSIMp VMAFp
BD-rate Metric PSNR SSIM MSIM VMAF PSNR SSIM MSIM VMAF PSNR SSIM MSIM VMAF
Kodim01 14.4 -17.4 -16.3 -2.1 12.6 -1.4 -3.9 -2.4 4.9 -2.9 -4.3 -25.3
Kodim02 11.0 -21.6 -17.9 15.4 6.5 -13.1 -21.5 3.0 8.6 -2.2 -2.6 -26.7
Kodim03 13.5 -19.5 -16.6 5.8 4.3 -14.6 -24.1 -10.6 7.8 -5.2 -7.2 -33.2
Kodim04 15.6 -23.5 -21.4 9.3 10.0 -15.6 -26.6 0.0 6.3 -6.4 -7.4 -26.9
Kodim05 13.8 -16.8 -14.8 1.4 14.0 -3.9 -11.2 -2.1 3.1 -6.1 -6.3 -18.1
Kodim06 17.0 -22.0 -20.0 0.5 12.2 -10.1 -19.2 -2.3 4.5 -6.0 -7.4 -23.6
Kodim07 11.6 -14.5 -10.9 8.3 7.1 -9.9 -21.1 -0.6 7.0 -10.0 -9.7 -24.7
Kodim08 13.0 -14.9 -15.1 -5.4 16.4 -0.6 -6.6 -7.3 2.5 -3.9 -5.2 -20.3
Kodim09 16.1 -17.6 -14.5 12.3 7.6 -12.9 -23.8 -1.2 6.4 -3.1 -4.4 -24.9
Kodim10 15.4 -25.3 -22.4 12.2 10.4 -17.3 -32.8 3.3 5.0 -9.6 -10.7 -23.2
Kodim11 16.6 -26.6 -25.3 12.8 14.1 -16.1 -25.9 6.9 5.1 -7.1 -8.5 -20.0
Kodim12 10.4 -30.8 -28.8 12.8 2.5 -19.7 -31.3 8.3 6.6 -3.4 -5.9 -22.4
Kodim13 19.9 -25.3 -24.5 -7.1 16.8 -9.1 -16.6 -7.3 1.2 -8.1 -9.2 -19.6
Kodim14 17.5 -22.6 -20.3 8.2 13.0 -10.5 -18.3 0.0 4.0 -8.5 -9.2 -20.1
Kodim15 17.4 -27.1 -26.0 6.0 9.8 -15.6 -30.7 0.1 6.7 -5.7 -7.6 -31.8
Kodim16 14.4 -20.4 -15.9 2.5 6.3 -13.9 -21.3 -3.2 6.5 -4.6 -6.1 -24.9
Kodim17 18.0 -20.7 -19.3 7.3 10.5 -15.0 -29.7 0.1 5.3 -9.6 -10.9 -23.6
Kodim18 19.7 -20.7 -18.3 12.1 17.9 -9.2 -17.9 2.4 2.7 -9.1 -9.8 -22.0
Kodim19 17.6 -18.2 -16.0 13.9 17.7 -8.7 -21.8 6.8 8.7 -4.7 -6.1 -17.8
Kodim20 19.7 -21.3 -22.4 15.3 12.8 -10.3 -25.3 0.3 5.1 -5.4 -8.2 -24.2
Kodim21 18.1 -16.6 -15.0 1.9 16.4 -7.5 -16.9 -4.1 4.1 -5.3 -6.8 -21.6
Kodim22 15.0 -23.0 -21.2 11.8 10.3 -15.5 -24.3 3.5 3.4 -10.9 -12.4 -25.1
Kodim23 14.7 -21.6 -17.5 15.5 10.5 -16.6 -29.6 4.1 7.8 -7.5 -8.7 -16.7
Kodim24 21.3 -23.4 -21.7 2.0 20.6 -11.3 -21.9 -1.7 2.2 -11.4 -12.2 -24.0
network was well-trained to mimic the VMAF algorithm.
However, comparing Fig. 6(a) with Fig. 6(b), it is apparent that
the true VMAF score and the proxy VMAF score predicted
by the ProxIQA network are very different. This can be
understood by considering the training of the network to be
an interpolation problem, whereby the neural networks maps
a test image to an accurate quality score. However, when
the input is too different from the training set, the ProxIQA
network may produce a poor interpolation result.
To further illustrate, Fig. 7 compares true VMAF scores
with proxy VMAF scores. All of the scores were calculated on
the reconstructed patches produced during training. Figure 7(a)
shows that the proxy VMAF scores quickly approached 100,
whereas much lower true VMAF scores were assigned to the
patches produced by the compression model. This problem
becomes significant when the previous discussed training strat-
egy is applied. However, a straightforward way of improving
the training stage is to simply feed the adversarial examples
along with their objective quality scores into the ProxIQA
network as additional training data. The ProxIQA network is
then updated, which enables it to predict proxy quality much
more accurately. As shown in Fig. 7(b), the true and proxy
scores become highly coincident early in the training process.
D. Implementation and Training Details
The TensorFlow framework (version 1.12) was used to
implement the proposed method. We use the Adam solver
[51] to optimize both the ProxIQA network and the deep
compression network, with β1 = 0.9 and β2 = 0.999. We set
the initial learning rates for both networks at fixed values of
1e−4 for the first 2M steps and 1e−5 for an additional 100K
iterations. Thus, the network was trained on 2.1M iterations
of back-propagation. All of the models were trained using
NVIDIA 1080-TI GPU cards.
We used a subset of the 6507 processed images from
the ImageNet database [52] as training data. As described
in [35], small amounts of uniform noise were added to the
images. The images were then down-sampled by random
factors to reduce compression artifacts and high-frequency
noise, and randomly cropped to a size of 256 × 256. In
each mini-batch, we randomly sampled 8 image patches
from the subset. We then cropped the images to 128 ×
128 patches. The source code is publicly available on
https://github.com/treammm/Compression.
IV. EXPERIMENTS AND ANALYSIS
We compared the proposed perceptual optimization frame-
work against the original MSE optimized image compression
model and also against state-of-the-art image codecs. In order
to experimentally evaluate the trained models, we conducted
7TABLE II
OVERALL COMPARISON OF DIFFERENT CODECS AND RESULTS OF OPTIMIZED DEEP IMAGE COMPRESSION: AVERAGE CHANGE OF BD-RATE AND
STANDARD DEVIATION (INDICATED BY UNDERLINE) EXPRESSED AS PERCENTAGE, USING THREE DIFFERENT IQA MODELS TO TRAIN PROXIQA. THE
BASELINE OF COMPARISON IS THE MSE-OPTIMIZED BLS MODEL [35]. SMALLER OR NEGATIVE VALUES INDICATE BETTER CODING EFFICIENCY.
Image Dataset Kodak Tecnick NFLX
BD-rate Metric PSNR SSIM MSIM VIF VMAF PSNR SSIM MSIM VIF VMAF PSNR SSIM MSIM VIF VMAF
JPEG 113.99 129.49 149.86 95.62 78.36 119.33 218.04 171.59 94.59 89.73 102.28 143.99 168.20 79.34 89.95
15.86 21.98 25.04 15.20 20.33 31.65 34.11 38.88 32.73 24.01 28.59 34.94 37.19 25.88 23.53
JPEG2000 -11.51 6.25 -1.02 -1.76 -33.39 -13.06 -1.55 -8.41 -8.91 -34.25 -27.81 1.43 -3.93 -14.55 -38.98
10.78 14.68 13.71 13.19 8.77 22.94 25.92 22.89 22.32 18.47 20.25 26.84 25.77 23.34 17.03
HEVC -26.35 -6.32 -6.12 -13.68 -28.23 -28.32 -8.97 -11.07 -14.87 -27.65 -49.43 -17.12 -16.06 -29.93 -35.03
11.06 18.65 19.05 14.14 12.15 22.48 29.84 27.56 25.07 24.05 16.07 25.63 26.59 21.22 21.52
HEVC420 -27.33 -25.98 -24.97 -32.73 -42.18 -19.48 -28.97 -33.95 -40.15 -46.67 -37.63 -35.41 -33.88 -47.51 -50.91
8.56 15.05 15.53 11.77 10.32 19.25 22.74 19.93 18.05 18.37 18.13 19.01 20.08 15.66 16.34
BLS SSIMp 15.89 -21.31 -19.25 -4.71 7.19 8.67 -10.79 -16.11 -5.72 8.68 16.79 -19.01 -17.73 -6.61 9.75
2.83 3.93 4.22 3.44 6.52 6.59 7.60 6.13 4.98 6.66 8.99 6.82 6.65 6.83 6.72
BLS MSIMp 11.67 -11.58 -21.77 -3.69 -0.17 4.47 -17.40 -23.50 -5.00 0.19 12.28 -11.59 -23.53 -5.96 4.34
4.50 4.77 7.17 3.51 4.49 8.65 8.55 9.89 5.16 4.78 10.40 9.65 10.85 6.92 6.44
BLS VMAFp 5.23 -6.53 -7.78 -1.90 -23.35 6.23 -8.45 -5.97 -2.24 -23.78 7.00 -4.35 -5.43 -1.96 -21.97
1.97 2.57 2.40 1.82 3.92 2.91 4.34 4.16 2.90 7.16 2.37 5.96 5.57 3.66 5.01
BMSHJ MSE [36] -21.46 -10.94 -10.17 -16.52 -25.78 -26.03 -20.22 -16.71 -22.75 -33.75 -36.64 -21.21 -21.08 -28.92 -38.01
6.02 6.36 5.66 6.22 8.25 10.88 13.83 10.68 11.74 12.70 10.18 11.32 12.18 12.26 12.62
BMSHJ VMAFp -15.90 -13.57 -13.17 -17.02 -47.11 -19.64 -23.14 -16.73 -23.63 -53.18 -29.96 -18.87 -19.29 -29.00 -56.06
5.34 4.22 3.70 4.86 7.72 10.35 10.29 10.82 9.69 11.63 10.34 11.01 10.41 10.87 10.66
TABLE III
VERSION OF SOFTWARE IMAGE CODECS USED IN THE EXPERIMENTS
Codec Software Version
JPEG JPEG XT Release 1.531
JPEG2000 Kakadu Version 7.10.22
HEVC HM 16.93
Balle´ [35] Tensorflow Compression Release 1.04
Balle´ [36] Tensorflow Compression Release 1.25
and report the results of a quantitative evaluation, a subjective
comparison, and by a runtime analysis. We first describe the
experimental setups that were used, including the datasets
on which the performance evaluation was conducted using
standard evaluation criteria. We also performed a different
series of experiments to probe the limitations of our design.
In all the experiments conducted, we denote the deep image
compression model [35] as the BLS model, which we use as
a baseline for performance comparison. Also, we denote an
optimized proxy model for a given IQA model M using (10)
and (11) is denoted by Mp.
A. Experimental Setup
1) Evaluation Datasets: To evaluate the various image
codecs, we utilized the well-known Kodak dataset of 24
1https://jpeg.org/downloads/jpegxt/reference1367abcd89.zip
2https://kakadusoftware.com/downloads/
3https://hevc.hhi.fraunhofer.de/svn/svn HEVCSoftware/tags/HM-16.9/
4https://github.com/tensorflow/compression/releases/tag/v1.0
5https://github.com/tensorflow/compression/releases/tag/v1.2
6https://github.com/Netflix/vmaf
very high quality uncompressed 768 × 512 images. This
publicly available image set is commonly used to evaluate
image compression algorithms and IQA models. We also
used a subset of the Tecnick dataset [53] containing 100
images of resolution 1200 × 1200, and 223 billboard images
collected from the Netflix library, yielding images having more
diverse resolutions and contents. None of the test images were
included in the training sets, to avoid bias and overfitting
problems.
2) Evaluation Criteria: We measured the objective coding
efficiency of each image codec using the Bjontegaard-Delta
bitrate (BD-rate) [54], which quantifies differences in bitrate
at a fixed distortion level relative to another reference encoder.
To calculate BD-rate, we encoded the images at eight different
bitrates, ranging from 0.05 bpp (bit per pixel) to 2 bpp. The
performances of all of the codecs were compared to the same
baseline - the MSE-optimized BLS model. A negative number
of BD-rate means the bitrate was reduced as compared with the
baseline. To fairly compare deep compression models having
different loss layers, we used 192 filters at every layer, and
trained all of the models using the same number of steps. To
ensure reproducibility, we report the version of each software
codec used in Table III. The input image formats used were
YUV444 for JPEG and JPEG2000, and both YUV420/444 for
intra-coded HEVC, respectively. Lastly, the IQA algorithms
that were used to evaluate the codecs were calculated using
FFmpeg 4.0 with libavfilter (for PSNR) and libvmaf 0.6.16 (for
SSIM, MS-SSIM, VIF, and VMAF). Specifically, the PSNR
calculation in libavfilter is defined by
PSNRavg = (4× PSNRY + PSNRU + PSNRV) /6, (12)
which is commonly used for combining per-channel PSNRs.
8VMAF RD-curve Source Image Source Baseline JPEG2000 VMAFp HEVC
0 0.5 1 1.5 2 2.5
30
40
50
60
70
80
90
100
0.22 0.26 0.3
72
74
76
78
80
82
84
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Kodim07 bpp / VMAF 0.579 / 85.17 0.498 / 88.01 0.522 / 88.30 0.468 / 87.30PSNR / SSIM 35.71 / 0.986 34.74 / 0.979 34.74 / 0.985 35.77 / 0.983
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Kodim10 bpp / VMAF 0.052 / 27.82 0.050 / 36.39 0.058 / 37.06 0.054 / 39.67PSNR / SSIM 26.12 / 0.817 26.53 / 0.806 26.32 / 0.840 27.78 / 0.843
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Kodim17 bpp / VMAF 0.052 / 19.03 0.050 / 32.27 0.058 / 30.30 0.061 / 35.82PSNR / SSIM 26.20 / 0.808 26.03 / 0.795 26.43 / 0.828 27.13 / 0.821
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Kodim19 bpp / VMAF 1.361 / 93.25 1.229 / 94.52 0.892 / 94.20 1.139 / 93.52PSNR / SSIM 36.91 / 0.991 37.52 / 0.986 34.29 / 0.982 37.41 / 0.986
Fig. 8. Visual comparison of decoded images produced by different codecs as well as the corresponding VMAF RD-curve. Image crops from left to right:
ground-truth, baseline model [35], JPEG2000, Balle´ et al. optimized with VMAFp (denoted by VMAFp), and HEVC. Generally, the VMAFp-optimized BLS
model achieved visual quality comparable to intra HEVC and JPEG2000. The source images were cropped to resolution 512× 512 in the second column for
display purposes.
9TABLE IV
AVERAGE CHANGE IN BD-RATE (IN PERCENTAGE) OF DIFFERENT
SSIM-DRIVEN OPTIMIZATION RESULTS ON KODAK DATASET.
SSIM (14) SSIMp (10)(11) SSIM+Ld (13)
PSNR BD-Rate 133.79 15.56 15.43
SSIM BD-Rate -29.41 -19.04 -22.39
MSIM BD-Rate -11.74 -17.29 -19.69
VMAF BD-Rate 40.09 7.63 12.03
B. Experimental Results on Kodak Dataset
The results on the images in the Kodak dataset are given
Table I. The distortion levels that were used for BD-rate
calculation were quantified using PSNR, SSIM, MS-SSIM
(also represented by MSIM in the tables), and VMAF. It may
be observed that the RD performances that were measured
using PSNR became worse on models optimized under other
IQA models. This is not surprising since MSE, which is used
by the baseline model, is the optimal loss function for PSNR.
It may also be noted that, unlike using other IQA models
used as targets of the proposed optimization, VMAFp opti-
mization delivers coding gain with respect to all of the BD-rate
measurements, except the PSNR BD-rate.
C. Comparison with State-of-the-art Codecs
Table II tabulates the percent change in BD-rate relative
to the BLS baseline, with respect to different quality models.
We comprehensively evaluated perceptual deep compression
using different perceptual optimization protocols (highlighted
in boldface), against three conventional image codecs: JPEG,
JPEG2000, and intra-coded HEVC main-RExt (Format Range
Extension) profile. Extensive experiments were carried out
on the three aforementioned datasets, using three perceptual
IQA models as optimization targets. In addition to the BLS
model, we also deployed the proposed VMAFp optimization
framework on a more sophisticated deep compression model
[36] to test its generality. We report the BD-rate changes
obtained, averaged over all the images in each dataset. Similar
results were obtained on the Tecnick and NFLX datasets
as shown in Tables I and II. These results show that our
optimization approach is able to successfully optimize a deep
image compression model over different IQA algorithms.
Indeed, significant BD-rate reductions were obtained in many
cases.
In addition to the quantitative results, we also visually
compared the decoded images. Fig. 8 plots VMAF Rate-
distortion (RD) curves for several images. A subset of the
images corresponding to the RD points obtained by the various
codecs are also shown. As a basic test, we subjectively
compare results yielding similar bitrates but different objective
quality scores. The images Kodim10 and Kodim17 were
subject to extreme compression at bitrates around 0.05 bpp.
In these cases, the VMAFp-optimized model significantly
outperformed the MSE-optimized baseline model, delivering
performance comparable to HEVC and JPEG2000 with respect
to VMAF score and subjective quality. At high bitrates, the
distinctions between the codecs becomes subtle. Therefore, we
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Fig. 9. Rate-distortion curves for different SSIM-oriented optimization pro-
tocols on two Kodak images. The baseline curve denotes the MSE-optimized
BLS model [35].
Source SSIM (14) SSIMp (10)(11) SSIM+Ld (13)
bpp / SSIM 0.124 / 0.819 0.145 / 0.820 0.144 / 0.827
bpp / SSIM 0.504 / 0.974 0.563 / 0.974 0.628 / 0.979
Fig. 10. Visual comparison of model behavior among different SSIM-
optimized models. First row: Kodim01 encoded at 0.12 bpp. Second row:
Kodim21 encoded at 0.5 bpp.
isolated these RD points associated with similar VMAF scores
and compared bitrate consumption. Generally, the VMAFp-
optimized model yielded comparable subjective and objective
(VMAF) quality as the baseline MSE-optimized model, while
consuming significant fewer bits. The encoding results on
Kodim19 in Fig. 8 using the VMAFp-optimized model yielded
similar VMAF scores as the other codecs, while consuming
only 34.4%, 27.4% and 21.7% fewer bits than the Baseline,
JPEG2000, and HEVC, respectively.
D. Limitations
When measuring RD performance using SSIM metric,
optimizing a model using SSIM should approach the the-
oretical upper bound of SSIM-measured RD performance.
Accordingly, we investigated the performance of our proposed
framework by comparing SSIM and SSIMp optimization of
the BLS model. The results of comparison are presented
in Table IV, indicating a 10% SSIM BD-rate performance
gap between the two optimization approaches. A noticeable
contributor to this performance drop is the pixel loss Ld in
(10). To validate this assumption, we conducted an ablation
study to pinpoint the cause of this gap. We did this by fixing
Lp = LSSIM for the SSIM optimization. The loss function is
then
L = λ [αLSSIM + (1− α)Ld] + Lr, (13)
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0
Fig. 11. VMAF BD-rate change (improvement) against the number of training
steps and learning rate, using the Kodak images. The error bars represent the
standard deviations of BD-rates. In the first 2M steps, a constant learning
rate was used. After that, the learning rate was reduced by a factor of
10. We denote each result by “optimization (baseline)”. For BD-rate
change calculations, the solid lines indicate MSE optimization over 1M steps,
while the dotted line indicates that MSE optimization using the same training
procedure as the optimization is used for baseline comparison.
where
LSSIM = 1− SSIM (x, xˆ) . (14)
The SSIM BD-rate that resulted from optimization of (13) is
given in the fourth column of Table IV. It may be observed
that the RD performance becomes very close to that of
SSIMp optimization, which confirms that the pixel loss is the
main contributor to the performance loss.
Moreover, Fig. 10 shows that similar visual results are
obtained using SSIMp optimization and the optimization de-
scribed in (13), even at heavy compression levels. A close
examination shows that true SSIM optimization nicely pre-
serves high-frequency details but loses chromatic fidelity. The
RD-curves in Fig. 9 further confirm the similar behavior of
SSIMp optimization and the optimization of (13).
All the models described in this subsection were trained
using one million steps and a constant learning rate. Thus, the
performance results of SSIMp differ slightly from the results
reported in Tables I and II.
E. Study of Training Steps
The instability introduced by the proxy loss can be further
improved by training longer, and by reducing the learning
rate. Fig. 11 plots the VMAF BD-rate as a function of the
number of training steps. When measuring BD-rate against
the same baseline (MSE optimization trained with 1M steps),
VMAFp achieves significant improvement relative to MSE
optimization, by training longer or by lowering the learning
rate. For fair comparison, we also evaluate VMAFp using MSE
optimization using the same training process as the baseline
(dotted line). We have observed very relative results using
other perceptual optimizers, like SSIMp.
F. Execution Time
The encoding and decoding times of the various compared
codecs are summarized in Table V. We compiled the source
code of state-of-the-art (standard) codecs, in order to be able
to compare them on the same machine. The results were
then calculated by averaging the runtime over all 24 Kodak
TABLE V
RUN TIME COMPARISON OF CONVENTIONAL IMAGE CODECS AND DEEP
COMPRESSION MODELS. MODEL LOADING TIME FOR DEEP COMPRESSION
IS EXCLUDED. ALL TIMES ARE GIVEN IN MILLISECONDS.
Codec Encode Decode
JPEG CPU 43.02 62.88
JPEG2000 CPU 10.80 36.79
HEVC CPU 4578.57 89.88
BLS MSE
CPU 251.01 117.93
GPU 231.62 32.56
BLS VMAFp (ours)
CPU 246.57 119.02
GPU 229.26 29.22
Fig. 12. Normalized encoding times for five different bitrate settings.
images under different bitrate settings. From Table V, it may
be observed that the time complexity of the MSE-optimized
and VMAFp-optimized BLS model are nearly identical, as
they deploy the same network architecture in application.
Of course, the runtime of deep compression models can be
reduced if implemented on a GPU. It should also be noted that
the decoding time of HEVC was estimated from the reference
software HM, which might be slow. This can be improved by
using a third-party decoder such as FFmpeg.
We also compared the encoding times for different bitrate
settings in Fig. 12. For each encoder, all of the runtimes
were normalized by dividing by the value of 2.0 bpp. The
conventional codecs required more time to encode at high
bitrates, whereas the deep compression models have encoding
times that do not vary much with bitrate.
V. CONCLUDING REMARKS
We have presented a learning framework for perceptually
optimizing a learned image compression model. To optimize
the ProxIQA network, we developed an alternating training
method. We experimentally demonstrated that, for a fixed
VMAF value, our proposed proxy approach achieved a 20%
bitrate reduction, on average, relative to the MSE-based frame-
work.
The idea behind the proposed optimization framework is
general. We believe that, with proper modifications of the
architecture of the ProxIQA network, the application scope
should be applicable to a wide variety of image enhance-
ment, restoration, and reconstruction problems, such as super-
resolution or de-noising.
Another future topic could be the study of new types of
distortions caused by deep compression models. Like the ex-
amples shown in this paper, distorted images created by CNNs
are very different from images afflicted by more traditional
11
distortions, such as JPEG compression. Creating databases
for assessing the subjective quality of these new types of
distortions would be quite valuable.
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