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a b s t r a c t
This paper is concerned with constructing optimal designs for rational models which
are used for modeling problems in Agriculture and other disciplines. Homoscedastic and
weightedmodels are considered. An analytical characterization of these designs is obtained
as zeros of a polynomial solution of a second order differential equation.
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1. Introduction
Consider the rational regression model,
Yx = f (x, θ)+  =
k∑
i=1
θixi−1
1+ θk+1x + , (1)
where the control variable x is taken from the design spaceX and θT = (θ1, . . . , θk+1) is the vector of unknown parameters.
For each x a random variable Yx is observed, with mean E(Yx) = f (x, θ) and variance Var(Yx) = σ 2/w(x), being σ 2 > 0 a
fixed unknown parameter andw(x) a positive weight function onX. Ifw(x) is constant, the model is called homoscedastic;
otherwise it is called weighted or heteroscedastic.
Model (1) with k = 2, 3 has been used in [1] and [2] to describe the crop-yield in the function of the fertilizer applied
and it has a behavior similar to the rational regression which appears in the functional response for multi-species ecological
model in [3] or [4]. In these studies, a set of equally spaced points in the design spaceX is used. Nevertheless the optimal
experimental design theory could be applied to determine the values ofX, at which to observe Y , in order to get the best
estimators of the parameters of themodel. If we assume that the total number of observations isN , an experimental design is
a collection of points x1, . . . , xN , inX. Considering the n different points x1, . . . , xn and the proportion of the N observations
allocated at these points, we have an approximate design and it can be seen as a probability measure onX. We will denote
an n-point approximate design by ξ and the weights over the points by ξ(x1), . . . , ξ(xn).
Optimal designs dependon thepurpose of the experiment andon the optimality criterionwe choose. In order to introduce
the criteriawe need to use the informationmatrix of a design ξ ,M(ξ , θ) =∑ni=1 ξ(xi)∇f (xi, θ)∇f (xi, θ)T being∇f (x, θ) the
gradient vector of f (x, θ). The inverse of thismatrix is asymptotically proportional to the covariancematrix of the parameter
estimators. For this reason, optimal designs typically minimize some convex function of the inverse of the information
matrix. The most used criterion is the D-optimality. The D-optimal design maximizes the determinant of the information
matrix, which is equivalent to minimizing the determinant of the covariance matrix or equivalently, the product of their
eigenvalues. Therefore, D-optimal design minimizes the generalized variance of the parameter estimators, and hence, the
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volume of a confidence region for the parameters. This implies estimates for the parameter vector θ from the optimal design
are more accurate.
In nonlinear models, the informationmatrix can depend on some parameters, and then, the optimal design also depends
on these parameters. Frequently, as a first step, initial values are assumed for the parameters from similar or pilot studies.
These nominal values represent the best guesses for the parameters and the local optimal designs are then constructed with
them (see [5,6]).
In Section 2 we find the locally D-optimal designs for model (1) in the homoscedastic case. The results are related to the
solution of a differential equation and the search for an eigenvector. In Section 3 we consider a heteroscedastic model with
the weight functionw(x) = xve−ux, u > 0, v > 0, suggested in [7]. For the sake of conciseness and applicability we include
only the results for the modified linear inverse model (k = 3), which has used by Sparrow to modeling the relationship
between crop-yield and fertilizer in Agriculture (see [1,2]).
2. Locally D-optimal designs for the homoscedastic model
In order to find the locally D-optimal designs for model (1) we need to use the best guess θ0, but from [8] we need only
initial information for θk+1, which is the parameter with a nonlinear behavior. We will consider as design space the interval
X = [a, b]. For k = 1, the locally D-optimal design is equally supported at a and min{1/θ0, b} (see [9]). From Theorem 3.1
in [10], for k > 1 the locally D-optimal design is equally supported at k+ 1 points including the ends of the design interval.
Therefore the problem of the design is reduced to find the optimal support points x2, . . . , xk.
Let Q (x) = (x− a)(x− x2) . . . (x− xk)(x− b) be a monic polynomial of degree k+ 1 which has as its zeros the support
points of the locally D-optimal design; then, the following results hold.
Lemma 1. For k > 1 and k 6= 4 there exists a value α, such that Q (x) satisfies the following differential equation (DE)(
(1+ θ0k+1x)Q ′′(x)− 4θ0k+1Q ′(x)
)
(x− a)(x− b) = (k+ 1)(k− 4)θ0k+1(x− α)Q (x). (2)
Proof. The design ξ ∗ is the locally D-optimal design if the variance function d(x, ξ ∗, θ0) = ∇f (x, θ0)M−1(ξ ∗, θ0)∇f (x, θ0)
≤ k+1, with equality at the support points. Formodel (1), d(x, ξ ∗, θ0) = (1+θ0k+1x)−4
∑k+1
i=1 L
2
i (x)(1+θ0k+1xi)4, where Li(x),
i = 1, . . . , k+ 1, are the fundamental Lagrange interpolation polynomials induced by the support points (here x1 = a and
x2 = b). Applying that L′j(xj) = Q
′′(xj)
2Q ′(xj) , for k 6= 4 we obtain that the polynomial (1+ θ0k+1x)Q ′′(x)− 4θ0k+1Q ′(x) has degree k
and its zeros also are zeros of Q (x). As a and b are support points, then
(
(1+ θ0k+1x)Q ′′(x)− 4θ0k+1Q ′(x)
)
(x − a)(x − b) =
c(x− α)Q (x) and comparing the coefficients of the term xk+2 on both sides, the DE (2) is obtained. 
Lemma 2. If the DE (2) has a polynomial solution of (k+ 1)-degree, then α ∈ R.
Proof. The DE (2) can be expressed as a Sturm–Liouville system
(
p(x)Q ′(x)
)′ + q(x)Q (x) = αr(x)Q (x) with p(x) =
−((k− 4)(k+ 1)θ0k+1(1+ θ0k+1x)4)−1, r(x) = ((x− a)(x− b)(1+ θ0k+1x)5)−1 and q(x) = x(x− a)−1(x− b)−1(1+ θ0k+1x)−5.
By the properties of a Sturm–Liouville system, if Q (x) is a polynomial then α ∈ R. 
Lemma 3. For k 6= 4, the coefficient vector q = (q0, . . . , qk+1)T of the polynomial Q (x) = ∑k+1i=0 qixi is the only eigenvector
with qk+1 = 1 for the eigenvalue α of the band matrix A = ((ai,j))k+1i,j=0, being ai,i−1 = [(k+ 1)(k− 4)− (i− 1)(i− 6)] θ0k+1,
ai,i = i
[
(a+ b)(i− 5)θ0k+1 − i+ 1
]
, ai,i+2 = −(i + 1)(i + 2)ab, ai,i+1 = −(i + 1)
[
ab(i− 4)θ0k+1 − i(a+ b)
]
and ai,j = 0,
otherwise.
Proof. Comparing the coefficients on both sides of the DE (2), we obtain that Bq = αqwith B amatrix proportional to A. 
Theorem 4. The locally D-optimal design ξ ∗ for model (1) on [a, b] and θk+1 = θ0k+1, is equally supported at k+1 points that can
be obtained as the zeros of the polynomial Q (x), which coefficient vector q is the only eigenvector with qk+1 = 1 for the greatest
eigenvalue of matrix A in Lemma 3 if k < 4 and for the smallest eigenvalue of A if k > 4.
Proof. From Lemma 3, the coefficient vector q of Q (x) is an eigenvector of matrix A. Now we prove that for k < 4, this
eigenvector corresponds to the greatest eigenvalue of A. Let ui and uj be two monic polynomial solutions with ni and nj
zeros in [a, b], corresponding to the eigenvalues of matrix A, αi and αj, respectively. First we are going to prove that if
αi < αj then ni < nj. Let k1 and k2 be two consecutive zeros of ui on [a, b]. We will show that between these zeros of ui
there is a zero of uj. Without loss of generality, suppose the case in which ui(x) > 0 and uj(x) > 0 for x ∈ (k1, k2), and
let w(x) = p(x)(ui(x)u′j(x) − u′i(x)uj(x)), where p(x) is the function obtained in Lemma 2, p(x) > 0 ∀x ∈ (k1, k2). As
w(k1) = −p(k1)u′i(k1)uj(k1) < 0 and w(k2) = −p(k2)u′i(k2)uj(k2) > 0, then w′(x) > 0 for some value x ∈ (k1, k2). On
the other hand, for x ∈ (k1, k2), w′(x) = r(x)ui(x)uj(x)(αj − αi) < 0. Hence, w(x) is decreasing on (k1, k2), which is a
contradiction. Thus, between two consecutive zeros of ui there is some zero of uj and as a and b are zeros of ui and uj then
ni < nj, and the solution with k + 1 zeros in [a, b] must correspond to the greatest eigenvalue of matrix A. For k > 4,
analogously to the above case, it has to happen that if αi < αj then ni > nj, and the chosen eigenvalue is the smallest
eigenvalue of A. 
1894 I. Martínez-López et al. / Applied Mathematics Letters 22 (2009) 1892–1895
Table 1
Support points of the locally D-optimal design for model (1) in [−1, 1].
k θ0k+1 Support points
2 0.08 −1 −0.080 1
0.84 −1 −0.840 1
3 0.08 −1 −0.489 0.404 1
0.84 −1 −0.885 −0.257 1
4 0.08 −1 −0.677 −0.040 0.632 1
0.84 −1 −0.911 −0.545 0.302 1
5 0.08 −1 −0.778 −0.315 0.256 0.752 1
0.84 −1 −0.929 −0.678 0.124 0.580 1
6 0.08 −1 −0.839 −0.490 −0.027 0.448 0.822 1
0.84 −1 −0.942 −0.755 −0.365 0.193 0.723 1
7 0.08 −1 −0.877 −0.607 −0.231 0.187 0.577 0.866 1
0.84 −1 −0.951 −0.805 −0.514 −0.080 0.404 0.805 1
8 0.08 −1 −0.904 −0.688 −0.381 −0.020 0.346 0.666 0.896 1
0.84 −1 −0.958 −0.840 −0.613 −0.270 0.143 0.547 0.858 1
Remark 1. We observe that the previous results are not valid for k = 4. In this case the support points of the locally
D-optimal design are the ends of the design interval and the roots of the equations
∑5
j=1,j6=i
2
xi−xj −
4θ05
1+θ05 xi
= 0, for
i = 2, 3, 4, x1 = a and x5 = b.
Table 1 shows the support points of the locally D-optimal designs for model (1) for some values of θ0k+1. The design interval
is [a, b] = [−1, 1]. The interior support points tend to approach the low end of the interval when the nonlinear parameter
increases. For a small value of θ0k+1, the support points are similar to the support points of the D-optimal design for the
polynomial regression model of degree k. This design is equally supported on the k + 1 zeros of (1 − x2)P ′k(x) where Pk(x)
is the kth Legendre polynomial, (see [11]).
3. Weighted models
McCullagh and Nelder [7] proposed the employment of a heteroscedastic model (1) with k = 3 and weight function
w(x) = xve−ux, v > 0, u > 0. The next theorem shows the locally D-optimal designs for thismodel, the proofs are analogous
to those in Section 2.
Theorem 5. For model (1) and k = 3, the following results hold:
1. If w(x) = xve−ux, v > 0, u > 0 then the locally D-optimal design in (0,+∞) is equally supported at the zeros of
Q (x) = ∏4i=1(x − xi) = ∑4i=0 qixi, where q is the only eigenvector with q4 = 1 corresponding to the smallest eigenvalue of
the tridiagonal matrix A = ((ai,j))4i,j=0, being ai,i−1 = (5 − i)uθ04 , ai,i = i
[
(v + i− 5)θ04 − u
]
, ai,i+1 = (i + 1)(v + i) and
ai,j = 0, otherwise.
2. If w(x) = e−ux, u > 0 then the locally D-optimal design in [a,+∞), a ≥ 0, is equally supported at the zeros of
Q (x) = (x − a)∏4i=2(x − xi) = ∑4i=0 qixi, where q is the only eigenvector with q4 = 1 corresponding to the smallest
eigenvalue of the band matrix A = ((ai,j))4i,j=0, being ai,i−1 = (5 − i)uθ04 , ai,i = i
[
(i− 5)θ04 − (1− aθ04 )u
]
, ai,i+1 =
(i+ 1) [i+ au+ a(4− i)θ04 ], ai,i+2 = −a(i+ 1)(i+ 2) and ai,j = 0, otherwise.
3. If w(x) = xv, v > 0 and v 6= 1 then the locally D-optimal design in [0, b] is equally supported at the zeros of Q (x) = (x−
b)
∏3
i=1(x−xi) =
∑4
i=0 qixi, where q is the only eigenvector with q4 = 1 corresponding to the greatest eigenvalue if v > 1 or
the smallest eigenvalue if v < 1, of the tridiagonal matrix A = ((ai,j))4i,j=0, with ai,i−1 = [4(v − 1)− (i− 1)(v + i− 6)] θ04 ,
ai,i = i
[
b(v + i− 5)θ04 − v − i+ 1
]
, ai,i+1 = b(i+ 1)(v + i) and ai,j = 0, otherwise.
4. If w(x) = x then the locally D-optimal design in [0, b] is equally supported at b and the roots of the equations 1xi +∑4
j=1,j6=i
2
xi−xj −
4θ04
1+θ04 xi
= 0, for i = 1, 2, 3.
Table 2 contains the support points of the locally D-optimal designs for some weight functions. The guesses are from
Sparrow’s study [2]. Two design spaces are considered (0,+∞) and [0, 200]. For example, for u = 0.002, v = 0.01 and
θ04 = 0.006, the eigenvector for the smallest eigenvalue provides the polynomial Q (x) = 9.036 × 106 − 5.296 × 107x +
835178.941x2−2100.928x3+x4, and then, the locally D-optimal design is equally supported at the zeros ofQ (x). However, if
the design space is [0, 200], some of the points above are not included in the design space. For obtaining the locally D-optimal
design, support point x4 is fixed at 200 and the others are the roots of the equations vxi − u+
∑4
j=1,j6=i
2
xi−xj −
4θ04
1+θ04 xi
= 0, for
i = 1, 2, 3.
In order to estimate the parameters ofmodel (1) with k = 3, Sparrow [2] used an equally supported design on nine points
in [0, 200]. However, the locally D-optimal design obtained from Theorem 4, for the guess θ04 = 0.006, is equally supported
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Table 2
Support points of the locally D-optimal designs for weighted models.
u v θ04 X = (0,+∞) X = [0, 200]
0.002 0.01 0.006 0.171 78.009 423.283 1599.460 0.088 34.491 118.390 200
0.620 0.003 1.526 49.863 1058.900 0.003 1.432 26.339 200
0.20 0.006 3.730 94.721 476.810 1716.840 1.889 39.432 123.001 200
0.620 0.058 1.981 84.735 1181.700 0.056 1.836 34.834 200
1.30 0.006 35.783 222.430 842.160 2423.430 14.242 64.464 142.800 200
0.620 0.642 8.874 410.690 1927.410 0.500 6.781 82.541 200
1.50 0.01 0.006 0.002 0.619 2.177 5.102 0.002 0.619 2.177 5.102
0.620 0.001 0.309 1.197 3.184 0.001 0.309 1.197 3.184
0.20 0.006 0.035 0.720 2.333 5.311 0.035 0.720 2.333 5.311
0.620 0.017 0.363 1.299 3.348 0.017 0.363 1.299 3.348
1.30 0.006 0.289 1.307 3.214 6.476 0.289 1.307 3.214 6.476
0.620 0.145 0.702 1.909 4.299 0.145 0.702 1.909 4.299
at 0, 35.878, 121.786 and 200. Therefore, the optimal design has a number of different points less than the Sparrow’s design,
and moreover, the estimates for θ are more accurate.
On the other hand, the results in this paper show that the locally D-optimal designs are sensitive to the weight function
and the guesses for the parameters. Some small changes in the parameters can produce unacceptable results in the design.
Therefore, no assumption of a correct structure of error can have serious consequences on the conclusions of our study.
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