We study the convergence rate of a hierarchy of upper bounds for polynomial optimization problems, proposed by Lasserre [SIAM J. Optim. 21 (3) (2011) (1), (2017) pp. 347 − 367]. For polynomial optimization over the hypercube we show a refined convergence analysis for the first hierarchy. We also show lower bounds on the convergence rate for both hierarchies on a class of examples. These lower bounds match the upper bounds and thus establish the true rate of convergence on these examples. Interestingly, these convergence rates are determined by the distribution of extremal zeroes of certain families of orthogonal polynomials.
Introduction
We consider the problem of minimizing a polynomial f : R n → R over a compact set K ⊆ R n . That is, we consider the problem of computing the parameter:
We recall the following reformulation for f min,K , established by Lasserre [12] :
where Σ[x] denotes the set of sums of squares of polynomials, and µ is a signed Borel measure supported on K. Given an integer d ∈ N, by bounding the degree of the polynomial σ ∈ Σ[x] by 2d, Lasserre [12] defined the parameter:
That is, the following asymptotic convergence rate holds: f
. This result was an improvement on an earlier result by De Klerk, Laurent and Sun [5, Theorem 3] , who showed a convergence rate in O(1/ √ d) (for K convex body or, more generallly, compact under a mild assumption).
As explained in [12] the parameter f
can be computed using semidefinite programming, assuming one knows the (generalised) moments of the measure µ on K with respect to some polynomial basis. Set 
s.t.
α∈N (n,2d) σ α m α (K) = 1,
Since the sum-of-squares condition on σ may be written as a linear matrix inequality, this is a semidefinite program. In fact, since the program (3) has only one linear equality constraint, using semidefinite programming duality it can be rewritten as a generalised eigenvalue problem. In particular, f
is equal to the the smallest generalised eigenvalue of the system:
where the symmetric matrices A and B are of order n+d d
with rows and columns indexed by N (n, d), and
(4) For more details, see [12, 5] . In particular, if the basis {b α } is orthonormal with respect to the measure µ, then B is the identity matrix, and f
is the smallest eigenvalue of the above matrix A. For further reference we summarize this result, which will play a central role in our approach.
is equal to the smallest eigenvalue of the matrix A in (4) .
Under the conditions of the lemma, note in addition that, if the vector u = (u α ) α∈N (n,d) is an eigenvector of the matrix A in (4) for its smallest eigenvalue, then the (square) polynomial
2 is an optimal density function for the parameter f
Related hierarchy by De Klerk, Hess and Laurent
For the hypercube K = [−1, 1] n , De Klerk, Hess and Laurent [3] considered a variant on the Lasserre hierarchy (1), where the density function σ is allowed to take the more general form
and the polynomials σ I are sum-of-squares polynomials with degree at most 2d − 2|I| (to ensure that the degree of σ is at most 2d), and I = ∅ is included in the summation. Moreover the measure µ is fixed to be
As we will recall below, this measure is associated with the Chebyshev orthogonal polynomials. We let f (d) denote the parameter 1 obtained by using in (1) these choices (5) of density functions σ(x) and (6) of measure µ. By construction, we have
De Klerk, Hess and Laurent [3] proved a stronger convergence rate for the bounds f (d) .
Contribution of this paper
In this paper we investigate the rate of convergence of the hierarchies f
n . The above discussion raises naturally the following questions:
• Is the sublinear convergence rate Regarding the second question we show that also the Lasserre bounds have a O(1/d 2 ) convergence rate when using the Chebyshev type measure from (6) . The starting point is again the reformulation from Lemma 1.2 in terms of eigenvalues, combined with some further analytical arguments.
The paper is organised as follows. In Section 2 we group preliminary results about orthogonal polynomials and their extremal roots. Then, in Section 3.1 we analyse the convergence rate of the Lasserre bounds f , and this analysis is tight in view of the previously shown lower bounds.
Notation
We recap here some notation that is used throughout. For an integer d ∈ N, R[x] d denotes the set of n-variate polynomials in the variables x = (x 1 , . . . , x n ) with degree at most d and Σ[x] d denotes the set of polynomials with degree at most 2d that can be written as a sum of squares of polynomials.
We use the classical Landau notation. For two functions f, g :
and f (n) = Ω(g(n)). We also use this notation when f, g are functions of a continuous variable x and we want to indicate the behavior of f (x) and g(x) in the neighbourhood of a given scalar
Preliminaries on orthogonal polynomials
In what follows we review some known facts on classical orthogonal polynomials that we need for our treatment. Unless we give detailed references, the relevant results may be found in the classical text by Szegö [16] (see also [8] ).
We consider families of univariate polynomials {p k (x)} (k = 0, 1, . . . , d), that satisfy a three-term recursive relation of the form:
where p 0 is a constant, p 1 (x) = (x − b 0 )p 0 /a 0 , and a k , b k and c k are real values that satisfy
If we set c 0 = 0 then relation (7) also holds for k = 0). Defining the k × k tri-diagonal matrix
one has the classical relation:
which can be easily verified using induction on k ≥ 1 and the relation (7) (see, e.g., [11] ). Therefore, the roots of the polynomial p k are precisely the eigenvalues of the matrix A k in (8) .
Recall that the polynomials 
As is well known, if the polynomials p k are degree k polynomials that are pairwise orthogonal with respect to such a weight function then they satisfy a three-terms recurrence relation of the form (7) (see, e.g., [8, §1.3] ). Of course, the corresponding orthonormal polynomialsp k also satisfy such a three-terms recurrence relation (for different scaled parameters a k , b k , c k ).
By taking the inner product of both sides in (7) with p k−1 and p k+1 one gets the relations
Moreover, when considering the recurrence relations associated with the orthonormal polynomialsp k , we have a k−1 = c k for any k ≥ 1, i.e., the matrix A k in (8) is symmetric. We will use later the following fact.
Lemma 2.1. Let {p k } be orthonormal polynomials for the measure dµ(x) = w(x)dx on [−1, 1], where w(x) is continuous and positive on (−1, 1), and assume they satisfy the three-terms recurrence relation (7) . Then, the matrix
is equal to the matrix A k in (8) . In particular, its smallest eigenvalue is the smallest root of the polynomial p k .
Proof. Using the recurrence relation (7) we obtain
Hence the matrix in (10) is equal to A k and the last claim follows from (9) .
It is also known that the roots of p k are all real, simple and lie in (−1, 1), and that they interlace the roots of p k+1 (see, e.g., [8, §1.2] ). In what follows we will use the smallest (and largest) roots to give closed-form expressions for the bounds f 
Chebyshev polynomials
We will use the univariate Chebyshev polynomials (of the first kind), defined by:
They satisfy the following three-terms recurrence relationships:
The Chebyshev polynomials are orthogonal with respect to the weight function w(x) = 1 √ 1−x 2 and the roots of T k are given by cos 2i − 1 2k π for i = 1, . . . , k.
Jacobi polynomials
The Jacobi polynomials, denoted by {P α,β k } (k = 0, 1, . . .), are orthogonal with respect to the weight function
where α > −1 and β > −1 are given parameters. The normalized Jacobi polynomials are denoted byP
Thus the Chebyshev polynomials may be seen as the special case corresponding to α = β = − 1 2 . Likewise, the Legendre polynomials are the orthogonal polynomials w.r.t. the constant weight function (w(x) = 1), so they correspond to the special case α = β = 0.
There is no closed-form expression for the roots of Jacobi polynomials in general. But some bounds are known for the smallest root of P 
(ii) ( [6] 
, where
The smallest roots ξ α,β k of the Jacobi polynomials P 
Proof. The upper bound in Theorem 2.2(i) gives directly ξ α,β k
Second, using the expansion
Combining these two relations gives
where we set C = (α + 1)(β + 1) − 8(α + β + 2) − 2(α + β)(α + β + 1) − 2. Finally, using
where the coefficient of 1/k 2 can be verified to be strictly positive, which thus implies the estimate ξ α,β k
It is also known that P 
Tight lower bounds for a class of examples
In this section we consider the following simple examples 
Tight lower bound for the Lasserre hierarchy
Here we consider the bounds f n is a product of univariate measures given by weight functions.
First we consider the univariate case n = 1. When the measure µ on K = [−1, 1] is given by a continuous positive weight function w on (−1, 1), one can obtain a closed form expression for f α (1 + x) β and α, β > −1. For the univariate polynomial f (x) = x (resp.,
) and thus we have
In particular, f
Proof. This follows directly using Theorem 3.1, Corollary 2.3, the fact that the largest root of P α,β d+1 is equal to −ξ β,α d+1 , and the closed form expression (13) for the roots of the Chebyshev polynomials of the first kind.
We now use the above result to show f
2 ) for the example (15) in the multivariate case n ≥ 2.
n , with the weight functions w αi,βi (
and thus f
Proof. Assume f
is a sum of squares of polynomials and K σ(x)dµ(x) = 1. For each l ∈ [n] consider the univariate polynomial
where we integrate over all variables x i with i ∈ [n] \ {l}. Then we have
Moreover, σ l has degree at most 2d and, as it is a univariate polynomial which is nonnegative on R, it is a sum of squares of polynomials. Hence, using Corollary 3.2, we can conclude that
Combining with the definition of f
Tight lower bound for the De Klerk, Hess and Laurent hierarchy
In this section we consider the hierarchy of bounds f (d) studied by De Klerk, Hess and Laurent [3] , which are potentially stronger than the bounds f (15) we can also give an explicit expression for the bounds f (d) and we will show that their convergence rate to f min,K is also in the order Ω (1/d 2 ), which shows that the analysis in [3] is tight.
We first treat the univariate case, in order to introduce the main ideas, and then we extend to the multivariate case. 
the smallest value among the smallest roots of the Jacobi polynomials P −1/2,−1/2 d+1 and P
Proof. Consider first f (x) = x. We first recall how to compute f (d) as an eigenvalue problem. By definition, it is the minimum value of } as
for some matrix M (1) of order d, also constrained to be positive semidefinite. Then, we obtain
0},
where
are instances of (10) defined as follows:
for any α, β > −1 and d ∈ N. Since strong duality holds we obtain
By Lemma 2.1, we have λ min (A and thus
The same result holds when f (x) = −x. Finally, by Corollary 2.3, these two smallest roots are both equal to −1 + Θ (1/d 2 ), which concludes the proof.
We now extend this result to the multivariate case of example (15):
Proof. The proof is analogous to that of Corollary 3.3, with some more technical details. Assume
is a sum of squares of degree at most 2d − 2|I| and K σ(x)dµ(x) = 1.
Fix l ∈ [n]. Then we can write
Next, define the univariate polynomials in the variable x l :
By construction, we have
Moreover, the polynomial σ l,0 is a sum of squares (since it is univariate and nonnegative on R) and its degree is at most 2d, and the polynomial σ l,1 is a sum of squares of degree at most 2d − 2. Hence, using Theorem 3.4, we can conclude that
This implies that
} and the proof is complete.
Tight upper bounds for the Lasserre hierarchy
In this section we analyze the rate of convergence of the Lasserre bounds f
n (corresponding to the Chebyshev orthogonal polynomials). For this measure, it is known that the stronger bounds f (d) -that use a much richer class of density functions -enjoy a O(1/d
2 ) rate of convergence ( [3] , see Theorem 1.3). We show that the convergence rate remains O(1/d
2 ) for the weaker bounds f
, which thus also implies Thoerem 1.3.
It turns out that we can reduce the general result to the univariate quadratic case. In what follows we consider first the special case when f is univariate and quadratic (see Lemma 4.2) and then we indicate how to derive the result for an arbitrary multivariate polynomial f . A key tool we use for this reduction is the existence of a quadratic upper estimator for f having the same minimum as f over K. In the quadratic univariate case we exploit again the formulation of f
in terms of the smallest eigenvalue of the associated matrix A d in (16) (recall Lemma 1.2). This matrix A d is now 5-diagonal, but a key feature is that it contains a large Toeplitz submatrix, whose eigenvalues can be estimated by embedding it into a circulant matrix for which closed form expressions exist for the eigenvalues. This nice structure, which allows a simple analysis, follows from the choice of the Chebyshev type measure. We expect that a similar convergence rate should hold when selecting any measure of Jacobi type, but the analysis seems more complicated.
The quadratic univariate case
Here we consider the case when K = [−1, 1] and f is a univariate quadratic polynomial of the form f (x) = x 2 + αx, for some scalar α ∈ R. We can first easily deal with the case when α ∈ (−2, 2). Indeed then we have f (x) ≤ g(x) := αx + 1 for all x ∈ [−1, 1], and both f and g have the same minimum value on [−1, 1]. Namely, f min,K = g min,K is equal to 1 − α if α ≥ 2, and to 1 + α if α ≤ −2. Therefore we have
where we use Corollary 3.3 for the last estimate.
We may now assume that f (x) = x 2 + αx, where α ∈ [−2, 2]. Then, f min,K = −α 2 /4, which is attained at x = −α/2. After scaling the measure µ by 2/π, the Chebyshev polynomials T i satisfy So with respect to this scaled measure the normalized Chebyshev polynomials areT 0 = 1/ √ 2 and T i = T i for i ≥ 1, and they satisfy the 3-terms relation:
In view of Lemma 1.2 we know that the parameter f
is equal to the smallest eigenvalue of the following matrix
.
Using the above 3-terms relations one can verify that the matrix A d has the following form:
5 Concluding remarks
