ABSTRACT In this paper, the design of error-correcting or channel codes for delay-universal/anytime communication is shown while considering systems with and without a feedback link. We construct practical and low complexity anytime channel codes based on spatially-coupled repeat-accumulate (SC-RA) codes. Performance and density evolution analysis are shown for the binary erasure channel (BEC) and the binary input additive white Gaussian noise (BIAWGN) channel. We observe that the erasure/error floors exist even at low decoding delay in the following cases: 1) when the code rate is close to the Shannon capacity; and/or 2) when the code parameters are chosen to target a high decaying rate of erasure/error probability. To mitigate erasure/error floors, we present feedback algorithms for BEC and BIAWGN channels. We show that the proposed feedback strategies can greatly enhance the performance of anytime SC-RA codes. Numerical results also show that the feedback strategies significantly reduce the decoder complexity. The proposed feedback approach is applied to an aircraft tracking application to track/calculate/estimate the state information of the aircraft. Based on comparisons of the results obtained from the traditional block and anytime coding scenarios, it is observed that the latter significantly outperforms the former in terms of tracking performance.
I. INTRODUCTION
In control applications, the controller needs to track system state information over a noisy channel. For timely and appropriate control actions, reliable real-time system state information is required at the controller. In other words, both transmission reliability and delay are important in control applications. However, classical communication techniques, which utilize block or convolutional codes, are not suitable for this purpose, because they trade off delay for reliability. For example, traditional block codes attain reliability only at infinite delays which results in instability in closed loop controls [1] . In contrast, delay-universal or anytime communication [2] was shown to be necessary and sufficient for tracking and controlling unstable plants over a noisy channel. In anytime communication, the delay-exponent is an important performance measure, which specifies how fast the error probability decays with the delay.
In recent years, the design of practical error-correcting or channel codes for anytime communication has been studied in [3] - [7] . These channel codes are often known as anytime codes. Anytime codes with fixed structure are studied in [3] - [5] , while anytime codes with random structure are studied in [6] . In this paper, we focus on random structured anytime codes. The random structured anytime codes, presented in [6] , can avoid error floors up to a significant level provided that the memory length is very large and the delayexponent is low. However, a code with very large memory raises the computational complexity at both encoder and decoder. On the other hand, high speed decaying of error probability is highly desirable in practical systems. Thus, in practice, a code with moderate memory length is required which can provide high delay exponents. These requirements are not attainable with the existing random structured anytime framework. Moreover, the anytime codes of [6] suffer from high encoding complexity.
In this work, we present a practical anytime coding scheme based on spatially coupled repeat-accumulate (SC-RA) codes and investigate the anytime performance over the binary erasure channel (BEC) and the binary input additive white Gaussian noise (BIAWGN) channel. 1 For both channels, an asymptotic analysis of the proposed anytime coding scheme is presented by deriving corresponding density evolution recursions. The performance of the proposed codes is compared with existing anytime codes and numerical results are presented for different scenarios. From the comparison, we show that SC-RA anytime codes outperform the anytime codes presented in [6] , while offering simpler encoding implementations. We also observe that high erasure/error floors appear at the performance of the anytime code when the memory length is limited and/or the delay-exponent is high. To mitigate this problem, we present feedback algorithms for both channels and show that the feedback schemes significantly improve the performance of anytime SC-RA codes. 2 Furthermore, the proposed feedback strategies reduce the complexity of the anytime decoder. We also apply the proposed scheme in tracking the system state information of an aircraft and show the effectiveness of the proposed scheme over traditional schemes.
The rest of the paper is organized as follows. In Section II, we describe anytime communication and SC-RA code. In Section III, the design of the anytime coding scheme based on SC-RA codes is shown and density evolution analysis is presented over BEC and BIAWGN channels. In this section, we also show the performance comparison with existing anytime codes and present the asymptotic and finitelength results for different scenarios. The feedback algorithms for BEC and BIAWGN channels are presented in IV.
In Section V, we show an example of practical application, where the effectiveness of the proposed scheme is shown. Finally, concluding summaries are drawn in Section VI.
II. BACKGROUND
A. ANYTIME CHANNEL CODE Let a streaming source produce a K -bit message m t ∈ {0, 1} K each time instant t. An anytime channel encoder takes all the produced messages up to time instant t and produces a M -bit encoded message x t ∈ {0, 1} M with a code rate R c = K M . Mathematically, the function of the anytime channel encoder can be defined by
The encoded message x t is then transmitted over a noisy channel and the receiver obtains y t (a noisy version of x t ). The anytime channel decoder estimates the current as well as all previous messages based on all the received messages. At time instant t, letx i (t) be the estimated message corresponding to message x i . The decoding function can be written asx Fig. 1. 1 Part of this paper was presented in [7] , where the code construction of SC-RA anytime codes was shown. 2 Note that many previous works, such as [8] - [11] , have performed theoretical investigations on the benefits of feedback links in anytime communication. However, very limited works have investigated the impact of feedback links on the performance of practical anytime codes. For an estimated messagex i (t) the corresponding decoding delay is d = t − i. The error probability of message x i at decoding delay d can be written as
For a given channel, the encoder-decoder pair (E t , D t ) is called anytime or delay-universal code if there exists α, β > 0 such that [12] :
where β is a constant and α > 0 is known as the anytime reliability or delay-exponent [1] . The delay-exponent α specifies how fast the reliability of the system improves with delay. The inequality in (1) is the major property of an anytime decoder.
(1) implies that at any delay d ≥ 0, the decoder is able to estimate the message x i and the probability of error for that message will exponentially decay to zero when the delay d approaches infinity.
B. SPATIALLY COUPLED RA CODES
Spatially coupled codes based on LDPC codes were first analytically investigated in [13] . Later, spatially coupled RA codes were introduced in [14] . SC-RA codes are constructed from RA protographs. A RA protograph represents a small RA code, which consists of two types of variable nodes (namely information bit nodes and parity bit nodes) and one type of check nodes. In a (Q, A)-regular RA code, every information bit node is connected to exactly Q check nodes and every check node is connected to exactly A information bit nodes. A SC-RA code can be realized in two steps: (i) firstly by coupling a chain of L standard (Q, A)-regular RA protographs such that each of the Q connections of a message bit node at position i is uniformly connected to their neighboring check nodes in the range i − (γ − 1)/2 to i + (γ − 1)/2 (ii) then by lifting and connecting the coupled protograph similar to the lifting and connecting done for protographbased LDPC codes [15] . We consider L as the chain length, γ as the coupling length and M as the lifting factor. Thus, each protograph/position contains M message bit nodes, Q A M check nodes and Q A M parity bit nodes. A terminated coupled protograph can be achieved by adding extra check nodes and parity bit nodes on both sides of the chain. Fig. 2 shows a coupled protograph of a SC-RA code. The design rate of the VOLUME 6, 2018 spatially coupled RA code is given by [14] :
Asymptotically the code rate becomes
In [14] , it was shown that SC-RA codes exhibit better decoding thresholds than SC-LDPC codes, while SC-RA codes have simple encoding property. These features make SC-RA codes more suitable than SC-LDPC codes in linear anytime code designs.
C. DECODING ALGORITHMS
For the decoding of anytime code, we consider message passing algorithm with expanding window decoding technique [3] . When a new message of the anytime code sequence arrives at time instance t, the decoder performs messagepassing on the entire sequence of received messages from time instance 1 to t. In the next time step, the decoding window is expanded to include the next code block. The operational structure of the expanding window decoding technique is shown schematically in Fig. 4 . The following message passing decoding algorithms are considered in this paper.
1) ERASURE DECODING
Over BEC, a transmitted bit is either received correctly or completely unknown. In the conventional decoder for BEC, message passing between variable node and check node occurs in the following manner. At each iteration, a variable node V whose value is known (either from the channel output or from previous iterations) sends its value to the connected check nodes, and a variable node whose value is not yet known/recovered sends an erasure symbol. On the other hand, a check node C sends to a connected variable node V an erasure if it receives at least one erasure from the connected variable nodes other than V ; otherwise C sends to V the sum (mod 2) of all incoming messages except the message from V . Note that an extended version of erasure decoding called peeling decoding [16] is considered in this paper, where the decoding window size depends only on the number of erased bits. Since the decoder can accurately detect the recovered bits for the BEC, the erasure performance of the peeling decoder remains the same as for the conventional decoder. In the peeling decoding algorithm, at each decoding time instant, the decoder first removes the recovered (nonerased) coded bits and the corresponding columns of parity check matrix. Then the all-zero rows of the check matrix are removed. These steps result in a reduced check matrix size, over which the erasure decoding algorithm is performed.
2) BELIEF PROPAGATION DECODING
For BIAWGN channels, Belief Propagation (BP) decoding algorithm is the most prominent category of message passing algorithms. In the belief propagation algorithm, the messages are expressed as Log likelihood ratios (LLRs) to simplify the mathematical operations. Let x i and y i be the channel input and output corresponding to the variable node i. The LLR obtained from the channel for variable node i is defined by
where P ch (·) represents channel transition probability. 
Based on the messages from check nodes, the message sent from a variable node i to check node j is
For a fixed number of iterations, the complexity of the above message passing decoders scales linearly with the number of edges. Since the number of edges grows linearly with the increasing of decoding window length, the complexity of the above decoders scales linearly with the number of messages received by the decoder. In other words, the decoding complexity (specially for BP decoding) grows linearly with the decoding delay.
III. ANYTIME CODES BASED ON SPATIALLY COUPLED RA CODES
A. CODE DESIGN Similar to [6] , we modify the structure of spatially coupled RA codes in the following manner to achieve the anytime coding properties: 1) To ensure causal streaming and anytime decoding capability, each of the Q connections of a message bit node at position i is independently chosen from the check nodes in the range of [i, ...., i + γ − 1]. 2) Instead of a uniform distribution of each connection from message bit nodes to check nodes, we choose an exponential distribution so that a message bit node at position i has more connections with the check nodes closer to position i. This type of distribution allows a quick improvement of the error performance with small delay. With an exponential distribution, the probability of a connection between a message bit node at position i and a check node at position j (j ≥ i) can be written by:
where λ is known as exponential rate parameter and k = j − i is the distance between the connected check node and message bit node. For γ = ∞, (7) becomes
On the other hand, the degree of the parity bit nodes is two and a parity node at position i is only connected to the check node at position i. In this paper, we refer to the above mentioned code as (Q, A, λ, γ )-anytime SC-RA code. A realized protograph of the (Q, A, λ, γ )-anytime SC-RA code with the above structure is shown in Fig. 3 . In the rest of the paper, we represent all the variable nodes at position i (i.e., combination of message bit and parity bit nodes at position i) as the encoded message x i . In the following section, we present the performance analysis of (Q, A, λ, γ )-anytime SC-RA codes over BEC and BIAWGN channels.
Remarks on the Difference Between Conventional SC-RA Code and the Proposed Anytime SC-RA Code:
The conventional SC-RA code [14] considers very limited γ (usually γ = Q), which results in a convolutional code with finite memory length and thus the error performance levels out with increasing delay. The results in Fig. 5 illustrate this phenomenon, where the conventional SC-RA code is shown to have worse performance than our proposed anytime code (with large γ ). Furthermore, the uniform distribution used in the conventional SC-RA code cannot ensure a quick recovery of recently received messages (which is a desired property of a anytime code). The use of exponential distribution in our proposed code enables this desired property. 
B. BEC
For the density evolution over the BEC, we denote V ( )
as the erasure probabilities from information bits and parity bits, respectively, of message x i , at iteration when t ≥ i messages are received. The density evolution equations of anytime spatially coupled RA codes over the BEC are given in (9) and (10), as shown at the top of the next page. We initialize the density evolution recursion by V ( )
where is the channel erasure probability. The probability that the information bit of message x i has been erased can be computed after a maximum number of iteration max while considering the erasure VOLUME 6, 2018
probabilities of all of its connected edges. The bit erasure probability (P iBEC (i, t)) of the information bit of message x i is given in (11) , as shown at the top of this page.
C. BIAWGN CHANNEL
For the density evolution over the BIAWGN channel, we denote V ( )
as the mean values of LLR messages outgoing from information bit node and parity bit node, respectively at position i in the th iteration when t messages are received. Following [18] , the density evolution update equations over the BIAWGN channel are given in the top of this page (see (13) and (14)). In these equations, the following functions are used:
log 2 (1 + e −f )df .
We initialize the density evolution recursions by V ( )
n is the noise variance of the BIAWGN channel. The bit error rate (P iAWGN (i, t)) of the information bit of message x i is given by [6] ,
where (15), as shown at the top of this page, and Q(·) is the Q-function defined by
D. NUMERICAL RESULTS
In this subsection, we present the performance comparison and numerical results for the proposed SC-RA anytime codes. In the simulation, erasure decoding was considered for BEC, while BP decoding was considered for BIAWGN channel with maximum iteration of 200. 3 In Fig. 5 , we show the performance comparison between anytime code of [6] (based on SC-LDPC codes) and our proposed SC-RA anytime code. For the anytime SC-LDPC codes [6] , we con-
) and for the proposed SC-RA codes, we consider (Q, A) = (4, 4). The code parameters are chosen such that both codes maintain an average variable and check nodes degree of 3 and 6, respectively. Thus, for both cases, the code rate is R d = 1 2 . In the simulation, we consider a message size M = 40, λ = 0.1, γ = ∞, and = 0.4 for both codes. We plot the average erasure performance of 5 th encoded message (x 5 ) versus the decoding delay. At any decoding time instant t, the decoding delay (d) for x 5 is calculated by d = t −5. Each point of the simulation results is obtained by averaging over 10 6 simulation runs. Along with the simulation results, we also show the estimation results obtained from the estimation technique of [6] to predict the finite-length performance of anytime codes. We observe that the anytime SC-RA codes provide better performance than the anytime SC-LDPC codes. In Fig. 5 , we also plot the simulation performance of conventional SC-RA code with (Q, A) = (4, 4), and we notice a very high error floor for this scenario. Note that we also observed above performance characteristics for the BIAWGN channel.
In Fig. 6 and Fig. 7 , the performance of the anytime codes are presented for the BEC and the BIAWGN channel, respectively for different scenarios. For both cases, we present the asymptotic and finite-length results with three different scenarios. We vary the parameters λ and γ , while fixing Q = 4 and A = 4. The channel parameters considered for the BEC and the BIAWGN channel are = 0.42 and signal-tonoise ratio (SNR) = 0.5 dB, respectively. For both channels, it is observed that the performance curve does not show error floors at bit erasure/error rate above 10 −5 when the coupling length is sufficiently large and the exponential rate parameter is low. For limited coupling length and/or high exponential rate parameter, the performance curve possess a very high erasure/error floor. This is due to the fact that both limited coupling length and high exponential rate parameter result in limited memory of the code. Moreover, the connections between variable nodes and check nodes become concentrated, which creates short cycles in the resultant code. However, in the practical cases, limited coupling length and/or high exponential rate parameter are desirable. To mitigate erasure/error floor problems in such scenarios, we present feedback algorithms in the following section for the BEC and the BIAWGN channel.
IV. ANYTIME TRANSMISSION WITH FEEDBACK
We now present feedback strategies for the BEC and the BIAWGN channel to tackle the erasure/error floors in the performance of the anytime codes. We assume that the feedback link is noiseless with zero delay, 4 i.e., the information sent through the feedback link is correctly received by the encoder.
A. BEC
For the BEC, we present a threshold (in terms of decoding delay) based feedback strategy. At every time instant, the decoder looks for erasure bits in the messages whose decoding delays have exceeded a predefined threshold. If any such erasure is found, the decoder activates the feedback link before the next message transmission and sends the index of the earliest erased bit through the feedback link. The encoder simply appends the requested bit value to the next coded message. If the re-transmitted bit is received successfully, the decoder may be able to recover part or all of the subsequent erased bits. Thus, with this retransmission strategy, one can improve the performance of the message where the requested bit belongs as well as the subsequent messages. Note that a similar re-transmission strategy is presented in [3] , where the threshold is defined in terms of erasure-pattern set size (depends on the number of overall erasure bits at the decoder). On the other hand, the threshold in our proposed strategy is defined in terms of the decoding delay. With this proposed strategy, received messages get sufficient time to be decoded at the receiver before the activation of the feedback link. The details of this feedback strategy are provided in Algorithm 1.
Algorithm 1 Anytime Transmission With Feedback Over the BEC
• Set a threshold W th .
• When t − W th > 0:
• The anytime encoder does the following. If no retransmission request is received, the encoder maintains it's usual transmission and transmits message x t+1 . If retransmission request of a particular bit is received, the requested bit is simply transmitted along with the message x t+1 .
• The anytime decoder does the following. Search for erased bits in the messages fromx 1 
(t) tox t−W th (t).
If erasure bit is detected, then it sends the index of the earliest erasure bit via the feedback link. If no erasure is found, the decoder does not activate the feedback link.
The performance improvement due to the feedback strategy is shown in Fig. 8 . In the simulation, we consider (Q, A, λ, γ ) = (4, 4, 0.2, 20) with = 0.42. We set the feedback threshold as W th = 20. Thus the feedback link can only be activated at or after decoding time t = 21. The decoder performs the erasure decoding operation (as described in Subsection II-C) after placing the retransmitted bit value (in case of successful reception of the retransmitted bit) in the position of the earliest erasure bit. In Fig. 8 , we present the erasure probability performance of five messages. Without feedback, the erasure probability of all the messages approaches an erasure floor. With the feedback strategy, the erasure probability performance maintains exponential decay with the decoding delay. We observe that the performance of each message is a shifted version of another. We also observe that the performance improvement of different messages is observed from decoding time t = 20, even though their own bits are not re-transmitted. Due to the dependence of one message to another, a retransmitted bit of a previous message can improve the performance of the subsequent messages. For the above scenario, the number of feedback requests made by the decoder is close to 2 at decoding time instant 60. Let N f (t) be the accumulated number of retransmission request up to time t. In Fig. 9 , we show the characteristics of accumulated number of retransmission FIGURE 10. Impact of channel erasure probability ( ) and exponential rate parameter (λ) on the effective rate of the SC-RA anytime code. FIGURE 11. Impact of feedback window threshold on the average erasure probability performance.
request while varying the channel erasure probability ( ) and exponential rate parameter (λ). We observe that with the increment of and/or λ, the number of feedback request increases. Increasing reduces the error correction capability of the decoder, while increasing λ increases short cycles in the Tanner graph and hence, results in an increment of the feedback requests. Note that due to the retransmission, the proposed feedback scheme suffers from slight rate loss. The effective code rate after decoding time instant t is given by R eff = Kt Mt+N f (t) . For the results shown in Fig. 9 , the corresponding effective rates are provided in Fig. 10. In Fig. 11 , we present the impact of the predefined threshold W th on the erasure probability performance. We present the average erasure probability performance with respect to the decoding delay (d). As expected, the performance of the feedback strategy can be improved by decreasing W th . However, a low W th results in a large number of feedback requests. For example, with W th = 10, 20, 30 the average number of retransmission requests required is 14.89, 1.75, 0.49, respectively at decoding time instant t = 60.
Recall that we consider peeling decoder [16] over the BEC. The proposed feedback strategy can be used along with the peeling decoder to further reduce the decoding complexity by reducing the size of the decoding window. For message size M = 30, Fig. 12 shows the decoding window size variation with respect to the decoding time instant while considering the scenarios with and without feedback. It is observed that the average decoding window size becomes a constant with the feedback strategy. In systems without feedback, the decoding window size grows with the decoding time instant due to the erasure floor observed in the performance. For both scenarios, we observe that the average decoding window size increases as the channel erasure probability and/or exponential parameter increases.
B. BIAWGN CHANNEL
Although the feedback strategy for the BEC is straightforward, this is not the case for BIAWGN channel. Unlike the BEC, the received bit over a BIAWGN channel cannot be declared as 1 or 0 with absolute certainty because of the presence of the Gaussian noise. Due to this uncertainty, a re-transmitted bit may cause degradation of the anytime performance instead of improving the performance. Thus retransmission of unreliable bits similar to the BEC is not appropriate for the BIAWGN channel. Note that, a feedback strategy for the BIAWGN channel was presented in [5] to improve the performance. However, a significant rate loss is observed due to the retransmission of the whole message in the feedback strategy of [5] . In this paper, we devise a novel feedback algorithm for the BIAWGN channel based on an adaptive parity check matrix.
At every time instant, the decoder searches for unreliable bits in the messages that have at least a decoding delay of W th . We declare a code bit as reliable if the log-likelihoodratio (LLR) output by the decoder for that bit is higher than +L th (for bit value 1) or lower than −L th (for bit value 0), where L th is a predefined LLR threshold. Once unreliable bits are found, we activate the feedback link and instead of retransmission, we change the check matrix such that it ensures extra protection for the unreliable bit with the least index value. We refer to the unreliable bit with least index value as tagged bit. Once the feedback link is activated after time instant t, we modify the check matrix at both encoder and decoder in the following manner. We add E extra edges to the tagged bit node and connect those edges with E check nodes of position t + 1. The modification in the Tanner graph due to the above feedback strategy is depicted in Fig. 13 with E = 1 and M = 2, where we assume that the index of the tagged bit is i + 1 after decoding time instant t. Thus, we add an extra edge (solid line in Fig. 13 ) to connect (i + 1) th information bit node and (t + 1) th check node. The procedure of the proposed feedback strategy is summarized in Algorithm 2. Unlike the feedback scheme for the BEC, the proposed feedback scheme for the BIAWGN channel does not lose any rate, since no extra bit retransmission is required for the proposed strategy. However the complexity of this feedback algorithm is higher than the feedback scheme for the BEC. This is due to the check matrix modification procedure performed in both encoder and decoder.
In Fig. 14 , we present the numerical results regarding the performance improvement by using the above men-FIGURE 13. Modification in Tanner graph due to the proposed feedback strategy over the BIAWGN channel with E = 1 and M = 2 provided that the tagged bit (unreliable bit with least index) is the information bit of x i +1 . In the figure, the dotted lines with the information bit node represent the probabilistic edge connections, while the solid line with the information bit node represents the added deterministic edge. tioned feedback strategy. In the simulation, we consider (Q, A, λ, γ ) = (4, 4, 0.2, 20) with SNR = 0.5 dB. For the feedback strategy, we set E = 1, W th = 20 and L th = 10. For three different messages, we observe performance improvements through the use of the feedback strategy. Note that a careful choice is required on selecting the value of E. Since a large value of E will introduce cycles in the Tanner graph, which may lead to performance degradation of the later messages. The decoder performs the BP decoding algorithm (as described in Subsection II-C) by considering the added edge between the variable node that represents the tagged bit and the associated check node. In other words, the decoder performs the BP decoding by updating the entries of sets S c (i) and S v (j) (assume that the tagged bit is the i th variable node and the associated check node is at j th position). In Fig. 15 , we show the accumulated number of retransmission request N f (t) required for this feedback strategy while varying the SNR and exponential rate parameter λ. We observe that for a given decoding time instant, N f (t) increases when SNR decreases and/or λ increases. Recall that, worsening the channel i.e., decreasing SNR reduces the error correction capability of the decoder, while increasing λ increases short cycles in the Tanner graph and hence, results in increment of the feedback requests. In Fig. 16 , we compare our proposed feedback strategy with the feedback strategy of [5] and the feedback strategy with simple retransmission (similar to the scheme over BEC). It is observed that the feedback strategy of [5] provides better performance compared to our proposed scheme. However, note that a significant rate loss is observed for the feedback strategy of [5] . Specifically, at decoding time instant 50, the effective rate of the strategy of [5] is reduced from 0.5 to 0.452, while our proposed feedback strategy does not suffer from rate loss. On the other hand, the simple retransmission scheme exhibits worst performance (Retransmission 1 in the figure). We also plot the performance of the simple retransmission scheme when the tagged bit is retransmitted twice (Retransmission 2 in the figure). As expected, we observe a slight performance improvement for the later case, but it is still worse than our proposed feedback strategy. Furthermore, Retransmission 1 and Retransmission 2 suffer rate loss with effective rate of 0.493 and 0.485, respectively at decoding time instant 50. 
Algorithm 2 Anytime Transmission With Feedback for the BIAWGN Channel
• We set a thresholds W th and L th .
• The anytime encoder does the following. If the feedback link is not activated, the encoder generates x t+1 with the usual parity check matrix.
If the encoder receives a notification of an unreliable bit through the feedback link, it generates the message x t+1 based on a modified parity check matrix. Let the index of the tagged bit (unreliable bit with least index value) be j. To improve the reliability of the tagged bit, the Tanner graph of the parity check matrix is modified in the following manner. E extra edges are added with the variable node corresponding to the j th coded bit and connect them with E check nodes at position t + 1. With this modified parity check matrix, the encoder generates message x t+1 and sends it to decoder.
• The anytime decoder does the following. If the feedback is activated at previous time instant, the decoder modifies the check matrix in the similar manner as the encoder does and performs decoding operation on all received bits with modified check matrix. Search for uncertain bits in the message from x 1 (t) to x t−W th (t) based on the LLR threshold L th . If unreliable bits are observed, then it activates the feedback link and sends the index of the earliest unreliable bit through the feedback channel. Otherwise, the decoder stays silent.
Remarks:
The feedback strategies proposed in this paper can be applied to other anytime codes including the codes proposed in [3] - [6] . However, the performance of the feedback strategy will vary depending on the code structure. For example, the feedback strategy over BIAWGN channel may not improve the performance of the anytime code proposed in [3] . This is due to the fact that the anytime code of [3] is highly dense, where the degrees of variable and check nodes increase linearly with the decoding time instant. Thus, addition of extra edges will result in more dense parity check matrix and may not improve the performance of the code.
V. IMPACT OF FEEDBACK TECHNIQUE IN CONTROL APPLICATIONS
We now demonstrate the impact of the feedback technique on tracking performance with a practical application. In general, an observable plant can be described by the following equations:Ṡ
where S is the state of the system, U is the control input, n p (t) is the process noise which are modeled as zero-mean additive white Gaussian noise with covariance matrix Q p . In this paper, we consider the tracking of an aircraft [19] with S = [w q θ ] and U = [ρ], where w is the vertical velocity, q is the pitch rate, θ is the pitch angle, and ρ is the elevator deflection angle. Following [19] , A and B are specified by, 
where A d and B d are obtained by performing the following operation on A and B, respectively.
where δt is the discretization step size. Different components of the state are usually measured by sensors embedded in the aircraft such as accelerometer, gyroscope, GPS sensors etc. Let O(k) be measured state by the sensors in the aircraft, which is defined by,
where C is the measurement coefficient and n m (k) is the measurement noise, which can be modeled as zero-mean additive white Gaussian noise with covariance matrix Q m . Then the measured state is quantized and mapped to K -bit message m k ∈ {0, 1} K . We perform channel encoding on m k such that we obtain an encoded message x k ∈ {0, 1} M . In this paper, we consider three channel coding scenarios, where traditional block code was considered along with the anytime codes with and without feedback. After encoding, modulation is performed on x k to transmit form the aircraft. We assume that the transmitter of the aircraft is connected with a remote receiver via a communication channel. Upon receiving the signal from the aircraft, the remote receiver subsequently performs demodulation, decoding, demapping, and state estimation. For the traditional block coding scheme, only the current state is estimated in each time step. On the other hand, current as well as previous states are estimated in each time step for the anytime coding scenarios. A generalised system model of the above described control problem is depited in Fig. 17 . In this paper, we consider Kalman filter based estimation approach [20] , [21] , which can provide statistically optimum state estimation from the noisy version of observed data.
With the above setting, we now show the numerical results on the tracking performance while considering traditional block and anytime coding schemes. In the simulation, we consider C = [0 0 1] and hence only pitch angle was measured. A 16-bit uniform quantization was performed on the measured pitch angle, and the channel was modeled as erasure channel with = 0.44. For the anytime code, we consider a (Q, A, λ, γ ) = (4, 4, 0.1, 10)-SC-RA code and set W th = 5 for the feedback strategy. For the block code, we consider a (Q, A) = (4, 4)-RA block code. The tracking performance, presented in the simulation results, is realized for a period of 15s, where 150 steps are considered with step size δt = 0.1s. The process and measurement noise co-variances are set as Q p = Q m = 0.0025I, with the input (elevator deflection angle) ρ = 0.2 rad. In Fig. 18 to Fig. 20 , we present the state estimation performance while considering the estimation of velocity, pitch rate, and pitch angle, respectively. Results are presented for block and anytime coding schemes. It is observed that the block code exhibits worse performance compared to the anytime coding schemes. Among the performance of anytime codes, we observe that the deviation of the estimated state from the actual state is less with the feedback strategy compared to the scenario without feedback. Along with the estimation results, corresponding absolute error results are also presented in Fig. 18 to Fig. 20 , where nearly zero error was observed with the proposed anytime coding with feedback technique.
VI. CONCLUSION
In this paper, we have shown the design of low complexity anytime codes constructed from spatially coupled RA codes. An asymptotic analysis of the proposed anytime code is presented over two different channels (BEC and BIAWGN channel) and it is shown that the proposed SC-RA anytime codes outperform its counterpart SC-LDPC anytime codes. Extensive numerical results are presented while varying code and channel parameters. From the results, we have observed that anytime SC-RA codes are not able to maintain their desired anytime characteristics and end up with erasure/error floor, however, the code design needs to satisfy practical demands like finite-length memory and/or high delay-exponent. To eliminate the high erasure floor for such scenarios, a retransmission based feedback strategy is presented for the BEC. We have shown that the erasure floor in the anytime performance can be avoided at a large extent using proposed feedback strategies, in which only few feedback requests need to be made. Moreover, it is shown that the anytime decoding complexity can be reduced with feedback strategy. Since the retransmission scheme is not suitable for BIAWGN channels, we have devised a novel feedback strategy based on an adaptive parity check matrix for BIAWGN channels. Similar to the BEC, a performance improvement through the proposed feedback strategy is observed over BIAWGN channels. However, the feedback strategy for BIAWGN posses higher complexity than the feedback strategy shown for the BEC. We have also demonstrated the effectiveness of the proposed strategy by applying it to an aircraft tracking application. 
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