In breast elastography, breast tissue usually undergoes large compression resulting in significant geometric and structural changes. This implies that breast elastography is associated with tissue nonlinear behavior. In this study, an elastography technique is presented and an inverse problem formulation is proposed to reconstruct parameters characterizing tissue hyperelasticity. Such parameters can potentially be used for tumor classification. This technique can also have other important clinical applications such as measuring normal tissue hyperelastic parameters in vivo. Such parameters are essential in planning and conducting computer-aided interventional procedures. The proposed parameter reconstruction technique uses a constrained iterative inversion; it can be viewed as an inverse problem. To solve this problem, we used a nonlinear finite element model corresponding to its forward problem. In this research, we applied Veronda-Westmann, Yeoh and polynomial models to model tissue hyperelasticity. To validate the proposed technique, we conducted studies involving numerical and tissue-mimicking phantoms. The numerical phantom consisted of a hemisphere connected to a cylinder, while we constructed the tissue-mimicking phantom from polyvinyl alcohol with freeze-thaw cycles that exhibits nonlinear mechanical behavior. Both phantoms consisted of three types of soft tissues which mimic adipose, fibroglandular tissue and a tumor. The results of the simulations and experiments show feasibility of accurate reconstruction of tumor tissue hyperelastic parameters using the proposed method. In the numerical phantom, all hyperelastic parameters corresponding to the three models were reconstructed with less than 2% error. With the tissuemimicking phantom, we were able to reconstruct the ratio of the hyperelastic parameters reasonably accurately. Compared to the uniaxial test results, the average error of the ratios of the parameters reconstructed for inclusion to the middle and external layers were 13% and 9.6%, respectively. Given that the parameter ratios of the abnormal tissues to the normal ones range from three times to more than ten times, this accuracy is sufficient for tumor classification.
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Introduction
Breast cancer is one of the most common forms of cancer in women. Worldwide, breast cancer is the second most common cancer after lung cancer (10.4% of all cancer incidence, both sexes counted) (World Health Organization International Agency for Research on Cancer 2003), and the fifth most common cause of cancer death (World Health Organization 2006) . While breast screening using x-ray mammography has proven to be effective in women after menopause, its value is limited with younger women who have dense breasts and thus a more effective diagnostic technique is necessary. To develop such diagnostic technique, researchers have attempted to utilize the fact that changes in soft tissue stiffness are associated with the presence of pathology. In the case of breast cancer, a tumor or a suspicious cancerous growth is normally stiffer than normal background tissue. This stiffness ranges from 3-6 times the stiffness of fibroglandular tissue for malignant tumors to 13 times in the case of highgrade invasive ductal carcinoma (Ophir et al 1991) . Breast manual palpation is based on this correlation between stiffness and tissue abnormality; however, it is not sufficiently sensitive in the cases where the tumor is small or is located deep within the breast. In such cases, the tumor cannot be detected by palpation during early stages (Gao et al 1996) . While imaging can provide quantitative information about the disease, conventional cross-sectional imaging methods do not provide tissue parameters associated directly with the findings of palpation . Elastography, a novel imaging technique, was developed in which tissue stiffness or strain images are used to detect or classify tumors , Devi et al 2006 . The goal of elastography is mapping the elastic properties of tissue (Young's modulus or shear modulus) in an anatomically meaningful way to provide clinical information about tissue abnormality (Gao et al 1996) . Given their high water content, most soft tissues are known to be near incompressible. This property is characterized by Poison's ratio values ranging from 0.490 to 0.499 (Manduca et al 2001, Barbone and Oberai 2007) . In classic elastography, the tissue is assumed to exhibit linear elasticity. Assuming tissue incompressibility implies that the tissue's Poison's ratio is known, and the only parameter required to characterize the tissue elastic behavior is its Young's modulus. In quasi-static elastography, the tissue is mechanically stimulated by applying very low frequency (less than 10 Hz) external compression. Tissue deformation resulting from mechanical stimulation is required to determine and map soft tissue elastic properties. For this purpose, MRI or ultrasound displacement data acquisition techniques are usually used (Cespedes et al 1993 , Konofagou and Ophir 1998 , Chenevert et al 1998 . Assuming that the tissue is linear elastic and isotropic, many researchers have developed elastic modulus reconstruction techniques ranging from strain imaging to ones based on full inversion of the elasticity governing equations (Kallel and Bertrand 1996 , Skovoroda et al 1994 , Sumi et al 1995 , Doyley et al 2000 . In general, the problem of elastic modulus reconstruction is a highly ill-posed inverse problem, especially in 3D. To overcome this problem, Plewes et al (2000) , Samani et al (2003) , Mehrabian and Samani (2008) , and Samani et al (2001) ) proposed a constrained elastography technique. This method assumes uniform elasticity modulus distribution throughout each tissue volume. Unlike strain imaging methods of elastography, this technique takes into account the non-uniform stress distribution throughout tissue volumes. The novelty of this method lies in the use of anatomical constraints to impose a discrete elasticity modulus distribution for the reconstruction (Samani et al 2001) .
In elastography procedures, the breast is precompressed prior to the application of quasi-static or harmonic mechanical stimulation. This is done to minimize undesirable boundary effects. The amount of compression is chosen arbitrarily by the clinician. Given tissue nonlinearity, the tissue stiffness will depend significantly on the amount of tissue precompression. Indeed this issue has led to the very wide range of elastic modulus values reported in the literature for breast normal and pathological tissues. Hall et al (2009) showed that for invasive ductal carcinoma (IDC) the strain contrast increases at larger deformation compared to smaller deformation; whereas they showed that the opposite happens for fibroadenoma. This is because with large deformations, the assumptions for linear elastography are violated and hyperelastic models are required to solve these problems. Varghese et al (2000) stated that in nonlinear elastography, with large tissue compressions the contrast in elastography images increases significantly due to tissue nonlinear stress-strain relationship.
Although assuming that the tissue exhibits linear elastic behavior (as used in classic elastography) is valid when small external compression is applied, most soft tissues, especially breast tissues, deform significantly during typical elastography mechanical stimulation (Sciarretta et al 2002) . This tissue deformation often exceeds the amount of deformation allowed with linear elastic models. To address the issues of precompression dependence and low SNR in elastography while considering the issue of linear elasticity validity, large external compression can be applied in conjunction with finite elasticity modeling.
In finite elasticity, the tissue is modeled as hyperelastic material to account for the tissue intrinsic and geometric nonlinearities. Another highly important motivation for developing an elastography system capable of imaging tissue hyperelastic parameters is based on the ex vivo breast tissue hyperelastic parameter data obtained by O'Hagan and Samani (2009) . These data indicated that some hyperelastic parameters are capable of classifying breast cancer with high confidence. Skovoroda et al (1999) showed that despite requirements of higher order derivatives of displacements for nonlinear reconstruction, their image quality rival those based on a simpler linear model. Sinkus et al (2002) used MR elastography to show that various breast tissue pathologies exhibit different nonlinear characteristics. Therefore, nonlinear (hyperelastic) elastography has a potential to be a highly specific breast cancer diagnosis technique. Oberai et al (2009) assessed the feasibility of using nonlinear elasticity imaging of breast tissue in discerning malignant tumors from benign ones. They demonstrated that the distribution of nonlinear elastic parameters represents the mechanical properties of the tissue more accurately compared to linear parameters. Hyperelastic parameters reconstructed using nonlinear elastography are the intrinsic properties of the tissue and are independent of the boundary conditions (Erkamp et al 2004) .
In this investigation we have extended the technique proposed by Samani et al (2001) to reconstruct tissue hyperelastic parameters. Similar to Samani et al (2001) , we assume that tissue lesion is already detected by a conventional imaging modality and the purpose is to classify the lesion. The parameter reconstruction is formulated as an inverse problem that is solved iteratively. Each iteration involves a nonlinear finite element analysis followed by a hyperelastic parameter updating. In the parameter updating step, a system of linear equations needs to be solved. Depending on the used hyperelastic model, this linear system of equations can be highly ill conditioned. In such a case, we developed a novel hybrid regularization algorithm consisted of a sequence of three different regularization techniques. For validation, we present a computational phantom study followed by a tissue-mimicking phantom study. Both of the computational and experimental phantoms consist of three different tissue types to represent the three different cancerous breast tissues (adipose, fibroglandular and tumor tissues). In these examples, a number of hyperelastic models commonly used in tissue modeling were tested. Results obtained from this investigation demonstrate the feasibility of reconstructing the hyperelastic parameters reasonably accurately. In an ex vivo breast tissue study, O'Hagan and Samani (2009) compared the performance of several hyperelastic models in classifying different tissues and showed that the Yeoh hyperelastic model has a good potential to distinguish between different pathological tissues. In this investigation, three different strain energy functions were used to model the nonlinear (hyperelastic) behavior of the tissues and their reconstruction results were compared.
Theory
Finite deformation formulation is necessary where tissue geometry changes significantly during loading. Such a geometry change is associated with the so-called geometric nonlinearity where it is assumed to be significant if the strain exceeds 5%. Combined with tissue intrinsic nonlinearity, geometric nonlinearity can be modeled using hyperelastic modeling. The elastic behavior of the material can be described using a strain energy function U = U(F), where F denotes the deformation gradient tensor. Using this energy function for an incompressible hyperelastic material, its stress-strain relationship is as follows (Holzapfel and Ogden 2003) :
where S is the first nominal stress and p is the hydrostatic pressure. For an isotropic material the strain energy function U is a function of the principal invariants of the left and right Cauchy Green strain tensor I 1 , I 2 , J. Thus the stress tensor for an incompressible, isotropic hyperelastic material can be written as (Holzapfel and Ogden 2003, Holzapfel 2000) :
where DEV represents the deviatoric part of the stress tensor, p is the hydrostatic pressure, I is the identity matrix, andB andĪ i arē
where J = det(F). Strain energy functions are defined as the functions of strain invariants (I 1 , I 2 , I 3 ) and a number of parameters called the 'hyperelastic parameters'. Various energy functions are chosen for different classes of materials based on previous experience. In this study, three strain energy functions-commonly used to model soft tissues-are used. The first strain energy function used here is the polynomial model with N = 2. The second-order polynomial strain energy function is the most commonly used function in rubber modeling and was recently used for breast tissue modeling (Samani and Plewes 2004 ). An important advantage of using this model is that it uses five parameters to model the mechanical behavior of the tissue; hence, it is capable of modeling the tissue response with high accuracy. The second model is the Yeoh model that has been recently used in various biomedical applications.
This model is only dependent on the first strain invariant while it is capable of modeling soft tissues with accuracy close to that of the polynomial model (Zhang 2004 . Equations (5)- (7) represent the polynomial, Yeoh and Veronda-Westmann models, respectively:
where the Cs denote the hyperelastic parameters, J el is the elastic volume strain, D i is a compressibility coefficient and g(J el ) is a function of tissue compressibility. For an incpmpressible tissue J el = 1 and thus g(J el ) = 0. Therefore, the second term in equations (5) and (6) and the third term in equation (7) disappear. As indicated earlier, in this work a constrained nonlinear elasticity reconstruction technique was developed for breast cancer assessment. To constrain the reconstruction, the hyperelastic parameters of the soft tissue are assumed to be uniform throughout each tissue type. The Yeoh model unlike the other two is independent of the second strain invariant (I 2 ). In practice, there are some difficulties in using the strain energy functions which are functions of I 2 in addition to I 1 (Yamashita and Kawabata 1995, Kaliske and Rothert 1997) . These difficulties are (1) The sensitivity of the strain energy function to variations of I 2 and consequently its dependence on I 2 terms is generally much smaller than the sensitivity to variations of I 1 ; (2) it is difficult to measure the influence of I 2 on the strain energy function. Hence, eliminating the I 2 -dependent terms of the strain energy function generally improves the ability of the model in predicting tissue behavior.
To validate hyperelastic parameters reconstructed in the tissue-mimicking study presented in this investigation, these parameters were measured independently. For this purpose, cylindrical samples of each tissue type were made for uniaxial testing. By considering the diagonal form of the deformation gradient tensor (F) for tissue uniaxial loading and assuming that the direction of the principal stretches is oriented with the coordinate basis vectors, the uniaxial nominal stress can be obtained from the following equation in which λ is the uniaxial stretch (Holzapfel 2000) :
Methods and materials

Constrained hyperelastic parameter reconstruction
The proposed reconstruction technique follows the constrained technique introduced by Samani et al (2003 Samani et al ( , 2001 ) which assumes that the breast tissue can be segmented such that the normal and pathological tissues can be separated reasonably accurately. This assumption was shown to be valid when MRI is being used for imaging the breast tissue. This technique further assumes that inhomogeneity of each tissue is insignificant throughout its volume since ex vivo breast tissue data have shown that this inhomegeneity is little to modest. This implies that the hyperelastic parameters can be considered constant throughout the volume of each tissue.
To reconstruct the tissues' hyperelastic parameters, tissue displacements resulting from mechanical stimulation are acquired. In this investigation we acquire these displacements from two images corresponding to tissue pre-deformation and post-deformation. The developed algorithm of reconstructing tissue hyperelastic parameters is based on rearranging equation (3) into a linear system of equation (for polynomial and Yeoh models) or a nonlinear system of equations (for Veronda-Westmann model) in terms of the hyperelastic parameters. This led to an iterative algorithm, which involves parameter updating followed by nonlinear finite element analysis for stress calculation.
The iterative algorithm starts with an initial guess for the hyperelastic parameters of each tissue. These parameters are fed into a FE model of the tissue. This FE model uses a mesh that is generated from the segmented image of the tissue. The prescribed displacement boundary condition is applied to the top of the tissue, while the bottom side is fixed in the loading direction. The applied compression is simulated using ABAQUS V6.7 (Simulia, Dassault Sytèmes) leading to tissue stress distribution. Hence, using the extracted displacement data in conjunction with the rearranged form of equation (3), the hyperelastic parameters were updated in each iteration until convergence was reached. The iterative parameter reconstruction process is summarized in the flowchart shown in figure 1 Samani 2008, 2009 ).
The step of parameter updating is carried out using the rearranged form of equation (3) in conjunction with the strain energy functions defined in equations (5) or (6). In the cases of the polynomial and Yeoh models, the rearranged form of equation (3) is the following linear system of equations:
where {σ } is the element stress tensor, [A] is the coefficient matrix formed using nodal displacements and F tensor, and {C} is the unknown hyperelastic parameter vector. This system was solved as described in the next section. For the Veronda-Westmann model case, a different solution was developed because the rearranged form of equation (4) is a nonlinear function of the hyperelastic parameters, C, as given below:
where f (·) is a function of nodal displacements. This nonlinear system of equations was solved using a nonlinear least-squares method that involves iteratively using a combination of the preconditioned conjugate gradient optimization method, steepest descent method and Newton's optimization method. Using equations (9) or (10), the values of C ij or C were calculated for each element in the FE mesh. In accordance with the constrained reconstruction approach, the parameters were then averaged over the entire volume of each tissue to obtain the updated parameters. The iterative algorithm is described in detail in the following pseudocode.
(1) Apply deformation to the tissue and measure its displacements.
(2) Calculate the deformation gradient using the acquired displacements.
(3) Calculate the strain invariants using the deformation gradients.
(4) Form matrix [A] in equation (9) or function f (·) in equation (10). (5) Generate FE mesh for the tissue using the segmented pre-deformation image of the tissue.
(6) Generate a FE model of the tissue deformation using an ABAQUS FE solver and assign the loading specifications and boundary conditions. (7) Set the hyperelastic parameters of each tissue (use an initial guess for the first iteration). (8) Simulate the tissue deformation using FE analysis. (9) Extract stress distribution from the simulation and form vector {σ } in equations (9) and (10). (10) Feed the results of steps 4 and 9 into equations (9) or (10) and calculate the updated hyperelastic parameter vector {C} for each element and then average over each tissue volume. (11) Go to step 7 and set the hyperelastic parameters to the updated values ({C}) and repeat until the variations in the updated parameters are smaller than a tolerance value.
Hybrid regularization technique
The proposed reconstruction technique uses the pre-and post-deformation images of the tissue to measure the tissue displacements and uses these measurements to reconstruct the hyperelastic parameters (C ij or C parameters in equations (9) and (10)). These displacements can be measured indirectly from the images corresponding to the tissue pre-and postdeformation or directly using MRI or US displacement data acquisition techniques. Using a least-squares method to solve the inverse problem formulated in equation (9), we obtain the following equation to calculate the parameters in each iteration:
Equation (11) requires calculating the inverse of the matrix (A T A), which is not always possible. For the Yeoh model, (A T A) −1 is a 3 × 3 matrix, which can be inverted easily. For the polynomial model, however, five parameters are involved, and it was observed that the inverse problem was highly ill posed; hence, the inversion was not possible without regularization. Equation (12) presents the SVD (singular value decomposition) representation of equation (9) and will be used in our regularization technique. For the Veronda-Westmann model the nonlinear system of equation (10) was solved using optimization techniques.
To invert the (A T A) matrix in the polynomial model case, a novel systematic hybrid regularization technique was developed. This technique is consisted of a sequence of three known regularization techniques. Each of these techniques leads to a certain amount of error in the reconstructed parameters. The sequence of these techniques was selected based on the fact that the regularization methods known to lead to large errors (i.e. truncated SVD) are more stable during the initial iterations where errors are expected to be large, whereas methods known to be associated with high accuracy are usually unstable during the initial iterations (i.e. Weiner filtering). Therefore, the iterations were split into three intervals where each interval involves using a certain regularization technique.
The proposed sequence of the regularized iterative solution is designed such that each regularization technique is fully exploited according to its known accuracy and stability characteristics. In the first interval where the iterations begin, inversion accuracy is not very important; hence, the truncated SVD method given in equations (13) was used. If a proper number of eigenvalues are selected, this method is very stable while is not capable of finding the exact solution (i.e. leads to large error in reconstructed parameters). We found that using the first four eigenvalues (q = 4) while eliminating the last (smallest) eigenvalue led to a stable solution. This set of iterations is continued until the changes in the values of the reconstructed parameters were less than the specified threshold. The thresholds were selected by comparing the mean-squared difference between the stress-strain curves corresponding to two consecutive iterations and the value of 10 −12 was selected as the threshold for the mean-squared distance:
Following this set of iterations in the first interval, we switched to the Tikhonov regularization technique with = αI (equation (14)), where I is the identity matrix. Tikhonov regularization is capable of providing better solutions than the truncated SVD if the scaling parameter α is selected properly. There is a tradeoff between the stability and accuracy of the method, i.e. small scaling parameter (α) values result in smaller errors in the solution while contributing less to the system's stability and vice versa. Systematic methods of finding the optimal α values such as the L-curve technique can be used. We found the values of α = 10 −4 and α = 10 −2 to be suitable for the simulation and experimental studies, respectively. Again, this set of iterations is continued until the error either stops decreasing or reaches a steady state:
Although the output of Tikhonov regularization is close to the exact values (if the scaling parameter is small enough), its accuracy still had room for improvement. As such, the Wiener filtering regularization technique (equation (15)) was used to achieve more accurate results in the final iteration interval:
The Wiener filter is similar to Tikhonov regularization, but instead of modifying all the eigenvalues of the system, it enables modifying only a few of the eigenvalues while keeping the other ones unchanged. Here, we only changed the smallest one using the same values for the parameterα as the values used in Tikhonov regularization steps (α = 10 −4 for simulation and α = 10 −2 for experiment). Thus, the main system of equations does not change significantly as a result of this regularization leading to high accuracy. We found that this sequential regularization technique led to stable and reasonably accurate hyperelastic parameter reconstruction.
Polyvinyl alcohol (PVA) phantom construction
PVA is a material widely used for constructing tissue-mimicking phantoms with hyperelastic characteristics. To make the phantom, PVA was first dissolved in deionized water. The stiffness of PVA and its nonlinear characteristics depend on two factors: the PVA concentration and the number of freeze-thaw cycles (FTCs) the PVA goes through. During a FTC the PVA gel is frozen and then thawed systematically so that the PVA crystals form. An environmental chamber (Cincinnati Sub-Zero model ZH-8-1-H/AC) was used to perform this process. The chamber's temperature decreases gradually starting from the room temperature and drops down to −20
• C. This decrease in the temperature takes place gradually and with a constant rate during 14 h. The temperature profile changed as shown in figure 2(a) .
The larger the number of FTCs the stiffer the samples. In the case of a large phantom, different portions of the phantom undergo freeze and thaw cycles with different rates; therefore, it is difficult to make a PVA phantom with uniform properties. However this effect is reduced by changing the chamber temperature slowly over a long period of time (14 h).
The constructed phantom had the following characteristics. The inclusion, which is the stiffest part, was 10% PVA and five FTCs. The middle block of the phantom was made up of 5% PVA and three FTCs and the outer block was constructed using 5% PVA and two FTCs. This phantom is shown in figure 2(b) . The phantom was constructed in three steps, starting from the inner cylindrical inclusion (1 cm diameter, 2 cm height), which underwent two FTCs. The middle cubic part was constructed by placing the inclusion in the middle of a mold built for the middle layer followed by pouring the 5% PVA surrounding the inclusion followed by 1 FTC. Finally the outer layer was built by placing the middle layer containing the inclusion inside a mould constructed for the outer layer and pouring 5% PVC followed by other two FTCs. This process was required to make the phantom while having bonding between the three tissue layers. The mechanical properties of each PVA layer were measured independently using the cylindrical sample of the same material that underwent the same FTCs. These measurements are required to assess the amount of error in the reconstruction results. The uniaxial tests were performed using an electromechanical device developed in our laboratory (Samani and Plewes 2004) . Having displacement resolution (step size) of 0.5 μm and load measurement accuracy of 0.0001N, this device is capable of recording the force and the amount of compression applied to the cylinder with high accuracy. The PVA samples had an equal height and diameter of approximately 10 mm. We acquired the forcedeformation data for each sample after applying 1 g preload followed by compression of up to 2.5 mm. The hyperelastic parameters of each PVA layer sample were calculated using the force-deformation data in conjunction with equation (8).
Displacement tracking
The phantom was constructed in a way that it was close to plane stress situation. Its dimensions are 61 mm × 63 mm × 20 mm. A numerical experiment involving the phantom's 3D (accurate) and 2D (plane stress) FE models confirmed that with this thickness of 20 mm the plane stress assumption is valid. This experiment indicated maximum displacement errors of 2.68% and 5.3% in the plane's x-axis and y-axis, respectively. Using this assumption, only the displacements of the nodes on the surface were needed; hence, displacement data acquisition could be performed by tracking the phantom's surface deformation. The iterative reconstruction process requires measuring the displacement of each point in the phantom as it undergoes compression stimulation. For this purpose, we used a simple inexpensive displacement-tracking method, which involves placing a 2D mesh on the phantom's surface and tracking the nodal displacements by manually processing the photos of the undeformed and deformed phantoms as shown in figure 3 .
A 25 × 24 grid was created on the phantom's surface manually in a way that its nodes formed four-noded rectangular elements on the phantom. This grid was created by placing dots on the designed grid nodal points using a non-washable fine marker. Then, a photo of the phantom was acquired using a digital camera. The phantom was compressed by 31.6% while the bottom boundary was fixed using the compression set-up shown in figure 3. At this compressed state a new photo was taken using the same digital camera and from the same position. The photos of the phantom before and after compression and their meshes are depicted in figure 3. These meshes were used to model the phantom in the ABAQUS finite element solver. Using the acquired photos, we extracted the coordinates of each node manually from the pre-compression image and its corresponding node in the post-compression image using MATLAB's imtool command. To improve data acquisition accuracy, this manual node coordinate extraction was conducted by ten individuals, each of whom repeated the extraction three times. The acquired node coordinates were averaged and the two pre-and post-compression node coordinate sets were subtracted from each other to determine the displacements.
Method validation
To test the accuracy and robustness of the method for hyperelastic parameter reconstruction of breast tissues, we performed studies that involved numerical and tissue-mimicking breast phantoms.
Numerical phantom study.
A numerical phantom study was performed on a simplified breast tissue geometry consisted of a hemisphere connected to a short cylinder. The breast phantom was composed of three tissue types to represent the two normal tissue types of fat and fibroglandular tissues in addition to a tumor tissue as shown in figure 4. In this numerical phantom, we assumed that the hyperelastic parameters of the normal breast tissues (the adipose and the fibroglandular tissues) are known, and we sought to determine the tumor's parameters. Samani and Plewes (2004) indicated that the hyperelastic parameters of the normal breast tissues can be measured independently. They reported these parameters for a polynomial model of normal breast tissues. Figure 5 shows the stress-strain relationship for the fat, fibroglandular and tumor tissues used in the numerical analysis to construct the model. The phantom's FE mesh was constructed using a transfinite interpolation meshing technique (TFI). The general TFI technique described in Rvachev et al (2000) uses four-noded and eight-noded elements to mesh 2D and 3D objects, respectively. It involves using blending functions to map a logical space of a unit square grid to a FE mesh of the given 2D shape bounded by four curves: left, right, upper and lower. This basic technique does not lead to a good quality FE mesh if the four boundaries are close to circle arcs. To address this weakness we used the TFI-based method described in Horgan and Gilchrist (2004) . This method constructs a circular mesh by applying the TFI method to five meshes of quadrilateral regions connected to each other. The advantage of using this method over the one using the basic TFI method is that the latter results in extremely distorted elements in regions close to the circle perimeter, while the former avoids having such elements leading to well-shaped elements (Mehrabian and Samani 2008) . In our numerical study we used elements of type C3D8RH in ABAQUS which are eight-noded linear brick elements that use reduced integration with hourglass control. This type of elements uses hybrid with constant pressure formulation to account for tissue incompressibility. The mesh generated for the computational phantom with element corresponding to three tissue types is shown in figure 4 .
Using prescribed displacement boundary conditions, the loading was applied to the top surface of the phantom along the axis of the cylindrical part as shown with the red arrows in figure 4 . A moving rigid plate was used to compress the phantom to account for the variations of the contact area on the top of the phantom while the displacement is being applied. The bottom surface of the phantom (bottom of the cylindrical part) was fixed (prescribed boundary condition) in the direction of loading. With the FE mesh used in our simulation, mesh locking and other convergence issues were minor at a 30% compression level and were overcome by reducing the ABAQUS analysis increment parameter size. 30% compression was applied to the numerical phantom using the nonlinear FE model we developed in ABAQUS. The analysis was performed for the three strain energy functions: the Yeoh, the polynomial and the Veronda-Westmann strain energy functions. The displacement field obtained from each FE analysis was fed to the reconstruction algorithm to obtain the tissues' hyperelastic properties. The input displacement field contains only small errors pertaining to the computer roundoff process. The inverse problem was solved using the iterative algorithm summarized in figure 1. For the polynomial form we used the developed hybrid regularization technique to achieve convergence while the Yeoh and Veronda-Westmann models converged without any regularization.
Tissue-mimicking phantom study.
The PVA phantom shown in figure 2(b) underwent 31.7% compression; this high amount of compression is required here since we are seeking to determine the hyperelastic properties of the tissues, especially the tumor tissue as it is stiffer and consequently does not deform sufficiently with low compression. The phantom's baseline photo and a photo corresponding to its deformed state are depicted in figure 3 . Uniaxial compression tests were performed on the cylindrical samples of each tissue type, and their hyperelastic properties were measured independently to validate the reconstruction results. Unlike the numerical phantom study where only one set of the tumor's parameters was assumed to be unknown, in this phantom study two ratio sets of the parameters of the tumor tissue to the parameters of the other normal tissues (fibroglandular and adipose tissue) were assumed to be unknown. Note that since the present approach employs the phantom's displacement data while no force information is available for data inversion, the algorithm is only capable of reconstructing the relative values of the parameters uniquely. Similar to classical elastography where linear elasticity is used leading to elastic modulus reconstruction, the relative hyperelastic parameter reconstruction proposed here can still be useful for cancer diagnosis as the reconstructed ratios can provide clues about how different is the suspicious mass from normal tissues.
Results
This section presents the results obtained from using our proposed reconstruction algorithm in the computational and tissue-mimicking breast phantom studies. Table 1 presents the results of the numerical phantom study. This table shows the initial guess, true parameter values, reconstructed parameter values, number of iterations required for convergence, the tolerance used in the convergence criteria, and the percentage error of the calculated values for Yeoh, Veronda-Westmann and polynomial models, respectively. Reconstructed parameter tolerances were selected such that the mean-squared error (MSE) between stress-strain curves obtained from two consecutive iterations is less than 10 −12 . Other values can be used to achieve other levels of accuracy.
Reconstruction results
The MSE between the stress-strain relationships corresponding to the reconstructed parameters versus that of the actual parameters in logarithmic scale at each iteration for the Yeoh, Veronda-Westmann and polynomial models are shown in figures 6(a)-(c), respectively. The logarithmic scale magnifies the errors leading to less-clear convergence in (a) and (b), which is otherwise very clear in the corresponding non-logarithmic scale figures (not shown).
In conjunction with the polynomial model, regularization was employed as the inverse problem proved to be highly ill posed. In this regularization technique, as described in section 3.2, we divided the iteration range into three regions as shown in figure 6(c). The dashed lines correspond to the first region where the truncated SVD method was used. The solid line portion of the graph corresponds to the second region where the Tikhonov regularization technique was used while the last portion (dash-dotted line) of the graph corresponds to the Wiener filtering regularization technique used for the third iteration region. The last portion shows a slight initial increase in the error which reached a plateau after the 70th iteration.
For the tissue-mimicking phantom, the iterative reconstruction approach was employed to reconstruct the ratios of the hyperelastic parameters as described earlier. Figures 7(a) -(c) show the MSE between the stress-strain relationships corresponding to the reconstructed parameters and parameters obtained from the uniaxial compression tests calculated at each iteration for the Yeoh, Veronda-Westmann and polynomial models, respectively. These graphs confirm the convergence of the method to the final hyperelastic parameter values. It can be seen that the Yeoh model shows a very smooth convergence throughout the process. The Veronda-Westmann model shows more fluctuation as it approaches the convergence state due to the need for solving a nonlinear system of equation in this case. The polynomial model shows more instability despite that its inverse problem leads to a linear system in terms of the parameters. This instability is attributed to the system's high illconditioning, which necessitated employing the sequential regularization technique. With the polynomial model the truncated SVD regularization technique was used in the first 13 iterations after which the error became relatively steady. At this point the Tikhonov regularization technique was initiated. This was continued until the 46th iteration after which significant reduction in the error was not observed. Hence, Wiener filtering was initiated to refine the parameter accuracy.
Given that the hyperelastic parameters of breast adipose and fibroglandular tissues have limited intersubject variations, results obtained from this study are reported in the form of ratios of the inclusion's parameters to those of the middle and outer layer tissues. Table 2 provides the ratios of the C 10 's, C 01 's, C 20 's, C 11 's and C 02 's of the inclusion tissue to the middle layer tissue for the polynomial, Yeoh and Veronda-Westmann models. These ratios show an average parameter reconstruction error of 13%. Similarly, table 3 provides these ratios relative to the outer layer tissue, which shows an average reconstruction error of 9.6%.
Discussion and conclusions
The goal of this work was to develop a noninvasive technique to reconstruct breast tissue hyperelastic parameters that can potentially be used for in vivo measurement of these parameters for breast tissues. This was mainly motivated by the ex vivo breast tissue measurement findings that some hyperelastic parameters such as C 20 of the Yeoh model and C 11 and C 02 of the polynomial model can be used effectively for cancer detection and diagnosis (O'Hagan and Samani 2009 ). To achieve this goal, we used elastography and attempted to reconstruct hyperelastic parameters, which characterize the tissue nonlinear behavior. Given breast tissue nonlinearity, we used hyperelastic models to characterize their mechanical behavior as they are valid for a wide strain range expected in elastography imaging procedures. As such, another advantage of the proposed technique is that, unlike conventional breast elastography techniques, its reconstructed parameters can be interpreted irrespective of the amount of pre-compression applied to the breast prior to its mechanical stimulation in elastography procedures. This can facilitate reliable interpretation of elastography images. In this investigation, we used three hyperelastic models that are used extensively in modeling soft tissues. These models are the second-order polynomial model with five parameters, the Yeoh model that has three parameters and the Veronda-Westmann model with three parameters. The hyperelastic parameter reconstruction was performed using the presented iterative approach. The problem was formulated as an inverse problem in which the parameters were updated at each iteration until convergence was achieved. To validate the proposed technique, numerical and tissue-mimicking phantom studies were performed. The goal of the numerical phantom study was to measure the hyperelastic parameters of the tumor tissue. The reconstruction obtained from this study showed excellent results, which encouraged us to proceed with the tissue-mimicking phantom study. As reported in table 1 all parameters were reconstructed with errors of less than 2%. In this numerical phantom study, it was noted that the inverse problem system of equations became ill conditioned for the polynomial model. To address this issue, we observed that solving the problem without regularization or even using traditional regularization techniques did not lead to acceptable solutions. Therefore, we developed a novel regularization technique that uses three different regularizing methods sequentially during the iterative reconstruction process. The proposed sequential regularized solution is designed such that each one of the regularization techniques is fully exploited according to its known accuracy and stability characteristics.
The impact of using this regularization technique is converging to an accurate and stable solution at the cost of relatively large number of iterations. For the Yeoh model, all three parameters were reconstructed with errors of less than 1% in a small number of iterations compared to the polynomial model (less than half the number of iterations). The polynomial Reconstructed Uniaxial test Error (%)
C 10 _t/C 10 _n1 (polynomial) 3.2 3.6 11.0 C 01 _t/C 01 _n1 (polynomial) 3.5 3.8 7.8 C 20 _t/C 20 _n1 (polynomial) 11.6 11.0 5.3 C 11 _t/C 11 _n1 (polynomial) 11.5 10.7 7.5 C 02 _t/C 02 _n1 (polynomial) 11. model depends on the strain invariants I 1 and I 2 , while the Yeoh model depends only on one strain invariant I 1 . Dependence on the second invariant makes the system unstable. The Yeoh model converges in fewer iterations than the polynomial model yet leading to higher accuracy; therefore, eliminating I 2 -dependent terms in the strain energy function results in higher stability in the system. For the case of the Veronda-Westmann model, convergence was achieved in even smaller number of iterations than the Yeoh model resulting in errors smaller than 1%. This demonstrates the efficiency of the Veronda-Westmann model compared to the Yeoh model. Although the Veronda-Westmann model like the polynomial model is dependent on both I 1 and I 2 strain invariants whereas Yeoh model is only dependent on the I 1 strain invariant, its fast convergence can be attributed to the exponential form of the Veronda-Westmann model, which is intrinsically more suitable for biological tissue response. As shown in figure 6(b) , the method converges in a smoother fashion and requires a few iterations compared to other models. The difficulty encountered in this case was the need to solve nonlinear system of equations. Nonetheless, no convergence or solution uniqueness issues were encountered.
In the last study, we constructed a phantom using PVA that exhibits nonlinear mechanical behavior after undergoing FTCs. In this study, we used cylindrical samples of each tissue type to measure their hyperelastic properties independently using uniaxial tests. To acquire tissue displacements in this study, a mesh was placed on the surface of the phantom and the displacement data were extracted manually from the pre-and post-compression photos of the phantom. In this study the ratio of the hyperelastic parameters of the inclusion to those of the background tissues were reconstructed. As reported in tables 2 and 3, the relative reconstruction led to reasonably accurate results with average reconstructed parameter errors of 13% and 9.6%. For the polynomial model, similar to the numerical study, we encountered an illconditioned system of equations. The same sequential regularization technique was used here to guide the algorithm toward convergence. Again, convergence required a large number of iterations and the reconstruction error was modest due to the combination of regularization and experiment errors. For the Yeoh model, although the number of iterations was less than that for the polynomial model, we observed larger errors in the reconstructed ratios compared to the polynomial model. This can be attributed to the fact that the Yeoh model is dependent on the first invariant (I 1 ) only. The Veronda-Westmann model converged in even fewer iterations; however, the error in the system is relatively higher than that of the polynomial model's counterpart but less than that of the Yeoh model.
Compared to the errors observed in the numerical phantom study, the errors encountered in the tissue-mimicking study are significantly larger. This can be mainly attributed to two factors. One is the error is associated with the manually measured tissue displacements used as input in the inverse problem algorithm. This error was mainly due to that the mesh nodes were marked on the phantom's surface using a fine point marker. Despite that the used marker was non-washable, the ink diffused over the surface leading to ill-defined nodes on the surface. Major improvement can be expected with using more accurate image-based displacement data acquisition techniques such as MRI phase imaging (Chenevert et al 1998) .
The other source of error is related to the difference between the hyperelastic parameters of the tissue layers with their corresponding cylindrical samples. Although both were made from the same PVA concentration and underwent the same freeze-thaw temperature conditions, different geometries imply different spatial temperature distribution over time leading to different chemical bond forming process. The latter may lead to significant tissue stiffness evolution. Another difficulty of implementing this technique especially in clinical cases is the requirement for segmenting the breast tissue into its different tissue types. This requires detecting the presence of a suspicious region in the breast tissue and segmenting it prior to applying the reconstruction technique. Note that, as concluded by Samani et al (2001) , the conventional image segmentation techniques such as thresholding are sufficient for this purpose since the reconstruction averaging step minimizes the impact of segmentation errors.
Overall, based on our experimental and simulation studies, the Veronda-Westmann model is the best model for breast tissue modeling among the three studied models. This is true for two reasons: one is that its accuracy is higher than the Yeoh model and the other is that its system of equations associated with inversion is more stable than that of the polynomial model. Moreover, the accuracy achieved in this phantom study is reasonably good considering the issues encountered in the experiments. The major issue of the input errors resulting from the manual displacement data acquisition is not significant in the clinic where MRI imaging can be utilized for displacement data acquisition. Even with the achieved accuracy, the proposed method seems to have good potential for breast cancer detection and diagnosis.
