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Chapter1
Introduction
An important tool in the mathematical study of light propagation in certain
periodic crystals is the Bloch Transform. These physical effects are often de-
scribed by a partial differential operator defined on a suitable function space.
The Bloch Transform allows to represent the spectrum of such an operator as
the union of spectra of a system of “reduced” operators, each of them has com-
pact resolvent. This representation of the spectrum is called band-gap structure
and provides a starting point for the search of band gaps. Band gaps are sub-
intervals I of R such that σ(A) ∩ I = ∅. In view of applications band-gaps are
related to wavelengths of monochromatic light which can not propagate inside
the crystal described by the operator under consideration. We will explain this
in more detail in the next subsection.
The main focus of the present thesis is an expansion of the mathematical
theory of the Bloch Transform. “Classically” it is used in a Hilbert space setting
and applied to self adjoint partial differential operators A with periodic coeffi-
cients. Here the Fourier Transform and Plancherel’s theorem are used to give
a direct integral decomposition of A into a family of differential operators de-
fined on a function space over the compact set Id = [0, 1]d. Each of this so called
fiber operators has a compact resolvent and therefore a discrete spectrum. Our
approach interprets this decomposition in terms of Fourier multiplier operators
instead of using Plancherel’s theorem. This allows us to extend the reach of the
Bloch Transform to non-self-adjoint periodic operators on more general spaces,
i.e. vector-valued Lp-spaces. The class of operators for which similar results as
in the “classical” setting are obtained covers a large family of partial differential
operators with periodic coefficients.
The reinterpretation of periodic operators on the spaces Lp(Rd, E) as Bloch
multipliers is the goal of Chapter 3, which gives a detailed framework for peri-
odic operators and Bloch multipliers. In a first step we show how these opera-
tors are related to more general translation invariant operators on the sequence
spaces lp(Zd, F). Their interpretation as Fourier multiplication operators allows
for a description of periodic operators as Bloch multipliers.
In Chapter 4 we first prove a Fourier multiplier theorem for translation in-
variant operators on lp(Zd, F). The relation between translation invariant oper-
1
Introduction
ators on lp(Zd, F) and periodic operators on Lp(Rd, E) of the previous chapter
then allows for a reinterpretation as a rather general boundedness theorem for
periodic operators in terms of “their” Bloch Transform.
Chapter 5 applies the theory to prove the band-gap structure for a large
family of periodic and sectorial operators on Lp(Rd, E) whose decomposition
into fiber operators on the fiber space Lp(Id, E) depends analytically on the
fiber parameter. In the classical case, which we introduced above, the analytic
dependence is obtained by an eigenvalue expansion of the resolvent operator.
Since such an expansion is not longer available in the general case we have to
make this assumption. Finally we are also able to show how the functional
calculus for these operators is decomposed in the same manner.
After this rather abstract theoretical part we include explicit examples of
periodic, cylindrical, boundary value problems in Chapter 6.
Motivation and Background
As mentioned before, the main focus of the present thesis is the study of the
Bloch Transform. Before we go into mathematical detail let us give a brief
motivation, which originates in the technology of integrated chips, such as
CPU’s and GPU’s.
Technical Motivation
In 1956 Gordon E. Moore predicted that transistor counts on integrated cir-
cuits will double approximately every two years. His prediction is known as
Moore’s Law and has proven to be highly accurate. This resulted in dramatic
reduction of feature size of electronic devices and denser circuits. As a conse-
quence new challenges appeared, since higher energy consumption on smaller
scales cause electric interferences, a highly unpleasant effect. In recent years
photonics became more and more popular as a possible replacement for the
electronic technology. Besides the possible reduction of power consumption,
photonic devices also promise a higher bandwidth and are not affected by elec-
tromagnetic interference. On the other hand, the realization of such devices
requires a suitable implementation of optical switches and waveguides on a
small scale. Fortunately is was shown that optical waveguides, guiding the
light around sharp corners, are realizable [MCK+96]. The appropriate tools for
such manipulations are photonic crystals.
Photonic Crystals
A photonic crystal is a certain optical nanostructure that rigs the propagation
of light in a predefined way. One desirable manipulation is to prevent the prop-
agation of light with a specific wavelength in one region, whereas the propaga-
tion is not affected in an other region. Having such material at hand one is able
to build a waveguide. The effect that light of a specific wavelength is not able
to propagate is achieved by a periodic dielectric modulation on the order of
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wavelength of light which is somewhere in between 400 and 700 nanometers.
In recent years the investigation of such structures became increasingly popu-
lar both in mathematics and physics. First physical observations of theoretic
nature where made in the late nineties of the previous century [Yab87, Joh87].
While the physical fabrication of these materials is still a difficult task some
progress has been made [vELA+01, THB+02]. For an overview of the current
state we recommend [Arg13].
The Mathematical Modeling of Photonic Crystals
As we said before, the periodic structure of a photonic crystal in on a scale of
400− 700 nanometers. Since this scale is large enough to neglect effects taking
place on a atomic level we may assume a classical setting in the mathematical
model of such structures1.
The classical, macroscopic Maxwell Equations describe how electric and
magnetic fields are generated and altered by each other. It is therefore not
surprising that these equations are used as a starting point for a mathematical
modeling of ‘photonic crystals’. We will shortly outline how one can derive an
eigenvalue problem from the Maxwell Equations by some suitable simplifying
assumptions. The general ‘macroscopic’ Maxwell Equations in a spacial region
Ω are given by
∂tD−∇× H = −j (Ampère’s circuital law)
∇ · D = ρ (Gauss’s law)
∂tB +∇× E = 0 (Faraday’s law of induction)
∇ · B = 0 (Gauss’s law for magnetism)
(1.1)
Here E, B, D, H refer -in order- to the electric field, magnetic induction, elec-
tric displacement field, magnetic field density - functions that depend on time
and space, giving vector fields in R3. The functions j : Ω→ R3 and ρ : Ω→ R
are called the electric current density and electric charge density and equal to
zero in absence of electric charges.
The material properties enter via constitutive laws which relate the electric
field to the electric displacement field and the magnetic induction with the
magnetic field density. In vacuum these relations are given by a linear coupling
D(t, x) = e0E(t, x),
B(t, x) = µ0H(t, x)
with the permittivity of free space e0 and the permeability of free space µ0,
both of them are real constants with values depending on the choice of units.
1By a classical setting we mean that the macroscopic Maxwell equations give a sufficient
description of the electromagnetic phenomena, that take place on such a scale. For smaller
scales the macroscopic description is inaccurate and one has to consider microscopic Maxwell
Equations.
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The influence of matter leads in specific models to the relations
D = eE = ere0E,
B = µH = µrµ0H
(1.2)
where the functions er and µr are space but not time dependent, bounded
and stay away from zero, with values in R. They describe the properties of
the material. For a discussion of these linear relations, which are a suitable
approximation in various cases, we refer to any standard physics book about
electrodynamics such as [Gre98, Jac75]. In general the functions er and µr are
also frequency dependent, a circumstance we will neglect2.
To derive the eigenvalue problem, mentioned previously, we have to make
some simplifications. The first one is, that we assume monochromatic waves.
Hence all fields that arise in (1.1) are of the form A(x, t) = eiωtA(x). Plugging
this Ansatz into (1.1) as well as the linear constitutive laws (1.2) leads to the so
called ‘time-harmonic Maxwell Equations’
iωeE−∇× 1
µ
B = 0,
∇ · (eE) = 0,
iωB +∇× E = 0,
∇ · B = 0.
(1.3)
Note that we have already included the assumption that there are no electrical
charges and currents, i.e. ρ = j = 0. Since both functions e and µ are bounded
away from zero we can eliminate the electric field E in (1.3) which leads to the
following equations for the magnetic induction field B
∇×
(
1
e
∇× 1
µ
B
)
= ω2B,
∇ · B = 0.
(1.4)
In the same way an elimination of the magnetic induction field B in (1.3) yields
for the electric field E
∇×
(
1
µ
∇× E
)
= ω2eE,
∇ · (eE) = 0.
(1.5)
These two sets of equations are already eigenvalue problems but we may sim-
plify them even more. The assumption of a non-magnetic material, i.e. the
relative permeability µr equals to one, transfers (1.4) and (1.5) via the identity3√
e0µ0 = 1/c0 into
∇×
(
1
er
∇× B
)
=
ω2
c20
B,
∇ · B = 0,
(1.6)
2Recent results concerning this situation are covered in [Sch13].
3c0 denotes the speed of light in vacuum
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and
∇× (∇× E) = ω2
c20
erE,
∇ · (eE) = 0.
(1.7)
Now, if er is a two-dimensional function, i.e. e(x) = e(x1, x2) we decompose the
electric- and the magnetic induction field accordingly. In particular we write
E(x) =
E1(x)E2(x)
0
+
 00
E3(x)
 = ETE(x) + ETM(x)
and
B(x) =
B1(x)B2(x)
0
+
 00
B3(x)
 = BTM(x) + BTE(x).
Here TM and TE abbreviate ‘transverse magnetic’ and ‘transverse electric’ and
refer to the orientation of the oscillations of the electromagnetic field. In this
‘two-dimensional’ setting one speaks of TE-polarization, if the fields are in the
form above where the magnetic induction is parallel and the electric field is
normal to the axis of homogeneity (which is x3 here). If the orientation of the
electromagnetic field is the other way around we speak of TM-polarization.
Let us now assume, that the electromagnetic field is TM-polarized4. Due to
the homogeneity of the material in x3-direction it is reasonable to assume, that
also the electrical field E and magnetic induction field B-field depend only on
the directions x1 and x2. In this case we can rewrite (1.7) and obtain
∇×
(
∇× ETM
)
=
−∂x3∂x1 E3∂x3∂x2 E3
−∆E3
 =
 00
−∆E3
 = ω2
c20
er
 00
E3
 .
It is important to note that in this special situation the constraint∇ · (eETM) = 0
is automatically fulfilled. Indeed
∇ · (eETM) =
 00
∂x3eE3
 = 0.
Thus we finally end up with a eigenvalue problem for the scalar valued func-
tion E3 which we write in the form
− 1
er
∆E3 =
ω2
c20
E3 in R2. (1.8)
4An analogous consideration is possible if one assumes TE-polarization, leading to an eigen-
value problem for the magnetic induction field.
5
Introduction
We may interpret (1.8) in a physical manner as follows. If ω2/c20 is not in the
spectrum of the operator − 1er∆, which has to be realized on a suitable space,
we can not find a non-trivial function E3 in that space such that (1.8) is satisfied.
Hence there can not be a monochromatic polarized electromagnetic wave, with
frequency ω that is able to exist (propagate) inside the medium.
Finding such frequencies is desirable in applications. As mentioned before,
one is interested in an optical realization of certain electrical devices. One of
the fundamental tools for building electrical devices is the possibility to guide a
current via a conductor on a spacial restricted area, typically some wire. Now, if
one has a photonic crystal that is homogenous in one direction and a frequency
ω such that ω2/c0 is not in the spectrum of the operator on the right hand side
in (1.8), the realization of an ‘optical wire’ namely a waveguide works similar
to the electrical case, by surrounding the path by a material where the light is
not able to propagate. Note that we do not want to absorb the energy of the
incoming light, but force it to stay inside the path by diffraction and refraction.
This should be enough motivation for the following task. For a given ma-
terial, i.e. a given permittivity function er, find frequencies ω such that ω2/c20 is
not in the spectrum of 1er∆ realized on a suitable space.
Since for a photonic crystal the permittivity function er is always periodic
we have to solve a ‘periodic’ eigenvalue problem. A well developed tool for
such a study is the so called Bloch Transform which we now introduce in short.
We will give a more detailed introduction in Section 2.2.
The Bloch Transform
Introducing the Bloch Transform we follow the standard books [Kuc93, RS78].
Nevertheless we slightly adopt the presentation to our specific needs.
Consider a compactly supported function f defined on the real line with
values in the complex numbers. Then the sum
[Z f ](θ, x) := ∑
z∈Z
e2piiθz f (x− z), (1.9)
is finite for all x, θ in R. There are two immediate consequences of this def-
inition. The function Z f : R × R → C is periodic with respect to the first
variable (periodicity 1) and quasi-periodic with respect to the second variable
(quasi-periodicity 1). This means
[Z f ](θ + 1, x) = [Z f ](θ, x) and [Z f ](θ, x + 1) = e2piiθ [Z f ](θ, x)
for all (θ, x) ∈ R×R. If we modify Z in the following way
[Φ f ](θ, x) := e−2piiθx[Z f ](θ, x) = e−2piiθx ∑
z∈Z
e2piiθz f (x− z), (1.10)
then Φ f is quasi-periodic in the first variable and periodic in the second one,
each time with (quasi)-periodicity 1. Restricting the variables θ, x to an interval
of length one, where we choose [−1/2, 1/2] for θ and I := [0, 1] for x, leads to
one of the most important results concerning these transforms.
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Theorem 1.1. Both Z and Φ have a unitary extension to operators
Z,Φ : L2(R,C)→ L2([−1/2, 1/2]× I) ∼= L2([−1/2, 1/2], L2(I,C)).
We will give a more detailed study of the Zak- and Bloch Transform Φ in
Section 2.2, where we also include a proof of the above theorem.
At this point we only mention that both the Zak- and the Bloch Transform
have meaningful versions in the d-dimensional case if one replaces products by
the inner product given on Rd. For these operations a similar statement as the
above theorem holds true.
A crucial step towards locating frequencies not lying in the spectrum of an
operator, is the so called band-gap structure of the spectrum. We now give
a short overview of the classical, well know theory. This should provide an
impression why the later development is interesting. In upcoming chapters we
extend the results of the next subsection to much wider generality.
Band-Gap Structure of the Spectrum - The Classical Approach
We have chosen (1.8) as our standard problem and will continue with the study
of it. We just mention, that it is also possible to extend the results of this
subsection to a more general class of partial differential operators.
Recall that the permittivity function er is periodic with respect to some
periodicity. Polarization lead to a 2-dimensional setting. Thus we restrict our
attention to the variables x1, x2 and assume without loss of generality5 that er in
(1.8) is periodic with respect to Z2, i.e. e(x + z) = e(x) for all (x, z) ∈ R2 ×Z2.
Let us write (1.8) in the form
− 1
er
∆u = λu in R2, (1.11)
where the frequency ω is linked to λ via the relation λ = ω2/c20. Define the
L2-realization of the eigenvalue problem (1.11) by
D(A) := H2(R2),
Au := − 1
er
∆u.
(1.12)
In the classical theory a fundamental observation is a commutator relation be-
tween Φ and a given differential operator with periodic coefficients. Let us
briefly show this calculation, exemplary for the operator (1.12).
5We show in Section 3.1 how every other periodicity may be transformed into this special
type, by a simple rescaling.
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Let f : R2 → C be a smooth function with compact support. Then
Φ[
1
er
∆ f ](θ, x) = e−2piixθ ∑
z∈Z2
e2piiθz
1
er(x− z) [∆ f ](x− z)
=
1
er(x)
e−2piixθ
[ 2
∑
j=1
∂2j ∑
z∈Z2
e2piiθz f (· − z)](x)
=
1
er(x)
[ 2
∑
j=1
(∂j + 2piiθj)2e−2piixθ ∑
z∈Z2
e2piiθz f (· − z)](x)
=
1
er(x)
[ 2
∑
j=1
(∂j + 2piiθj)2[Φ f ](θ, ·)
]
(x).
Here we have used the finiteness of the sum corresponding to z and a commu-
tator relations6 of the partial derivative with the exponential term.
At this point it is worth to repeat that for fixed θ the function x 7→ Φ f (θ, x) is
periodic with period one and the previous calculation showed how the operator
A defined in (1.12) turns into a family of operators which are formally given
by ‘shifted’ versions of A, in terms of the Bloch Transform. For this observation
we only needed periodicity of the coefficient function er.
In fact since the operator A is self-adjoint one can use the theory of direct
integral decompositions to deduce that A is given in terms of so called fiber
operators on a fiber space. We do not go into detail here but refer to [RS78] for
a rigorous discussion concerning the operator under consideration here and
to [Dix81] for an abstract framework.
As a result of this theory one obtains
Theorem 1.2. The self-adjoint operator A decomposes under the Bloch Transform into
fiber operators A(θ) which are again self-adjoint and precisely given by
D(A(θ)) := H2per(I
2),
A(θ)u := − 1
er
[(∂1 + 2piiθ1)2 + (∂2 + 2piiθ2)2]u for u ∈ D(A).
Moreover it holds for f ∈ D(A) and θ ∈ [−1/2, 1/2]2 that Φ f (θ, ·) ∈ D(A(θ)) for
almost all θ ∈ [−1/2, 1/2]2 and
A f = Φ−1
[
θ 7→ A(θ)[Φ f ](θ, ·)
]
. (1.13)
Thus the eigenvalue problem (1.11) transfers into a family of eigenvalue
problems on the space L2 over the ‘compact’ set I2, where each problem is
symmetric and given by
A(θ)u = λu, u ∈ H2per(I2).
6For fixed θ we have (∂j + 2piiθj)e−2piiθx f (θ, x) = −2piiθje−2piiθx f (θ, x) + e−2piiθx∂j f (θ, x) +
2piiθje−2piiθx f (θ, x) = e−2piiθx∂j f (θ, x).
Applying this calculation a second time yields (∂j + 2piiθj)2e−2piiθx f (θ, x) = e−2piiθx∂2j f (θ, x).
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The main result of the classical theory concerns the spectrum of A. It states,
that σ(A) is given by the union of the spectra of the fiber operators A(θ), i.e.
σ(A) =
⋃
θ∈[−1/2,1/2]2
σ(A(θ)), (1.14)
which is often called band-gap structure of σ(A). For a proof we refer to [RS78,
XIII,16]. Let us briefly explain the term band-gap structure.
The Rellich-Kondrachov theorem implies that the domain of each A(θ) is
compactly embedded in L2(I2) so that the spectrum of each operator A(θ) is
discrete, i.e. σ(A(θ)) = (λn(θ))n∈N with
λ1(θ) ≤ λ2(θ) ≤ · · · ≤ λj(θ) ≤ λj+1(θ) ≤ · · · → ∞ for j→ ∞
and fixed θ ∈ [−1/2, 1/2]2.
The continuous dependence of the operator family A(θ) on the parameter
θ implies continuous dependence of each ‘band function’ θ 7→ λn(θ) for fixed
n ∈ N [Kat66, Ch.IV]. Self-adjointness of each A(θ) gives λn(θ) ∈ R and
compactness of [−1/2, 1/2]2 implies that the image of each ‘band function’ is a
compact interval in R.
Let us plot some of the functions λn(·) schematically to give an visual im-
pression
Ij+1
Ij
Ij−1
0 1/2
R
θ
λj−1(·)
λj(·)
λj+1(·)
band-gap
Figure 1.1: Schematic, one-dimensional visualization of band functions for
the operator − 1er∆. The min-max-principle shows that the functions are
even, hence we can restrict to the interval [0, 1/2].
In Figure 1.1 we have already illustrated an open ‘gap’ in the spectrum of A,
a situation which is -as mentioned before- highly pleasant for applications but
not guaranteed. Starting with the band-gap structure (1.14) it is another chal-
lenging task to decide whether there are gaps or not. One possible approach
to this problem is via a ‘computer assisted proof’ as in [HPW09]. Finally we
mention, that there are also works, addressing the task of finding materials
that provide gaps of specific width and a predefined location, see for exam-
ple [Khr12].
9
Introduction
A more detailed presentation of the ideas given above may be found in
[DLP+11]. Similar results for a larger class of partial differential operators are
contained in [Kuc93]. For further reading we recommend [Kuc93, Sca99] to
mention only two examples from of the rich literature concerning this topic.
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Preliminaries
In this first part we want to fix our notations and introduce some basic, mostly
well known, results which will be used frequently all through the thesis. Sec-
tion 2.2 is devoted to a detailed introduction of the Bloch Transform previ-
ously mentioned in Chapter 1. In particular we give a useful decomposi-
tion of it which allows to reduce may considerations concerning the Bloch
Transform to the study of Fourier Series. This observation is crucial for our
treatment of Bloch multiplier in Lp-spaces. For further details, we refer to
[Ama03, Gra08, Lan93, Kuc93, Con85] and the references mentioned in the spe-
cific subsections.
2.1 Basic Notations
For some integer1 d ≥ 1 and an arbitrary set Ω we denote by Ωd the d- fold
Cartesian product Ωd := Ω × · · · × Ω, consisting of d-tuples (ω1, . . . ,ωd) of
elements in Ω (usually we will have Ω ∈ {N,N0,Z,R,C, I, B}2).
If Ω is normed we denote by |x| := (∑dj=1 |xj|2)1/2 the euclidean norm of
x ∈ Ωd. A multi-index is a vector α ∈Nd0. Operations for two multi indices are
preformed component wise. For x ∈ Rd, k ∈ N and a multi-index α ∈ Nd0 we
have the following useful estimates.
|xα| ≤ |x||α| and |x|k ≤ ∑
β∈Nd0
|β|=k
|xβ|. (2.1)
Let three sets Ω, X and Y be given, such that Ω ⊂ X. For a given function
g : Ω→ Y we define the extension (by zero) to X by [EXg](x) := g(x), for x ∈ Ω
and [EXg](x) = 0 for x ∈ X \Ω. Accordingly if f : X → Y, the restriction to
Ω is denoted by [RΩ f ](x) := f (x), x ∈ Ω. Note that EX does not preserve any
smoothness.
1d will always be an integer, greater or equal than one, which is assigned to the dimension
2N denotes the natural numbers, N0 := N ∪ {0}, Z := N0 ∪ −N, R denotes the real
numbers, C the complex numbers, B is the interval [−1/2, 1/2] and I := [0, 1].
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A Banach space is a normed vector space over the complex numbers C,
which is complete with respect to its norm. Following [Ama03] we consider
a general setting for a multiplication. Let E0, E1, E2 be Banach spaces. A
mapping • : E0× E1 → E2 is called multiplication, if • is a continuous, bi-linear
map with norm less or equal to 1. Three spaces (E0, E1, E2, •) together with a
multiplication are called multiplication triple.
We mostly use this general multiplication in a very specific situation namely
as ‘operator-vector-multiplication’. In particular, if B(E0, E1) is the space of
bounded linear operators from one Banach space E0 to an other E1, the eval-
uation map B(E0, E1)× E0 → E1, (T, x) → Tx is a multiplication in the sense
above.
Other canonical examples are scalar multiplication, composition, duality
pairing and so forth.
Rapidly Decreasing Sequences
If E is a normed space we define
l∞(Zd, E) := {φ : Zd → E : ‖φ‖l∞(Zd,E) := sup
z∈Zd
‖φ(z)‖E < ∞}
and for p ∈ [1,∞)
lp(Zd, E) := {φ : Zd → E : ‖φ‖plp(Zd,E) := ∑
z∈Zd
‖φ(z)‖pE < ∞}.
It is easy to see, that ‖ · ‖lp(Zd,E) is a norm on lp(Zd, E). Moreover if E is a
Banach space so is
(
lp(Zd, E), ‖ · ‖lp(Zd,E)
)
for every p ∈ [1,∞].
Definition 2.1. Let E be a Banach space. For every α ∈ Nd0 we define a mapping
pEα : l∞(Zd, E)→ [0,∞] by
pEα (φ) := sup
z∈Zd
‖zαφ(z)‖E for all φ ∈ l∞(Zd, E),
and set s(Zd, E) := {φ ∈ l∞(Zd, E) | pEα (φ) < ∞ for all α ∈Nd0}.
Clearly s(Zd, E) is a linear space, which is non-empty (consider z 7→ e−|z|2)
and (pEα )α∈Nd0 is a family of semi-norms on s(Z
d, E). Denote by τ the topology
on s(Zd, E) that has the sets { f : pEα (φ− ψ) < ε} as sub-base (here ε > 0 and
ψ ∈ s(Zd, E)). Then the topological vector space (s(Zd, E), τ) is metrizable.
Indeed a metric is given by
d(φ,ψ) := ∑
α∈N0
2−|α|
pEα (φ− ψ)
1+ pEα (φ− ψ)
and the topology τ coincides with the topology defined by d. For details of the
general theory of locally convex spaces with a countable system of semi-norms
we refer to ( [Con85, IV.Prop. 2.1]).
12
Preliminaries
Lemma 2.2. The metric space s(Zd, E) := (s(Zd, E),d) is complete and convergence
with respect to d is equivalent to convergence with respect to every semi-norm pEα .
By the inequalities given in (2.1) it is easy to see that the system (pN)N∈N0
defined by
pN(φ) := sup
z∈Zd
(1+ |z|)N‖φ(z)‖E for φ ∈ s(Zd, E)
is equivalent to the system (pEα )α∈Nd0 . Hence we have the following convenient
characterization of sequences in s(Zd, E).
Lemma 2.3. A sequence φ belongs to s(Zd, E) if and only if, for all N ∈ N0 there is
a constant CN > 0 such that ‖φ(z)‖E ≤ CN(1+ |z|)−N for all z ∈ Zd.
Given a multiplication triple (E0, E1, E2, •) we may define the discrete con-
volution for functions φ ∈ l1(Zd, E0) and ψ ∈ l1(Zd, E1) by
φ ∗ ψ(j) := ∑
z∈Zd
φ(j− z) • ψ(z) for every j ∈ Zd.
The sum on the right hand side is absolute convergent. Moreover a reduction
to the scalar case via triangle inequality and continuity of • shows, that φ ∗ ψ is
an element of l1(Zd, E2)3.
We summarize the subsequent facts known in the scalar case for the group
Rd (cf. [Gra08]), which transfers to the present situation under slight modifica-
tions of the proofs.
Lemma 2.4. Consider a multiplication triple (E0, E1, E2, •). Let φ ∈ s(Zd, E0) and
ψ ∈ s(Zd, E1).
(i) Define ψ · φ(j) := ψ(j) • φ(j) for j ∈ Zd. Then ψ · φ ∈ s(Zd, E2).
(ii) ψ ∗ φ ∈ s(Zd, E2),
(iii) Define φ˜(z) := φ(−z) for z ∈ Zd, then φ˜ ∈ s(Zd, E0).
(iv) For y ∈ Zd we define τyφ(z) := φ(z− y) for all z ∈ Zd. Then τyφ ∈ s(Zd, E0).
(v) If T ∈ B(E0, E1), φ ∈ s(Zd, E0). Define [T˜φ](z) := [Tφ(z)] for all z ∈ Zd.
Then T˜φ ∈ s(Zd, E1) and pE1α (T˜φ) ≤ ‖T‖pE0α (φ) for all α ∈Nd0.
Remark 2.5. An inspection of the proof of Lemma 2.4 shows, that all the operations
are continuous with respect to the metric d on the spaces s(Zd, Ei) for (i = 0, 1, 2).
3It is also easy to see, that Young’s general inequality for convolutions transfers to this
situation, i.e. ‖φ ∗ ψ‖lr(Zd ,E2) ≤ ‖φ‖lp(Zd ,E0)‖ψ‖lq(Zd ,E1) if 1+ 1/r = 1/p + 1/q.
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Smooth and Periodic Functions
Periodic functions will play an important role in our considerations. Hence
we give a short introduction here. We focus on algebraic operations as well as
the introduction of a topology that fits to our requirements. Before we go into
detail, let us fix the term periodic in the multi-dimensional case.
For two vectors a = (a1, . . . , ad)T, b = (b1, . . . , bd)T ∈ Rd we denote by a× b
the vector of component wise multiplication, i.e.
a× b := (a1b1, . . . , adbd)T ∈ Rd.
A discrete subset P ⊂ Rd is called lattice, if we can find positive, real numbers
p1, . . . , pd such that
P = {z× (p1, . . . , pd), z ∈ Zd}.
The vector p := (p1, . . . , pd)T is called lattice vector. Note that a lattice vector
is uniquely determined by the condition that all entries of p are positive. For
convenience we write 1/p := (1/p1, . . . , 1/pd)T.
Definition 2.6. Let Ω be a set and P ⊂ Rd a lattice with lattice vector p ∈ Rd>0.
A function f : Rd → Ω is called periodic with period p if f satisfies the equation
f (x + p) = f (x) for all x ∈ Rd, p ∈ P .
Now its easy to see, that we may switch between different lattices by multi-
dimensional dilatation.
Lemma 2.7. Let E be a metric space and P1,P2 ⊂ Rd be two lattices. If f : Rd → E is
periodic with respect to P1 then g : Rd → E defined by x 7→ g(x) := f (p1× 1/p2× x)
is periodic with respect to P2. Moreover if f ∈ Ck(Rd, E), then g ∈ Ck(Rd, E)
and ∂αg(y) = (p1 × 1/p2)α[∂α f ](p1 × 1/p2 × y) for all y ∈ Rd and all multi-indices
|α| ≤ k.
Lemma 2.7 allows to transfer any lattice to Zd. Hence we call a function
f : Rd → E periodic, if it is periodic with respect to Zd. The lattice vector of Zd
is given by (1, . . . , 1). For k ∈N0 ∪∞ we define4
Ckper(R
d, E) := { f ∈ Ck(Rd, E) : f is periodic}.
Since the behavior of a periodic function is uniquely determined on one cell of
periodicity (lets say Bd := [−1/2, 1/2]d) it is reasonable to set
Ckp(B
d, E) := {RBd f : f ∈ Ckper(Rd, E)}.
Let us mention that this space is significantly smaller than Ck(Bd, E). The reason
is that we have beside differentiability also periodicity. Nevertheless Ckp(Bd, E)
is a C-vector space for every k ∈N0 ∪ {∞}.
4For a definition of Ck(Rd, E), see Appendix A.
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Remark 2.8. For a function f : [−1/2, 1/2)d → E define the periodic extension via
[Ep f ](x) := ∑
z∈Zd
[ERd f ](x− z), for all x ∈ Rd.
We have two immediate consequences of this definition.
(i) f ∈ Ckp(Bd, E) if and only if Ep f ∈ Ckper(Rd, E).
(ii) For f ∈ Ckp(Bd, E) and α ∈Nd0 with |α| ≤ k we have
∂α f (x) = ∂αEp f (x) for all x ∈ (−1/2, 1/2)d.
Hence we define ∂α f (x) := ∂αEp f (x) for all x ∈ Bd.
We introduce a system of semi-norms ( p¯Eα )α∈Nd0 on C
∞
p (Bd, E) by
p¯Eα ( f ) := sup
x∈Bd
‖∂α f (x)‖E for all f ∈ C∞p (Bd, E).
Periodicity of Ep f combined with Remark 2.8 yields finiteness of p¯Eα ( f ) for
all α ∈ Nd0. Again denote by τ¯ the topology on C∞p (Bd, E) that has the sets
{ f : p¯Eα ( f − g) < ε} as a sub-base (here α ∈Nd0, g ∈ C∞p (Bd, E) and ε > 0). Then
(C∞p (Bd, E), τ¯) is a topological vector space.
This space is locally convex and metrizable, e.g. a metric is given by
d¯( f , g) := ∑
α∈N0
2−|α|
p¯Eα ( f − g)
1+ p¯Eα ( f − g)
.
Furthermore the topology defined by d¯ coincides with τ¯. For details we refer
once more to [Con85, IV.Prop. 2.1], where a general approach is presented.
Lemma 2.9. The metric space D(Bd, E) := (C∞p (Bd, E), d¯) is complete and conver-
gence with respect to d¯ is equivalent to convergence with respect to every semi-norm
p¯Eα , α ∈Nd0.
As before we summarize some properties of D(Bd, E) under algebraic oper-
ations.
Lemma 2.10. Let (E0, E1, E2, •) be a given multiplication triple, φ ∈ D(Bd, E0) and
ψ ∈ D(Bd, E1).
(i) Define [ψ · φ](θ) := ψ(θ) • φ(θ) for θ ∈ Bd. Then ψ · φ ∈ D(Bd, E2).
(ii) Define for y ∈ Bd τyφ := RBdτyEpφ. Then τyφ ∈ D(Bd, E0).
(iii) Define [ψ ∗ φ](θ) := ∫Bd [τθψ](x) · φ(x)dx for θ ∈ Bd. Then ψ ∗ φ is an element
of D(Bd, E2) and ∂α[ψ ∗ φ] = [∂αψ] ∗ φ = ψ ∗ [∂αφ].
(iv) Define φ˜(θ) := φ(−θ) for θ ∈ Bd. Then φ˜ ∈ D(Bd, E0).
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(v) If T ∈ B(E0, E1), φ ∈ D(Bd, E0). Define [T˜φ](θ) := T[φ(θ)] for θ ∈ Bd. Then
T˜φ ∈ D(Bd, E1) and p¯E1α (T¯φ) ≤ ‖T‖ p¯E0α (φ) for all α ∈Nd0.
Remark 2.11. Corresponding to the discrete case, the translation by y ∈ Rd of a
function f defined on Rd is given by τy f (x) := f (x − y). As before the proof of the
scalar case (cf. [Gra08]) transfers to the present situation under slight modifications
and shows, that all operations in Lemma 2.10 are continuous with respect to d¯ on the
spaces D(Bd, Ei) for i = 0, 1, 2.
Distributions
It is often desirable to extend operations defined on the spaces D(Bd, E) and
s(Zd, E) to the whole of Lp(Id, E) (or lp(Zd, E) respectively). Since this is not
always possible on the level of functions we have to introduce ‘generalized func-
tions’. We do this for a general multiplication but consider first two arbitrary
Banach spaces E0 and E. Let us define
s′E(Z
d, E0) := {S : s(Zd, E0)→ E; S is linear and continuous}
D′E(B
d, E0) := {D : D(Bd, E0)→ E; D is linear and continuous}.
Here continuity refers to continuity with respect to the metrics d, d¯ and the
norm topology in E. We also used the designation S for elements in s′E(Z
d, E0)
and D for elements in D′E(B
d, E0), which we will keep during the whole text.
On the spaces s′E(Z
d, E0) and D′E(B
d, E0) we are always given the topol-
ogy of bounded convergence. Then these spaces are Montel spaces (com-
pare [Yos94, IV.7] and [Ama03, Ch.1.1]). Elements of this spaces are called
E-valued distributions.
The next Lemma provides a characterization of distributions which turns
out to be very useful in practice.
Lemma 2.12. Let E be a Banach space and FE0 ∈ {s(Zd, E0), D(Bd, E0)}. A linear
mapping T : FE0 → E is a distribution if and only if there is a constant C > 0 and a
m ∈N0 such that
‖T(ϕ)‖E ≤ C ∑
|α|≤m
ρE0α (ϕ) for all ϕ ∈ FE0 . (2.2)
Here ρE0α denotes the semi-norms given on FE0 . Moreover continuity is equivalent to
sequentially continuity.
Proof. First of all it is clear that (2.2) implies sequentially continuity. But the
space FE0 is a metric space so that sequentially continuity implies continuity (see
[BC11]). For the converse statement recall that the sets {g ∈ FE0 : ρE0α (g) < ε}
where α ∈Nd0 and ε > 0 from a sub-base for the topology on FE0 . Hence if T is
continuous, we find m ∈N and δ > 0 such that
if ρE0α (ϕ) < δ for all |α| ≤ m, then ‖T(ϕ)‖E ≤ 1.
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Now for ϕ 6= 0 define φ := δ
2 ∑
|β|≤m
ρ
E0
β (ϕ)
ϕ. Then ρE0α (φ) < δ for all |α| ≤ m which
implies ‖T(φ)‖Y ≤ 1. Hence
‖Tϕ‖E ≤ 2
δ ∑|α|≤m
ρE0α (ϕ)
and (2.2) holds.
As usual we carry over operations known for functions to the level of dis-
tributions by applying them to the argument.
Lemma 2.13. Assume we have a multiplication triple (E0, E1, E2, •) and another Ba-
nach space E. Let F′Ei ,E be one of the spaces s
′
E(Z
d, Ei), D′E(I
d, Ei).
If F′Ei ,E = s
′
E(Z
d, Ei) we set FEi := s(Z
d, Ei) and if F′Ei ,E = D
′
E(I
d, Ei) we set
FEi := D(I
d, Ei), (i = 0, 1, 2). For T ∈ B(E1, E2), G ∈ F′E2,E, ϕ ∈ FE0 , ψ ∈ FE1 and
χ ∈ FE2 define
(a) [ϕ · G](ψ) := G(ϕ · ψ),
(c) [TG](ψ) := G(T˜ψ),
(b) [ϕ ∗ G](ψ) := G(ϕ˜ ∗ ψ),
(d) G˜(χ) := G(χ˜),
(e) [τxG](χ) := G(τ−xχ), here x is a element ofZd or Bd according to the situation.
Then ϕ · G, ϕ ∗ G, TG ∈ F′E1,E and G˜, τxG ∈ F′E2,E.
Proof. Follows directly by Lemma 2.12, Remark 2.5 and 2.11.
Regular Distributions
As in the scalar case it is possible to identify certain functions as distributions.
In fact the class of function for which such an identification is possible consists
of more functions than the one presented here, but the smaller class is sufficient
for our needs. The next Lemma follows directly from the scalar case and our
results concerning vector valued functions.
Lemma 2.14. If ψ ∈ D(Bd, E) and ϕ ∈ s(Zd, E). Then for every p ∈ [1,∞] and
α ∈ Nd0 we have ‖∂αψ‖Lp(Bd,E) ≤ p¯Eα (ψ). Moreover we find a constant Cd,p > 0 and
M ∈N such that ‖(·)αϕ(·)‖lp(Zd,E) ≤ Cd,p ∑|β|≤M pEα+β(ϕ).
Proof. The first assertion follows by Hölders inequality, whereas for the second
we have to use (2.1).
We now assume again a given multiplication triple (E0, E1, E2, •). For fixed
p ∈ [1,∞], g ∈ Lp(Bd, E0) and h ∈ lp(Zd, E0) define mappings Dg and Sh by
Dg : D(Bd, E1)→ E2 Sh : s(Zd, E1)→ E2
ψ 7→
∫
Bd
g(θ) • ψ(θ)dθ ϕ 7→ ∑
z∈Zd
h(z) • ϕ(z).
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Lemma 2.15. In the situation above we have Dg ∈ D′E2(Bd, E1) and Sh ∈ s′E2(Zd, E1).
Proof. Apply Hölders inequality, Lemma 2.14 and Lemma 2.12.
Distributions of the form Dg, Sh are called regular. One easily verifies that
operations given for functions and distributions are consistent in the way, that
taking the operation on the level of regular distributions is the same as taking
the regular distribution after applying the operation.
For this reason we always identify a given function with its induced distri-
bution, whenever we apply an operation that is not defined for the particular
function.
Fourier Coefficients and Series
In the study of periodic problems a Fourier Series approach seems to be rea-
sonable. As we will see in Section 2.2 the Bloch Transform can be expressed in
terms of Fourier Series. Hence we start with a short review of Fourier- coeffi-
cients and series of both functions and distributions.
For two elements x, y ∈ Rd we use the standard notation for the inner
product x · y := ∑di=1 xiyi.
Definition 2.16. Let u ∈ D(Bd, E). We define the Fourier coefficients of u by
[Fu](z) := uˆ(z) :=
∫
Bd
e−2piiθ·zu(θ)dθ for all z ∈ Zd.
Since functions in D(Bd, E) are integrable the definition is meaningful and
we get from Hölder’s inequality ‖Fu‖l∞(Zd,E) ≤ ‖u‖L1(Bd,E) for all u ∈ D(Bd, E).
The latter inequality also shows, F ∈ B(L1(Bd, E), l∞(Zd, E)).
For a sequence g ∈ s(Zd, E) and θ ∈ Bd we define the inverse Transform
F−1 by
[F−1g](θ) := gˇ(θ) := ∑
z∈Zd
e2piiz·θg(z). (2.3)
Because sequences in s(Zd, E) are absolutely summable, the series in (2.3) is
uniformly convergent with respect to θ ∈ Bd. Combined with the periodicity
of the exponential function we get F−1g ∈ Cp(Bd, E).
Furthermore the inequality ‖F−1g‖L∞(Bd,E) ≤ ‖g‖l1(Zd,E) for all g ∈ l1(Zd, E)
shows F−1 ∈ B(l1(Zd, E), L∞(Bd, E)).
The next Lemma provides both classical and essential rules which are well
known in the scalar case [Gra08, Prop. 3.1.2] and the proofs directly carry over
to the vector-valued setting. Recall the notations in Lemma 2.4, 2.10 and the
subsequent remarks.
Lemma 2.17. Let (E0, E1, E2, •) be a multiplication triple. Consider u, v ∈ D(Bd, E0),
w ∈ D(Bd, E1), f , g ∈ s(Zd, E0), h ∈ s(Zd, E1), θ ∈ Bd, z ∈ Zd and T ∈ B(E0, E1)
as well as α ∈Nd0. Then we have
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(a) F u˜ = F˜u,
(b) F [τθu](z) = e−2piiθ·zuˆ(z),
(c) F (T˜u) = T˜F (u),
(d) F (θ 7→ e2piiz·θu(θ)) = τz(Fu),
(e) F (Dαu)(z) = (2piiz)αuˆ(z),
(f) Fu(0) = ∫Bd u(θ)dθ,
(g) F [u ∗ w] = uˆ · wˆ,
(h) F (u) ∈ s(Zd, E0),
(i) F−1 g˜ = F˜−1g,
(j) [F−1τzg](θ) = e2piiz·θ [F−1g](θ),
(k) F−1(T˜g) = T˜F−1(g),
(l) F−1(g ∗ h) = gˇ · hˇ,
(m) Dα(F−1g) = (z 7→ (2piiz)αg(z))∨,
(n) F−1(g) ∈ D(Bd, E0),
(o) F−1[Fu] = u, F [F−1g] = g,
(p) if gk → g in s(Zd, E0) then gˇk → gˇ in
D(Bd, E0),
(q) if uk → u in D(Bd, E0) then uˆk → uˆ in
s(Zd, E0).
The Hilbert Space Case - Plancherel’s Theorem
For the moment let E be a Hilbert space. We use the notation E = H to empha-
sis this special assumption and denote by 〈·, ·〉H the given inner product. Note
that L2(Bd, H) and l2(Zd, H) are Hilbert spaces as well, with the inner products
〈 f , g〉l2(Zd,H) := ∑
z∈Zd
〈 f (z), g(z)〉H,
〈u, v〉L2(Bd,H) :=
∫
Bd
〈u(θ), g(θ)〉Hdθ.
We want to extend the mapping F : D(Bd, H) → s(Zd, H) to a bounded linear
operator L2(Id, H) → l2(Zd, H). For this reason we state Plancherel’s Theorem
in the next Lemma.
Lemma 2.18. For u ∈ D(Bd, H) and g ∈ s(Zd, H) we have
(a) ‖uˆ‖l2(Zd,H) = ‖u‖L2(Bd,H),
(b) ‖gˇ‖L2(Bd,H) = ‖g‖l2(Zd,H).
Proof. (a) Lemma 2.17 (o) gives
‖uˆ‖2l2(H) = 〈uˆ, uˆ〉l2(H) = ∑
z∈Zd
〈uˆ(z), uˆ(z)〉H = ∑
z∈Zd
〈uˆ(z),
∫
Bd
e−2piiθ·zu(θ)dθ〉H
=
∫
Bd
〈 ∑
z∈Zd
e2piiθ·zuˆ(z), u(θ)〉Hdθ =
∫
Bd
〈u(θ), u(θ)〉Hdθ = ‖u‖2L2(H).
Note that the inner product is continuous and because of u ∈ D(Bd, H) and
uˆ ∈ s(Zd, H) we may interchange summation and integration by Proposi-
tion A.6.
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(b) For g ∈ s(Zd, H) there is a u ∈ D(Bd, H) with g = uˆ. Hence (b) follows by
(a) and Lemma 2.17 (o).
Denseness now allows us to extend F and F−1 to isometric, isomorphisms
F2 : L2(Bd, H)→ l2(Zd, H) and F−12 : l2(Zd, H)→ L2(Bd, H). Furthermore it is
clear that we have F2F−12 = idL2(Bd,H) and F−12 F2 = idl2(Zd,H). In the following
we will denote F2 and F−12 again by F and F−1 since no confusion will appear.
Remark 2.19. The assertions (a)-(d) and (i)-(k) of Lemma 2.17 remain valid for F2
and F−12 .
Fourier Coefficients and Series of Distributions
Following the main idea we extend the definition of Fourier coefficients and
Fourier series to distributions by applying the transform to the argument. In
order to be consistent with the Transform defined for functions, we have to
apply a reflection first. Recall that the reflection of a sequence ϕ ∈ s(Zd, E)
is defined by ϕ˜(z) := ϕ(−z) for all z ∈ Zd and accordingly, the reflection of
a function ψ ∈ D(Bd, E) was defined by ψ˜(θ) := ψ(−θ). As always E0 and E
refer to Banach spaces.
Lemma 2.20. Let D ∈ D′E(Bd, E0) and S ∈ s′E(Zd, E0) define
(i) [FD](φ) := D(F−1φ˜) for φ ∈ s(Zd, E0),
(ii) [F−1S](ψ) := S(F ψ˜) for ψ ∈ D(Bd, E0).
Then FD ∈ s′E(Zd, E0) and F−1S ∈ D′E(Bd, E0). Moreover FF−1 = ids′E(Zd,E0) and
F−1F = idD′E(Bd,E0).
Proof. Continuity follows by Lemma 2.17 (p), (q) and Lemma 2.12. Linearity is
clear and the last statement follows by Lemma 2.17 (o).
The rules of Lemma 2.17 carry over to this situation. We only state a selec-
tion. The proof of them follows directly by definition and the corresponding
statement for functions. Recall Lemma 2.13 and let (E0, E1, E2, •) be a multipli-
cation triple.
Lemma 2.21. Consider D ∈ D′E(Bd, E2), S ∈ s′E(Zd, E2). Then for ϕ ∈ s(Zd, E0),
ψ ∈ D(Bd, E0) and T ∈ B(E1, E2) we have
(i) F D˜ = F˜D, F−1S˜ = F˜−1S,
(ii) F [ψ · D] = ψˆ ∗ [FD], F−1[ϕ · S] = ϕˆ ∗ [F−1s],
(iii) F [ψ ∗ D] = ψˆ · [FD], F−1[ϕ ∗ S] = ϕˇ · [F−1S],
(iv) F [TD] = T[FD], F−1[TS] = T[F−1S],
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(v) F [e−2piiz·D] = τzFD, F−1[τzS] = e−2piiz·F−1S,
where the first equation in (i) and (v) holds in s′E(Z
d, E2) and the second one in
D′E(B
d, E2). Similarly the first equation in (ii), (iii), (iv) hold in s′E(Z
d, E2) whereas
the second one holds in D′E(B
d, E2).
2.2 The Bloch Transform and its Decomposition
Recall our discussion of the Bloch Transform in Chapter 1. We only gave a
definition in the one-dimensional case and mentioned that this definition can
be extended to the multi-dimensional situation. With the previous observations
it is now possible to give a consistent definition for all d ≥ 1. Moreover we will
replace the scalar field C by an arbitrary Banach space E. Clearly we have to
be careful with the previous statement concerning unitarity, which only holds
if E = H is a Hilbert space and p = 2.
In order to prepare for our later studies we introduce the Zak/Bloch Trans-
form as a composition of operators which get defined now.
The Mapping Γ
For any subset A of Rd the indicator function of A is given by
1A(x) :=
{
1 : x ∈ A
0 : else.
Recall the definitions of the restriction operator RId and the (zero) extension
operator ERd .
Clearly RId is an element of B(Lp(Rd, E), Lp(Id, E)) and ERd is contained in
B(Lp(Id, E), Lp(Rd, E)) for every Banach space E and p ∈ [1,∞]. Furthermore
ERdRId g = 1Id g for all g ∈ Lp(Rd, E). Next we want to define a mapping that
reflects periodicity of a given function (and later on of bounded operators).
Recall that we have the agreement to consider only periodicity with respect to
Zd. Let g : Rd → E be any function and z ∈ Zd. We set
[Γg](z) := RIdτzg. (2.4)
For fixed z ∈ Zd, [Γg](z) is a function defined on the cube Id with values in E.
Moreover if g is periodic z 7→ [Γg](z) is constant, i.e. for any z1, z2 ∈ Zd we
have Γg(z1) = Γg(z2).
Lemma 2.22. For all p ∈ [1,∞] the mapping Γ : Lp(Rd, E) → lp(Zd, Lp(Id, E)) is
an isometric isomorphism and its inverse is given by
[Γ−1ϕ] := ∑
z∈Zd
τ−z[ERdϕ(z)] for all ϕ ∈ lp(Zd, Lp(Id, E)).
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For later purposes we include a characterization of s(Zd, Lp(Id, E)) in terms
of Γ. Observe5 that s(Zd, Lp(Id, E)) ⊂ lp(Zd, Lp(Id, E)) is dense for p ∈ [1,∞).
Define
Lps (Rd, E) := Γ−1s(Zd, Lp(Id, E)).
Since Γ−1 is bounded, linear and maps lp(Zd, Lp(Id, E)) onto Lp(Rd, E), the set
Lps (Rd, E) is a dense and linear subspace of Lp(Rd, E) for all p ∈ [1,∞).
Lemma 2.23. We have for p ∈ [1,∞)
Lps (Rd, E) = { f ∈ Lp(Rd, E) : ∀k ∈N , x 7→ (1+ |x|)k f (x) ∈ Lp(Rd, E)}.
Let us again emphasize, that Lps (Rd, E) is dense in Lp(Rd, E) and seems to
be the natural space for the study of the Bloch Transform on Lp(Rd, E).
The Decomposition of Φ
First of all we remind of the definition of the Zak Transform in Chapter 1 which
was given by
[Z f ](θ, x) = ∑
z∈Z
e2piiθz f (x− z),
for f : R→ C with compact support. We may rewrite Z f in the following way
Z f = F−1 ◦ Γ f . (2.5)
This decomposition together with the previous discussions makes it possible,
to extend the definition of Z to functions f ∈ Lps (Rd, E) for all 1 ≤ p < ∞ in a
consistent way.
Definition 2.24. Let 1 ≤ p < ∞ and E be a Banach space. The Zak Transform of any
function f ∈ Lps (Rd, E) is defined by
Z f := F−1 ◦ Γ f .
Thanks to Lemma 2.18 we see that in case E = H is a Hilbert space we may
extend Z to an isometric isomorphism
Z : L2(Rd, H)→ L2(Bd, L2(Id, H)).
For p 6= 2 and a general Banach space E we only get the following weaker
statement.
Lemma 2.25. Let E be a Banach space and p ∈ [1,∞). Then
Z : Lps (Rd, E)→ D(Bd, Lp(Id, E))
is one-to-one and onto.
5see Appendix A.
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Note that we did not state anything about continuity in the Lemma above.
The reason for this is, that the Fourier Transform does not extend in general to
an bounded operator Lp(Id, E)→ lp′(Zd, E). Although this is true in the scalar
case (for some p) it is not longer true for general Banach spaces E.
The Bloch Transform was a variant of the Zak Transform. Again we remind
of the definition given in Chapter 1. For a function f : R → C with compact
support we had
[Φ f ](θ, x) = e−2piiθx ∑
z∈Z
e2piiθz f (x− z).
In order to obtain a decomposition of Φ that is consistent with the formula
above we define an operator Ξ by
Ξ : Lp(Bd, Lp(Id, E))→ Lp(Bd, Lp(Id, E))
f 7→ [θ 7→ [x 7→ e−2piiθ·x f (θ, x)]].
Then Ξ is an isometric isomorphism for all 1 ≤ p ≤ ∞ and any Banach space
E. Clearly Φ f is given by
Φ f = Ξ ◦ Z f = Ξ ◦ F−1 ◦ Γ f . (2.6)
Definition 2.26. Let 1 ≤ p < ∞ and E be a Banach space. The Bloch Transform of a
function f ∈ Lps (Rd, E) is defined by
Φ f := Ξ ◦ Z f = Ξ ◦ F−1 ◦ Γ f .
Clearly the statement of Lemma 2.25 for the Zak Transform carries over to
Φ, thanks to the fact that Ξ is an isometric isomorphism. Note that for fixed
θ ∈ Bd, Ξ(θ) is a multiplication operator on Lp(Id, E), multiplying with the
function x 7→ e−2piiθx. The advantage of Φ will become apparent in Chapter 5.
2.3 Some Results from Operator Theory
For a closed operator (A, D(A)) : E → E we denote by ρ(A) its resolvent set
which is defined in the usual way
ρ(A) :=
{
λ ∈ C | (λ− A) : D(A)→ E is bijective and
R(λ, A) := (λ− A)−1 ∈ B(E)
}
.
For λ ∈ ρ(A) the bounded operator R(λ, A) : E→ D(A) is called resolvent op-
erator and by σ(A) := C \ ρ(A) we denote the spectrum of A. For two elements
λ, µ ∈ ρ(A) we have the well known resolvent identity [RS80, Thm.VIII.2]
R(λ, A)− R(µ, A) = (µ− λ)R(λ, A)R(µ, A). (2.7)
23
2.3. Some Results from Operator Theory
(2.7) shows that the resolvent operators commute. It is worth to mention that
ρ(A) is open and the mapping ρ(A) 3 λ 7→ R(λ, A) is bounded analytic in the
sense of Definition 5.5, facts which are also deduced by (2.7).
Two closed operators (A, D(A)), (B, D(B)) are equal, if their graphs are
equal. We say A ⊂ B if graph(A) ⊂ graph(B), i.e. D(A) ⊂ D(B) and Ax = Bx
for x ∈ D(A).
Lemma 2.27. Let E be a Banach space and (A, D(A)), (B, D(B)) be two closed oper-
ators E→ E. If ρ(A) ∩ ρ(B) 6= ∅ and A ⊂ B, then A = B.
In the study of unbounded operators on a Banach space E it is often more
convenient to deal with their resolvent operators. Then, after a few calculations,
one is often faced with a family of operators satisfying (2.7) on an open subset
of C. Our next objective is, to give results which determine conditions under
which such a family is the resolvent of a closed and densely defined operator.
Let start with the following definition.
Definition 2.28. Let Ω be a subset of the complex plane and (J(ω))ω∈Ω be a family
of bounded, linear operators on a Banach space E such that for all ω1,ω2 ∈ Ω we have
J(ω1)− J(ω2) = (ω2 −ω1)J(ω1)J(ω2). (2.8)
In this case we call the family (J(ω))ω∈Ω pseudo resolvent on E.
The first statement in a positive direction comes with rather natural assump-
tions concerning the range, rg(J(ω)) := {y ∈ E : ∃x ∈ E with y = J(ω)x} and
nullspace, ker(J(ω)) := {x ∈ E : J(ω)x = 0}, of the operators J(ω). Observe
that both sets rg(J(ω)) and ker(J(ω)) are independent of ω by (2.8).
Theorem 2.29 ( [Paz83, §1.9, Cor. 9.3]). Let E be a Banach space, Ω a subset of the
complex plane and (J(ω))ω∈Ω ⊂ B(E) a pseudo resolvent on E. Then the following
assertions are equivalent.
(i) There is a unique, densely defined closed linear operator (A, D(A)) on E such
that Ω ⊂ ρ(A) and J(ω) = R(ω, A) for ω ∈ Ω.
(ii) ker(J(ω)) = {0} and rg(J(ω))E = E for some (or equivalently all) ω ∈ Ω.
In concrete situations one often gets the kernel condition from a growth
estimate of J.
Theorem 2.30 ( [Paz83, §1.9, Thm.9.4]). Let Ω be an unbounded subset of the com-
plex plane and (J(ω))ω∈Ω be a pseudo resolvent on a Banach space E. If rg(J(ω)) is
dense in E and there is a sequence (ωn)n∈N ⊂ Ω such that |ωn| n→∞−→ ∞ and
‖ωn J(ωn)‖ ≤ M,
for some M ∈ R, then (ii) of Theorem 2.29 is satisfied.
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It is often possible to get the range condition in Theorem 2.30 by the strong
convergence ωn J(ωn)
s→ idE.
Theorem 2.31 ( [Paz83, §1.9, Cor. 9.5]). Let Ω be an unbounded subset of the
complex plane and (J(ω))ω∈Ω be a pseudo resolvent on a Banach space E. If there is a
sequence (ωn)n∈N ⊂ Ω such that |ωn| n→∞−→ ∞ and
lim
n→∞ωn J(ωn)x = x for all x ∈ E
then the assertions of Theorem 2.30 are satisfied.
Later on we will see, that the second result fits perfectly into the theory of
C0-semigroups thanks to the characterization theorem of Hille and Yoshida. In
the context of a general pseudo resolvent Mazur’s Theorem allows to weaken
the latter condition.
Theorem 2.32 ( [Bre11, Ch.3.3]). Let E be a Banach space and (en)n∈N ⊂ E be a
sequence that converges weakly to some element e, i.e. for all e′ ∈ E′ we have
e′(en)
n→∞−→ e′(e) in C.
Then there exists a sequence yn made up of convex combinations of the xn’s that con-
verges strongly to e, i.e.
yn
n→∞→ e in E.
For applications it is often convenient to have a version of Theorem 2.31
with slightly weaker assumptions on the family J(ω). In order to proceed we
state the following lemma which is well known but hard to find in the literature.
Lemma 2.33. Let Tn, T ∈ B(E) be such that sup{‖Tn‖, ‖T‖} := M < ∞. Further
assume there is a dense subset D of E with Tnx → Tx weakly for all x ∈ D. Then
Tne→ Te weakly for all e ∈ E.
Proof. Let e ∈ E and (xn)n∈N ⊂ D with xn → e. We have for any e′ ∈ E′ and
n, j ∈N
|e′[Te− Tne]| ≤ |e′[Te− Txj]|+ |e′[Txj − Tnxj]|+ |e′[Tnxj − Tne]|
≤ 2M‖e′‖E′‖e− xj‖E + |e′[Txj − Tnxj]|.
By assumption, the last term tends to zero as n → ∞ for every fixed j ∈ N.
Hence if e > 0 is given we choose j ∈ N such that ‖e− xj‖ < (2M‖e′‖E′)−1e
and obtain
lim
n→∞ |e
′[Te− Tne]| < e,
i.e. Tne→ Te weakly.
Now here is the modified version of Theorem 2.31.
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Corollary 2.34. Let Ω be an unbounded subset of the complex plane and (J(ω))ω∈Ω
be a pseudo resolvent on a Banach space E. If there is a sequence (ωn)n∈N ⊂ Ω such
that |ωn| n→∞−→ ∞ and a constant M < ∞ with supn∈N ‖ωn J(ωn)‖ ≤ M as well as a
dense subset D ⊂ E such that
ωn J(ωn)x → x for all x ∈ D weakly.
Then there is a unique, densely defined closed and linear operator (A, D(A)) on E with
Ω ⊂ ρ(A) and J(ω) = R(ω, A) for all ω ∈ Ω.
Proof. By the previous Lemma we obtain, the weak convergence ωn J(ωn)e→ e
for all e ∈ E. Hence by Mazur’s Theorem we get for every e ∈ E a sequence xj
of the form
xj =
N(j)
∑
k=1
α
j
kωnk J(ωnk)e (2.9)
with
N(j)
∑
k=1
|αjk| = 1 such that xj → e strongly. By (2.8) both ker(J(ω)) and
rg(J(ω)) are independent of ω ∈ Ω and both sets are linear subspaces of E.
In particular xj ∈ rg(J(ω)) for all ω ∈ Ω, j ∈N and we obtain rg(J(ω)) = E.
If e ∈ ker(J(ω)) it follows xj = 0 for all j ∈ N by (2.9). Hence e = 0, i.e.
ker(J(ω)) = 0. Finally Theorem 2.29 applies and gives the statement.
Bounded Multiplication Operators
First let us consider the scalar valued situation first. Let (Ω, µ) be a measure
space and m : Ω → C be a function. To derive measurability of the function
ω 7→ m(ω) f (ω) we need to assume, that both f and m are measurable. If
m is bounded and measurable, hence in L∞(Ω), the function ω 7→ m(ω) f (ω)
is in Lp(Ω) for all p ∈ [1,∞] as long as f ∈ Lp(Ω). Thus, in the scalar case
measurable and bounded functions are the right framework for the study of
multiplication operators on Lp(Ω).
This motivates the following definition in the case of vector-valued function
spaces. Let E0, E1 be Banach spaces. We define
L∞(Ω,Bs(E0, E1)) :=
{
m : Ω→ B(E0, E1); ∀e ∈ E0, θ 7→ m(θ)e ∈ L∞(Ω, E1)
}
.
As a consequence one obtains the subsequent assertions.
Lemma 2.35 ( [Tho03, Lem. 2.2.9 - Cor. 2.2.13]). Let m ∈ L∞(Ω, Bs(E0, E1)) and
f : Ω→ E0 be measurable. Then
(i) Ω 3 ω 7→ m(ω) f (ω) is measurable,
(ii) there is a constant C ≥ 0 and a set Ω0 of measure zero such that for e ∈ E0 and
ω ∈ Ω \Ω0 and we have ‖m(ω)e‖E1 ≤ C‖e‖E0 ,
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(iii) Ω 3 ω 7→ ‖m(ω)‖B(E0,E1) is measurable,
(iv) if f ∈ Lp(Ω, E0) for some p ∈ [1,∞], then Ω 3 ω 7→ m(ω) f (ω) is in
Lp(Ω, E1).
(v) The set L∞(Ω,Bs(E0, E1)) is a C-vector space. Endowed with the (essential)
supremum norm ‖m‖∞ := ess supθ∈Id ‖m‖B(E0,E1) it turns into a Banach space.
Moreover L∞(Ω,Bs(E0)) is a Banach algebra.
(vi) Mm : Lp(Ω, E0) → Lp(Ω, E1), f 7→ Mm f := [ω 7→ m(ω) f (ω)] defines an
element of B(Lp(Ω, E0), Lp(Ω, E1)).
(vii) The map L∞(Ω,Bs(E0, E1)) → B(Lp(Ω, E0), Lp(Ω, E1)), m 7→ Mm is an iso-
metric homomorphism and in case of E0 = E1 and isometric algebra homomor-
phism.
Definition 2.36. M ∈ B(Lp(Ω, E0), Lp(Ω, E1)) is called bounded (operator-valued)
multiplication operator, if there is a m ∈ L∞(Ω,Bs(E0, E1)) such that M =Mm.
Unbounded Multiplication Operators
The treatment of unbounded multiplication operators is more sophisticated. To
avoid unnecessary complications we start with the definition. As usual E0, E1
are Banach spaces.
Definition 2.37. Let (A, D(A)) : Lp(Ω, E0) → Lp(Ω, E1) be an unbounded lin-
ear operator. A is called a unbounded multiplication operator if there is a family
(A(ω), D(A(ω)))ω∈Ω of (unbounded) linear operators E0 → E1 such that
D(A) = { f ∈ Lp(Ω, E0) : f (ω) ∈ D(A(ω)) for almost all ω ∈ Ω
and ω 7→ A(ω) f (ω) ∈ Lp(Ω, E1)},
(A f )(ω) = A(ω) f (ω) for all f ∈ D(A) and almost all ω ∈ Ω.
The operators (A(ω), D(A(ω)) are called the fiber operators of (A, D(A)).
A useful consequence of the definition above is the following
Lemma 2.38. Let (A, D(A)) : Lp(Ω, E0) → Lp(Ω, E1) be an unbounded multipli-
cation operator with fiber operators (A(ω), D(A(ω)))ω∈Ω. If (A(ω), D(A(ω))) is
closed for almost all ω ∈ Ω, then (A, D(A)) is closed as well.
Proof. By assumption there is a set Ω1 ⊂ Ω of measure zero such that the
operators (A(ω), D(A(ω))) are closed for ω ∈ Ω \Ω1.
Let ( fn)n∈N ⊂ D(A) be a sequence such that fn → f ∈ Lp(Ω, E0) together
with A fn → g ∈ Lp(Ω, E1). Then we may find a sub-sequence (again denoted
by ( fn)n∈N) and a set Ω2 ⊂ Ω of measure zero such that
fn(ω)→ f (ω) for all ω ∈ Ω \Ω2.
27
2.3. Some Results from Operator Theory
Clearly A fn → g ∈ Lp(Ω, E1) also for this sub-sequence, so that we find a
sub-sequence of this sub-sequence (again denoted by ( fn)n∈N) and an other set
Ω3 ⊂ Ω of measure zero with
A(ω) fn(ω) = (A fn)(ω)→ g(ω) for all ω ∈ Ω \Ω3.
Hence we have for ω ∈ Ω \Ω2 ∪Ω3
fn(ω)→ f (ω),
(A fn)(ω) = A(ω) fn(ω)→ g(ω)
and the closedness of (A(ω), D(A(ω)) implies for ω ∈ Ω \Ω1 ∪Ω1 ∪Ω3
f (ω) ∈ D(A(ω)),
A(ω) f (ω) = g(ω).
Since Ω1 ∪Ω1 ∪Ω3 is of measure zero we obtain f ∈ D(A) and A f = g.
Semigroups
In the context of evolution equations the notion of semigroups is well estab-
lished and gives a useful tool for their treatment. Let us give a short overview
and recall the fundamental aspects.
Definition 2.39. Let E be a Banach space. A mapping T(·) : R≥0 → B(E) is called
strongly continuous semigroup (C0-semigroup in short) if the following conditions are
fulfilled.
(a) T(0) = idE and T(t + s) = T(t) ◦ T(s) for all t, s ≥ 0.
(b) For each e ∈ E the map T(·)e : R≥0 → E, t 7→ T(t)e is continuous.
Moreover we set
D(A) := {e ∈ E | lim
t↘0
1/t(T(t)e− e) exists as limit in E},
Ae := lim
t↘0
1/t(T(t)e− e) for e ∈ D(A).
The operator (A, D(A)) : E→ E is called the generator of the semigroup T(·).
We proceed with some well known facts concerning C0-semigroups. For
proofs and more details, we refer to [EN00, Paz83].
Lemma 2.40.
(a) Let E be a Banach space and T(·) : R≥0 → E be a C0-semigroup. Then there are
constants M ≥ 1 and ω ≥ 0 such that
‖T(t)‖ ≤ Meωt for all t ≥ 0.
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(b) If A is the generator of a C0-semigroup, then A is closed, densely defined and the
semigroup generated by A is unique.
(c) For every C0-semigroup (T(t))t≥0 on a Banach space E with generator (A, D(A))
it holds
T(t)e = lim
n→∞
[
n/tR(n/t, A)
]ne = lim
n→∞
[
idE − t/nA
]−ne, e ∈ E
uniformly (in t) on compact intervals.
The next result gives a complete picture of C0-semigroups. The proof is
based on a result of Hille and Yoshida for contraction semigoups, which got
extended using a rescaling argument by Feller, Miyadera and Phillips. Never-
theless we call it, as usual the Hille-Yoshida Theorem. A proof can be found
in [EN00, 3.8].
Theorem 2.41. Let (A, D(A)) be a linear operator on a Banach space E and ω ∈ R,
M ≥ 1. Then the following are equivalent.
(i) (A, D(A)) generates a C0-semigroup (Tt)t≥0 with
‖T(t)‖ ≤ Meωt for all t ≥ 0.
(i) (A, D(A)) is closed, densely defined and for every λ > ω one has λ ∈ ρ(A)
and
‖R(λ, A)n‖ ≤ M
(λ−ω)n for all n ∈N.
(i) (A, D(A)) is closed, densely defined and for every λ ∈ C with Re(λ) > ω one
has λ ∈ ρ(A) and
‖R(λ, A)n‖ ≤ M
(Re(λ)−ω)n for all n ∈N.
Multiplication Semigroups
We briefly recall some known facts about multiplication semigroups. Again
[EN00] gives a nice foundation for further reading in the case of scalar val-
ued multiplication operators. For the vector-valued setting we refer to [Tho03]
where we also borrowed the presented results. For this subsection let (Ω, µ)
always be a σ-finite measure space and E a separable Banach space.
We begin with the definition of a multiplication semigroup.
Definition 2.42. A C0-semigroup (T(t))t≥0 on Lp(Ω, E) is called multiplication
semigroup, if for every t ≥ 0 the operator T(t) is a bounded multiplication opera-
tor, i.e. for every t ≥ 0 there is a function T(·)(t) ∈ L∞(Ω,Bs(E)) such that for all
f ∈ Lp(Ω, E)
[T(t) f ](ω) = T(ω)(t) f (ω) for almost all ω ∈ Ω.
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There are various connections between multiplication semigroups and mul-
tiplications operators. We summarize some of the most important results.
Theorem 2.43 ( [Tho03, Thm.2.3.15]). Let (A, D(A)) be the generator of a strongly
continuous semigroup (T(t))t≥0 on Lp(Ω, E) with growth bound ‖T(t)‖ ≤ Meωt for
all t ≥ 0 and some M ≥ 1, ω ≥ 0. Then the following statements are equivalent.
(i) (T(t))t≥0 is a multiplication semigroup such that for almost all θ ∈ Ω it holds
‖T(θ)(t)‖ ≤ Meωt.
(ii) For all λ ∈ C with Re(λ) > ω we have λ ∈ ρ(A) and R(λ, A) is a bounded
multiplication operator.
(iii) The operator (A, D(A)) is a unbounded multiplication operator with fiber op-
erators (A(θ), D(A(θ)))θ∈Ω : E → E such that for almost all θ ∈ Ω and all
λ ∈ ρ(A) we have:
• R(λ, A) =MR(λ,A(·)) whenever Re(λ) > ω,
• (A(θ), D(A(θ))) is the generator of a C0-semigroup (T(θ)(t))t≥0 on E with
T(t) =MT(·)(t) for all t ≥ 0.
The Bounded H∞-Functional Calculus
In semigroup theory one may interpret the semigroup generated by an operator
A as the ‘operator-valued’ function etA. The H∞-calculus for sectorial opera-
tors gives the right framework for such an interpretation. For the construc-
tion we follow the usual procedure as suggested in [KW04, Sect. 9], [Haa06]
and [DHP03]. All the details we omit here may be found in this references.
Motivated by the characterization theorem of a C0-semigroup we define
Definition 2.44. A closed and densely defined operator (A, D(A)) on a Banach space
E is called pseudo-sectorial, if (−∞, 0) ⊂ ρ(A) and
‖t(t + A)−1‖B(E) ≤ C, (2.10)
for all t > 0 and some constant C > 0.
Note, that the function t 7→ (t + A)−1 = R(t,−A) is indefinitely often dif-
ferentiable with ( ddt )
n(t + A)−1 = (−1)nn!(t + A)−(n+1). Hence we may use
Taylor’s expansion for vector valued functions [Lan93, XIII,§6] to obtain for
any pseudo-sectorial operator
|(λ+ A)−1| = |
∞
∑
n=0
(−1)n(λ− t)n(t + A)−(n+1)| ≤ C
t
∞
∑
n=0
(
C|λ− t|
t
)n
.
The right-hand side of the estimate above is finite for |λ/t− 1| < 1/C. Writing λ
as teiφ leads to
|eiφ − 1| = 2 · sin(φ/2) < 1/C
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and thus
‖λ(λ+ A)−1‖B(E) ≤ C˜φ
for all λ ∈ C with |φ| = |arg(λ)| < 2 · sin−1(1/2C). If we denote for 0 ≤ ω ≤ pi
by
Σω :=
{
{z ∈ C : |arg(z)| < ω} : if ω ∈ (0,pi],
(0,∞) : if ω = 0
the open, symmetric sector in C about the positive real line with opening angle
2ω (compare Figure 2.1) the above observations yields, that not only (−∞, 0) is
part of the resolvent set of a pseudo-sectorial operator, but also all λ ∈ C with
|arg(λ)| > pi− 2 · sin−1(1/2C) belong to ρ(A). Hence we define the spectral angle
of a pseudo-sectorial operator A by
ωA := inf
{
ω : σ(A) ⊂ Σω, for all ν > ω there is a constant Cν such that
‖λR(λ, A)‖ ≤ Cν, if ν ≤ arg(λ) ≤ pi
}
. (2.11)
Now let us construct a first auxiliary functional calculus for pseudo-sectorial
operators. For fixed 0 < ω < pi denote by H∞(Σω) the commutative algebra of
bounded holomorphic functions defined on Σω, that is
H∞(Σω) :=
{
f : Σω → C : f is holomorphic with | f |∞,ω < ∞
}
,
where | f |∞,ω := supη∈Σω | f (η)|. Put ρ(η) :=
η
(1+η)2 for all η ∈ C \ {−1} and
define
H∞0 (Σω) :=
{
f ∈ H∞(Σω) : ∃C, ε > 0 s.t. | f (η)| ≤ C|ρ(η)|εfor all η ∈ Σω
}
.
Assume A is a pseudo-sectorial operator on a Banach space E with spectral
angle ωA ∈ [0,pi). Choose some ϕ > ωA and ψ ∈ (ωA, ϕ). Let γ be a
parametrization of the boundary ∂Σψ orientated counterclockwise. Then the
growth estimate ‖R(λ, A)‖ ∼ 1/|λ| on γ ensures, that the Cauchy integral
f (A) :=
1
2pii
∫
γ
f (λ)R(λ, A)dλ, (2.12)
represents a well defined element of B(E) for all f ∈ H∞0 (Σϕ). Moreover one
can show that f (A) is independent of the choice ψ ∈ (ωA, ϕ).
It can also be shown that formula (2.12) defines an algebra homomorphism
ΨA : H∞0 (Σϕ)→ B(E),
which is often called the Dunford calculus for pseudo-sectorial operators. Even
this is not a satisfying calculus it provides the basis for an approximation argu-
ment.
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ωA
γ
ψ
ϕ
σ(A)
iR
R
sup ‖λR(λ, A)‖ < ∞
Figure 2.1: The spectrum of a sectorial operator and an integration path γ.
Lemma 2.45 ( [KW04, Thm.9.2]). Let A be a pseudo-sectorial operator on a Banach
space E with angle ωA ∈ [0,pi) and ωA < ψ < ϕ. If the functions fn, f ∈ H∞(Σϕ)
are uniformly bounded, and fn(z) → f (z) for all z ∈ Σϕ, then for all g ∈ H∞0 (Σϕ)
we have
lim
n→∞ΨA( fn · g) = ΨA( f · g).
Moreover for f ∈ H∞0 (Σϕ) we have the estimate
‖ΨA( f )‖B(E) ≤
Cϕ
2pi
∫
γ
| f (λ)|
|λ| dλ,
where Cϕ is the constant in (2.11).
In order to implement an approximation argument for more general f , we
have to add more assumptions on A.
Definition 2.46. A pseudo-sectorial operator on a Banach space E with spectral angle
ωA is called sectorial (with spectral angle ωA) if ker(A) = {0} and rg(A) = E.
If the space E is known to be reflexive, then one of the additional assump-
tions for a sectorial operator comes for free if the other is known. More precisely
the following statement is shown in [KW04, Prop.15.2].
Lemma 2.47. Let E be a reflexive Banach space and A be a pseudo-sectorial operator
on a Banach space E. Then A has dense range if and only if A is injective.
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The additional assumptions for sectoriality are of technical nature and not
really a loss of generality, since it can be shown that every pseudo-sectorial op-
erator has a restriction with this additional properties, see [KW04, §15]. Nev-
ertheless, they are needed for the following approximation procedure which
extends ΨA to the class H∞A (Σϕ).
Definition 2.48. Let A be a sectorial operator on a Banach space E and ϕ > ωA.
Define
H∞A (Σϕ) :=
{
f ∈ H∞(Σϕ) : ∃( fn)n∈N ⊂ H∞0 (Σϕ) with fn(z) n→∞−→ f (z)
for all z ∈ Σϕ and sup
n∈N
||| fn|||A < ∞
}
,
where ||| fn|||A := ‖ fn‖H∞(Σϕ) + ‖ fn(A)‖B(E) denotes the ‘graph norm’ of ΨA.
Now the announced approximation works as follows. Let ρ ∈ H∞0 (Σϕ) be
the function z 7→ z
(1+z)2 . Then ρ(A) = A(1 + A)
−2 for any sectorial operators
A and ker(ρ(A)) = {0} as well as rg(ρ(A)) = E. Thus ρ(A) is invertible on
rg(ρ(A)) and we obtain for f ∈ H∞A (Σϕ), y ∈ rg(ρ(A)) and Lemma 2.45
ΨA( f )y := limn→∞ fn(A)ρ(A)[ρ(A)
−1y] = ( f · ρ)(A)[ρ(A)−1y]
which may be extended to a bounded operator on E by the uniform bounded-
ness of the fn and denseness of rg(ρ(A)). Lets summarize the properties of this
extension, see [KW04, Thm.9.6] for a proof.
Theorem 2.49. Let A be a sectorial operator on E and ϕ > ωA. Then the previously
defined mapping ΨA : H∞A (Σϕ) → B(E) is linear and multiplicative. Moreover if
( fn)n∈N ⊂ H∞A (Σϕ), f ∈ H∞(Σϕ) are such that fn(z) n→∞−→ f (z) for all z ∈ Σϕ and
||| f |||A ≤ C, then f ∈ H∞A (Σϕ) with
ΨA( f )e = limn→∞ΨA( fn)e for all e ∈ E, (2.13)
‖ΨA( f )‖ ≤ C.
For µ /∈ Σϕ, z 7→ τµ(z) := (µ− z)−1 belongs to H∞A (Σϕ) and ΨA(τµ) = R(µ, A).
Of particular interest are those sectorial operators with H∞A (Σϕ) = H∞(Σϕ).
Definition 2.50. A sectorial operator A has a boundedH∞-calculus of angle ϕ > ωA,
if H∞A (Σϕ) = H∞(Σϕ). In this case ΨA : H∞(Σϕ) → B(E) is a bounded algebra
homomorphism with the convergence property (2.13).
The closed graph theorem allows for a nice characterization of operators
with a bounded H∞-calculus.
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Corollary 2.51 ( [KW04, 9.11]). A sectorial operator A has a bounded H∞(Σϕ)-
calculus (ϕ > ωA) if and only if there is a constant C > 0 with
‖ΨA( f )‖B(E) ≤ C‖ f ‖H∞(Σϕ) for all f ∈ H∞0 (Σϕ).
Moreover, we have in this case ||| f |||A ≈ ‖ f ‖H∞(Σϕ).
Remark 2.52.
(i) If A is a pseudo-sectorial operator, such that there is a B ∈ B(E) that commutes
with all resolvent operators of A, i.e. R(λ, A)B = BR(λ, A), then also ΨA( f )
commutes with B for all f ∈ H∞0 (Σϕ) (here ϕ > ωA). This is easily deduced
from the fact, that ΦA( f ) is a Bochner integral of the resolvent operators.
(ii) If A is a sectorial operator such that there is a B that commutes with the resolvent
operators of A, then also ΨA( f ) commutes with B for all f ∈ H∞A (Σϕ) where
again ϕ > ωA. This follows directly form (i) and the construction of ΨA.
(iii) It can be shown, that the H∞-calculus is unique in the sense, that if Ψ2 is an
other mapping H∞A (Σϕ) → B(E) that satisfies the properties in Theorem 2.49,
then Ψ2 = ΨA on H∞A (Σϕ).
(iv) If a sectorial operator A has a bounded H∞-calculus of angle ϕ < pi/2 then for
η ∈ C with |arg(η)| < pi2 − ωA the function z 7→ eη(z) := e−ηz belongs toH∞(Σϕ) for ωA < ϕ < pi2 − |arg(η)| and it can be shown, that η 7→ ΨA(eη) is
a analytic semigroup.
For later purposes we extend the notations of (pseudo)-sectoriality to fami-
lies of operators.
Definition 2.53. Let Ω be any set and (A(θ), D(A(θ)))θ∈Ω be a family of operators
on a Banach space E.
(i) (A(θ), D(A(θ)))θ∈Ω is called uniformly pseudo-sectorial with spectral angle ω,
if each operator (A(θ), D(A(θ))) is pseudo-sectorial with spectral angle ω and
the bounds in (2.11) are uniform in θ.
(ii) (A(θ), D(A(θ)))θ∈Ω is called uniformly sectorial of angle ω, if it is uniformly
pseudo sectorial of angle ω and every operator (A(θ), D(A(θ))) is sectorial.
(iii) If in addition (Ω, µ) is a measure space, the family (A(θ), D(A(θ)))θ∈Ω is called
almost uniformly (pseudo)-sectorial if there is a subset N ⊂ Ω with µ(N) = 0
such that (A(θ), D(A(θ)))θ∈Ω\N is uniformly (pseudo)-sectorial.
It is also possible to extend the functional calculus to functions of poly-
nomial grows at zero and infinity. But this will then lead to an unbounded
operator. Since we can only handle bounded operators with the multiplier
theorem that is developed in Chapter 4, we forgo the introduction to this ‘ex-
tended’ functional calculus. The interested reader may find a detailed descrip-
tion in [KW04, Haa06].
34
Preliminaries
2.4 R-bounded Sets of Operators
It was shown in [Wei01], that (beside others) the assumption ofR-boundedness
makes it possible to extend the well known Mihlin Theorem in the case of
scalar-valued functions to the vector valued setting. One of the main steps
towards the spectral Theorem mentioned in Chapter 1 is to transfer this result
to the setting of the Bloch Transform. For this reason we briefly discuss R-
bounded sets of operators. For a detailed treatment see [KW04] and [DHP03].
Beside the definition we will give workable criteria for R-boundedness. In
Chapter 4 we will show, how the assumption of R-boundedness enters in a
natural way if one begins to study vector-valued situations.
As a starting point for the definition of R-boundedness, we follow the
standard way and introduce a special family of functions -the Rademacher
functions- first.
Rademacher functions
For n ∈ N define functions rn : [0, 1] → {−1, 1} by rn(t) := sign(sin(2npit)).
These functions are called Rademacher functions and form a orthogonal se-
quence in L2([0, 1]) which is not complete [WS01, Ch.7.5]. The orthogonality
can visually be seen by their graphs, given the first four of them in Figure 2.2.
0
1
−1
1/2 1
r1
0
1
−1
1/2 1
r2
0
−1
1
1/2 1
r3
0
−1
1
1/2 1
r4
Figure 2.2: The Rademacher functions r1, r2, r3 and r4.
Denoting by λ the Lebesgue measure on [0, 1], it is clear that for all n ∈ N
we have λ({t ∈ [0, 1] : rn(t) = 1}) = λ({t ∈ [0, 1] : rn(t) = −1}) = 12 . But even
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more is true. Consider any sequence (δn)n∈N ⊂ {−1, 1}. Then for all m ∈N
1
2m
= λ({t ∈ [0, 1] : rn1(t) = δ1, rn2(t) = δ2, . . . , rnm(t) = δm})
=
m
∏
j=1
λ({t ∈ [0, 1] : rnj(t) = δj}).
The first equality can be seen as follows. Without loss of generality we assume
that the n′js are arranged in increasing order. Now chose the subset In1 of [0, 1]
with rn1(t) = δj for t ∈ In1 . Note that In1 is a union of intervals with λ(In1) = 1/2,
which enjoys a subdivision into finer intervals by the function rn2 . Denote by
In2 the subset of In1 where rn2(t) = δ2. Then by construction λ(In2) = 1/4 and
rn1(t) = δ1, rn2(t) = δ2 if and only if t ∈ In2 . Repeating this m-times gives the
first equality. Now the second equality is obvious.
The above observations enable us to interpret the rn’s as identically distributed,
stochastically independent random variables on the probability space ([0, 1],λ).
For a sequence (an)n∈N ⊂ C, m ∈ N and t ∈ [0, 1] we find (δn)mn=1 ⊂ {−1, 1}
with ∑mn=1 rn(t)an = ∑
m
n=1 δnan. Consequently every choice of signs (δn)mn=1
occurs on a set of measure 2−m and these sets are disjoint where their union is
the whole interval [0, 1]. Thus we have for all p ∈ [1,∞)
∫ 1
0
|
m
∑
n=1
rn(t)an|pdt = 2−m ∑
δn∈{−1,1}
|
m
∑
n=1
δnan|p.
Definition 2.54. Let E0, E1 be Banach spaces. A family τ ⊂ B(E0, E1) is called
R-bounded, if there is a constant C < ∞ such that, for all m ∈ N, T1, . . . , Tm ∈ τ
and e1, . . . , em ∈ E0, it holds
‖
m
∑
k=1
rkTkek‖L2([0,1],E1) ≤ C‖
m
∑
k=1
rkek‖L2([0,1],E0), (2.14)
here the rk’s are an enumeration of the Rademacher functions from above. The infimum
over all constants such that (2.14) holds, is called the R-bound of the family τ and is
denoted by R2(τ).
The next Theorem states the well known Kahane’s inequality as well as
Kahane’s contraction principle which allows for several observations in the case
of scalar valued functions.
Theorem 2.55 ( [Kah85]).
(a) (Kahane’s inequality) For all p ∈ [1,∞) there is a constant Cp < ∞ such that for
all en ∈ E0 and m ∈N
1
Cp
‖
m
∑
n=1
rnen‖L2([0,1],E0) ≤ ‖
m
∑
n=1
rnen‖Lp([0,1],E0) ≤ Cp‖
m
∑
n=1
rnen‖L2([0,1],E0)
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(b) (Kahane’s contraction principle) For every p ∈ [1,∞) and (an)n∈N, (bn)n∈N ⊂ C
with |an| ≤ |bn| and m ∈N we have
‖
m
∑
n=1
rnanen‖Lp([0,1],E0) ≤ 2‖
m
∑
n=1
rnbnen‖Lp([0,1],E0).
A direct consequence of Kahane’s inequality is, that the L2-Norm in (2.14)
may be replaced by any Lp-Norm for p ∈ [1,∞), meaning a subset τ ∈ B(E0, E1)
is R-bounded if and only if for one (or all) p ∈ [1,∞) there is a constant Cp
such that for all m ∈N, T1, . . . , Tm ∈ τ and e1, . . . , em ∈ E0
‖
m
∑
k=1
rkTkek‖Lp([0,1],E1) ≤ Cp‖
m
∑
k=1
rkek‖Lp([0,1],E0). (2.15)
We denote by Rp(τ) the infimum over all constants such that (2.15) holds and
get (Cp)−2R2(τ) ≤ Rp(τ) ≤ (Cp)2R2(τ) where Cp is the constant given in
Theorem 2.55. This leads to equivalent descriptions ofRp-boundedness. Hence
we skip the p dependence and simply talk about R-boundedness.
The next Lemma shows how the norm inequalities ‖T1 +T2‖ ≤ ‖T1‖+ ‖T2‖,
‖T1 ◦ T2‖ ≤ ‖T1‖‖T2‖, ‖c · T‖ ≤ c‖T‖ transfer to R-boundedness.
Lemma 2.56. Let E0, E1, E2 be Banach spaces and c > 0. If τ, σ ⊂ B(E0, E1) and
γ ⊂ B(E1, E2) are R-bounded, then also the sets
τ + σ := {T + S : T ∈ τ, S ∈ σ} ⊂ B(E0, E1)
τ ∪ σ := {T ∈ B(E0, E1) : T ∈ τ or T ∈ σ} ⊂ B(E0, E1)
γ ◦ τ := {G ◦ T : T ∈ τ, G ∈ γ} ⊂ B(E0, E2)
c · τ := {c · T : T ∈ τ} ⊂ B(E0, E1)
are R-bounded and the R-bounds satisfy R(τ ∪ σ),R(τ + σ) ≤ R(τ) + R(σ),
R(γ ◦ τ) ≤ R(γ) · R(τ) and R(c · τ) ≤ c · R(τ).
Proof. Follows directly by definition and the inequalities given above. A de-
tailed proof may be found in [vG06, Prop. 2.1].
A very important statement also deduced by Kahane’s Inequality is the
following (see [KW04, 2.13]).
Lemma 2.57. Let E0, E1 be Banach spaces and τ ⊂ B(E0, E1) be R-bounded. Then
the convex hull co(τ), the absolute convex hull
absco(τ) := {
n
∑
k=1
λkTk : n ∈N, Tk ∈ τ, λk ∈ C with
n
∑
k=1
|λk| = 1},
of τ and their closures in the strong operator topology are R-bounded with
R(co(τ)s) ≤ R(τ) and R(absco(τ)s) ≤ 2R(τ).
37
2.5. Banach Spaces of class HT
Now we turn to the announced workable criteria for R-bounded sets of
operators. We summarize several results given with detailed proofs in [KW04].
Lemma 2.58. Let E0, E1 be Banach spaces, τ ⊂ B(E0, E1) R-bounded and (Ω, µ) a
sigma finite measure space.
(a) The set of multiplication operators σ := {Mh : ‖h‖L∞(Ω,C) ≤ 1} is aR-bounded
subset of B(Lp(Ω, E0)) with R(σ) ≤ 2.
(b) For every strongly measurable N : Ω → B(E0, E1) with values in τ and every
function h ∈ L1(Ω,C) define an operator VN,h ∈ B(E0, E1) by
VN,he :=
∫
Ω
h(ω)N(ω)edµ(ω), e ∈ E0.
Then γ := {VN,h : ‖h‖L1 ≤ 1, N as above} is R-bounded in B(E0, E1) with
R(γ) ≤ 2R(τ).
(c) For an operator T ∈ τ consider the extension T˜ : Lp(Ω, E0) → Lp(Ω, E1) given
as in Section 2.1. Then τ˜ := {T˜ : T ∈ τ} ⊂ B(Lp(Ω, E0), Lp(Ω, E1)) is a
R-bounded set with R(τ˜) ≤ R(τ).
2.5 Banach Spaces of class HT
As mentioned in the previous section there are more assumptions than R-
boundedness to obtain a Mihlin type Fourier multiplier theorem in the gen-
eral setting of vector-valued functions. The proof of such a theorem was first
derived by Bourgain in [Bou86] with scalar valued multiplication functions.
Under the assumption, that the Hilbert Transform
[H f ](t) := 1
pi
p.v.-
∫
R
f (x− y)
y
dy := lim
ε→0
1
pi
∫
|y|>ε
f (x− y)
y
dy, (2.16)
first defined for f ∈ S(R)⊗ E extends to an bounded operator on Lp(R, E) he
was able to proof a vector valued version of the well known Paley-Littlewood
decomposition. This allowed him to proof the Lp-boundedness of certain sin-
gular integrals with scalar kernels in the periodic case. We will see how this
assumption helps to establish the boundedness of some basic Fourier multipli-
cation operators in Chapter 4.
Definition 2.59. A Banach space E is called of classHT if the Hilbert transform given
in (2.16) extends to a bounded operator on Lp(R, E) for some (or equivalently for all)
p ∈ (1,∞).
First of all it is well known, that C is of class HT . If one revisits the proof
of this result (see for example [Gra08, Ch.IV]) it is not surprising that there are
spaces which do not have this property. We will give an example at the end of
this section. But for now we give an alternative characterization.
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Theorem 2.60. For a Banach space E the following statements are equivalent.
(i) E is of class HT ,
(ii) E is a UMD6 space, meaning for a given probability space (Ω,A, P) and some
(or equivalently all) 1 < p < ∞ there is a constant c > 0 such that
‖
n
∑
k=1
εk(uk − uk−1)‖Lp(Ω,E) ≤ c‖
n
∑
k=1
(uk − uk−1)‖Lp(Ω,E),
for all n ∈N, εk ∈ {−1, 1}, and E-valued martingales (uk).
Proof. (i)⇒(ii) was shown by Bourgain in [Bou83] where the converse direction
(ii)⇒(i) goes back to Burkholder [Bur83].
Let us close this section by collecting some important results out the litera-
ture and give an example of a space that is not of class HT .
Proposition 2.61.
(i) Every Banach space of class HT is reflexive [Mau75].
(ii) If E is of class HT so is its dual E′ [Ama95, Thm 4.5.2].
(iii) If E is of class HT and (Ω, µ) is a σ-finite measure space, so is Lp(Ω, E) for all
1 < p < ∞.
Statement (iii) is an simple consequence of Fubini’s Theorem (A.11). Indeed
we have for f ∈ Lp(R, Lp(Ω, E)) ∼= Lp(R×Ω, E)
‖H f ‖pLp(R,Lp(Ω,E)) =
∫
R
∥∥ 1
pi
lim
ε→0
∫
|y|>ε
f (x− y)
y
dy
∥∥p
Lp(Ω,E)dx
=
∫
R
∫
Ω
∥∥ 1
pi
lim
ε→0
∫
|y|>ε
f (x− y,ω)
y
dy
∥∥p
Edydωdx
=
∫
Ω
∫
R
∥∥ 1
pi
lim
ε→0
∫
|y|>ε
f (x− y,ω)
y
dy
∥∥p
Edydxdω
≤ ‖H‖pB(Lp(R,E))
∫
Ω
‖ f (·,ω)‖pLp(R,E)dω
= ‖H‖pB(Lp(R,E))‖ f ‖
p
Lp(R,Lp(Ω,E)).
One example of a Banach space that is not of class HT is given by L1(Rd).
Note that L1(Rd) is not reflexive. For further reading we suggest [Bur01].
6UMD refers to ‘unconditional martingale differences’
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Periodic Operators on Lp(Rd, E)
In this chapter we take a closer look at periodic operators. As it turns out,
these operators act as operator-valued multiplication operators under the Bloch
Transform. First we consider the case of bounded periodic operators and study
their behavior under the mapping Γ from (2.4). This is the first operator in the
decompositions Z = F−1 ◦ Γ, Φ = Ξ ◦ F−1 ◦ Γ of the Zak and Bloch Transform
given in (2.5) and (2.6). The considerations lead to a characterization in terms
of operator-valued convolutions on the sequence space lp(Zd, Lp(Id, E)). Ap-
plying Fourier series turns such a convolution into a bounded multiplication
operator with fiber operators acting on the space Lp(Id, E). The investigation of
unbounded operators is more involved as we will see in Section 3.3. However
we can reduce their study to the bounded case by considering their resolvent.
3.1 Bounded Periodic Operators - Reduction to
Translation Invariant Operators on Sequence Spaces
Recall the definition of a lattice in Section 2.1 and assume we are given one,
denoted as usual by P . Further let E0, E1 be Banach spaces and p, q ∈ [1,∞].
Definition 3.1. An operator T ∈ B(Lp(Rd, E0), Lq(Rd, E1)) is called periodic with
respect to the lattice P if
Tτp f = τpT f for all p ∈ P and f ∈ Lp(Rd, E0).
As in the case of functions it is possible to reduce all considerations to one
specific lattice (where we choose again Zd). Let us recall our earlier definition
for a multidimensional dilatation. For a function f : Rd → E and ξ ∈ Rd we
defined [δξ f ](x) = f (x × ξ), where x × ξ := (x1ξ1, . . . , xdξd)T. If ξ has only
non-zero components (what is by definition the case for a lattice vector), then
δξ is invertible on Lp(Rd, E) with δ−1ξ = δ1/ξ . Here 1/ξ is the component wise
reciprocal as in Section 2.1. We have the following analogue of Lemma 2.7.
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Lemma 3.2. Let P be a lattice with lattice vector p and p, q ∈ [1,∞]. For a bounded
operator T : Lp(Rd, E0)→ Lq(Rd, E1) which is periodic with respect to P define
T := δ1/pTδp.
Then T : Lp(Rd, E0) → Lq(Rd, E1) is bounded and periodic with respect to Zd.
Moreover, in the case p = q the mapping T 7→ T is isometric.
Proof. Let ξ1, ξ2 ∈ Rd where ξ2 has only non-zero components. We have for any
f ∈ Lp(Rd, E0) the identity τξ1δξ2 f = δξ2τ1/ξ2×ξ1 f . This yields for z ∈ Zd
τzT f = τzδ1/pTδp f = δ1/pτp×zTδp f = δ1/pTτp×zδp f = δ1/pTδpτ1/p×p×z f
= δ1/pTδpτz f = Tτz f .
Hence T is periodic with respect to Zd. Linearity and boundedness of T follow
by the same properties of its parts. Moreover we have
‖T f ‖Lq =
( d
∏
i=1
pi
)1/q‖Tδp f ‖Lq ≤ ( d∏
i=1
pi
)1/q−1/p‖T‖‖ f ‖Lp ,
and by the same calculation applied to T = δpTδ1/p
‖T f ‖Lq ≤
( d
∏
i=1
pi
)1/p−1/q‖T‖‖ f ‖Lp .
Hence ‖T‖ = ‖T‖ if p = q.
As in the case of functions, we restrict ourselves to the case of bounded
operators which are periodic with respect to Zd. With this agreement we turn
our attention to the relation between periodic operators on Lp(Rd, E) and trans-
lation invariant operators on the sequence space lp(Zd, Lp(Id, E)), mentioned
previously.
Definition 3.3. Let E0, E1 be Banach spaces and p, q ∈ [1,∞]. We call an operator
T ∈ B(lp(Zd, E0), lq(Zd, E1)) translation invariant if
τzTg = Tτzg for all z ∈ Zd and g ∈ lp(Zd, E0).
Lemma 3.4. Assume T : Lp(Rd, E0)→ Lq(Rd, E1) is linear and bounded. Define for
an element g ∈ lp(Zd, Lp(Id, E0))
Tg := ΓTΓ−1g.
Then T : lp(Zd, Lp(Id, E0)) → lq(Zd, Lq(Id, E1)) is linear and bounded. Further T
is translation invariant if and only if T is periodic. Moreover, the mapping T 7→ T is
isometric.
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Proof. Boundedness and linearity of T follow immediately by the correspond-
ing properties of its parts. For z ∈ Zd, f ∈ Lp(Rd, E0) and g ∈ lp(Zd, Lp(Id, E0))
a straight forward calculation shows
Γτz f = τ−zΓ f and τzΓ−1g = Γ−1τ−zg (3.1)
where in both equations the translation on the left hand side is taken in Rd and
on the right hand side in Zd. Now the translation invariance of T (respectively
the periodicity of T) follows directly by the respective property of T and T.
Finally recall that Γ and Γ−1 are isometric mappings (Lemma 2.22), so that
‖T‖ = ‖T‖.
We summarize the previous results in the following commutative diagram,
which illustrates how we can transform any periodic operator into an transla-
tion invariant operator on a sequence space.
Lp(Rd, E0)
Lp(Rd, E0)
lp(Zd, Lp(Id, E0))
Lq(Rd, E1)
Lq(Rd, E1)
lq(Zd, Lq(Id, E1))
δ1/pδp
ΓΓ−1
δ1/pδp
ΓΓ−1
T
periodic w.r.t. P
T
periodic (w.r.t. Zd)
T
translation invariant
Figure 3.1: Commutative diagram for the transformation of a bounded,
periodic operator on Lp(Rd, E) to a bounded translation invariant operator
on lp(Zd, Lp(Id, E)).
The explicit structure of Γ allows for a more detailed description of T. In
fact T is always given by convolution with a bounded, B(Lp(Id, E0), Lq(Id, E1))-
valued sequence.
Theorem 3.5. Let T : Lp(Rd, E0) → Lq(Rd, E1) be linear, bounded and periodic.
Then T is given by convolution with the sequence T(z) := RId TτzERd , (z ∈ Zd) i.e.
[Tϕ](z) = ∑
j∈Zd
T(z− j)ϕ(j)
for all z ∈ Zd, ϕ ∈ s(Zd, Lp(Id, E0)). Additionally we have
sup
z∈Zd
‖T(z)‖B(Lp(Id,E0),Lq(Id,E1)) ≤ ‖T‖.
43
3.1. Bounded Periodic Operators - Reduction to Translation Invariant
Operators on Sequence Spaces
Proof. Let ϕ ∈ s(Zd, Lp(Id, E0)). Then the sum Γ−1ϕ = ∑j∈Zd τ−jERdϕ(j) is
convergent in Lp(Rd, E0). Now linearity and boundedness of the restriction,
translation and T yield for every z ∈ Zd
[Tϕ](z) = [ΓTΓ−1ϕ](z) = RIdτzT ∑
j∈Zd
τ−jERdϕ(j) = ∑
j∈Zd
RIdτzTτ−jERdϕ(j).
Periodicity of T leads to
[Tϕ](z) = ∑
j∈Zd
RId Tτz−jERdϕ(j) = ∑
j∈Zd
T(z− j)ϕ(j).
Note that all translations appearing in the calculations above are in Rd. Addi-
tionally we have for any z ∈ Zd and f ∈ Lp(Id, E0)
‖T(z) f ‖Lq(Id,E1) = ‖RId TτzERd f ‖Lq(Id,E1) ≤ ‖TτzERd f ‖Lq(Rd,E1)
≤ ‖T‖‖τzERd f ‖Lp(Rd,E0) = ‖T‖‖ f ‖Lp(Id,E0)
and all statements are shown.
We close this subsection by summarizing algebraic properties of periodic
and translation invariant operators.
Remark 3.6.
(i) For a lattice P and p, q ∈ [1,∞] the set
Bp,qP (E0, E1) := {T ∈ B(Lp(Rd, E0), Lq(Rd, E1)) : T is periodic w.r.t P}
is a closed linear subspace of B(Lp(Rd, E0), Lq(Rd, E1)). The mapping T 7→ T
sets up an isomorphism between Bp,qP (E0, E1) and Bp,qZd (E0, E1) that is isometric
in case of p = q and an algebra isomorphism if additionally E0 = E1.
(ii) The situation in Lemma 3.4 is very similar. The set Bp,qtrans(E0, E1) consisting
of all T ∈ B(lp(Zd, Lp(Id, E0)), lq(Zd, Lq(Id, E1))) that are translation invari-
ant is a closed, linear subspace of B(lp(Zd, Lp(Id, E0)), lq(Zd, Lq(Id, E1))). The
mapping T 7→ T sets up an isometric isomorphism between Bp,q
Zd
(E0, E1) and
Bp,qtrans(E0, E1) which is an algebra isomorphism if p = q and E0 = E1.
The above results allow us to restrict our attention the study of transla-
tion invariant operators on sequence spaces and all results we may obtain for
them have corresponding counterparts for periodic operators Lp(Rd, E0) →
Lq(Rd, E1). Using the fact, that with a Banach space E also Lp(Id, E) is a Banach
space we may replace the space Lp(Id, E) which occurred above by an other
Banach space E0 and only gain more generality. This ‘generalization’ will also
simplify our notation. Hence we only consider linear and translation invariant
operators lp(Zd, E0) → lq(Zd, E1) for the moment. At the end of the chapter
we include the corresponding statements for periodic operators.
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3.2 Bounded Translation Invariant Operators on
lp(Zd, E)
As in the case of a translation invariant operator, that is obtained from a peri-
odic operator on Lp(Rd, E) we will show, that every bounded translation invari-
ant operator lp(Zd, E0)→ lq(Zd, E1) is given by convolution with a distribution
S ∈ s′E1(Zd, E0). This is in perfect correspondence with Theorem 3.5 if one con-
siders the bounded sequence obtained there as a ‘regular’ distribution. Let us
fix two Banach spaces E0 and E1 and assume p, q ∈ [1,∞] if not separately
specified.
Theorem 3.7. Let T : lp(Zd, E0) → lq(Zd, E1) be linear, bounded and translation
invariant. Then there is some G ∈ s′E1(Zd, E0) such that
Tϕ = ϕ ∗ G for all ϕ ∈ s(Zd, E0). (3.2)
Conversely if T : lp(Zd, E0) → lq(Zd, E1) is bounded and there is a distribution
G ∈ s′E1(Zd, E0) such that (3.2) holds, then T is linear and translation invariant.
Proof. We start with a bounded, linear and translation invariant operator T and
define a mapping S : s(Zd, E0)→ E1 by
Sϕ := [Tϕ](0).
Clearly S is linear. Moreover S is an element of s′E1(Z
d, E0). Indeed we have by
Lemma 2.14
‖Sϕ‖E1 = ‖[Tϕ](0)‖E1 ≤ ‖Tϕ‖lq(Zd,E1) ≤ ‖T‖B(lp(Zd,E0),lq(Zd,E1))‖ϕ‖lp(Zd,E1)
≤ ‖T‖Cd,p ∑
|β|≤M
pE0β (ϕ)
for some M ∈ N, a constant Cd,p and all ϕ ∈ s(Zd, E0). Hence S ∈ s′E1(Zd, E0)
by Lemma 2.12 and the same is true for G := S˜. Recall, that C × Ei → Ei,
(c, e) 7→ c · e is a multiplication for i = 0, 1 in the sense of Section 2.1. We get
for ϕ ∈ s(Zd, E0) and ψ ∈ s(Zd,C)
[ϕ ∗ G](ψ) = G(ϕ˜ ∗ ψ) = ∑
j∈Zd
G(τ˜−jϕ) · ψ(j).
Hence1 [ϕ ∗ G] : Zd → E1 with [ϕ ∗ G](z) = G(τ˜−zϕ). This yields for z ∈ Zd
[ϕ ∗ G](z) = S˜(τ˜−zϕ) = S(τ−zϕ) = [Tτ−zϕ](0) = [τ−zTϕ](0) = [Tϕ](z).
1At this point we want to emphasize, that if f , g : Zd → E are such that the corresponding
regular distributions S f , Sg exist and coincide on s(Zd,C), i.e. S f (φ) = Sg(φ) for all φ ∈ s(Zd,C)
then f = g. Indeed choose for j ∈ Zd the singleton sequence φj := (δz,j)z∈Zd , where δz,j = 1 if
j = z and δz,j = 0 for j 6= z. Then S f φj = ∑z∈Zd f (z)φj(z) = f (j) and Sgφj = g(j), which implies
f = g.
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For the reverse statement all we have to check is τz[ϕ ∗ G] = [(τzϕ) ∗ G] for all
z ∈ Zd and ϕ ∈ s(Zd, E0). In this case, the assertion follows by unique bounded
extension and denseness. We have for any ψ ∈ s(Zd,C) and z ∈ Zd
τz[ϕ ∗ G](ψ) = [ϕ ∗ G](τzψ) = G(ϕ˜ ∗ τzψ) = G(τ˜zϕ ∗ ψ) = [(τzϕ) ∗ G](ψ)
and the theorem is proven.
Remark 3.8. The proof of the above theorem was motivated an guided by a similar
proof given in the case of translation invariant operators on Lp(Rd) in [Gra08].
According to our previous definitions, we define the space of all translation
invariant operators on sequence spaces by
Mp,q(E0, E1) := {T ∈ B(lp(Zd, E0), lq(Zd, E1)) : T is translation invariant}.
Properties of the spaces Bp,qtrans(E0, E1) have corresponding counterparts for the
space Mp,q(E0, E1). Indeed one easily verifies, that Mp,q(E0, E1) is a closed
linear subspace of B(lp(Zd, E0), Lq(Zd, E1)) and if p = q and E0 = E1 it is a
Banach algebra. Clearly Bp,qtrans(E0, E1) =Mp,q(Lp(Id, E0), Lq(Id, E1)).
Although it is easy to show, it is a surprising fact thatMp,q(E0, E1) = {0} if
1 ≤ q < p < ∞. To see this observe for r ∈ [1,∞) and f ∈ lr(Zd, E)
lim
z→∞
z∈Zd
‖τz f + f ‖lr(Zd,E) = 21/r‖ f ‖lr(Zd,E),
which is clear for sequences with finite support and extends to all sequences
by denseness. Hence if T ∈ Mp,q(E0, E1) we get
21/q‖T f ‖lq(Zd,E1) = limz→∞ ‖τzT f + T f ‖lq(Zd,E1) ≤ ‖T‖ limz→∞ ‖τz f + f ‖lp(Zd,E0)
= 21/p‖T‖‖ f ‖lp(Zd,E0).
If f 6= 0 and q < p, this is only possible for T = 0.
Concerning duality we observe, that if E is reflexive and p ∈ (1,∞) then
the dual of lp(Zd, E) may be identified with lp
′
(Zd, E′) where 1/p+ 1/p′ = 1 (c.f.
Appendix A). Moreover the dual operator of a translation τz on lp(Zd, E) is
given by τ−z. We obtain
Lemma 3.9. Let E0, E1 be reflexive and p, q ∈ (1,∞). Then
Mq′,p′(E′1, E′0) = {T′ : T ∈ Mp,q(E0, E1)},
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1.
Proof. Since both inclusions work the same way we only show ⊃. For this
reason let T ∈ Mp,q(E0, E1). Then by definition T′ : lq′(Zd, E′1) → lp
′
(Zd, E′0) is
bounded. Hence it is sufficient to show translation invariance.
For z ∈ Zd, g ∈ lq′(Zd, E′1) and f ∈ lp(Zd, E0) we have
[τzT′g]( f ) = [T′g](τ−z f ) = g(Tτ−z f ) = g(τ−zT f ) = [τzg](T f ) = [T′τzg]( f ).
Hence T′ ∈ Mq′,p′(E′1, E′0).
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In the scalar valued case even more is true. SetMp,q(C) :=Mp,q(C,C) and
lp(Zd) := lp(Zd,C).
Lemma 3.10. Let p, q ∈ (1,∞) and T ∈ Mp,q(C). Then T can be defined on
lq
′
(Zd) with values in lp
′
(Zd), coinciding with its previous definition on the (dense)
subspace lp(Zd) ∩ lq′(Zd) of lp(Zd), so that it maps lq′(Zd) to lp′(Zd) with norm
‖T‖lq′ (Zd)→lp′ (Zd) = ‖T‖lp(Zd)→lq(Zd). This gives an isometric identification
Mp,q(C) ∼=Mq′,p′(C).
Proof. First of all Theorem 3.7 yields that the operator T is given by convolution
with a (scalar-valued) distribution S ∈ s′C(Zd,C), i.e.
Tϕ = ϕ ∗ S for all ϕ ∈ s(Zd,C).
We now show, that the adjoint T′ of T is also given by convolution, this time
with the distribution S˜. For this reason fix ϕ,ψ ∈ s(Zd,C) and observe
ϕ(T′ψ) = (T′′ϕ)(ψ) = (Tϕ)(ψ) = (ϕ ∗ S)(ψ) = S(ϕ˜ ∗ ψ) = S(˜˜ψ ∗ ϕ)
= S˜(ψ˜ ∗ ϕ) = [ψ ∗ S˜](ϕ) = ϕ(ψ ∗ S˜).
Because s(Zd) is dense in both lp(Zd) and lq
′
(Zd), we actually obtained that T′
is given by convolution with the distribution S˜. Now the identity
T′ϕ = ϕ ∗ S˜ = ˜˜ϕ ∗ S = T˜ ϕ˜ (3.3)
yields, that T is well defined on lq
′
(Zd). But (3.3) also shows, that
‖T‖lp(Zd)→lq(Zd) = ‖T′‖lq′ (Zd)→lp′ (Zd) = ‖T‖lq′ (Zd)→lp′ (Zd),
which finishes the proof.
Remark 3.11. Again we were guided by a corresponding result for translation invari-
ant operators on Lp(Rd), see [Gra08, Thm. 2.5.7].
After this preparatory work we are now interested in the study of transla-
tion invariant operators on lp(Zd, E) and their relation to multiplication oper-
ators. We start with the simpler case where p = 2 and E0 = H0 and E1 = H1
are Hilbert spaces. Note that in this situation, F : L2(Id, Hi)→ l2(Zd, Hi) is an
isometric isomorphism and so is its inverse (here i = 0, 1).
A Characterization ofM2,2(H0, H1)
Over this whole subsection we assume, that H0, H1 are separable Hilbert spaces.
Separability is an extra assumption that is needed to obtain measurability as
we will see below. At the end of this subsection we include some remarks
concerning this assumption.
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As we already know, bounded translation invariant operators are character-
ized by convolution operators (see Theorem 3.7). Our aim is now to show that
these convolution operators are characterized by strongly measurable bounded
operator-valued functions in the case of p = q = 2 and Hilbert spaces H0, H1.
Recall the notation B = [−1/2, 1/2].
Theorem 3.12. An operator T : l2(Zd, H0)→ l2(Zd, H1) is inM2,2(H0, H1) if and
only if the inverse Fourier Transform of its convolving distribution S ∈ s′H1(Zd, H0) is
a function m : Bd → B(H0, H1) that belongs to L∞(Bd,Bs(H0, H1)). In this case,
Tg = FMmF−1g for all g ∈ l2(Zd, H0), (3.4)
and ‖Mm‖B(L2(Bd,H0),L2(Bd,H1)) = esssuppθ∈Bd‖m(θ)‖B(H0,H1) = ‖T‖.
Proof. First let us assume, that T is given as a convolution operator, convolving
with a distribution S ∈ s′H1(Zd, H0) such that m := F−1S ∈ L∞(Bd,Bs(H0, H1))
and Tg = FMmF−1g for all g ∈ l2(Zd, H0).
Now by Lemma 2.21 (v) we obtain for ϕ ∈ s(Zd, H0) and z ∈ Zd
τzTϕ = τzFMmF−1ϕ = FM[θ 7→e−2piizθ ]MmF−1ϕ = FMmM[θ 7→e−2piizθ ]F−1ϕ
= FMmF−1τzϕ = Tτzϕ
an equation, that extends to l2(Zd, H0) by denseness. Hence T is translation
invariant. But Lemma 2.18 and Lemma 2.35 (vii) together yield
‖Tϕ‖l2(Zd,H1) = ‖MmF−1ϕ‖L2(Bd,H0) = ‖m‖∞‖ϕ‖l2(Zd,H0)
for all ϕ ∈ l2(Zd, H0). Thus T ∈ M2,2(H0, H1) with ‖T‖ = ‖m‖∞.
Conversely assume T ∈ M2,2(H0, H1) and let S ∈ s′H1(Zd, H0) be the con-
volving distribution given by Theorem 3.7. Then ϕ ∗ S ∈ l2(Zd, H1) for all
ϕ ∈ s(Zd, H0) and by Lemma 2.21 (iii)
F−1[ϕ ∗ S] = [F−1ϕ] · [F−1S] ∈ L2(Bd, H1). (3.5)
Now, let (hn)n∈N ⊂ H0 be a dense subset (which we may choose thanks to our
assumption of separability) and define for z ∈ Zd and n ∈ N a sequence of
functions ϕn : Zd → H0 by
ϕn(z) :=
{
hn : if z = 0
0 : else.
Then we obtain for θ ∈ Bd
[F−1ϕn](θ) = 1Bd(θ)hn.
By (3.5) we find for every n ∈N a set Ωn ⊂ Bd of measure zero and a function
gn ∈ L2(Bd, H1) with
([F−1ϕn] · [F−1S])(θ) = gn(θ) for all θ ∈ Bd \Ωn. (3.6)
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Set Ω := ∪n∈NΩn, then λ(Ω) = 0 and for θ ∈ Bd \Ω, m, n ∈ N and λ ∈ C we
have
([F−1(λϕn + ϕm)] · [F−1S])(θ) =
(
(λ1Bd hn + 1Bd hm) · [F−1S]
)
(θ)
= λgn(θ) + gm(θ).
(3.7)
If f ∈ D(Bd,C) then f ∈ L2(Bd,C) and F f ∈ s(Zd,C). Further, we can use
Lemma 2.18, Lemma 2.20 and Lemma 2.21 (ii) to obtain for n ∈N
‖ f · gn‖L2(Bd,H1) = ‖( f hn) · F−1S‖L2(Bd,H1) = ‖F [ f hn · F−1S]‖l2(Zd,H1)
= ‖[F f hn] ∗ S‖l2(Zd,H1) = ‖T[F ( f hn)]‖l2(Zd,H1)
≤ ‖T‖B(l2(Zd,H0),l2(Zd,H1))‖F ( f hn)‖l2(Zd,H0) = ‖T‖‖ f ‖L2‖hn‖H0 .
(3.8)
This inequality extends to all f ∈ L2(Bd,C) by denseness and we obtain∫
Bd
‖T‖2‖hn‖2H0 | f (θ)|2 − | f (θ)|2‖gn(θ)‖2H1 dθ ≥ 0 (3.9)
for all f ∈ L∞(Bd,C) ↪→ L2(Bd,C) and n ∈N. But equation (3.9) implies
ess sup
θ∈Bd
‖gn(θ)‖H1 ≤ ‖T‖‖hn‖H0 for all n ∈N. (3.10)
Indeed fix n ∈N and set A := {θ ∈ Bd : ‖gn(θ)‖H1 > ‖T‖‖hn‖H0}.
The set A is measurable and the assumption λ(A) > 0 implies f := 1A 6= 0,
which leads to∫
Bd
‖T‖2‖hn‖2H0 | f (θ)|2 − | f (θ)|2‖gn(θ)‖2H1 dθ
=
∫
A
‖T‖2‖hn‖2H0 − ‖gn(θ)‖2H1 dθ < 0, (3.11)
a contradiction to (3.9), whereby (3.10) is verified.
By (3.10) we find for every n ∈ N subsets Ω˜n ⊂ Bd of measure zero such
that the inequality
‖gn(θ)‖H1 ≤ ‖T‖‖hn‖ for all θ ∈ Bd \ Ω˜n (3.12)
is satisfied. Define Ω˜ := ∪n∈NΩ˜n ∪Ω then again λ(Ω˜) = 0 and (3.6), (3.12)
hold true for all θ ∈ Bd \ Ω˜ and n ∈N.
For θ ∈ Bd \ Ω˜ define an operator m(θ) : {hn : n ∈N} → H1 by hn 7→ gn(θ).
Now (3.7) and (3.12) yield that m(θ) is well defined on
span{hn : n ∈N} := {
m
∑
n=1
λnhn : m ∈N,λn ∈ C}
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linear and bounded. Since span{hn : n ∈ N} is a dense and linear subspace of
H0, we can extend m(θ) to a bounded linear operator m(θ) : H0 → H1 for all
θ ∈ Bd \ Ω˜ with ‖m(θ)‖ ≤ ‖T‖. Finally setting m(θ) := 0 for θ ∈ Ω˜ yields a
function m ∈ L∞(Bd,Bs(H0, H1)).
Indeed it is sufficient to show that the mapping θ 7→ m(θ)h is measurable
for every h ∈ H0. Hence let h ∈ H0 be arbitrary and take an approximating
sequence (hn(j))j∈N from the dense subset (hn)n∈N. Then m(·)hn(j) converges
point wise to m(·)h. Moreover for θ ∈ Bd \ Ω˜ we have m(θ)hn(j) = gn(j)(θ),
which is a measurable function. This yields measurability of θ 7→ m(θ)h for all
h ∈ H0.
Finally we need to show (3.4). Let us take any finite sequence ψ ∈ s(Zd, H0)
with values in (hn)n∈N. Then F−1ψ is a trigonometric polynomial of the form
θ 7→ ∑
|j|≤k
e2piin(j)θhn(j) and we obtain
[F−1ψ] · [F−1S] = ∑
|j|≤k
e2piin(j)(·)(1Bd hn(j)) · [F−1S] = ∑
|j|≤k
e2piin(j)(·)gn(j)(·)
= ∑
|j|≤k
e2piin(j)(·)m(·)hn(j) = m(·) ∑
|j|≤k
e2piin(j)(·)hn(j)
=Mm[F−1ψ].
Thus we obtain
Tψ = FMmF−1ψ (3.13)
for all finite sequences ψ with values in (hn)n∈N. Equation (3.13) extends to
l2(Zd, H0) by denseness and continuity of F−1. The equality ‖T‖ = ‖Mm‖ =
‖m‖∞ follows again by Lemma 2.18 and Lemma 2.35 (vii).
Remark 3.13.
(i) Theorem 3.12 together with Lemma 3.4 shows, that the Zak Transform gives an
isometric isomorphism B2,2
Zd
(H0, H1) → L∞(Bd,Bs(H0, H1)). Since the Bloch
Transform is an ‘isometric’ variation of the Zak transform this statement holds
also true for Φ.
(ii) The special situation of having Hilbert spaces was exploited through Plancherel’s
Theorem, which allowed several estimates during the proof.
(iii) Separability of the spaces H0, H1 was used to find a representative of the functions
(1hn) · [F−1G]. If one skips separability of H0 one may us a version of Lebesgue
differentiation theorem for vector valued functions as this was successfully done
in [Mik02, Theorem 3.1.3] for the Fourier Transform on the group R.
Let us finally collect some algebraic properties of the spaceM2,2(H0, H1)
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Corollary 3.14. If T, S ∈ M2,2(H0, H1), then also T + S ∈ M2,2(H0, H1) and
mT + mS = mT+S. If H0 = H1 = H and T, S ∈ M2,2(H), then T ◦ S ∈ M2,2(H)
with mT ◦mS = mT◦S. The multiplication function corresponding to T = idl2(Zd,H) is
given by midl2(Zd ,H)(θ) = idH for almost all θ ∈ Bd.
Proof. The conclusions are consequences of Remark 3.6. We only show the
statement for T ◦ S. If f ∈ l2(Zd, H), we get
MmT◦SF−1 f = F−1[T ◦ S f ] =MmTF−1S f =MmT ◦MmSF−1 f .
HenceMmT◦S =MmT ◦MmS . Now, the point wise almost every where equality
of mT◦S and mT ◦mS follows via Lemma 2.35 (vii). The claim for the sum and
the identity may be derived in the same way.
The spacesMp,p(E0, E1)
In this section we extend one part of Theorem 3.12 to reflexive2 and separable
Banach spaces E0, E1. Since we will use an interpolation argument assuming
p = q seems to be appropriate, because for p 6= q either p > q or p′ > q′ and
thus one of the spacesMp,q(E0, E1),Mq′,p′(E′1, E′0) is trivial (see the discussion
on page 46). We note the well known fact, that if E is separable and reflexive
also its dual E′ has this properties (see [Con85, Ch.V-§5]). The idea of this
section is, to deduce properties of an operator in Mp,q(E0, E1) from its ‘scalar
versions’. The next lemma gives a first idea what we mean by this.
Lemma 3.15. Let E0, E1 be Banach spaces. Define for T ∈ Mp,p(E0, E1), e ∈ E0 and
e ∈ E′1 an operator Tee by
Tee : l
p(Zd,C)→ lp(Zd,C)
ϕ 7→ (z 7→ e[(T(ϕe))(z)]) .
Then Tee ∈ Mp,p(C).
Proof. For any ϕ ∈ lp(Zd,C) the function ϕ · e is an element of lp(Zd, E0) and
‖Tee ϕ‖plp(Zd,C) = ∑
z∈Zd
|e[T(ϕe)(z)]|p ≤ ‖e‖pE′‖T‖pB(lp(Zd,E))‖ϕ‖lp(Zd,C)‖e‖
p
E.
This shows that Tee is well defined and bounded. To show translation invari-
ance, choose any z ∈ Zd and observe for m ∈ Zd[
Tee (τzϕ)
]
(m) = e[(Tτzϕe)(m)] = e[(τzTϕe)(m)] = e[(Tϕe)(m− z)]
=
[
τzTee ϕ
]
(m)
which completes the proof.
2In the following chapters we will always need, that the spaces E0, E1 are of class HT so that
-at least there- assuming reflexivity is not a restriction (see Section 2.5). If one skips reflexivity
similar results (with weaker) properties are valid for the Fourier Transform on the group R
[Mik02, Theorem 3.2.4] proven by arguments which might transfer to the situation given here.
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The next Lemma is in fact just an application of Lemma 3.10 combined with
“M. Riesz’s convexity Theorem” [SW71, Ch.V-§1 Thm.1.3] and might be well
known. Nevertheless we include the short proof.
Lemma 3.16. If T ∈ Mp,p(C), then T ∈ M2,2(C). In particular, there is a function
m : Bd → C with ‖m‖∞ = ‖T‖B(l2(Zd,C)) ≤ ‖T‖B(lp(Zd,C)) and
T f = FMmF−1 f for all f ∈ l2(Zd,C) ∩ lp(Zd,C).
Proof. By Lemma 3.10, T ∈ Mp′,p′(C) with ‖T‖B(lp′ (Zd,C)) = ‖T‖B(lp(Zd,C)).
Hence by M. Riesz’s convexity Theorem T ∈ M2,2(C) with
‖T‖B(l2(Zd,C)) ≤ ‖T‖B(lp(Zd,C)).
Now, Theorem 3.12 implies the existence of a function m ∈ L∞(Bd,C) with the
stated properties.
Remark 3.17. The conclusions of Corollary 3.14 stay true in the case above. In particu-
lar if S, T ∈ Mp,p(C), then T ◦ S, T + S ∈ Mp,p(C) and mT◦S(θ) = mT(x) ·mS(θ),
mT+S(θ) = mT(θ) + mS(θ) for almost all θ ∈ Bd.
Before we state the main result of this subsection, let us recall that a Banach
space E is reflexive if and only if the canonical (isometric) embedding
J : E→ E′′
e 7→ J(e) = e′′ with [Je](e′) := e′(e) for all e′ ∈ E′
maps E onto E′′ one-to-one. For later use we set[
l2(Zd) ∩ lp(Zd)]⊗ E := { f ∈ l2(Zd,C) ∩ lp(Zd,C) :
∃ϕj ∈ l2(Zd,C) ∩ lp(Zd,C), ej ∈ E, m ∈N s.t. f =
m
∑
j=1
ϕjej
}
, (3.14)
for any Banach space E. Note that
[
l2(Zd) ∩ lp(Zd)]⊗ E is a dense and linear
subspace of lp(Zd, E) for all p ∈ [1,∞).
Theorem 3.18. Let E0, E1 be separable and reflexive Banach spaces and p ∈ (1,∞).
If T ∈ Mp,p(E0, E1), then there is a function m ∈ L∞(Bd,Bs(E0, E1)) such that
T f = FMmF−1 f for all f ∈
[
l2(Zd) ∩ lp(Zd)]⊗ E0. (3.15)
Moreover ‖m‖∞ ≤ ‖T‖.
Proof. The proof is divided into several steps. At first let us reduce the situation
to the scalar case. For this reason we choose countable dense subsets of E0 and
E′1, which we denote by (en)n∈N ⊂ E0 and (en)n∈N ⊂ E′1. By Lemma 3.15 the
operators T
ej
ei : l
p(Zd)→ lp(Zd) defined via[
T
ej
ei f
]
(z) := ej
([
T( f ei)
]
(z)
)
for all z ∈ Zd
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are elements of Mp,p(C) for every pair (i, j) ∈ N2. Lemma 3.16 implies the
existence of functions mej,ei ∈ L∞(Bd,C) with
T
ej
ei f = FMmej ,eiF−1 f for all f ∈ l2(Zd) ∩ lp(Zd)
and ‖mej,ei‖∞ ≤ ‖T
ej
ei ‖ ≤ ‖T‖‖ej‖‖ei‖. Consequently we find for every pair
(i, j) ∈N2 a subset Ωij ⊂ Bd of measure zero such that
|mej,ei(θ)| ≤ ‖T‖‖ej‖‖ei‖ for all θ ∈ Bd \Ωij.
But the set Ω := ∪(i,j)∈N2Ωij is again of measure zero and we obtain
|mej,ei(θ)| ≤ ‖T‖‖ej‖‖ei‖ for all (i, j) ∈N2 and θ ∈ Bd \Ω. (3.16)
The second step extends the above observations to the dense and linear sub-
spaces span{en : n ∈ N} and span{en : n ∈ N}. At first observe that we have
for µ ∈ C, n, m, j ∈N and f ∈ lp(Zd) the equalities
Tµen+emej f = µT
en
ej f + T
em
ej f ,
T
ej
µen+em f = µT
ej
em f + T
ej
en f ,
which follow by linearity of T. This yields
mµen+em,ej = µmen,ej + mem,ej ,
mej,µen+em = µmej,en + mej,em
(3.17)
in L∞(Bd). From (3.17) and the previous discussion we obtain for θ ∈ Bd \Ω
mµen+em,ej(θ) = µmen,ej(θ) + mem,ej(θ),
mej,µen+em(θ) = µmej,en(θ) + µej,em(θ).
(3.18)
Hence for θ ∈ Bd \Ω the map
B(θ) : span{en : n ∈N} × span{en : n ∈N} → C
(e, e) 7→ me,e(θ)
is bilinear and continuous with
|B(θ)[e, e]| ≤ ‖T‖‖e‖‖e‖
where we notice, that (3.16) extends to span{en : n ∈N} and span{en : n ∈N}.
The third step is devoted to the extension of B(θ) to an continuous bilinear
map E0 × E′1 → C. For this reason pick some arbitrary e ∈ E0, e ∈ E′1 and
sequences (ek)k∈N ⊂ span{en : n ∈ N}, (el)l∈N ⊂ span{en : n ∈ N} with
limk→∞ ek = e and liml→∞ el = e. Then we have for θ ∈ Bd \Ω the estimate∣∣B(θ)[el , ek]− B(θ)[el˜ , ek˜]∣∣ ≤ ∣∣B(θ)[el − el˜ , ek]∣∣+ ∣∣B(θ)[el˜ , ek − ek˜]∣∣
≤ ‖T‖(‖el − el˜‖‖ek‖+ ‖el˜‖‖ek − ek˜‖).
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Since (ek)k∈N and (el)l∈N are cauchy sequences, the right hand side tends to
zero and we conclude, that the limit
lim
l→∞
k→∞
B(θ)[el , ek] =: B(θ)[e, e] (3.19)
exists. It is clear that for θ ∈ Bd \Ω the mapping B(θ) : E0 × E′1 → C defined
by (3.19) is continuous and bilinear with
∣∣B(θ)[e, e]∣∣ ≤ ‖T‖‖e‖‖e‖. For θ ∈ Ω
we define B(θ) := 0 .
Now, in the fourth step we finally construct a function m : Bd → B(E0, E1)
which will serve as a candidate for our assertion. The associated operator to
the continuous bilinear form B(θ) : E0 × E′1 → C is given by
M(θ) : E0 → E′′1
e 7→
[
e 7→ B(θ)[e, e]
]
.
For every θ ∈ Bd the operator M(θ) is linear and continuity of B(θ) implies
‖M(θ)‖ ≤ ‖T‖. Indeed
‖M(θ)‖B(E0,E′′1 ) = sup‖e‖E0=1
‖B(θ)(e, ·)‖E′′1 = sup‖e‖E0=1
sup
‖e‖E′1=1
∣∣B(θ)(e, e)∣∣ ≤ ‖T‖.
Recall that E1 is reflexive. Thus if we define for e ∈ E0 and θ ∈ Bd
m(θ)e := J−1
[
M(θ)e
]
,
we obtain a bounded, linear operator m(θ) : E0 → E1. Moreover for fixed e the
function θ 7→ m(θ)e is bounded with ‖m(θ)e‖∞ ≤ ‖T‖‖e‖.
In the last step we need to verify that m ∈ L∞(Bd,Bs(E0, E1)) and (3.15)
holds for this function m. We start with measurability of the mapping θ 7→
m(θ)e for fixed but arbitrary e ∈ E0. Note that by assumption and Theorem A.3
it is enough to show measurability of θ 7→ e[m(θ)e] for all e ∈ E′1.
We have for e ∈ span{en : n ∈N} and e ∈ span{en : n ∈N} by definition3
e[m(θ)e] = e[J−1
(
M(θ)[e]
)
] = B(θ)[e, e] = me,e(θ) for θ ∈ Bd \Ω,
e[m(θ)e] = 0 for Ω. (3.20)
which is a measurable function by the first step. Hence an approximation as in
the previous step gives the measurability of
θ 7→ e[m(θ)e] = lim
i→∞
k→∞
ε j[m(θ)ei].
This shows m ∈ L∞(Bd,Bs(E0, E1)) with ‖m‖∞ ≤ ‖T‖.
3It worth to mention, that for U ∈ E′′ and e ∈ E′ we have e[J−1U] = U(e). Indeed denote
V := J−1U, then JV ∈ E′′ is given by (JV)[e] = e[V]. Hence U(e) = (JV)[e] = e[V] = e[J−1U].
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The last step now concerns (3.15). For a special sequence f of the form
f = g · ej with g ∈ l2(Zd) ∩ lp(Zd) and ej from the dense subset of E, we may
deduce from Lemma 3.16, (3.20), Lemma 2.17 combined with Remark 2.19 for
any en in the dense subset of E′1
en[T f ] = en[Tgej] = Tenej g = FMmen ,ejF−1g = FenMmejF−1g
= en[FMmF−1gej]. (3.21)
Since {en : n ∈N} ⊂ E′1 is dense (3.21) leads to
T f = FMmF−1 f
by an application of the Hahn-Banach Theorem.
Approximating e ∈ E0 by a sequence (en(j))j∈N finally gives (3.15) for all
functions f = g · e where g ∈ l2(Zd) ∩ lp(Zd) and e ∈ E0. Since an arbitrary
f ∈ [l2(Zd) ∩ lp(Zd)]⊗ E0 is a finite linear combination of functions with the
form above (3.15) follows by linearity of F ,F−1 and T.
As before we close this subsection with the relevant algebraic properties of
Mp,p(E0, E1), which are analogues of Corollary 3.14.
Remark 3.19. Let E0, E1 be a separable and reflexive Banach spaces and p ∈ (1,∞).
(i) If T, S ∈ Mp,p(E0, E1), then T + S ∈ Mp,p(E0, E1). If E0 = E1 = E and
T, S ∈ Mp,p(E) the also T ◦ S ∈ Mp,p(E). We have for the corresponding
multiplication functions the identities
mT(θ) ◦mS(θ) = mT◦S(θ) and mT+S(θ) = mT(θ) + mS(θ)
for almost all θ ∈ Bd.
(ii) The operator idlp(Zd,E) is an element of Mp,p(E) with midlp(Zd ,E)(θ) = idE for
almost all θ ∈ Bd.
Proof. (i) The statement concerning the sum of operators is clear, so we only
care about the composition. The translation invariance of T ◦ S is imme-
diate. If we can show, that the representation
S f = FMmsF−1 f (3.22)
extends to all f ∈ lp(Zd, E) such that F−1 f ∈ L1(Bd, E) we would obtain
for ϕ ∈ s(Zd, E)
FMmT◦SF−1ϕ = (T ◦ S)(ϕ) = TFMmsF−1ϕ = FMmT ◦MmSF−1ϕ
and the statement follows by Lemma 2.35 (vii).
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So, let us assume f ∈ lp(Zd, E) with F−1 f ∈ L1(Bd, E). Then there is a
sequence ( fn)n∈N in the dense subset [l2(Zd) ∩ lp(Zd)]⊗ E with fn → f .
Because of F−1 fn ∈ L2(Bd)⊗ E ↪→ L1(Bd, E) we obtain
‖F−1 fn −F−1 f ‖L1(Bd,E) ≤ ‖ fn − f ‖l∞(Zd,E) ≤ ‖ fn − f ‖lp(Zd,E) → 0.
Thus we find a C > 0 and a sub-sequence (again denoted by fn such that
‖F−1 fn(θ)‖E ≤ C and F−1 fn(θ) → F−1 f (θ) for almost all θ ∈ Bd. Now
Proposition A.6 implies for any z ∈ Zd
S f (z)← S fn(z) =
∫
Bd
e−2piiθzms(θ)F−1 fn(θ)dθ
→
∫
Bd
e−2piiθzms(θ)F−1 f (θ)dθ.
Thus (3.22) holds for all f ∈ lp(Zd, E) with F−1 f ∈ L1(Bd, E).
(ii) In this case the operators T
ej
ei defined in the proof Theorem 3.18 are given
by ej(ei)idlp(Zd). The corresponding multiplication operators are ej(ei)1idE .
Hence the functions mej,ei are equal to ej(ei)1idE almost every where. This
yields that the bilinear form B(θ) is given by B(θ)[e, e] = e(e) for almost
all θ ∈ Bd. Hence m(θ)e = e for almost all θ ∈ Bd and all e ∈ E.
3.3 Unbounded Periodic Operators - Reduction to
Translation Invariant Operators on Sequence Spaces
Before we can start with the study of unbounded operators, we have to extend
the notions of periodicity and translation invariance to this situation in a way
that is consisted to the previous definitions. Once this is done we will reduce
our considerations to sequence spaces, as this gave a suitable simplification in
the case of bounded operators.
Definition 3.20. Let (A, D(A)) : Lp(Rd, E0)→ Lq(Rd, E1) be a linear operator with
domain D(A). If P ⊂ Rd is a lattice then A is called periodic with respect to P if for
all p ∈ P
(a) τpD(A) = {τp f : f ∈ D(A)} ⊂ D(A),
(b) τp A f = Aτp f for all f ∈ D(A).
A linear operator (B, D(B)) : lp(Zd, E0) → lq(Zd, E1) with domain D(B) is called
translation invariant if for all z ∈ Zd
(a) τzD(B) = {τz f : f ∈ D(B)} ⊂ D(B),
(b) τzB f = Bτz f for all f ∈ D(B).
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It is possible to transfer all preparatory tools we derived in the bounded
case, to the unbounded case. The crucial ingredient is the following Lemma
whose proof is a consequence of the definitions given in Chapter 2.
Lemma 3.21. Let E0, E1 be Banach spaces, B : E0 → E1 be linear, bounded and
bijective. Further let (A, D(A)) : E0 → E0 be a linear operator. Define an operator
A : E1 → E1 by
D(A) := {x ∈ E1 : ∃y∈D(A), By = x},
Ax := BAB−1x for x ∈ D(A).
Then we have
(a) A is bounded⇔ A is bounded,
(b) A is densely defined⇔ A is densely defined,
(c) A is closed⇔ A is closed,
(d) λ ∈ ρ(A)⇔ λ ∈ ρ(A) ,
(e) A is the generator of a C0-semigroup⇔ A is the generator of a C0-semigroup,
(f) A is (pseudo)-sectorial of angle ωA ⇔ A is (pseudo)-sectorial of angle ωA,
(g) A has bounded H∞(Σϕ)-calculus⇔ A has bounded H∞(Σϕ)-calculus.
Recall that the dilatation δξ defined in Section 3.1 is a bounded and linear
operator on Lp(Rd, E0) for every p ∈ [1,∞]. δξ is bounded invertible with in-
verse δ−1ξ = δ1/ξ if and only if all components of ξ are non-zero. We collect the
analogues concerning the reduction to the lattice Zd and to translation invari-
ant operators in the next two lemmas, whose proofs are now consequences of
Lemma 3.21.
Lemma 3.22. Let P ⊂ Rd be a lattice with lattice vector p. Assume that (A, D(A)) :
Lp(Rd, E)→ Lp(Rd, E) is a linear operator that periodic with respect to P . Define an
operator (A, D(A)) : Lp(Rd, E)→ Lp(Rd, E) by
D(A) := {g ∈ Lp(Rd, E) : ∃h ∈ D(A), g = δ1/ph},
Ag := δ1/pAδpg.
Then A is linear and periodic with respect to Zd. Moreover properties of A mentioned
in Lemma 3.21 are equivalent to the corresponding properties of A.
As in the case of bounded operators we restrict our attention to the lattice
Zd and call unbounded operators periodic if they are periodic with respect to
Zd. The mapping Γ from Section 2.2 again relates unbounded periodic oper-
ators Lp(Rd, E) → Lp(Rd, E) and unbounded translation invariant operators
lp(Zd, Lp(Id, E))→ lp(Zd, Lp(Id, E)).
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Lemma 3.23. Assume (A, D(A)) : Lp(Rd, E) → Lp(Rd, E) is a linear operator that
is periodic (with respect to Zd). Define
D(A) := ΓD(A) = {g ∈ lp(Zd, Lp(Id, E)) : ∃h ∈ D(A), g = Γh},
Ag := ΓAΓ−1g.
Then A is translation invariant. Moreover properties of A mentioned in Lemma 3.21
are equivalent to the corresponding properties of A.
Again Lemma 3.23 is reason enough to restrict our attention to unbounded
translation invariant operators lp(Zd, E)→ lp(Zd, E).
3.4 Unbounded Translation Invariant Operators on
lp(Zd, E)
As mentioned before, the idea for the treatment of unbounded operators is, to
apply the previous results to the resolvent operators. The next Lemma allows
for such an approach.
Lemma 3.24. Let (A, D(A)) : lp(Zd, E) → lp(Zd, E) be a closed and translation
invariant operator with ρ(A) 6= ∅. Then for λ ∈ ρ(A) the resolvent operator R(λ, A)
is an element ofMp,p(E), i.e. R(λ, A) is translation invariant.
Proof. For f ∈ D(A) and z ∈ Zd we have τz(λ − A) f = (λ − A)τz f . Hence
R(λ, A)τz(λ − A) f = R(λ, A)(λ − A)τz f = τz f = τzR(λ, A)(λ − A) f . Since
(λ− A) is bijective we obtain R(λ, A)τzg = τzR(λ, A)g for all g ∈ lp(Zd, E).
Remark 3.25. A similar result is true for periodic operators with essentially the same
proof. Let (A, D(A)) : Lp(Rd, E)→ Lp(Rd, E) be a closed and periodic operator with
ρ(A) 6= ∅. Then for λ ∈ ρ(A) the operator R(λ, A) is an element of Bp,p
Zd
(E).
Following the procedure preformed in the bounded case we study un-
bounded translation invariant operators in the Hilbert space setting first. Here
we will again use Plancherel’s Theorem (Lemma 2.18). Since the aim is to char-
acterize unbounded translation invariant operators in terms of multiplication
operators this multiplication operator has to be unbounded as well. Our ap-
proach will involve the bounded case and therefore we have to assume that the
resolvent set is nonempty. Having generators of C0-semigroups in mind this is
not a restriction as seen by Theorem 2.41.
Theorem 3.26. Let H be a separable Hilbert space, (A, D(A)) a linear, closed and
translation invariant operator on l2(Zd, H) such that there is an unbounded sequence
(λk)k∈N ⊂ ρ(A) with limk→∞ λkR(λk, A)h = h for all h ∈ H. Define an operator
(A, D(A)) : L2(Bd, H)→ L2(Bd, H) by
D(A) := FD(A) := {g ∈ L2(Bd, H) : ∃ h ∈ D(A) s.t. g = F−1h},
Ag := F−1AFg for g ∈ D(A).
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Then (A, D(A)) is a closed multiplication operator, i.e there is a family of linear fiber
operators (A(θ), D(A(θ))) : H → H which are closed for almost all θ ∈ Bd and
g(θ) ∈ D(A(θ)),
[Ag](θ) = A(θ)g(θ)
for all g ∈ D(A) and almost all θ ∈ Bd. In addition there is a subset Ω ⊂ Bd of
measure zero such that
ρ(A) = ρ(A) ⊂ ⋂
θ∈Bd\Ω
ρ(A(θ)).
Proof. By Lemma 3.24 we have R(λ, A) ∈ M2,2(H) for all λ ∈ ρ(A). Hence
Theorem 3.12 gives a function mλ ∈ L∞(Bd,Bs(H)) with
R(λ, A)g = FMmλF−1g for all g ∈ l2(Zd, H)
and ‖R(λ, A)‖B(l2(Zd,H)) = ‖Mmλ‖B(L2(Id,H)) = ‖mλ‖∞.
We want to show that there is a set Ω1 ⊂ Bd of measure zero such that for
θ ∈ Bd \Ω1 the family (mλ(θ))λ∈ρ(A) ⊂ B(H) is a pseudo resolvent4.
We first observe that the resolvent equation[
R(λ, A)− R(µ, A)] f = (µ− λ)R(λ, A)R(µ, A) f
transfers to the multiplication operators (see Corollary 3.14), i.e. we have for
λ, µ ∈ ρ(A) and f ∈ l2(Zd, E)[Mmλ −Mmµ]F−1 f = (µ− λ)MmλMmµF−1 f . (3.23)
Further the properties of F and F−1 in this situation yield ker(R(λ, A)) =
ker(Mmλ) = 0, and
L2(Bd, H) = Frg(R(λ, A))‖·‖L2(Bd ,H) = rg(Mmλ)
‖·‖L2(Bd ,H) .
Thus the family (Mmλ)λ∈ρ(A) ⊂ B(L2(Bd, H)) fulfills all assumptions of Theo-
rem 2.29. Hence there is a unique, closed, densely defined and linear operator
(A1, D(A1)) : L2(Bd, H)→ L2(Bd, H),
with ρ(A) ⊂ ρ(A1) and R(λ,A1) =Mmλ for all λ ∈ ρ(A).
We now show that this operator is the one given in the statement of the
theorem.
First we show A1 = A followed by the proof that A1 is a multiplication
operator with fiber operators A(θ).
Let λ ∈ ρ(A) ⊂ ρ(A1) and g ∈ D(A1). We find a function f ∈ L2(Bd, H)
such that g = R(λ,A1) f = Mmλ f . This yields Fg = FMmλ f = R(λ, A)F f ,
4Recall this notion and the corresponding results from Section 2.3.
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and hence g = F−1h with h := R(λ, A)F f ∈ D(A). Thus D(A1) ⊂ D(A).
Moreover we have
A1g = A1R(λ,A1) f = λR(λ,A1) f − f
= λMmλ f − f = F−1[λR(λ, A)− idl2(Zd,H)]F f = F−1AR(λ, A)F f
= F−1Ah = F−1AFg = Ag.
Hence A1 ⊂ A. By Lemma 3.21 (d) we have ρ(A) = ρ(A) which yields by the
above observations ρ(A1) ∩ ρ(A) 6= ∅ and A1 = A follows via Lemma 2.27.
Our next goal is to show, that A is an unbounded multiplication operator
with fiber operators (A(θ), D(A(θ))) : H → H.
Equation (3.23) states that for every g ∈ L2(Bd, H) and λ, µ ∈ ρ(A) there is
a set Ωg,λ,µ of measure zero such that
[mλ(θ)−mµ(θ)]g(θ) = (µ− λ)[mλ(θ) ◦mµ(θ)]g(θ) (3.24)
for all θ ∈ Bd \Ωg,λ,µ.
Thanks to the assumption that H is separable we can find a countable dense
subset of H denoted by (hn)n∈N. Define functions gn : Bd → H by
gn(θ) := 1Id(θ)hn.
Clearly gn ∈ L2(Bd, H). Denote by Ωλ,µ := ∪n∈NΩgn,λ,µ the union of all sets
of exception in (3.24), where g is replaced by gn. Then Ωλ,µ is of measure zero
and we get for θ ∈ Bd \Ωλ,µ and n ∈N
[mλ(θ)−mµ(θ)]hn = [mλ(θ)−mµ(θ)]gn(θ) = (µ− λ)mλ(θ) ◦mµ(θ)gn(θ)
= (µ− λ)mλ(θ) ◦mµ(θ)hn.
Further there is another set Ω˜λ,µ of measure zero such that both, mλ(θ) and
mµ(θ) are elements of B(H) with
‖mλ(θ)‖B(H) ≤ ‖R(λ, A)‖B(l2(Zd,H)) and ‖mµ(θ)‖B(H) ≤ ‖R(µ, A)‖B(l2(Zd,H))
for all θ ∈ Bd \ Ω˜λ,µ (compare Lemma 2.35 (ii)). This leads to
[mλ(θ)−mµ(θ)]hn = (µ− λ)mµ(θ) ◦mλ(θ)hn,
‖mλ(θ)‖B(H) ≤ ‖R(λ, A)‖B(l2(Zd,H)),
‖mµ(θ)‖B(H) ≤ ‖R(µ, A)‖B(l2(Zd,H))
(3.25)
for θ ∈ Bd \ (Ωλ,µ ∪ Ω˜λ,µ) and all hn. The set Ωλ,µ := Ωλ,µ ∪ Ω˜λ,µ is of measure
zero and we may extend the first equation above to all of H by unique bounded
extension. Hence
[mλ(θ)−mµ(θ)]h = (µ− λ)mµ(θ) ◦mλ(θ)h (3.26)
for all θ ∈ Bd \Ωλ,µ and h ∈ H.
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So far all considerations where for fixed λ, µ ∈ ρ(A) and the corresponding
statements involved a set of exception depending on λ and µ. Within the next
step we will overcome this problem.
First we consider λ, µ ∈ ρ(A) ∩ (Q+ iQ) =: ρD(A) and define another set
of measure zero by Ω1 := ∪λ,µ∈ρD(A)Ωλ,µ, where Ωλ,µ are the sets of exception
in (3.25) and (3.26). Then Ω1 is of measure zero and[
mλ(θ)−mµ(θ)
]
h = (µ− λ)mµ(θ) ◦mλ(θ)h
‖mλ(θ)‖B(H) ≤ ‖R(λ, A)‖B(l2(Zd,H))
‖mµ(θ)‖B(H) ≤ ‖R(µ, A)‖B(l2(Zd,H))
(3.27)
for all λ, µ ∈ ρD(A), θ ∈ Bd \Ω1 and h ∈ H.
Now pick any λ ∈ ρ(A) \ ρD(A) and any sequence (λj)j∈N ⊂ ρD(A) with
λj → λ as j → ∞. Then, by continuity of the mapping λ 7→ R(λ, A), we
clearly obtain R(λj, A) → R(λ, A) in B(l2(Zd, H)) as j → ∞. Furthermore if
θ ∈ Bd \Ω1 equations (3.27) yield
‖mλj(θ)−mλl (θ)‖B(H) = |λj − λl |‖mλj(θ) ◦mλl (θ)‖B(H)
≤ |λj − λl |‖R(λj, A)‖B(l2(Zd,H))‖R(λl , A)‖B(l2(Zd,H))
(3.28)
and the right hand side tends to zero as j, l → ∞. This gives rise to the definition
mλ(θ) := lim
j→∞
mλj(θ) for θ ∈ Bd \Ω1,
mλ(θ) := 0 for θ ∈ Ω1.
We now claim that the function mλ is in L∞(Bd,Bs(H)) and the associated mul-
tiplication operatorMmλ coincides with the one obtained at the very beginning
of this proof, i.e. Mmλ =Mmλ for all λ ∈ ρ(A).
Clearly θ 7→ mλ(θ)h is measurable as a point wise almost everywhere limit
of the measurable functions θ 7→ mλj(θ)h. Moreover
‖mλ(θ)h‖H ≤ ‖mλ(θ)−mλj(θ)‖‖h‖+ ‖mλj(θ)‖‖h‖ ≤ C‖h‖ < ∞
thanks to (3.28). Thus mλ ∈ L∞(Bd,Bs(H)) and it remains to show the equality
Mmλ =Mmλ .
For this let g ∈ L2(Bd, H), λ ∈ ρ(A) \ ρD(A) be given and choose an ap-
proximating sequence (λj)j∈N ⊂ ρD(A) with λj → λ for j → ∞. We start with
the inequality
‖(Mmλ −Mmλ)g‖L2(Bd,H) ≤ ‖(Mmλ −Mmλj )g‖L2(Bd,H)
+ ‖(Mmλj −Mmλ)g‖L2(Bd,H). (3.29)
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The second term tends to zero by continuity of the map λ 7→ R(λ, A) and
Lemma 2.18. Indeed
‖(Mmλj −Mmλ)g‖L2(Bd,H) = |λ− λj|‖R(λj, A)R(λ, A)Fg‖l2(Zd,H)
j→∞−→ 0.
For the first term we observe, that mλj → mλ point wise almost everywhere (by
construction) and ess supθ∈Bd‖mλ(θ) − mλj(θ)‖ < C by (3.28). Thus, we may
apply the theorem of dominated convergence (Proposition A.6) to obtain that
also the first term on the right hand side in (3.29) tends to zero as j goes to
infinity. This yieldsMmλg =Mmλg for all g ∈ L2(Bd, H). Finally, we define for
λ ∈ ρD(A)
mλ(θ) := mλ(θ) for θ ∈ Bd \Ω1,
mλ(θ) := 0 for θ ∈ Ω1.
Now let us verify that for θ ∈ Bd \ Ω the family (mλ(θ))λ∈ρ(A) is a pseudo
resolvent on H, where Ω is a set of measure zero containing Ω1. So far we have
shown that for θ ∈ Bd \Ω1 the resolvent equality is valid. Our aim is to apply
Theorem 2.31. Hence we have to show the equality
lim
k→∞
λkmλk(θ)h = h for all h ∈ H , θ ∈ Bd \Ω,
where (λk)k∈N is the unbounded sequence in ρ(A) given by the assumptions
of the theorem. By assumption we have limk→∞ λkR(λk, A) f = f for all f ∈
l2(Zd, H), which implies supk∈N λkR(λk, A) f < ∞. In result, the principle of
uniform boundedness gives a finite constant C > 0 with
sup
k∈N
‖λkR(λk, A)‖ ≤ C. (3.30)
Further Theorem 3.12 yields
‖λkR(λk, A)‖B(l2(Zd,H)) = ‖λkMmλk ‖B(L2(Id,H)) = ‖λkMmλk ‖B(L2(Id,H))
= sup
θ∈Bd\Ω1
‖λkmλk(θ)‖B(H).
Hence ‖λkmλk(θ)‖B(H) ≤ C, for θ ∈ Bd \Ω1, k ∈N, where C < ∞ is as in (3.30).
Further Lemma 2.18 shows,
‖λkR(λk, A) f − f ‖l2(Zd,H) = ‖F−1[λkR(λk, A) f − f ]‖L2(Id,H)
= ‖λkMmλkF
−1 f −F−1 f ‖L2(Id,H)
= ‖λkMmλkF
−1 f −F−1 f ‖L2(Id,H).
The left hand side of the equation above converges to zero as k tends to zero.
Hence there is a sub-sequence of (λk)k∈N (again denoted by (λk)k∈N) and an-
other set of measure zero, (depending on f and denoted by Ω f ) such that for
all θ not contained in Ω f
‖mλk(θ)[F−1 f ](θ)− [F−1 f ](θ)‖H
k→∞−→ 0. (3.31)
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Recall the definition of the functions gn and denote by Ω2 the union of all sets
of exception such that (3.31) holds with F−1 f replaced by gn.
Finally set Ω := Ω1 ∪ Ω2. Then Ω is of measure zero and we have for
θ ∈ Bd \Ω
‖λkmλk(θ)hn − hn‖H
k→∞−→ 0. (3.32)
If h ∈ H is arbitrary we approximate with elements of the dense subset (hn)n∈N
which yields for θ ∈ Bd \Ω
‖λkmλk(θ)h− h‖H ≤ ‖λkmλk(θ)h− λkmλk(θ)hnj‖H + ‖λkmλk(θ)hnj − hnj‖H
+‖hnj − h‖H.
The first term on the right hand side can be estimated by C‖hnj − h‖H with C
from (3.30) and the second is controlled by (3.32). Thus we obtain
‖λkmλk(θ)h− h‖H
k→∞−→ 0,
mλ(θ)−mµ(θ) = (µ− λ)mµ(θ) ◦mλ(x)
for all h ∈ H, θ ∈ Bd \Ω and λ, µ ∈ ρ(A).
Theorem 2.31 implies for fixed θ ∈ Bd \Ω the existence of a unique, densely
defined, closed and linear operator
(A(θ), D(A(θ)) : H → H,
with ρ(A) ⊂ ρ(A(θ)) and mλ(θ) = R(λ, A(θ)) for all λ ∈ ρ(A). For θ ∈ Ω we
set D(A(θ)) = H, A(θ) := 0, and define an operator on L2(Bd, H) by
D(A2) := { f ∈ L2(Bd, H) | f (θ) ∈ D(A2(θ)) for almost all θ ∈ Bd
and θ 7→ A(θ) f (θ) ∈ L2(Bd, H)},
[A2 f ](θ) := A(θ) f (θ) for f ∈ D(A2).
To finish the proof it remains to show A = A2. Note that for any λ ∈ ρ(A) we
have by (3.29) and the discussion that followed
D(A) = R(λ,A)L2(Bd, H) = { f ∈ L2(Bd, H) | ∃g ∈ L2(Bd, H) : f =Mmλg}
= { f ∈ L2(Bd, H) | ∃g ∈ L2(Bd, H) : f =Mmλg}.
Now choose f ∈ D(A) and let g ∈ L2(Bd, H) be such that f =Mmλg. Then for
almost all θ ∈ Bd we have
f (θ) = [Mmλg](θ) = mλ(θ)g(θ) = R(λ, A(θ))g(θ),
which shows f (θ) ∈ D(A(θ)) for almost all θ ∈ Bd. Further we have
A(·) f (·) = A(·)R(λ, A(·))g(·) = λR(λ, A(·))g(·)− g(·) = λ[Mmλg](·)− g(·)
= λ f (·)− g(·) ∈ L2(Bd, H).
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So far we have D(A) ⊂ D(A2) and we will show A f = A2 f for all f ∈ D(A).
Pick some f ∈ D(A), λ ∈ ρ(A) and g ∈ L2(Bd, H) with f = R(λ,A)g. Then we
have for almost all θ ∈ Bd
[A f ](θ) = [AR(λ,A)g](θ) = λ[R(λ,A)g− g](θ) = λ[Mmλg− g](θ)
= λ[Mmλg− g](θ) = λmλ(θ)g(θ)− g(θ) = λR(λ, A(θ))g(θ)− g(θ)
= A(θ)R(λ, A(θ))g(θ) = A(θ) f (θ)
= [A2 f ](θ).
Hence A ⊂ A2. Since ρ(A) ∩ ρ(A2) 6= ∅ we obtain A = A2 by Lemma 2.27
and the proof is completed.
In the last proof we frequently used Plancherel’s Theorem to obtain several
equalities. If we want to state a result according to Theorem 3.26 in the Banach
space case, i.e. p 6= 2 and E not a Hilbert space we need adequate replacements
for the calculations done there. For this reason let us collect some preparatory
tools.
Lemma 3.27. Let p ∈ (1,∞) and E be a reflexive Banach space. Further assume that
(A, D(A)) : lp(Zd, E)→ lp(Zd, E) is a linear, closed, densely defined and translation
invariant operator. Then the adjoint operator (A′, D(A′)) : lp′(Zd, E′)→ lp′(Zd, E′)
is linear, closed, densely defined and translation invariant. Further A is bounded if and
only if A′ is bounded.
Proof. The dual of closed densely defined operator is again closed. This is well
known. But under the additional assumption, that E is reflexive it also follows,
that the dual operator is densely defined. For both facts we refer to [Phi55].
Hence it remains to show the statement concerning translation invariance.
Assume g ∈ D(A′) and z ∈ Zd. We have to show τzg ∈ D(A′) and τz A′g =
A′τzg. By definition of A′ we find for g ∈ D(A′) an element g˜ ∈ lp′(Zd, E′)
such that (A′g)[ f ] = g[A f ] = g˜[ f ] for all f ∈ D(A). Now
[τzg](A f ) = ∑
j∈Zd
g(j− z)(A f )(j) = ∑
j∈Zd
g(j)(A f )(j + z)
= ∑
j∈Zd
g(j)(Aτ−z f )(j) = g˜(τ−z f ) = [τz g˜]( f ).
Since τz g˜ ∈ lp′(Zd, E′) we obtain τzg ∈ D(A′). But the above equation also
shows A′τzg = τz g˜ = τz A′g. Hence (A′, D(A′)) is translation invariant.
Concerning the adjoint of an bounded translation invariant operator we
next develop a result covering strong convergence. This may be seen as a sup-
plementary statement for Remark 3.19. Recall that we denoted the embedding
E→ E′′ by J which is bijective in the case that E is reflexive.
64
Periodic Operators on Lp(Rd, E)
Lemma 3.28. Let E be a reflexive Banach space and Tn, T : lp(Zd, E)→ lp(Zd, E) be
linear and translation invariant operators with
Tn
s→ T in lp(Zd, E),
T′n
s→ T′ in lp′(Zd, E′).
If mTn , mT ∈ L∞(Bd,Bs(E)) denote the multiplication functions corresponding to Tn
and T respectively, then there is a sub-sequence (nj)j∈N such that
mTnj (θ)e
w→ mT(θ)e for almost all θ ∈ Bd and e ∈ E.
Proof. First of all we note, that the ‘scalar version’ of Tn and T′n converge
strongly to the ‘scalar versions’ of T and T′ respectively. Indeed let e ∈ E
and e ∈ E′. Then we have for f ∈ lp(Zd,C) and g ∈ lp′(Zd,C)
‖(Tn)ee f − (T)ee f ‖lp(Z) ≤ ‖e‖‖Tn f e− T f e‖lp(Zd,E) → 0,
‖(T′n)(Je)e g− (T′)(Je)e g‖lp′ (Zd) ≤ ‖Je‖‖T′nge− T′ge‖lp′ (Zd,E′) → 0.
Furthermore we obtain
[(Tee )
′g]( f ) = g(Tee f ) = ∑
z∈Zd
g(z)e
(
(T( f · e))(z)) = ∑
z∈Zd
[g(z) · e]((T( f · e))(z))
= [g · e](T( f · e)) = [T′(g · e))]( f · e)
= ∑
z∈Zd
[
(T′(g · e))(z)](( f · e)(z)) = ∑
z∈Zd
[
(T′(g · e))(z)](e) · f (z)
= ∑
z∈Zd
[
Je
](
(T′(g · e))(z)) f (z)
=
[
(T′)(Je)e g
]
( f ).
Hence (Tee )′ = (T′)
(Je)
e . Recall from Lemma 3.10 that the realization of Tee on
lp
′
(Zd) was given by
Tee f = (˜Tee )′ f˜ .
Thus we obtain (Tn)ee
s→ Tee in lp′(Zd). Now ‘Riesz’s Convexity Theorem’ im-
plies (Tn)ee
s→ Tee in l2(Zd). Since the Fourier Transform is isometric on l2(Zd)
we obtain
‖Mm(Tn)eeF
−1 f −MmTee F
−1 f ‖L2(Bd) = ‖(Tn)ee f − Tee f ‖l2(Zd) → 0
for all f ∈ l2(Zd). Choosing in particular f = (δ0,z)z∈Zd yields
‖m(Tn)ee −mTee ‖L2(Bd) → 0 as n→ ∞.
Hence we find a sub-sequence (nj)j∈N and a set of measure zero such that for
all θ not contained in this particular set
|m(Tnj )ee (θ)−mTee (θ)| → 0 as j→ ∞. (3.33)
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Note, that the functions m(Tnj )ee where related to the multiplication function
mTnj ∈ L∞(Bd,Bs(E)) via the bilinear forms given in the proof of Theorem 3.18.
They satisfy the equation
m(Tnj )ee (θ) = e[mTnj (θ)e] for almost all θ ∈ B
d.
Thus we finally obtain mTnj (θ)e
w→ mT(θ)e for almost all θ ∈ Bd and all e ∈ E
by (3.33).
If the operators Tn are resolvent operators the assumption regarding the
adjoint may be skipped in the case of a reflexive Banach space. Precisely we
have
Lemma 3.29. Let E be a reflexive Banach space and (A, D(A)) : E → E a linear,
closed and densely defined operator. If there is a unbounded sequence (λk)k∈N ⊂ ρ(A)
such that λkR(λk, A)
s−→ idE for k→ ∞, then also λkR(λk, A)′ s−→ idE′ .
Proof. Since E is reflexive the adjoint of A is a closed and densely defined oper-
ator with ρ(A) = ρ(A′) [Phi55]. The principle of uniform boundedness yields
a constant C > 0 with
sup
k∈N
‖λkR(λk, A)‖ = sup
k∈N
‖λkR(λk, A)′‖ = sup
k∈N
‖λkR(λk, A′)‖ ≤ C.
We have for every x ∈ D(A′)
‖λkR(λk, A′)x− x‖E′ = ‖λkR(λk, A′)x− R(λk, A′)(λk − A′)x‖E′
= ‖R(λk, A′)A′x‖E′ ≤ C|λk| ‖A
′x‖E′
(3.34)
and the right hand side goes to zero as k tends to infinity. Since D(A′) is dense
in E′ we find for any y ∈ E′ a sequence (xn) ⊂ D(A′) with xn → y in E′. For
a given e > 0 choose n ∈ N with ‖y− xn‖ ≤ max{ e3C , e3}. For this n we find
k0 ∈N such that ‖λkR(λk, A′)xn − xn‖E′ ≤ e3 for all k ≥ k0 and obtain
‖λkR(λk, A′)y− y‖E′ ≤ ‖λkR(λk, A′)(y− xn)‖E′
+ ‖λkR(λk, A′)xn − xn‖E′ + ‖xn − y‖E′ < e
for all k ≥ k0. Hence the lemma is proven.
Now we have collected all ingredients to proof a version of Theorem 3.26
in the general ‘non-Hilbert space’ case. For a clearer notation let us use the
abbreviation
∆E := { f : Zd → E; ∃N ∈N such that f (z) = 0 for |z| > N}. (3.35)
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Theorem 3.30. Let E be a reflexive and separable Banach space. Further assume that
(A, D(A)) : lp(Zd, E) → lp(Zd, E) is a closed, linear, densely defined and trans-
lation invariant operator with ρ(A) 6= ∅, such that there is a unbounded sequence
(λk)k∈N ⊂ ρ(A) satisfying
lim
k→∞
λkR(λk, A) f = f for all f ∈ lp(Zd, E). (3.36)
Then there is an unbounded, closed and linear multiplication operator (A, D(A)) de-
fined on Lp(Bd, E) with a family of unbounded, linear, closed and densely defined fiber
operators (A(θ), D(A(θ)))θ∈Bd : E→ E such that
(i) F−1 f ∈ D(A) for all f ∈ DA := R(λ1, A)∆E,
(ii) A f = FAF−1 f for all f ∈ DA,
(iii) there is a subset Ω ⊂ Bd of measure zero with
ρ(A) ⊂ ⋂
θ∈Bd\Ω
ρ(A(θ)).
Note that the set DA is a core5 for A.
Proof. Lets first show, that DA is a core for A. Since R(λ1, A) maps lp(Zd, E)
boundedly onto (D(A), ‖ · ‖A) and ∆E is dense in lp(Zd, E) the set DA is clearly
a core for A.
For λ ∈ ρ(A) the operator R(λ, A) ∈ B(lp(Zd, E)) is translation invariant
by Lemma 3.24. Thus Theorem 3.18 gives a function mλ ∈ L∞(Bd,Bs(E)) and a
subset Ωλ ⊂ Bd of measure zero such that
R(λ, A) f = FMmλF−1 f for all f ∈ ∆E,
‖mλ(θ)‖ ≤ R(λ, A) for θ ∈ Bd \Ωλ.
(3.37)
Note that ∆E ⊂
[
l2(Zd ∩ lp(Zd)]⊗ E. Remark 3.19 together with (2.7) imply for
λ, µ ∈ ρ(A)
Mmλ −Mmµ = (µ− λ)Mmλ ◦Mmµ ,
in particular we find for every function f ∈ Lp(Bd, E) a set of measure zero
Ωλ,µ, f ⊂ Bd depending on λ, µ and f such that
mλ(θ) f (θ)−mµ(θ) f (θ) =
[(Mmλ −Mmµ) f ](θ)
= (µ− λ)[Mmλ ◦Mmµ f ](θ)
= (µ− λ)mλ(θ) ◦mµ(θ) f (θ),
(3.38)
for all θ ∈ Bd \Ωλ,µ, f .
5A core is a subset of D(A) which is dense in D(A) with respect to the graph norm.
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Let us again consider the set ρD(A) := ρ(A) ∩ (Q+ iQ) and choose any
dense subset (en)n∈N of E which exists due to the assumptions. The functions
ϕn := 1Bd en belong to L
p(Bd, E) for every p ∈ [1,∞].
Taking the union of all exceptional sets in (3.37) and (3.38) where f is re-
placed by ϕn and µ,λ ∈ ρD(A) yields a set Ω1 which is the countable union of
sets of measure zero and hence it self of measure zero. Moreover we have for
all λ, µ ∈ ρD(A), n ∈N and θ ∈ Bd \Ω1
mλ(θ)en −mµ(θ)en = mλ(θ)ϕn(θ)−mµ(θ)ϕn(θ)
= (µ− λ)mλ(θ) ◦mµ(θ)ϕn(θ)
= (µ− λ)mλ(θ) ◦mµ(θ)en.
(3.39)
Again Lemma 2.35 (ii) yields another subset Ω2 ⊂ Bd of measure zero such that
‖mλ(θ)‖B(E) ≤ ‖R(λ, A)‖B(lp(Zd,E)) (3.40)
for all λ ∈ ρD(A) and θ ∈ Bd \Ω2. Set Ω := Ω1 ∪Ω2. Then (3.39) and (3.40)
hold true for all θ ∈ Bd \Ω and λ, µ ∈ ρD(A). Moreover we can extend (3.39)
to all e ∈ E. Hence, for fixed θ ∈ Bd \Ω the family of bounded operators
{mλ(θ) : λ ∈ ρD(A)}
is a pseudo resolvent on E. Now we may extend this family consistently to
all λ ∈ ρ(A) as in the proof of Theorem 3.26. Let us choose some arbitrary
λ ∈ ρ(A) \ ρD(A) and a approximation sequence (λj)j∈N ⊂ ρD(A). Then for
every θ ∈ Bd \Ω the sequence mλj(θ), j ∈ N is a cauchy sequence. Indeed we
have the same estimate as in (3.28).
Hence we define again a function mλ : Bd → B(E) by
mλ(θ) := lim
j→∞
mλj(θ) for θ ∈ Bd \Ω,
mλ(θ) := 0 for θ ∈ Ω
and obtain m ∈ L∞(Bd,Bs(E)) with Mmλ = Mmλ for all λ ∈ ρ(A). In fact
measurability follows along the lines in the proof of Theorem 3.26 and the
estimate (3.29) may be replaced by
‖[Mmλ −Mmλ] f ‖Lp(Bd,E) ≤ ‖[mλ −mλj] f ‖Lp(Bd,E) + ‖mλj −mλ‖∞‖ f ‖Lp(Bd,E)
for every f ∈ Lp(Bd, E). Again the first term goes to zero by dominated
convergence where for the second term we use continuity of the mapping
λ 7→ R(λ, A), i.e.
‖mλj −mλ‖∞ = ‖Mmλj−mλ‖ ≤ ‖R(λj, A)− R(λ, A)‖ → 0 as j→ ∞.
Defining mλ(θ) := mλ(θ) for all θ ∈ Bd and λ ∈ ρD(A) we finally obtain a
family of functions mλ ∈ L∞(Bd,Bs(E)), λ ∈ ρ(A) such that for all θ ∈ Bd \Ω
and e ∈ E we have(
mλ(θ)−mµ(θ)
)
e = (µ− λ)mλ(θ) ◦mµ(θ)e, (3.41)
68
Periodic Operators on Lp(Rd, E)
i.e. for fixed θ ∈ Bd \Ω the family (mλ(θ))λ∈ρ(A) is a pseudo resolvent on the
Banach space E. Assumption (3.36) together with Lemma 3.29 and Lemma 3.28
yield an other set of measure zero denoted by Ω˜ and a sub-sequence of (λk)k∈N
again denoted by (λk)k∈N with
λkmλk(θ)e
w−→ e for all θ ∈ Bd \ Ω˜ and e ∈ E as k→ ∞.
For fixed θ ∈ Bd \ (Ω ∪ Ω˜), Corollary 2.34 implies the existence of a unique,
closed, densely defined and linear operator
(A(θ), D(A(θ))) : E→ E
such that ρ(A) ⊂ ρ(A(θ)) and R(λ, A(θ)) = mλ(θ). For θ ∈ Ω ∪ Ω˜ we define
D(A(θ)) := E, A(θ)e := 0 for all e ∈ E. Note that Ω ∪ Ω˜ has measure zero.
With this fiber operators we are now able to define an unbounded and linear
multiplication operator (A, D(A)) : Lp(Bd, E)→ Lp(Bd, E) by
D(A) := { f ∈ Lp(Bd, E) : f (θ) ∈ D(A(θ)) for almost all θ ∈ Bd
and θ 7→ A(θ) f (θ) ∈ Lp(Bd, E)},
[A f ](θ) := A(θ) f (θ) for all f ∈ D(A) and almost all θ ∈ Bd.
The operator A is closed by Lemma 2.38. Now we claim that A is the the
operator in the statement of the theorem. In fact (iii) is fulfilled by construction.
For (i) we take any f ∈ DA. Then there is a g ∈ ∆E such that f = R(λ1, A)g, i.e.
for almost all θ ∈ Bd
[F−1 f ](θ) = [Mmλ1F−1g](θ) = mλ1(θ)[F−1 f ](θ)
= R(λ1, A(θ))[F−1 f ](θ).
But the last expression is an element of D(A(θ)). Further, we have for almost
all θ ∈ Bd
A(θ)[F−1 f ](θ) = A(θ)R(λ1, A(θ))[F−1g](θ)
= λ1R(λ1, A(θ))F−1g(θ)−F−1g(θ)
and θ 7→ λ1R(λ1, A(θ))F−1g(θ)− F−1g(θ) ∈ Lp(Bd, E), because the function
θ 7→ F−1g(θ) is a trigonometric polynomial and θ 7→ R(λ, A(θ)) is essentially
bounded. Hence we have shown (i) and it remains to show (ii). Let again f , g
be such that f = R(λ1, A)g with g ∈ ∆E. Then
A f = AR(λ1, A)g = λ1R(λ1, A)g− g =
[
λ1R(λ1, A)− idlp(Zd,E)
]
g
= Fλ1Mmλ1 −MidEF−1g = FMλ1mλ1−idEF
−1g
= F [θ 7→ λ1R(λ1, A(θ))− idE]F−1g
= F [θ 7→ A(θ)R(λ1, A(θ))]F−1g
= FAMmλ1F−1g = FAF−1R(λ1, A)g = FAF−1 f
and all assertions are proven.
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3.5 C0-semigroups and the Functional Calculus
Theorem 3.30 enables us to study C0-semigroups which are generated by trans-
lation invariant operators. We get
Corollary 3.31. Let (A, D(A)) : lp(Zd, E) → lp(Zd, E) be linear, translation in-
variant and the generator of a C0-semigroup (T(t))t≥0 satisfying ‖T(t)‖ ≤ Meωt for
some M ≥ 1 and ω ∈ R. Then the assumption of Theorem 3.30 are satisfied. In
particular the multiplication operator (A, D(A)) is the generator of a multiplication
semigroup, where the fiber semigroups (Tθ(t))t≥0 are generated by the fiber operators
(A(θ), D(A(θ)). Moreover we have ‖Tθ(t)‖ ≤ Meωt for almost all θ ∈ Bd and
T(t) f = FM[θ 7→Tθ(t)]F−1 f ,
for all f ∈ (l2(Zd) ∩ lp(Zd))⊗ E and t ≥ 0.
Proof. If A is the generator of a C0-semigroup then by Theorem 2.41 A is closed
and densely defined with (ω,∞) ∈ ρ(A) and
‖R(λ, A)‖ ≤ M
(λ−ω) (3.42)
for all λ ∈ (ω,∞). As in (3.34) equation (3.42) yields limλ→∞ λR(λ, A) f = f for
all f ∈ lp(Zd, E).
Thus all assumptions of Theorem 3.30 are verified and we obtain a mul-
tiplication operator (A, D(A)) : Lp(Bd, E) → Lp(Bd, E) with fiber operators
(A(θ), D(A(θ)))θ∈Bd : E → E satisfying (i)-(iii) of Theorem 3.30. Moreover the
resolvent estimate (3.42) transfers to almost all resolvent operators R(λ, A(θ))
by Theorem 3.18. Hence the fiber operators (A(θ), D(A(θ))) are generators of
C0-semigroups (Tθ(t))t≥0 on E for almost all θ ∈ Bd with ‖Tθ(t)‖ ≤ Meωt by
Theorem 2.41.
Lemma 2.40 (c) gives for every fixed t ∈ R≥0
T(t) f = lim
n→∞
[
n/tR(n/t, A)
]n f for every f ∈ lp(Zd, E). (3.43)
Since
[
R(n/t, A)
]n is a translation invariant operator for every n ∈N we obtain
translation invariance of T(t). Again Theorem 3.18 yields the existence of a
function mT(t) ∈ L∞(Bd,Bs(E)) such that for all f ∈
[
l2(Zd) ∩ lp(Zd)]⊗ E
T(t) f = FMmT(t)F−1 f .
Now, for fixed z ∈ Zd the evaluation map f 7→ f (z) is a continuous and linear
operation lp(Zd, E) → E. Hence we obtain for f ∈ [l2(Zd) ∩ lp(Zd)] ⊗ E by
Remark 3.19
[T(t) f ] (z) = [ lim
n→∞
(
n/tR(n/t, A)
)n f ](z) = lim
n→∞[
(
n/tR(n/t, A)
)n f ](z)
= lim
n→∞[F
(
θ 7→ (n/tR(n/t, A(θ)))n[F−1 f ](θ))](z)
= lim
n→∞
∫
Bd
e−2piiθ·z
(
n/tR(n/t, A(θ))
)n
[F−1 f ](θ)dθ.
(3.44)
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By (3.43) and the principle of uniform boundedness we find a constant C > 0
such that ‖(n/tR(n/t, A))n‖ ≤ C. This implies the point wise almost every
where estimate ‖(n/tR(n/t, A(·)))n‖∞ ≤ C. Further the function F−1 f is in
L2(Bd) ⊗ E and hence integrable. We obtain, that the integrand in (3.44) is
uniformly (in n) bounded by the integrable function CF−1 f . But for almost all
θ ∈ Bd we also have(
n/tR(n/t, A(θ))
)n
[F−1 f ](θ) n→∞−→ Tθ(t)[F−1 f ](θ).
Finally, the theorem of dominated convergence (Proposition A.6) yields
[T(t) f ] (z) =
[FMT(·)(t)F−1 f ](z)
for all z ∈ Zd and f ∈ [l2(Zd)∩ lp(Zd)]⊗ E and we have proven all assertions.
Decomposition of the bounded H∞-Functional Calculus
Before we go on to the study of the bounded H∞-functional calculus let us give
a simple consequence of Theorem 3.30 for pseudo-sectorial operators.
Corollary 3.32. Let E be a reflexive and separable Banach space. Further assume
that (A, D(A)) : lp(Zd, E) → lp(Zd, E) is a linear closed and translation invariant
operator, such that ν + A is pseudo-sectorial of angle ωA ∈ [0,pi) for some ν ∈ R.
Then the assumptions of Theorem 3.30 are satisfied. In particular the family of fiber
operators (ν+ A(θ), D(A(θ)))θ∈Bd is almost uniformly pseudo-sectorial of angle less
or equal to ωA.
Proof. By definition ρ(A) 6= ∅ and ρ(A) contains an unbounded sequence
(λk)k∈N. We have
‖λkR(λk, A) f − f ‖ = ‖(λk + ν)R(λk + ν, ν+ A) f − f − νR(λk + ν, ν+ A) f ‖
≤ ‖(λk + ν)R(λk + ν, ν+ A) f − f ‖+ ‖νR(λk + ν, ν+ A) f ‖.
The same arguments as in Corollary 3.31 combined with the pseudo-sectoriality
estimate for the resolvent operators show, that λkR(λ, A) f → f as k → ∞, for
any unbounded sequence λk ⊂ (−∞,−ν) whence (3.36) holds true. Theo-
rem 3.30 yields a family of fiber operators (A(θ), D(A(θ))) : E → E and a set
Ω of measure zero, such that
ρ(ν+ A) ⊂ ⋂
Bd\Ω
ρ(ν+ A(θ)),
sup
θ∈Bd\Ω
‖λR(λ, ν+ A(θ))‖ ≤ ‖λR(λ, ν+ A)‖,
for all λ ∈ ρ(ν+ A). But the two relations above state in particular, due to the
pseudo sectoriality of ν+ A, that⋃
θ∈Bd\Ω
σ(ν+ A(θ)) ⊂ ΣωA
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and for any ν > ωA and θ ∈ Bd \Ω
‖λR(λ, ν+ A(θ))‖ ≤ ‖λR(λ, ν+ A)‖ ≤ Cν
if ν ≤ |arg(λ)| ≤ pi. Thus the family (A(θ), D(A(θ)))θ∈Bd\Ω is almost uniformly
pseudo-sectorial of angle at most ωA.
This observation has an immediate consequence for the decomposition of
the ‘auxiliary’ functional calculus ΨA for pseudo-sectorial operators (recall Re-
mark 2.52 (i)).
Corollary 3.33. Let E be a separable and reflexive Banach space. If the operator
(A, D(A)) : lp(Zd, E) → lp(Zd, E) is pseudo-sectorial and translation invariant,
then ΨA( f ) ∈ Mp,p(E) for all f ∈ H∞0 (Σϕ), where ϕ > ωA. Moreover the fiber
operators corresponding to A are almost uniformly pseudo sectorial of angle at most
ωA and
ΨA( f )g = FMθ 7→ΨA(θ)( f )F−1g (3.45)
for all g ∈ [l2(Zd) ∩ lp(Zd)]⊗ E and f ∈ H∞0 (Σϕ). Additionally we have
ess sup
θ∈Bd
‖ΨA(θ)( f )‖B(E) ≤ ‖ΨA( f )‖B(lp(Zd,E)).
Proof. By Remark 2.52 (i) we have ΨA( f ) ∈ Mp,p(E) for all f ∈ H∞0 (Σϕ) and
everything else except (3.45) has been shown before. For z ∈ Zd denote by δz
the evaluation map lp(Zd, E) → E, δz( f ) := f (z). As we have seen before δz
is linear and bounded. Fubini’s Theorem yields for any z ∈ Zd, a path γ as in
(2.12), f ∈ H∞0 (Σϕ) and g ∈
[
l2(Zd) ∩ lp(Zd)]⊗ E
δz[ΨA( f )g] =
1
2pii
∫
γ
δz[R(λ, A)g] f (λ)dλ
=
1
2pii
∫
γ
∫
Bd
e−2piizθR(λ, A(θ))[F−1g](θ)dθ f (λ)dλ
=
1
2pii
∫
Bd
e−2piizθ
∫
γ
R(λ, A(θ)) f (λ)dλ[F−1g](θ)dθ
=
∫
Bd
e−2piizθΨA(θ)( f )[F−1g](θ)dθ
= δz[FMθ 7→ΨA(θ)( f )F−1g]
and (3.45) is shown. The norm estimate now follows by Theorem 3.18 and the
fact, that θ 7→ ΨA(θ)( f ) ∈ L∞(Bd,Bs(E)) is the multiplication function corre-
sponding to the operator ΨA( f ) ∈ Mp,p(E).
With this preparation we are able to decompose the H∞-calculus for secto-
rial operators. Note that it is necessary to transfer the additional assumptions
of injectivity and/or dense range to the fiber operators. Again Lemma 3.28
makes this transference possible.
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Theorem 3.34. Assume E is a separable and reflexive Banach space, p ∈ (1,∞) and
(A, D(A)) : lp(Zd, E)→ lp(Zd, E) is sectorial of angle ωA. If A is in addition trans-
lation invariant, then the fiber operators given by Corollary 3.33 are almost uniformly
sectorial. Moreover there is a subset Ω ⊂ Bd of measure zero such that for any ϕ > ωA
we have
H∞A (Σϕ) ⊂
⋂
θ∈Bd\Ω
H∞A(θ)(Σϕ) (3.46)
and
ΨA( f )g = FMθ 7→ΨA(θ)( f )F−1g (3.47)
for all g ∈ [l2(Zd) ∩ lp(Zd)]⊗ E and f ∈ H∞A (Σϕ). Additionally the property of a
bounded H∞-calculus of angle ϕ > ωA for A, transfers to almost all fiber operators
(A(θ), D(A(θ))).
Proof. Since sectorial operators are pseudo-sectorial, we already know, that the
family of fiber operators is almost uniformly pseudo sectorial. Since E is re-
flexive it is enough to show, by Lemma 2.47, that rg(A(θ)) = E for almost all
θ ∈ E. The sectoriality of A implies
A(1/n + A)−1g→ g for all g ∈ lp(Zd, E) as n→ ∞.
Indeed the equality A(t + A)−1 = idlp(Zd,E) − t(t + A)−1 together with the re-
solvent estimate for sectorial operators shows, that the set
{A(t + A)−1 : t > 0} ⊂ B(lp(Zd, E))
is bounded. But for any g ∈ D(A) it holds A(t+ A)−1g = (t+ A)−1Ag, so that
A(1/n + A)−1g− g = −1/n(1/n + A)−1Ag = −1/nA(1/n + A)−1g→ 0
as n tends to infinity. By the denseness of D(A) in lp(Zd, E) this extends to all
g ∈ lp(Zd, E). Since we assumed the space E to be reflexive and p ∈ (1,∞)
also lp(Zd, E) is reflexive and the ‘orthogonality’ relation ker(A′) = rg(A)⊥
(see [Bre11, Cor.2.18]) yield the sectoriality of the adjoint A′. Hence the previous
calculation keeps valid for the adjoint operator A′ and we get
lim
n→∞ A(
1/n + A)−1 s→ idlp(Zd,E)
lim
n→∞ A
′(1/n + A′)−1 s→ idlp′ (Zd,E′).
Now again Lemma 3.28 together with Theorem 2.32 show, that for almost all
θ ∈ Bd the range of A(θ) is dense in E, in particular there is a set Ω ⊂ Bd of
measure zero such that the family (A(θ), D(A(θ)))θ∈Bd\Ω is uniformly sectorial
of angle at most ωA.
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Finally assume f ∈ H∞A (Σϕ). Then there is a sequence fn ⊂ H∞0 (Σϕ) with
fn(z)→ f (z) for all z ∈ Σϕ and supn∈N ||| fn|||A ≤ C. Corollary 3.33 yields
sup
n∈N
ess sup
θ∈Bd
||| fn|||A(θ) ≤ sup
n∈N
||| fn|||A ≤ C, (3.48)
which shows (3.46). Finally we obtain for any g ∈ [l2(Zd) ∩ lp(Zd)]⊗ E and
z ∈ Zd again by boundedness of the evaluation map δz and Corollary 3.33
δz[ΨA( f )g] = δz[ limn→∞ΨA( fn)g] = limn→∞[ΨA( fn)g](z)
= lim
n→∞FMθ 7→ΨA(θ)( fn)F
−1g(z).
The sequence of functions θ 7→ e−2piiθzΨA(θ)( fn)[F−1g](θ), (n ∈ N) is uni-
formly bounded by the integrable function θ 7→ CF−1g(θ) with C from (3.48)
and converges almost every where to e−2piiθzΨA(θ)( f )[F−1g](θ). Hence the the-
orem of dominated convergence applies and gives
ΨA( f )g = FMθ 7→ΨA(θ)( f )F−1g.
If A has a bounded H∞-calculus of angel ϕ, i.e. H∞A (Σϕ) = H∞(Σϕ), we obtain
from (3.46) that almost all fiber operators have a bounded H∞-calculus of angle
ϕ and all assertions are proven.
Remark 3.35. We mentioned the ‘extended’ functional calculus in Chapter 2. A de-
tailed inspection of the construction shows, that even this calculus is decomposable in
the sense above, if the underlying operator is periodic and sectorial.
Within the next subsection we extend the results obtained here to both the
Zak and the Bloch Transform.
3.6 Back to Periodic Operators and the Bloch Transform
After the detailed study of translation invariant operators on lp(Zd, E) in the
previous subsections, we will now give corresponding results for the Zak and
Bloch ‘decomposition’ for periodic operators on Lp(Rd, E). We remind of the
decomposition of Z and Φ given in (2.5), (2.6) as well as Figure 3.1. All we
have to do is to reverse the reduction done in Lemma 3.4 and Lemma 3.23
respectively. Note that both reductions resulted in the study of translation
invariant operators on a sequence space lp(Zd, Lp(Id, E)). In the statements of
Theorem 3.18, 3.30, 3.34 and Corollary 3.31 we always used a dense subset of
this sequence space to obtain a representation of the corresponding operators
in terms of multiplication operators. In order to get a unified framework we
define for p ∈ [1,∞]
Lpc (Rd, E) :=
{
f ∈ Lp(Rd, E) : supp( f ) is compact
}
.
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Lemma 3.36. Let p ∈ [1,∞). Then the set Lpc (Rd, E) is a linear and dense subspace of
Lp(Rd, E). The image of Lpc (Rd, E) under Γ is ∆Lp(Id,E)
6, which is a linear and dense
subspace of lp(Zd, Lp(Id, E)) that is contained in
[
l2(Zd) ∩ lp(Zd)]⊗ Lp(Id, E).
Proof. It is clear that Lpc (Rd, E) is dense in Lp(Rd, E) because every simple func-
tion is contained. It is also obvious that Lpc (Rd, E) is a linear space. Now fix any
f ∈ Lpc (Rd, E) and recall [Γ f ](z) = RIdτz f for all z ∈ Zd. Since supp( f ) is com-
pact there is a N ∈ N such that [Γ f ](z) ≡ 0 for |z| > N, whence Γ f ∈ ∆Lp(Id,E).
Conversely, if f ∈ ∆Lp(Id,E) then Γ−1 f = ∑z∈Zd τ−zERd f (z) is a finite sum. Since
supp(τ−zERd f (z)) ⊂ z + Id we obtain Γ−1 f ∈ Lpc (Rd, E). Writing g ∈ ∆Lp(Id,E)
as g = ∑|z|<N(δjz)j∈Zd g(z), we see g ∈
[
l2(Zd) ∩ lp(Zd)]⊗ Lp(Id, E).
Concerning bounded periodic operators we have the following analogue of
Theorem 3.18.
Theorem 3.37. Let E0, E1 be separable and reflexive Banach spaces, p ∈ [1,∞). Fur-
ther assume T : Lp(Rd, E0)→ Lp(Rd, E1) is linear, bounded and periodic. Then there
are operator valued functions m, m ∈ L∞(Bd,Bs(E0, E1)) such that
T f = Z−1MmZ f = ΦMmΦ−1 f (3.49)
for all f ∈ Lpc (Rd, E). Moreover we have ‖m‖∞ = ‖m‖∞ ≤ ‖T‖.
If p = 2 and E0, E1 are Hilbert spaces then (3.49) holds true for all f ∈ L2(Rd, H0)
and ‖m‖∞ = ‖m‖∞ = ‖T‖.
Proof. As a first step we use Lemma 3.4 to reduce the situation to the study of
a bounded translation invariant operator
T : lp(Zd, Lp(Id, E0))→ lp(Zd, Lp(Id, E1)).
Theorem 3.18 yields a function m ∈ L∞(Bd,Bs(Lp(Id, E0), Lp(Id, E1))) such that
T f = FMmF−1 f for all f ∈
[
lp(Zd) ∩ l2(Zd)]⊗ Lp(Id, E0)
and ‖m‖∞ ≤ ‖T‖. The operator T is given by T f = ΓTΓ−1 f . Hence the
mapping properties of Γ and Γ−1 yield together with Lemma 3.36
T f = Γ−1TΓ f = Γ−1FMmF−1Γ f = Z−1MmZ f (3.50)
for all f ∈ Lpc (Rd, E0). Concerning the Bloch Transform we note that the func-
tion
m(θ) := Ξ(θ)m(θ)Ξ−1(θ)
is an element of L∞(Bd,Bs(Lp(Id, E0), Lp(Id, E1)) with Mm = ΞMmΞ−1 and
‖m‖∞ = ‖m‖∞. Thus we may write (3.50) in the form
T f = Γ−1TΓ f = Γ−1FMmF−1Γ f = Z−1Ξ−1MmΞZ f = Φ−1MmΦ f (3.51)
6Recall the definition of ∆E := { f : Zd → E; ∃N ∈N such that f (z) = 0 for |z| > N}.
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for all f ∈ Lpc (Rd, E0). Finally we mention that in the case p = 2 and E0,
E1 Hilbert spaces also L2(Id, Ei), (i = 1, 2) is a Hilbert space so we may use
Theorem 3.12 instead of Theorem 3.18 to obtain
T f = Γ−1TΓ f = Γ−1FMmF−1Γ f = Z−1MmZ f = Φ−1MmΦ f
for all f ∈ L2(Rd, H0) and and ‖m‖∞ = ‖m‖ = ‖T‖.
Concerning unbounded periodic operators we obtain by exactly the same
arguments
Theorem 3.38. Let p ∈ (1,∞) and E be a separable and reflexive Banach space.
Further assume (A, D(A)) : Lp(Rd, E)→ Lp(Rd, E) is linear, closed, densely defined
and periodic with ρ(A) 6= ∅. Further assume, that there is a unbounded sequence
(λk)k∈N ⊂ ρ(A) with
lim
k→∞
λkR(λk, A) f = f for all f ∈ Lp(Rd, E). (3.52)
Then there is an unbounded, closed and linear multiplication operator (A, D(A))
defined on Lp(Bd, Lp(Id, E)) with linear, closed and densely defined fiber operators
(A(θ), D(A(θ))) defined on Lp(Id, E) such that
(i) Z−1 f ∈ D(A) for all f ∈ DA := R(λ1, A)Lpc (Rd, E),
(ii) A f = Z−1AZ f for all f ∈ DA,
(iii) there is a subset Ω ⊂ Bd of measure zero with
ρ(A) ⊂ ⋂
θ∈Bd\Ω
ρ(A(θ)).
The set DA is again a core for A. Modifying the fiber operators (A(θ), D(A(θ))) to
operators (A˜(θ), D(A˜(θ))) by
D(A˜(θ)) := Ξ(θ)D(A(θ))
A˜(θ)g := Ξ(θ) ◦ A(θ) ◦ Ξ−1(θ)g for all g ∈ D(A˜(θ))
yields a family of fiber operators on Lp(Id, E) such that (i)-(iii) holds true with Z
replaced by Φ and A(θ) replaced by A˜(θ). Moreover, if A is (pseudo)-sectorial of angel
ω both families are almost everywhere uniformly (pseudo)-sectorial of angle ω. In this
case also the functional calculus decomposes according to Z and Φ. In particular for
h ∈ H∞A (Σϕ), where ϕ ∈ (ω,pi) we have
ΨA(h) f = Z−1[θ 7→ ΨA(θ)(h)]Z f
ΨA(h) f = Φ−1[θ 7→ ΨA˜(θ)(h)]Φ f
(3.53)
for all f ∈ Lpc (Rd, E). If A is the generator of a C0-semigroup, so are the fiber operators
A(θ), A˜(θ) for almost all θ ∈ Bd and the semigroup has a decomposition according to
Z and Φ respectively.
Again if p = 2 and E is a Hilbert space (i) and (ii) are true for all f ∈ D(A) and
(3.53) is valid for all f ∈ L2(Rd, E).
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Proof. The proof works essentially the same way as the one of Theorem 3.37.
But this time we use Lemma 3.23 for the reduction to the case of unbounded
translation invariant operators on the sequence space lp(Zd, Lp(Id, E)). Then
Theorem 3.30 gives a family of fiber operators (A(θ), D(A(θ))) defined on
Lp(Id, E), that satisfies (i)-(iii) of Theorem 3.30. For sectoriality we invoke
Corollary 3.32 and the decomposition of the functional calculus follows by The-
orem 3.34. The statements concerning Φ are now simple consequences of the
properties of Ξ and Ξ−1. In the Hilbert space setting we use Theorem 3.26
instead of Theorem 3.30.
Remark 3.39.
(i) In the case of bounded periodic operators the statements of Remark 3.19 transfer
in a natural way.
(ii) Concerning the assumptions (3.36) and (3.52) we note, that they where only used
to derive range and kernel properties of the fiber operators that correspond to the
resolvent operators, i.e. we used them to show that rg(mλ(θ)) is dense in E and
ker(mλ(θ)) = {0}. In explicit applications it might happen, that one can derive
this properties in another way. Then these assumptions may be skipped.
Let us close this section by giving a schematic overview of the results re-
garding the decomposition of periodic operators.
Lp(Rd, E)
Lp(Rd, E)
lp(Zd, Lp(Id, E))
Lp(Rd, E)
Lp(Rd, E)
lp(Zd, Lp(Id, E))
Lp(Bd, Lp(Id, E))Lp(Bd, Lp(Id, E))
Lp(Bd, Lp(Id, E))Lp(Bd, Lp(Id, E))
δ1/pδp
ΓΓ−1
δ1/pδp
ΓΓ−1
F−1 F
Ξ Ξ−1 ΞΞ−1
(A, D(A))
periodic w.r.t. P
(A, D(A))
periodic (w.r.t. Zd)
(A, D(A))
translation invariant
(A, D(A))
multiplication operator
(A˜, D(A˜))
multiplication operator
Z
Φ
Z−1
Φ−1
Figure 3.2: Schematic diagram of the decomposition of a periodic operator
according to the Zak- and Bloch-Transform. Dashed lines refer to opera-
tions that are only defined on suitable subspaces.
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Chapter4
Bloch Multiplier Theorems
In the previous chapter we developed several decomposition results of periodic
and translation invariant operators in terms of multiplication operators under
the Zak-/Bloch- and Fourier Transform. We have seen that every bounded,
translation invariant operator lp(Zd, E0) → lP(Zd, E1) has an associated mul-
tiplication operator in the Fourier image where the multiplication function m
belongs to L∞(Bd,Bs(E0, E1)). The Zak/Bloch Transform is an appropriate way
to transfer this correspondence to periodic operators. In the Hilbert space case
those operators are actually characterized in terms of boundedness of the mul-
tiplication function, thanks to Plancherel’s theorem. As we will see in this chap-
ter, this characterization fails in the non Hilbert space case dramatically (even
in the scalar valued setting). Therefore we have to find suitable conditions,
replacing the boundedness of the multiplication function m : Bd → B(E0, E1),
such that the corresponding multiplication operator is associated to a bounded
translation invariant operator lp(Zd, E0)→ lp(Zd, E1). If we have found such a
condition we can easily transfer it to the case of periodic operators on Lp(Rd, E)
by the same ideas used in the previous chapter.
Definition 4.1. A bounded function m : Bd → B(E0, E1) is called p-Fourier multi-
plication function for some p ∈ (1,∞), if the operator
Tmϕ := FMmF−1ϕ,
first defined for ϕ ∈ s(Zd, E0), extends to an operator in B(lp(Zd, E0), lp(Zd, E1)).
In this case Tm is called the p-Fourier multiplier operator (corresponding to m).
According to the notation in the previous chapter we denote byMp(Zd, E0, E1) the
set of all functions m : Bd → B(E0, E1) such that Tm ∈ B(lp(Zd, E0), lp(Zd, E1)).
The development of results that guarantee the boundedness of operators
of the form Tm has a long history. Originally these questions where studied
for the continuous Fourier Transform and scalar valued functions. A classical
result concerning this situation, whose proof is based on an earlier observation
of Marcinkiewicz addressing the same question for periodic functions [Mar39],
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goes back to Mihlin [Mih56] and states, that the condition
|x||α||Dαm(x)| ≤ C for all α ∈Nd with |α|∞ ≤ 1 and x ∈ Rd \ {0}
is sufficient for m to be a p-Fourier multiplication function, for the Fourier
Transform on Rd and all p ∈ (1,∞). Due to the wide applicability of this result
several variants where investigated by various authors. The breakthrough to
the vector-valued setting, with a scalar valued multiplication function, is due
to Bourgain [Bou86] under the additional assumption that the Banach space
under consideration is of class HT . The step towards a fully vector-valued
situation, i.e. an operator-valued function m requires an additional assumption,
namely that of R-boundedness. A first result into this direction was given by
Weis [Wei01]. Later on several variants followed. Some of them weaken the
condition on m as well as variants that change the group Rd. Results for the
one-dimensional Torus are given in [AB02, AB10]. A generalization to the case
d ≥ 1 may be found in [BK04]. For the group Zd only the case d = 1 is
known [Blu01]. We will give a multidimensional variant of Mihlin’s theorem in
the fully vector-valued case for the group Zd in this section. Before we begin
let us motivate the necessary assumptions.
4.1 Necessary Conditions for a Multiplier Theorem
This first section is devoted to find necessary conditions for a Banach space E
and a function m : B → B(E) so that Tm ∈ B(lp(Z, E)). Before we introduce
them, let us give the previously mentioned example of a bounded (relativity
natural) function that is not a p-Fourier multiplication function.
A Function m ∈ L∞(Bd) that is not a Fourier Multiplication Function
It is sufficient to show, that there is a function m ∈ L∞(Bd,C) such that the
linear operator
Tm f := FMmF−1 f (4.1)
first defined for f ∈ s(Zd,C) does not extend to a bounded operator in on
lp(Zd), for some p ∈ (1,∞). We do this by an application of two important
results concerning multiplication functions in general.
We use an example given by Fefferman in [Fef70] for the Fourier Transform
on the group Rd. He was able to show, that the characteristic function of the
unit ball does not define a bounded Fourier multiplication operator on Lp(Rd)
if d ≥ 21 and p /∈ ( 2dd+1 , 2dd−1 ). Then about one year later Fefferman extended
this example to all p ∈ (1,∞) ( [Fef71]), i.e. the characteristic function of the
unit sphere does not define a bounded Fourier multiplication operator for any
2 6= p ∈ (1,∞) if d ≥ 2.
1If d = 1 the ball is just an interval which is in fact a multiplication function. Compare
Theorem 4.7.
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If we want to use this example in our situation we need a relationship be-
tween multiplication functions on Rd and multiplication functions on Bd. Such
a connection is set up by a generalization of ‘de Leeuw’s multiplier restric-
tion theorem’ ( [dL65]) to the multidimensional case. Precisely we will use the
following result.
Theorem 4.2 ( [Jod70, Thm.2.1]). If m : Rd → C is periodic with respect to Zd,
then m defines a bounded Fourier multiplication operator in Lp(Rd) if and only if
the restriction of m to the cube [−1/2, 1/2]d defines a bounded Fourier multiplication
operator on lp(Zd).
Theorem 4.2 may be used in the following way. Assume that ϕ : Bd → C
defines a bounded multiplication operator on lp(Zd, E). Then the periodic ex-
tension Epm of m to the whole of Rd would define a bounded Fourier multipli-
cation operator for the continuous Fourier Transform.
Now take in particular ϕ := 1{x∈Bd :|x|≤1/3} and assume ϕ defines a bounded
Fourier multiplication operator on lp(Zd) for some 2 6= p ∈ (1,∞). The pe-
riodic extension of m, Epm is a sum of translates of ϕ (see Figure 4.1). The
boundedness of Tϕ on lp(Zd) would now imply the boundedness of TEpm on
Lp(Rd) for the continuous Fourier transform via Theorem 4.2. Since T1
[−1/2,1/2]d
is bounded in Lp(Rd) and 1[−1/2,1/2]d · ϕ = ϕ this would imply the boundedness
of Tϕ on Lp(Rd) which is false by the discussion above if d ≥ 2 and p 6= 2.
Hence ϕ is not a multiplication function for lp(Zd) if d ≥ 2 and p 6= 2.
Figure 4.1: Periodic extension of the characteristic function 1{x∈B2 :|x|≤1/3}
to R2
Now that we know being bounded is not enough for a function to define
a bounded Fourier multiplication operator we are searching for suitable neces-
sary conditions.
Necessity of R-boundedness
Assume we are given two arbitrary Banach spaces E0, E1 and an operator valued
function m ∈ L∞(Bd,B(E0, E1)) such that Tm defined as in (4.1) extends to a
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bounded operator lp(Zd, E0) → lp(Zd, E1). We will show that this already
implies the R-boundedness of the set
{m(θ) : θ ∈ L(m)} (4.2)
where L(m) denotes the sets of Lebesgue points of m. For this reason, consider
for n ≥ 2 the functions ψn := 1[−n−1,n−1]d and define
fn(θ) := λ([−n−1, n−1]d)−1ψn(θ) for θ ∈ Bd.
Then we obtain2 for any θ0 ∈ Bd by translation invariance of λ,
( fn ∗m)(θ0) =
∫
Bd
fn(θ0 − θ)m(θ)dθ
=
1
λ(θ0 + [−n−1, n−1])
∫
θ0+[−n−1,n−1]
m(θ)dθ.
(4.3)
The vector valued version of Lebesgue’s differentiation Theorem now yields
fn ∗m(θ0) n→∞−→ m(θ0), (4.4)
if θ0 is a Lebesgue point of m. For the computation of the Fourier coefficients
of ψn we observe that we have for any z ∈ Zd
[Fψn](z) =
∫
Bd
e−2piiθ·zψn(θ)dθ =
d
∏
j=1
∫ n−1
−n−1
e−2piizjydy.
If zj = 0 the last integral equals 2n−1, while for zj 6= 0 we obtain by Euler’s
Formula and the symmetry of the sin-function
|
∫ n−1
−n−1
e−2piizjydy| = |
∫ n−1
−n−1
cos(2pizjy)dy| = | 1
pizj
sin(2pizjn−1)|.
Thus we can estimate for any q > 1
‖Fψn‖qlq(Zd) = ∑
z∈Zd
|Fψn(z)|q = ∑
z∈Zd
d
∏
j=1
|
∫ n−1
−n−1
e−2piizjydy|q
≤ 2d
(
∑
k∈N0
|
∫ n−1
−n−1
e−2piikydy|q
)d
≤ 2d
(
(2n−1)q + ∑
k∈N
(pik)−q| sin(2pikn−1)|q
)d
≤ 2d
(
(2n−1)q +
n
∑
k=1
(pik)−q| sin(2pikn−1)|q +
∞
∑
k=n+1
(pik)−q
)d
.
2Recall the convention for convolutions and translations on Bd given in Section 2.1.
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Since (pikn−1)−q| sin(2pikn−1)|q ≤ C we obtain, using the boundedness of the
last sum by some constant depending only on q,
‖Fψn‖lq(Zd) ≤ c(q, d)
(
n · n−q + n · n−q) dq = c(q, d)nd(1/q−1). (4.5)
Now define φn := (2n)dFψn, which is an element of lp(Zd,C) for every p > 1
by (4.5), and write fn = ψn[F−1φn]. Then for any e ∈ E0 we obtain
(m ∗ fn)(θ0)e =
∫
Bd
m(θ)(τθ0 fn)(θ)edθ =
∫
Bd
m(θ)(τθ0ψn)(θ)(τθ0 [F−1φne])(θ)dθ
=
∫
Bd
(FTm(e2piiθ0(·)φne))(θ)(τθ0ψn)(θ)dθ
= ∑
z∈Zd
[
e2piiθ0(·)Tme2piiθ0(·)
]
(φne)(z)F˜ψn(z).
The assumption Tm ∈ B(lp(Zd, E0), lp(Zd, E1)) together with Lemma 2.58 (a)
shows, that the set
{gTmh : g, h ∈ l∞(Zd) with ‖g‖∞, ‖h‖∞ ≤ 1}
is R-bounded with R-bound less or equal to 4‖Tm‖. Now we can estimate
for all k ∈ N, e1, . . . , ek ∈ E0 and Lebesgue points θ1, . . . , θk ∈ Bd using (4.4),
Fatou’s Lemma (A.7) and Hölder’s inequality
∫ 1
0
‖
k
∑
j=1
rj(u)m(θj)ej‖pE1 du
≤ lim
n→∞
∫ 1
0
‖
k
∑
j=1
rj(u) ∑
z∈Zd
[e2piiθ0(·)Tme2piiθ0(·)(φnej)](z)F˜ψn(z)‖pE1 du
≤ lim
n→∞
∫ 1
0
(
∑
z∈Zd
‖
k
∑
j=1
rj(u)[e2piiθ0(·)Tme2piiθ0(·)(φnej)](z)‖E1 |F˜ψn(z)|C
)p
du
≤ lim
n→∞
∫ 1
0
‖
k
∑
j=1
rj(u)[e2piiθ0(·)Tme2piiθ0(·)](φnej)‖plp(Zd,E1)‖F˜ψn‖
p
lp′ (Zd)
du
= lim
n→∞
‖
k
∑
j=1
rj(•)[e2piiθ0(·)Tme2piiθ0(·)](φnej)‖pLp([0,1],lp(Zd,E1))‖F˜ψn‖
p
lp′ (Zd)
≤ 4‖Tm‖ lim
n→∞
‖
k
∑
j=1
rj(•)(φnej)‖pLp([0,1],lp(Zd,E0))‖F˜ψn‖
p
lp′ (Zd)
= 4‖Tm‖ lim
n→∞
‖
k
∑
j=1
rj(•)ej‖pLp([0,1],E0)‖φn‖
p
lp(Zd)‖F˜ψn‖
p
lp′ (Zd)
= 4‖Tm‖‖
k
∑
j=1
rj(•)ej‖pLp([0,1],E0) limn→∞ ‖φn‖
p
lp(Zd)‖F˜ψn‖
p
lp′ (Zd)
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Recall (4.5) and the definition of φn, which implies
‖φn‖lp(Zd)‖F˜ψn‖lp′ (Zd) ≤ c(d, p, p′)(2n)dnd(1/p−1)nd(1/p
′−1) = c(d, p, p′)2d.
All together now gives that the set in (4.2) is R-bounded with R-bound less or
equal to 4‖Tm‖.
Remark 4.3. Necessity of R-boundedness was first shown for the Fourier Transform
on the groupRd in [CP01]. At this time it was already known, that theR-boundedness
of the set
{tm′(t), m(t) : t ∈ R \ {0}}.
for an operator-valued function m, together with the property of E to be of class HT
is sufficient to obtain a bounded operator Tm ∈ B(Lp(R, E)), again for the Fourier
Transform on the group Rd. Necessity of R-boundedness for more general groups was
proven in [Blu01] where we also found the idea for the calculation above.
Class HT is the Right Framework
As we have already seen in an earlier chapter, Fourier multiplication operators
are closely related to convolution operators on a sequence space. One of the
most basic (non trivial) convolution operator on lp(Z) is the discrete Hilbert
Transform, denoted by HD, which is given by convolution with the sequence
h(z) :=
{
1/z : z 6= 0
0 : z = 0.
(4.6)
It is known for a long time, that convolution with h yields a bounded opera-
tion lp(Z) → lp(Z) for all p ∈ (1,∞) (see [HLP34, §9.2]). The multiplication
function corresponding to h is of a very simple form i.e.
mh(θ) = 2pii
(
1
2
sign(θ)− θ
)
. (4.7)
Hence if we want the function mh to be covered by the multiplier Theorem, not
only in the case of scalar- but also in the case of vector-valued functions, this
would lead to the boundedness of the discrete Hilbert Transform on lp(Z, E) for
all p ∈ (1,∞), which then implies the boundedness of the Fourier multiplier
operator corresponding to characteristic functions of sub intervals of B (see
Section 4.2).
Fortunately it was shown in [BGM86] that the discrete Hilbert Transform
is bounded on lp(Z, E) if and only if the continuous Hilbert Transform from
Section 2.5 is bounded on Lp(R, E) for some (or equivalently all) p ∈ (1,∞), i.e.
if and only if E is of class HT .
Closely related to the boundedness of the Hilbert Transform is the deriva-
tion of the so called Paley-Littlewood decomposition of Lp(Bd, E) which will be
a crucial ingredient for proofing the multiplier theorem. Originally class HT
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was asked by Bourgain, to obtain the boundedness of certain singular integrals
on the circle, which enabled him to show the Paley-Littlewood decomposition
in this case. Later the Paley-Littlewood theorem was transferred to the group
R [Zim89, Wei01] and Z [Blu01]. We will use the latter result to extend the
Paley-Littlewood theorem to Zd in Section 4.3.
4.2 Fourier Multiplication Operators (Generalities)
We start with a general study of Fourier multiplication operators, where we
first examine some standard modifications of multipliers inMp(E0, E1). After-
ward we show, that class HT of the Banach spaces implies that characteristic
functions of sub intervals of B are p-Fourier multiplication functions. It turns
out that the set of all operators corresponding to characteristic functions of a
sub interval is aR-bounded subset of B(lp(Z, E)) for all p ∈ (1,∞). This obser-
vation extends to operators corresponding to indicator functions of cubes in the
case d > 1. But for now let us first start with a closer study ofMp(Zd, E0, E1).
Lemma 4.4. Let E0, E1, E2 be Banach spaces, 1 < p < ∞ and S ⊂ Bd be measurable.
(a) Algebra of multipliers
Assume m1, m2 ∈ Mp(Zd, E0, E1) and c1, c2 ∈ C. Then the functions c1m1 and
c1m1 + c2m2 belong toMp(Zd, E0, E1) with
Tc1m1 = c1Tm1
Tc1m1+c2m2 = c1Tm1 + c2Tm2 .
Furthermore if m1 ∈ Mp(Zd, E0, E1) and m2 ∈ Mp(Zd, E1, E2) then m2 ◦ m1
belongs toMp(Zd, E0, E2) with Tm2◦m1 = Tm2 ◦ Tm1 .
(b) Averaging multiplier functions (I)
Let {m(s, ·) ∈ Mp(Zd, E0, E1) : s ∈ S} be a family of Fourier multiplication
functions satisfying the conditions
(i) ‖Tm(s,·)‖B(lp(Zd,E0),lp(Zd,E1)) ≤ C for all s ∈ S,
(ii) m ∈ L∞(S× Bd,B(E0, E1)).
For h ∈ L1(S,C) define mh : Bd → B(E0, E1) by
mh(θ) :=
∫
S
m(s, θ)h(s)ds for almost all θ ∈ Bd.
Then mh ∈ Mp(Zd, E0, E1) with ‖Tmh‖B(lp(Zd,E0),lp(Zd,E1)) ≤ C‖h‖L1(S,C) and
Tmh is given by
Tmh f =
∫
S
(Tm(s,·) f )h(s)ds, for all f ∈ lp(Zd, E0),
where the right hand side integral is a Bochner integral in lp(Zd, E1).
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(c) Averaging multiplier functions (II)
Let γ ⊂ B(lp(Zd, E0), lp(ZdE1)) be R-bounded and define
Sγ :=
{
m ∈ L∞(S× Bd,B(E0, E1)) : ∀ s ∈ S, m(s, ·) ∈ Mp(Zd, E0, E1)
and Tm(s,·) ∈ γ
}
.
Then the set γ˜ := {Tmh : m ∈ Sγ, ‖h‖L1(S,C) ≤ 1} is a R-bounded subset of
B(lp(Zd, E0), lp(Zd, E1)) with R(γ˜) ≤ 2 · R(γ).
Proof. (a) The first statements follow directly from the definition of the space
Mp(Zd, E0, E1) and linearity of the Fourier Transform. For the last one, we
pick a f ∈ ∆E0 . Then
Tm1 f = FMm1F−1 f
andMm1F−1 f ∈ L1(Bd, E1). Thus the operations
FMm2F−1Tm1 f = FMm2F−1FMm1F−1 f = FMm2Mm1F−1 f
= FMm2◦m1F−1 f
are well defined. Since the left hand side extends to the bounded operator
Tm2 ◦ Tm1 : lp(Zd, E0) → lp(Zd, E2), so does the right hand side and we
obtain m2 ◦m1 ∈ Mp(Zd, E0, E2) with Tm2 ◦ Tm1 = Tm2◦m1
(b) By assumption (bii) we have
ess sup
θ∈Bd
‖mh(θ)‖B(E0,E1) ≤ sup
θ∈Bd
∫
S
‖m(s, θ)‖E1 |h(s)|ds ≤ C‖h‖L1(S,C).
Further the function θ 7→ mh(θ) is measurable as a point wise almost every-
where limit of measurable functions. Hence mh ∈ L∞(Bd,B(E0, E1)). Now
for fixed f ∈ s(Zd, E0), s 7→ m(s, ·)(F−1 f )(·)h(s) is measurable with values
in L1(Bd, E1) and because of∫
S
‖m(s, ·)(F−1 f )(·)h(s)‖L1(Bd,E1)ds ≤ C
∫
S
‖F−1 f ‖L1(Bd,E1)|h(s)|ds < ∞,
the function
s 7→ m(s, ·)(F−1 f )(·)h(s)
is integrable by Theorem A.5. But F ∈ B(L1(Bd, E1), l∞(Zd, E1)) which
yields, using Theorem A.8,
Tmh f = F [
∫
S
m(s, ·)(F−1 f )(·)h(s)ds] =
∫
S
F [m(s, ·)(F−1 f )(·)]h(s)ds
=
∫
S
(Tm(s,·) f )h(s)ds, (4.8)
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where the first integral is in L1(Bd, E1) and the latter two are in l∞(Zd, E1).
Thus as an integrable function, s 7→ (Tm(s,·) f )h(s) is measurable with val-
ues in l∞(Zd, E1). Since for fixed s ∈ S the operator Tm(s,·) belongs to
B(lp(Zd, E0), lp(Zd, E1)), we obtain that the function s 7→ (Tm(s,·) f )h(s) is
even measurable with values in lp(Zd, E1). Now (bi) implies∫
S
‖(Tm(s,·) f )h(s)‖lp(Zd,E1)ds ≤ C
∫
S
‖ f ‖lp(Zd,E0)|h(s)|ds
≤ C‖ f ‖lp(Zd,E0)‖h‖L1(S,C).
So once again, by Theorem A.5, the function s 7→ (Tm(s,·) f )h(s) is integrable
with values in lp(Zd, E1). Hence (4.8) is in fact an equality in lp(Zd, E1) i.e.
Tmh f =
∫
S
(Tm(s,·) f )h(s)ds, (4.9)
as an integral in lp(Zd, E1). Clearly f 7→ Tmh f is linear and because of
‖Tmh f ‖lp(Zd,E1) ≤
∫
S
‖Tm(s,·) f ‖lp(Zd,E1)|h(s)|ds
≤ sup
s∈S
‖Tm(s,·)‖B(lp(Zd,E0),lp(Zd,E1))‖ f ‖lp(Zd,E0)‖h‖L1(S,C),
Tmh has a continuous extension to an operator in B(lp(Zd, E0), lp(Zd, E1))
with norm
‖Tmh‖B(lp(E0),lp(E1)) ≤ sup
s∈S
‖Tm(·,s)‖B(lp(E0),lp(E1))‖h‖L1(S,C).
But this means mh ∈ Mp(Zd, E0, E1) and we have proven (b).
(c) The assumptions on m are stronger than in (b), hence all calculations above
remain valid. In particular (4.9) holds. By the additional assumption, that
for fixed s ∈ S the operator Tm(·,s) is an element of an R-bounded subset of
B(lp(Zd, E0), lp(Zd, E1)), the claim follows by Lemma 2.58 (b).
Remark 4.5. The Lemma above is a modification of statements given in [KW04]
adapted to the given situation, where the essential arguments are the same. We also
have the following extension of part (a). Consider a bounded operator F ∈ B(E1, E2)
and m ∈ Mp(E0, E1). Then F˜ ◦ m ∈ Mp(E1, E2) with TF˜◦m = F˜ ◦ Tm, where F˜
denotes the extension of F to the corresponding function spaces.
Intervals as Fourier Multiplication Operators
A very useful consequence of the assumption that E is a Banach space of class
HT is, that the indicator function of any sub interval J ⊂ B is a Fourier multi-
plication function. To show this we consider a symmetric interval [−a, a] with
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0 < a < 1/2 first. Let us take a sequence f : Zd → E with finite support, i.e.
f (z) = 0 for |z| > N and some N ∈N. Then for any z ∈ Z we get
FM1[−a,a]F−1 f (z) =
∫ a
−a
e−2piizθ
N
∑
j=−N
e2piiθ j f (j)dθ =
N
∑
j=−N
f (j)
∫ a
−a
e2pii(j−z)θdθ.
An evaluation of the last integral yields[
T1[−a,a] f
]
(z) =
1
2pii
[
T−aHDTa f
]
(z)− 1
2pii
[
TaHDT−a f
]
(z) + 2a · f (z)
where Tη ∈ B(lp(Z, E)) is given by [Tη f ](z) = e2piizη f (z). Hence the bounded-
ness of HD implies the boundedness of T1[−a,a] with ‖T1[−a,a]‖ ≤ C(‖HD‖+ 1).
An arbitrary interval J ⊂ B is the translate3 of a symmetric interval of the
form above, i.e. 1J = τθ01[−a,a] for appropriate τ0, a ∈ B. This yields by
Lemma 2.17 (b) that T1J = T−θ0 T1[−a,a] and we obtain from the previous dis-
cussion ‖T1J‖ ≤ C(‖HD‖+ 1) for all intervals J ⊂ B. These observations are
motivating once more, that class HT is the right assumption for E.
For the set of Fourier multiplier operators corresponding to indicator func-
tions of intervals, we can even obtain a stronger result than (uniform) bound-
edness, i.e. R-boundedness. Such a statement was first observed by Bour-
gain [Bou86, Lem. 7] for the circle group. Applying vector-valued transference
principles allow the passage to the group R and Z [BG94, Lem. 3.5]. Since
the direct calculation is not too difficult and gives a general idea how to proof
R-boundedness of certain sets, we include it here. In fact it is a direct conse-
quence of the observations above and the following Lemma, which is a special
case of Lemma 2.58 (a)
Lemma 4.6. The set of multiplication operators σ := {Mh : ‖h‖l∞(Z,C) ≤ 1} is an
R-bounded subset of B(lp(Zd, E)) with Rp(σ) ≤ 2.
Proof. Let hj ∈ l∞(Z,C) with ‖hj‖l∞ ≤ 1 and f j ∈ lp(Zd, E). Then Kahane’s
contraction principle (Theorem 2.55 (b)) and absolute convergence yields
‖
k
∑
j=1
rjMhj f j‖pLp([0,1],lp(Zd,E)) =
∫ 1
0
∑
z∈Zd
‖
k
∑
j=1
rj(t)hj(z) f j(z)‖pEdt
= ∑
z∈Zd
∫ 1
0
‖
k
∑
j=1
rj(t)hj(z) f j(z)‖pEdt ≤ 2p‖
k
∑
j=1
rj f j‖pLp([0,1],lp(Zd,E)).
Since we have already shown in the discussion before this Lemma, how to
write the Fourier multiplication operator corresponding to the indicator func-
tion of an arbitrary interval, as a composition of multiplication operators cor-
responding to symmetric intervals and the Hilbert transform, we now get as a
consequence the following theorem.
3Recall the convention for translates on B from Section 2.1.
88
Bloch Multiplier Theorems
Theorem 4.7. Let 1 < p < ∞ and E be a Banach space of class HT . Then the set
γJ := {T1J : J ⊂ B is an interval}
is a R-bounded subset of B(lp(Z, E)).
Proof. As before, we find for any interval J ⊂ B suitable θ0 and 0 < a ≤ 1/2
with
T1J = T−θ0 ◦ T1[−a,a]
= T−θ0 ◦
[ 1
2pii
T−a ◦ HD ◦ Ta − 12pii Ta ◦ HD ◦ T−a + 2a · idlp(Z,E)
]
.
Hence T1J ∈ σ ◦
(
σ ◦ {HD} ◦σ+σ
)
, which is aR-bounded subset of B(lp(Z, E))
by Lemma 4.6 and Lemma 2.56.
It is not too hard to extend the properties of intervals in B to cubes in Bd for
d ≥ 2. Basically its a component wise application of the results for d = 1.
Cubes as Fourier Multiplication Operators
The next Lemma shows how one can pass from a result concerning (R-) bound-
edness of Fourier multiplication operators in the one dimensional case to a
corresponding component wise result in the multi-dimensional case.
Lemma 4.8. Let E0, E1 be Banach spaces, d ∈ N \ {1} and j ∈ {1, . . . , d} be fixed.
For a function m : B→ B(E0, E1) define m˜ : Bd → B(E0, E1) by m˜(θ) := m(θj).
(a) If m ∈ Mp(Z, E0, E1), then m˜ ∈ Mp(Zd, E0, E1) with
(Tm˜ f )(z) = [(Tm f (z1, . . . , zj−1, ·, zj+1, . . . , zd)](zj),
for all z ∈ Zd and ‖Tm˜‖B(lp(Zd,E0),lp(Zd,E1)) ≤ ‖Tm‖B(lp(Z,E0),lp(Z,E1)).
(b) If M ⊂ Mp(Z, E0, E1) is such that γ := {Tm : m ∈ M} is a R-bounded
subset of B(lp(Z, E0), lp(Z, E1)), then {Tm˜ : m ∈ M} is a R-bounded subset of
B(lp(Zd, E0), lp(Zd, E1)) with
Rp({Tm˜ : m ∈ M}) ≤ Rp({Tm : m ∈ M}). (4.10)
Proof. We will use again single valued sequences denoted by δz˜,z, where δz˜,z = 1
if z = z˜ and δz˜,z = 0 if z 6= z˜ for all z ∈ Zd.
(a) First let f be a function of the form f (z) = e · δz˜,z with fixed z˜ ∈ Zd and
e ∈ E. For θ ∈ Bd denote by θˇj the vector (θ1, . . . , θj−1, θj+1, . . . , θd) ∈ Bd−1
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and accordingly zˇj for z ∈ Zd. Then we have for arbitrary z ∈ Zd
(Tm˜ f )(z) =
∫
Bd
e−2pii(z−z˜)·θm˜(θ)edθ
=
∫
Bd−1
e−2pii(zˇj− ˇ˜zj)·θˇj dθˇj
∫ 1/2
−1/2
e−2piizjθj m(θj)e2piiz˜jθj edθj
=
∫ 1/2
−1/2
e−2piizjθj m(θj)e2piizˇj θˇjδ ˇ˜zj,zˇj edθj
= (Tm f (z1, . . . , zj−1, ·, zj+1 . . . , zd))(zj). (4.11)
Hence
‖Tm˜ f ‖plp(Zd,E1) = ∑
zˇj∈Zd−1
‖Tm f (z1, . . . , zj−1, ·, zj+1 . . . , zd)‖plp(Z,E1)
≤ ‖Tm‖pB(lp(Z,E0),lp(Z,E1))‖ f ‖
p
lp(Zd,E0)
. (4.12)
Now every finite sequence is a finite linear combination of functions of the
type above so that (4.11) and (4.12) hold for those functions too. The claim
now follows by denseness and bounded extension.
(b) Let l ∈ N, m1, . . . , ml ∈ M and f1, . . . , fl ∈ lp(Zd, E0). Using the same
notation as in part (a) we get
∫ 1
0
‖
l
∑
k=1
rk(t)Tm˜k fk‖plp(Zd,E1)dt
=
∫ 1
0
∑
zˇj∈Zd−1
‖
l
∑
k=1
rk(t)(Tmk f (z1, . . . , zj−1, ·, zj+1, . . . , zd))(·)‖plp(Z,E1)dt
= ∑
zˇj∈Zd−1
∫ 1
0
‖
l
∑
k=1
rk(t)(Tmk f (z1, . . . , zj−1, ·, zj+1, . . . , zd))(·)‖plp(Z,E1)dt
≤ Rpp(γ) ∑
zˇj∈Zd−1
∫ 1
0
‖
l
∑
k=1
rk(t) f (z1, . . . , zj−1, ·, zj+1, . . . , zd)(·)‖plp(Z,E0)dt
= Rpp(γ)
∫ 1
0
‖
l
∑
k=1
rk(t) fk‖plp(Zd,E0)dt
which shows (4.10). Note that the interchange of integration and summa-
tion as well as the splitting of the sum is justified by absolute convergence.
Based on this extension we can pass to the multi-dimensional analogue of
Theorem 4.7.
Theorem 4.9. Let E be a Banach space of class HT and 1 < p < ∞. Let Q be the set
of all cubes in Bd. Then {T1Q : Q ∈ Q} is an R-bounded subset of B(lp(Zd, E)).
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Proof. For any j ∈ {1, . . . , d} consider Qj to be the set of cubes having the form
Qj = B× · · · × B× J × B× · · · × B where J ⊂ B is an interval, the product is
d-fold and J in the j-th position. An arbitrary cube Q ⊂ Bd may be written
as Q = ∩dj=1Qj with suitable Qj of the form above (compare Figure 4.2). By
Theorem 4.7 and Lemma 4.8 (b) the sets {T1Qj | Qj ∈ Qj} are R-bounded
subsets of B(lp(Zd, E)) with
Rp({T1Qj : Qj ∈ Qj}) ≤ Rp(γJ).
Now, for every cube Q ⊂ Bd it holds 1Q(θ) = ∏dj=1 1Qj(θj) for all θ ∈ Bd and
appropriately chosen Qj. Applying Lemma 2.56 shows that {T1Q : Q ∈ Q} is a
R-bounded subset of B(lp(Zd, E)) with Rp({T1Q : Q ∈ Q}) ≤ Rp(γJ)d.
J2Q2
Q1
Q
J1
Figure 4.2: Component wise decomposition of a multidimensional cube.
4.3 Paley Littlewood Theory
Our next goal is to establish the so called Paley Littlewood estimate (4.15) for
a special decomposition of Bd \ {0}, which we will define in a moment. A
decomposition of any set Ω is a family of disjoint subsets, so that the union of
all this subsets is Ω.
We first treat the one-dimensional case and lift properties to the multi-
dimensional setting using the ideas from Section 4.2.
The One-Dimensional Case
A Paley Littlewood estimate (4.15) in the vector valued setting for d = 1 was
first obtained in [BG94] and later used in a modified version in [Blu01]. In
both cases a special decomposition of the one-dimensional Torus was under
consideration. Let us introduce the one used in [BG94] (compare Figure 4.3).
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For j ∈ Z we define ‘dyadic points’ by
tj :=
{
− 12 + 12j+1 : j ≤ 0
1
2 − 12j+1 : j > 0
and set ∆j := {θ ∈ B : tj ≤ θ < tj+1}. Note that the family (∆j)j∈Z is a
decomposition of B \ {±1/2}. Since we consider B as a representation of the
one-dimensional Torus the points -1/2 and 1/2 are identified.
The Paley Littlewood estimate for the decomposition (∆j)j∈Z is obtained via
a transference argument form a corresponding result for the circle group, that
was first proven by Bourgain [Bou86], using sophisticated arguments.
Theorem 4.10 ( [BG94, Thm 3.6]). Let 1 < p < ∞ and E be a Banach space of class
HT . Define Pj := T1∆j . Then for every f ∈ lp(Z, E) the series ∑j∈Z Pj f converges
unconditionally to f in lp(Zd, E). Moreover there is a constant Cp,E depending only
on E and p such that
C−1p,E‖ f ‖lp(Z,E) ≤ ‖
∞
∑
j=−∞
ejPj f ‖lp(Z,E) ≤ Cp,E‖ f ‖lp(Z,E),
for all f ∈ lp(Z, E) and all choices ej ∈ {−1, 1}.
0-1/2 1/2-1/4 1/4-3/8 3/8
∆0∆−1 ∆1∆−2 ∆2
Figure 4.3: The decompostion (∆j)j∈Z of B \ {±1/2}.
Remark 4.11. (∆j)j∈Z is a ‘dyadic’ decomposition of B \ {±1/2} where the points
−1/2, 1/2 are identified. If we want to transfer the situation to a ‘dyadic’ decomposition
of B \ {a} for some a ∈ B we only have to introduce a shift.
Let a ∈ B and consider the sets ∆aj := a+ ∆j for j ∈ Z where the translation
in taken with respect to B, i.e. ∆aj ⊂ B. For the indicator functions of ∆aj we
obtain 1∆aj = τa1∆j . Hence we get
T1∆aj
f = Tτa1∆j f = T−a ◦ T1∆j ◦ Ta f ,
where again Ta f (z) := e2piiaz f (z). Since both T−a and Ta are scalar-valued
multiplication operators, multiplying by a bounded sequence we obtain via
Lemma 4.6
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Corollary 4.12. Let 1 < p < ∞ and E be a Banach space of class HT . Consider for
some a ∈ B the family of operators Paj := T1∆aj . Then for all f ∈ l
p(Zd, E) the series
∑j∈Z Paj f converges unconditionally to f in l
p(Z, E) and
C−1p,E‖ f ‖lp(Z,E) ≤ ‖
∞
∑
j=−∞
ejPaj f ‖lp(Z,E) ≤ Cp,E‖ f ‖lp(Z,E),
for all f ∈ lp(Z, E) and all choices ej ∈ {−1, 1} with the same constant Cp,E as in
Theorem 4.10.
For the rest of this section the decomposition (∆1/2j )j∈Z of B \ {0} is of par-
ticular interest for us. So we introduce the simplified notation Λj := ∆
1/2
j and
Vj := T1Λj for j ∈ Z. The statement of Corollary 4.12 holds true for (Λj)j∈Z. In
particular, for any Banach space E which is of class HT and every p ∈ (1,∞),
there is a constant Cp,E such that
C−1p,E‖ f ‖lp(Z,E) ≤ ‖
∞
∑
j=−∞
ejVj f ‖lp(Z,E) ≤ Cp,E‖ f ‖lp(Z,E), (4.13)
for all f ∈ lp(Zd, E) and all choices ej ∈ {−1, 1}. Moreover ∑j∈Z Vj f converges
unconditionally to f in lp(Z, E). Hence we may rearrange the sum and obtain
for V˜j := Vj +V−j if j 6= 0 and V˜0 := V0 , that ∑j∈N0 V˜j f converges unconditional
to f in lp(Z, E) and
C−1p,E‖ f ‖lp(Z,E) ≤ ‖ ∑
j∈N0
ejV˜j f ‖lp(Z,E) ≤ Cp,E‖ f ‖lp(Z,E), (4.14)
for all f ∈ lp(Zd, E) and all choices ej ∈ {−1, 1}, with the same constant as in
(4.13). The decomposition (Vj)j∈Z is illustrated below.
0-1/2 1/2-1/4 1/4
Λ−1Λ1 Λ−2Λ2
Λ0
Figure 4.4: The decomposition (Λj)j∈Z of B \ {0}.
Finally we note the identity V˜j = T1Λj∪Λ−j for all j ∈N0.
The Multi-Dimensional Case
The above considerations together with Lemma 4.8 allow us to extend (4.13)
to the multidimensional case. As a first step we need the multi-dimensional
93
4.3. Paley Littlewood Theory
analogue of the decomposition (Λj)j∈Z. We use the following notation. For
0 ≤ R ≤ 1/2 we define cubes BR by
BR := {θ ∈ Bd : |θj| ≤ R, j = 1 . . . d}.
The multi-dimensional analogue is given by
Λdj := B2−j−1 \ B2−j−2
for j ∈N0. Before we proceed, we mention that if D ⊂ lp(Z) is dense, then the
set {
f ∈ lp(Zd, E) : f =
m
∑
j=1
f j(z), f j(z) =
d
∏
k=1
gjk(zk)ejk, gjk ∈ D, ejk ∈ E
}
is dense in lp(Zd, E). Thus we have by Corollary 4.12
Lemma 4.13. The set s0(Zd, E) := { f ∈ s(Zd, E) : 0 /∈ supp(F−1 f )} is dense in
lp(Zd, E) for all p ∈ (1,∞).
This observation now allows for a simple proof of a general characterization
of the Paley Littlewood estimate (4.15) for lp(Zd, E) in the case of a reflexive
Banach space E.
Theorem 4.14. Let E be a reflexive Banach space and 1 < p < ∞. Further assume that
D := {Dn}n∈N0 is a decomposition of Bd \ {0} that satisfies the following geometric
conditions
(i) if Dn ∈ D then −Dn = {−θ : θ ∈ Dn} ∈ D,
(ii) if 0 < R < 1/2 then there is l ∈ N such that Bd \ BR ⊂
l⋃
k=1
Dnk for some
Dn1 , . . . , Dnl ∈ D,
(iii) Pn := T1Dn ∈ B(lp(Zd, E)) for every n ∈N0.
For such a decomposition, the following statements are equivalent:
(a) (unconditional convergence)
There is a constant CE,p > 0 such that for all f ∈ lp(Zd, E)
sup
εn∈C
|εn|≤1
‖ ∑
n∈N0
εnPn f ‖lp(Zd,E) ≤ CE,p‖ f ‖lp(Zd,E).
(b) For some (or equivalently for all) choices q1, q2 ∈ [1,∞), there is a constant
CE,p,q1,q2 > 0 such that
‖ ∑
n∈N0
rnPn f ‖Lq1 ([0,1],lp(Zd,E)) ≤ CE,p,q1,q2‖ f ‖lp(Zd,E),
‖ ∑
n∈N0
rnP′ng‖Lq2 ([0,1],lp′ (Zd,E′)) ≤ CE,p,q1,q2‖g‖lp′ (Zd,E′),
for all f ∈ lp(Zd, E) and g ∈ lp′(Zd, E′). Here P′n is the adjoint operator of Pn, E′
the dual of E and rn is any enumeration of the Rademacher functions.
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(c) (Paley Littlewood estimate for lp(Zd, E))
For some (or equivalently for all) q ∈ [1,∞) there is a constant CE,p,q > 0 such
that
C−1E,p,q‖ f ‖lp(Zd,E) ≤ ‖ ∑
n∈N0
rnPn f ‖Lq([0,1],lp(Zd,E)) ≤ CE,p,q‖ f ‖lp(Zd,E), (4.15)
for all f ∈ lp(Zd, E).
Proof. If an inequality in (a)-(c) hold for each f ∈ s0(Zd, E), then it holds for
each f ∈ lp(Zd, E) (see [KW04, 2.1]). The geometric assumptions imply, that
for f ∈ s0(Zd, E) each sum in (a)-(c) is in fact finite. Moreover each Pn is a
projection, i.e. P2n = Pn and the Pn’s are orthogonal by which we mean PnPm = 0
if n 6= m.
(a)⇒(b): We have for f ∈ s0(Zd, E) by (a):
‖ ∑
n∈N0
rnPn f ‖Lq1 ([0,1],lp(Zd,E)) ≤ ‖ ∑
n∈N0
rnPn f ‖L∞([0,1],lp(Zd,E)) ≤ CE,p‖ f ‖lp(Zd,E).
For g ∈ lp′(Zd, E′) we obtain form (a), because of ‖T‖ = ‖T′‖, P′n = T1−Dn and
(
M
∑
n=0
enPn)′ =
M
∑
n=0
enP′n that
sup
εn∈C
|εn|≤1
‖ ∑
n∈N0
εnP′ng‖lp′ (Zd,E′) ≤ CE,p‖g‖lp′ (Zd,E′).
Thus the same calculation as before shows for g ∈ s0(Zd, E′)
‖ ∑
n∈N0
rnP′ng‖Lq2 ([0,1],lp′ (Zd,E′)) ≤ CE,p‖g‖lp′ (Zd,E′).
(b)⇒(c): The inequality on the right hand side is part of (b). For the lower in-
equality in (c) we take f ∈ s0(Zd, E), g ∈ s0(Zd, E′) and obtain by the properties
of the decomposition Dn
f = ∑
n∈N0
Pn f and g = ∑
n∈N0
P′ng.
Hence for any fixed f ∈ s0(Zd, E) and g ∈ s0(Zd, E′)
〈 f , g〉 = 〈 ∑
n∈N0
Pn f , ∑
m∈N0
P′mg〉 = ∑
n∈N0
〈Pn f , P′ng〉 = ∑
n∈N0
∫ 1
0
r2n(t)〈Pn f , P′ng〉dt
=
∫ 1
0
〈 ∑
n∈N0
rn(t)Pn f , ∑
m∈N0
rm(t)P′mg〉dt,
where we used orthogonality of the rn’s and Pn’s. Applying Hölder’s inequality
yields
|〈 f , g〉| ≤ ‖ ∑
n∈N0
rn(·)Pn f ‖Lq([0,1],lp(Zd,E)))‖ ∑
n∈N0
rn(·)P′ng‖Lq′ ([0,1],lp′ (Zd,E′))).
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Together with the second inequality in (b), this leads to4
‖ f ‖lp(Zd,E) = sup
g∈s0(Zd,E′)
‖g‖
lp
′
(Zd ,E′)≤1
|〈 f , g〉| ≤ CE,p,q′‖ ∑
n∈N0
rn(·)Pn f ‖Lq([0,1],lp(Zd,E)))
which shows the lower inequality.
(c)⇒(a): Let f ∈ s0(Zd, E) and (en)n∈N ⊂ C with |en| ≤ 1. We obtain again
by orthogonality of the rn’s and Pn’s as well as Kahane’ contraction principle
(Theorem 2.55)
‖ ∑
n∈N0
enPn f ‖lp(Zd,E) ≤ CE,p‖ ∑
m∈N0
rmPm ∑
n∈N0
enPn f ‖Lp([0,1],lp(Zd,E))
= CE,p‖ ∑
n∈N0
enrnPn f ‖Lp([0,1],lp(Zd,E))
≤ 2CE,p‖ ∑
n∈N0
rnPn f ‖Lp([0,1],lp(Zd,E))
≤ 2C2E,p‖ f ‖lp(Zd,E).
Taking the supremum as in the statement of (a) yields the assertion.
We mention that the decomposition (Λdj )n∈N0 satisfies the geometric as-
sumptions of Theorem 4.14. Further each Λdj can be decomposed into a disjoint
union of cubes. For j ∈N0 and k ∈ {1, . . . , d} we define
Λj,k := {θ ∈ Bd : 2−j−2 < |θk| ≤ 2−j−1},
Bj,k := {θ ∈ Bd : |θk| ≤ 2−j−1}
then,
Λdj =
d⋃
k=1
[
Bj+1,1 ∩ · · · ∩ Bj+1,k−1 ∩Λj,k ∩ Bj,k+1 ∩ · · · ∩ Bj,d
]
, (4.16)
and each set of the union on the right hand side is a cube as illustrated below.
B2
: Λ2j
: Bj,2
: Bj+1,1
: Λj,1 ∩ Bj,2
: Bj,1 ∩Λj,2
Figure 4.5: The decomposition of Λj into the disjoint union (4.16).
4Note that s0(Zd, E′) is as a dense subspace of lp
′
(Zd, E′) which is norming for lp(Zd, E).
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According to (4.16) the indicator function of any set Λdj can be written in the
form
1Λdj
=
d
∑
k=1
1Bj+1,1 · · · 1Bj+1,k−1 · 1Λj,k · 1Bj,k+1 · · · 1Bj,d . (4.17)
With this decomposition for the sets Λdj we can proof the Paley Littlewood es-
timate for the decomposition (Λdj )j∈N0 of B
d, by a reduction to the one dimen-
sional case. Note, that each set in the intersection of (4.16) is a multidimensional
variant of a set covered by (4.13) and Lemma 4.8.
Theorem 4.15. Let E be a Banach space of class HT and 1 < p < ∞. For every
q ∈ [1,∞) there is a constant Cp,q,E such that
C−1E,p,q‖ f ‖lp(Zd,E) ≤ ‖ ∑
j∈N0
rjT1Λdj
f ‖Lq([0,1],lp(Zd,E)) ≤ CE,p,q‖ f ‖lp(Zd,E), (4.18)
for all f ∈ lp(Zd, E).
Proof. By Lemma 4.4 (a) we have T1
Λdj
= T1B
2−j−1
− T1B
2−j−2
. Hence Theorem 4.9
yields T1
Λdj
∈ B(lp(Zd, E)) for every j ∈ N0. A combination of (4.17) and
Lemma 4.4 (a) gives
T1
Λdj
=
d
∑
k=1
T1Bj+1,1 ◦ · · · ◦ T1Bj+1,k−1 ◦ T1Λj,k ◦ T1Bj,k+1 ◦ · · · ◦ T1Bj,d =
d
∑
k=1
Rj,k ◦ TΛj,k
with Rj,k = T1Bj+1,1 ◦ · · · ◦ T1Bj+1,k−1 ◦ T1Bj,k+1 ◦ · · · ◦ T1Bj,d (here we used the identity
T1A ◦ T1B = T1B ◦ T1A , which holds true for all subsets A, B ⊂ Bd for which the
operators T1A , T1B exist).
Since T1Λj,k is the multi-dimensional version of V˜j applied in direction zk, we
obtain with the notation of Lemma 4.8 from (4.13)
‖ ∑
j∈N0
ejT1Λj,k f ‖
p
lp(Zd,E) = ∑
zˇk∈Zd−1
‖ ∑
j∈N0
ej[V˜j f (z1, . . . , zk−1, ·, zk+1, . . . , zd)]‖plp(Z,E)
≤ Cpp,E‖ f ‖plp(Zd,E),
(4.19)
for all f ∈ lp(Zd, E) and every choice ej ∈ {−1, 1}. Furthermore, Theorem 4.9
together with Lemma 2.56 shows, that {Rj,k : j ∈ N0, k ∈ {1, . . . , d}} is a
R-bounded subset of B(lp(Zd, E)). Now for any sequence f ∈ s0(Zd, E) we
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obtain by (4.19)
∫ 1
0
‖ ∑
j∈N0
rj(t)T1Λdj
f ‖lp(Zd,E)dt =
∫ 1
0
‖ ∑
j∈N0
rj(t)
( d
∑
k=1
Rj,k ◦ T1Λj,k
)
f ‖lp(Zd,E)dt
≤
d
∑
k=1
∫ 1
0
‖ ∑
j∈N0
rj(t)Rj,k ◦ T1Λn,k f ‖lp(Zd,E)dt
≤ R1
({Rj,k : j ∈N0, k = 1, . . . , d}) d∑
k=1
∫ 1
0
‖ ∑
n∈N
rj(t)T1Λj,k f ‖lp(Zd,E)dt
≤ R1
({Rj,k}j,k) d∑
k=1
sup
t∈[0,1]
‖ ∑
j∈N0
rj(t)TTΛj,k f ‖lp(Zd,E)
≤ R1
({Rj,k}j,k) d∑
k=1
sup
ej∈{−1,1}
‖ ∑
j∈N0
ejT1Λj,k f ‖lp(Zd,E)
≤ d · R1
({Rj,k}j,k) · Cp,E‖ f ‖lp(Zd,E).
Denseness of s0(Zd, E) in lp(Zd, E) implies that the first inequality of Theo-
rem 4.14 (b) is satisfied. For the second one we recall from Section 2.5 that with
E also E′ is of class HT . Further the adjoint of T1
Λdj
is T1
Λdj
and the dual space
of lp(Zd, E) may be identified with lp
′
(Zd, E′). Thus we can preform the same
calculation as above in the dual setting, changing only the constant Cp,E to Cp′,E′
which shows the validity of Theorem 4.14 (b).
4.4 Multiplier Theorems for the Fourier Transform
After this preparations we are able to give sufficient conditions for a function
m ∈ L∞(Bd,B(E0, E1)) to be contained in Mp(Zd, E0, E1). As in the scalar
valued case, for the Fourier Transform on Rd, it seems to be impossible to
find an characterization of Mp(Zd, E0, E1). We start with a typical Stecˇkin’s
type multiplier theorem. Within the proof we use the fundamental theorem
of calculus, which involves boundary values. For this reason we introduce the
following notation.
Let 0 6= α ≤ (1, . . . , 1) be a multi index in Nd0 and (ij)j=1,...,m be an enu-
meration of the non-zero components of α, i.e. αij 6= 0. For k ∈ {1, . . . , d} and
s = (s1, . . . , sd) ∈ Bd define an element sα ∈ Bd by
(sα)k :=
{
sk : k = ij for some j ∈ 1, . . . , m
−1/2 : else.
For any integrable function g : Bd → E and t ∈ Bd we define
α−
∫ t
−1/2
g(sα)dsα :=
∫ ti1
−1/2
· · ·
∫ tim
−1/2
g(sα)dsim · · · dsi1 ,
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in particular we integrate the function only with respect to those variables, that
correspond to an index j for which αj 6= 0. All the other components get fixed
at the value −1/2. Consequently if α = 0 we set s0 := (−1/2, . . . ,−1/2) and
0−
∫ t
−1/2
g(s0)ds0 := g(−1/2, . . . ,−1/2).
With this notation we have
Lemma 4.16.
(i) If g ∈ Cd(Bd, E) and t ∈ Bd, then
g(t) = ∑
α≤(1,...,1)
α−
∫ t
−1/2
∂αg(sα)dsα.
(ii) If g ∈ Cd(Bd, E), t ∈ Bd and α ∈Nd0 with α ≤ (1, . . . .1) fixed. Then
α−
∫ t
−1/2
∂αg(sα)dsα =
∫
Bd
Qs,α(t)∂αg(sα)ds,
where Qs,α(t) =
d
∏
k=1
1[(sα)k ,1/2](tk).
Proof. (i) Let us start with the case d = 1. Then by Theorem A.10
g(t)− g(−1/2) =
∫ t
−1/2
g′(s)ds.
Hence g(t) = ∑α∈{0,1} α−
∫ t
−1/2 ∂
αg(sα)dsα. Denote by βd := (1, . . . , 1) the
d-dimensional multi index with all components equal to 1 and assume the
statement is true for d− 1. Then we have for t ∈ Bd
g(t1, . . . , td−1, td)− g(t1, . . . , td−1,−1/2) =
∫ td
−1/2
∂dg(t1, . . . , td−1, sd)dsd
or equivalently by Fubini’s Theorem (A.11) and Theorem A.9
g(t) =
∫ td
−1/2
∂dg(t1, . . . , td−1, sd)dsd + ∑
α≤βd−1
α−
∫ (t1,...,td−1)
−1/2
∂αg(sα,−1/2)dsα
= ∑
α≤βd−1
α−
∫ (t1,...,td−1)
−1/2
∫ td
−1/2
∂d∂
αg(sα, sd)dsddsα
+ ∑
α≤βd−1
α−
∫ (t1,...,td−1)
−1/2
∂αg(sα,−1/2)dsα
= ∑
α≤βd−1
(α, 1)−
∫ t
−1/2
∂(α,1)g(s(α,1))ds(α,1)
+ ∑
α≤βd−1
(α, 0)−
∫ t
−1/2
∂(α,0)g(s(α,0))ds(α,0)
= ∑
α≤βd
α−
∫ t
−1/2
∂αg(sα)dsα.
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This finishes the induction.
(ii) We observe 1[−1/2,t](s) = 1[s,1/2](t) for all t, s ∈ [−1/2, 1/2]. Let us again treat
the case d = 1 first. If α = 0 we have by definition
α−
∫ t
−1/2
∂αg(sα)dsα = g(−1/2) =
∫ 1/2
−1/2
g(−1/2)ds
=
∫ 1/2
−1/2
1[−1/2,1/2](s)g(−1/2)ds =
∫ 1/2
−1/2
Qs,0(t)∂0g(s0)ds.
If α = 1 we obtain
α−
∫ t
−1/2
∂αg(sα)dsα =
∫ t
−1/2
g′(s)ds =
∫ 1/2
−1/2
1[−1/2,t](s)g′(s)ds
=
∫ 1/2
−1/2
1[s,1/2](t)∂
1g(s1)ds =
∫ 1/2
−1/2
Qs,1(t)∂1m(s1)ds.
Hence the statement is true for d = 1. Assume again, that it is also true
for d− 1 where d ≥ 2. Then we get for any α ≤ βd−1
(α, 0)−
∫ t
−1/2
∂(α,0)g(s(α,0))ds(α,0) = α−
∫ (t1,...,td−1)
(−1/2,...,−1/2)
∂αg(sα,−1/2)dsα
=
∫
Bd−1
Qs,α(t1, . . . , td−1)∂αg(sα,−1/2)ds
=
∫
Bd−1
Qs,α(t1, . . . , td−1)
∫ 1/2
−1/2
1[−1/2,1/2](td)∂αg(sα,−1/2)dtdds
=
∫
Bd
Qs,(α,0)(t)∂
(α,0)g(s(α,0))ds
and
(α, 1)−
∫ t
−1/2
∂(α,1)g(s(α,1))ds(α,1) =
∫ td
−1/2
α−
∫ (t1,...,td−1)
(−1/2,...,−1/2)
∂d∂
αg(sα, y)dsαdy
=
∫ td
−1/2
∫
Bd−1
Qs,α(t1, . . . , td−1)∂d∂αg(sα, y)dsdy
=
∫
Bd−1
Qs,α(t1, . . . , td−1)
∫ 1/2
−1/2
1[−1/2,td](y)∂d∂
αg(sα, y)dyds
=
∫
Bd−1
Qs,α(t1, . . . , td−1)
∫ 1/2
−1/2
1[y,1/2](td)∂d∂
αg(sα, y)dyds
=
∫
Bd
Qs,(α,1)(t)∂
(α,1)g(s(α,1))ds
and we have shown (ii).
Now (i) and (ii) from the Lemma above, allow for a representation of g(t)
for sufficiently smooth g in terms of
g(t) = ∑
α≤(1,...,1)
∫
Bd
Qs,α(t)∂αm(sα)ds, (4.20)
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for all t ∈ Bd, which might be seen as a sum of weighted averages of the
derivatives of g.
Theorem 4.17. Let E0, E1 Banach spaces of class HT and p ∈ (1,∞).
(i) If m ∈ Cd(Bd,B(E0, E1)) then m ∈ Mp(Zd, E0, E1).
(ii) Let τ ⊂ B(E0, E1) be R-bounded. Define for any constant c > 0
Sc(τ) :=
{
m ∈ Cd(Bd,B(E0, E1)) : ∀α ∈Nd0 with α ≤ (1, . . . , 1)
∃hα ∈ L1(Bd,C) with ‖hα‖L1 ≤ c and a τ-valued function
nα ∈ L∞(Bd,B(E0, E1)) s.t. ∀θ ∈ Bd, ∂αm(θ) = hα(θ)nα(θ)}.
Then γc,τ := {Tm : m ∈ Sc(τ)} is R-bounded in B(lp(Zd, E0), lp(Zd, E1))
with Rp(γc,τ) ≤ cCE0,p,dRp(τ).
Proof. (i) Recall (4.20) and observe for t ∈ Bd
m(t) = ∑
α≤(1,...,1)
∫
Bd
Qs,α(t)mα(s)ds,
where Qs,α(t) = ∏dk=1 1[(sα)k ,1](tk) and mα(s) = ∂
αm(sα). For fixed s ∈ Bd
we have by assumption, that mα(s) is an element of B(E0, E1). Hence by
Theorem 4.9 and Remark 4.5
TQs,α·mα(s) = m˜α(s) · TQs,α ,
where m˜α(s) denotes the extension of mα(s) ∈ B(E0, E1) to a bounded and
linear operator lp(Zd, E0)→ lp(Zd, E1) given by
[
m˜α(s) f
]
(z) := mα(s) f (z)
for all z ∈ Zd. Moreover, for fixed s ∈ Bd the function t 7→ Qs,α(t) is the
indicator function of a cube. Thus we have by Theorem 4.9
‖TQs,α·mα(s)‖B(lp(E0),lp(E1)) ≤ Rp(γI)d‖mα(s)‖B(E0,E1),
where Rp(γI) is the R-bound of the set of multiplier operators corre-
sponding to indicator functions of a interval in the case d = 1. The conti-
nuity of the mapping s 7→ mα(s) combined with compactness of Bd yields
‖TQs,α·mα(s)‖B(lp(E0),lp(E1)) ≤ C < ∞ for all s ∈ Bd. Since Qs,α(t) is bounded
by 1 for all possible choices of s, t ∈ Bd we also obtain
‖Qs,α(t)mα(s)‖B(E0,E1) ≤ C.
Hence Lemma 4.4 (b) applies and yields
gα(t) :=
∫
Bd
Qs,α(t) ·mα(s)ds ∈ Mp(Zd, E0, E1). (4.21)
Since m is a finite sum of of Fourier multiplication functions gα, Lemma 4.4
(a) finishes the first part.
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(ii) Let m ∈ Sc(τ) with ∂αm = hα · nα for α ≤ (1, . . . , 1). As before
m(t) = ∑
α≤(1,...,1)
∫
Bd
hα(sα)ns,α(t)ds (4.22)
this time with ns,α(t) := Qs,α(t) · nα(sα) for s, t ∈ Bd. For fixed s ∈ Bd
and α ∈ Nd0 with α ≤ (1, . . . , 1) we have nα(sα) ∈ B(E0, E1). The same
argument as before shows that ns,α is an element of Mp(Zd, E0, E1). But
by assumption nα(sα) ∈ τ, so that Tns,α = TQs,α · n˜α(sα) is an element of
η := {T1Q·B : Q ⊂ Bd is a cube, B ∈ τ} = {T1Q : Q ⊂ Bd is a cube} ◦ τ˜
which is anR-bounded subset of B(lp(Zd, E0), lp(Zd, E1)) by Theorem 4.9,
Lemma 2.58 (c) and Lemma 2.56. Hence ns,α ∈ Mp(Zd, E0, E1) and Tns,α ∈
η where η is R-bounded. The additional assumption ‖hα‖L1 ≤ c implies
via Lemma 4.4 (c) that every integral on the right hand side in (4.22)
defines a bounded Fourier multiplication operator. Moreover this operator
is contained is the R-bounded subset c · η˜, where η˜ given in Lemma 4.4
(c). By (4.22) the Fourier multiplication operator corresponding to m is
given by a finite sum of operators contained in c · η˜. Thus m is a Fourier
multiplication functions by Lemma 4.4 (a). Moreover Tm ∈ C1absco(cη˜)
for some C1 > 0 and all m ∈ SC(τ). But C1absco(cη˜) is R-bounded by
Lemma 4.4 (a) and Lemma 2.57.
Remark 4.18. Since functions m ∈ Cd(Bd,B(E0, E1)) are of bounded variation part
(i) of Theorem 4.17 may be seen as a special version of Stecˇkin Multiplier Theorem,
see [EG77, Thm. 6.2.5].
After this preparatory work we are now in the position to give a multiplier
result, that allows the function m to have some oscillations at point 0. Let us
mention that there is nothing special about the point 0. If the oscillation occurs
at a ∈ Bd we apply the shift τ−a to reduce the situation to oscillations at the
point 0. We have seen before how shifts on a multiplication function behave
and do not affect the norm of the associated Fourier multiplication operator.
Theorem 4.19. Assume E0, E1 are Banach spaces of class HT . If we have a function
m ∈ Cd(Bd \ {0},B(E0, E1)) such that the set
τ :=
{|θ||α|∂αm(θ) : θ ∈ Bd \ {0}, α ≤ (1, . . . , 1)}
is aR-bounded subset of B(E0, E1), then m ∈ Mp(Zd, E0, E1) for all p ∈ (1,∞) with
‖Tm‖B(lp(Zd,E0),lp(Zd,E1)) ≤ CRp(τ),
for some constant C depending on p, d, E0 and E1.
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Proof. Recall the decomposition of Bd \ {0} in terms of (Λdj )j∈N0 given in (4.16).
Now choose a functions ϕ0, ϕ1 ∈ C∞per(Bd) with the properties
ϕ0 ≡ 1 on Λd0, suppϕ0 ⊂ Λd0 ∪Λd1
ϕ1 ≡ 1 on Λd1, suppϕ1 ⊂ B3/8 \ B3/32
and define for j ≥ 2 and θ ∈ Bd, ϕj(θ) := ϕ1(2j−1θ). Then ϕj ≡ 1 on Λdj and
suppϕj ⊂ Λdj−1 ∪Λdj ∪Λdj+1.
Consider for j ∈ N0 the functions mj := ϕjm ∈ Cd(Bd,B(E0, E1)). Then we
have for every α ∈Nd0 with α ≤ (1, . . . , 1) and all θ ∈ Bd, because of 0 /∈ suppϕj
∂αmj(θ) = ∑
γ≤α
(
α
γ
)
(∂α−γϕj)(θ)∂γm(θ)
=
1
|θ||α| ∑γ≤α
(
α
γ
)
|θ||α|−|γ|(∂α−γϕj)(θ)|θ||γ|∂γm(θ)
= hj,α(θ) ∑
γ≤α
nj,α,γ(θ),
where nj,α,γ(θ) := (αγ)|θ||α|−|γ|(∂α−γϕj)(θ)|θ||γ|∂γm(θ) and
hj,α(θ) :=
1
|θ||α| ·
1Λd0∪Λd1(θ) : j = 01Λdj−1∪Λdj ∪Λdj+1(θ) : j ≥ 1.
We want to apply Theorem 4.17 (ii) to obtain that the set {Tmj : j ∈ N0} is
R-bounded in B(lp(Zd, E0), lp(Zd, E1)). Hence we have to show that the scalar
valued functions hj,α are uniformly bounded in L1(Bd), i.e. there is a constant
C > 0 independent of α and j such that ‖hj,α‖L1(Bd) ≤ C. In addition we
need to find a R-bounded set σ ⊂ B(E0, E1) such that nj,α := ∑γ≤α nj,α,γ ∈
L∞(Bd,B(E0, E1)) has values in σ, uniformly in j ∈ N0 and α ≤ (1, . . . , 1). We
have for any α ≤ (1, . . . , 1) ∈Nd0∫
Bd
|h0,α(θ)|dθ =
∫
Λd0∪Λd1
1
|θ||α| dθ ≤ vol(Λ
d
0 ∪Λd1)8|α| ≤ 8d(1− (1/8)d) ≤ 23d
and for j ≥ 1∫
Bd
|hj,α(θ)|dθ =
∫
Λdj−1∪Λdj ∪Λdj+1
1
|θ||α| dθ ≤ vol(Λ
d
j−1 ∪Λdj ∪Λdj+1)2(j+3)|α|
= (2−jd − 2(−j−3)d)2(j+3)d ≤ 23d.
Thus ‖hj,α‖L1(Bd) ≤ 23d for all j ∈ N0 and α ≤ (1, . . . , 1). Concerning the func-
tions nj,α,γ we recall γ ≤ α and observe supθ∈Bd |θ||α|−|γ|∂α−γϕ0(θ) ≤ C(ϕ0, α,γ),
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while for j ≥ 1
sup
θ∈Bd
|θ||α|−|γ|∂α−γϕj(θ) = sup
θ∈Bd
|θ||α|−|γ|2(j−1)|α−γ|(∂α−γϕ1)(2j−1θ)
≤ C(ϕ1, α,γ)(d2−j)|α|−|γ|2(j−1)|α−γ| = C(ϕ1, α,γ, d).
Setting C(d, ϕ0, ϕ1) := maxα≤βd
γ≤α
{(αγ)C(ϕ1, α,γ, d), (αγ)C(ϕ0, α,γ)}, where again
βd = (1, . . . , 1) ∈Nd0, yields
nj,α,γ(θ) ∈ C(d, ϕ0, ϕ1) · absco(τ) (4.23)
and the right hand side of (4.23) is a R-bounded subset of B(E0, E1) by as-
sumption and Lemma 2.56. Hence there is another constant C1 > 0 such that
nj,α(θ) ∈ C1C(d, ϕ0, ϕ1) · absco(τ) which also shows boundedness of nj,α. Mea-
surability follows from continuity.
So far we have shown all requirements of Theorem 4.17 (ii) and obtain that the
set {Tmj : j ∈N0} is R-bounded in B(lp(Zd, E0), lp(Zd, E1)).
For f ∈ s0(Zd, E0) the expression Tm f is a well defined element of l∞(Zd, E0)
and we have by construction for any j ∈N0 the identity
Tmj T1Λdj
f = Tϕj·m·1Λdj
f = Tm·1
Λdj
f = T1
Λdj
Tm f .
Finally we use Theorem 4.15 to obtain for f ∈ s0(Zd, E0)
‖Tm f ‖lp(Zd,E1) ≤ CE1,p‖ ∑
j∈N0
rjT1Λdj
Tm f ‖Lp([0,1],lp(Zd,E1))
= CE1,p‖ ∑
j∈N0
rjTmj T1Λdj
f ‖Lp([0,1],lp(Zd,E1))
≤ CE1,pRp({Tmj : j ∈N0})‖ ∑
j∈N0
rjT1Λdj
f ‖Lp([0,1],lp(Zd,E0))
≤ CE1,pRp({Tmj : j ∈N0})CE0,p‖ f ‖lp(Zd,E0).
Thus denseness of s0(Zd, E0) in lp(Zd, E0) gives the result.
Concerning Fourier multiplication operators we make the following obser-
vation which is a simple consequence of Lemma 2.17.
Remark 4.20. If m : Bd → B(E0, E1) is a Fourier multiplication function, then the
associated (bounded) Fourier multiplication operator Tm : lp(Zd, E0) → lp(Zd, E1) is
translation invariant.
4.5 Multiplier Theorems for Zak and Bloch Transform
In view of the decompositions (2.5) and (2.6) it is easy to formulate all results
concerning Fourier multiplication functions from Section 4.4 for both the Zak
and the Bloch Transform. Let us recall from Section 2.5 that if E is of class
HT so is Lp(Id, E) for p ∈ (1,∞). The transition for the Zak Transform is very
simple and we obtain
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Theorem 4.21. Let E0, E1 be Banach spaces, 1 < p < ∞ and assume that we are
given a bounded and measurable function m : Bd → B(Lp(Id, E0), Lp(Id, E1)) that is
a Fourier multiplication function, i.e.
Tm f := FMmF−1 f
extends to a bounded operator lp(Zd, Lp(Id, E0)) → lp(Zd, Lp(Id, E1)). Then m is a
Zak multiplication function, i.e.
Zm f := Z−1MmZ f ,
first defined for f ∈ Lps (Rd, E0), extends to a bounded linear and periodic operator
Lp(Rd, E0)→ Lp(Rd, E1).
Proof. Because of Z f = F−1Γ f for all f ∈ Lps (Rd, E0) and Γ f ∈ s(Zd, Lp(Id, E0))
we obtain
Zm f = Γ−1FMmF−1Γ f = Γ−1TmΓ f .
But both Γ and Γ−1 are bounded linear operators. Hence boundedness of Tm
implies the one of Zm. For periodicity of Zm we recall the equations (3.1) as
well as the translation invariance of Tm. Thus we obtain for any z ∈ Zd
Zmτz f = Γ−1Tmτ−zΓ f = Γ−1τ−zTmΓ f = τzΓ−1TmΓ f = τzZm f .
Since the Bloch Transform involves operations on the spaces Lp(Id, E0) and
Lp(Id, E1) the transition is not as easy as it was for the Zak Transform. Nev-
ertheless the sufficient condition given in Theorem 4.17 (i) and Theorem 4.19
have natural counterparts.
Theorem 4.22. Let E0, E1 be Banach spaces of class HT and 1 < p < ∞.
(i) If m ∈ Cd(Bd,B(Lp(Id, E0), Lp(Id, E1)), then Bm f := Φ−1MmΦ f first defined
for f ∈ Lps (Rd, E0) extends to a bounded, linear and periodic operator
Bm : Lp(Rd, E0)→ Lp(Rd, E1).
(ii) If m ∈ Cd(Bd \ {0},B(Lp(Id, E0), Lp(Id, E1)) is such that
τ := {|θ||α|∂αm(θ) : θ ∈ Bd, α ≤ (1, . . . , 1)}
is a R-bounded subset of B(Lp(Id, E0), Lp(Id, E1)), then m is a Bloch multipli-
cation function, i.e. the operator
Bm f := Φ−1MmΦ f
extends to a bounded, linear and periodic operator Bm : Lp(Rd, E0)→ Lp(Rd, E1)
with ‖Bm‖ ≤ CRp(τ).
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Proof. (i) If m ∈ Cd(Bd,B(Lp(Id, E0), Lp(Id, E1))), so is Ξ−1mΞ by the defini-
tion of Ξ. Hence Theorem 4.17 (i) implies
Ξ−1mΞ ∈ Mp(Lp(Id, E0), Lp(Id, E1)).
Now Theorem 4.21 applies to the function Ξ−1mΞ, i.e.
ZΞ−1mΞ ∈ B(lp(Zd, Lp(Id, E0)), lp(Zd, Lp(Id, E1))).
Thus Bm = Γ−1ZΞ−1mΞΓ ∈ B(Lp(Rd, E0), Lp(Rd, E1)) by boundedness of Γ
and Γ−1.
(ii) Recall the definition of Ξ given in Section 2.2. For fixed θ ∈ Bd, Ξ(θ) is
the (bounded invertible) multiplication operator on the space Lp(Id, E),
multiplying with the function x 7→ e−2piiθ·x. If we are able to show that the
function θ 7→ Ξ−1(θ)m(θ)Ξ(θ) is a Fourier multiplication function, then
Theorem 4.21 together with (2.6) gives the statement. In order to apply
Theorem 4.19 to the function θ 7→ Ξ−1(θ)m(θ)Ξ(θ) we note first that both
Ξ and Ξ−1 are elements of C∞(Bd,B(Lp(Id, E))) for any Banach space E.
For each α ∈Nd0 the derivatives are given by
∂αΞ(θ) =Mx 7→(−2piix)αe−2piixθ
∂αΞ−1(θ) =Mx 7→(2piix)αe2piixθ ,
i.e. ∂αΞ(θ) and ∂αΞ−1(θ) are multiplication operators on Lp(Id, E), multi-
plying with scalar functions that are bounded by (2pi)|α|. Hence we have
by Lemma 2.58 (a) that the sets
κ1 :=
{
|θ||β|∂βΞ(θ) : θ ∈ Bd, β ≤ (1, . . . , 1)
}
,
κ2 :=
{
|θ||β|∂βΞ−1(θ) : θ ∈ Bd, β ≤ (1, . . . , 1)
}
are R-bounded subsets of B(Lp(Id, E)), for any Banach space E, with
Rp(κi) ≤ 2(2pi)d.
For any α ≤ (1, . . . , 1) and θ ∈ Bd \ {0} we have
|θ||α|[∂αΞ−1mΞ](θ)
= ∑
γ1≤α
∑
γ2≤α−γ1
(
α
γ1
)(
α− γ1
γ2
)
|θ||γ1|[∂γ1Ξ−1](θ) ◦ |θ||γ2|[∂γ2 m](θ)◦
|θ||α−γ1−γ2|[∂α−γ1−γ2Ξ](θ)
∈ ∑
γ1≤α
∑
γ2≤α−γ1
(
α
γ1
)(
α− γ1
γ2
)
κ2 ◦ τ ◦ κ1.
But the last set in the equation above is R-bounded by the assumption of
the theorem and Lemma 2.56. Hence θ 7→ Ξ−1(θ)m(θ)Ξ(θ) satisfies the
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assumptions of Theorem 4.19 and TΞ−1mΞ extends to a bounded translation
invariant operator lp(Zd, Lp(Id, E0))→ lp(Zd, Lp(Id, E1)). Because of
Bm = Γ−1FΞ−1MmΞF−1Γ = Z−1TΞ−1mΞZ
the statement follows from Theorem 4.21.
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Applications
This chapter is devoted to applications of the multiplier theorems 4.19 and 4.21
of the previous chapter. We will show how they can be used to obtain the band
gap structure of the spectrum of periodic operators on Lp(Rd, E). Once this
is done, we proceed by reassembling a given family of unbounded operators
defined on a Banach space E and parametrized by θ ∈ Bd to an unbounded
translation on lp(Zd, E). This will then allow to consider a family of unbounded
operators defined on Lp(Id, E) and reassemble them to an unbounded periodic
operator on Lp(Rd, E), by use of the Bloch Transform. The same techniques
used for this procedure enables for a according reassembling of the functional
calculus. At the end of this chapter we will see that even more properties of the
fiber operators carry over, such as p-independence of the spectrum and stability
of C0-semigroups.
Clearly all this can not be done without further assumptions. In the com-
plete abstract setting it is convenient to assume analyticity of the family of fiber
operators, a notion we will introduce now. We are guided by [Kat66], where
the same notion is used for one complex variable.
5.1 Analytic Families of Operators Depending on
Several Variables
We generalize several known results of analytic families of bounded and un-
bounded operators depending on a parameter z ∈ C to the case, where the
parameter now is taken from Cd for some d ∈ N. A detailed treatment of the
theory for d = 1 is given in [Kat66]. For multidimensional parameters we use
Hartogs approach that characterizes analyticity by partial analyticity for scalar
valued functions [Har06]. A similar approach is used in [Sca99]. This charac-
terization allows to develop a multidimensional version of Cauchy’s Integral
Formula (see [KK83, Prop.1.3]), which makes it possible to extend the known
theory to the case d > 1. As a first step we recall the definition of analyticity of
scalar valued functions in the case of a multidimensional domain of definition.
One treats vector-valued functions by first applying a functional, which reduces
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the consideration to the well known scalar case. The vector valued statement
then follows by the Hahn Banach theorem.
Analyticity in the case of several variables
Definition 5.1. Let d ∈ N and D ⊂ Cd be an open set. For ζ = (ζ1, . . . , ζd) ∈ Cd
and εd := (ε1, . . . , εd) we call the set
Pεd(ζ) := {z ∈ Cd : |zj − ζ j| < ε j , j = 1, . . . , d}
a polycylinder around ζ. A function f : D → C is called analytic at the point ζ0 ∈ D
if there is a polycylinder Pεd(ζ0) ⊂ D and a sequence (aα)α∈Nd0 ∈ C such that the
series
P(z) :=∑
α
aα(z− ζ0)α =∑
α
aα
d
∏
j=1
(zj − ζ0,j)αj
converges absolutely for all z ∈ Pεd(ζ0) and represents f . That is f (z) = P(z) for all
z ∈ Pεd(ζ0). A function f : D → C is called analytic if it is analytic at every point
ζ0 ∈ D.
We required the power series in the definition to be absolute convergent
so that we do not have to care about the order of summation. In the case of
one complex variable the absolute convergence follows on a slightly smaller
polycylinder.
Next we extend this definition to functions having values in a Banach space
E. As in the case of one parameter the following notions of analyticity turn out
to be equivalent.
Definition 5.2. Let E be a Banach space, D ⊂ Cd a domain and f : D → E.
(i) The function f is called weakly analytic at the point ζ0 ∈ D, if for all e′ ∈ E′ the
scalar valued function ζ 7→ e′[ f (z)] ∈ C is analytic at ζ0.
(ii) The function f is called strongly analytic at the point ζ0, if there is a polycylinder
Pεd(ζ0) ⊂ D and a sequence (aζ0α )α∈Nd0 ⊂ E such that for all z ∈ Pεd(ζ0) the
series
P(z) :=∑
α
aζ0α (z− ζ0)α
converges absolutely and represents f , i.e. P(z) = f (z) for z ∈ Pεd(ζ0).
The function f is called weakly/strongly analytic in D if the corresponding property
holds for all ζ0 ∈ D.
It is clear, right from the definition, that every strongly analytic function is
weakly analytic. But the converse is also true as we will show in a moment.
Obviously, strongly analytic functions are continuous.
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Cauchy’s Integral Formula for Several Complex Variables
Cauchy’s integral formula known for scalar-valued functions depending on one
complex variable directly extends to functions depending on several complex
variables see [BM48, KK83].
Theorem 5.3. Let D ⊂ Cd be a domain and f : D → C be analytic. Consider for
some η ∈ D and ρ = (ρ1, . . . , ρd) ∈ Rd>0 the set Tρ(η) := {z ∈ Cd : |zj − ηj| = ρj}.
If ρ ∈ Rd>0 and η ∈ D are such that Tρ(η) ⊂ D, then
f (z) =
1
(2pii)d
∫
Tρ(η)
f (ζ)
(ζ − z)(1,...,1) dζ
=
1
(2pii)d
∫
|zd−ηd|=ρd
· · ·
∫
|z1−η1|=ρ1
f (ζ1, . . . , ζd)
(ζ1 − z1) · · · (ζd − zd)dζ1 · · · dζd
for all z in the interior of Tρ(η). Moreover f is complex differentiable of any order with
∂αz f (z) =
α!
(2pii)d
∫
Tρ(η)
f (ζ)
(ζ − z)(1,...,1)+α dζ
=
α!
(2pii)d
∫
|zd−ηd|=ρd
· · ·
∫
|z1−η1|=ρ1
f (ζ1, . . . , ζd)
(ζ1 − z1)α1+1 · · · (ζd − zd)αd+1 dζ1 · · · dζd
for all z in the interior of Tρ(η).
The formulas in the theorem above directly extend to vector valued analytic
functions. Indeed let f : D → E be analytic. Then for every e′ ∈ E′ the function
F : D → C, z 7→ F(z) := e′[ f (z)] is analytic and an application of Hahn Banach
Theorem shows,
∂αz f (z) =
α!
(2pii)d
∫
Tρ(η)
f (ζ)
(ζ − z)(1,...,1)+α dζ
=
α!
(2pii)d
∫
|zd−ηd|=ρd
· · ·
∫
|z1−η1|=ρ1
f (ζ1, . . . , ζd)
(ζ1 − z1)α1+1 · · · (ζd − zd)αd+1 dζ1 · · · dζd
(5.1)
where ρ, z and η are as before. Note that the integral on the right-hand side is
now a Bochner integral in E.
With this formulas at hand it is now possible to show the equivalence of
strong and weak analyticity.
Lemma 5.4. A functions f : D → E is weakly analytic if and only if f is strongly
analytic.
Proof. It is clear, that strong analyticity implies the weak one. For the converse
direction we argue similar as in the case of one complex variable. We see, from
Cauchy’s integral formula given above, that f is strongly differentiable. Apply-
ing a multi dimensional Taylor Series for vector valued functions ( [Lan93, XIII,
§6]) gives the result as in [KK83, Ch.0 §4, Cor. 4.8].
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Analyticity of Families of Bounded Operators
In the previous chapters the multiplication functions under consideration have
always been B(E0, E1)-valued. Analyticity of these functions will be investi-
gated now.
Definition 5.5. Consider two Banach spaces E1, E2 a domain D ⊂ Cd and a function
f : D → B(E1, E2). We call f
(i) weakly analytic in D if for all e ∈ E1 and e′ ∈ E2 the function
D 3 ζ 7→ e′ [ f (ζ)e] ∈ C
is analytic.
(ii) strongly analytic in D if for all e ∈ E1 the function
D 3 ζ 7→ f (ζ)e ∈ E2
is analytic.
(iii) uniformly analytic if it is strongly analytic in the sense of Definition 5.2 where E
is replaced by B(E1, E2).
An immediate consequence of this definition, Lemma 5.4 and Hartogs char-
acterization of analyticity in terms of partial analyticity is the following (com-
pare [Kat66, III §3.1]).
Corollary 5.6. For a function f : D → B(E1, E2) the notion of strong, weak and
uniform analyticity are equivalent.
Analyticity of Families of Unbounded Operators
Since we are not only interested in the investigation of bounded operators we
need a corresponding notion of analyticity for functions with values in the set
of unbounded operators. This is done via a reduction to the bounded case. In
order to distinguish these two concepts we call analytic families of bounded
operators ’bounded analytic families’.
For two Banach spaces E0, E1 denote by C(E0, E1) the set of all closed oper-
ators (A, D(A)) : E0 → E1. As usual we set C(E) := C(E, E).
Definition 5.7. Let D ⊂ Cd be a domain and F : D → C(E0, E1). The function F
is called analytic at the point ζ0 ∈ D, if there is a polycylinder Pεd(ζ0) ⊂ D and a
Banach space Z as well as bounded analytic families
Pεd(ζ0) 3 z 7→ U(z) ∈ B(Z, E0) Pεd(ζ0) 3 z 7→ V(z) ∈ B(Z, E1)
such that U(z) maps Z onto D(F(z)) one-to-one and F(z)U(z) = V(z), for all z ∈
Pεd(ζ0). F is called analytic in D if it is analytic at every point ζ0 ∈ D.
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Since every bounded operator is also closed one may ask if, in the case of
functions with values in the bounded operators, the two definitions given so
far coincide. This is indeed the case.
Assume that T : D → B(E0, E1) is analytic at some point ζ0 ∈ D in the sense
of Definition 5.7. Since D(T(z)) = E0 for z in the polycylinder of analyticity,
U(z) maps Z onto E0 one to one and hence the open mapping theorem im-
plies U(z)−1 ∈ B(E0, Z). Now a Neumann series argument gives the ‘bounded
analyticity’ of z 7→ U(z)−1 for z in a possibly smaller polycylinder. Hence
z 7→ F(z) = V(z) ◦U(z)−1 is bounded analytic in this polycylinder1. For the
converse direction just choose Z = E0, U(z) := idE0 and V(z) := F(z).
One of the most important results concerning unbounded analytic families
of operators is the following theorem. It links analyticity of a family of closed
operators to analyticity of their resolvent operators. The proof is based on the
corresponding result for one variable given in [Kat66, Ch.VII §2-Thm1.3].
Theorem 5.8. Let E be a Banach spaces D ⊂ Cd a domain, F : D → C(E), ζ0 ∈ D
and λ ∈ ρ(F(ζ0)). F is analytic at the point ζ0 if and only if there is a polycylinder
Pεd(ζ0) ⊂ D such that λ ∈ ρ(F(z)) for all z ∈ Pεd(ζ0) and the mapping
Pεd(ζ0) 3 z 7→ R(λ, F(z))
is bounded analytic. Moreover the function (λ, z) 7→ R(λ, F(z)) is bounded analytic
on the set of all λ, z such that λ ∈ ρ(F(ζ0)) and z in a polycylinder depending on λ.
Proof. First suppose that F is analytic at the point ζ0 and let Pεd(ζ0), U(z) and
V(z) be as in Definition 5.7. For λ ∈ ρ(F(ζ0)) and z ∈ Pεd(ζ0) we have
(λ− F(z))U(z) = λU(z)−V(z)
and λU(ζ0) − V(ζ0) = (λ − F(ζ0))U(ζ0) maps Z onto E one to one. Hence
the inverse [λU(ζ0)−V(ζ0)]−1 exists and belongs to B(E, Z), by the open map-
ping theorem. A Neumann Series argument now implies the existence of a
polycylinder Pεd1(ζ0) such that Pεd1(ζ0) 3 z 7→ [λU(z) − V(z)]
−1 is bounded
analytic. Hence R(λ, F(z)) = U(z)[λU(z)−V(z)]−1 is analytic on Pεd1(ζ0).
Conversely assume z 7→ R(λ, F(z)) is bounded analytic at the point ζ0 ∈ D.
Let Pεd1(ζ0) be the polycylinder given in the definition of analyticity and set
Z := E, U(z) := R(λ, F(z)) and V(z) := λU(z)− idE for z ∈ Pεd1(ζ0). Then U
and V satisfy the properties of Definition 5.7 and moreover
F(z)U(z) = F(z)R(λ, F(z)) = λR(λ, F(z))− idE = V(z)
for z ∈ Pεd1(ζ0). Hence z 7→ F(z) is analytic at the point ζ0. The analyticity of
(λ, z) 7→ R(λ, F(z)) follows with the exact same arguments as in [Kat66, Ch.IV
§3-Thm3.12].
1The composition of two ‘bounded analytic’ functions is again bounded analytic. This fact
may be derived from the scalar valued situation via Corollary 5.6.
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The assumptions on the multiplication functions in the previous chapter
always contained some R-boundedness condition. Bounded analytic families
of operators satisfy this assumption -at least- on compact subsets. Even if we do
not use this property later on, we decided to include it for sake of completeness.
Bounded Analyticity and R-boundedness
In view of the previous results and the multiplier theorems of Chapter 4 it
would be helpful and desirable if bounded analytic operator families are R-
bounded. This is not true in this generality but one obtains
Theorem 5.9. Let E0, E1 be Banach spaces, D ⊂ Cd a domain and T : D → B(E0, E1)
bounded analytic. If K ⊂ D is compact then the set {T(z) : z ∈ K} is R-bounded in
B(E0, E1).
Proof. First we note that by definition we find for every ζ0 ∈ D a polycylinder
Pεd(ζ0) and coefficients a
ζ0
α such that
T(z) =∑
α
aζ0α (z− ζ0)α, for z ∈ Pεd(ζ0), (5.2)
where the power series is absolutely convergent. Since Pεd(ζ0) is open we find
a radius r > 0 such that Br := {z ∈ Cd : |z− ζ0| < r} ⊂ Pεd(ζ0) and
ρ :=∑
α
‖aζ0α ‖B(E0,E1)r|α| < ∞.
To see this choose z = ζ0 + (r, . . . , r)T which is an element of Pεd(ζ0) and apply
the absolute convergence of (5.2). Applying Theorem 2.55 yields for zj ∈ Br
and ej ∈ E0
‖
m
∑
j=1
rj(·)T(zj)ej‖Lp([0,1],E1) = ‖
m
∑
j=1
rj(·)∑
α
aζ0α (zj − ζ0)αej‖Lp([0,1],E1)
≤∑
α
‖aζ0α ‖B(E0,E1)‖
m
∑
j=1
rj(·)(zj − ζ0)αej‖Lp([0,1],E0)
≤ 2∑
α
‖aζ0α ‖B(E0,E1)‖
m
∑
j=1
rj(·)r|α|ej‖Lp([0,1],E0)
= 2ρ‖
m
∑
j=1
rj(·)ej‖Lp([0,1],E0).
Hence the set {T(z) : z ∈ Br} is R-bounded. Covering the compact set K with
finitely may such sets gives the result via Lemma 2.56.
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5.2 Band Gap Structure of The Spectrum of Periodic
Operators
For this section lets assume we are given a reflexive and separable Banach
space E of class HT and a closed operator (A, D(A)) : Lp(Rd, E)→ Lp(Rd, E),
p ∈ (1,∞) which has the properties
(A.i) A is periodic ,
(A.ii) the resolvent set ρ(A) contains a unbounded sequence (λk)k∈N such
that for all f ∈ Lp(Rd, E) we have lim
k→∞
λkR(λk, A) f = f .
In case (A.i) and (A.ii) are satisfied, we know by Theorem 3.38 that there is a
family of closed operators (A(θ), D(A(θ))) : Lp(Id, E)→ Lp(Id, E) with
A f = Φ−1A(·)Φ f for all f ∈ DA
as well as a set Ω ⊂ Bd of measure zero such that
ρ(A) ⊂ ⋂
θ∈Bd\Ω
ρ(A(θ)).
By (A.ii) and the principle of uniform boundedness, we find a constant M > 0
with supk∈N ‖λkR(λk, A)‖ ≤ M. Without loss of generality, we may assume,
that the unbounded sequence (λk)k∈N0 is arranged in increasing order (with
respect to the modulus). Then there is a k0 ∈ N such that ‖R(λk, A))‖ < 1 for
k ≥ k0.
Lemma 5.10. If we have in addition to (A.i) and (A.ii) that the multiplication function
mλν : B
d → B(Lp(Id, E)) corresponding to R(λν, A) is continuous for some ν ≥ k0.
Then mµ is continuous for every µ ∈ ρ(A). In particular we obtain
ρ(A) ⊂ ⋂
θ∈Bd
ρ(A(θ)).
Proof. Recall the construction of the fiber operators (A(θ), D(A(θ))) given in
the proof of Theorem 3.30. From the resolvent identity (2.7) we deduced
mλ −mµ = (µ− λ)mλ ◦mµ (5.3)
as equality in L∞(Bd,B(Lp(Id, E)) for all λ, µ ∈ ρ(A). Substituting λ = λν and
rewriting (5.3) yields for any µ ∈ ρ(A)
mλν = (µ− λν)
[
mλν + idLp(Id,E)] ◦mµ.
In particular we have for almost all θ ∈ Bd
mλν(θ) = (µ− λν)
[
mλν(θ) + idLp(Id,E)] ◦mµ(θ).
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Now continuity together with ‖R(λν, A)‖ < 1 implies, that [mλν(θ) + idLp(Id,E)]
is invertible for all θ ∈ Bd. Since inversion is a continuous operation we obtain
the continuity of mµ via
mµ(θ) = (µ− λν)−1
[
mλν(θ) + idE]
−1 ◦mλν(θ).
For the statement concerning the resolvent sets we observe that (5.3) turns, by
continuity, into the point wise equation
mλ(θ)−mµ(θ) = (µ− λ)mλ(θ) ◦mµ(θ). (5.4)
A review of the proof of (3.36) and Lemma 3.29 shows that mλ(θ) is the resol-
vent operator of a uniquely defined closed and linear operator
(A(θ), D(A(θ))) : Lp(Id, E)→ Lp(Id, E)
for all θ ∈ Bd and λ ∈ ρ(A). Moreover we obtain λ ∈ ρ(A(θ)) for all θ ∈ Bd
and λ ∈ ρ(A) and the Lemma is proven.
Complementing the assumptions (A.i), (A.ii) by some additional regularity
of the family of fiber operators we are now able to proof the band gap struc-
ture of the spectrum for periodic operators defined on Lp(Rd, E), mentioned in
Chapter 1.
Theorem 5.11. Assume, that (A.i), (A.ii) hold true and there is a ν ≥ k0 such that
mλν ∈ C(Bd,B(Lp(Id, E))). Further assume that one of the following additional
assumptions posed on the fiber operators is satisfied.
(i) The domain D(A(θ)) is independent of θ and θ 7→ A(θ) is an element of
Cd(Bd,B(D, Lp(Id, E))), where D = D(A(θ)) is equipped with one of the
(equivalent2) graph norms ‖ · ‖A(θ).
(ii) There is a open set D ⊂ Cd with Bd ⊂ D as well as a unbounded analytic family
[(A˜(θ), D(A˜(θ)))]θ∈D ⊂ C(Lp(Id, E)) such that A˜(θ) = A(θ) for θ ∈ Bd.
Then we have the identities⋂
θ∈Bd
ρ(A(θ)) = ρ(A) resp.
⋃
θ∈Bd
σ(A(θ)) = σ(A). (5.5)
Proof. First of all it is clear, that both identities in (5.5) are equivalent. Moreover
the inclusion ρ(A) ⊂ ∩θ∈Bdρ(A(θ)) in (5.5) follows by the assumptions and
Lemma 5.10.
Now assume λ ∈ ∩θ∈Bdρ(A(θ)) and (i) is satisfied. Then θ 7→ R(λ, A(θ))
is an element of Cd(Bd,B(Lp(Id, E))) by a Neumann Series argument. Hence
Theorem 4.22 (i) implies, that the operator
Bλ := Φ−1Mθ 7→R(λ,A(θ))Φ
2Equivalence of the graph norms follows by the closed graph theorem.
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defines a bounded, linear and periodic operator on Lp(Rd, E). Next we show,
that Bλ is a left and right inverse of λ − A, i.e. λ ∈ ρ(A) and Bλ = R(λ, A).
For this reason fix any µ ∈ ρ(A). Then the assumptions of the theorem imply
µ ∈ ρ(A(θ)) for all θ ∈ Bd. Thus the resolvent identity (2.7) yields
R(λ, A(θ)) = (µ− λ)R(µ, A(θ))[R(λ, A(θ)) + idLp(Id,E)]
R(µ, A(θ)) = (λ− µ)R(λ, A(θ))[R(µ, A(θ)) + idLp(Id,E)]
for all θ ∈ Bd. But R(µ, A(θ)) = mµ(θ) and we obtain by the corresponding
version of Lemma 4.4 for the Bloch Transform
Bλ = (µ− λ)R(µ, A)
[
Bλ + idLp(Rd,E)
]
R(µ, A) = (λ− µ)Bλ
[
R(µ, A) + idLp(Rd,E)
]
.
This shows, rg(Bλ) = rg(R(µ, A)) = D(A).
Recall that DA = R(λ1, A)L
p
c (R
d, E), i.e. every g ∈ DA is of the form
g = R(λ1, A) f for some f ∈ Lpc (Rd, E). Thus we have for every g ∈ DA
A(θ)F−1g(θ) = A(θ)mλ1(θ)F−1 f (θ) = λ1R(λ1, A(θ))F−1g(θ)−F−1g(θ),
which shows that the function θ 7→ A(θ)F−1g(θ) belongs to L1(Bd, Lp(Id, E)).
Therefore the following calculation is meaningful and we obtain
Bλ(λ− A)g = Φ−1[θ 7→ R(λ, A(θ))]Φ−1Φ[θ 7→ λ− A(θ)]Φg = g.
But we also have by a exactly the same argument
g = Φ−1
[
θ 7→ R(λ, A(θ))(λ− A(θ))]Φg
= Φ−1
[
θ 7→ (λ− A(θ))R(λ, A(θ))]Φg
= (λ− A)Bλg.
Since DA ⊂ Lp(Rd, E) is dense and a core for D(A) we end up with λ ∈ ρ(A)
and Bλ = R(λ, A).
Now assume λ ∈ ∩θ∈Bdρ(A(θ)) and (ii) holds true. Then we find by The-
orem 5.8, for every θ ∈ Bd a polycylinder Pedθ (θ) ⊂ C
d such that the mapping
Pedθ (θ) 3 η 7→ R(λ, A(η)) is bounded analytic. Denote by U the union of all
the polycylinder Pedθ (θ), where θ ∈ B
d. Then U is a open subset of Cd which
covers Bd and U 3 θ 7→ R(λ, A(θ)) is bounded analytic. In particular the map-
ping Bd 3 θ 7→ R(λ, A(θ)) is an element of Cd(Bd,B(Lp(Id, E))). Once more
Theorem 4.22 gives that the operator
Bλ = Φ−1M[θ 7→R(λ,A(θ)])Φ
extends to an element of B(Lp(Rd, E)). With the same calculation as before we
obtain λ ∈ ρ(A) and Bλ = R(λ, A).
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Discussion
We have seen, that under suitable additional assumptions on the multiplication
functions corresponding to the resolvent operator of a unbounded periodic op-
erator (A, D(A)) : Lp(Rd, E) → Lp(Rd, E) we obtain the same spectral state-
ment (1.14), which was so far only known in the Hilbert space case for a very
special type of operators, i.e. symmetric partial differential operators with peri-
odic coefficients. The additional assumption we made here, are also used in the
‘classical’ case, but in this special situation they are obtained by an eigenvalue
expansion of the resolvent operators.
5.3 Reassembling Unbounded Operators and the
Functional Calculus
In Chapter 3 we showed how a given closed and unbounded periodic operator
(A, D(A)) : Lp(Rd, E) → Lp(Rd, E) decomposes under the Bloch Transform
into a family (parametrized by θ ∈ Bd) of unbounded and closed fiber operators
(A(θ), D(A(θ))) : Lp(Id, E) → Lp(Id, E). Now we pose the reverse question,
i.e. we ask whether it is also possible to reassemble a given family of closed
operators (A(θ), D(A(θ))) : Lp(Id, E) → Lp(Id, E) to a closed and periodic
operator (A, D(A)) : Lp(Rd, E) → Lp(Rd, E). Of course we have to make some
assumptions.
As before we first restrict ourselves to the Fourier multipliers and then ex-
tend this results in a second step to the Zak and Bloch Transform with argu-
ments similar to those in Chapter 3. We remind once more that this first step
implies that we work again with translation invariant operators on lp(Zd, E).
For this section let E be a reflexive Banach space.
Theorem 5.12. Let D ⊂ Cd be a domain with Bd ⊂ D. Further assume, that
[A(θ), D(A(θ))]θ∈D : E → E is a analytic family of unbounded and closed operators
which is uniformly pseudo sectorial, i.e. there is a ω ∈ [0,pi) such that σ(A(θ)) ⊂ Σω
for all θ ∈ D and for any φ > ω there is a constant Cφ with
sup
θ∈D
‖λR(λ, A(θ))‖ ≤ Cφ for all λ ∈ C \ Σφ. (5.6)
Then for every p ∈ (1,∞) there is a unbounded, closed and translation invariant
operator (Ap, D(Ap)) : lp(Zd, E) → lp(Zd, E) which is in addition pseudo sectorial
of angle ω and
Ap f = F [θ 7→ A(θ)]F−1 f for all f ∈ DAp (5.7)
ρ(Ap) = ∩θ∈Bdρ(A(θ)). (5.8)
Here we use −1 ∈ ρ(Ap) and set DAp := R(−1, Ap)[l2(Zd,C) ∩ lp(Zd,C)]⊗ E.
Proof. The analyticity of [A(θ), D(A(θ))]θ∈D together with Theorem 5.8 implies
for λ ∈ ∩θ∈Bdρ(A(θ)) that the mapping θ 7→ R(λ, A(θ)) is bounded analytic
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on a open set U(λ) containing Bd. Indeed we find for every θ ∈ Bd a open
neighborhood Uθ(λ) ⊂ Cd such that θ 7→ R(λ, A(θ)) is bounded analytic on
Uθ(λ). Setting U(λ) := ∪θ∈BdUθ(λ) shows the claim. Because U(λ) is open
and Bd ⊂ D is compact there is a ρ = ρ(λ) ∈ R2d>0 with
T˜ρ(λ)(0) := {z ∈ C : |Re(zj)| = ρ(λ)j, |Im(zj)| = ρ(λ)d+j, j = 1, . . . , d} ⊂ U(λ)
and Bd is in the interior of T˜ρ(λ)(0). Now Cauchy’s Integral Formula (5.1)
applies even for the set T˜ρ(λ)(0), giving for any α ∈ Nd0 and θ in the interior of
T˜ρ(λ)(0)
∂αθR(λ, A(θ)) =
α!
(2pii)d
∫
T˜ρ(λ)(0)
1
(ζ − θ)(1,...,1)+α R(λ, A(ζ))dζ. (5.9)
From (5.9) we deduce differentiability of Bd 3 θ 7→ R(λ, A(θ)) of any order for
every λ ∈ ∩θ∈Bdρ(A(θ)). Hence we can apply Theorem 4.17 (i) to obtain that
Tλ := T[θ 7→R(λ,A(θ))] extends to a bounded and translation invariant operator T
p
λ
on lp(Zd, E) for all p ∈ (1,∞). Moreover if λ ∈ ∩θ∈Dρ(A(θ)), the mapping
D 3 θ 7→ R(λ, A(θ)) is bounded analytic and we find a ρ ∈ R2d>0 independent
of λ with T˜ρ(0) ⊂ D and Bd in the interior of T˜ρ(0). In particular we have for
λ ∈ ∩θ∈Dρ(A(θ))
∂αθR(λ, A(θ)) =
α!
(2pii)d
∫
T˜ρ(0)
1
(ζ − θ)(1,...,1)+α R(λ, A(ζ))dζ.
The uniform pseudo sectoriality of the family [A(θ), D(A(θ))]θ∈D shows that,
for any φ > ω and θ in the interior of T˜ρ(0), there is a constant Cφ such that for
all λ ∈ C \ Σφ ⊂ ∩θ∈Dρ(A(θ)) the estimate
‖∂αθR(λ, A(θ))‖B(E) ≤ Cρ,α
Cφ
|λ| (5.10)
holds true. An inspection of the proof of Theorem 4.17 (i) shows for those
λ ∈ C \ Σφ that (5.10) transfers to the Fourier multiplier operator, i.e. we have
‖Tpλ‖B(lp(Zd,E)) ≤ Cρ,p,d
Cφ
|λ| . (5.11)
Independent of these estimations we obtain by Lemma 4.4 (a) together with
(2.7) for any µ,λ ∈ ∩θ∈Bdρ(A(θ))
Tpλ − Tpµ = (µ− λ)Tpλ ◦ Tpµ (5.12)
i.e. (Tpλ )λ∈∩θ∈Bdρ(A(θ)) is a pseudo resolvent on l
p(Zd, E) for every p ∈ (1,∞).
Now let us show that the family Tpλ fulfills the conditions of Corollary 2.34.
The assumption of the theorem imply, that there is a unbounded sequence
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(λk)k∈N (contained in C \ Σφ, for some φ ∈ (ω,pi)) such that for all θ ∈ D and
e ∈ E we have
lim
k→∞
λkR(λk, A(θ))e = e. (5.13)
This observation clearly remains true if we restrict the considerations to θ ∈ Bd.
Let us mention the following equality which holds true for every k ∈ N and
p ∈ (1,∞)
Tp
[θ 7→λkR(λk ,A(θ))] = λkT
p
λk
.
Now, if we fix some f ∈ s(Zd, E) and k ∈ N, it is clear by the regularity of
R(λk, A(θ)) in the parameter θ that the function θ 7→ λkR(λk, A(θ))[F−1 f ](θ)
belongs to L1(Bd, E). Moreover we get from (5.13)
lim
k→∞
λkR(λk, A(θ))[F−1 f ](θ)→ [F−1 f ](θ)
for almost all θ ∈ Bd and form (5.10)
‖λkR(λk, A(θ))F−1 f (θ)‖E ≤ C‖F−1 f (θ)‖E.
Since ‖F−1 f (·)‖E is integrable over Bd we obtain by the theorem of dominated
convergence (Proposition A.6)
lim
k→∞
λkR(λk, A(·))[F−1 f ](·)→ F−1 f (·)
in L1(Bd, E), which now shows because of F ∈ B(L1(Bd, E), l∞(Zd, E))
λkT
p
λk
f → f in l∞(Zd, E) (5.14)
for any p ∈ (1,∞). But by (5.11) we also obtain that the sequence (λkTpλk f )k∈N
is bounded for any f ∈ lp(Zd, E). Note that lp(Zd, E) is reflexive for p ∈ (1,∞)
so that we find a weakly convergent sub sequence. If f ∈ s(Zd, E) the weak
limit of this sub sequence has to be f thanks to (5.14). Since we can preform
this argument for any sub sequence we finally obtain
λkT
p
λk
f → f weakly in lp(Zd, E) for any f ∈ s(Zd, E) as k→ ∞.
So far we have shown, that all assumptions of Corollary 2.34 are satisfied.
Thus we obtain that there is a unique, closed and densely defined operator
(Ap, D(Ap)) on lp(Zd, E) with the properties
C \ Σφ ⊂
⋂
θ∈D
ρ(A(θ)) ⊂ ⋂
θ∈Bd
ρ(A(θ)) ⊂ ρ(Ap) for all φ > ω,
Tpλ = R(λ, A
p) for λ ∈ ⋂
θ∈Bd
ρ(A(θ))
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and for every φ > ω there is a constant C < ∞ (depending on p, d and φ) such
that for all λ ∈ C \ Σφ
‖λR(λ, Ap)‖B(lp(Zd,E)) ≤ C.
In particular Ap is pseudo sectorial of angle ω.
Finally we show (5.7) and (5.8). For this reason let f ∈ DAp . Then there is a
function g ∈ [l2(Zd) ∩ lp(Zd)]⊗ E with f = R(−1, Ap)g and we obtain
Ap f = ApR(−1, Ap)g = −R(−1, Ap)g− g
= F [θ 7→ −R(−1, A(θ))− idE]F−1g
= F [θ 7→ A(θ)R(−1, A(θ))]F−1g
= F [θ 7→ A(θ)]F−1R(−1, Ap)g
= F [θ 7→ A(θ)]F−1 f .
In order to get (5.8) we observe that (Ap, D(Ap)) satisfies the conditions of
Theorem 5.11, i.e. we have
ρ(Ap) =
⋂
θ∈Bd
ρ(A(θ))
for all p ∈ (1,∞) and the theorem is proven.
Remark 5.13. Under the hypothesis of Theorem 5.12 we hev shown that the spectrum
of Ap is independent of p ∈ (1,∞).
As an immediate consequence of the theorem above we are able to reassem-
ble the auxiliary functional calculus from Chapter 2.
Corollary 5.14. With the same hypothesis as in Theorem 5.12 and φ > ω, we have for
any p ∈ (1,∞) and f ∈ H∞0 (Σφ)
Bd 3 θ 7→ f (A(θ)) ∈ Mp(Zd, E)
with f (Ap) = Tp
[θ 7→ f (A(θ))].
Proof. For fixed θ ∈ Bd and f ∈ H∞0 (Σφ) we have the integral representation of
f (A(θ)) given by
f (A(θ)) =
1
2pii
∫
γ
f (λ)R(λ, A(θ))dλ
where γ is a path as in (2.12). Estimate (5.10) shows that also the function
λ 7→ f (λ)∂αθR(λ, A(θ)) is integrable along γ for every α ∈ Nd0. Hence by
Theorem A.9 the function θ 7→ f (A(θ)) is differentiable with
∂αθ f (A(θ)) =
1
2pii
∫
γ
f (λ)∂αθR(λ, A(θ))dλ.
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By Theorem 4.17 (i) the function Bd 3 θ 7→ f (A(θ)) is contained inMp(Zd, E).
Theorem 5.12 implies pseudo sectoriality of Ap for every p ∈ (1,∞) with angle
ω. Hence
f (Ap) =
1
2pii
∫
γ
f (λ)R(λ, Ap)dλ
is a well defined element of B(lp(Zd, E)). The only thing that is left to show is
f (Ap) = Tp
[θ 7→ f (A(θ))]. For this reason let us pick any finite sequence g : Z
d → E
and recall that the evaluation map δz : lp(Zd, E) → E is bounded an linear for
every z ∈ Zd. We obtain for any z ∈ Zd by Fubini’s Theorem
δz[ f (Ap)g] = δz
[
1
2pii
∫
γ
f (λ)R(λ, Ap)gdλ
]
=
1
2pii
∫
γ
f (λ)δz
[
R(λ, Ap)g
]
dλ
=
1
2pii
∫
γ
f (λ)
∫
Bd
e−2piizθR(λ, A(θ))[F−1g](θ)dθdλ
=
∫
Bd
e−2piizθ
1
2pii
∫
γ
f (λ)R(λ, A(θ))dλ[F−1g](θ)dθ
= δz
[
FMθ 7→ f (A(θ))F−1g
]
= δz
[
Tp
[θ 7→ f (A(θ))]g
]
,
which shows, by boundedness of the operators on the left and right hand side
in the equation above, as desired f (Ap) = Tp
[θ 7→ f (A(θ))].
Bounded H∞-Functional Calculus
We are now concerned with the question if an operator Ap, that is reassem-
bled from a given family of fiber operators which have a uniformly bounded
H∞(Σφ) functional calculus, attains this property too. We start with the follow-
ing observation as a first step.
Lemma 5.15. Let the assumptions of Theorem 5.12 be satisfied and assume in addition
that the operators A(θ) are sectorial of angle ω, i.e. they are injective and have dense
range. Then for every p ∈ (1,∞) the operator Ap is sectorial.
Proof. By Lemma 2.47 is is enough to show, rg(Ap) = lp(Zd, E). As in the proof
of Theorem 3.34 sectoriality of the A(θ) imply for all θ ∈ D and e ∈ E
A(θ)[1/n + A(θ)]−1e→ e as n→ ∞.
Now we follow the arguments in the proof of Theorem 5.12 to show that rg(Ap)
is a dense subset of lp(Zd, E). For this reason we observe that we have for all
θ ∈ D the equaltiy
A(θ)[1/n + A(θ)]−1 = idE − 1/n[1/n + A(θ)]−1
and the later expression defines a bounded analytic family on D for every
n ∈N. Again we obtain as in the proof of Theorem 5.12 the estimate
‖∂αθ A(θ)[1/n + A(θ)]−1‖ ≤ C for all n ∈N
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by means of Cauchy’s Integral formula. Hence the sequence of operators
Tp
[θ 7→A(θ)(1/n+A(θ))−1], (n ∈ N) is uniformly bounded in B(lp(Zd, E)). It follows
by algebraic properties that
Tp
[θ 7→A(θ)(1/n+A(θ))−1] = A
p(1/n + Ap)−1 = ApTp
[θ 7→(1/n+A(θ))−1].
Applying Mazur’s Theorem as in the proof of Theorem 5.12 yields that for
every f ∈ lp(Zd, E) there is a sequence build up of convex combinations of
the ApTp
[θ 7→(1/n+A(θ))−1] f that converges strongly to f in l
p(Zd, E). But each such
convex combination is contained in rg(Ap) by linearity of Ap, i.e. rg(Ap) is
dense in lp(Zd, E).
In order to pass to a statement similar to the result of Corollary 5.14 for a
bounded H∞-functional calculus we will make use of the following characteri-
zation which is well known (see for example [DV05, Thm.4.7]).
Proposition 5.16. Let A be a sectorial operator on a Banach space E and φ > ωA.
Consider the functions ρn ∈ H∞0 (Σφ) defined by
ρn(z) :=
n2z
(1+ nz)(n + z)
.
Then A has a bounded H∞(Σφ)-functional calculus if and only if for every function
f ∈ H∞(Σφ) there is a constant C such that
sup
n∈N
‖ΨA(ρn f )‖ ≤ C < ∞. (5.15)
In this case ΨA( f )e = limn→∞ΨA(ρn f )e for all e ∈ E.
In the next theorem we will deal again with a analytic family of operators
A(θ) that is defined on a open subset D of Cd and has in addition a uniformly
bounded H∞(Σφ)-functional calculus. In order to ensure that the family of
limit operators ΨA(θ)( f ) defines a Fourier multiplier function we will need the
following statement concerning convergence of multiplication functions.
Lemma 5.17. Let mn ∈ Mp(Zd, E) for each n ∈ N. Further assume that we are
given a measurable function m : Bd → B(E) such that for each θ ∈ Bd, n ∈ N and
e ∈ E we have
m(θ)e = lim
n→∞mn(θ)e, supn∈N
‖mn(θ)‖B(E) ≤ C1, sup
n∈N
‖Tmn‖B(lp(Zd,E) ≤ C2.
Then m ∈ Mp(Zd, E) with ‖Tm‖B(lp(Zd,E)) ≤ C2.
Proof. Let f ∈ s(Zd, E). Then by the assumptions and Lebesgue’s Theorem
mnF−1 f → mF−1 f in L1(Bd, E), which implies as before Tmn f → Tm f in
l∞(Zd, E). Further more we have
‖Tm f ‖pB(lp(Zd,E)) = ∑
z∈Zd
‖Tm f (z)‖pE ≤ lim
n→∞ ∑z∈Zd
‖Tmn f (z)‖pE ≤ Cp2‖ f ‖plp(Zd,E).
by Fatou’s lemma (Proposition A.7).
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With this two preparatory statements Proposition 5.16 and Lemma 5.17 we
are now able to reassemble a uniformly bounded H∞(Σφ)-functional calculus.
Theorem 5.18. Let D ⊂ Cd be open with Bd ⊂ D. Further assume, we are given a
family of operators (A(θ), D(A(θ)) : E → E defined on D that is analytic and uni-
formly sectorial of angle ω. If there is a φ > ω such that all operators (A(θ), D(A(θ)))
have a uniformly bounded H∞(Σφ)-functional calculus, i.e. the constant in (5.15) is
independent of θ ∈ D, then for every p ∈ (1,∞) the operator Ap defined in The-
orem 5.12 has a bounded H∞(Σφ)-functional calculus. Moreover we have for any
f ∈ H∞(Σφ) and g ∈ [l2(Zd) ∩ lp(Zd)]⊗ E
[ΨAp( f )]g = F [θ 7→ ΨA(θ)( f )]F−1g,
i.e. ΨAp( f ) = T
p
[θ 7→ΨA(θ)( f )].
Proof. First of all we note that the assumptions on the family A(θ) are stronger
than in Theorem 5.12. Hence the conclusions obtained there remain true. More-
over by Lemma 5.15 the operator Ap : lp(Zd, E) → lp(Zd, E) is sectorial for
every p ∈ (1,∞). Now let us fix some f ∈ H∞(Σφ) and θ ∈ D. By assumption
and Proposition 5.16 we have
sup
n∈N
‖ΨA(θ)(ρn f )‖B(E) ≤ C (5.16)
ΨA(θ)( f )e = limn→∞ΨA(θ)(ρn f )e for every e ∈ E, (5.17)
for every θ ∈ Bd, where the constant in (5.16) is uniform. Since ρn f ∈ H∞0 (Σφ)
we get form the representation of ΨA(θ)(ρn f ) as a Cauchy integral that the
function θ 7→ ΨA(θ)(ρn f ) is analytic on D for every n ∈ N. Furthermore we
find a ρ ∈ R2d>0 such that T˜ρ(0) ⊂ D and Bd lies in the interior of T˜ρ(0). This
yields for all θ ∈ Bd by Cauchy’s integral formula
∂αθΨA(θ)(ρn f ) =
α!
(2pii)d
∫
T˜ρ(0)
1
(θ − ζ)α+(1,...,1)ΨA(ζ)(ρn f )dζ.
In particular we find a constant Cρ,d,α such that for all θ ∈ Bd the estimate
sup
θ∈Bd
‖∂αθΨA(θ)(ρn f )‖B(E) ≤ Cρ,d,α sup
ζ∈D
‖ΨA(ζ)(ρn f )‖B(E) ≤ C1,α,ρ
holds true. The very same arguments as in the proof of Theorem 5.12 applied
to the family ΨA(θ)(ρn f ) show
sup
n∈N
‖Tp
[θ 7→ΨA(θ)(ρn f )]‖B(lp(Zd,E)) ≤ Cp,d. (5.18)
By Corollary 5.14 we have Tp
[θ 7→ΨA(θ)(ρn f )] = ΨAp(ρn f ), i.e. A
p has a bounded
H∞(Σφ)-functional calculus and
ΨAp( f )g = limn→∞ΨA
p(ρn f )g for all g ∈ lp(Zd, E).
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Finally (5.16), (5.17) and (5.18) together with Lemma 5.17 show that the function
Bd 3 θ 7→ ΨA(θ)( f )
is an element ofMp(Zd, E) for all p ∈ (1,∞) and
ΨAp( f )g = T[θ 7→ΨA(θ)( f )]g for all g ∈ [l2(Zd) ∩ lp(Zd)]⊗ E
follows in the same fashion as in the proof of Corollary 5.14.
Corresponding Results for the Zak and Bloch Transform
Once more we remind the reader of the decompositions (2.5) and (2.6) of the
Zak and Bloch Transform in terms the of Fourier Transform. They where given
by
Z := F−1 ◦ Γ and Φ := Ξ ◦ Z (5.19)
where both operations Z and Φ where defined on Lps (Rd, E) with values in
D(Bd, Lp(Id, E)). Since both mappings Γ : Lp(Rd, E) → lp(Zd, Lp(Id, E)) and
Ξ ∈ B(Lp(Bd, Lp(Id, E))) are isometric and invertible we can easily pass from
the previous results for the Fourier Transform to similar ones for Z and Φ.
We summarize them in the next theorem, whose proof is an immediate con-
sequences of the previous discussion and the properties of Γ and Ξ given in
Chapter 2.
Theorem 5.19. Assume we are given a family of operators [A(θ), D(A(θ))]θ∈D that
fulfills the assumptions of Theorem 5.12 where E = Lp(Id, F) for some fixed p ∈ (1,∞)
and a reflexive Banach space F. Then then the operator Ap : Lp(Rd, F) → Lp(Rd, F)
defined by
D(Ap) := { f ∈ Lp(Rd, F) : Γ f ∈ D(Ap)}
Ap f := Γ−1ApΓ f for f ∈ D(Ap)
is periodic and pseudo sectorial of angle ωA ≤ ω with
Ap f = Z−1[θ 7→ A(θ)]Z f for all f ∈ Γ−1DAp ,
ρ(Ap) =
⋂
θ∈Bd
ρ(A(θ)).
Modifying the fiber operators (A(θ), D(A(θ))) to operators (A˜(θ), D(A˜(θ))) by
D(A˜(θ)) := Ξ(θ)D(A(θ))
A˜(θ)g := Ξ(θ) ◦ A(θ) ◦ Ξ−1(θ)g for all g ∈ D(A˜(θ))
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yields another family of analytic operators that is uniformly sectorial of angle ω with
Ap f = Φ−1[θ 7→ A˜(θ)]Φ f for all f ∈ Γ−1DA˜p
ρ(Ap) =
⋂
θ∈Bd
ρ(A˜(θ)) =
⋂
θ∈Bd
ρ(A(θ)).
In both cases we denote by Ap and A˜p the unique, closed, densely defined and trans-
lation invariant operator on lp(Zd, Lp(Id, E)) reassembled from the family A(θ) or
A˜(θ) respectively. Moreover if f ∈ H∞0 (Σφ) for some φ > ω then,
ΨAp( f ) = Z[θ 7→ΦA(θ)( f )] (5.20)
ΨAp( f ) = B[θ 7→ΦA˜(θ)( f )]. (5.21)
Further more, if the family [A(θ), D(A(θ))]θ∈D is uniformly sectorial of angle ω so is
the family [A˜(θ), D(A˜(θ))]θ∈D and we obtain that also the operator Ap is sectorial of
angle ωA ≤ ω.
If in addition [A(θ), D(A(θ))]θ∈D has a uniformly bounded H∞(Σφ)-calculus for
some φ > ω so does the family [A˜(θ), D(A˜(θ))]θ∈D as well as the operatorAp. In this
case (5.20) and (5.21) extend to all f ∈ H∞(Σφ). In particular the functional calculus
has a similar decomposition as the operator Ap in terms of Zak and Bloch Transform.
In Remark 5.13 we obtained the q-independence of the spectrum of the op-
erator Aq (and A˜q). However this property may not hold for the Ap. Note that
in the present situation it is not even possible, to define an periodic operator on
Lq(Rd, F) for q 6= p.
Nevertheless if the fiber operators are properly defined on the whole scale
Lq(Id, E) for q ∈ (1,∞) and have a spectrum independent of q we are able to
define an periodic operator Aq on Lq(Rd, F) for every q ∈ (1,∞) with σ(Aq) =
σ(Ap) for all p, q ∈ (1,∞). In the next section we will give some sufficient
condition for this situation to occur.
5.4 p-independence the Spectrum of Periodic Operators
We have seen in Theorem 5.12 that the spectrum of an unbounded translation
invariant operator defined on lp(Zd, E) that is assembled from a family of fiber
operators is the union of the spectra of the fiber operators and therefore inde-
pendent of p. To assure this property we had to assume some regularity in
the parameter θ. If we want to transfer such a result to periodic operators on
Lp(Rd, E) we have to assume even more, because in this case the target space of
each fiber operator is also depending on p, more precisely the fiber operators
act on Lp(Id, E). The goal of this section is, to complement the assumptions of
Theorem 5.12 to obtain a similar result for periodic operators. For simplicity let
us restrict to the case E = C (see remarks on the end of this section).
In a first step we have to make sure that the fiber operators are properly de-
fined on the whole scale 1 < p < ∞. We borrow the following construction and
definitions from [Aut83]. For a general discussion about interpolation space we
refer to [BL76].
126
Applications
Unbounded Operators on Interpolation Spaces
Let B0, B1 be complex Banach spaces that are both continuously embedded into
a topological Hausdorff space V. As usual we define ∆(B0, B1) := B0 ∩ B1 and
Σ(B0, B1) := B0 + B1. Equipped with the norms
‖b‖∆(B0,B1) := max{‖b‖B0 , ‖b‖B1},
‖b‖Σ(B0,B1) := inf{‖b0‖B0 + ‖b1‖B1 : b = b0 + b1, b0 ∈ B0, b1 ∈ B1},
these spaces are again Banach spaces which are continuously embedded in V.
Let
(T0, D(T0)) : B0 → B0
(T1, D(T1)) : B1 → B1
be two linear operators such that T0b = T1b for all b ∈ D(T0) ∩ D(T1). Define a
operator (T, D(T)) : Σ(B0, B1)→ Σ(B0, B1) by
D(T) := D(T0) + D(T1)
Tx := T0b0 + T1b1 for x = b0 + b1 ∈ D(T).
Thanks to T0b = T1b for all b ∈ D(T0) ∩ D(T1) the operator T is well defined.
On an interpolation space B of (B0, B1) we define TB as the part of T on B by
D(TB) := {x ∈ D(T) ∩ B : Tx ∈ B}
TBx := Tx for x ∈ D(TB).
Because of ∆(B0, B1) ⊂ B, we have D(T0) ∩ D(T1) ⊂ D(TB). To see this assume
x ∈ D(T0) ∩ D(T1). Then x ∈ D(T0) + D(T1) and x ∈ ∆(B0, B1) ⊂ B, in
particular x ∈ D(T) ∩ B. But Tx = T1x = T2x and hence Tx ∈ ∆(B0, B1) ⊂ B.
Definition 5.20. We say that T satisfies the condition (R) for λ ∈ C if
(i) λ ∈ ρ(T0) ∩ ρ(T1),
(ii) R(λ, T0)x = R(λ, T1)x for all x ∈ ∆(B0, B1),
i.e. the operators R(λ, T0) and R(λ, T1) are consistent on ∆(B0, B1). T is said to
satisfy condition (R) if T satisfies the condition (R) for all λ ∈ ρ(T0) ∩ ρ(T1).
Let us consider the complex interpolation method and note that the spaces
Lp(Ω) are an interpolation scale for p ∈ (1,∞), i.e. Lr(Ω) = [Lp(Ω), Lq(Ω)]ϑ
for 1r =
1−ϑ
p +
ϑ
q with ϑ ∈ (0, 1). We will use
Theorem 5.21 ( [Aut83, Thm. 2.7]). Consider any measure space (Ω,Σ, µ) and let
1 < p < q < ∞. Assume we have two linear operators (Tp, D(Tp)) : Lp(µ)→ Lp(µ),
(Tq, D(Tq)) : Lq(µ)→ Lq(µ) with
Tpg = Tqg for all g ∈ D(Tp) ∩ D(Tq).
If there is a λ0 ∈ ρ(Tp) ∩ ρ(Tq) such that R(λ, Tp) or R(λ, Tq) is compact and con-
dition (R) is satisfied, then λ ∈ ρ(Tr) for every r ∈ (p, q) and R(λ0, Tr) is compact.
Moreover σ(Tr) = σ(Tp).
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With this tool in hand and the observation of the previous chapter we are
able to obtain p-independence of the spectrum of reassembled operators.
Corollary 5.22. LetD ⊂ Cd be a domain with Bd ⊂ D. Further assume, that for every
p ∈ (1,∞) we are given a analytic family (Ap(θ), D(Ap(θ)))θ∈D of uniformly pseudo
sectorial operators on Lp(Id,C) such that, for each θ ∈ D and all pairs p, q ∈ (1,∞)
we have
(i) Ap(θ)g = Aq(θ)g for all g ∈ D(Ap(θ)) ∩ D(Aq(θ)),
(ii) there is λ ∈ ρ(Ap(θ)) ∩ ρ(Aq(θ)) such that R(λ, Ap(θ)) is compact and condi-
tion (R) is satisfied.
Then we have for the operators (Ap, D(Ap))) : Lp(Rd) → Lp(Rd) given through
Theorem 5.19
σ(Ap) = σ(Aq) for all p, q ∈ (1,∞).
Proof. First of all each operator Aq is well defined and periodic. Moreover we
have for each p ∈ (1,∞)
ρ(Ap) =
⋂
θ∈Bd
ρ(Ap(θ)).
Now let us pick arbitrary 1 < p < q < ∞. By (i), (ii) and Theorem 5.21 we
obtain for each r ∈ (p, q) and θ ∈ D
ρ(Ar(θ)) = ρ(Aq(θ)).
Thus
ρ(Ar) =
⋂
θ∈Bd
ρ(Ar(θ)) =
⋂
θ∈Bd
ρ(Aq(θ)) = ρ(Aq).
Since p, q ∈ (1,∞) and r ∈ (p, q) were chosen arbitrary the statement follows.
The following statement is now a immediate consequence of the one above.
Corollary 5.23. Let (A, D(A)) : Lp(Rd) → Lp(Rd) be a uniformly pseudo secto-
rial, periodic operator that is properly defined for every p ∈ (1,∞). Assume that the
following conditions are fulfilled.
(i) There is a open subset D ⊂ Cd as well as analytic families (A˜p, D(A˜p)) defined
on D that satisfy the assumptions of Corollary 5.22.
(ii) For every p ∈ (1,∞) we have A˜p(θ) = Ap(θ), for all θ ∈ Bd, where the family
(Ap(θ), D(Ap(θ)) is the one related to the operator (A, D(A)) on Lp(Rd).
Then the spectrum of A is independent of p.
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Remark 5.24.
(i) We have restricted our considerations in this section to the case E = C only
because in this case Theorem 5.21 is available in the literature. Similar results
where obtained in [Gün08] for abstract interpolation spaces. It seems that these
results are applicable in the general case where E is a Banach space.
(ii) The compactness of the resolvent operator R(λ, Ap(θ)) is in most applications a
consequence of the Rellich-Kondrachov theorem.
5.5 Stability of Periodic C0-Semigroups on Lp(Rd, E)
The asymptotic behavior of semigroups is of particular interest in many ap-
plications such as abstract evolution equations. In this section we will show,
how this property may be obtained for a periodic generator of a semigroup on
Lp(Rd, E) by only posing assumptions on the fiber operators. Let us start with
some standard definitions.
Definition 5.25. A C0-semigroup (T(t))t≥0 on a Banach space E is called uniformly
exponentially stable, if there is some e > 0 such that
lim
t→∞ e
et‖T(t)‖B(E) = 0.
The value ω0 := inf{ω ∈ R : ∃Mω ≥ 1 such that ‖T(t)‖ ≤ Mωeωt for all t ≥ 0} is
called the growth bound of the semigroup (T(t))t≥0.
Therefore a C0-semigroup is uniformly exponentially stable if and only if
ω0 < 0. Since the growth bound is often hard to calculate it is desirable to
get an alternative description. A classical approach is to relate ω0 to the spec-
tral bound s(A) of the generator A of (T(t))t≥0. One always has the estimate
s(A) ≤ ω0. In order to turn this into an equality for a given semigroup some
type of a spectral mapping theorem is needed, i.e. a relation of the form
σ(T(t)) \ {0} = etσ(A) := {eλt : λ ∈ σ(A)}.
In this context the following result is useful, see [EN00, Ch.V, Lem. 1.9].
Theorem 5.26. If for a C0-semigroup (T(t))t≥0 on a Banach space E and its generator
A the spectral mapping theorem
σ(T(t)) \ {0} = etσ(A) (SMT)
holds, then s(A) = ω0.
In particular if (SMT) is satisfied the semigroup is uniformly exponential
stable if and only if s(A) < 0. This condition is more convenient. So one is
faced with the question under which condition (SMT) is satisfied. Of course
this has been under investigation for a long time. We collect some sufficient
conditions for (SMT) to hold. They can be found in [EN00, Ch.III,Cor.3.12].
129
5.5. Stability
Lemma 5.27. (SMT) is fulfilled for the following classes of C0-semigroups:
(i) eventually compact semigroups
(ii) eventually norm continuous semigroups
(iii) eventually differentiable semigroups
(iv) analytic semigroups.
Now let us turn over to a more specific situation that fits into our theory of
the previous chapter.
Assume we have a periodic operator (A, D(A)) : Lp(Rd, E) → Lp(Rd, E)
that is the generator of a C0-semigroup. In this case we have shown in Chapter 3
that both, the operator A as well as the semigroup T(t) have a decomposition
into fiber operators acting on Lp(Id, E). We will now show how one can derive
(SMT) for A and T(t) under suitable assumptions on the families (Tθ(t))θ∈Bd
and (A(θ), D(A(θ)))θ∈Bd .
Corollary 5.28. Let (A, D(A)) : Lp(Rd, E) → Lp(Rd, E) be a periodic operator
that is in addition the generator of a C0-semigroup. Further assume that the following
conditions for the fiber operators corresponding to A and T(t) are fulfilled
(i) ρ(A) = ∩θ∈Bdρ(A(θ)),
(ii) ρ(T(t)) = ∩θ∈Bdρ(Tθ(t)) for every t ∈ R≥0,
(iii) for every θ ∈ Bd it holds
σ(Tθ(t)) \ {0} = etσ(A(θ)) for all t ∈ R≥0.
Then we have
σ(T(t)) \ {0} = etσ(A) for all t ∈ R≥0,
in particular (T(t))t≥0 is uniformly exponentially stable if and only if s(A) < 0.
Proof. We simply calculate using (ii), (iii) and (i) in that order
σ(T(t)) \ {0} = ⋃
θ∈Bd
σ(Tθ(t)) \ {0} =
⋃
θ∈Bd
etσ(A(θ)) = et
⋃
θ∈Bd σ(A(θ)) = etσ(A).
We have developed several sufficient conditions in the previous subsections
under which (i) is fulfilled. In some special cases they already imply (ii).
Lemma 5.29. If there is a analytic family (A˜(θ), D(A˜(θ))) : Lp(Id, E) → Lp(Id, E)
defined on an open subset D ⊂ Cd with Bd ⊂ D such that
- each A˜(θ) is the generator of a C0-semigroup on Lp(Id, E),
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- A˜(θ) = A(θ) where (A(θ), D(A(θ))) is the family of fiber operators corre-
sponding to A from Corollary 5.28.
Then (i) and (ii) of Corollary 5.28 hold true.
Proof. The validity of (i) follows from Theorem 5.11. In order to proof (ii) we
show that for each t ≥ 0 the family (Tθ(t))θ∈D˜ is analytic on a suitable set
Bd ⊂ D˜ ⊂ D. The idea is to apply Vitali’s theorem [HP57, 3.14] to the sequence
of functions
θ 7→ e[(n/tR(n/t, A(θ)))ne], (n ∈N)
for any choice (e, e) ∈ E′ × E. Note that by Lemma 2.40 (c)(
n/tR(n/t, A(θ))
)ne n→∞−→ Tθ(t)e
for every e ∈ E. Thus e[(n/tR(n/t, A(θ)))ne] → e[Tθ(t)e] as n → ∞ for every
(e, e) ∈ E′ × E. But for fixed n ∈N the function
D 3 θ 7→ e[(n/tR(n/t, A(θ)))ne]
is analytic by Theorem 5.8 and Lemma 2.40. Since D is open and Bd is compact,
there is a ρ ∈ R2d>0 such that
D˜ := {z ∈ D : |Re(zj)| < ρj, |Im(zj)| < ρj+d j = 1, . . . , d}
satisfies Bd ⊂ D˜ ⊂ D. Hence we can apply Vital’s theorem [HP57, 3.14] com-
ponent wise and obtain, that for each fixed j ∈ {1, . . . , d} and corresponding
θˇj := (θ1, . . . , θj−1, θj+1, . . . , θd) the function
θj 7→ e[Tθ(t)e]
is analytic in D˜j := {θj : ∃θˇj s.t. (θ1, . . . , θj−1, θj, θj+1, . . . , θd) ∈ D}. Thanks to the
characterization of analyticity in terms of partial analyticity by Hartogs [Har06]
this implies the analyticity of
D˜ 3 θ 7→ e[Tθ(t)e]
for any choice (e, e) ∈ E′ × E. Now Corollary 5.6 shows the analyticity of
D˜ 3 θ 7→ Tθ(t) for every t ≥ 0. Thus we obtain with the same arguments as in
the proof of Theorem 5.11 in the case of unbounded operators, that
ρ(T(t)) =
⋂
θ∈Bd
ρ(Tθ(t))
for all t ≥ 0.
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Chapter6
A Focus on Partial Differential
Operators with Periodic
Coefficients
In this last chapter we turn our attention to concrete examples. We will study
partial differential operators on a cylindrical domains of the form Rd1 × V
where V ⊂ Rd2 is a domain satisfying some smoothness conditions. An il-
lustration of those domains is given below.
The basic ideas for proofing sectoriality of the operators under considera-
tion are taken from [Nau12], but we need to adjust some assumptions for our
specific needs (compare the discussion on page 137).
R2
V
R
V
Figure 6.1: A simplified illustration of cylindrical domains. In the right
picture V is an intervall and in the left one a circle. Gray surfaces are
extended to infinity. The boundary operators act on the green surfaces.
In optics domains as shown in Figure 6.1 are used to model slab waveguides
(left picture) or fibers (right picture). Considering, for exmaple, the wave equa-
tion in these domains and insert a time harmonic Ansatz, as we have done in
Chapter 1 for the Maxwell equations, leads to a second order partial differential
operator in such domains, of form we will discuss in this section. In physics
boundary operators are usually given by Dirichlet-, Neumann- or Robin bound-
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ary conditions. Since the method we use allows for higher order operators as
well as more general boundary conditions, these type of operators are covered.
Let us start by recalling some well known results for elliptic boundary value
problems.
6.1 Elliptic Boundary Value Problems
A domain V ⊂ Rd is called a standard domain, if V is given as the whole space
Rd, the half space Rd+ or as a domain with a compact boundary, that is as a
bounded domain or the complement of a bounded domain. Now let us fix
some Banach space E, integers d, m ∈ N and a standard domain V ⊂ Rd of
class C2m (see [AF03, 4.10] for a definition). We consider a partial differential
operator
A(x, D)u = ∑
|α|≤2m
aα(x)Dαu,
where α ∈Nd0 and aα : V → B(E). Further let the boundary operators be given
by
Bj(x, D)u := ∑
|β|≤mj
bj,β(x)R∂V(Dβu),
where mj < 2m, β ∈ Nd0, and bj,β : ∂V → B(E) for j = 1, . . . , m. Consider the
boundary value problem (A, B) given by
λu + A(x, D)u = f in V
Bj(x, D)u = 0 on ∂V (j = 1, . . . , m).
(6.1)
The Lp(V, E)-realization of (A, B) is defined by
D(A) := {u ∈W2m,p(V, E) : Bj(·, D)u = 0 for j = 1, . . . , m},
Au := A(·, D)u for u ∈ D(A).
Definition 6.1.
(i) The differential operator A(x, D) is called parameter-elliptic in V, if the principle
part of its symbol A#(x, ξ) := ∑|α|=2m aα(x)ξα satisfies
σ(A#(x, ξ)) ⊂ Σφ for all x ∈ V, ξ ∈ Rd with |ξ| = 1 and some φ ∈ [0,pi).
(6.2)
We call ϕ := inf{φ ∈ [0,pi) : (6.2) holds} the angle of parameter ellipticity of
the operator A(x, D).
(ii) The boundary value problem (A, B) given by (6.1) is called parameter elliptic in
V with angle of parameter ellipticity ϕ ∈ [0,pi), if A(·, D) is parameter elliptic
in V with angle of parameter ellipticity ϕ and for each φ > ϕ the Lopatinskii-
Shapiro1 condition holds. In order to indicate that ϕ is the angle of parameter
ellipticity of the boundary value problem (A, B), we write ϕ(A,B).
1See [DHP03] for an introduction to this topic.
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Employing a finite localization procedure the following result is proven in
[DHP03].
Proposition 6.2. Let V ⊂ Rd be a C2m-standard domain, 1 < p < ∞ and E be a
Banach space of class HT . Further assume that the boundary value problem (A, B) is
parameter elliptic and the coefficients of A(x, D) and B(x, D) satisfy
aα ∈ C(V,B(E)) and aα(∞) := lim|x|→∞ aα(x) exists for |α| = 2m
aα ∈ [L∞ + Lrk ](V,B(E)), rk ≥ p, 2m− kd >
1
rk
for |α| = k < 2m
bj,β ∈ C2m−mj(∂V,B(E)) for all j = 1, . . . , m and |β| ≤ mj
 (6.3)
Then for each φ > ϕ(A,B) there is some δ = δ(φ) ≥ 0 such that A + δ is R-sectorial
in Lp(V, E) with angle less or equal to φ. Moreover one has
R({λ1− |γ|2m Dγ(λ+ A + δ)−1 : λ ∈ Σpi−φ, 0 ≤ |γ| ≤ 2m}) < ∞.
6.2 Cylindrical Boundary Value Problems
Let d1, d2 ∈ N and V ⊂ Rd2 be a standard domain and set Ω := Rd1 × V.
According to the structure of Ω we write x ∈ Ω in the form x = (x1, x2) where
x1 ∈ Rd1 and x2 ∈ V and α = (α1, α2) for α ∈Nd1+d20 .
We will consider a special class of boundary value problems
λu + A(x, D)u = f in Ω
B(x, D)u = 0 on ∂Ω.
(6.4)
Definition 6.3. The boundary value problem (6.4) is called cylindrical if the operator
A(x, D) is represented as
A(x, D) = A1(x1, D) + A2(x2, D)
with
Ai(x, D)u := ∑
|αi |≤2mi
aiαi(x
i)Dα
i
xi u
and if the boundary operator is given as
B(x, D) = {B2,j(x2, D) : j = 1, . . . , m},
where
B2,j(x2, D)u := ∑
|β2|≤m2,j
b2j,β2(x
2)R∂V(D
β2
x2 u) for j = 1, . . . , m2 where m2,j < 2m2.
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By definition each cylindrical boundary value problem induces a boundary
value problem (A2, B2) on the cross section V. In view of Proposition 6.2 it is
reasonable to assume that V is a C2m2- standard domain. We will denote the
Lp(V, E)-realization of this induced boundary value problem by
D(A2) := {u ∈W2m2(V, E) : B2,ju = 0 for j = 1, . . . , m2},
A2u := A2(·, D)u for u ∈ D(A2).
Definition 6.4. A cylindrical boundary value problem is called parameter elliptic in
the cylindrical domain Ω = Rd1 ×V if
(i) the coefficients of A1(x1, D) are C-valued and A1(x1, D) is parameter elliptic in
Rd1 with angle ϕA1 ∈ [0,pi),
(ii) the boundary value problem (A2, B2) on the cross section V is parameter elliptic
with angle ϕ(A2,B2) ∈ [0,pi),
(iii) ϕA1 + ϕ(A2,B2) < pi.
We call ϕ(A,B) := max{ϕA1 , ϕ(A2,B2)} the angle of parameter ellipticity of the cylin-
drical boundary value problem (A, B).
We define the Lp(Ω, E)-realization of the boundary value problem (6.4) by
D(A) := Lp(Rd1 , D(A2)) ∩
⋂
l1
2m1
+
l2
2m2
≤1
W l1,p(Rd1 , W l2,p(V, E)),
Au := A(x, D)u for u ∈ D(A).
In [Nau12] the following result is proven by a finite localization procedure.
Proposition 6.5. Let 1 < p < ∞, E be a Banach space of class HT , V ⊂ Rd2 be a
C2m2-standard domain. Further assume that the boundary value problem (6.4) on the
cylindrical domain Ω := Rd1 ×V
(i) is cylindrical,
(ii) is parameter elliptic in Ω of angle ϕ(A,B) ∈ [0,pi),
(iii) the coefficients of A(x, D) and B2(x2, D) satisfy
a1α1 ∈ C(Rd1 ,C) and a1α1(∞) := lim|x1|→∞ aα1(x
1) exists for all |α1| = 2m1
a2α2 ∈ C(V, E) and a2α2(∞) := lim|x2|→∞ aα2(x
2) exists for all |α2| = 2m2
a1α1 ∈ [L∞ + Lrk ](Rd1 ,C), rk ≥ p,
2m1 − k
d1
>
1
rk
for |α1| = k < 2m1
a2α2 ∈ [L∞ + Lrk ](Rd2 ,C), rk ≥ p,
2m2 − k
d2
>
1
rk
for |α2| = k < 2m2
b2j,β2 ∈ C2m2−m2,j(∂V,B(E)) for j = 1, . . . , m2 and |β2| ≤ m2,j

(6.5)
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Then for each φ > ϕ(A,B) there is some δ = δ(φ) ≥ 0 such that A + δ is R-sectorial
in Lp(Ω, E) of angle less or equal to φ. Moreover it holds
R({λρDα(λ+ A + δ)−1 :
λ ∈ Σpi−φ, ρ ∈ [0, 1], α ∈Nd1+d20 , 0 ≤ ρ+
|α1|
2m2
+
|α2|
2m2
≤ 1}) < ∞. (6.6)
Discussion:
Even through the above result is of interest on its own, it is does not fit our pur-
poses. Note that the assumptions on the top order coefficients in (6.5) exclude
any periodicity. Nevertheless the limit behavior is imposed in order to preform
a finite localization procedure. If we are able to replace this by a uniform lo-
calization we may ignore this limit behavior and include periodic coefficients.
We will show below how this may be done. Let us mention that the assump-
tions on the coefficients of the induced boundary value problem (A2, B2) on
the cross section V are such that they satisfy the assertions of Proposition 6.2.
The proof of the proposition above follows the idea to lift the properties of
the induced boundary value problem (A2, B2) on the cross section V, to the
cylindrical domain. This is possible thanks to the cylindrical structure of the
operator A(x, D). Our aim is to allow periodicity in x1 direction. Hence there
is no need to adjust anything concerning the boundary value problem (A2, B2).
6.3 Cylindrical Boundary Value Problems with Bounded
and Uniformly Continuous Coefficients
As mentioned before, we aim for a slightly different statement as the one in
Proposition 6.5. In order to set up a uniform localization we have to take a
closer look at the proof of this result. Luckily most of the crucial estimates
remain valid. First of all we have to adjust Definition 6.4. Let us assume, that
the operator A1(x1, D) is (M,ω0) elliptic, i.e. that
∑
|α1|=2m1
‖a1α1‖L∞ ≤ M, σ(A#1(x1, ξ1)) ⊂ Σω0 \ {0}, |(A#1(x1, ξ1))−1| ≤ M
(6.7)
for all x1 ∈ Rd1 and |ξ1| = 1.
Definition 6.6. A cylindrical boundary value problem is called (M,ω0) parameter
elliptic in the cylindrical domain Ω = Rd1 ×V if
(i) the coefficients of A1(x1, D) are C-valued and A1(x1, D) is (M,ω0) elliptic in
Rd1 ,
(ii) the boundary value problem (A2, B2) on the cross section V is parameter elliptic
with angle ϕ(A2,B2) ∈ [0,pi),
(iii) ω0 + ϕ(A2,B2) < pi.
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We call ϕM
(A,B) := max{ω0, ϕ(A2,B2)} the angle of (M,ω0) parameter ellipticity of the
cylindrical boundary value problem (A, B).
We will prove the following variant of Proposition 6.5
Theorem 6.7. Let 1 < p < ∞, E be a Banach space of class HT enjoying property
(α)2, V ⊂ Rd2 be a C2m2-standard domain. Further assume we have M ≥ 0 and
ω0 ∈ [0,pi) given and that the boundary value problem (6.4) defined on the cylindrical
domain Ω := Rd1 ×V
(i) is cylindrical
(ii) is (M,ω0) parameter elliptic in Ω of angle ϕM(A,B) ∈ [0,pi),
(iii) the coefficients of A(x, D) and B2(x2, D) satisfy
a1α1 ∈ BUC(Rd1 ,C) for all |α1| = 2m1
a2α2 ∈ C(V, E) and a2α2(∞) := lim|x2|→∞ aα2(x
2) exists for all |α2| = 2m2
a1α1 ∈ L∞(Rd1 ,C) for |α1| < 2m1
a2α2 ∈ [L∞ + Lrk ](Rd2 ,C), rµ ≥ p,
2m2 − k
d2
>
1
rk
for |α2| = k < 2m2
b2j,β2 ∈ C2m2−m2,j(∂V,B(E)) for j = 1, . . . , m2 and |β2| ≤ m2,j

(6.8)
Then for each φ > ϕM
(A,B) there is some δ = δ(φ) ≥ 0 such that A + δ is R-sectorial
in Lp(Ω, E) of angle less or equal to φ. In particular we have
R({λ(λ+ A + δ)−1 : λ ∈ Σpi−φ) < ∞.
As usual the proof is divided into three parts. In the first step we consider
a homogenous differential operator A1(x1, D) = ∑|α1|=2m1 a
1
α1
Dα
1
with constant
coefficients. Then a perturbation allows for small perturbations and finally a
localization procedure yields the general case. In each of the first two steps we
are able to use corresponding estimates given in [Nau12]. Finally we preform
a uniform localization as in [KW04, §6]. The argument is along the lines of the
very similar proof given there. Essentially we have to replace the space C by
the Banach space Lp(V, E) because of the additional variable x2. We note that
the argument carries over due to the cylindrical structure of our problem.
Constant Coefficients of A1(x1, D)
Let φ > ϕM
(A,B), λ ∈ Σpi−φ and δ2 = δ2(φ) ≥ 0 given by Proposition 6.2 for the
boundary value problem (A2, B2) on the cross section V.
2The assumption of property (α) is of technical nature. We will not go into detail here and
refer to [KW04, 4.9] for a discussion and examples. There it is also shown, that closed subspaces
of Lp(Ω,C) have this property if Ω is a σ-finite measure space.
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If u ∈ S(Rd1 , D(A2)) we obtain by applying partial Fourier Transform (on
the group Rd1) with respect to x1 to the equation f = (λ+ A1(D) + A2 + δ2)u,
(λ+ A1(·) + A2 + δ2)Fu = F f .
Hence we formally have
u = F−1mλF f ,
where mλ(ξ) = (λ+ A1(ξ) + A2 + δ2)−1 for ξ ∈ Rd1 . Note that mλ(ξ) is well
defined if −(λ + A1(ξ)) ∈ ρ(A2 + δ2), which is the case due to our specific
choice λ ∈ Σpi−φ and A1(ξ) ⊂ Σω0 . The aim is to apply a Fourier multiplier
result for the Fourier Transform on Rd, which is very similar to the one we ob-
tained in Chapter 4 for the discrete case. In particular we will use the following
result (cf. [KW04, 5.2]).
Theorem 6.8. 3 Let E be a Banach space of class HT enjoying property (α) and
1 < p < ∞ and let τ ⊂ B(E) be R-bounded. If m ∈ Cd(Rd \ {0},B(E)) is such that
{ξαDαm(ξ) : ξ ∈ Rd \ {0}, α ≤ (1, . . . , 1)} ⊂ τ, (6.9)
then the set
σ := {Tm : m satisfies (6.9)} ⊂ B(Lp(Rd, E))
is R-bounded with Rp(σ) ≤ CRp(τ).
So far we are in perfect correspondence with the proof given in [Nau12, §8]
for the so called ‘model problem’. But now the first difference occurs.
Denote by K the set of all tuples (a1
α1
)|α1|=2m1 ⊂ C satisfying (6.7). It is
shown in [KW04] that K is compact. We are now able to proof
Theorem 6.9. For each φ > ϕM
(A,B) and δ2 = δ2(φ) ≥ 0 as in Proposition 6.2 we
have that A + δ2 is (R)-sectorial in Lp(Rd1 , Lp(V, E)) with angle less or equal than
φ. Moreover
R
({
λ
1−( |α1 |2m1 +
|α2 |
2m2
)Dα(λ+ A + δ2)−1 : λ ∈ Σpi−φ,
α ∈Nd1+d20 , 0 ≤
|α1|
2m1
+
|α2|
2m2
≤ 1, (a1α1)|α1|=2m1 ⊂ K
})
< ∞. (6.10)
Proof. Everything except (6.10) follows with exactly the same arguments as in
[Nau12, Prop.8.11]. The same sophisticated representation of
ξαDα(λ+ A1(ξ) + A2 + δ2)−1
3As in the case of Fourier series Tm denotes the unique bounded extension to Lp(Rd, E) of
the operator S(Rd, E) 3 f 7→ F−1[ξ 7→ m(ξ)F f (ξ)] ∈ S ′(Rd, E). Note that in contrast to the
previous chapters F denotes the Fourier transform on Rd.
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used in their proof (cf. [Nau12, Lem.6.1], [NS11, Lem.4.4]) in combination with
Kahane’s contraction principle shows that, in order to proof (6.10), it is suffi-
cient that both symbols
κ1(λ, ξ, (a1α1)) :=
λ
1−( |α1 |2m1 +
|α2 |
2m2
)
ξα
1
(λ+ A1(ξ))
1− |α2 |2m2
,
κ2(λ, ξ, (a1α1)) :=
ξγDγA1(ξ)
λ+ A1(ξ)
are uniformly bounded for (λ, ξ, (a1
α1
)) ∈ Σpi−φ×Rd1 ×K, where γ ≤ (1, . . . , 1).
For fixed (a1
α1
), the uniform boundedness in the variables λ, ξ is already con-
tained [Nau12] and proven by homogeneity arguments. Now for fixed α1 and
γ both mappings
(λ, ξ, (a1α1)) 7→ κ1(λ, ξ, (a1α1))
(λ, ξ, (a1α1)) 7→
ξγDγA1(ξ)
λ+ A1(ξ)
are continuous. Thus compactness of K also yields uniform boundedness in
(a1
α1
) ⊂ K. Hence (6.10) follows from Theorem 6.8 and Proposition 6.2.
Slightly Varying Coefficients
Now we proceed by studying (M,ω0) parameter elliptic cylindrical boundary
value problems with bounded and measurable coefficients for A1, which are
close to systems with constant coefficients. As usual this is done by a perturba-
tion argument. We will use the following result, proven in [Nau12, Lem 8.12]
by a Neumann series argument.
Lemma 6.10. Let R be a linear operator on Lp(Rd1 , Lp(V, E)) such that the inclusion
D(A) ⊂ D(R) holds, and let δ2 be given as in Theorem 6.9. Assume that there are
η > 0 and δ > δ2 such that
‖Ru‖Lp(Rd1 ,Lp(V,E)) ≤ η‖(A + δ)u‖Lp(Rd1 ,Lp(V,E)) for all u ∈ D(A).
Then A + R + δ˜ is (R)-sectorial in Lp(Rd1 , Lp(V, E)) with angle less or equal to the
angle of R-sectoriality of A + δ2. Moreover, for every φ > ϕ(A,B) we have
R
({
λρDα(λ+ A + R + δ)−1 : λ ∈ Σpi−φ,
α ∈Nd1+d20 , ρ ∈ [0, 1], 0 ≤ ρ+
|α1|
2m1
+
|α2|
2m2
≤ 1
})
≤ K < ∞, (6.11)
whenever η < R({(A + δ)(λ+ A + δ)−1})−1. Here the constant K depends only on
M,ω0, p and A2.
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With this perturbation result we are now able to lift the statement of Theo-
rem 6.9 to operators A1 with slightly varying coefficients.
Corollary 6.11. Let R(x1, D) := ∑|α1|=2m1 rα1(x
1)Dα
1
be be a differential operator
such that ∑|α1|=2m1 ‖rα1‖L∞ < η is satisfied. Set
Ava(x, D) := A1(D) + R(x1, D) + A2(x2, D)
and denote the Lp(Rd1 , Lp(V, E))-realization by
D(Ava) := D(A),
Avau := Ava(x, D)u for u ∈ D(Ava).
Then there is a δ > 0 such that Ava + δ is (R)-sectorial on Lp(Rd1 , Lp(V, E)) with
angle less or equal than the angle of R-sectoriality of A+ δ2, provided η is sufficiently
small. In this case we have for any φ > ϕ(A,B)
R
({
λρDα(λ+ Ava + δ)−1 :
λ ∈ Σpi−φ, α ∈Nd1+d20 , ρ ∈ [0, 1], 0 ≤ ρ+
|α1|
2m1
+
|α2|
2m2
≤ 1
})
< M˜,
where M˜ again depends only on M,ω0, p and A2.
Proof. Following along the lines of the proof given [Nau12, Cro. 8.13] we obtain
from Theorem 6.9
‖Dα1(A + δ)−1‖ ≤ C for all |α1| = 2m1, δ > δ2.
This implies
‖Ru‖Lp(Rd1 ,Lp(V,E)) ≤ ∑
|α1|=2m1
‖rα1‖L∞‖Dα
1
(A + δ)−1(A + δ)u‖Lp(Rd1 ,Lp(V,E))
≤ Cη‖(A + δ)u‖Lp(Rd1 ,Lp(V,E)).
Thus if η < 1/CR({(A + δ)(λ+ A + δ)−1}) Lemma 6.10 applies and finishes
the proof.
The Uniform Localization Procedure
Before we set up the localization scheme let us give some crucial estimates for
the treatment of ‘lower order’ terms. Again a proof may be found in [Nau12,
Lem 8.14].
Lemma 6.12. Let 1 < p < ∞, β ∈ Nd10 , |β| = µ < 2m1. Let b ∈ L∞(Rd1) and Avar
be the operator defined in Corollary 6.11 and assume φ > ϕ(A,B).
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(i) For every e > 0 there is a constant C(e) > 0 such that we have for all functions
u ∈W2m1,p(Rd1 , Lp(V, E))
‖bDβu‖Lp(Rd1 ,Lp(V,E))) ≤ e‖u‖W2m1,p(Rd1 ,Lp(V,E)) + C(e)‖u‖Lp(Rd1 ,Lp(V,E))).
(ii) For every e > 0 there is a δ = δ(e) > 0 such that
R({bDβ(λ+ Ava + δ)−1 : λ ∈ Σpi−φ}) ≤ e.
Now let us fix some M,ω0 and a boundary value problem as in Theorem 6.7.
According to the BUC assumption on the top order coefficients of A1(x1, D) we
find for any e > 0 a δ > 0 such that
∑
|α1|=2m1
|a1α1(x1)− a1α1(y1)| < e, if |x1 − y1| < δ.
For a given e > 0 (specified later) we fix r ∈ (0, δ) as well as a C∞-function
ϕ : Rd1 → R with 0 ≤ ϕ ≤ 1, supp(ϕ) ⊂ Q ⊂ (−r, r)d1 such that
∑
l∈rZd1
ϕ2l (x) = 1 for all x ∈ Rd1 ,
where ϕl(x) := ϕ(x− l). Further let Ql := Q+ l for l ∈ rZd =: Π. Additionally
we choose a smooth function ψ : Rd1 → Rwith supp(ψ) ⊂ Q, 0 ≤ ψ ≤ 1, ψ ≡ 1
on suppϕ and define as before ψl(x) := ψ(x− l) for x ∈ Rd1 and l ∈ Π.
For any l ∈ Π define coefficients a1
α1,l : R
d1 → C by
a1α1,l(x
1) :=
{
a1
α1
(x1) : x1 ∈ Ql
a1
α1
(l) : else.
We define ‘local operators’ by
D(Al) := D(A),
Alu(x) := ∑
|α1|=2m1
a1α1,l(x
1)Dα
1
u(x) + A2(x2, D)u(x).
Choosing e small enough we see, that each Al is a small perturbation of an
(M,ω0) parameter elliptic cylindrical boundary value problem. In particular
we find by Corollary 6.11 for every φ > ϕ(A,B) some δ = δ(φ) > 0 such that for
all l ∈ Π the operator Al + δ is R-sectorial of angle less or equal to φ. Moreover
we have for any φ > ϕ(A,B)
sup
l∈Π
R({λ(λ+ Al + δ)−1 : λ ∈ Σpi−φ}) ≤ K
where K only depends on M,ω0, p and A2.
Let us write A(x, D) = A#(x, D) + Alow1 (x
1, D) where
A#(x, D) := A#1(x
1, D) + A2(x2, D)
Alow1 (x
1, D) := A(x, D)− A#(x, D)
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Note that Alow1 (x
1, D) is a differential operator of order less or equal to 2m1− 1,
which acts only on Rd1 . We have for u ∈ D(A) with supp(u) ⊂ Ql
A#(x, D)u(x) = Alu(x).
Let us define the space on which the the family of ‘localized operators’ act, by
Xp := lp(Π, Lp(Rd1 , Lp(V, E)),
and denote elements of Xp by (ul)l∈Π or in short (ul). On Xp we define an
operator A by
D(A) := lp(Π, D(A))
A(ul) := (Alul).
Again let φ > ϕ(A,B) and δ = δ(φ) > 0 be such that for each l ∈ Π the
local operators Al + δ are uniformly R-sectorial with angle less or equal to
φ. Since A is a diagonal operator so is A+ δ and the uniform sectoriality of
Al + δ implies sectoriality of A+ δ with angle less or equal to φ. But as shown
in [KW04, p.149] even more is true. The operator A + δ is R-sectorial with
angle less or equal to φ.
The operator of ‘localization’ J is defined by
J : Lp(Rd1 , Lp(V, E))→ Xp
u 7→ (ul) := (ϕlu).
Clearly J is injective, linear and continuous. Further J maps D(A) onto D(A).
The operation of patching together is denoted by P and defined via
P : Xp → Lp(Rd1 , Lp(V, E))
(ul) 7→ ∑
l∈Π
ϕlul .
Now it is time to relate the operator A on Lp(Rd1 , Lp(V, E)) to A on Xp. For
this reason we give formulas for JA−AJ and AP− PA as they are obtained
in [KW04]. Before we proceed we introduce the following notation. For k ∈ Π
denote by k ./ l := {l ∈ Π : Ql ∩ Qk 6= ∅}. Now the same calculation as
in [KW04, page 150] shows the relations
JA = (A+B)J
AP = P(A+D)
(6.12)
where the operators B and D are given by
B(ul) :=
(
Alow1 ψlul +∑
k./l
[ϕl A− Aϕl ]ϕkuk
)
l
D(ul) :=
(
Alow1 ul +∑
k./l
ϕl [Aϕk − ϕk A]uk
)
l ,
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for (ul) ∈ D(A). Considering both operators B and D as infinitely expanded
matrix operators we see that each component of this operators is a partial dif-
ferential operator which only acts on Rd1 of order less or equal to 2m1 − 1 with
coefficients in L∞(Rd1). Moreover the number of non zero entries in the j-th
row is bounded by #k ./ j which is and integer independent of j. These obser-
vations allow us to apply Lemma 6.12 in each component. Hence we find for
any e > 0 and constant C(e) > 0 and a δ = δ(e) > 0 such that
‖B(ul)‖+ ‖D(ul)‖ ≤ e‖(δ+A)u‖Xp + C(e)‖u‖Xp .
This estimate allows for an application of the following perturbation result for
R-sectorial operators, see [KW04, Cor.6.7]
Lemma 6.13. Let A be an R-sectorial operator in a Banach space X with angle ωA
and φ > ωA. Further let B be a linear operator satisfying D(A) ⊂ D(B) and
‖Bx‖ ≤ a‖Ax‖+ b‖x‖ for x ∈ D(A)
for some a, b ≥ 0. If a is small enough then there is a δ > 0 such that A + B + δ is
R-sectorial with angle less or equal to φ.
As a result we obtain that there is a δ > 0 such that both operators
A+B+ δ and A+D+ δ
are R-sectorial in Xp with angle less or equal to ϕ(A,B). Now let φ > ϕ(A,B)
and pick any λ ∈ Σpi−φ, u ∈ D(A) as well as f ∈ Lp(Rd1 , Lp(V, E)) such that
(λ+ A + δ)u = f is satisfied. Then (6.12) shows
u = PJu = P(λ+ (A+B+ δ))−1 J f
as well as for any f ∈ Lp(Rd1 , Lp(V, E))
f = PJ f = P(λ+ (A+D+ δ))(λ+ (A+D+ δ))−1 J f
= (λ+ A + δ)P(λ+ (A+D+ δ))−1 J f .
In particular λ+A+ δ is bijective. Hence we have −λ ∈ ρ(A + δ) and
λ(λ+ A + δ)−1 = Pλ(λ+A+B)−1 J
This yields
R({λ(λ+ A + δ)−1 : λ ∈ Σpi−φ}) < ∞,
by boundedness of J and P. Thus we have proven Theorem 6.7.
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6.4 Waveguide Type Boundary Value Problems
Now that we have Theorem 6.7 at hand, we are able to consider some special
classes of cylindrical boundary value problems.
Definition 6.14. A cylindrical (M,ω0) parameter elliptic boundary value problem is
said to be of wave guide type, if the coefficients of A(x, D) satisfy
a1α1 ∈ C(Rd1 ,C) for |α1| = 2m1 and a1α1 periodic w.r.t. Zd1
a2α2 ∈ C(V, E) and a2α2(∞) := lim|x2|→∞ aα2(x
2) exists for all |α2| = 2m2
a1α1 ∈ L∞(Rd1 ,C) for |α1| < 2m1 and a1α1 periodic w.r.t. Zd1
a2α2 ∈ [L∞ + Lrk ](Rd2 ,C), rk ≥ p,
2m2 − k
d2
>
1
rk
for |α2| = k < 2m2
b2j,β2 ∈ C2m2−m2,j(∂V,B(E)) for j = 1, . . . , m2 and |β2| ≤ m2,j

(6.13)
Recall that we could have used any other lattice of periodicity. Then we
would arrive at (6.13) after a rescaling as in Chapter 3. The constraints (6.13)
on the coefficients are covered by Theorem 6.7.
In particular let Aper(x, D) be Lp(Rd1 , Lp(V, E))-realization of a wave guide
type boundary value problem given by
D(Aper) := Lp(Rd1 , D(A2)) ∩
⋂
l1
2m1
+
l2
2m2
≤1
W l1,p(Rd1 , W l2,p(V, E))
Aperu(x) := Aper(x, D)u(x) for u ∈ D(Aper).
(6.14)
Then for every φ > ϕ(A,B), there is some δ = δ(φ) > 0 such that
R({λ(λ+ Aper + δ)−1 : λ ∈ Σpi−ϕ}) < ∞.
In particular the operator Aper + δ is sectorial with angle less or equal to φ.
Note that the domain of Aper is invariant under translations τ1z with respect to
Rd1 , where z ∈ Zd1 . Moreover we have for u ∈ D(Aper) and z ∈ Zd1
τ1z A
peru(x) = τ1z A1(x
1, D)u(x) + τ1z A2(x
2, D)u(x)
= ∑
|α1|=2m1
a1α1(x− z)Dα
1
u(x1 − z, x2) + ∑
|α2=2m2|
a2α2(x
2)Dα
2
u(x1 − z, x2)
= Aper(τ1z u)(x)
by the periodicity assumptions on the coefficients aα1 . Clearly Aper is closed
and densely defined. Thus we can apply Theorem 3.38 to obtain a family
(A(θ), D(A(θ)))θ∈Bd1 of closed and densely defined operators on the ‘fiber
space’ Lp(Id1 , Lp(V, E)) such that
Aperu = Φ−1[θ 7→ A(θ)]Φu for u ∈ R(λ, Aper)Lpc (Rd1 , Lp(V, E)),
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where λ ∈ ρ(Aper) is arbitrary. Recall that Φ only operates in the first variable
x1 in which we required periodicity of the coefficients.
Since the operator Aper is given by a concrete expression we are able to
calculate the fiber operators explicitly.
For this purposes let us pick u ∈ C∞c (Rd1 , D(A2)), which is a core for Aper.
We have with a similar calculation as we preformed in Chapter 1 for θ ∈ Bd1 ,
x1 ∈ Id1 and x2 ∈ V
[ΦAperu](θ, x1, x2) = [ΦA1(·1, Dα1)u](θ, x1, x2) + [ΦA2(·2, Dα2)u](θ, x1, x2)
= e−2piix
1θ ∑
z∈Zd1
e2piiθz ∑
|α1|≤2m1
a1α1(x
1 − z)Dα1 u(x1 − z, x2)
+ A2(x2, Dα
2
)[Φu(·, x2)](x1, θ)
= ∑
|α1|≤2m1
a1α1(x
1)e−2piix
1θDα
1
[ ∑
z∈Zd1
e2piiθzτ1z u(·, x2)](x1)
+ A2(x2, Dα
2
)[Φu(·, x2)](x1, θ)
= ∑
|α1|≤2m1
a1α1(x
1)(D + 2piiθ)α
1
e−2piix
1θ [ ∑
z∈Zd1
e2piiθzτ1z u(·, x2)](x1)
+ A2(x2, Dα
2
)[Φu(·, x2)](x1, θ)
= A1(x1, D + 2piiθ)[Φu(·, x2)](θ, x1) + A2(x2, D)[Φu(·, x2)](x1, θ).
Moreover, for each x2 ∈ V, θ ∈ Bd1 the function Id1 3 x1 7→ [Φu(·, x2)](θ, x1)
satisfies periodic boundary conditions on Id. Hence we are led to the study of a
cylindrical boundary value problem on the set Id ×V with periodic boundary
conditions with respect to the first variable.
Cylindrical Boundary Value Problems with Periodic Boundary Conditions
Very similar to the discussion above we will now consider ‘periodic boundary
value problems’ on the cylindrical domain Ω := Id1 × V, where V ⊂ Rd1 is
again a sufficiently smooth standard domain. More precisely we consider a
boundary value problem of the form
λu + A1(x1, D)u + A2(x2, D)u = f in Ω
Bj(x2, D)u = 0 on Id × ∂V, j = 1, . . . , m2
Dβ
1
u|x1j =0 − D
β1 u|x1j =1 = 0 for j = 1, . . . , d1 and |β
1| < m1.
(6.15)
Problems of this type are also considered in [Nau12], see also [DN11]. Under
suitable assumptions on the operators A1 and A2 the authors are able to show
R-sectoriality of the Lp-realization of the boundary value problem (6.15). Let
us outline the result. Again we assume that A2 is of the same type as in the
previous chapter, i.e. Proposition 6.2 holds true for the Lp(V, E) realization.
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Denote the Lp(Ω, E)-realization of (6.15) by
D(A) := Lp(Id1 , D(A2)) ∩
⋂
l1
2m1
+
l2
2m2
≤1
W l1,pper (Id1 , W l2,p(V, E)),
Au(x) = A1(x1, D)u(x1, x2) + A2(x2, D)u(x1, x2) for u ∈ D(A).
(6.16)
Further assume that the following conditions for the coefficients of A1 are sat-
isfied.
a1α1 ∈ Cper(Id,C) for |α1| = 2m1
a1α1 ∈ Lrk(Id,C), rk ≥ p,
2m2 − k
d1
>
1
rk
for |α1| = k < 2m1
 (6.17)
The following result is obtained as a part of the proof in [Nau12, Thm. 8.10]
Proposition 6.15. Let 1 < p < ∞ and Ω = Id1 × V where V ⊂ Rd2 is a C2m2-
standard domain. Further we assume that the boundary value problem given by (6.15)
on the cylindrical domain Ω
(i) is cylindrical
(ii) the coefficients of A1 satisfy (6.17) and the ones of A2 (6.3),
(iii) is cylindrical parameter elliptic in Ω of angle ϕ(A,B) ∈ [0,pi).
Then for each φ > ϕ(A,B) there is a δ = δ(φ) such that the Lp(Ω, E) realization of
(6.15) given by (6.16) is R-sectorial with angle less or equal to φ. Moreover we have
R
({
λ
1−( |α1 |2m1 +
|α2 |
2m2
)Dα(λ+ A + δ)−1 :
λ ∈ Σpi−φ, α ∈Nd1+d20 , 0 ≤
|α1|
2m1
+
|α2|
2m2
≤ 1
})
< ∞.
After this short intermezzo we note that applying partial Bloch transform to
the Lp realization of a waveguide type boundary value problem on the cylindri-
cal domain Rd1 ×V, results in a family of cylindrical boundary value problems
with periodic boundary conditions on the cylindrical domain Id × V. More
precisely we will show in the next theorem, that fiber decomposition of the the
Lp-realization Aper from (6.14) is given by the family
D(A(θ)) := Lp(Id1 , D(A2)) ∩
⋂
l1
2m1
+
l2
2m2
≤1
W l1,pper (Id1 , W l2,p(V, E)),
A(θ)u(x1, x2) := A1(x1, 2piiθ + D)u(x1, x2) + A2(x2, D)u(x1, x2) (u ∈ D(A)).
(6.18)
of Lp-realizations of periodic boundary value problems on the domain Id1 ×V.
The assumptions (6.13) on the coefficients of Aper imply the validity of (6.17)
and also (M,ω0) parameter ellipticity carries over to the family A(θ) due to the
fact, that the principle part of A1(x1, 2piiθ + D) is independent of θ and equals
A#1(x
1, ξ). We have
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Theorem 6.16. Let 1 < p < ∞, E be a Banach space of class HT enjoying property
(α). Assume V ⊂ Rd2 is a C2m2-standard domain and we are given a waveguide type
boundary value problem on the cylindrical domain Ω := Rd1 ×V such that
(i) the coefficients of A1 and A2 satisfy (6.13),
(ii) it is (M,ω0) parameter elliptic on Ω of angle ϕM(A,B) ∈ [0,pi).
Then the fiber decomposition of the Lp(Ω)-Realization Aper given through (6.14) is
given by the operators (6.18). In particular we have
Aperg = Φ−1[θ 7→ A(θ)]Φg for all g ∈ DAper := R(λ, Aper)Lpc (Rd1 , Lp(V, E))
where λ ∈ ρ(Aper) is arbitrary. Moreover it holds
ρ(Aper) =
⋂
θ∈Bd
ρ(A(θ)).
Proof. First of all we obtain from the assumptions and Theorem 6.9 the existence
of an unbounded sequence (λk)k∈N ∈ ρ(A) such that
λkR(λk, Aper) f → f for k→ ∞
for all f ∈ Lp(Rd1 , Lp(V, E)). The periodicity of Aper with respect to the vari-
able x1 has been shown before. Thus we can apply Theorem 3.38 to obtain a
family of closed and densely defined fiber operators (A(θ), D(A(θ)) defined on
Lp(Id, Lp(V, E)) such that
Aperu = Φ−1[θ 7→ A(θ)]Φu for u ∈ DA
and
ρ(Aper) ⊂ ⋂
θ∈Bd\Ω
ρ(A(θ))
where Ω ⊂ Bd is a set of measure zero. We also note that for every φ > ϕM
(A,B)
we find a δ = δ(φ) ≥ 0 such that Aper + δ is sectorial in Lp(Rd1 , Lp(V, E)) with
angle less or equal to φ (cf.Theorem 6.7). But if we pick u ∈ C∞c (Rd1 , D(A2)),
then u ∈ D(Aper) and the same calculation as on page 146 shows for θ ∈ Bd
and (x1, x2) ∈ Id ×V
[ΦAperu](θ, x1, x2) =
(
A1(x1, D + 2piiθ) + A2(x2, D)
)
[Φu(·, x2)](θ, x1)
=: A(θ)[Φu(·, x2)](θ, x1).
For fixed θ we denote by A˜(θ) the Lp(Id1 , Lp(V, E)))-realization of A(θ) given
through (6.18). By the representation of A(θ) we see that the coefficients of A1
satisfy (6.17) and the coefficients of A2 remain unchanged and still fulfill (6.3).
Since the principle part of A1(θ) = A#1(x1, D) is independent of θ also (M,ω0)
parameter ellipticity is preserved. Hence we can apply Proposition 6.15 to find
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for every φ > ϕM
(A,B) a δ1(φ) ≥ 0 such that for all θ ∈ Bd the operator A˜(θ) + δ2
is sectorial of angle less or equal to φ. Now let us fix φ > ϕM
(A,B) and accordingly
δ > 0 such that, Aper + δ and A˜(θ) + δ are sectorial of angle less or equal to φ.
Since D(A˜(θ)) is independent of θ and θ 7→ A˜(θ) ∈ C∞(Bd, D), where
D = D(A˜(θ)) is equipped with one (of the equivalent) graph norms ‖ · ‖D(A˜(θ)),
we can apply Theorem 4.22 to θ 7→ (λ+ A˜(θ) + δ)−1 for λ ∈ Σpi−φ and obtain,
that
Tλ,δ := Φ−1[θ 7→ (λ+ A˜(θ) + δ)−1]Φ
defines a bounded and periodic operator on Lp(Rd1 , Lp(V, E)). For u in the
dense subset C∞c (Rd1 , D(A2)) we have the identity
Tλ,δ(λ+ Aper + δ)u = u.
Indeed (λ+ Aper + δ)u ∈ Lpc (Rd1 , Lp(V, E)). Hence
Tλ,δ(λ+ Aper + δ)u = Φ−1[θ 7→ (λ+ A˜(θ) + δ)−1]Φ(λ+ Aper + δ)u
= Φ−1[θ 7→ (λ+ A˜(θ) + δ)−1(λ+ A˜(θ) + δ)Φu
= u.
Writing u = (λ + Aper + δ)−1 f with some f ∈ (λ + Aper + δ)C∞c (Rd1 , D(A2))
yields
Tλ,δ f = (λ+ Aper + δ)−1 f ,
which extends by denseness to all f ∈ Lp(Rd1 , Lp(V, E)). In particular we have
Tλ,δ = (λ+ Aper + δ)−1 for all λ ∈ Σpi−φ. But this implies by the construction
of the fiber operators in Section 3.3, that
λ+ δ+ A(θ) = λ+ δ+ A˜(θ)
for almost all θ ∈ Bd. In particular we have
D(A(θ)) = D(A˜(θ)),
A(θ)u = A˜(θ)u for all u ∈ D(A(θ))
for almost all θ ∈ Bd. Thus we obtain
Aperu = Φ−1[θ 7→ A˜(θ)]Φu for all u ∈ DAper .
The uniform sectoriality of A˜(θ) + δ together with the continuous dependence
on the parameter θ shows that the assumptions of Theorem 5.11 are satisfied.
Hence also
ρ(Aper) =
⋂
θ∈Bd
ρ(A˜(θ))
follows and the theorem is proven.
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Let us mention that at this point the advantage of the Bloch Transform gets
visible. We obtained θ dependence of the fiber operators only in the differen-
tial expression, but the domains are constant. This simplified the arguments
in order to show that Tλ,δ is a bounded operator on Lp(Rd, E). For the Zak
Transform the dependency is the other way around i.e. the differential expres-
sion is independent of θ but the domain is not. In this case one needs to show
analyticity of the fiber operators, which is a lots harder than continuity.
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More about Vector-Valued
Functions
A.1 Smooth Functions
Consider a function f : Rd → E, where E is an arbitrary Banach space. We
will say that f is differentiable at the point x0 ∈ Rd if there is a continuous and
linear map λ : Rd → E and a map ψ defined in a neighborhood of zero with
values in E, such that
lim
Rd3h→0
ψ(h) = 0 in E
and
f (x0 + h) = f (x0) + λ(h) + |h|ψ(h).
It is not hard to show that the continuous linear map λ is uniquely determined
by f and x0. λ is called the derivative of f at the point x0 and denoted by f ′(x0).
We note that f ′(x0) ∈ B(Rd, E). If f is differentiable at every point x0 ∈ Rd we
will say that f is differentiable.
If in addition x 7→ f ′(x) ∈ B(Rd, E) is continuous, f is called continuous
differentiable. The set of all f : Rd → E which are continuous differentiable is
denoted by C1(Rd, E). For the second derivative we observe that B(Rd, E) is a
Banach space, so that we may define differentiability of f ′ in the same fashion
as for f . The derivative of f ′ is denoted by f ′′ = f (2). Now for fixed x0 ∈ Rd the
value of f (2)(x0) is an element of B(Rd,B(Rd, E))). For higher order derivatives
we define as usual
f (k)(x0) := ( f (k−1))′(x0)
and call a function k-times continuous differentiable, if the derivative f (l)(x0)
exists for every x0 ∈ Rd and 0 ≤ l ≤ k and the mappings
Rd 3 x 7→ f (l)(x) ∈ B(Rd,B(Rd, . . . ,B(Rd, E)))
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are continuous for every 0 ≤ l ≤ k. The set of all k-times continuous differ-
entiable functions is denoted by Ck(Rd, E). A function f : Rd → E is called
smooth if
f ∈ ⋂
k∈N0
Ck(Rd, E) =: C∞(Rd, E).
Since Rd is a product space we may also introduce directional derivatives. Fix
(x1, . . . , xj−1, xj+1, . . . , xd) ∈ Rd−1 and consider for f : Rd → E the function
t 7→ f (x1, . . . , xj−1, t, xj+1, . . . , xd).
If this map is differentiable in the above sense at the point xj, we call its deriva-
tive the partial derivative of f in j-th direction and denote it by ∂j f (x) for
x = (x1, . . . , xd)T. If ∂j f (x) exists at the point x then
∂j f (x) = λj,x : R→ E
is a unique continuous and linear map such that
f (x1, . . . , xj−1, xj + h, xj+1, . . . , xd)− f (x1, . . . , xd) = λj,x(h) + O(h)
for small enough h ∈ R. By definition λj,x ∈ B(R, E). But B(R, E) may be
identified with E via the isometric mapping T 7→ T(1). We have
Lemma A.1. f : Rd → E is in Cl(Rd, E) if and only if each partial derivative
∂j f : Rd → E is in Cl−1(Rd, E).
A.2 The Bochner Integral
For a extensive introduction to the integration of vector valued functions we
refer to standard text books like [DS58,DU77,Lan93]. Especially for the Bochner
integral the original article by Bochner [Boc33] is a nice to read source.
Measurable Functions
Let (Ω,Σ, µ) be a σ-finite, positive, measure space and E a Banach space. We
say that any property (P) holds true for µ-almost all ω ∈ Ω if there is a set
Ω˜ ∈ Σ with µ(Ω˜) = 0 and (P) is valid for all ω ∈ Ω \ Ω˜. It is always clear form
the context which measure is under consideration. Hence we ignore the µ and
say (P) holds for almost all ω ∈ Ω, or almost everywhere.
For vector valued functions there are basically two concepts of measurabil-
ity, strong and weak measurability.
Definition A.2.
(i) A function f : Ω → E is called simple, if there exist e1, . . . , em ∈ E and
Ω1, . . . ,Ωm ∈ Σ with µ(Ωj) < ∞ for j = 1, . . . , m such that f = ∑mj=1 ej1Ωj .
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(ii) f : Ω → E is called (strongly) measurable, if there is a sequence fn of simple
functions, with limn→∞ ‖ fn(ω)− f (ω)‖E = 0 for almost all ω ∈ Ω.
(iii) f : Ω → E is called weakly measurable, if for each e′ ∈ E′ the scalar-valued
functions ω 7→ e′[ f (ω)] is measurable.
If we say a function is measurable we always mean strongly measurable. A
fundamental characterization of measurable functions is given by Pettis Theo-
rem.
Theorem A.3. A function f : Ω→ E is measurable if and only if
(i) f is almost separable valued, i.e. there is a set Ω˜ ∈ Σ with µ(Ω˜) = 0 such that
f (Ω \ Ω˜) is a separable subset of E.
(ii) f is weakly measurable.
An immediate consequence for separable Banach spaces E is that strong
and weak measurability coincide.
The Bochner Integral
The Bochner Integral is an abstraction of the Lebesgue integral. Some authors
call it ‘Dunford Schwartz integral’. The integral of any simple function is de-
fined in the obvious way, i.e.∫
Ω
f (ω)dµ =
m
∑
j=1
µ(Aj)ej.
Definition A.4. A measurable function f : Ω → E is called Bochner integrable, if
there is a sequence ( fn)n∈N of simple functions such that
lim
n→∞
∫
Ω
‖ fn(ω)− f (ω)‖Edµ = 0.
In this case the limit
∫
Ω˜ f (ω)dµ := limn→∞
∫
Ω˜ fn(ω)dµ exists in E for any Ω˜ ∈ Σ
and is independent of the sequence fn. Moreover
‖
∫
Ω˜
f (ω)dµ‖E ≤
∫
Ω˜
‖ f (ω)‖Edµ. (A.1)
Bochner gave a concise characterization of integrable functions, known as
‘Bochner Theorem’.
Theorem A.5. A measurable function f : Ω→ E is Bochner integrable, if and only if∫
Ω ‖ f (ω)‖Edµ < ∞.
The set of all Bochner integrable functions on the measure space (Ω,Σ, µ)
with values in E is denoted by L1(Ω, E). Mostly all the basic properties known,
for the Lebesgue integral transfer to the vector valued setting. But there are also
things, where one has to be more careful, like the theorem of Radon-Nikodym
for example. Let us collect the most important results.
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Proposition A.6. Let fn : Ω → E be a sequence of Bochner integrable functions. If
limn→∞ fn(ω) = f (ω) exists for almost all ω ∈ Ω and there is a real valued, Lebesgue
integrable function g on Ω such that ‖ fn(ω)‖E ≤ g(ω) for almost all ω ∈ Ω, then f
is Bochner integrable and
lim
n→∞
∫
Ω˜
fn(ω)dµ =
∫
Ω˜
f (µ)dµ
for all Ω˜ ∈ Σ.
Proposition A.7. Let f : Ω → E be measurable and fn ∈ L1(Ω, E) be sequence
with lim
n→∞
∫
Ω ‖ fn(ω)‖dω < ∞ and fn(ω)
n→∞−→ f (ω) for almost all ω ∈ Ω. Then
f ∈ L1(Ω, E) and∫
Ω
‖ f (ω)‖dµ =
∫
Ω
lim
n→∞
‖ fn(ω)‖dµ ≤ lim
n→∞
∫
Ω
‖ fn(ω)‖dµ.
Theorem A.8. Let (A, D(A)) : E0 → E1 be a linear and closed operator. Assume that
f ∈ L1(Ω, E0) is such that f (ω) ∈ D(A) for almost all ω ∈ Ω and ω 7→ A f (ω) ∈
L1(Ω, E1), then
∫
Ω˜ f (ω)dµ ∈ D(A) for all Ω˜ ∈ Σ and
A
( ∫
Ω˜
f (ω)dµ
)
=
∫
Ω˜
A f (ω)dµ.
A useful consequence of the theorem above is the possibility to to inter-
change integration and differentiation.
Theorem A.9. Let U ⊂ R be open. If f : Ω×U → E is such that for all u ∈ U
the function ω 7→ f (ω, u) is an element of L1(Ω, E) and for almost all ω ∈ Ω
the function u 7→ f (ω, u)is differentiable with ω 7→ ddu f (ω) ∈ L1(Ω, E). Then
u 7→ ∫Ω˜ f (ω, u)dµ(ω) is differentiable for all Ω˜ ∈ Σ and
d
du
∫
Ω˜
f (ω, u)dµ(ω) =
∫
Ω˜
d
du
f (ω, u)dµ(ω).
There is also a version of the fundamental Theorem of calculus. Recall how
we identified the derivative of an E valued function with an E-valued function
at the end of Section A.1.
Theorem A.10. Let f : [a, b]→ E be of class C1. Then for any t ∈ [a, b]
f (t)− f (a) =
∫ t
a
f ′(s)ds
Here integration is with respect to the Lebesgue measure.
For two measure spaces (Ω1,Σ1, µ1), (Ω2,Σ2, µ2) we consider the product
measure space (Ω1 ×Ω2,Σ(Ω1 ×Ω2), µ1 ⊗ µ2). Here Σ(Ω1 ×Ω2) denotes the
sigma algebra on Ω1 ×Ω2 that is generated by sets of the form U1 ×U2, where
Ui ∈ Σ(Ωi). µ1 ⊗ µ2 denoted the product measure, i.e. the unique1 measure on
Σ(Ω1 ×Ω2) with µ1 ⊗ µ2(U1 ×U2) = µ1(U1)µ2(U2) for all Ui ∈ Σ(Ωi).
1uniqueness is a consequence of the assumption of σ-finite measure spaces (see [DS58, III.11].
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Theorem A.11. Assume two given σ-finite, positive measure spaces (Ω1,Σ1, µ1) and
(Ω2,Σ2, µ2). Let f : Ω1 ×Ω2 → E be µ1 ⊗ µ2-measurable. Assume that for almost
all ω1 ∈ Ω1 the map ω2 7→ f (ω1,ω2) is in L1(Ω2, E) and
ω1 7→
∫
Ω2
‖ f (ω1,ω2)‖Edµ2
is an element of L1(Ω1,R). Then f ∈ L1(Ω1 ×Ω2, E) and∫
Ω1
∫
Ω2
f (ω1,ω2)dµ2dµ1 =
∫
Ω2
∫
Ω1
f (ω1,ω2)dµ1dµ2 =
∫
Ω1×Ω2
f (ω)d(µ1 ⊗ µ2).
Bochner-Lebesgue Spaces
The definition of the vector-valued Lp spaces works in the same fashion as in
the scalar case. Denote by N the set
N := {Ω˜ ∈ Σ : µ(Ω˜) = 0}.
Definition A.12. Let E ba a Banach space and (Ω,Σ, µ) a σ-infinite, positive measure
space.
(i) For p ∈ [1,∞) denote by Lp(Ω, E) the set of functions f : Ω → E such that
RΩ\Ω˜( f ) is measurable for some Ω˜ ∈ N and ω 7→ ‖RΩ\Ω˜( f )(ω)‖pE is an
element of L1(Ω \ Ω˜,R). We set
‖ f ‖Lp(Ω,E) :=
( ∫
Ω\Ω˜
‖ f (ω)‖pEdµ
)1/p
.
(ii) L∞(Ω, E) denotes the set of all functions f : Ω → E such that RΩ\Ω˜( f ) is
measurable for some Ω˜ ∈ N and
‖ f ‖L∞(Ω,E) := inf
{
c ∈ [0,∞] : µ({ω : ‖ f (ω)‖E > c}) = 0
}
< ∞.
All frequently used norm inequalities that are known for the Lebesgue inte-
gral transfer to the vector-valued setting without essential changes. We obtain
by an application of triangle inequality and (A.1)
Proposition A.13. Let f1, f2 ∈ Lp(Ω, E) and g ∈ Lp′(Ω, E′) and h ∈ Lp′(Ω,C),
where p, p′ ∈ [1,∞]. Then we have
(i) (Minkowski’s Inequality)
‖ f1 + f2‖Lp(Ω,E) ≤ ‖ f1‖Lp(Ω,E) + ‖ f2‖Lp(Ω,E).
(ii) (Hölder’s Inequality) If 1p +
1
p′ = 1 (we use the usual convention
1
∞ = 0).
Then
‖h f1‖L1(Ω,E) ≤ ‖h‖Lp′ (Ω,C)‖ f1‖Lp(Ω,E)
‖g f1‖L1(Ω,C) ≤ ‖g‖Lp′ (Ω,E′)‖ f1‖Lp(Ω,E).
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(iii) (Young’s Convolution Inequality) Let (Ω,Σ, µ) = (Rd,B(Rd),λ) where λ
is the Lebesgue measure and B(Rd) the Borel sigma algebra over Rd. Assume
r ∈ [1,∞] with 1r + 1 = 1p + 1p′ . Then the integrals
h ∗ f1(x) :=
∫
Rd
h(x− y) f (y)dλ(y),
g ∗ f1(x) :=
∫
Rd
g(x− y) f (y)dλ(y)
exist for almost all x ∈ Rd. Moreover h ∗ f1 ∈ Lr(Rd, E) and g ∗ f1 ∈ Lr(Rd,C)
with
‖h ∗ f1‖Lr(Rd,E) ≤ ‖h‖Lp′ (Ω,C)‖ f1‖Lp(Ω,E),
‖g ∗ f1‖Lr(Rd,C) ≤ ‖g‖Lp′ (Ω,E′)‖ f1‖Lp(Ω,E).
For a general σ-finite measure space (Ω,Σ, µ) we consider the factor space
Lp(Ω, E) := Lp(Ω, E)/{ f : Ω→ E : f (ω) = 0 for almost all ω ∈ Ω}.
Lp(Ω, E) equipped with the norm
‖[ f ]‖Lp(Ω,E) := ‖ f ‖Lp(Ω,E)
is a Banach space. For convenience we write again f ∈ Lp(Ω, E) instead of [ f ].
A special case occurs if we take Ω = Zd, with sigma algebra Σ(Zd) gener-
ated by the singleton sets {z} and the counting measure µ. In this case the only
set in Σ(Zd) of measure zero is the empty set. Thus
Lp(Zd, E) = Lp(Zd, E) =: lp(Zd, E).
Lemma A.14. Let p ∈ [1,∞]. Then f ∈ lp(Zd, E) if and only if
‖ f ‖lp(Zd,E) :=

(
∑
z∈Zd
‖ f (z)‖pE
) 1
p
: p ∈ [1,∞)
sup
z∈Zd
‖ f (z)‖E : p = ∞
is finite. Simple functions on Zd are sequences with finite support. i.e. these sequences
are dense in lp(Zd, E) for p ∈ [1,∞).
Dense subsets of Lp(Ω, E)
An immediate consequence of the definition and Proposition A.6 is, that simple
functions are dense in Lp(Ω, E) if p ∈ [1,∞). From this we obtain, that if E is
separable so is Lp(Ω, E) for p ∈ [1,∞). Step functions on Zd with values in E
are sequences with finite support. Hence s(Zd, E) is dense in lp(Zd, E).
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Now let us consider the spaces Lp(Bd, E)2. For N ∈ N0 recall the one-
dimensional Dirichlet- and Féjer kernels given by
DN(θ) := ∑
|z|≤N
e2piizθ FN(θ) :=
1
N + 1
N
∑
j=0
DN(θ).
The multi-dimensional analogue is given by
FN,d(θ1, . . . , θd) :=
d
∏
j=1
FN(θj).
Functions of the form θ 7→ ∑|z|≤m a(z)e2piiθz where a(z) ∈ E are called trigono-
metric polynomial. The following result is well known in the case of scalar
valued functions and the proof copies verbatim to the vector valued setting.
Proposition A.15. Let 1 ≤ p < ∞ and f ∈ Lp(Bd, E). Then Fd,N ∗ f is a trigono-
metric polynomial for each N ∈N0 and
‖FN,d ∗ f − f ‖Lp(Bd,E) → 0 as N → ∞.
In particular trigonometric polynomials are dense in Lp(Bd, E).
Note that trigonometric polynomials are of class C∞ and periodic. Hence
C∞per(Bd, E) is dense in Lp(Bd, E) for all p ∈ [1,∞).
Duality
Let us close this subsection by considering duality. It is well known, in the case
of scalar valued functions, that [Lp(Ω,C)]′ ∼= Lp′(Ω,C) with 1p + 1p′ = 1 and
1 < p < ∞. For vector-valued functions this is not longer true for all Banach
spaces E. Nevertheless if is known, that
[Lp(Ω, E)]′ ∼= Lp′(Ω, E′) (A.2)
if either (Ω,Σ, µ) is decomposable and E′ is separable [Din67, §13,5] or (Ω,Σ, µ)
is σ-finite and E′ has the so called Randon-Nikodym3 property with respect to
µ [DU77, §4]. However if E is reflexive and the measure space is σ-finite it
is shown in [Edw65, 8.20.4], that (A.2) holds true. In particular we have for
1 < p < ∞ and a reflexive Banach space E
[Lp(Rd, E)]′ ∼= Lp′(Rd, E′)
[Lp(Id, E)]′ ∼= Lp′(Id, E′)
[lp(Zd, E)]′ ∼= lp′(Zd, E′)
(A.3)
and all the spaces in (A.3) are themselves again reflexive.
2recall that B := [−1/2, 1/2]
3For more details about such spaces we refer again to [DU77].
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Vector-valued Sobolev spaces
Analogously to Section 2.1 we can define for an open set Ω ⊂ Rd the space of
E-valued test functions by
D(Ω, E) := {ϕ ∈ C∞(Ω, E) : suppϕ ⊂ Ω is compact}.
Then we set D′(Ω, E) := B(D(Ω,C), E) and call element of D′(Ω, E) E-valued
distributions. It is clear that the set of E-valued distributions is a linear space
and endowed with the topology of uniform convergence on bounded subsets
of D(Ω,C) this space is a locally convex space (see [Ama95] for more details).
The distributional derivative of an element T ∈ D′(Ω, E) is again by
[∂αT](ϕ) := (−1)|α|T(∂αϕ) , for all ϕ ∈ D(Ω,C).
Hölders inequality shows that for u ∈ Lp(Ω, E) the element Tu defined by
Tu(ϕ) :=
∫
Ω
u(x)ϕ(x)dx for ϕ ∈ D(Ω,C),
belongs to D′(Ω, E). For k ∈ N and 1 ≤ p ≤ ∞ we define the vector valued
Sobolev spaces W k,p(Ω, E) to be the subspace of Lp(Ω, E) of functions u for
which all distributional derivatives ∂αTu up to order k belong to Lp(Ω, E). More
precisely u is an element of W k,p(Ω, E) if and only if for every α ∈ Nd0 with
|α| ≤ k there is a gα ∈ Lp(Ω, E) such that ∂αTu = Tgα . In this situation we
shortly write ∂αu = gα. OnW k,p(Ω, E) we introduce the norm
‖u‖Wk,p(Ω,E) :=

(
∑
α∈Nd0
|α|≤k
‖∂u‖pLp(Ω,E)
)1/p
: 1 ≤ p < ∞
max
α∈Nd0
|α|≤k
‖∂αu‖L∞(Ω,E) : p = ∞
Proposition A.16. Wk,p(Ω, E) := (W k,p(Ω, E), ‖ · ‖Wk,p(Ω,E)) is a Banach space.
For the special case Ω = (0, 1)d we further introduce the periodic Sobolev
spaces via traces. Theorem A.10 remains true for functions in W1,p(Id, E).
Hence we have for k ≥ 1
Wk,p((0, 1)d, E) ↪→ Lp((0, 1)d−1, Wk,p((0, 1), E)) ↪→ Lp((0, 1)d−1, Ck−1([0, 1], E))
Now we define W0,pper(Id, E) := Lp(Id, E) and if k ≥ 1
Wk,pper(Id, E) := {u ∈Wk,p((0, 1)d, E) : ∂mj u|xj=0 = ∂mj u|xj=1
for j = 1, . . . , d and 0 ≤ m < k}.
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