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Abstract—Robust, affine covariant, feature extractors provide
a means to extract correspondences between images captured
by widely separated cameras. Advances in wide baseline corre-
spondence extraction require looking beyond the robust feature
extraction and matching approach. This paper examines new
techniques of extracting correspondences that take advantage
of information contained in affine feature matches. Methods of
improving the accuracy of a set of putative matches, eliminating
incorrect matches and extracting large numbers of additional
correspondences are explored. It is assumed that knowledge
of the camera geometry is not available and not immediately
recoverable. The new techniques are evaluated by means of an
epipolar geometry estimation task. It is shown that these methods
enable the computation of camera geometry in many cases where
existing feature extractors cannot produce sufficient numbers of
accurate correspondences.
I. INTRODUCTION
Solving the correspondence problem is the first step in
most multiple-view computer vision systems. The complexity
of the problem depends on the camera geometry and scene
complexity and on the amount of geometry information that
is available. Where cameras are closely spaced, with almost
entirely overlapping fields of view, and the camera calibration
is know, correspondences can be extracted for every pixel.
Examples where this configuration is used include [1, 2, 3].
Where the cameras are widely separated, with limited view
overlap and where no knowledge of the camera geometry
is available, the problem of extracting correspondences is
extremely challenging. This is common in surveillance camera
networks, where cameras are usually uncalibrated and sparsely
placed to maximise coverage. The first objective when working
with an uncalibrated wide baseline camera network is to
recover the camera geometry, in order to simplify further
scene analyses. Camera geometry may be computed automat-
ically from sparse point correspondences across views. This
is referred to as the wide baseline correspondence problem.
The uncalibrated wide baseline correspondence problem has
been addressed by means of robust local feature extraction
and matching (wide baseline matching). Other examples where
wide baseline matching is utilised include object recognition
[4, 5] content based image retrieval [6] and analysis of
uncontrolled image sets [7].
Robust local feature extractors select regions in images that
are good candidates for matching. They select features that
correspond to the same scene structure, despite a significant
change in viewpoint. In difficult cases, however, even the state
of the art wide baseline matching techniques cannot produce
sufficient correspondences to compute a reliable estimate of
the scene geometry. To find larger numbers of correspondences
more accurately in difficult cases, it is necessary to explore
techniques beyond the traditional matching approach.
This paper explores second tier correspondence extraction
techniques, where robust feature matching is considered first
tier correspondence extraction. These second tier techniques
make use of information provided by first tier systems to im-
prove the accuracy of matches and extract additional matches.
Second tier methods assume that the only information avail-
able about a set of images is the first tier matched features,
which are limited in accuracy and likely contain a large
proportion of incorrect matches. The objective of the new
techniques is to enable the accurate computation of camera
geometry where existing feature matching has provided insuf-
ficient good matches. The new methods presented in this paper
were evaluated by means of an epipolar geometry estimation
task [8].
II. LOCAL IMAGE FEATURE EXTRACTION AND MATCHING
Local image features are patterns in an image that are
defined in limited image areas and are distinguishable from
the surrounding image in some way. Features may be extracted
independently from each view of a scene and matched to find
sets of correspondences between views. Features are matched
by computing a descriptor vector for each feature from its
local image region and comparing the descriptors of features
from different viewpoints.
A wide variety of local feature extractors appear in the
literature, each with different properties and applications. A
comprehensive review of local image feature extractors may
be found in [9]. Feature extractors may be classified into three
classes according to the geometric properties of the features
produced – Euclidean covariant, similarity covariant and affine
covariant features.
2A feature produced by an affine covariant feature extractor
may be expressed as an affine transformation (in projective
two-space, P2) of the form,
F (tx, ty, q, φ, θ, k) = T (tx, ty)A (q, φ)R (θ)K (k) , (1)
with,
T (tx, ty) =

 1 0 tx0 1 ty
0 0 1

 ,
A (q, φ) = R (φ)
−1

 q 0 00 q−1 0
0 0 1

R (φ) ,
R (θ) =

 cos (θ) −sin (θ) 0sin (θ) cos (θ) 0
0 0 1

 ,
K (k) =

 k 0 00 k 0
0 0 1


.
(2)
Here T is a translation transformation, A is an anisotropic
scaling, R is a rotation and K is an isotropic scaling. The
feature affine transformation, F, may be interpreted as a
transformation that maps a unit circle, centred at the coordinate
origin, to an ellipse circumscribing the feature support region
in the image. Similarity covariant features may be expressed
as, Fs (tx, ty, θ, k) = T (tx, ty)R (θ)K (k) and Euclidean
covariant features may be expressed as, Fi (tx, ty, θ) =
T (tx, ty)R (θ).
The feature transformation may be used to produce a
geometrically normalised image from which an appearance
descriptor may be computed. Modern descriptors such as
the Scale Invariant Feature Transform (SIFT) [10] are highly
effective due to their ability to encode local gradient shapes.
They are sensitive to the change in shape induced by changes
in camera viewpoint. Normalising a local image region using
a feature transformation helps to eliminate unwanted variation
in the descriptor due to viewpoint change. The extent of the
normalisation is determined by the type of feature transforma-
tion.
Euclidean covariant features normalise for rotation and
translation, which enables dealing with camera rotations
around the optical axis, limited rotations around the other
axis and small camera translations (short baseline). Similarity
covariant features add scale normalisation. This enables better
compensation for general camera rotations, a change in focal
length and translation along the optical axis. Affine covariant
features include shape normalisation that compensates for
much larger camera translations (wide baseline) than the above
classes. While an affine transformation does not completely
model the projective deformations that result from large base-
lines, it offers a good local approximation [11].
This paper is concerned with improving methods for wide
baseline matching and so will make use of affine covariant
features only. Evaluations of affine covariant extractors and
descriptors have been presented in [12, 13, 14]. The most
robust affine covariant extractors are the Harris Affine and
Hessian Affine extractors [15, 16, 11, 17, 18, 12, 19, 20]
and the Maximally Stable Extremal Regions (MSER) extractor
[21].
III. SECOND TIER CORRESPONDENCE EXTRACTION
Currently, algorithms that compute scene geometry from
sets of matched features treat the matches as corresponding
sets of points. A corresponding pair of affine covariant fea-
tures provides an affine normalisation transformation for each
feature (as defined in Section II), which combine to give a
relative affine transformation between the local regions of the
two images. Local features are centred on image regions with
significant intensity information content. Matched affine fea-
tures therefore contain significant geometric and photometric
information that is not currently exploited.
The second tier correspondence extraction methods are an
attempt to exploit all the additional information contained in
matched affine features to assist in geometry computations.
Three directions are explored in this paper. Improving feature
accuracy is explored in Section IV. Section V explores using
feature geometric information to find neighbouring features. In
Section VI, feature geometric information is used to constrain
the search for large numbers of small scale correspondences.
All constants mentioned in algorithm discussions were chosen
to maximise the performance of the algorithms in the task of
epipolar geometry estimation.
IV. FEATURE ACCURACY IMPROVEMENT
Because features are extracted independently from each
noisy image, there is often significant alignment error between
correctly matched features. Aligning features more accurately
can improve geometry estimates and forms an integral part of
each of the algorithms presented in this paper. Section IV-A
provides a brief discussion of the alignment error expected
from typical matched affine features. A match alignment
algorithm is proposed in Section IV-B. This algorithm is
tailored specifically to the set of matches produced by a typical
matching system. Other algorithms employ versions of the
alignment algorithm that have been simplified, depending on
the needs of each algorithm.
A. Matched Feature Alignment Error
Several factors influence the severity of matched feature
alignment error, including,
• poor orientation estimates due to feature symmetry,
• large changes in illumination or image intensity,
• structure surfaces that are not flat,
• projective deformation,
• image noise.
Due to the limited size of features, there is naturally a
low error threshold applied in considering whether a pair of
features is correctly or incorrectly matched. For example, [12]
make use of a threshold of 40% overlap error and a typical
robust estimation process (such as Random Sample Consensus
(RANSAC) [22]) will reject matches with a translation error
of only a few pixels. The result is that the translation error
between a pair of correctly matched features is limited.
3If a feature is symmetric to a significant degree, then the
selected orientations of the two features may not correspond.
This situation often still results in a correct match (small
translation error). It is therefore possible that there is gross
error in terms of relative region rotation.
The image intensity can vary greatly between views due
to different camera exposure settings and lighting conditions.
Feature extractors and descriptors are generally very robust to
intensity variations, so matched features could differ greatly
in intensity. Image intensities must be aligned in order for the
geometric alignment process to obtain useful error estimates.
A linear mapping of intensity is sufficient to compensate for
photometric differences in local image regions.
The affine alignment model is only valid in small regions in
the image corresponding to planar regions in the scene. Feature
matching is robust to small deviations from the affine model,
such as slight surface curvature or projective deformation.
Severe affine alignment error or non-planar surfaces have a
very significant impact on the feature descriptor and is there-
fore more likely to result in mismatches, rather than correct
matches with severe affine alignment error. It is therefore
assumed that any correct match involves limited error in terms
of affine shape alignment.
B. Inverse Compositional Match Alignment Algorithm
The Inverse Compositional Match Alignment (ICMA) algo-
rithm is based on the inverse compositional image alignment
algorithm [23], with modifications to account for gross orien-
tation error and photometric alignment.
The ICMA Algorithm operates on a pair of images, I1 (x)
and I2 (x), and a pair of affine geometric transformations, F1
and F2, representing a matched pair of features extracted from
each image. The output of the algorithm is a modified version
of F2 and a photometric transformation for each feature, P1
and P2. The algorithm consists of the following steps:
1) Prepare a template image.
2) Initialise the transformation mapping the template image
to the target image.
3) Find an initial estimate for the rotation component of
the transformation.
4) Apply the inverse compositional image alignment algo-
rithm.
5) Check that the results of alignment are reasonable.
Each step is explained in detail below.
1) Prepare the template image.: A template image, It (x)
is produced by normalising the local image region of feature 1,
by means of the following procedure:
1) I ′t (x) ← I1
(
F1K
−1
1
x
)
for x ∈ k1 [[−1, 1], [−1, 1]]⊤.
2) I ′t (x) ← I
′
t (x) ∗ g
(
x, 2−1k1α
−1
)
.
3) It (x) ← I ′t
(
k1α
−1x
)
for x ∈ α [[−1, 1], [−1, 1]]⊤.
4) m← µ1 (It (x)).
5) v ← µ1
((∇⊤It (x)∇It (x)) 12
)
.
6) P1 =
[
p10 p11
]← [ v−1 −mv−1 ].
7) It (x) ← p10It (x) + p11.
In step 1 the feature normalisation transformation is applied
without the isotropic scaling component. Here k1 is the
isotropic scale parameter of feature 1. In step 2 the image
I
′
t (x) is convolved with a Gaussian low pass filter with
standard deviation 2−1k1α−1. Here α is the standard sampling
density (10 pixels in all implementations in this paper). The
purpose of this step is to prevent aliasing in the following
step. In step 3 the image is scaled down to standard sampling
size (2α × 2α pixels), to produce the template image It (x).
Steps 4 to 6 compute the photometric normalisation – the
intensity mean is normalised to zero and the mean gradient
magnitude is normalised to 1. Step 7 applies the photometric
normalisation to the image. If k1 < α, then the anti-aliasing
filter is unnecessary, and steps 1 to 3 can be computed in one
step: It (x) = I1
(
F1α
−1x
)
for x ∈ α [[−1, 1], [−1, 1]]⊤.
2) Initialise registration transformation.: The registration
transformation maps the template image to I2 (x) and is
the transformation that is to be refined. It consists of a
geometric transformation, Fr, and an intensity transformation,
Pr =
[
pr1 pr2
]
, computed as follows:
1) Fr ← F2K
(
α−1
)
.
2) Ir (x) ← I2 (Frx) for x ∈ α [[−1, 1], [−1, 1]]⊤.
3) m← µ1 (Ir (x)).
4) v ← µ1
((∇⊤Ir (x)∇Ir (x)) 12
)
.
5) Pr =
{
v−1,−mv−1}.
The geometric transformation is feature 2, modified by a
scale factor to compensate for the sampling density used for
the template image (α). The photometric transformation is
computed in the same manner as for the template image.
3) Coarse orientation estimation.: The orientation param-
eters (θ1 and θ2) of the features may be grossly incompatible
(see Section IV-A). The coarse orientation estimation step
aims to recover from gross orientation error. The process is as
follows:
1) Compute a vector of errors,
e (θ) =
∑
x
(It (x)− pr0I2 (FrR (θ)x)− pr1)2, for 36
samples of θ in the range θ ∈ [0, 2pi).
2) θmin ← arg min
θ
(e (θ)).
3) Interpolate a more accurate value for θmin by fitting a
parabola to the values in e (θ) near the minimum value.
4) Update registration transformation according to Fr ←
FrR (θmin).
4) Inverse compositional alignment.: The inverse compo-
sitional alignment algorithm is an iterative image alignment
algorithm that attempts to minimise the cost function,
e =
∑
x
(p∆0It (H (q∆)x) + p∆1 − pr0I2 (Frx)− pr1)2,
(3)
where p∆ =
[
p∆a p∆b
]⊤
are the photometric update
parameters, q∆ is the geometric update parameter vector and,
H (q∆) =

 1 + q∆0 q∆1 q∆2q∆3 1 + q∆4 q∆5
0 0 1


.
The alignment algorithm proceeds as follows:
1) The following are computed before starting the iterative
process:
a) D (x) ←
[
x∂It
∂x
y ∂It
∂x
∂It
∂x
x∂It
∂y
y ∂It
∂y
∂It
∂y
]
.
4b) H−1g ←
(∑
x
D⊤ (x)D (x)
)−1
.
c) H−1p ←
(∑
x
[
I2t (x) It (x)
It (x) 1
])−1
.
2) The following is repeated at each iteration.
a) Ir (x) ← pr0I2 (Frx)− pr1, for
x ∈ α [[−1, 1], [−1, 1]]⊤.
b) Ie (x) ← It (x)− Ir (x).
c) q∆ ← H−1g
∑
x D
⊤ (x) Ie (x).
d) Fr ← FrH−1 (q∆).
e) p∆ ← H−1p
∑
x
[
It (x) Ir (x) Ir (x)
]⊤
.
f) If (0.4 > p∆0 > 2.5), then
pr ←
[
pap∆a pbp∆a + p∆b
]⊤
.
3) The alignment process concludes when either of the
following conditions are met.
a) The maximum allowed number of iterations has
been reached (50 iterations are allowed for the
author’s implementation).
b) (p∆0 − 1)2 + p2∆1 + q⊤∆q∆ < t∆, where t∆ is
the convergence threshold (t∆ = 10−5 for all
experiments reported in this paper).
4) The final alignment error is computed as,
e←
√
n−1x
∑
x
I2e (x), where nx is the number of pixels
in image Ie (x).
The derivation of the geometric part of the algorithm can
be found in [23]. The photometric part of the algorithm is
derived from a linear least squares solution to the cost function,
Equation (3), in terms of the photometric parameters, p∆. The
photometric update is only applied if it is within a set range
(step 2.f), to prevent excessively large updates resulting from
poor initial geometric alignment.
5) Check results.: Matches are rejected if the final Fr
is unreasonable (feature outside image, excessively large or
small). Matches with final error above a threshold, e > 0.005,
are also rejected. This helps to reject false matches, since false
matches often cannot be aligned with low error.
V. MATCH SET EXPANSION
A matched pair of affine covariant features provides much
more geometric information than simply a corresponding
pair of points. Their normalisation transformations give in-
formation about the relative orientation of the surface the
features originate from, as it appears in the different images.
This information can be used to further explore the local
surface around the matched features. This section proposes two
methods for exploring image areas around matches for more
potential matches with a similar relationship in Section V-B
and V-C. A test for determining whether image regions can
be aligned is presented in Section V-A.
A. Alignment Information Criterion
One of the core principals in robust local feature extraction
is that features need to be carefully selected, since it is
not possible to match all parts of an image. The aperture
problem is one of the main factors influencing this require-
ment. The alignment algorithm in Section IV-B is applied
to the original robust feature matches, which were selected
specifically to avoid the aperture problem. The match set
expansion algorithms cannot simply assume that the image
areas neighbouring on matches contain suitable information
for alignment to succeed. The gradient information test is
proposed here as a simple method to check that a given image
region contains sufficient information for alignment.
The gradient information test algorithm is as follows,
1) I∇ (x) ← ∇I (x).
2) e←∑
x
‖I∇ (x)‖2.
3) m← ‖∑
x
I∇ (x)‖2.
4) If e > 10−3 and me−1 < 0.6, then the result is positive,
otherwise the result is negative.
Step 1 computes the image gradients. Step 2 computes the
mean gradient magnitude and step 3 computes the magnitude
of the mean gradient vector. The first test criterion, e > 10−3,
tests that there is sufficient gradient information present in
the image. The second test criterion, me−1 < 0.6, tests
that the magnitude of the mean gradient vector is less than
approximately 80% the mean magnitude of image gradients.
The implication of meeting this criterion is that not all the
image gradients are in the same direction and, therefore, that
there is more than one straight edge or a curved gradient in
the image. Each straight edge provides one constraint on a
transformation and the intersection of the two edges provides
a third. The second criterion therefore checks that the image
contains enough information to place at least three constraints
on the alignment transformation.
B. Duplicate Method
This feature expansion method duplicates features in all
directions, and then aligns the duplicated features by means of
the ICMA algorithm from Section IV-B4. It is assumed that
the coarse orientation alignment step and photometric normal-
isation steps of the alignment process have been performed on
the set of input matches and are not repeated on the duplicated
matches – only iterative refinement is performed. Features that
are successfully aligned are duplicated further.
The algorithm uses a queue to store duplicated features that
are to be processed. Each feature in the queue has a direction
vector assigned to it that is used to translate the feature in
the normalised coordinate space. The vector is of the form
d =
[
dx dy
]⊤
with dx, dy ∈ {−td, 0, td}. It has eight
possible configurations (the zero vector is not used) and is used
to duplicate features in eight directions. A value of td = 1.6
was chosen to allow a margin of overlap between features (a
value of td = 2 would place the duplicated features adjacent
to the original features).
The duplication algorithm processes each input match in the
following way:
1) Initialise a queue of matches with eight duplicates of
the input match, each with one of the eight possible
direction vectors.
2) For each match in the queue with features F1 and F2
and direction vector d:
a) Translate the features by computing,
F1 ← F1T (dx, dy) and F2 ← F2T (dx, dy).
5b) Prepare a template image as in Section IV-B1 and
apply the information test of Section V-A to the
template image. If the result is negative, discard
the match and continue at (a) with the next match
in the queue.
c) Align the match using inverse compositional align-
ment. If alignment is not successful, discard the
match and continue at (a) with the next match in
the queue.
d) Add the match to the output set.
e) If dx 6= 0, add a duplicate of F1 and F2 and
direction parameters d′ =
[
dx 0
]
to the queue.
f) If dy 6= 0, add a duplicate of F1 and F2 and
direction parameters d′ =
[
0 dy
]
to the queue.
g) If dy 6= 0 and dx 6= 0, add a duplicate of F1 and
F2 and direction parameters d
′
= d to the queue.
C. Grid Scan Method
The Grid Scan method, like the duplication method,
searches for matches on the same surface as a given match,
but takes a different approach. Like the duplication method,
a processing queue is used to store features that are to be
processed; however no direction vectors are stored along with
the features. The ICMA algorithm is used to align and validate
each new feature and it is assumed that the input features have
already been aligned.
The grid scan method converts features to what is referred
to as a minimal transformation form, with a standard average
size. Minimal form features are reproduced in a grid around
the originating features using a similar translation to that used
by the duplication algorithm.
The algorithm proceeds as follows. Given matched feature
pair F1 and F2,
1) Convert input match to minimal transformation form:
a) F12 ← F2F−11 .
b) Define F12 = T12A12R12K12 and F2 =
T2A2R2K2.
c) F′2 ← T2
√
A12K12R(0)K (s).
d) F′1 ← F−112 F
′
2.
2) Add F′1 and F
′
2 to the set of output matches.
3) Initialise queue with F′1T (dx, dy) and F
′
2T (dx, dy) for
all combinations of dx and dy (the eight neighbours of
the input match).
4) For each element in the queue:
a) Prepare a template image as in Section IV-B1 and
apply the information test of Section V-A. If the
result is negative, discard the match and continue
with the next feature in the queue.
b) Check each of the match’s eight neighbours in the
grid for elements that have not yet been processed.
Add any unprocessed elements to the queue by
applying the appropriate translation transformation
to the current match’s features.
c) Align the match using inverse compositional align-
ment. If alignment is not successful, discard the
match and continue with the next match in the
queue.
d) Add the match to the output match set.
In step 1 the input match is converted to a minimal transfor-
mation form. This involves computing the direct transforma-
tion between the images (step 1(a)) and recomposing the fea-
tures such that each feature accounts for the square root of the
shape and scale change in the direct transformation (steps 1(c)
and (d)). The result is that the normalised coordinate space
may be considered half way between the two images. A scale
factor of s = 10 is added to scale the features to a standard
average size. The minimal transformation form of the input
match is stored in the output set without verification (step 2).
Once the match has been converted, a grid of matches around
the match are checked for information and aligned to create
new matches (step 4).
Figure 1 shows a comparison of duplicated features and
grid scan features. The main difference between these two
methods is that the duplication method produces features of
approximately the same size and shape as the input features,
whereas the grid scan method produces features of a standard
size and a shape that is as close to isotropic as possible.
VI. SUB-FEATURE EXTRACTION
A large amount of information is required for each feature
to be successfully matched in a difficult scenario. Each feature
must be distinguishable from other features and must be
large enough to capture sufficient information. Therefore, a
successfully matched pair of features contains a large amount
of information. Each pair of matched features potentially
contains several features at a smaller scale that may not contain
sufficient information to be matched independently.
The feature transformations can be used to constrain the
correspondence search space to find smaller scale matches
within each matched area. This section describes a method
for extracting large numbers of highly accurate, small scale
correspondences from a set of affine matches. The method
selects points using the determinant of Hessian operator and
aligns each point using a coarse to fine approach.
For every pair of matched pair of features F1 and F2 in the
input set, apply the following procedure,
1) Relabel features as Fa and Fb, such that ka < kb.
2) If ka < 4, then add the match to the output set and
terminate.
3) Ina (x) ← Ia
(
FaK
(
k−1a
)
x
)
, for
x ∈ ka [[−1, 1], [−1, 1]]⊤.
4) I ′nb (x) ← Ib
(
FbK
(
k−1b
)
x
)
, for
x ∈ kb [[−1, 1], [−1, 1]]⊤.
5) I ′nb (x) ← I
′
nb (x) ∗ g
(
x, 2−1kbk
−1
a
)
.
6) Inb (x) ← I ′nb
(
K
(
kbk
−1
a
)
x
)
, for
x ∈ ka [[−1, 1], [−1, 1]]⊤.
7) Ig (x) ← Ina (x) ∗ g (x, 1).
8) IH (x) ←
∣∣∇⊤∇Ig (x)∣∣.
9) List the coordinates of local maxima of IH in array pH.
10) For every point p in array pH:
a) Initialise a translation transformation,
Tab = T (0, 0).
b) Apply inverse compositional alignment to refine
Tab using a coarse to fine approach – after each
6(a) (b)
Fig. 1. Output features after applying (a) grid scan method and (b) feature duplication to MSER matches. Each feature is indicated by a white parallelogram
enclosing the feature image region.
alignment step, crop the image around the current
point p to 75% its current size and repeat align-
ment, until the image is 8 pixels wide.
c) Fp ← FaK (k−a 1)T (p1, p2).
d) F′p ← FbK (k−a 1)T (p1, p2)Tab.
e) Add the match, Fp, F′p to the output match set.
Step 2 prevents the processing of small scale features, since
the algorithm cannot make any further improvement on these.
In steps 3 to 6 the feature support regions are normalised using
the feature transformations. The scale of the transformations
is modified so that the resulting normalised images are at the
maximum common resolution of the two features. A Gaussian
filter is applied to the larger feature’s image to prevent aliasing.
The resulting normalised images are in the same coordinate
space, up to the feature alignment accuracy.
Steps 7 to 8 compute the determinant of Hessian image of
one of the images and step 9 extracts the coordinates of the
maxima of this image. The process is performed on one image
only and the selected points are initially assumed to be at the
same location in the corresponding image.
In step 10 the alignment of each point is refined using
inverse compositional alignment and a coarse-to-fine approach.
A translation model is used in the alignment instead of an
affine transformation model. This is done for two reasons. The
first is that the two parameter translation model requires less
information to be able to find a unique result, which makes it
possible to perform the alignment with smaller images while
still avoiding the aperture problem. The second reason is that
correcting only the translation error is sufficient at this point
(previous alignment efforts have produced a reasonably well-
aligned match). The final match produced by this process is at
such a small scale that the concept of shape may be discarded
and the match may be used, appropriately, as a corresponding
pair of points. The coarse-to-fine approach is used to keep
track of the point, while progressively excluding more of the
surrounding image. The final, fine-scale alignment uses a very
small image region for alignment, excluding interference from
surrounding regions that may not be perfectly planar, thereby
allowing very precise alignment. Finally, steps 10(c) to 10(e)
map the refined point match back to the original image space.
Figure 2 shows example output of the sub-feature extraction
method applied to aligned MSER matches.
VII. EVALUATION
A. Experimental Setup
Experiments were performed to measure how useful each
algorithm is for computing camera geometry in wide baseline
scenarios. The evaluation system is based on that used in
[8], with additional data. Seven data sets were acquired using
pairs of digital cameras arranged to view a scene from widely
separated views. Images were captured at maximum resolution
to allow ground truth computation. Test images were generated
by scaling the images to 640× 480 resolution.
The ground truth data for each dataset was computed using
the following procedure:
1) Extract and match features across all high resolution
image pairs using the MSER feature extractor [21] and
the SIFT descriptor [10].
2) Compute the epipolar geometry using the eight point
method [24, 25] and Random Sample Consensus
(RANSAC) [22] and the correspondences collected over
the entire set.
3) Match features using the epipolar geometry to constrain
matching.
4) Apply feature alignment, duplication, and sub-feature
extraction.
5) Compute the final epipolar geometry using the same
procedure as in step 2.
6) Select the 10000 correspondences with the lowest Samp-
son error [25].
7) Compute the maximum likelihood estimate of the true
location of the selected correspondences using the opti-
mal triangulation method detailed in [26, 25].
8) Scale the correspondences to the test image scale.
By using all high resolution images in a set, this procedure is
able to obtain highly accurate geometry estimates and highly
accurate correspondences. Table I lists the mean squared error
of the ground truth data for each data set. The ground truth
error is at least an order of magnitude smaller than the error
thresholds applied in testing.
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(b)
Fig. 2. Output features after applying (a) match alignment to MSER matches and (b) sub-feature extraction to the aligned matches. Each feature is indicated
by a white parallelogram enclosing the feature image region.
Data set Mean error (pixels2 × 10−3)
1 191.2
2 2.012
3 289.6
4 58.84
5 6.459
6 0.1620
7 0.215
TABLE I
GROUND TRUTH DATA ERROR FOR EACH DATA SET.
The procedure for each test trial consists of attempting to
compute the epipolar geometry of a scene using a particular
feature extractor configuration on a pair of low resolution
images. The resulting geometry estimate is compared to the
ground truth correspondences to determine the error in the
estimate. Three theoretical thresholds (4, 16 and 64 pixels2)
are applied to simulate the accuracy requirements of different
applications. Trials are repeated 100 times to account for the
variability in the RANSAC estimation process. The number of
successful trials are counted and compared across the different
correspondence extractor configurations.
The estimated error is measured as the Sampson distance
of the ground truth correspondences evaluated using the
estimated fundamental matrix. The Sampson distance is an
approximation to the maximum likelihood error metric, and is
defined as,
es=
∑
i
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)2
(
Fˆxi
)2
1
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2
+
(
Fˆ⊤x
′
i
)2
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′
i
)2
2
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Here each {xi,x′i} is a corresponding pair of points from the
set of ground truth correspondences, Fˆ is the trial estimate of
the fundamental matrix and (v)2j is the square of the j-th entry
of the vector v.
The baseline match extractor used for the evaluation is the
MSER feature extractor [21] with the SIFT descriptor [10] and
nearest neighbour ratio matching [10]. Various combinations
of the methods presented in this paper are then combined with
this baseline extractor to create novel extraction systems, each
evaluated separately.
B. Results and Discussion
Experimental results are organised according to method.
Only results for the most restrictive error threshold (4 pixels2)
are presented for the majority of the analysis. The discussion
is focussed on comparing the success rate and inlier ratio of
different methods, since these are considered the most signifi-
cant factors (inlier ratio plays a significant role in the success
8TABLE II
AVERAGE SUCCESS RATES AND RATIO OF INLIER MATCHES TO TOTAL
MATCHES. MATCH EXTRACTORS THAT USE ALIGNMENT ARE COMPARED
TO EXTRACTORS THAT DO NOT.
Extractor Success rate Inlier ratio
combination Not aligned Aligned Not aligned Aligned
Baseline 0.0938 0.1462 0.3817 0.6716
Sub-features 0.0756 0.2031 0.5839 0.8228
TABLE III
AVERAGE SUCCESS RATES AND RATIO OF INLIER MATCHES TO TOTAL
MATCHES. MATCH EXTRACTORS THAT USE DIFFERENT MATCH
EXPANSION METHODS ARE COMPARED. ALL LISTED METHODS USE
FEATURE ALIGNMENT.
Success rate
Extractor No expansion Duplicate Grid scan
align 0.1462 0.3957 0.4167
sub-features 0.2031 0.3584 0.4356
Inlier ratio
Extractor No expansion Duplicate Grid scan
align 0.6716 0.9288 0.9322
sub-features 0.8228 0.9001 0.9151
and computational requirements of geometry computations).
An analysis of processing time and match counts is discussed,
however, detailed data for these factors are not included. The
last results section discusses the best combination of second
tier methods. More detailed results are listed in that section,
including results for all error thresholds, inlier match counts
and processing times.
C. Inverse Compositional Match Alignment Algorithm
Table II compares results for extractors with and without
alignment. It can be seen that incorporating alignment im-
proves the success rate and the proportion of correct matches.
The significant improvement in inlier ratio indicates that the
alignment method successfully rejects a significant number of
incorrect matches.
Without alignment, the extractor incorporating sub-feature
extraction is less successful than the baseline. The same
method achieves significantly better success rates than the
baseline when alignment is used. This demonstrates that sub-
feature extraction depends on accurate feature alignment. All
further results include an alignment step. The feature expan-
sion methods have been excluded from this analysis because
they inherently depend on alignment and cannot be tested
without it.
The alignment process results in a 10% increase in process-
ing time on average, compared to the baseline method. This is
practically insignificant, given the gain in performance. 30%
of matches are rejected on average, the vast majority of which
are incorrect matches. Where sub-feature extraction is used,
the processing time is reduced by a factor of 3, while the
number of correspondences extracted is increased by a factor
of 4.
D. Expansion Methods
Table III lists results of the two feature expansion methods,
as well as methods not using feature expansion. Both expan-
sion methods result in a significant improvement in success
rates and in the proportion of inlier correspondences. The
increase in inlier ratio indicates that the additional features
produced by these methods are of high quality. The grid scan
method outperforms the duplication method in all cases. The
difference between the two methods is most pronounced when
used in combination with the sub-feature extraction method
(8%) and relatively small (2%) for tests that do not use sub-
feature extraction.
The duplication method expands the number of matches
(inlier and outlier matches combined) by 5-10 fold, at the cost
of approximately 25-30% additional computation time. The
grid scan method expands the match count by 10-20 fold, at
the cost of approximately 200-280% additional computation
time.
E. Sub-Feature Extraction
Table III lists methods not using sub-feature extraction in the
first line of results and methods using sub-feature extraction
in the second line of results. Sub-feature extraction leads to
significant improvement in success rate and inlier ratio when
used in combination with features that have only been aligned.
The number of correspondences is increased by a factor of 9
and the processing time is increased by 23% on average.
In combination with the duplication method, sub-feature
extraction results in a slight reduction in success rate (approxi-
mately 4%) and in combination with the grid scan method, the
average success rate is improved by approximately 2%. The
failure to significantly increase success rates in these cases is
likely due to the fact that feature expansion and sub-feature ex-
traction make use of the same geometric information to extract
additional matches. In both cases the inlier ratio is reduced
by approximately 2%. This is because sub-feature extraction
makes use of less information to align each correspondence
(smaller image area) and is slightly less reliable as a result. In
combination with duplication, sub-feature extraction increases
the number of correspondences by a factor of 4.8 at a cost
of 18-26% increase in computation time. With the grid scan
method the number of correspondences is increased by a factor
of 4.1, with an increase of processing time of 23%, on average.
F. Best Configuration
The most effective combination of second tier methods
was found to be inverse compositional match alignment, the
grid scan method and sub-feature extraction. Table IV lists
the results for this combination, compared to the baseline
method for three different error thresholds. Inlier matches were
averaged over the successful trials, not over all trials.
Combining the second tier methods with a good baseline
feature extraction and matching system achieves much greater
performance than the baseline system alone. Under the most
restrictive error threshold, the success rate is increased by 4.6
fold, the inlier ratio is increased by 2.4 fold and the inlier
match count is increased by 10.4 fold for the best second
tier system. The measured performance of the best second
tier method decreases at a much lower rate than the baseline
method as the inlier error threshold is decreased. This indicates
that the new method is much more accurate than the baseline
9TABLE IV
AVERAGE SUCCESS RATES, INLIER RATIO AND INLIER COUNTS FOR THE
BASELINE METHOD COMPARED TO THE BEST METHOD FROM THIS PAPER.
RESULTS ARE PRESENTED FOR THREE ERROR THRESHOLDS.
Threshold 4 pixels2 16 pixels2 64 pixels2
Baseline Best Baseline Best Baseline Best
Success rate 0.0938 0.4356 0.1877 0.6085 0.3024 0.6940
Inlier ratio 0.3817 0.9151 0.4679 0.9187 0.5548 0.9113
Inlier count 45.1 3698 53.1 3832 43.8 3556
method. The best second tier method increased processing time
by a factor of 4.
Figure 3 shows the output of each component of the best
feature extractor configuration. In this example, the MSER
features and SIFT descriptor allowed the extraction of 82
initial matches. After alignment, 35 matches remain. The grid
scan method expands the match set to 143 matches, covering
a larger portion of the images. Sub-feature extraction produces
1252 matches, of which 1092 are correct.
VIII. CONCLUSION
This paper explores a second tier of correspondence extrac-
tion methods. These new methods make use of the information
extracted by existing first tier feature extraction and matching,
in order to find large numbers of additional correspondences.
These methods can assist in computing the geometry of
cameras in situations where existing methods cannot produce
a sufficient number of accurate correspondences.
Each method is evaluated separately and demonstrated to be
beneficial to the geometry computation process. The most suc-
cessful correspondence extraction system is a combination of
inverse compositional match alignment, the grid scan method
and sub-feature extraction. This novel method improves the
results of an existing extraction and matching method dramat-
ically. A baseline method of MSER feature extractor, SIFT
descriptor and nearest neighbour ratio matching computed the
geometry of test images correctly in approximately 9.4% of
cases. The best configuration second tier system achieved a
44% success rate in the same experiment and increased the
average number of inlier correspondences by a factor of 82.
These improvements came at the low cost of a 4 fold increase
in processing time.
In summary, the second tier correspondence extraction
methods explored in this paper enable the computation of
epipolar geometry in many challenging cases, where existing
wide baseline matching methods cannot produce sufficient
accurate correspondences.
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