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a b s t r a c t
In this paper, we mainly generalize the results in [H.W. Liu, D. Hong, D.Q. Cao, Bivariate C1
cubic spline space over a nonuniform type-2 triangulation and its subspaceswith boundary
conditions, Comput. Math. Appl. 49 (2005), 1853–1865] from the type-2 triangulation to
the so-called FVS triangulation (a triangulated quadrangulation). We study the bivariate
C1 cubic spline spaces S1,03 (♦˜) and S1,13 (♦˜) with homogeneous boundary conditions over
an FVS triangulation ♦˜. The dimensions are obtained and the locally supported bases
are constructed for these spline spaces. Furthermore, we also study the explicit Bézier
ordinates of the interpolation basis splines on a representative triangulated quadrilateral.
The results of this paper can be applied inmany fields such as the finite elementmethod for
partial differential equation, computer aided geometric design, numerical approximation,
and so on.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
For a simply connected domain D ⊂ R2, let ∆ be a partition of it given by a finite number of irreducible curves, and
Di (i = 1, 2, . . . ,N) the cells. For integers k and µ with k > µ ≥ 0, define a bivariate spline space with degree k and
smoothness µ over the domain Dwith respect to the partition∆ as follows [2]:
Sµk (∆) = {s ∈ Cµ(D)|s|Di ∈ Pk, i = 1, 2, . . . ,N},
where Pk denotes the set of all real bivariate polynomials with total degree k. Nowadays, bivariate spline has been not only
well studied in theoretical research but alsowidely applied inmany fields such as the finite elementmethod, surface (curve)
modeling and design, scattered data fitting, function approximation, and so on.
Especially, let D be a rectangular domain, divide it into mn sub-rectangles by (m − 1) vertical mesh lines and (n − 1)
horizontal mesh lines. For every sub-rectangle, draw its two diagonals, then D is divided into 4mn small triangles. We call
this triangulation a type-2 triangulation (Fig. 1). If all mesh lines are uniformly arranged (i.e.: x1 − x0 = · · · = xm − xm−1,
y1 − y0 = · · · = yn − yn−1), then we call it a uniform type-2 triangulation, denoted by ∆(2)mn; otherwise, we call it a non-
uniform type-2 triangulation, denoted by ∆˜(2)mn. If we only add the diagonal with positive slope to each sub-rectangle, then
D is divided into 2mn small triangles. This triangulation is called a type-1 triangulation. A uniform type-1 triangulation∆(1)mn
and a non-uniform type-1 triangulation ∆˜(1)mn are defined similarly. Bivariate spline spaces over type-1 triangulation and
type-2 triangulation have been extensively researched ([2] and the references therein).
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Among the study of bivariate spline, there are currently many research results on bivariate spline spaces with homoge-
neous boundary conditions, defined as:
Sµ,rk (∆) =
{
s ∈ Sµk (∆)
∣∣∣∣ ∂ds∂nd
∣∣∣∣
∂D
≡ 0, d = 0, 1, . . . , r
}
,
where ∂D denotes the boundary of D and r ≤ µ. Obviously, Sµ,rk (∆) is a linear subspace of Sµk (∆). The splines in Sµ,rk (∆)
are important and useful in CAGD, plate bending problem, scientific computation, and so on. In [3,4], the bivariate spline
spaces S1,r3 (∆
(1)
mn) and S
1,r
2 (∆
(2)
mn) were well investigated. The bivariate spline space S
1,r
2 (∆˜
(2)
mn) was studied in [5], its dimen-
sion and locally supported basis splines are given. In [6], the algebraic structure of the bivariate spline spaces S1,1k (∆
(1)
mn)with
k ≥ 4, and S1,1k (∆(2)mn) with k ≥ 3 are obtained. In [7], the dimension and the bases of the so-called 6-split-Powell–Sabin
spline space [8] subjected to homogeneous Dirichlet and Neumann boundary conditions were comprehensively investi-
gated. Recently, Liu et al. [1] determined the dimensions and constructed the locally supported bases for the bivariate C1
cubic spline space S13(∆˜
(2)
mn) and its two linear subspaces S
1,0
3 (∆˜
(2)
mn) and S
1,1
3 (∆˜
(2)
mn) with homogeneous boundary conditions
over a non-uniform type-2 triangulation.
The aim of this paper is to generalize the results in [1] from the non-uniform type-2 triangulation ∆˜(2)mn to the so-called
FVS triangulation ♦˜. An FVS triangulation ♦˜ is produced as follows. Given a simply connected polygonal domain D, let♦ be
a regular quadrangulation satisfies: (1)♦ is a union of convex quadrilaterals, (2) the intersection of any two quadrilaterals
in ♦ is either empty or a common vertex or a common edge, (3) the union of all convex quadrilaterals in ♦ is D. Add the
two diagonals to each convex quadrilateral, we obtain a triangulation, which is called an FVS triangulation and denoted
by ♦˜. It was named after two Belgium scholars, Fraeijs de Veubeke [9] and Sanders [10], who originally constructed a
C1 cubic finite element on ♦˜ [11]. Obviously, both ∆(2)mn and ∆˜(2)mn are special FVS triangulations. There have been already
many results [12–17] on bivariate spline spaces over ♦˜. These papers address issues related to the nature of the spline
spaces, scattered data fitting applications, approximation orders, and so on. Especially, the explicit Bézier ordinates on a
representative triangulated quadrilateral of the C1 cubic vertex spline and edge spline defined by Lai [15] are given in [17].
This paper, as a continuing work, is aimed to study bivariate C1 cubic spline spaces S1,03 (♦˜) and S1,13 (♦˜) with boundary
conditions over ♦˜. The remainder of this paper is organized as follows. In Section 2, S13(♦˜) is introduced for the sake of
integrity. Section 3 is mainly devoted to S1,03 (♦˜) and S1,13 (♦˜). We get the dimensions, construct the locally supported bases,
and also give the Bézier ordinates of the basis splines over a representative triangulated quadrilateral. Finally, this paper
concludes with some remarks in Section 4.
2. Preliminaries
We begin by introducing the notations which we shall use throughout the paper. For a simply connected polygonal
domain Dwith a regular quadrangulation♦, let
EI = the number of the interior edges of♦,
EB = the number of the boundary edges of♦,
E = EI + EB = the number of the edges of♦,
VI = the number of the interior vertices of♦,
VB = the number of the boundary vertices of♦,
V˜B = the number of the singular boundary vertices of♦,
V = VI + VB = the number of the vertices of♦.
Let Es and Vs denote the set of the edges and the vertices of♦, EIs and VIs denote the set of the interior edges and the interior
vertices of ♦, V˜Bs denotes the set of the singular boundary vertices of ♦, respectively. (See Section 3 for the definition of a
singular boundary vertex.)
For a convex quadrilateral Q (v1v2v3v4), split it into four sub-triangles by adding its two diagonals (Fig. 2). Given f (x) ∈
C1(Q ), find a bivariate spline s(x, y) ∈ S13(Q ) satisfies the following conditions:
s(vi) = f (vi), ∇s(vi) = ∇f (vi), ∂
∂ni
s(mi) = ∂
∂ni
f (mi),
where ∇f denotes the gradient of f , ∂
∂ni
f (mi) denotes the normal directional derivative of f at the midpointmi on the edge
ei := vivi+1 (i = 1, 2, 3, 4 and v5 = v1). This interpolation problem is poised [2,11]. In other words, there uniquely exists
a bivariate C1 cubic spline s(x, y) satisfying the above conditions for any given f (x, y) ∈ C1(Q ). In fact, Q is cross-cut by its
two diagonals. By the dimension formula of bivariate spline space over cross-cut partition [2,18], we have dimS13(Q ) = 16,
which is also equal to the number of the given data. The poisedness holds because the all-zero interpolation data result in
s(x, y) ≡ 0 over Q .
466 F.-G. Lang, R.-H. Wang / Computers and Mathematics with Applications 58 (2009) 464–473
x0 x1 xm
y0
y1
...
yn
... ...
Fig. 1. A non-uniform type-2 triangulation ∆˜(2)mn .
v1
v 2
v 3v 4
Fig. 2. A triangulated quadrilateral Q .
Similarly, for an FVS triangulation ♦˜ (Fig. 3), we can get a unique bivariate globally C1 cubic spline interpolates the
following conditions [2,11]:
s(v) = f (v), ∇s(v) = ∇f (v), ∂
∂ne
s(me) = ∂
∂ne
f (me),
where v ∈ Vs, me is the midpoint of the edge e ∈ Es, ne is the normal direction at me. We briefly show that the inter-
polation spline s(x, y) is globally C1. See Fig. 3, let p1(x, y) and p2(x, y) be the restrictions of s(x, y) over ∆v1o1v4 and
∆v1v4o2 respectively. Firstly, the restrictions of p1(x, y) and p2(x, y) over v1v4 are an identical univariate cubic polyno-
mial uniquely determined by the given data at v1 and v4, so p1(x, y) and p2(x, y) are continuous on v1v4. This also implies
that D Ev1v4p1(x, y) = D Ev1v4p2(x, y) if (x, y) is located on v1v4, where D Ev1v4 denotes the directional derivative along the di-
rection Ev1v4. Secondly, if (x, y) is located on v1v4, then D ⊥
v1v4
p1(x, y) = D ⊥
v1v4
p2(x, y) is a univariate quadratic polynomial
uniquely determined by the given gradients at the endpoints and the given normal directional derivative at the midpoint of
v1v4, where
⊥
v1v4 denotes the normal direction to Ev1v4. Since Ev1v4 and ⊥v1v4 are two linearly independent directions, we get
∇p1(x, y) = ∇p2(x, y) on v1v4. So p1(x, y) and p2(x, y) are C1 across v1v4, i.e. s(x, y) is globally C1 over D.
By the unique existence of the interpolation spline, the dimension of S13(♦˜) is 3V + E. Its locally supported bases V ji (x, y)
and Ek(x, y) can be constructed by the following interpolation conditions:
V ji (vl) = δilδj0
∇V ji (vl) = δil(δj1, δj2)
∂
∂neh
V ji (meh) = 0
and

Ek(vl) = 0
∇Ek(vl) = (0, 0)
∂
∂neh
Ek(meh) = δkh
,
where i = 1, 2, . . . , V ; l = 1, 2, . . . , V ; h = 1, 2, . . . , E; k = 1, 2, . . . , E; j = 0, 1, 2, and δαβ are the Kronecker symbols.
Based on the special smoothness, degree and the above interpolation conditions, we know that the local support of
V ji (x, y) is the Star of the vertex vi with respect to the original regular quadrangulation♦, and the local support of Ek(x, y) is
the union of the two neighboring quadrilaterals having ek as the common edge. By Star of the vertex v we mean the union
of the cells sharing v as the common vertex, and denoted by Star(v). For example, see Fig. 3, Star(v1) is the union of the four
quadrilaterals sharing v1 as the common vertex, i.e. the octagon v2v3 · · · v9.
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Fig. 3. An FVS triangulation ♦˜.
3. Main results
3.1. Bivariate spline space S1,03 (♦˜)
From the definition of bivariate spline space with boundary conditions, we have:
S1,03 (♦˜) = {s|s ∈ S13(♦˜), s|∂D ≡ 0}.
For any spline s ∈ S1,03 (♦˜) ⊂ S13(♦˜), it can be expressed as follows:
s(x, y) =
V∑
i=1
(
s(vi)V 0i (x, y)+
∂s(vi)
∂x
V 1i (x, y)+
∂s(vi)
∂y
V 2i (x, y)
)
+
E∑
h=1
∂s(meh)
∂neh
Eh(x, y), (1)
where vi ∈ Vs (i = 1, 2, . . . , V ),meh is the midpoint of the edge eh ∈ Es (h = 1, 2, . . . , E).
The restriction of s(x, y) on each edge of ♦˜ is a univariate cubic polynomial. In particular, for a boundary edge eb, let
v1 := (x1, y1) and v2 := (x2, y2) be its two endpoints, Eeb := (x2 − x1, y2 − y1) the directional vector. Suppose that the
restriction of s(x, y) on eb is s(t). So, the necessary and sufficient conditions for s(t) ≡ 0 are that the function values and the
directional derivatives along Eeb at the endpoints of eb vanish simultaneously, this implies:
s(v1) = s(v2) = 0
∂s(v1)
∂x
(x2 − x1)+ ∂s(v1)
∂y
(y2 − y1) = 0
∂s(v2)
∂x
(x2 − x1)+ ∂s(v2)
∂y
(y2 − y1) = 0.
For a representative boundary vertex v0 := (x0, y0), let eL := vLv0 and eR := v0vR be the two boundary edges emanating
from it, where vL := (xL, yL) and vR := (xR, yR) are the left and right neighboring points, respectively. From the above
discussion, at each boundary vertex v0, we have:
s(v0) = 0
∂s(v0)
∂x
(x0 − xL)+ ∂s(v0)
∂y
(y0 − yL) = 0
∂s(v0)
∂x
(xR − x0)+ ∂s(v0)
∂y
(yR − y0) = 0.
(2)
If vL, v0 and vR are not collinear, then we get s(v0) = ∂s(v0)∂x = ∂s(v0)∂y = 0. v0 is called a nonsingular boundary vertex
(Fig. 4). Conversely, if vL, v0 and vR are collinear, then v0 is called a singular boundary vertex (Fig. 5). The second equation
and the third equation in (2) are linearly dependent. Thus, the gradient of s at v0 does not necessarily vanish. We study this
special case particularly. Let (cos θ0, sin θ0) and (sin θ0,− cos θ0) be the unit directional vector and the unit norm vector of
the line vLv0vR respectively, we construct two aided splines:
F uv0(x, y) = cos θ0V 1v0(x, y)+ sin θ0V 2v0(x, y),
F nv0(x, y) = sin θ0V 1v0(x, y)− cos θ0V 2v0(x, y).
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v0
vL
vR
Fig. 4. A nonsingular boundary vertex.
vL v0 vR
Fig. 5. A singular boundary vertex.
It is easy to observe that the directional derivatives of F uv0(x, y) and F
n
v0
(x, y) along (cos θ0, sin θ0) and (sin θ0,− cos θ0)
are 1, 0 and 0, 1 respectively. We have:
V 1v0(x, y) = cos θ0F uv0(x, y)+ sin θ0F nv0(x, y),
V 2v0(x, y) = sin θ0F uv0(x, y)− cos θ0F nv0(x, y).
Submitting into (1), noting that ∂s(v0)
∂x cos θ0 + ∂s(v0)∂y sin θ0 = 0, we get:
s(x, y) =
VI∑
i=1
(
s(vi)V 0i (x, y)+
∂s(vi)
∂x
V 1i (x, y)+
∂s(vi)
∂y
V 2i (x, y)
)
+
V˜B∑
i˜=1
(
∂s(v˜i)
∂x
sin θv˜i −
∂s(v˜i)
∂y
cos θv˜i
)
F nv˜i(x, y)+
E∑
h=1
∂s(meh)
∂neh
Eh(x, y),
where vi ∈ VIs, i = 1, 2, . . . , VI ; v˜i ∈ V˜Bs, i˜ = 1, 2, . . . , V˜B; and meh is the midpoint of the edge eh ∈ Es, h = 1, 2, . . . , E.
Notice that the right-hand splines in the above linear combination are still linearly independent, so we have:
Theorem 3.1. The dimension of S1,03 (♦˜) is 3VI + E + V˜B. V ji (x, y), F nv˜i(x, y) and Eh(x, y) are the basis splines, where i =
1, 2, . . . , VI , j = 0, 1, 2, i˜ = 1, 2, . . . , V˜B and h = 1, 2, . . . , E. Furthermore, the basis splines are still locally supported.
Especially, the local support of F nv˜i(x, y) is the union of the quadrilaterals sharing the singular boundary vertex v˜i as the common
vertex. (See Fig. 5, Star(v0) is a heptagon.)
3.2. Bivariate spline space S1,13 (♦˜)
By the definition of bivariate spline space with boundary conditions, we have:
S1,13 (♦˜) =
{
s
∣∣∣∣s ∈ S1,03 (♦˜), ∂s∂n
∣∣∣∣
∂D
≡ 0
}
.
For an arbitrary spline s(x, y) ∈ S1,03 (♦˜), ∂s(x,y)∂n |e is a univariate quadratic polynomial, where ∂s(x,y)∂n |e denotes the restriction
of ∂s(x,y)
∂n to the boundary edge e := v1v2. ∂s(x,y)∂n |e ≡ 0 is equivalent to
∂s(v1)
∂n
= ∂s(v2)
∂n
= ∂s(me)
∂n
= 0.
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Therefore, if s(x, y) also belongs to ∈ S1,13 (♦˜), we conclude that for any boundary vertex v0 and any boundary edge e, we
have: 
s(v0) = ∂s
∂n
(me) = 0
∂s(v0)
∂x
(x0 − xL)+ ∂s(v0)
∂y
(y0 − yL) = 0
∂s(v0)
∂x
(xR − x0)+ ∂s(v0)
∂y
(yR − y0) = 0
∂s(v0)
∂x
(y0 − yL)− ∂s(v0)
∂y
(x0 − xL) = 0
∂s(v0)
∂x
(yR − y0)− ∂s(v0)
∂y
(xR − x0) = 0.
This implies:
s(v0) = ∂s
∂x
(v0) = ∂s
∂y
(v0) = ∂s
∂n
(me) = 0.
Hence, for an arbitrary spline s(x, y) ∈ S1,13 (♦˜), it can be expressed as follows:
s(x, y) =
VI∑
i=1
(
s(vi)V 0i (x, y)+
∂s(vi)
∂x
V 1i (x, y)+
∂s(vi)
∂y
V 2i (x, y)
)
+
EI∑
h=1
∂s(meh)
∂neh
Eh(x, y),
where vi ∈ VIs, i = 1, 2, . . . , VI ; andmeh is the midpoint of the edge eh ∈ EIs, h = 1, 2, . . . , EI . By the linearly independence
of the splines in the above linear combination, we obtain the following theorem:
Theorem 3.2. The dimension of S1,13 (♦˜) is 3VI + EI . V ji (x, y) and Eh(x, y) are the locally supported basis splines, where i =
1, 2, . . . , VI , j = 0, 1, 2; and h = 1, 2, . . . , EI .
3.3. Bézier ordinates of basis splines
Given a triangle ∆W1W2W3 with vertices Wi = (xi, yi) (i = 1, 2, 3) in R2, for an arbitrary point W = (x, y), it can
be uniquely represented byW = τ1W1 + τ2W2 + τ3W3, where (τ1, τ2, τ3) is called the barycentric coordinates ofW with
respect to∆W1W2W3, and τ1+τ2+τ3 = 1. The relations between the barycentric coordinates and the Cartesian coordinates
are: (1
x
y
)
=
( 1 1 1
x1 x2 x3
y1 y2 y3
)(
τ1
τ2
τ3
)
⇔
(
τ1
τ2
τ3
)
= 1
2
−−→
Area(∆W1W2W3)
(x2y3 − y2x3 y2 − y3 x3 − x2
x3y1 − y3x1 y3 − y1 x1 − x3
x1y2 − y1x2 y1 − y2 x2 − x1
)(1
x
y
)
⇔τ1 =
−−→
Area(∆WW2W3)−−→
Area(∆W1W2W3)
, τ2 =
−−→
Area(∆W1WW3)−−→
Area(∆W1W2W3)
, τ3 =
−−→
Area(∆W1W2W )−−→
Area(∆W1W2W3)
,
where
−−→
Area denotes the directional area (with sign ‘‘+’’ if the first vertex, the second vertex and the third vertex are arranged
in the counter-clockwise order; otherwise, with sign ‘‘−’’), defined as:
−−→
Area(∆W1W2W3) = 12
∣∣∣∣∣1 x1 y11 x2 y21 x3 y3
∣∣∣∣∣ = 12 (x2y3 − y2x3 + x3y1 − y3x1 + x1y2 − y1x2).
By the B-net theory [19], a bivariate polynomial f (x, y) of degree d defined on ∆W1W2W3 can be expressed in its
Bernstein–Bézier form:
f (x, y) = f (τ1, τ2, τ3) =
∑
i+j+k=d
bijk
d!
i!j!k!τ
i
1τ
j
2τ
k
3 ,
where bijk (i+ j+ k = d) is called the Bézier ordinate of f (x, y) associated with the domain point iW1+jW2+kW3d with respect
to∆W1W2W3 (Fig. 6).
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b300
b210
b120
b030
b201
b102
b021 b012 b003
b111
W2
W 1
W 3
Fig. 6. Bézier ordinates on∆W1W2W3 for d = 3.
Given a bivariate cubic polynomial f (x, y), its Bézier ordinates b300, b210 and b201 can be determined by the function value
and the gradients of f (x, y) atW1. Similarly, b030, b021 and b120 (b003, b102 and b012) can be determined by the function value
and the gradients of f (x, y) atW2 (W3). They are computed as follows:
b300 = f (W1), b030 = f (W2), b003 = f (W3),
b210 = f (W1)+ 13
[
(x2 − x1) ∂
∂x
f (W1)+ (y2 − y1) ∂
∂y
f (W1)
]
b201 = f (W1)+ 13
[
(x3 − x1) ∂
∂x
f (W1)+ (y3 − y1) ∂
∂y
f (W1)
]
b021 = f (W2)+ 13
[
(x3 − x2) ∂
∂x
f (W2)+ (y3 − y2) ∂
∂y
f (W2)
]
b120 = f (W2)+ 13
[
(x1 − x2) ∂
∂x
f (W2)+ (y1 − y2) ∂
∂y
f (W2)
]
b102 = f (W3)+ 13
[
(x1 − x3) ∂
∂x
f (W3)+ (y1 − y3) ∂
∂y
f (W3)
]
b012 = f (W3)+ 13
[
(x2 − x3) ∂
∂x
f (W3)+ (y2 − y3) ∂
∂y
f (W3)
]
.
(3)
We need one additional normal derivative at the midpoint of one of the edges to deduce b111,
b111 = 1L
[
1
2
Mb030 + 12Nb003 +
(
M + 1
2
N
)
b021 +
(
N + 1
2
M
)
b012 − 12 L(b120 + b102)−
2
3
A
√
Lη
]
, (4)
where
L = EW2W3 · EW2W3 = |W2W3|2 = (x3 − x2)2 + (y3 − y2)2,
M = EW3W1 · EW3W2 = (x1 − x3)(x2 − x3)+ (y1 − y3)(y2 − y3),
N = EW2W1 · EW2W3 = (x1 − x2)(x3 − x2)+ (y1 − y2)(y3 − y2),
A = 2−−→Area(∆W1W2W3) = x2y3 − y2x3 + x3y1 − y3x1 + x1y2 − y1x2,
and η denotes the outside normal derivative of f (x, y) at the midpoint of the edgeW2W3.
Without loss of generality, we study the explicit Bézier ordinates on a representative triangulated quadrilateral
Q (v1v2v3v4) of the bivariate spline s(x, y) ∈ S13(♦˜) interpolates
s(vi) = αi, ∇s(vi) = (βi, γi), ∂
∂ni
s(mi) = ηi, i = 1, 2, 3, 4.
There are 25 domain points on Q (v1v2v3v4), we use bt (t = 1, 2, . . . , 25) to denote the Bézier ordinates of s(x, y) with
respect to these 25 domain points for convenience (Fig. 7). Let vi = (xi, yi) (i = 1, 2, . . . , 4) and o = (x5, y5) be the
Cartesian coordinates of the four vertices and the intersection point of the diagonals. The computational procedure of
bt (t = 1, 2, . . . , 25) is given below.
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b3
b21
b25
b2
b4
b18
b17
b1
b16
b15
b13
b6
b7
b5 b9b10
b19 b11
b14
b12
v1
v 2
v3v 4
o
b8
b20
b22 b23
b24
Fig. 7. Bézier ordinates on Q (v1v2v3v4).
Step 1: bt (t = 1, 2, . . . , 16) can be obtained from the given vertex data (αi;βi, γi), i = 1, 2, 3, 4. By (3), we have:
b1 = α1, b5 = α4, b9 = α3, b13 = α2,
b2 = α1 + 13 [β1(x2 − x1)+ γ1(y2 − y1)], b3 = α1 +
1
3
[β1(x5 − x1)+ γ1(y5 − y1)],
b4 = α1 + 13 [β1(x4 − x1)+ γ1(y4 − y1)], b6 = α4 +
1
3
[β4(x1 − x4)+ γ4(y1 − y4)],
b7 = α4 + 13 [β4(x5 − x4)+ γ4(y5 − y4)], b8 = α4 +
1
3
[β4(x3 − x4)+ γ4(y3 − y4)],
b10 = α3 + 13 [β3(x4 − x3)+ γ3(y4 − y3)], b11 = α3 +
1
3
[β3(x5 − x3)+ γ3(y5 − y3)],
b12 = α3 + 13 [β3(x2 − x3)+ γ3(y2 − y3)], b14 = α2 +
1
3
[β2(x3 − x2)+ γ2(y3 − y2)],
b15 = α2 + 13 [β2(x5 − x2)+ γ2(y5 − y2)], b16 = α2 +
1
3
[β2(x1 − x2)+ γ2(y1 − y2)].
Step 2: bt (t = 17, . . . , 20) are determined by the given normal derivative ηi at the midpoint mi of ei (i = 1, 2, 3, 4).
Apply (4) to∆ov1v2,∆ov4v1,∆ov3v4 and∆ov2v3 respectively, we have:
b17 = 1L1
[
1
2
M1b1 + 12N1b13 +
(
M1 + 12N1
)
b2 +
(
N1 + 12M1
)
b16 − 12 L1(b3 + b15)−
2
3
A1
√
L1η1
]
,
b18 = 1L2
[
1
2
M2b5 + 12N2b1 +
(
M2 + 12N2
)
b6 +
(
N2 + 12M2
)
b4 − 12 L2(b7 + b3)−
2
3
A2
√
L2η4
]
,
b19 = 1L3
[
1
2
M3b9 + 12N3b5 +
(
M3 + 12N3
)
b10 +
(
N3 + 12M3
)
b8 − 12 L3(b11 + b7)−
2
3
A3
√
L3η3
]
,
b20 = 1L4
[
1
2
M4b13 + 12N4b9 +
(
M4 + 12N4
)
b14 +
(
N4 + 12M4
)
b12 − 12 L4(b15 + b11)−
2
3
A4
√
L4η2
]
,
where
L1 = |v1v2|2, M1 = Ev2o · Ev2v1, N1 = Ev1o · Ev1v2, A1 = 2−−→Area(∆ov1v2);
L2 = |v4v1|2, M2 = Ev1o · Ev1v4, N2 = Ev4o · Ev4v1, A2 = 2−−→Area(∆ov4v1);
L3 = |v3v4|2, M3 = Ev4o · Ev4v3, N3 = Ev3o · Ev3v4, A3 = 2−−→Area(∆ov3v4);
L4 = |v2v3|2, M4 = Ev3o · Ev3v2, N4 = Ev2o · Ev2v3, A4 = 2−−→Area(∆ov2v3).
Step 3: bt (t = 21, . . . , 25)will be determined from bt (t = 17, . . . , 20) by the C1 conditions on the two diagonals. Based
on C1 conditions [19], we know that any two adjacent domain points on an interior edge and the other two neighboring
domain points on both sides with their corresponding Bézier ordinates, as four spacial points in R3, must be coplanar. For
example, the four spacial points(
2v1 + o
3
, b3
)
,
(
v1 + 2o
3
, b21
)
,
(
v1 + v2 + o
3
, b17
)
,
(
v1 + v4 + o
3
, b18
)
are coplanar. Since v1+2o3 ,
v1+v2+o
3 and
v1+v4+o
3 are collinear in R
2, hence
b21 = |v4o|b17 + |v2o|b18|v2v4| ,
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where |v2v4| denotes the length. Similarly,
b22 = |v3o|b18 + |v1o|b19|v1v3| , b23 =
|v2o|b19 + |v4o|b20
|v2v4| , b24 =
|v1o|b20 + |v3o|b17
|v1v3| ,
b25 = |v3o|b21 + |v1o|b23|v1v3| ≡
|v2o|b22 + |v4o|b24
|v2v4| .
By the above steps, the Bézier ordinates of the basis splines in Theorems 3.1 and 3.2 onQ can be obtained easily from their
special interpolation data. For example, if we enforce α1 = 1 and the other data all-zero, we will get the Bézier ordinates of
V 11 (x, y) on Q . Especially, we derive the Bézier ordinates of the new aided basis spline F
n
v˜i
(x, y) in Theorem 3.1. Let v1 := v˜i
be the singular boundary vertex, (cos θ, sin θ) the corresponding unit direction vector with respect to v1, notice F nv1(x, y)
interpolates
F nv1(v1) = 0, ∇F nv1(v1) = (sin θ,− cos θ),
∂
∂n1
F nv1(m1) = 0,
F nv1(vi) = 0, ∇F nv1(vi) = (0, 0),
∂
∂ni
F nv1(mi) = 0, i = 2, 3, 4,
we have:
b2 = 13 sin θ(x2 − x1)−
1
3
cos θ(y2 − y1), b3 = 13 sin θ(x5 − x1)−
1
3
cos θ(y5 − y1),
b4 = 13 sin θ(x4 − x1)−
1
3
cos θ(y4 − y1), b17 = 1L1
(
M1 + 12N1
)
b2 − 12b3,
b18 = 1L2
(
N2 + 12M2
)
b4 − 12b3,
b21 = |v4o|b17 + |v2o|b18|v2v4| , b22 =
|v3o|
|v1v3|b18, b24 =
|v3o|
|v1v3|b17, b25 =
|v3o|
|v1v3|b21,
and the else 16 Bézier ordinates must be all zero without fail.
In particular, if v1v2 is the ‘‘right’’ boundary edge of v1, we have:
(cos θ, sin θ) = 1|v1v2| (x2 − x1, y2 − y1), b2 = 0.
Similarly, if v4v1 is the ‘‘left’’ boundary edge of v1, we have:
(cos θ, sin θ) = 1|v4v1| (x1 − x4, y1 − y4), b4 = 0.
4. Remarks
(1) For a uniform type-2 triangulation∆(2)mn, we have
VI = (m− 1)(n− 1), V˜B = 2m+ 2n− 4, E = 2mn+m+ n, EI = 2mn−m− n.
By Theorems 3.1 and 3.2, we get
dimS1,03 (∆
(2)
mn) = 3VI + E + V˜B = 5mn− 1;
dimS1,13 (∆
(2)
mn) = 3VI + EI = 5mn− 4m− 4n+ 3.
In fact, the equations still hold if the partition is a non-uniform type-2 triangulation ∆˜(2)mn. Hence, our dimension formulae
(Theorems 3.1 and 3.2) are more general than the results in [1].
(2) A uniform type-2 triangulation∆(2)mn is also called a four-directional mesh, a uniform type-1 triangulation∆
(1)
mn is also
called a three-directional mesh. Multivariate splines over∆(2)mn and∆
(1)
mn are well known as box splines [20].
(3) The basis splines and the Bézier ordinates in this paper are different to the ones studied in [17]. The basis splines in [17]
are involved with second order partial derivatives, while the basis splines in this paper are only involved with first order
partial derivatives. At the same time, the Bézier ordinates in [17] on a representative triangulated quadrilateral Q (v1v2v3v4)
are not only dependent on the 16 given data, the Cartesian coordinates of the four vertices and the intersection point of the
diagonals, but also dependent on the corresponding data on all neighboring triangulated quadrilaterals to Q (v1v2v3v4),
which are not related to the Bézier ordinates in this paper.
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(4) By the three steps in Section 3, all-zero interpolation data will result in bt = 0 (t = 1, 2, . . . , 25), so s(x, y) ≡ 0 over
Q . Thus the poisedness in Section 2 is explained. Further, the local support of the basis splines in Theorems 3.1 and 3.2 can
be well comprehended from this.
(5) Obviously, the normal directional derivative ∂
∂ni
f (mi) at the midpoint mi across the interior edge ei := vivi+1 is
outside and inside respectively to the twoneighboring quadrilaterals share ei as their commonedge. Since the computational
procedure is based on the ‘‘outside’’ normal directional derivative, it is only necessary for us to take− ∂
∂ni
f (mi)when ∂∂ni f (mi)
is ‘‘inside’’.
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