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Telemedicine, known as the delivery of medical care via telecommunication 
technologies, has been increasingly accepted in the United States. Telemedicine spending 
in the U.S. was projected as $2.2 billion in 2018, which was nearly 8.2 times greater than 
the 2014 expenditure of 240 million. 1 While various quantitative studies attempted to 
assess the clinical outcomes, cost-effectiveness, and technical aspects of telemedicine 
interventions in the past, little researches had been conducted to evaluate the users' 
experience with such novel online-based healthcare interventions. As a result, there had 
been a lack of systematic knowledge regarding the efficiency and effectiveness of the 
user interface design of nowadays' commercial telemedicine platform, through which the 
patient schedules the online consultation, upload medical history and documents, and 
directly interact with the provider.  Despite the increased awareness of adopting online 
consultation as a cost-effective alternative to in-person urgent care encounter among the 
healthcare organizations, the success of the telemedicine intervention eventually depends 
on the acceptance among the patients, who assess the service through different lenses 
than the healthcare leadership and the platform developers.   
 
The subject of interest of this paper was the Urgent Care 24/7(UC 24/7) telemedicine 
service launched by UNC Health Care in February 2018. Available 24-hours a day and 7-
 
1 Klasko SK. Healthcare Transformation: The Future of Telemedicine. Telemed J E Health 2016;22:337-41. 
 4 
day a week, the UC 24/7 enabled direct consultation between a board-certificated 
physician and a patient who seeks medical care of urgent nature, such as medication and 
diagnostics for rashes, upper respiratory tract infection, and fever. In addition, the patient 
was free to choose from a pool of providers based on his or her availability and specialty, 
the process of which was to be completed with the patient portal website.  Furthermore, 
adult patients could also schedule a consultation for their minor dependents. The delivery 
of care was enabled by either a computer-assisted phone call or video conference per the 
patient's preference. Since the initial deployment, the UC 24/7 has recorded more than 
4,000 registered users, among whom around 1600 had completed at least one encounter 
with the platform over the course of 11 months. 
 
The advance of UC 24/7 allowed a rare opportunity to investigate the user's performance 
and perceived problems with usability tools. However, the absence of website transaction 
data—mouse clicks, time spent on a webpage, and the number of pages visited per 
consultations session-preclude the possibility of evaluating the performance 
quantitatively. 
 
To fill the gap of knowledge in telemedicine usability, this paper assessed the user 
interface design of UC 24/7 following mix-method usability inspect study design, 
incorporating both quantitative and qualitative metrics for measuring user performance 
and satisfaction. We aimed to identify the common problems experienced by typical 
patients who seek medical care via online service and to discuss potential ways to 
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improve the efficiency and effectiveness of the user interface of online consumer health 
implementations. 
Literature Review 
1.1 Background on Usability Study 
Usability is broadly defined as the extent to which a human-computer interface can be 
used to achieve the goal of efficiency, effectiveness, and satisfaction within a specific use 
case undergone by the intended users. This classical definition was complemented by the 
International Organization for Standardization in 2011, adding dimensions such as 
learnability, attractiveness, security, and compatibility.2 Nevertheless, researchers argued 
that the usability of technology should not only be solely defined by the human-computer 
interaction, but also by its ability to integrate into an intended work environment.3 That is 
to say, the term usability can only be fully interpreted in the context of use—when, 
where, and what specific product was concerned.   
 
The Three Goals of Usability Studies 
Effectiveness measured the degree to which a task can be completed as well as if the 
desired level of accuracy has been achieved by the users4; effectiveness was usually 
captured by task completion time, task completion rate. On the other hand, efficiency 
considered the relationship between Effectiveness and the amount of effort devoted into 
 
2 Tang, Z., Johnson, T. R., Tindall, R. D., & Zhang, J. (2006). Applying Heuristic Evaluation to Improve the Usability of a 
Telemedicine System. Telemedicine and E-Health, 12(1), 24–34. https://doi.org/10.1089/tmj.2006.12.24 
3 Yen, P. Y., & Bakken, S. (2012). Review of health information technology usability study methodologies. Journal of the American 
Medical Informatics Association, 19(3), 413–422. https://doi.org/10.1136/amiajnl-2010-000020 
4 John Brooke: SUS – A Quick and Dirty Usability Scale. In: Usability Evaluation in Industry, London: Taylor & Francis, 1996. 
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completing the task5; a highly effective yet time-consuming task would be regarded as 
low in the efficiency dimension.  While the goals mentioned above can both be quantified 
with objective measurements such as time, clicks, and steps, satisfaction--which indicated 
the user's attitude toward the service--can only be objectively measured through a survey, 
questionnaire, and a semi-structured interview. 
  
The Four Approaches  
There were four typical approaches to usability evaluations. First, to test the user 
interface formally involved the use of analytical tools and extensive documentation6; 
while suitable for large-scale evaluation projects such as benchmark studies and 
consulting projects, formal usability studies were characterized as costly, time-
consuming, and over-used for regular for smaller, low profile evaluation project. 
Secondly, a usability test can to automatically conducted using statistical computational 
software.7 Usability tests of this type typically used data collected from the encounters 
with the interface completed by the actual users during the post-deployment stage; the 
type of data included log website logs, clicks data, and timestamps, etc.  Besides, 
usability tests can be empirically carried out. Empirical usability studies, such as user 
testing and cognitive walkthrough, are signified with the involvement of focus group 
users--recruited to fulfill the user profile and completed system-related tasks with either 
the prototype or the developed version of the product. Last but least, user interfaces could 
 
5 John Brooke,1996 
6 Narasimha S, Agnisarman S, Chalil Madathil K, Gramopadhye AK, Welch B, Mcelligott J. An investigation of the usability issues 
of home-based video telemedicine systems with geriatric patients. Proceedings of the Human Factors and Ergonomics Society Annual 
Meeting; Human Factors and Ergonomics Society Annual Meeting, 2016; September 19–23, 2016; Washington, DC. 2016. p. 1804. 
7 ibid  
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be evaluated heuristically-- where a team of usability experts identifies potential usability 
problems based on a set of heuristics, the findings of which were combined and stratified 
by the problem severity.  8 
 
System Development Life Cycle  
The System Development Life Cycle (SDLC) was widely used in software and system 
engineering as a framework of the development life-cycle. SDLC was generally referred 
to as the gold standard used in the classification of usability studies by the stage at which 
the evaluation occurred, as shown in table 1. 9 In other words, SDLC enabled comparison 
between only the studies that were conducted at the same stage. A recent review of 
Health Information Technology (HIT) literature indicated that a large proportion of 
usability studies was carried out at stage 2 and stage 5, revealing interests in the HIT 
system requirement and the post-deployment performance of the product.10 
SDLC 
Stages 
Testing Goals Setting  Tested test 
Stage 1 Need assessment and design 
method 
Laboratory design prototype  
Stage 2 System validation assessment Laboratory design prototype 
Stage 3 Human-Computer Interaction Laboratory  pre- or post-
deployment  
 
8 Nielsen J, Molich R. Heuristic evaluation of user interfaces. Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems; SIGCHI Conference on Human Factors in Computing Systems; April 01 - 05, 1990; Seattle, Washington, DC. 
New York, NY: ACM; 1990. pp. 249–56. [CrossRef: 10.1145/97243.97281] 
9 Yen, P. Y., & Bakken, S. (2012).  
10 ibid 
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Stage 4 Experimental or Quasi-
Experimental test with a 





Stage 5 Experimental or Quasi-
Experimental test with a 




post-deployment only  
Table. 1 System Development Life Cycle (SDLC) stages. 
1.2 Health IT, m-Health, and Telemedicine 
The term Telemedicine was coined in the 1990s, immediately following the enabling 
communication and computing technologies that emerged in the same decade. In 
principle, telemedicine characterized the direct delivery of medical care, either 
synchronous or asynchronous, between the geographically distant patient and the 
provider, assisted by video conference or phone call.11 In its most ideal form, 
telemedicine would parallel the performance of traditional in-clinic consultation, 
providing accountable, readily available care to the population. Over the past decades, an 
array of different telemedicine interventions emerged, often developed by a single 
healthcare organization to cater to a single clinical specialty. Such platforms provided 
specialized care, including behavioral health care, dermatology, genetic counseling, and 
pain management.12  It was only in recent years that commercial telemedicine platforms 
started to surface, aiming at providing care of more general nature.  
 
 
11 Perednia, D. A., & Allen, A. (1995). Telemedicine Technology and Clinical Applications. Journal of the American Medical 
Association, 273(6). https://doi.org/10.1001/jama.273.6.483 
12 Agnisarman, S., Narasimha, S., Chalil Madathil, K., Welch, B., Brinda, F., Ashok, A., & McElligott, J. (2017). Toward a More 
Usable Home-Based Video Telemedicine System: A Heuristic Evaluation of the Clinician User Interfaces of Home-Based Video 
Telemedicine Systems. JMIR Human Factors, 4(2), e11. https://doi.org/10.2196/humanfactors.7293 
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Telemedicine intervention fell under the broader category of Consumer Health 
Informatics—an area of study which highlights the empowerment of individual patient in 
managing one's health through the use of technologies.13 In other words, the nature of 
telemedicine is inherently user-centric; incorporating the users ' expectations, experience, 
and performance became essential to the effective deployment of telemedicine 
interventions.    
 
Despite the continually growing interest in health information technology, telemedicine, 
as well as other consumer health interventions, has not gained a sufficient amount of 
attention until recently. While researches on the effectiveness and efficiency of clinical 
IT interventions—Electronic Health Records (EHR), Clinical Decision Support System 
(CDSS), etc.—were abundant, it was important to notice the danger of directly applying 
the knowledge gained from such studies to the understanding the current stage of 
telemedicine development. 
 
1.3 Previous Studies on Telemedicine Usability 
The current studies of Telemedicine focused primarily on the diagnostic accuracy, 
satisfaction, and the technical aspects of the telemedicine system design.  Despite the 
limited number of studies on telemedicine produced in the past, researches have become 
increasingly interested in the subject in recent years. A group of researchers conducted a 
series of heuristic evaluations with four home-based telemedicine interventions, 
 
13 Goldberg, L., Lide, B., Lowry, S., Massett, H. A., O’Connell, T., Preece, J., … Shneiderman, B. (2011). Usability and Accessibility 
in Consumer Health Informatics. American Journal of Preventive Medicine, 40(5), S187–S197. 
https://doi.org/10.1016/j.amepre.2011.01.009 
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concluding with the statement that the visibility of system status and the mismatch 
between users' and the system's language uses were the most common problems.14 
Another study maintained that the lack of system feedbacks was rated as the most severe 
usability problem reported by the usability experts.15  Powell et al. evaluated the users’ 
perception and experience with an enterprise-wide telemedicine platform adopted at a 
large urban multi-hospital health system, commenting on the high satisfaction 
rate(91.6%) reported by the 795 survey participants.16 
 
Nevertheless, the findings of such studies were rarely corroborated by similar researches 
simply due to the limited number of published literature in this emerging field of study. 
What is more, many previous studies deployed only a single usability instrument in an 
attempt to measure the interface's performance. Among the study methodologies adopted 
by telemedicine researchers, qualitative studies, especially survey study, were widely 
adopted.  While the single method approach was characterized as a cost-effective option 
which facilitated the expedient discovery of usability problems--as compared to the often 
more costly, labor-intensive mixed-method design-- relying on the feedback of a single 
usability measure risked the robustness of the findings, hence limited the generalizability 
of the study.   
 
14 Agnisarman, S., Narasimha, S., Chalil Madathil, K., Welch, B., Brinda, F., Ashok, A., & McElligott, J. (2017).  
15 Tang, Z., Johnson, T. R., Tindall, R. D., & Zhang, J. (2006). Applying Heuristic Evaluation to Improve the Usability of a 
Telemedicine System. Telemedicine and E-Health, 12(1), 24–34. https://doi.org/10.1089/tmj.2006.12.24 
16 Powell, R. E., Stone, D., & Hollander, J. E. (2018). Patient and health system experience with the implementation of an enterprise-
wide telehealth scheduled video visit program: Mixed-methods study. Journal of Medical Internet Research, 20(2). 
https://doi.org/10.2196/medinform.8479   
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1.4 Challenges and Gaps in Knowledge 
Knowledge gap: little usability studies have been done with telemedicine platforms.  
 
Knowledge gap: of the limited number of studies, virtually none focus on the similarities 
and difference between the performance of different user groups. Emphasis on the 
elderly, who composite the majority of telemedicine users and often have little digital 
literacy experience with such digital platforms. Emphasis on English as a second 
language speaker. 
 
Knowledge gap: Most of the studies adopted a single-method approach and has a small 
sample size; this paper will fill the gap by offering insights gained from user testing in a 
usability lab, with pre-screened participants that fulfill specific demographics traits.  
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Methods 
1.1 The UC 24/7 Platform 
 
Figure 1. The UC 24/7 homepage and features 
1.2 Participant Selection  
The UC 24/7 treated North Carolina residents who are above the age of two. In addition, 
the consultation required access to a computer or smartphone with a stable internet 
connection. According to a recent report, the UC 24/7 users were predominantly female 
urban residents; the self-reported age of users varies from 3 to 89 years old. 
 
For the scope and purpose of the study, a convenient sample was used. We recruited six 
participants, each of whom were asked to fill out a pre-test questionnaire regarding 
certain demographic traits of interest.  The participant selection criteria used in this study 
closely followed the reported statistics of UC 24/7 user demographics. To facilitate data 
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analysis, the ages were classified into three groups: younger adults (18-30), older adults 
(30-55).  Furthermore, to examine whether native English speakers and English language 
learners perform differently with the commercial telemedicine platform, we recorded the 
choices of the first language of all participants. The demographics traits of participants 
were documented in table 1.  
Participants 
ID 
Gender Age English as 
Second 
Language   
A F 24 Yes 
B F 29 Yes 
C M 48 No 
D F 49 No 
E F 56 No  
F M 24 Yes 
Table 2. Participants Demographics. 
1.3 Test Environment  
A total of 6 usability testing sessions were conducted at the Digital Media Lab at 
Manning Hall, The School of Information and Library Science. The author administered 
each session as the chief moderator; the moderator scripts were provided in the appendix. 
In addition, the recording of environmental data was assisted by another trained graduate 
student research assistant. The tests were delivered on a Desktop computer with 
Windows 10 operating system installed. The screen and audio recording were obtained 
using Camtasia. The post-task and post-test questionnaires were delivered online via the 
Qualtrics Survey Platform.  
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1.4 Equipment and Materials  
§ One desktop computer for user testing.  
§ Two laptops for notetaking.  
§ Camtasia software for recording audio and screen.  
§ Three Post-Task Questionnaires powered by Qualtrics.  
§ One Post-Test Questionnaire powered by Qualtrics.  
§ The printed moderator scripts and task prompts.  
§ Printed Copies of Consent and Statement of Release Form to be reviewed 
and signed by the participants.  
 
1.5 Test Design  
1.5.1 Overview  
The usability test was administered over 110 minutes. The moderator would guide the 
participants throughout the testing session, which included completing four tasks, each 
followed by a 3-question post-task questionnaire, a post-test survey, and a semi-
structured interview at the end of the testing.  We collected both the quantitative data 
from the video and audio recording—steps, time, number of pages visited, task 
completion status— and the qualitative data obtained from survey responses and 
interview questions. Additionally, environmental data, such as the participants' verbal or 




1.5.2 Testing Goals 
A list of four tasks was designed to assess four usability goals derived from the Health 
ITUEM protocol to suit the purpose of the test, the details of which were listed below. It 
is essential to distinguish the difference between Goal 1 and Goal 2,3:  While the former 
was objective in nature, meaning that the interpretation was directly obtained from 
analyzing the quantitative data collected from the session, the latter two testing goals 
(perceived ease of use and perceived usefulness) were subjectively interpreted based on 
the observational and user-provided feedbacks.  
 
§ Goal 1: Efficiency and Effectiveness  
§ Goal 2: Perceived Ease of Use 
§ Goal 3: Perceived Usefulness  
§ Goal 4: Learnability 
 
1.5.3 Task List  
1. Locate specific information at the first encounter with the website. 
Task Description: The first task required the participants to locate the UC 24/7’s privacy 
policy and to answer the question of whether the patient data will be used for research 
purposes.   
 
Testing Goal: The task was to evaluate the discoverability of relevant items upon the first 
encounter with the website; it was designed to test the Goal 4: Learnability, which 
accounts for whether the interface design, especially the location of information, was 
intuitive and easy to use for the first-time users. 
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Minimum Step  2 
Task Completion Criteria  The participant opened the page where the privacy 
terms are listed. 
Table 3. Task 1 Descriptions.  
2. Complete the scheduling process for a consultation session.  
Task Description: The task asked the participant to go through the scheduling process up 
until the point of confirming the payment information. Due to the limited timeframe of 
the testing, the user will not be asked to undergo an actual consultation with a registered 
provider.  
 
Testing Goal: With this test, we assessed Goal 1: efficiency and effectiveness of the 
website's scheduling feature. In addition, we were particularly interested in error-related 
performance; hence how many times the user encountered problems, asked for help, or 
deviated from the process.   
 
Minimum Step  6 
Task Completion 
Criteria  




the participant was in the right process of the 
scheduling but was stuck at one specific step. 
Table 4. Task 2 Descriptions. 
 
3. Add a Primary Care Provider. 
Task Description: Task C evaluates an uncommon feature of sharing digital health 
records between the telemedicine platform and a patient's primary care provider—a 
relatively novel addition to many digital health platforms in recent years. This was a two-
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part task: the first step would be to locate the correct location of the provider's 
information; the second step is to add the provider's profile. 
 
Testing Goal: This task is explicitly designed to test the usefulness of a non-traditional 
website feature, hence the Goal 3: perceived usefulness and Goal 4: learnability.  
Minimum Step  5 
Task Completion Criteria  The participant successfully added a profile for the 
pre-identified primary care provider.  
Partial Completion Criteria  The participant located the webpage where provider 
information was listed but was unable to create a 
new record.  
Table 5. Task 3 Descriptions.  
 
4. Upload a test results document from cellphone 
Task Description: The last task evaluates the usability of a cross-platform (PC and 
Cellphone) 'File upload' feature. Starting from the telemedicine web portal page, the users 
will need to complete a series of steps, including receiving a text, opening a link from the 
smartphone, uploading a file pre-loaded onto the phone, and checking the upload status. 
Testing Goal: This complex task demands the participants to navigate between two 
distinct systems; it is designed to test Goal 1: effectiveness and efficiency and Goal 2: 
perceived ease of use.  
Minimum Step  8 
Task Completion 
Criteria  




The participant was successfully directed to the 
cellphone page but didn’t finish the uploading process.  
Table 6. Task 4 Descriptions. 
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1.6  Evaluation Metrics 
i. Efficiency and Effectiveness  
• Time on Task 
o The amount of time in seconds a participant spent on a task.  
§ Minimum Step 
o An objective benchmark variable, the Minimum Step denotes the minimum 
viable steps needed in order to complete a task, measured by the number 
of pages visited.  
o The variable is identified by the test administrator before the testing 
sessions. 
• Session Step 
o the number of steps a participant took during a given task, measured by 
the number of pages visited. 
o The session step was subsequently compared with the Minimum Step to 
identify the difference.  
• Lostness:  
○ The measure Lostness, first proposed by Smith in 1996, is calculated 
based on the number of actual pages visits and the minimum viable 
number of pages. 
○ Lostness = sqrt [(N/S – 1)2 + (R/N – 1)2], where N denotes the number of 
unique pages visited; S denotes the total number, including revisits, of the 
pages visited; and R denotes the minimum viable number of pages.  
• Task Success (T/F) 
o A binary variable denoting whether a task has been successfully 
completed 
o The completion status is marked by a participant reaching a certain pre-
determined stage listed in the task descriptions section.  
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o A percentage success rate is calculated for individual tasks based on 
accumulated success rates of all participants. 
• Partial Success(T/F):  
o For two of the more complex tasks where multiple stages are involved 
(Task B, C, and D), the partial success metrics are adopted to capture the 
state where a participant started right but could not arrive at the final stage 
of completion.    
o The criteria for each task can be found in the task description sub-section.  
• Participant Perceived Success(T/F):  
o Aside from the objective assessment of completion measured by Task 
Success (TS), the Participant Perceived Success (PPS) indicates the 
participant’s subjective perception of whether he or she had completed a 
task.  
o This metric is designed to assess the discrepancy between the user's 
perception and the system feedbacks received. Incongruent PPS and TS 
values suggest a mismatch between the user's expectation and his or her 
actual performance. 
 
ii. Environmental Metrics  
• Request for Help  
o The variable records how many times a participant has notified the test 
administrators about their need for additional instruction and clarification 
specifically regarding the website’s user interface and system design or 
functionalities.  
o Noted that questions regarding the delivery and design of the usability test 
session are excluded from this metric; such questions are addressed 
separately as part of the limitations of the study in the Discussion section.  
• Think-Aloud Data  
o Participants were instructed, at the beginning of the testing session, the 
basics knowledge of the Think-Aloud protocol, and were encouraged to 
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verbally express their thoughts, suggestions, or feelings of confusion as 
they are performing each task.  
o The Think-aloud data was recorded as an audio file and was later 
transcribed by the author. The data was formatted as free-text bullet points 
of key information expressed by the users and was coded by task name 
and participant identifier. 
o Think-aloud data was used as a qualitative supplement to the quantitative 
data on performance and efficiency. 
 
iii. Post-task questionnaire  
• A 3-question, Likert scaled short questionnaires asking the participant for 
subjective opinions on task complexity, level of support received from the system, 
as well as to comment on one’s own performance.  
iv. Post-test Questionnaire  
• The post-test questionnaire contains 11 questions, 10 of which are based on the 
standard System Usability Scale (SUS) questions with slight changes in the 
wordings.  
• Each participant’s responses are converted into an accumulated SUS score for 
comparison and further analysis.  
v. Post-test Semi-Structured Interview  
• A 10-minute semi-structured interview was administered at the end of the test, 
where three open-ended interview questions were asked.  
• Participants were encouraged to offer further suggestions and report problems or 
concerns which may not be represented by the questionnaire items.   
• The interview questions probed for the participants’ perception, preference, and 
subjective opinion, supplementing the quantitative data collected during the 







1 How is the UC 24/7 similar or different from other web-based 
health platforms you used in the past? 
2 Do you have any unmet expectations regarding your 
experience with the UC 24/7?  
3 What would be your recommendations for improving the UC 
24/7 website design?  
Table 7. Interview Questions 
1.7 Schedule of Timeslot 
Before the test: 
Equipment and software set-up: 15 min 
In-session: 
Introduction to the session and reviewing consent form: 15 Min. 
Task 1 and Post-Task Survey: 10 Min. 
Task 2 and Post-Task Survey: 10 Min. 
Task 3 and Post-Task Survey: 10 Min. 
Task 4 and Post-Task Survey: 10 Min. 
Post-Test Survey: 5 Min. 
Semi-Structured Interview: 10 Min. 
Total Testing Session Duration: 70 Min. 
End-of-test: 
Addressing additional questions from participants: 5 Min. 
Wrapping up: 5 Min. 
Cleaning up test-setting and uploading recorded data: 15 Min. 
 
Estimated Session Duration: 110 Min. 
1.8 Sequence of Events  
To ensure the reproducibility of the study and the validity of testing results, a complete 
Sequence of Events was drafted as guidelines for the moderator to follow during the test. 
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Doing so would ensure that the testing session given to different participants was mostly 
identical, hence reducing the biases which could be introduced by the variances in testing 
conditions. 
1. Arrange and inform the participants of the date, time, and location of the test. 
2. Arrive 15 minutes before the scheduled time to set up the test environment. 
3. Set up computers, including the desktop used for testing and the note taker’s 
laptop with appropriate software and security measures. 
4. Welcome and introduce the participant to the test. 
5. Show consent form in Qualtrics to the participant and allow time to complete. 
6. Begin screen recording and set up a timer for each task. 
7. Hand out printed task prompts before each section.  
8. Hold a short debrief session after each test; ask the participant to complete a 
shortlist of post-test questions in Qualtrics. 
9. After completing all four tests, instruct the participant to complete the post-test 
questionnaire in Qualtrics.  
10. Ask participants if they have any more questions, concerns, or comments about 
the test. 
11. End screen recording.  
12. Thank participants, hand out the gift card, and dismiss. 
13. Process screen recording data and upload it to the USB drive. 
14. Collect time recording data. 
15. Collect the note-takers note. 
16. Sign out of all accounts and clear browser history.  
1.9 Data Collection 
All data were collected by the author and the assistant note-taker during the test sessions 
and stored at an encrypted USB stick. There were three categories of data: the screencast 
videos recordings of each session, which were coded with date, duration, and participant 
ID; the questionnaire data automatically saved and uploaded to the Qualtrics web server; 
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the audio recordings and notes from the semi-structured interview. All data was securely 
stored in a laptop for data cleaning and analysis; none of the test data was shared with a 
third party or uploaded onto another web platform.  
Results  
1.1 All Tasks 
1.1.1 Time-on-Task Analysis 
 
On Average, participants spend the most time on Task 2 (Complete the Scheduling 
Process) and the least time on Task 3 (Add Profile), which complies with the designed 
task difficulty. On the other hand, the average Time- on- task appeared to be not linearly 
correlated with the Minimum-Viable Step.  
 
One abnormity was the longer-than-expected average duration of time spent on finishing 
Task 1, which only requires two steps to be finished; Task 1 also displayed the greatest 
variance in the user performance, where the quickest session took 19s and the longest 
session lasted about 155s, Table 8. User performance on the last two tasks turned out to 
be more consistent, where the standard deviation of approximately half a minute within 
the mean completion time. 
 





Range Minimum Maximum 
Task 1 2 69.83 52.99 136 19 155 
Task 2 6 195.17 59.71 152 118 270 
Task 3 5 61.17 35.9 89 23 112 
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Task 4 8 86.67 32.13 91 56 147 
Table 8. Descriptive Analysis of Time-on-Task by Task (in second) 
 
Figure 2. reveals individual performance regarding time on task. Despite spending 
varying time on each task, 5 of 6 participants finish all four tasks within the range 
between 450 to 500 seconds. Participant A, being the sole outlier, spent the shortest 
amount of time on each one of the tasks, resulting in an accumulated Time-on-task of 216 
seconds.   
 
Figure 2. Time-on-Task by Participant.  
1.1.2 Session Step Analysis 
 
On average, the group of participants finished task 3 and 4 rather efficiently, with a mean 
step count within 1 and 0.67 step to the Least Viable Step respectively. The performance 
A B C D E F
Task  4 56 89 88 73 147 67
Task  3 23 98 33 112 54 47
Task  2 118 239 270 228 174 142



































Time on Task by Participant
Task  1 Task  2 Task  3 Task  4
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on Task 1 turned out to be the least efficient, where the mean step being 2.75 times more 
than the least viable amount; task 1 also displayed the greatest standard deviation and 
range, suggesting significant variations between participants’ performance.   




Range Minimum Maximum 
Task 1 2 5.5 3.73 10 2 12 
Task 2 6 10.17 2.64 7 8 15 
Task 3 5 6  1.67 4 5 9 
Task 4 8 8.67 1.97 6 8 12 
Table 9. Descriptive Analysis on Session Step by Task.  
 
The participants, on average, take 30.83 (SD=3.17, 95% CI) steps across the four tasks. 
Again, participant A took the least number of accumulative steps (24), which is only 3 
steps more than the minimum viable amount, Figure 3.  
 
Figure 3. Session Step by Participant.  
 
Minimum A B C D E F
Task  4 8 9 9 8 12 9 8
Task  3 5 5 7 5 9 5 5
Task  2 6 8 9 11 10 15 8














Session Step by Participant
Task  1 Task  2 Task  3 Task  4
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The Lostness metrics was in turn calculated for each task by the participant. A lostness 
score of greater than 0.5 indicates that a user was lost in the process of navigating 
through the steps.17 Task 1 turned out to be the one where most of the users felt lost (4 
out of 6 participants).  On the other hand, no participant was distracted or disoriented in 
both Task 3 and Task 4, indicating that the flow of steps was logically designed and well-
integrated.  
Participant Task 1 Task 2 Task 3 Task 4 
A 0.00 0.25 0.00 0.11 
B 0.54 0.27 0.29 0.11 
C 0.60 0.38 0.00 0.00 
D 0.00 0.35 0.39 0.26 
E 0.68 0.54 0.00 0.47 
F 0.82 0.25 0.00 0.00 
Table 10. Lostness Analysis.  
1.2 Performance by Task 
1.2.1 Task 1  
 
The participants’ performance on Task 1 was less optimal than expected. While it only 
requires two steps to be finished, the completion rate turned out to be among the lowest 
(50%), Figure 4. In addition, the participants generally gave Task 1 low ratings in the 3-
question post-task survey section, with ratings ranging from 3 points to 6 points on a 15-
pt scale. The negative feelings expressed in the survey data highly concede with the 
subpar performance indicated by the quantitative analysis, Figure 5.  
 
 
17 Smith, Pauline A. “Towards a Practical Measure of Hypertext Usability.” Interacting with Computers 8, 
no. 4 (1996): 365–81. https://doi.org/10.1016/s0953-5438(97)83779-4. 
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Error, think-aloud data, and interview questions:  
• At the very beginning of the task, all participants seemed confused about the site 
navigation, specifically the way to go back to the homepage.  There was no icon 
labeled 'home page' or 'start here' on the menu bar.  It turned out that the website's 
logo was the only clickable item that was linked to the starting page. 
• The ‘Privacy Terms’ was located in the footer area of the webpage. The label was 
in small, lowercase font and was colored light grey.  
• Participants uniformly complained about the lack of visibility of the item, 
demanding that important information should be located at a more conspicuous 
location. 
 





Task  1: Completion Status




Figure 5. Task 1 Post-Task Questionnaire.  
1.2.2 Task 2  
 
Task 2 was designed to be a more difficult task, requiring the participants to complete a 
series of steps including navigating a novel conversational UI for disease self-assessment 
and an interactive timetable for scheduling the consultation session. Only 2 of the 5 
participants successfully completed the process, with an additional user completed the 
task only partially. On the other hand, the survey data conveyed a more positive tone 
comparing to the first task. Participants' opinions on Question 2 (system support) were 
predominantly positive, where 5 of the 6 users rated the feature above 4 out of 5 points. 
However, users reported that the task nevertheless made them less confident, as 
suggested by the average score of 2 on Question 3 (satisfaction). 
 
Error, think-aloud data, and interview questions:  
• The major error made by 5 of the 6 participants was to locate the correct location 


























Task 1: Post-task Questionnaire by Participant
Q1 Q2 Q3-Reverse
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‘Appointment’ on the side menu bar tab first, yet the page only displays upcoming 
consultations and visit history. Many users found the correct way to start the 
process—to click on the user’s profile photo on the homepage—less intuitive. 
This confusion could have been avoided by eliminating the inconsistency of 
system language.  
• The conversation UI for self-assessing diseases’ severity received positive 
reviews. However, 2 of the participants reported that the passages of the 
automatic response can be difficult to read due to the choice of font type and 
color.  
• Three participants commented that the scheduling process can be potentially 
simplified, as it can be demanding at times to input a lot of information at once. 
• One participant suggested breaking down the scheduling process into two separate 
sessions—one to collect personal information such as details of medical history 
and allergies, and the other one to schedule the consultation.  
 






Completion Partial Completion Failed
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Figure 7. Task 2 Post-Task Questionnaire. 
 
1.2.3 Task 3  
 
Task 3 tested the organization of information on the UC 24/7 website. Users were 
prompted to find a ‘hidden’ feature—adding a primary care provider’s profile and 
contact—starting from the UC 24/7 homepage.  4 of the 6 participants completed the 
tasks while 2 didn’t locate the page where provider information was listed, Figure 8. The 
participants’ thoughts on this task diverge. While the ones who successfully finished the 
task on the first try rated it positively on Question 1 (ease of use), those who had tried 
several times locating the information felt both more frustrated (question 3) and helpless 
(question 2), Figure 9. 
 
Error, think-aloud data, and interview questions:  
• One error 2 of the 6 participants made was confusing the website’s side menu list 
with the header menu bar of the subpages. Less experienced users tend to get lost 


























Task 2: Post-task Questionnaire by Participant 
Q1 Q2 Q3-Reverse
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• Besides, 2 users who didn't finish the task reported that the information doesn't 
seem 'correctly labeled'. 
• However, once they had arrived at the correct location, participants found the 
actual process of adding a profile straightforward and easy to complete. 3 of the 6 
praised the instant feedback they received from the UI, indicating if the input fits 
the correct format and if not—the exact way to correct it.  
 
 
Figure 8. Task 3 Completion Status. 
 
 



































1.2.4 Task 4  
 
Task 4 requires the users to work with both a desktop computer and a smartphone. We 
intend to test how well the mobile features are integrated into the web platform.  The 
completion rate exceeded expectations (83%), with only 1 participant completely failed 
the task. Figure 10. Additionally, task 4 was given the highest post-test rating among all 
tasks, with a mean accumulated score of 13 out of 15 points. 5 of the 6 users rated 
Question 2 (system feedback) a 5-score rating, Figure 11. 
 
Error, think-aloud data, and interview questions:  
• Participants were satisfied with the detailed instructions that were listed in a clear, 
step-by-step manner by the UC 24/7 platform. 
• Two participants pointed out that the ‘upload successful’ feedback they received 
immediately after the upload was reassuring. One commented that she appreciated 
that the web platform displayed the just uploaded medical document within a 
mere few seconds, without the participant refreshing the webpage herself.  
 
 





Completion Partial Completion Failed
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Figure 11. Task 4 Post-Task Questionnaire. 
 
1.3 Performance by User Group  
The participants' performance in Success Rate and Number of Request were assessed by 
demographic groups. To begin with, the average success rate across all tasks was 62.5% 
(SD=26.22%, 95% CI).  Participants under the age of 30-year-old had completed the 
tasks on more occasions, with an average rate of 83.33% (SD=13.3%, 95% CI); the older 
participants, however, only had a mean success rate of 41.67%(SD=14.43%, 95% CI), 
Figure 12. On the other hand, the difference in performance between genders was absent, 
where both males and females achieved a success rate the same as the average success 



























Task 4: Post-task Questionnaire by Participant 
Q1 Q2 Q3-Reverse
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Figure 12.  Success Rate by Age Group.  
Figure 13. Success Rate by Gender.  
 
The average number of Requests for help across all tasks was 1.83(SD=1.17, 95% CI). 
While participants under the age of 30-year-old made only 37.5% percent of requests 
made by the older users (n=8), the difference between preferred first language groups was 
less significant, Figure 15.  
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Figure 14. Number of Request for Help by Age Group.  
Figure 15. Number of Requests for Help by First Language. 
1.4 Post-Task Questionnaire  
The post-task survey data were analyzed further. Figure 16. shows that Task 4 had the 
highest average score of 4.33 (SD= 0.3, 95% CI) while Task 1 was rated the lowest score 
(1.61, SD=0.39, 95%CI). Besides, the average score of the question—each represent an 
area of interest—was calculated across the four tasks. The resulting mean scores 
indicated that participants rated Question 3 (satisfaction) significantly lower comparing to 
the other two areas, Figure 17.  The mean score received by participants was 2.90 (SD= 




Figure 16. Average Accumulated Post-Task Survey Score by Task. 
 
Figure 17. Average Post-Task Survey Score by Area of Interest.  





Task 1 Ave Task 2 Ave Task 3 Ave Task 4 Ave
Series1 1.61 3.11 2.56 4.33
Average Accumulated Post-Task Survey Score by 
Task 
(1-5)
0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.00
Q1. Ease of Use
Q2. System Support
Q3. Satisfication
Q1. Ease of Use Q2. System Support Q3. Satisfication
Ave by Area of Interest 3.38 3.17 2.17




Figure 18. Average Post-Task Survey Accumulated Score by Participant.  
1.5 Post Test Questionnaire  
The post-test questionnaire consists of 10 questions modified from the standard System 
Usability Scale (SUS) Questions. The average SUS score was 65.83 (SD=10.68, 95% 
CI), which was slightly less than the reference standard of 68 recommended by previous 
research.  183 of the 6 participants scored the UC 24/7 higher than 70 (Participant A, C, 
and F).  
 















Participant A Participant B Participant C Participant D Participant E Participant F




Figure 19.  SUS Score by Participant ID.  
 
In addition, we took a step further to look at the average score across different 
demographic groups. Male participants gave the highest ratings to the UC 24/7 platform 
(72.5), followed by younger users (70). On the other hand, users over the age of 45 
expressed the most negative views toward the UC 24/7, giving an average score of 61.7, 
Figure 20. 
A B C D E F Average



















SUS Score by Participant
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Figure 20. Average SUS Score by User Demographics Group. 
The mean score of each of the SUS questions was in turn calculated.  The average score 
by the question was 2.63 (SD= 0.86, 95% CI). Participants' responses on Question 8 and 
Question 4 were the highest (3.83 and 3.67 respectively), suggesting that users generally 
perceived the UC 24/7 as a lightweight, uncumbersome website service which at does not 
require heavy instructions form a technical support person. However, the average score 
on Question 5(0.83) was about two standard deviations lower than the mean score. In 
other words, participants felt strongly that different functions were poorly integrated 
within the UC 24/7 website.   
Under 30 Over 45 Male Female NativeSpeaker
Non-
Native

















Average SUS Score by User Demographics
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0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.00 4.50 5.00
1.     I think that I would like to use the VUC
platform frequently.
2.     I found the platform unnecessarily complex.
3.     I thought the website was easy to use.
4.     I think that I would need the support of a
technical person to be able to use the VUC.
5.     I found the various functions in this platform
were well integrated.
6.     I thought there was too much inconsistency in
this platform.
7.     I would imagine that most people would learn
to use the VUC platform very quickly.
8.     I found the VUC platform very cumbersome to
use.
9.     I felt very confident using the platform.
10.  I needed to learn a lot of things before I could
get going with using VUC.




1.1 Major Finding 
In this evaluation project, four tasks were designed to evaluate the efficiency and 
effectiveness of the UC 24/7’s system functions, navigational structure, and feature 
integration; the tasks were performed by six participants representing different age, 
gender, and language groups.  
 
We found that performance varied between tasks, with Task 1 ranked the least in all 
dimensions of the performance measurements. Additionally, the individual user 
performed differently in terms of task completion and the number of steps taken; the 
participants' perception's on task difficulty, usefulness also differed, which is indicated by 
the varied responses from the post-task and post-test questionnaires. The comparison 
between demographic groups suggested by the systematic difference between 
performance metrics was the most prominent between age groups, while gender and 
language preference displayed less variation. 
 
In terms of subjective opinion regarding the UC 24/7’s interface and interaction designs, 
participants’ overall ratings, as shown by the SUS survey, was close to neutral. While 
most appreciated that the UC 24/7 adopted a straightforward, uncumbersome design 
where each function was intuitively designed for easy use, the features of the website 
were described as poorly integrated and the navigational structure was confusing at times. 
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1.2 Problems identified  
We received feedbacks on several problems—primarily in areas of navigation, 
discoverability of certain features, and graphic interface design. Moreover, we identified 
users’ concerns regarding privacy and safety features the platform offered, specifically in 
how the data were used and how were they being treated.  
 
To begin with, majority of complaints came from the ill-designed navigational structure 
of the website. For instance, the users were not offered with an efficient way of going 
back to the homepage. In addition, users reported finding the UC 24/7’s three-level 
navigation bars confusing to use. In other cases, many of the important features, such as 
initiating a visit, had no clearly marked entrance point; one need to click on an unlabeled 
icon in order to access the function. Many users recalled feeling frustrated during the 
initial part of task 2 for failing to locate where should they begin.  
 
On the other, participants expressed dissatisfaction with the way terms of uses and 
privacy documents were located. Users found it unprofessional to list such information in 
the footer area of the website. Many suggested to have dedicated webpage and placed the 
item on the main navigation bar along with other primary functions.  
 
1.3 Recommendations  
The user interface of the UC 24/7 incorporated several features that received positive 
feedback from the participants during the interview sessions. Many of the design 
decisions fit in the criteria of human-centered principles, which we would recommend to 
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the developers of other consumer health interventions.  For complex tasks involving 
multiple steps, a progress bar turned out to be highly effective in that it indicates the 
user's current location as well as progress toward the end goal, Figure 22. However, 
minor problems were reported in the case of UC 24/7's scheduling progress bar. For 
instance, users complained that the 'items' on the progress bar were non-clickable and 
there was no effective way of going forward and backward between the steps. In other 
word, the design failed to meet users' mental modes and expectations acquired from 
interacting with other mainstream interaction designs.  
 
 
Figure 22. Progress Bar Design.  
 
Another area where ample feedbacks were received was the conversational user interface 
used for symptom self-assessment, Figure 23. First of all, the opinions on the chatbot 
format were divided among the participants. While some users found presenting 
information in a Q&A manner timesaving since only the information relevant to a user’s 
specific condition or concern was provided. Others preferred the traditional way of 
representation –to receive a complete account in one piece and to make their only 
judgment about what concerned them the most.  
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Figure 23. Screenshot of Scheduling Conversational User Interface.  
 
Another feature worth noting is that the conversational UI requires no text-input and, 
instead, demands the users to select from a range of pre-identified options.  The function 
was well-received among the six users and was described as efficient and user-friendly. 
From a data-collecting perspective, eliminating free-text input options standardized the 
format and content of user-generated data, making organizing and analyzing the data 
more easily in the future.  However, doing so imposed additional challenges on the 
platform developers in that they must predict and offer the range of options the users 
might want to choose from. In reality, however, modeling actual users require intensive 
user research and predicting users' behaviors could be inherently limited in effectiveness. 
 
 
Figure 24. Screenshot of Scheduling Conversational User Interface.  
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Additionally, the participants commented on the three dots prompt that showed when the 
system was processing the information a user just input, Figure 25.  In this case, the 
prompt provided feedback on the system's status, assuring the users that a process had 
been undergoing and waiting is required. 
 
Figure 25. System status feedback design.  
 
The input fields use the colored background as an instant feedback mechanism for 
notifying the user whether the input fit the appropriate format or not, where green 
indicates standards met and red otherwise; a user will not be able to submit the form if 
any of the red fields has not been corrected, Figure 26. Many participants rated it as a 
better alternative to the traditional way of listing incorrect inputs after a form had been 
submitted.  Yet some comment on that the instructions on correct formatting did 
disappear from the screen after a certain amount of time—a minor modification that 




Figure 26. Missing and Correct input field feedback design.  
 
The UC 24/7 introduced a feature of integrating smartphone capacity into uploading a 
medical document to the web portal, Figure 27. This specific feature received 
overwhelmingly positive feedback. 
 
 
Figure 27. Mobile Feature integration.  
 
One reason which the mobile feature was perceived as useful was that steps were bridged 
with instantaneously delivered, instructive SMS message, Figure 28. Also, participants 
commented that the options and actionable items were presented clearly and that an 









Figure 28. Instantaneous Text Message.   
Figure 29. Upload from Phone IOS feature integration.  
Figure 30. Uploaded Success Status Feedback.  
 
1.4 Strengths and Limitations  
In this paper, we conducted testing sessions with six participants, during which both 
quantitative and qualitative data were collected and analyzed.  We incorporated multiple 
measurements into assessing the usability issues presented in the UC 24/7 system and 
compared the performance results across different demographic groups.  
 
One major limitation is that we used a convenient sample of participants who live and 
work in the Chapel Hill area instead of recruiting participants from more diverse 
backgrounds that represent actual users.  It is worth noting that all participants received 
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degrees equal to or higher than the bachelors' degree; three of them do work in the 
healthcare industry or have jobs which required constant interaction with information 
systems. Therefore, the results might not be applicable to laypersons or those who with 
generally less experience with computer interfaces.  
 
In addition, the testing was completed in a controlled environment with two test 
administrators closely observing the participants' performance. We would recommend 
future researchers to consider conducting remote usability testing where participants 
carry out the tasks in their preferred settings such as at home or office. Doing so would 
reduce distractions and entice user behaviors which are more likely to occur within a 
naturalistic environment.   
 
Another limitation was that some of the tasks were designed as a curtailed version of the 
actual website transactions. For instance, Task 2 required the user to initiate a 
consultation but asked the user to stop at the payment information page—since further 
action beyond this stage would result in actual cost of the consultation.  That being said, 
we’re unable to observe the entire state of the scheduling process. As a result, we are also 
didn’t specifically look at how the users interact with a physician in action, and therefore 







To sum up, this project investigated the user interface and interaction design of an urgent 
care telemedicine intervention.  While we learned that the UC 24/7, like many consumer 
health products nowadays, has been incorporating human-centered design practices into 
delivering a sleek, modern, and uncumbersome graphic user interface. However, it is 
worth noticing that the users’ actual interactive behaviors might not be facilitated by the 
design if other dimensions—such as navigational structure, consistent use of website 
language, and discoverability of certain items—are not taken into account in the round of 
interaction design. While the users do prefer a minimal look and novel features, they also 
demand clear instructions, well-documented terms of privacy, and complete knowledge 
of how they are being treated.   
 
In this paper, we identified insufficiencies in the virtual urgent care platform design and 
areas of improvements based on the users' performance and feedbacks. Besides, older 
users were generally at a more disadvantaged state due to their lack of experience 
interacting with similar websites or limited physical capacity. We also observed that most 
users expect such online health management interventions to be not only to useful but 
also credible and authoritative—a requirement developer would need to accommodate to 





1.1 Moderator Scripts 
 
Hello. My name is Songzi Liu. Thank you very much for joining us at the testing session 
today. I will be the moderator for today’s usability testing.  
 
Before we start, I want to offer you with some details regarding the purpose and specific 
procedures of the testing. We’re asking participants to complete four tasks using the 24/7 
Urgent Care Telemedicine website recently launched by UNC Healthcare. The 
overarching goal is to account for usability problems users like you may encounter and to 
make evidence-based suggestions for the website developer in order to better assist the 
users in the future. There will be a 10-question survey and a short 3-question, open-ended 
interview at the end of the testing session.  
 
Please feel free to ask any questions you may have during the test. If you still have any 
questions after all tests were completed, I will answer them before we wrap up. If you 
need to take a break at any time during the test, please let me know. Please remember that 
we are only interested and we’re not testing or judging your ability to perform.  
 
During the session, we will use a screen recording software to record the steps you take 
on the computer. We will also be recording our interview at the end of the test as an 
audio file. All data will be used only for the purpose of this research and will not be 
redistributed.  
 
Do you have any questions at this time? 
 
Next, I will present you with the individual tasks. After each task, there will be a three-
question survey which you need to fill out. The survey in located in a separate web 
browser. Any questions?  
 
For your first task, … 
 
For your second task, … 
 
For the third task, …  
 
For the fourth task, …  
 
This concludes our usability test. Do you have any questions?  
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