Absfrucr-The paper begins with a review of the algebras related to Kronecker products. These algebras have several applications in system theory inclluding the analysis of stochastic steady state. The calculus of matrk valued functions of matrices is reviewed in the second part of the paper. This cakuhs is then used to develop an interesting new method for the identification of parameters of linear time-invariant system models.
I. INTRODUCTION T HE ART of differentiation has many practical applications in system analysis. Differentiation is used to obtain necessary and sufficient conditions for optimization in a.nalytical studies or it is used to obtain gradients and Hessians in numerical optimization studies. Sensitivity analysis is yet another application area for. differentiation formulas. In turn, sensitivity analysis is applied to the design of feedback and adaptive feedback control systems.
The c'onventional calculus' could, in principle, be applied to the elements of a matrix valued function of a matrix to achieve these ends. "Matrix calculus" is a set of differentiation formulas which is used by the analyst to preserve the matrix notation during the operation of differentiat:ion. In this way, the relationships between the various element derivatives are more easily perceived and simplifications are more easily obtained. In short, matrix calculus provides the same benefits to differentiation that matrix algebra provides to the manipulation of systems of algebraic equations.
The first purpose of this paper is to review matrix calculus [5] [30] . After some notation is introduced in Section II, the algebraic basis for the calculus is developed in Section III. Here the treatment is more complete than is required for the sections on calculus since the algebras related to the Kronecker product have other applications in system theory [3] , [ 121, [ 131, [ 171, [ 181. Matrix calculus is reviewed. in Section IV and the application to the sensitivity analysis of linear time-invariant dynamic systems [7] , [9] , [IO] :is discussed.
The second purpose of this paper is to provide a new numerical method for solving parameter identification problem;s. These new results are presented in Section V and are based on the developments of Section IV. Also, a novel and interesting operator notation will ble introduced in Section VI.
Concluding comments are placed in Section VII.
II. NOTATION Matrices will be denoted by upper case boldface (e.g., A) and column matrices (vectors) will be denoted by lower case boldface (e.g., x). The kth row of a matrix such. as A will be denoted A,. and the kth colmnn will be denoted A.,. The ik element of A will be denoted ujk.
The n x n unit matrix is denoted I,,. The q-dimensional vector which is "I" in the kth and zero elsewhere is called the unit vector and is denoted
The parenthetical underscore.is omitted if the dimension can be inferred from the context. The elementary matrix Edi' xq) g eieL (1) (P)(4) has dimensions (p x q), is "1" in the i -k element, and is zero elsewhere. The parenthetical superscript .notation will be omitted if the dimensions can be inferred f.rom context. The Kronecker product [4] of A (p X q) and B (m X n) is denoted A @B and is a pm X qn matrix defined by a,,B ' a.. ' a,,B
The Kronecker sum [4] of N (n x n) and A4 (m X m) is defined by NCT3M=N@I,,,+I,,C3M.
Define the permutation matrix by u pxq 4 i $ E,$XWE~XP).
i k
This matrix is square (pq Xpq) and has precisely a single "1" in each row and in each column. Define a related 0098-4094/78/0900-0772$00.75 01978 IEEE Tables II-VI A(pxq) Use the rules of multiplication of partitioned matrices to show that the i-k partition of (A@ B) (D @G) is which is also the i -k partition of AD @ BG so that very important T2.4 is established. This "mixed product rule" (T2.4) is used to establish many of the other theorems listed in this review.
The mixed product rule appeared in a paper published by Steljhanos in 1900.
T1.6 follows from (4), T2.4, and T1.2. T1.10 is derived in a similar manner. Entries T2.6 and T2.9 are immediate consequences of T2.4. An analytic function, f(e), can be expressed as a power series so that T2.10 and T2.11 are also derived from T2.4. Theorem T1.9 is merely a special case of T1.5 and T1.6. T2.14 is also a consequence of the mixed product rule. For insta.nce, notice that which is a proof of the first part of T2.14. The proof of the second part proceeds in a similar manner.
T2.5 is proved by substituting (4) for both permutation matrices and then applying T2.4, and then applying T1.4, and then applying T1.3.
T2.7 follows from T2.14 and the fact that the determinant of any matrix is equal to the product of its eigenvalues.
T2.12 follows from (3), T2.9, T2.10, T2.11, and the fact that the exponential of the sum of commuting matrices is the product of exponentials. Notice however, that it is not required that M, N themselves commute (indeed M and N need not even be conformable). It is remarkable that the exponential algebra with Kronecker products and sums is more analogous to the scalar case than is the exponential algebra with normal matrix products and sums. ' Neude:cker [ 161 proved T2.13 in the following way: partition AD into columns and partition the kth column of B into single elements bik. It follows from the rule for the multiplication of partitioned matrices that the partition (ADB)., = x (AD).ib, 
if N'@ L is nonsingular. Since the determinant of a matrix is equal to the product of its eigenvalues, it flollows from T2.14 that solution (9) exists if Pk+ Yizo (10) for any i, k where pk is an eigenvalue of N and yi is an eigenvalue of L. This existence, theorem is well known [4] . It is commonly thought that (9) is not useful for computations because N'@ L is n* x n*. Vetter has done much to reduce the severity of this dimensionality problem [29] . An alternate computational technique based on (9) will now be presented.
A matrix and its inverse share eigenvectors and the eigenvalues of the inverse are reciprocals of those of the matrix. It follows from the principle of spectral representation [32] and from T2.14 that ill) where bk, wi, flk, and ui are, respectively, eigenvectors of N', L, N, and L'. The "reciprocal basis vectors" bk and ui must be normalized so that [32] bj$lk = 1 = u; wi.
Combine (9) and (11) This solution is restricted to the case where N'@L is "nondefective" (has a full set of linearly independent eigenvectors). The above derivation is original in detail but the same result could have been obtained by using the more general theory attributed by Lancaster to Krein [ 141. A reviewer of this paper also succeeded in deriving (12) by substituting the similarity transformations to diagonal form for L and N into (8).
B. Auxiliary Results
Additional algebraic relations are displayed in Table  III. T3.1 is obtained immediately from (6). T3.4 are immediate consequences of T2.13, Notice that (D')., is the kth row of D as a column 
with the Kronecker power, Atkl, defined in a similar manner. T3.6 is an obvious result of this definition. T3.7 follows from T3.6 and T2.4 and is remarkable since it is not required that A and D commute. If G is (t x u) and F is (q x u) (that is, they have the same number of columns) the Khatri-Rao product is denoted I;0 G and is defined by [ 131:
(14) T3.10 is easily obtained and T3.11 is a consequence of (14) T2.5, the rule for multiplication of partitioned matrices and the fact that U, X, = 1.
T3.12 is obtained from the rule for multiplication of partitioned matrices, T2.4, and the facts that AFk = (AF)., and BG., = (BG).,.
It follows from T3.5 that
vector and obtain T3.5 from the rule of multiplication of (A V).k =A .kt&k partitioned matrices. so It follows from (4), T1.7, and T2.13 that VeC (AV.)= 5 (~').,@A,tJ,,. To establish T3.3, merely notice that Ae,=A., (hence, T3.14) and that e, @$ is qp Xp with 4 thepth partition (4) and all other elements zero. T3.3 then follows from the rule of multiplication for partitioned matrices.
Notice that, by T2.13 and T3. 
776 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS, VOL. ~~-25, NO. 9, SWTEMBER 1978 Vetter's calculus was built upon the foundation laid 'by Begin the derivation of T4.6 by combining T4.1 with T1.3 and the chain rule to obtain Now use T2.4 with the above equation and the facts that ac, ac, .yg=+t and aA=,&! 3% p ac, to obtain which is the same as the second equality in T4.6. The first equality is obtained in an analogous manner. Table V lists a set of theorems easily obtained from the first four tables. The readers can prove ihese results themselves or study the references. The only point worthy of note is that "partitioned matrix rule" T5.13, which is easily obtained from T4.4 and T2.5, is used to obtain the derivative of a partition from the derivative of the matrix. For instance consider 
DERIVA~VEFORMULAS
The symmetric matrix Q= Q' and the skew-symmetric matrix P= -P' are (q X q). The elements of A are matbematictiy independent. All other matrices are dimensioned in Table I ( The partitioned matrix rule. The sensitivity of the fundamental solution of a set of unforced linear, time invariant differential equations to parameter variation is studied here. All matrices, vectors, and eigenvalues are defined in example 1.
Denote the fundamental solution a(t) =exp (Nt). 
Also, from (24)
The solution to (25), (26) is am
(27) Assume that N is nondefective and use T2.10 and spectral form to show that (27) becomes where i(t) is the solution of (30) withp=$ and subject to assumption (33). This is a nonlinear estimation problem not amenable to closed form solution. A possible numerical procfedure is Newton-Raphson iteration. The gradient and Hessian (matrix of second partial derivatives) of Z will be derived in order to implement this procedure.
I,@exp(N[t-T])]$[l,@exp(NT)]
It follows from T4.3, T5.14, T3.4, and T3.2 
The gradient of (35) is obtained by the use of (43) and T4.2.
It is clear from (36) and (40) The parameter identification problem can be solved by the following iteration method: let p(,) denote the Zth iterated value of p, choose pcoj arbitrarily, and use the familiar Newton-Raphson formula
. Before the method is further expounded for a particular iV, some remarks about the general method will be made. First, the method is restricted to the case of a nondefective N at each iteration, this restriction can be removed by using the more general form of the spectral representation wi, 1321. Second, an eigenproblem must be re-solved at each iteration. This fact will limit the usefulness of the method to moderately high order systems at best.
Third, iteration scheme (48) need not converge. One would expect the following to be true, however: Gradient search with (43) will bring p(,) close enough to a final value to allow the Newton-Raphson scheme to converge.
As is well known, switching from gradient search to
Equations (53)- (55) complete the formulation for theNewton-Raphson iteration greatly increases the rate of gradient and Hessian. For instance, (35), (43), and (53) convergence. and T4.2 lead to 1
Fourth, assumption (33) greatly overweighs the value of the initial data point x,(t,). It may be better to change the lower summation limit in (34) to zero and treat i(t,J as unknown. Matrix calculus can then be used to obtain gradients and Hessians for the unknown vector -{WC (z,)~ee,:}biB:{~(tk)x*(t,)-x*(tk)}gi~(tk).
(56)
VI. A NEW OPERATOR NOTATION
Denote the matrix of differential. operators Also, it may be useful to include a positive definite weighting matrix in (34) to weight the value of particular components of the data vector.
Fifth, the above procedure is easily extended to the case when data is taken on the vector y=cx (50) rather than on the state vector itself. These refinements are currently being studied by the author, as are the conditions for nonsingularity of the hessian matrix.
Example 3: Suppose that (31) -* * * -P, First, it is assumed that the eigenvalues of N are distinct which is the only case for which this matrix is nondefective. Second, it is assumed that thep, are mathematically independent. The latter assumption is sometimes not the case; but the assumption greatly simplifies this exploratory discussion. First notice that n-l N= z Ek,k+F%@P' 
'aN -=-(Z,C3U,,,) zC3en U,,, ap
a aN=O apapl .
( 1 Table VI. The operator notation also promises to lead to new mathematical results. For instance, it follows from T2.5 that V%@@c)= v,xr(~c@~B)u,xt. (60) This is a surprising result of mathematical significance because it shows that interchanging the order of partial Vetter differentiation is not as simple as is the case in the calculus of scalar variables. In this context, 'it should be noted that if C is a single row, c', and B is a single column, 6, it follows from (60) and T1.8 that which is the result that might have been expected.
Finally, it is noted that, as is always the case with operator notation, some care must be exerted. For instance, T2.5 can be used to show %@A = v,x,W-'dUqxr (62) only if the elements of A are mathematically independent of the elements of B.
(55) All matrices dimensioned as in Table I ( VII. CONCLUDING COMMENTS Equation (4) and Theorem T4.1 are quite transparent but, to the author's knowledge, -they have not appeared in work previous to his own. This form of the definition of permuta.tion and this theorem enable one to more quickly and more concisely. derive several of the well known results hsted in Tables II-V. At least two other tabulations should be brought to the reader's attention. Athans Equation (46) ponential matrix. The generalization to still higher derivatives is thereby made apparent. It is interesting that all matrix derivatives of exp (Nt) can be obtain.ed once the eigenproblem for N has been solved. It is noted that the appearance of the spectral matrices in the derivative formulas should come as no surprise since the relationship of these matrices to eigenproblem sensitivity is well known.
[311.
Finally, some comment about Kronecker products and computer memory should be made. A 0 B is ps X qt when A is p x q and B is s x t so that the ICronecker product requirespsqt storage locations. Actually, one lhas a choice: A and B can be stored individually in qp t-st locations and A @B can be achieved with a little more programming. This is yet another example of the ever present trade-off between program complexity and computer storage requirements. John W. Brewer received the Ph.D. degree in eneineerine science from the University of Califoha at E&rkeley, in 1966.
He joined the faculty of the University of California,' Davis, in 1966, where he is currently Professor of Mechanical Engineering. His teaching and research activities concentrate in dynamic system theory, optimal estimation theory, and the theory of feedback control. He may have been one of the first system scientists to specialize in environmental and resource-economic systems when he published his first paper on these topics in 1962. Recent publications describe a bond graph analysis of microeconomic systbms, a bond graph analysis of solar-regulated buildings, optimal impulsive control of agro-ecosystems, and optimal environmental estimation systems. His interest in matrix calculus is a result of his theoretical studies of the optimal placement of environmental monitors.
The Quotient Signal Flowgraph for Large-Scale Systems
MICHAEL K. SAIN, FELLOW, IEEE
Abstmci-A system may have reached the large-sale condition either by displaying highly detailed element dynamics, or by exhibiting complicated couuection patterns, or both. The quotient signal flowgraph (QSFG) is au approach to simplification of element dynamics. 'l%e principal feature of tbe QSFG concept is its stress upon makiog tbe simplification compatible with the couuection structure. A context for the discussion is established on the generalized linear signal flowgraph (GLSFG), baviug node vsriahles in an ahelian group and flows determined by tbe morpbisms of the group. A major cfass of examples is establiied, and an illustration is given from the applications literature.
I. INTRODUCTION 0 UR PURPOSE here is to make a number of rather fundamental observations about large-scale interconnected systems. Intuitively speaking, a system can be considered large scale whenever a total accounting of all the connections and all the dynamics of all the elements is uneconomical for the purpose at hand. Such systems may have reached the large-scale condition either by displaying highly detailed element dynamics, or by exhibiting complicated connection patterns, or both. One may, accord- ingly, consider simplifications based upon either the element dynamics or the interconnections, depending upon the physical constraints of the application under consideration. For example, in large interconnected power grids, it may be an economical necessity in many cases to consider the connections as fixed; attention then turns naturally to element dynamics. A recent national workshop on power systems has made this point clear:
A key factor in the consideration pf reduced order models for power systems is the concept of structure of the system.. . . All of the dynamics are contained in individual subsystems.. . . It is important that this general structure be retained in the reduced order model so that the location of various p&s of the system can be identified [l] . There are, of course, many wtiys to simplify dynamical elements. Surprisingly, however, little attention has been paid to the development of element simplifications that are compatible with system interconnections. This is the basic subject which we explore in the sequel.
In order to proceed precisely on this issue, we have to select a notion of an interconnected system upon which to develop the resulting concepts. For this purpose, we have chosen the signal flowgraph (SFG) of Mason [2], [3] .
Briefly, an SFG is a weighted directed graph in which the nodes are variables and the edge weights are functions relating them. The flow across an edge is determined by applying the edge weighting function to the variable ai the 0098-4094/78/0900-0781$00.75 01978 IEEE
