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Abstract
Digital imaging generates a large amount of data which needs to be compressed,
without loss of relevant information, to economize storage space and allow speedy
data transfer. Though both storage and transmission medium capacities have been
continuously increasing over the last two decades, they dont match the present
requirement. Many lossless and lossy image compression schemes exist for com-
pression of images in space domain and transform domain. Employing more than
one traditional image compression algorithms results in hybrid image compression
techniques.
Based on the existing schemes, novel hybrid image compression schemes are devel-
oped in this doctoral research work, to compress the images eectually maintaining
the quality.
xviii
Chapter 1
Introduction
1.1 Introduction to Image Compression
1.1 Introduction to Image Compression
A picture is worth a thousand words. This expresses the essential dierence
among human ability to perceive linguistic information and visual information.
For the same message, a visual representation tends to be perceived as being more
ecient than the spoken or written words. The processing of language is inherently
serial. Words and their meanings are recorded or perceived one at a time in a causal
manner. Visual information, on the other hand, is processed by massively parallel
interconnected networks of processing units. In the mammalian visual system, this
parallelism is evident from the retina right through to the higher-order structures
in the visual cortex and beyond. The eciency of such parallel architectures over
serial processing is reected by the eciency with which we process images over
language.
In today's modern era, multimedia technology has tremendous impact on hu-
man lives. Image is one of the most important media contributing to multimedia.
Information transmission is the key means to acquire and give the knowledge or
data related to a particular event. For example: video conferences, medical data
transfer, business data transfer and so on, require much more image data to be
transmitted and stored on-line. Due to the internet, the huge information trans-
missions take place. The processed data required much more storage, computer
processor speed and much more bandwidth for transmission. While the advance-
ment of the computer storage technology continues at the rapid rate. The means
for reducing the storage requirement of image is still needed in most of the sit-
uations. And hence it is highly desirable that the image be processed, so that
ecient storage, representation and transmission of the image can be worked out.
The processes involve one of the important tasks - Image Compression. Methods
for digital image compression have been the subject of research over the past three
decades [27].
Recently, the need for ecient image compression systems can be seen. In the
rapidly growing eld of Internet applications, not only still images but also small
2
1.1 Introduction to Image Compression
image sequences are used to enhance the design of private and commercial web
pages [28].
Meeting bandwidth requirements and maintaining acceptable image quality
simultaneously are a challenge. Continuous rate scalable applications can prove
valuable in scenarios where the channel is unable to provide a constant bandwidth
to the application [29]. The goal of image compression is to obtain a representa-
tion that minimizes bit rate with respect to some distortion constraint. Typical
compression techniques achieve bit rate reduction by exploiting correlation be-
tween pixel intensities [30]. The performance of any image compression scheme
depends upon its ability to capture characteristic features from the image, such
as sharp edges and ne textures, while reducing the number of parameters used
for its modeling [32]. Image compression is one of the most important and suc-
cessful applications of the wavelet transform [31]. Wavelets are mathematical
functions that provide good quality compression at very high compression ratios,
because of their ability to decompose signals into dierent scales or resolutions.
The standard methods of image compression come in numerous ranges. Most
of the well-established compression schemes use the bi-variate Discrete Wavelet
Transform (DWT) [34] on wavelet-based image coding. At high compression rates,
wavelet-based methods provide much better image quality in comparison with the
JPEG (Joint Photogrphic Experts Group) standard, which relies on the discrete
cosine transform (DCT). The good results obtained from DWT are due to multi-
resolution analysis, which essentially brings out information about the statistical
structure of the image data. The current most popular methods rely on remov-
ing high frequency components of the image by storing only the low frequency
components (e.g., DCT based algorithms). This method is used on JPEG (still
images), MPEG (motion video images), H.261 (Video Telephony on ISDN lines),
and H.263(Video Telephony on PSTN lines) compression algorithms.
The compression techniques can be classied as: lossless methods and lossy
methods. The rst class is composed of those methods which reconstruct an im-
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age identical to the original; the second comprises compression methods which lose
some image details after their application: the reconstruction is an approximation
of the original image [36]. Well known JPEG based on DCT is lossy compres-
sion techniques with relatively high compression ratio which is done by exploiting
human visual perception [62]. For the lossy compression, some irrelevant data
will be thrown away during the compression. The recovered image is only an
approximated version of the original image. This implies that the reconstructed
image is always an approximation of the original image. Although some infor-
mation loss can be tolerated in most of these applications, there is certain image
processing applications that demand no pixel dierence between the original and
the reconstructed image [37, 38, 63].
Fractal image compression is a lossy compression method, so there will be data
losses in compressed image [60]. For fractal coding, an image is represented by
fractals rather than pixels. Each fractal is dened by a unique Iterated Function
System (IFS) consisting of a group of ane transformations. Therefore, the key
point for fractal coding is to nd fractals which can best approximate the original
image and then to represent them as a set of ane transformations [61].
Standard fractal coding methods rise above many other image coding tech-
niques in the sense that it maintains high image quality after decoding but presents
high compression ratios during encoding. Rather than lossy compression with rel-
atively high compression ratio, mathematical lossless compression techniques are
favored in this eld [62]. A lossless scheme typically achieves a compression ratio
of the order of two, but will allow exact recovery of the original image from the
compressed version [63].
There is no partial reduction on data while performing the compression. The
exact copy of the original image can be completely recovered. Lossless image com-
pression algorithms are divided into sequential algoritms like (Fast Ecient and
Lossless Image Compression System) FELICS [136], (Low Complexity Lossless
Compression for Images) LOCO-I [65], (Context Adaptive Lossless Image Com-
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pression) CALIC [66], some new context-based algorithms [67] and transform-
based ones like lossless SPIHT (set partitioning in hierarchical trees) [57, 68]. The
choice of the compression method, lossy or lossless, depends on the application [69].
1.2 Compression Metrics
The aim of image compression is to represent an image in a compact form while
preserving the information content as far as possible. Compression eciency is
the principal parameter of a compression technique, but it is not sucient by
itself. It is simple to design a compression algorithm that achieves a low bit-rate,
but the challenge is how to preserve the quality of the reconstructed image at the
same time.
CompressionRatio () =
Data Size of Input Image
Data Size of Output (Compressed) Image
(1.1)
bits per pixel (W ) =
Size of Compressed F ile in bits
Total pixels in Image
(1.2)
The two main criteria of measuring the performance of an image compression al-
gorithm thus are compression eciency and distortion caused by the compression
algorithm. The two major compression metrics used are compression ratio and
bits per pixel, bpp. The compression ratio denoted by  is a unitless parameter
which has a minimum value of 1. Bits per pixel(bpp), denoted by W , expresses
the average code word length required in bits to represent a pixel value in
the image. For gray-scale uncompressed images, the value of bpp is 8 and for
color images, the value is 24. The standard technique to measure the compres-
sion performance (quality) using these metrics is to x a certain compression ratio
or bit-rate and then compare the distortion caused by the dierent compression
techniques.
The distortion metrics, used to nd the compression quality, are described in
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the next section.
1.3 Distortion Metrics
Distortion measures can be divided into two categories: subjective and ob-
jective measures. A distortion measure is said to be subjective, if the quality is
evaluated by human beings. Images are viewed by a number of viewers, and their
evaluations are averaged [3]. The weakest point about this method is the sub-
jectivity at the rst place. It is very dicult to establish a single set of people
that everyone could consult to get quality evaluation of their pictures. Moreover,
the denition of distortion highly depends upon the application, that is, the best
quality evaluation is not always made by people at all. In the objective measures,
the distortion is calculated as the dierence between the original and the recon-
structed image by a predened function. It is assumed that the original image is
perfect. All changes are considered as occurrences of distortion, no matter how
they appear to a human observer.
The quantitative distortion of the reconstructed image is commonly measured
by the mean absolute error (MAE), mean square error (MSE), peak signal-to-
noise ratio (PSNR) [40]. Let the original image and the decompressed image be
represented by f(x; y) and ~f(x; y) respectively. Here x and y represent the discrete
spatial coordinates of the digital image. Let the image be of size M  N pixels,
i.e. x = 1; 2; 3::::M and y = 1; 2; 3; ::::N . Then MAE and MSE are dened in as
MAE =
PM
x=1
PN
y=1
 ~f(x; y)  f(x; y)
M N (1.3)
MSE =
PM
x=1
PN
y=1(
~f(x; y)  f(x; y))2
M N (1.4)
Higher the MAE, poorer the quality. So is the MSE. But, MAE represents noise
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(error) voltage, in absolute average sense, while MSE represents noise (error)
power. The PSNR is dened using logarithmic scale in dB, where higher dB
value represents better quality. It is a ratio of peak signal power to noise power.
Since the MSE represents the peak noise power, and the peak signal power is unit
in case of normalized image signal, the image metric PSNR is dened in( 1.5) as
PSNR = 10 log10
1
MSE
; dB (1.5)
for a normalized image. Higher the MSE, lower will be the PSNR and poorer the
quality. Thus, for a high quality image the PSNR may be very high ( say 40dB -
60dB) whereas MSE will be very low( 10 4   10 6).
For color images, the color peak signal to noise ratio(CPSNR) [43] in dB is
used as performance measure. The CPSNR is dened as
CPSNR = 10 log10(
1
3
[MSER +MSEG +MSEB]) (1.6)
whereMSER;MSEB andMSEG represent the MSE values in red, green and blue
channels respectively.
Though this image metric is popularly used for evaluating the quality of the
restored images and thereby the capability and eciency of compression pro-
cess, it does not give true indication of the distortion introduced by compression
process. In addition to these parameters new metrics: universal quality index
(UQI),mean structural similarity index measure (MSSIM) and visual information
delity (VIF) [70] and a traditional metric, sum of absolute dierences (SAD)
are used as distortion measures to evaluate the distortions in the image due to
compression.
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These parameters are discussed below:
Universal Quality Index (UQI) [44]
The UQI is modeled considering three dierent factors:
(i) Loss of correlation
(ii)Luminance distortion
(iii) Contrast distortion.
It is dened by
UQI =
f ~f
f ~f
2 f ~f
f 2 +
~f2
2f ~f
2f + 
2
~f
(1.7)
where
f =
1
M N
MX
x=1
NX
y=1
f(x; y)
~f =
1
M N
MX
x=1
NX
y=1
~f(x; y)
2f =
1
M N
MX
x=1
NX
y=1
(f(x; y)  f 2)
2~f =
1
M N
MX
x=1
NX
y=1
( ~f(x; y)  ~f 2)
f ~f =
1
M N
MX
x=1
NX
y=1
(f(x; y)  ~f)( ~f(x; y)  ~f)
The UQI, dened here, consists of three components. The rst component is
the correlation coecient between the original image, f and the restored image,
~f that measures the degree of linear correlation between them, and its dynamic
range is [-1,1]. The second component, with a range of [0; 1], measures the closeness
between the average luminance of f and ~f . It reaches the maximum value of 1 if
and only if f equals ~f . The standard deviations of these two images, f and  ~f
are also regarded as estimates of their contrast-levels. So, the third component is
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necessarily a measure of the similarity between the contrast-levels of the images.
It ranges between 0 and 1, and the optimum value of 1 is achieved only when
f =  ~f .
Hence, combining the three parameters:
(i) correlation,
(ii) average luminance similarity and
(iii) contrast-level similarity, the new image metric: universal quality index (UQI)
becomes a very good performance measure.
Mean Strucural Similarity Index Measure (MSSIM) [45, 71, 75]
It is a method for measuring the similarity between two images. Its value lies be-
tween [0; 1]. The MSSIM is designed to improve on traditional metrics like PSNR
and MSE, which have proven to be inconsistent with the human eye perception.
It is based on human visual system. The MSSIM is modeled considering three
dierent factors
i) Local luminance similarity
ii)Local contrast sensitivity and
iii) Local structure similarity which are based on weighted local image statistics
MSSIM =
2f ~f + C1
2f + 
2
~f
+ C1
2f ~f + C2
2f + 
2
~f
+ C2
f ~f + C3
f ~f + C3
(1.8)
where f and  ~f are the respective local sample means of f(x; y) and
~f(x; y) and
f and  ~f are the respective local sample standard deviations of f(x; y) and
~f(x; y)
and f ~f is the sample cross correlation of f(x; y) and
~f(x; y) after removing their
means. The coecients C1, C2 and C3 are small positive constants that stabilize
each term so that the near zero sample means, variances, or correlations do not
lead to numerical instability [72].
Visual Information Fidelity
The VIF proposed by Hamid R Sheikh et al. is a recent image quality assessment
criterion that consistently outperforms almost all other criteria. It treats image
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quality assessment as an information delity problem [135]. At LIVE [73, 74], VIF
was developed for image and video quality measurement based on natural scene
statistics. Image quality assessment is done based on information delity, where
the channel imposes fundamental limit on how much information could ow from
the source(the reference image) through the channel(the image distortion process)
to the receiver(human observer).
VIF is derived from a quantication of two mutual information quantities.
First, the mutual information between the input and the output of HVS chan-
nel when no distortion is present (called as reference information) and mutual
information between input of distortion channel and output of HVS channel for
the test signal are determined. To quantify the information quantities, stochastic
models for source, distortion and HVS are needed. The source or reference image
is modeled by wavelet domain Gaussian Scale Mixture. The VIF distortion model
assumes that the image distortion can be roughly described locally as a combina-
tion of uniform wavelet domain energy attenuation with subsequent independent
additive noise as
d = gc+ v (1.9)
where c and d are random vectors extracted from same location in same wavelet
sub-band in reference and distorted images respectively, g represents scalar de-
terministic gain factor, while v is independent zero mean white Gaussian noise.
In the VIF receiver model, the visual distortion process is modeled as zero mean,
stationary, additive white Gaussian noise process in wavelet transform domain,
mainly to account for internal neural noise.
Mutual information between C and E quanties the information the brain could
extract ideally from the reference image, whereas mutual information between C
and F quanties the corresponding information that could be extracted from the
test image. Thus, given the statistical models of source, channel distortion and
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Figure 1.1: Model of VIF [5]
the receiver, the VIF is dened as
V IF =
DistortedImageInformation
ReferenceImageInformation
(1.10)
V IF =
I(C : F jz)
I(C : Ejz) (1.11)
The VIF has a distinction over traditional quality assessment methods, a linear
contrast enhancement of the reference image that does not add noise to it will re-
sult in a VIF value larger than unity, thereby signifying that the enhanced image
has a superior visual quality than the reference image. No other quality assess-
ment algorithm has the ability to predict if the visual image quality that has been
enhanced by a contrast enhancement operation. VIF is of two types: wavelet
domain version and pixel domain version. The wavelet domain version is more
complex [135]. In this thesis, pixel domain version VIFP [73, 74] is used as the
compression performance distortion parameter.
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Sum of Absolute Dierences (SAD) [76]
SAD is a widely used, extremely simple metric for measuring the similarity
between image blocks. It works by taking the absolute dierence between each
pixel in the original block and the corresponding pixel in the block being used
for comparison. These dierences are summed to create a simple metric of block
similarity. The sum of absolute dierences is used for a variety of purposes, such
as the generation of disparity maps for stereo images [42], object recognition [4]
and motion estimation for video compression [25].
Correlation based matching typically produces dense depth maps by calculat-
ing the disparity at each pixel within a neighborhood. This is achieved by taking
a square window of certain size around the pixel of interest in the reference image
and nding the homologous pixel within the window in the target image, while
moving along the corresponding scan line. The goal is to nd the corresponding
(correlated) pixel within a certain disparity range that minimizes the associated
error and maximizes the similarity.
The matching process involves computation of the similarity measure for each
disparity value, followed by an aggregation and optimization step. Since these
steps consume a lot of processing power, there are signicant speed-performance
advantages to be had in optimizing the matching algorithm. The images can be
matched by taking either left image as the reference (left-to-right matching, also
known as direct matching) or right image as the reference (right-to-left matching,
also known as reverse matching) [14].
The SAD adds up the absolute dierences between corresponding elements in the
current and the reference block which is dened as
SAD =
M1X
i=1
N1X
j=1
(jcij   rijj) (1.12)
where ri;j are the elements of the reference block, ci;j are the elements of the
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current block and M1 and N1 are the block sizes. Thus the computation of SAD
is divided into three steps:
1. Compute dierences between corresponding elements, dij = cij   rij
2. Determine the absolute value of each dierence, jdijj
3. Add all absolute values.
1.4 Backgound and Scope
Image compression may be achieved by hybrid techniques, which would oer
higher compression ratio than the other techniques, keeping the quality of re-
produced image identical in both cases. Hybrid techniques combine transform
and predictive coding. Fast transformations are performed on a block of data in
one dimension, and the results used to predict in the other dimension to further
decorrelate the image data [78].
Fractal image compression [23] can be combined with dierent lossless com-
pression techniques to achieve high compression ratio and low computation time
as well.
Sunil Kumar and R.C. Jain [79] have presented a fast image compression tech-
nique as well as its Progressive Image Transmission (PIT) version using fractal,
which made use of a small pool of domains extracted using visually signicant
patterns. The ane transformations for an edge block were obtained by using its
edge characteristics instead of minimum mean square error criterion. When sim-
ulated, their method was computationally simple, gave faster encoding speed and
achieved good delity at relatively higher compression ratios than other fractal
based techniques.
Vijaya Prakash et al. [80] have proposed a technique to enhance the data
compression technique. A new DCT and Quantization (DCTQ) architecture have
been designed in their work for performing image compression. Compression of
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image data could be achieved by employing the DCT which is a kind of image
transform. Later, compression has been achieved by performing quantization of
the DCT data coecients.
Satish Singh et al. [81] have discussed the pros and cons of diverse transform-
based image compression models in their detailed literature survey which they
have presented.
Sarantos Psycharis [82] has presented the transformation techniques that are
widely used for lossy compression in order to compare them and extract conclu-
sions for their eciency. The images used are texture and medical images, while
the methods for compression are mainly based on the DCT. For each of the above
methods, the signal-to-noise ratio is computed. The methods are applied to the
Vocational Training School in the Greek Education System for teaching aspects re-
lated to networks and image compression. The eectiveness of their approach was
evaluated by comparing the performances of the sample students and comparing
the outcomes with those of a traditional teaching approach.
Alexander Wong and William Bishop [83] have addressed the image quality
issue by presenting a new algorithm that provides exible and customizable image
quality preservation by introducing an adaptive thresholding and quantization
process based on content information such as edge and texture characteristics
from the actual image. The algorithm is designed to improve visual quality based
on the human vision system. Experimental results from the compression of various
test images show noticeable improvements both quantitatively and qualitatively
relative to baseline implementations as well as other adaptive techniques.
Ashutosh Dwivedi et. al. [84] have proposed a novel hybrid image compres-
sion technique. Their technique inherited the properties of localizing the global
spatial and frequency correlation from wavelets and classication and functional
approximation tasks from modied forward-only counter propagation neural net-
work (MFOCPN) for image compression [41]. Several benchmark test images are
used to investigate usefulness of the proposed technique. Results of the technique
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show an enhancement in performance measures with respect to decoded picture
quality and compression ratios compared to the existing wavelet and neural net-
work based image compression techniques.
Mascher-Kampfer et al. [85] have related rate-distortion performance mea-
sured in PSNR to the matching scores as obtained by the recognition systems.
JPEG2000 and SPIHT are correctly predicted by PSNR to be the most suitable
compression algorithms to be used in ngerprint and face recognition systems.
Fractal compression is identied to be least suitable to the use in the investigated
recognition systems, although PSNR suggests JPEG to deliver worse recognition
results in the case of face imagery. JPEG compression performs surprisingly well
at high bit rates in face recognition systems, although the low PSNR performance
observed.
Muhammad Azhar Iqbal et al. [86] have provided the implementation of a
compression methodology that utilizes curvelet coecients with SPIHT encoder.
The methodology comprises three phases:
 Transformation of the stimulus image into the curvelet coecients.
 Threshold-based selection mechanism of prominent coecients out of dier-
ent scales.
 Application of lossy SPIHT encoding technique on selected signicant coef-
cients.
SPIHT takes advantage of the multi-scale nature of curvelet transform and elim-
inates the statistical and subjective redundancies. The empirical results on stan-
dard test images show higher PSNR than a few of the earlier approaches. It actu-
ally strengthens the idea of using curvelet transform in place of wavelet transform
so as to attain lesser bits to represent more prominent features.
Osman Sezer et al. [87] propose a block-based transform optimization and as-
sociated image compression technique that exploits regularity along directional
image singularities. The directionality comes out as a byproduct of the proposed
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optimization rather than a built-in constraint. The work classies image blocks
and uses transforms that are optimal for each class, thereby decomposing image
information into classication and transform coecient information. The trans-
forms are optimized using a set of training images. Their algebraic framework
allows straight forward extension to non-block transforms, permitting them even
to design sparse lapped transforms that exploit geometric regularity. They use
an EZW/SPIHT like entropy coder to encode the transform coecients to show
that their block and lapped designs have competitive rate-distortion performance.
Their work can be seen as nonlinear approximation optimized transform coding
of images subject to structural constraints on transform basis functions.
Takahiro Nakayama et al. [88] proposed an image compression algorithm based
on vector quantization technique. Adaptive resolution VQ (AR-VQ) method,
which was composed of three key techniques, namely the edge detection, the reso-
lution conversion, and the block alteration, can realize much superior compression
performance than the JPEG and the JPEG-2000. In addition, they have pro-
posed a systematic codebook design method of 4  4 and 2  2 pixel blocks for
AR-VQ without using learning sequences. According to their method, the code-
book applied to all kinds of images, exhibits equivalent compression performance
to the specic codebooks created individually by conventional learning method
using corresponding images.
Ian Berry et al. [89] have tested the use of common lossy and lossless compres-
sion algorithms on image le size and on the performance of the York University
image analysis software by comparison of compressed Oxford images with their
native, uncompressed bitmap images. This study shows that a signicant 4-fold
space savings (approximately) can be obtained with only a moderate eect on clas-
sication capability in biomedical images for e.g., various crystalline structures of
protein images. They have investigated lossy JPEG compression as giving a po-
tential for far greater savings that have to be oset against loss of image analysis
accuracy. For their test data set (heavily biased in favor of interesting images com-
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pared to our full database) a compression ratio of approximately 4:1 (95% image
quality) yields a classication consistency of 75 % that may still be sucient.
A.Kumar Kombaiya and V.Palanisamy [90] have presented an approach for
an Enhanced Image Compression Method using Partial SPIHT Algorithm. Their
method is based on the progressive image compression algorithm, SPIHT which is
an extension of Shapiro's Embedded Zerotree Wavelet Algorithm. Their proposed
Partial SPIHT Algorithm overcomes the diculty of SPIHT that loses its eciency
in transmitting lower bit planes. In their work, they have included integer wavelet
transformation and region of interest coding to Partial SPIHT and hence make it
more superior to SPIHT and EZW algorithm.
K.Veeraswamy and S.Srinivas Kumar [91] have proposed an adaptive image
compression algorithm based on the prediction of AC coecients in DCT block
during reconstruction of image. In the prediction phase, DC values of the nearest
neighbour DCT blocks are utilized to predict the AC coecients of centre block.
Surrounding DC values of a DCT block are adaptively weighted for AC coecients'
prediction. Linear programming is used to calculate the weights with respect to
the image content. Results show that their method is valid in terms of good
PSNR and less blocking artifacts. In addition, an image watermarking algorithm
is proposed using the DCT-AC coecients obtained. The performance of their
proposed watermarking scheme is measured in terms of PSNR and normalized
cross correlation. Further, their algorithm is robust for various attacks including
JPEG compression on watermarked image.
Liangbin Zhang and Lifeng Xi [92] have devised a hybrid image compression
scheme using fractal-wavelet prediction where the causal similarity among blocks
of dierent sub-bands in a wavelet decomposition of the image is exploited. The
proposed coding scheme consists of predicting fractal code in one sub-band from
the fractal code in lower resolution sub-band with the same orientation. By lin-
early adjusting the fractal code parameters in the lower resolution sub-band, an
approximate forecast of the corresponding higher resolution sub-band with the
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same orientation is achieved. Their experimental results show that the perfor-
mance of the scheme is superior for both acceptable visual decoding image quality
and an average of 20% reduction in encoding time and higher compression ratio,
compared with standard Jacquin fractal coders.
Dzulkii Mohamad et al. [35] have proposed a hybrid image compression tech-
nique using DCT and DWT by separating the foreground and background regions.
An ecient hybrid image vector quantization technique based on a classica-
tion in the DCT domain has been presented by Zhe-Ming Lu and Hui Pei [59].
Their algorithm combines two kinds of VQ, predictive VQ (PVQ) and DCTVQ,
and also adopts a simple classier which employs only three DCT coecients in
the 8  8 block. For each image block, the classier switches to the PVQ coder
if the block is relatively complex, and otherwise switches to the DCT-VQ coder.
Experimental results have shown that their proposed algorithm can achieve higher
PSNR values than ordinary VQ, PVQ, JPEG, and JPEG2000 at the same bit-rate.
A coding scheme that compresses the shape and texture of arbitrarily shaped
visual objects has been presented by Martinet al. [94] . The presented compression
scheme, Shape and Texture Set Partitioning in Hierarchical Trees (ST-SPIHT),
is based on SPIHT. The ST-SPIHT utilizes the implementation of the Shape-
Adaptive Discrete Wavelet Transform (SA-DWT) making use of in-place lifting,
along with parallel coding of texture coecients and shape mask pixels to attain
a single embedded code that allows ne-grained rate-distortion scalability. The
use of shape coding reduces the computational complexity incurred by exploiting
the advantages of decomposition and spatial orientation trees employed for tex-
ture coding. Objective and subjective evaluations have been carried out to prove
the superior rate-distortion performance of the ST-SPIHT scheme compared to
MPEG-4 Visual Texture Coding for most bit rates.
Xiao Cheng He et al. [26] have considered multi-wavelets and characteristics
of the Human Vision System (HVS) for image compression. To begin with, their
proposed algorithm transforms a two dimensional image by selecting the BSA
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(4/4)* lters. Subsequently, the HVS coecients are applied into the sub-bands
of the transformed image. The coecients are then split into two parts: 1) the
signicance map and 2) the residue map. Subsequently, the signicance map is
encoded by making use of the proposed new modied SPIHT algorithm. The
residue map is then encoded using another algorithm. Lastly, the bit stream is
compressed by adopting the context-based adaptive arithmetic coding. The result
proves that it is worth studying multi-wavelets and they have also compared their
algorithm with other multiwavelet and JPEG2000 algorithms.
A scheme based on Self-Organizing Feature Map (SOFM) algorithm has been
presented by Banu Diri and Songul Albayrak for color image compression [96].
The 1-dimensional SOFM has been utilized to map 256- color to 64 , 32  and
16  color. Subsequently, relative coding and entropy coding are performed such
that there is no loss of information. The results obtained from experimentation
have demonstrated the eectiveness of using SOFM for image compression.
Sharma et al. [97] have presented a global processing technique for training
the Kohonen's network. For years now, a neural network scheme, Kohonen's
Self-Organizing Map has been one of the most renowned algorithms for image
compression, feature extraction and pattern recognition by association rules. The
novel technique proposed for SOFM training is tested using JPEG images and a
substantial decrease in the size of compressed images has been attained.
Xing-hui Zhang et al. [98] have made use of the shape parameters of general-
ized Gaussian distribution to classify the image into three dierent blocks. The
shape parameters being very dicult to be measured by general methods, they
have employed a novel associative memory neural network to determine the shape
parameter. The results have demonstrated the eectiveness (accuracy) of the algo-
rithm compared with other methods. Actually, the HVS is embedded into SPIHT
algorithm so as to determine the dierent perceptual weights to dierent image
blocks. The results of experimentation have illustrated that their algorithm yields
signicant PSNR and subjective visual quality of image after the decompression.
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Tze-Yun Sung and Hsi-Chin Hsin [99] have presented a hybrid algorithm com-
bining SPIHT and EBC (Embedded Block Coding) to encode low frequency and
high frequency wavelet coecients. The intermediary results obtained from coding
of low frequency coecients have been made use to facilitate the coding operation
of high frequency coecients. A considerably improved coding performance is
attained by the hybrid SPIHT-EBC algorithm.
An extremely scalable hybrid image coding scheme (HS-HIC) has been pro-
posed by Usama S. Mohammed [100]. It presents a hybrid coding scheme that
combines a simple modication of the data in the wavelet domain and the ex-
ceptional performance of the SPIHT coding. The sub-band image data is modi-
ed based on the transformation of the high-frequency sub-band (details) in the
wavelet domain. Apart from the image data in LL3, all other image data have
linearly been modied based on the DFT components. The modication process
outputs a new sub-band image data comprising nearly identical information as the
original one but having a smaller frequency spectrum. Simulation results demon-
strated that the proposed algorithm achieves better PSNR performance than that
of the SPIHT test coder and some of famous image coding techniques with slightest
possible addition to the computational complexity in the coding process.
A hybrid image coding scheme based on shape primitives, termed Shape Primi-
tive Extraction and Coding (SPEC) has been presented by R.Ramya and K.Mala [101].
It is essential for a compression algorithm not only to achieve the high compression
ratio, but also low complexity and high visual quality. The steps involved in the
coding scheme are,
 Segmentation of the image blocks into picture and text/graphics blocks by
thresholding the number of colors of each block, followed by the extraction
of the shape primitives of text/graphics from picture blocks;
 Separation of small shape primitives of text/graphics from pictorial blocks
using dynamic color palette that tracks recent text/graphics colors;
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 Extraction of shape primitives from text/graphics blocks;
 Lossless coding of the foreground text and graphics pixels that combines
shape-based and palette-based coding and
 Lossy Coding of the background pictorial pixels using Joint Photographic
Expert Group (JPEG).
The eciency and low complexity of the hybrid scheme have been demonstrated
by means of the results of experimentation.
The adoption of an 88 DCT approach to perform DCT shrinkage, followed by
modied SPIHT data organization and delity enhancement lter for reducing the
memory needed to store a remote diagnosis and speedily transmit it has been per-
formed by Yen-Yu Chen [102]. The unimportant DCT coecients that correspond
to the same spatial location in the high-frequency sub-bands are being reduced by
a combined function proposed in association with the modied SPIHT, so as to
lessen the redundancy. The quad-tree decomposition and a set of morphological
lters have been utilized for artifact removal in the interim. Simulation results
have illustrated that the image compression reduces the computational complex-
ity to only a half of the wavelet based sub-band decomposition and also improves
the reconstructed medical image quality both in terms of PSNR and perceptual
results, close to JPEG2000 and the original SPIHT at the same bit-rate.
A color image compression algorithm making use of Kohonens self-organizing
feature map has been presented by Kazuyuki Tanaka et al [103]. N number of
neurons have been introduced for reducing a given full color image with 224 colors
to an indexed color image with N colors. There are control parameters for the
competitive learning between neurons in the SOFM algorithm. In the algorithm,
a few of the control parameters included in a neighboring function (dened for
neurons) are updated by considering the relationship among neighboring neurons.
This is in contrast to Pei and Los algorithm [104], where all the control parameters
are updated so as to decrease monotonically and exponentially with respect to each
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iteration step. The color palette attained by the algorithm has been more robust
as for control parameters than that by Pei and Los algorithm.
The images when compressed using self-organizing feature maps take longer
time to converge. It is due to the fact that a given image may consist of numerous
distinct gray levels with narrow dierences with their neighborhood pixels. It
has be determined that when the gray levels of the pixels in an image and their
neighbors are mapped such that the dierence in the gray levels of the neighbors
with the pixel is minimum, the compression ratio as well as the convergence of
the network can be improved. Thus, a high performance, in terms of compression
ratio, has been achieved at the cost of a long processing time.
Durai et al. [106] have estimated a cumulative distribution function for the
image that can be used to map the image pixels. On utilization of the mapped
image pixels, the SOFM network yields a high compression ratio and it converges
swiftly as well.
Kuo-Liang Chung [107] has presented a spatial as well as DCT based hybrid
gray image representation approach. In the rst phase, the decomposed bin tree
of the input gray image has been represented using an S-tree spatial data struc-
ture (SDS), according to the bin tree decomposition principle under the specied
error. Homogeneous leaves and the non-homogeneous leaves are the two types
into which the constructed S-tree (SDS) leaves have been partitioned. One rect-
angular or square homogeneous sub-image with smooth, or, in other words, low
frequency content, has been represented using the homogenous leaf; whereas, one
non-homogeneous sub image with non-smooth, or, in other words, high frequency
content, has been represented using a non-homogeneous leaf. The memory require-
ment has been reduced in the second phase by encoding, each non-homogeneous
leaf by the DCT-based coding scheme.
Pandian et al. [108] have presented a transform domain based technique for
color image compression. Vector quantization (VQ) technique has been used for
compression of images and Kohonens SOFM has been used during the design of
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the codebook in VQ. Special features of SOFM for generic codebook generation
that permit to create the codebook only once have been exploited by their work.
K.Veeraswamy et al. have presented a simple approach for generation of an
optimal quantization table based on HVS model [15]. This quantization table
is used to quantize the Hadamard transform coecients. This table can provide
superior image compression over standard quantization tables available in the
literature.
Lala Krikoret al.[109] have presented a technique for image encryption, which
has considered certain chosen higher frequencies of DCT coecients as the char-
acteristic values, encrypt them according to a pseudo random bit sequence and
shues the resulting encrypted blocks. The computational requirements of huge
volumes of images have been decreased by the recent selective encryption approach.
Khalil et al. [110] have described and implemented a RUN-Length coder that
has been made simple and more eective. Their proposed algorithm has worked
on quantized coecients of the DCT where several concurrent tokens exist. The
new approach has been proved to attain competitive performance by experimental
results.
Meng Meng et al. [111] have used DCT, VQ coding and a new proposed method
that combines DCT and wavelet transform in the implementation of their proposed
color image compression algorithm. This algorithm achieves high compression
ratio and high eciency.
There are many research outputs that talk about low bit rate compression, but
visual quality of the output is poor. On the other hand, many contributions in
literature deal with high quality decompressed image but yield lower compression
ratios. Thus, there is a need of further research having high compression ratio and
better image quality.
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1.5 Problem Statement
The problem taken for the doctoral research work is to develop ecient hybrid
image compression schemes that yield higher quality in terms of subjective and
objective evaluations at lower bit-rates.
1.6 Chapter-wise Organization of Thesis
The chapter wise organization of the thesis is presented here.
Chapter 1 Introduction
Chapter 2 Some Basic Image Compression Schemes
Chapter 3 Development of Hybrid Image Compression Schemes using
SPIHT and SOFM based Vector Quantization
Chapter 4 Development of Hybrid Image Compression Scheme using
DCT and Fractal Image Compression
Chapter 5 Lossless Image Compression Scheme based on CALIC and
Spatial Prediction Sctructures
Chapter 6 Conclusion
1.7 Conclusion
This chapter provides a brief introduction on image compression. Literature
survey of recent work has also been presented. The delity criteria for evaluating
the quality of decoded images are discussed. The distortion metrics used in image
compression are also described. The background and scope of the work as well as
the motivation and the objective of the doctoral research problem are systemati-
cally discussed. A brief chapter-wise organisation of the dissertation has also been
presented.
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Chapter 2
Some Basic Image Compression
Schemes
2.1 Introduction
Preview
Image compression research aims at reducing the number of bits needed to rep-
resent an image. In lossless compression schemes, the reconstructed image af-
ter reconstruction is numerically identical(amplitude-wise) to the original image.
However, lossless compression can achieve only a modest amount of compression
ratio. On the other hand, lossy schemes are capable of yielding much higher com-
pression.
Some basic and important lossy and lossless compression schemes, available in
literature, are discussed in this chapter.
2.1 Introduction
For a universal algorithm to compress images, a sequence of image pixels ex-
tracted from an image in the raster scan order is simply encoded. But, for a
universal algorithm such a sequence is hard to compress. Universal algorithms
are usually designed for alphabet of sizes not exceeding 28 and do not exploit di-
rectly the image data features [77]. As images are 2-dimensional data, intensities
of neighboring pixels are highly correlated, and the images contain noise added
to the image during the acquisition process. The latter feature makes dictionary
compression algorithms perform worse than statistical ones for image data. Mod-
ern gray-scale image compression algorithms employ techniques used in universal
statistical compression algorithms. However, prior to statistical modelling and
entropy coding the image data is transformed to make it easier to compress.
To make the image data easily compressible, we use 2-dimensional image trans-
forms, such as DCT or wavelet transform [3]. In transform algorithms, instead
of pixel intensities, a matrix of transform coecients is encoded. The transform
is applied to the whole image or to an image split into fragments. Transforms
can be used for both lossless and lossy compressions. Transform algorithms are
more popular in lossy compression. Apart from lossy and lossless compressing and
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decompressing of whole images, transform algorithms deliver many interesting fea-
tures such as progressive transmission, region of interest coding, etc [17, 18]. The
usages of algorithms are dependent mostly on information content of images and
types of application.
Lossless compression algorithms are often predictive in nature [2, 20]. In a pre-
dictive algorithm, the predictor function is used to guess the pixel intensities and
the prediction errors are calculated. The prediction errors are dierences between
actual and predicted pixel intensities. To calculate the predictor for a specic
pixel usually intensities of a small number of already processed pixels neighbour-
ing it is used. Next, the sequence of prediction errors, called residium, is encoded.
Prediction error distribution is close to Laplacian, that is, symmetrically expo-
nential [2, 24]. Therefore, entropy of prediction errors is signicantly smaller than
that of pixel values. That is why, it is easier to compress residium. In respect
to the lossless compression, better results in terms of computational speed are
obtained by predictive algorithms. This chapter reviews some important lossless
and lossy image compression schemes employed in this thesis.
2.2 Context Adaptive Lossless Image Coding
(CALIC) Algorithm
The CALIC scheme came into being in response to a call for proposal for a new
lossless image compression scheme in 1994. It uses both context and prediction of
the pixel values.
In an image, a given pixel generally has a value close to one of its neighbours.
Which neighbour has the closest value depends on the local structure of the im-
age. Depending on whether there is a horizontal or vertical edge in the neighbour-
hood of the pixel being encoded, the pixel above, or the pixel to the left, or some
weighted average of neighbouring pixels may give the best prediction. How close
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the prediction is to the pixel being encoded depends on the surrounding texture.
In a region of the image with a great deal of variability, the prediction is likely to
be farther from the pixel being encoded than in the regions with less variability.
In order to take into account all these factors, the algorithm has to make a de-
termination of the environment of the pixel to be encoded. The only information
that can be used to make this determination has to be available to both encoder
and decoder.
CALIC obtains higher lossless compression for the continuous-tone images than
other techniques reported in the literature [21]. This high coding eciency is ac-
complished with relatively low time and space complexities. CALIC puts heavy
emphasis on image data modelling. A unique feature of CALIC is the use of a
large number of modeling contexts to condition a non-linear predictor and make it
adaptive to varying source statistics. The nonlinear predictor adapts via an error
feedback mechanism. In this adaptation process, CALIC only estimates the expec-
tation of prediction errors conditioned on a large number of contexts rather than
estimating a large number of conditional error probabilities. The former estima-
tion technique can aord a large number of modelling contexts without suering
from the sparse context problem. The low time and space complexities of CALIC
are attributed to ecient techniques for forming and quantizing modeling contexts.
CALIC employs a two-step (prediction/residual) approach. In the prediction
step, CALIC employs a simple new gradient based non-linear prediction scheme
called gradient-adjusted predictor (GAP), which adjusts prediction coecients
based on estimates of local gradients. Predictions are then made context-sensitive
and adaptive by modelling of prediction errors and feedback of the expected error
conditioned on properly chosen modelling contexts. The modelling context is a
combination of quantized local gradient and texture pattern; the two features that
are indicative of the error behaviour. The net eect is a non-linear, context-based,
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adaptive prediction scheme that can correct itself by learning from its own past
mistakes under dierent contexts. The context-based error modelling is done at
a low model cost. By estimating expected prediction errors rather than error
probabilities in dierent modelling contexts, CALIC can aord a large number of
modeling contexts without suering from either context dilution problem or from
excessive memory use. This is a key feature of CALIC that distinguishes it from
existing methods.
CALIC encodes and decodes images in raster scan order with a single pass
through the image. The coding process uses prediction templates that involve
only the previous two scan lines of coded pixels. Consequently, the encoding and
decoding algorithms require a simple double buer that holds two rows of pixels
that immediately precede the current pixel, hence facilitating sequential build-up
of the image.
CALIC operates in two modes: binary and continuous tone modes. The system
selects one of the two modes during the coding process, depending on the context
of the current pixel. The binary mode will be triggered if all of the context pixels
have less than two dierent gray-scale levels (not necessary to be only 0 and 1). So
some at gray-scale portions in a continuous-tone image can be coded in binary
mode. To utilize the context information, an entropy codec (arithmetic coder)
drives 32 dierent context models in binary mode. The continuous-tone mode
basically has following four major components.
1. Gradient Adjusted Prediction
2. Context selection and quantization
3. Context modelling of prediction errors
4. Entropy coding of prediction errors.
CALIC uses a previous two-line buer to construct the GAP and context
modelling. It is understood that the neighbourhood pixels are known, which will
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Figure 2.1: Neighborhood of pixels in CALIC
be used while encoding. Suppose we are going to encode the pixel f(x; y) [Refer
to Figure 2.1]. The whole algorithm will utilize totally 7 neighbourhood pixel set
f(x; y   1), f(x; y   2), f(x   1; y   1), f(x   1; y), f(x   1; y + 1), f(x   2; y)
and f(x  2; y + 1).
The GAP predictor employed by CALIC is a simple, adaptive, nonlinear one
that can adapt itself to the intensity gradients near the predicted pixel. Hence, it
is more robust than the traditional DPCM-like linear predictors, particularly in
areas of strong edges. The GAP diers from existing linear predictors in that it
weights the neighbouring pixels according to the estimated gradients of the image.
It adapts itself to the gradients of horizontal and vertical edges. The GAP tries to
detect how rapidly the edge changes around the pixel, f(x; y), and then by classi-
fying the tendency of edge changing into sharp, normal and weak edge, it assigns
dierent weights for the various neighbourhood pixels for a linear prediction of
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Figure 2.2: CALIC owchart
pixel, f(x; y).
The process of CALIC algorithm is summarised in Figure 2.2. The value of
pixel f(x; y) is predicted as f 0(x; y) using gradient adjusted prediction and the
seven pixels in the neighborhood of pixel f(x; y) as shown in Figure 2.1. The
predictor coecients and thresholds are empirically chosen. A major criterion in
choosing these coecients is ease of computation. For instance, most coecients
are powers of 2 so that multiplications/divisions can be performed by shifting.
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The predicted value f 0(x; y) is termed as context based prediction. The error in
prediction e = f(x; y)   f 0(x; y) is computed. Then the predicted pixel values
are grouped and prediction modication is performed. The modied prediction,
f 00(x; y), and the modied prediction error,  are generated. For the scheme to
be lossless, the prediction error needs to be specied along with the modied
prediction. Therefore, the modied prediction error is entropy coded using arith-
metic coding. The detailed description of the complete process may be found in
literature [21].
2.2.1 Coding Performance of CALIC
The results tabulated in Table 2.1 indicate the compression performance of
CALIC algorithm for gray-scale images of size 512  512 expressed in bpp for
various test images. We observe from Table 2.1 that the CALIC algorithm yields
Table 2.1: Compression Performance of CALIC in terms of bpp
Image bpp Compression Ratio ()
Lena 3.1509 2.5
Barbara 3.4804 2.08
Babbon 4.2813 1.87
Boat 3.5804 2.23
Goldhill 3.4663 2.31
Peppers 3.3524 2.38
a compression ratio of 1:87 (Baboon) to 2:5 (Lena) without any loss of information.
2.3 Discrete Cosine Transform based Compres-
sion
Disintegrating the images into segments is the fundamental operating princi-
ple of DCT [39]. A better signal approximation with fewer transform coecients
are provided by DCT which are real valued unlike those obtained in a Discrete
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Fourier Transform [130]. In several practical image compression systems the in-
vertible linear transform called 2-dimensional DCT is extensively used because
of its compression performance and computational eciency [81]. Data (image
pixels) is converted into sets of frequencies, by DCT. The frequency sets are ar-
ranged in ascending order of frequency and descending order of signicance as far
as image quality is concerned. On the basis of tolerable resolution loss, the least
meaningful frequencies can be discarded.
2.3.1 Global DCT versus Block DCT (BDCT)
For the purpose of image compression, DCT can be applied to the complete
image (global DCT) or to an n  n block of image(BDCT). Applying DCT to
entire image produces better compression but involves extremely large number of
arithmetic operations thus adding to its computational complexity. Therefore, the
process of compression slows down. On the other hand, applying DCT to small
data units is faster but reduces the compression ratio. Moreover, in the continuous
tone images, the correlations between pixels are in short range. Statistical analysis
of natural images has revealed that there is little correlation between pixels more
than 8 positions apart and, in fact, most of the correlations are among pixels that
are within 4 positions away. The 8 8 block size is an excellent choice from both
the bit-rate and the correlation-exploitation points of consideration [2, 3, 10].
2.3.2 Block DCT based Compression
Figures 2.3 and 2.4 depict the compression and decompression process based
on BDCT. The image is divided into non-overlapping blocks of size 88 or 1616.
In standard JPEG encoding, it is divided into 88 blocks in the raster scan order
form left to right and top to bottom. Each pixel is level shifted into signed integer
by subtracting 128 from each pixel. The 8  8 block g(x; y) is transformed from
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the spatial domain to the frequency domain by means of the DCT transform given
by
G(u; v) =
1
4
C(u)C(v)
7X
x=o
7X
y=0
g(x; y)cos(
(2x+ 1)u
16
)cos(
(2y + 1)v
16
) (2.1)
for u = 0; 1; :::::7 and v = 0; 1; :::7
where,
C(k) =
8<: 1p2 ; k = 01; otherwise
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Figure 2.3: Encoder for BDCT based Compression
From the lowest (upper left corner) to the highest (lower right corner) frequen-
cies, 64 DCT coecients are computed for each block [2]. All DCT coecients
are encoded by using a constant number of bits. But, the importance (the ratio
between an upper left corner coecient and the one in the right bottom corner)
is not the same for all the coecients in a DCT [105]. Therefore, all coecients
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Figure 2.4: Decoder for BDCT based Compression
should not be assigned same number of bits for representation. This is achieved
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by a process called quantization, which is given by:
Gq (u; v) = round

G (u; v)
Q (u; v)

(2.2)
Here G(u; v) are the DCT coecients of the transformed image and Q(u; v)
is the quantization step size parameter. JPEG standard denes one quantization
matrix for monochrome and for color images, two quantization matrices one each,
for luminance and chrominance planes [22]. These matrices determine the visibility
threshold for 2 dimensional basis functions. The matrices are best suited for
natural images with 8 bit precision. The quality of the reconstructed image can
be controlled by scaling these matrices. A variable called scale factor is used to
control the quantization provided to the DCT coecients and the corresponding
quality of image. The scale factor varies from 1 to 50. Higher the value of scale
factor more is the quantization and more the degradation in image quality.
The entire quantized coecients are rearranged in a zigzag manner. Most of the
high frequency coecients (lower right corner) become zeros after quantization.
A zig-zag scan of the matrix yielding long strings of zeros is used to exploit the
number of zeros. The entropy coding used is Human coding.
2.3.3 Coding Performance of BDCT for Gray-scale Images
The compression performance of BDCT algorithm is tested for test images,
each of 512 512 size. The scale factor for these images is kept constant at 5 and
bpp is calculated for all the images. The rate distortion performance is expressed
in terms of PSNR, MSSIM, VIFP and UQI. Simulation results are tabulated in
Table 2.2. It is observed from Table 2.2 that the amount of compression obtained
for each image is dierent for the same scale factor. The test images: Lena and
Peppers exhibit higher compression corresponding to lower bit-rates and better
quality as indicated by PSNR, VIFP, MSSIM and UQI values, whereas Barbara
and Baboon images have higher bit-rates and even poorer rate-distortion per-
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Table 2.2: Simulation Results of BDCT compression algorithm on various image
Image bpp PSNR(dB) VIFP MSSIM UQI
Lena 0.4286 36.97 0.8382 0.8743 0.9998
Barbara 0.7215 25.08 0.7714 0.8113 0.9492
Baboon 0.9223 27.89 0.8092 0.7512 0.9959
Peppers 0.4399 42.15 0.8211 0.8992 0.9947
formance. Lena and Peppers give good quality because these two images have
medium complexity regions. Therefore these images can be compressed further.
Barbara and Baboon images have medium and high complexity regions hence the
compression performance is poor.
2.4 Set Partitioning in Hierarchial Trees(SPIHT)
SPIHT is computationally fast and among the best known image compression
algorithms today. The SPIHT [57] encoder works by taking advantage of the
inert relationships among the wavelet coecients across the dierent scales at the
same spatial location in the wavelet sub-bands. SPIHT coding generally involves
the coding of
 position of signicant wavelet coecients
 position of zerotrees in the wavelet subbands.
The SPIHT coder has following characteristics namely
 The greater part of an image's energy is concentrated in the low-frequency
components and a decrease in variance is detected as we move from the
highest to the lowest levels of the sub band pyramid.
 It has been understood that there is a spatial self-similarity amongst the
sub-bands, and probably the coecients are to be better magnitude-ordered
on moving downward in the pyramid along the same spatial orientation.
36
2.4 Set Partitioning in Hierarchial Trees(SPIHT)
A spatial orientation tree is being made use of to vividly describe the spatial
relationship on the hierarchical pyramid. Figure 2.5 depicts the manner in which
the spatial orientation tree is dened in a pyramid constructed with recursive
four sub-band splitting. Every node in the tree represents a pixel in the image
containing its corresponding pixel coordinate. The direct descendants (ospring)
of a node represent the pixels of the same spatial orientation in the next ner
level of the pyramid. The tree is constructed such that every node either has no
ospring (the leaves) or four osprings, which at all times form a group of 2  2
adjacent pixels. In Figure 2.5, the arrows are directed from the parent node to its
four osprings. The pixels in the highest level of the pyramid are the tree roots
and are also grouped in 2  2 adjacent pixels. However, the ospring branching
rule is diverse, and in each group, one of them (indicated by the black dot in LL3
band of Figure 2.5) has no descendants.
Figure 2.5: Spatial orientation tree dened in a pyramid constructed with recursive
four sub-band splitting
The sets of coordinates that are being made use of to represent the coding
method are as follows:
O(i; j) is the set of ospring (direct descendants) of a tree node dened by pixel
location (i; j).
D(i; j)is the set of descendants of node dened by pixel location (i; j).
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L(i; j) is the set dened by
L(i; j) = D(i; j) O(i; j).
Except for the highest and lowest pyramid levels, the set partitioning trees
have,
O(i; j) = [(2i; 2j); (2i; 2j + 1); (2i+ 1; 2j); (2i+ 1; 2j + 1)]
The set when found signicant can be split using the following rules,
 The initial partition is created with the sets (i; j) and D(i; j), for all (i; j)"H.
 If D(i; j) is signicant, then it is partitioned into L(i; j) plus the four single-
element sets with (k; l)"O(i; j).
 If L(i; j) is signicant, then it is partitioned into the four sets D(k; l) with
(k; l)"O(i; j).
The signicant values of the wavelet coecients contained in the spatial ori-
entation tree are stored in three ordered lists namely,
 List of Insignicant Sets (LIS): Stores the set of wavelet coecients that
have magnitude smaller than a threshold and found in the tree structures
that are insignicant. The sets prohibit the coecients corresponding to the
tree or all subtree roots, and have at least four elements. The entries in LIS
are sets of the type D(i; j) (type A) or typeL(i; j) (type B).
 List of Insignicant Pixels (LIP): Stores the individual coecients that have
magnitude smaller than the threshold.
 List of Signicant Pixels (LSP): Stores the pixels that have magnitude larger
than the threshold (are signicant).
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During the sorting pass, the pixels in the LIP that were insignicant in the pre-
vious pass are tested, and those that are found signicant are moved to the LSP.
Then, the sets are sequentially examined along the LIS order, and when a set is
determined to be signicant, it is eliminated from the list and partitioned. The
new sets with more than one element are added back to LIS, while the one element
sets are added to the end of LIP or LSP, according to them being signicant.
Algorithm
1. Initialization: output n = jlog2(max(i;j)jci;jj)j
Set the LSP as an empty list, and add the coordinates (i; j)"H to the LIP,
and only those with descendants also to the LIS, as type A entries.
2. Sorting Pass:
2.1) for each entry (i; j) in LIP do
2.1.1 ) outputSn(i; j)
2.1.2) if Sn(i; j) = 1 then move (i; j) to LSP and output the sign of ci;j
3. Renement Pass: For each entry (i; j)in the LSP, expect those included in
the last sorting pass (i.e., with same n ), output the nth most signicant bit
of ci;j
4. Quantization-Step Update: Decrement n by 1 and go to Step 2.
The following are some of the advantages of SPIHT encoding:
 A variable bit rate and rate distortion control with provisions for progressive
transmission.
 An intensive progressive capability: we can interrupt the decoding (or cod-
ing) at any time and a result of maximum possible detail can be recon-
structed with one-bit precision.
 Very compact output bit stream with large bit variability; no supplementary
entropy coding or scrambling has to be applied.
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2.4.1 Coding Performance of SPIHT for Gray-scale Im-
ages
Selection of number of levels of decomposition
The SPIHT algorithm is tested for the gray-scale test image, Lena. The bit-rate
is kept constant at 0:1 and the level of decomposition is varied from level 1 to
maximum level possible. The maximum possible level depends on the size of im-
ages chosen. The images used are of size 512  512. So the maximum level of
decomposition is 9. Variation of PSNR, MSSIM, VIFP and UQI are recorded in
Table 2.3.
It is evident from the Table 2.3 and Figure 2.6 (a) through Figure 2.6 (d) that:
 The PSNR values vary signicantly from 24 dB to 33:75 dB as decomposition
levels employed change from 1 to 6 and reaches a maximum value of 33:98
dB for the 9th level of decomposition. Further, increase in decomposition
levels after the 6th level does not show signicant improvement in PSNR.
 At the same time, it is observed that VIFP varies from 0.0389 to 0.6316
increasing as level increases.
 MSSIM varies from 0:0468 to 0:8019, but almost attains saturation beyond
level 6.
 Variation of UQI from 0:0903 to 0:9990 becomes nearly constant beyond
level 6.
Though PSNR does not show signicant increase in its value, visual quality of
image improves with increase in levels, as indicated by the other metrics: VIFP,
MSSIM and UQI. Hence, maximum level of decompositions selected for the sim-
ulation is taken as 9 to have better visual quality for a decompressed image.
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Table 2.3: Simulation Results of SPIHT algorithm on Lena image at various de-
composition levels.
Decomposition Level PSNR(dB) VIFP MSSIM UQI
1 24.41 0.0389 0.0468 0.0902
2 25.62 0.1426 0.2087 0.3694
3 26.58 0.1605 0.3042 0.5300
4 29.46 0.2561 0.6189 0.9818
5 33.26 0.5654 0.7782 0.9981
6 33.75 0.6065 0.7973 0.9987
7 33.93 0.6277 0.8011 0.9990
8 33.97 0.6316 0.8019 0.9990
9 33.98 0.6321 0.8021 0.9990
Table 2.4: Simulation Results of SPIHT algorithm on Lena image at various bit
rates
bit-rate(bpp) PSNR(dB) VIFP MSSIM UQI
0.0156 23.13 0.1631 0.6467 0.2669
0.0313 25.17 0.2178 0.7014 0.3488
0.0625 27.35 0.2886 0.7610 0.4431
0.1250 30.19 0.3831 0.8245 0.5379
0.25 33.30 0.4865 0.8789 0.6256
0.5 36.56 0.5947 0.9181 0.7091
Table 2.5: Simulation Results of SPIHT algorithm on Barbara image at various
bit rates
bit-rate PSNR(dB) VIFP MSSIM UQI
0.0156 20.67 0.1277 0.4915 0.2529
0.0313 21.88 0.1744 0.5438 0.3284
0.0625 22.92 0.2182 0.6034 0.4062
0.1250 24.20 0.2776 0.6741 0.4914
0.25 26.87 0.3572 0.7806 0.6148
0.5 30.63 0.4819 0.8793 0.7343
41
2.4 Set Partitioning in Hierarchial Trees(SPIHT)
1 2 3 4 5 6 7 8 9
Number of decomposition levels
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Number of decomposition levels
(a) (b)
1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
Number of decomposition levels
(c) (d)
Figure 2.6: Rate distortion performance of SPIHT for dierent levels of decompo-
sition in terms of(a)PSNR(dB),(b) VIFP,(c) MSSIM,(d) UQI
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(a) (b)
(c) (d)
(e)
Figure 2.7: Visual quality of decompressed Lena image at dierent bit-rates
(a)0.0313 bpp (b) 0.0625 bpp (c) 0.125 bpp (d) 0.25 bpp (e) 0.5 bpp
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Table 2.6: Simulation Results of SPIHT algorithm on Peppers image at various
bit rates
bit-rate PSNR(dB) VIFP MSSIM UQI
0.0156 22.41 0.1533 0.6293 0.2768
0.0313 24.44 0.2040 0.6789 0.3453
0.0625 26.84 0.2792 0.7387 0.4335
0.1250 29.79 0.3560 0.7929 0.5093
0.25 32.80 0.4546 0.8394 0.5846
0.5 35.35 0.5468 0.8753 0.6152
Table 2.7: Simulation Results of SPIHT algorithm on Baboon image at various
bit rates
bit-rate PSNR(dB) VIFP MSSIM UQI
0.0156 19.49 0.0571 0.2881 0.1243
0.0313 19.88 0.0776 0.3258 0.1831
0.0625 20.45 0.0918 0.3832 0.2565
0.1250 21.39 0.1380 0.4675 0.3703
0.25 22.78 0.1865 0.6011 0.5207
0.5 25.06 0.2387 0.7207 0.6626
The tables: Table 2.4 through Table 2.7 give the coding performance for varoius
test images as the bit-rate is varied from 0:0156 bpp to 0:5 bpp. These tables
indicate that at lower bit-rates, PSNR values are in acceptable range for all images
but other metrics numerically indicate that the visual quality is very poor. It is also
observed that at lower bit rates below 0.25 bpp, the rate distortion performance
of SPIHT is poor in terms of all metrics. At bit rates higher than 0.5 bpp, the
performance of SPIHT is good in terms of all parameters. The test image Lena
gives the best performance in terms of all the distortion metrics. The visual results
of the coding performance of the test image Lena are given in Figure 2.7.
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2.5 Vector Quantization (VQ)
Vector quantization [8] is a lossy compression scheme. Vector quantizers are
preferred in image compression for the following two reasons.
 Most of the standard schemes need transformations from space domain to
frequency domain while vector quantization operates in space domain itself,
and hence its computational complexity is very less compared to transform
based compression algorithms.
 Most compression schemes are symmetric for coding and decoding, whereas
vector quantizers are non symmetric. Decoding involves only a lookup of
the vector quantizer indices, which simplies the decoder.
The VQ scheme is used for creating image descriptors. In VQ, the image to be
compressed is partitioned into no overlapping blocks or vectors. A vector quantizer
maps each input vector into a nite set of code words (codebook) using nearest
neighbour rule. Once the closest codeword is found, the index of that codeword
is sent to the decoder. When the decoder receives the index of the codeword, it
replaces the index with the associated codeword and reconstructs the image using
look-up table. Figure 2.8 illustrates this process.
A codebook that best represents the set of input vectors is dicult to design. It
requires an exhaustive search for the best possible codeword in the space, and the
search increases exponentially as the number of code words increases. Therefore,
suboptimal codebook design schemes are resorted to and the rst one that comes
to mind is Linde-Buzo-Gray (LBG) algorithm [46]. It is the most common and
the oldest method for vector quantization code book generation. LBG is a greedy
algorithm. Therefore, its performance is sensitive to initialization. The number
of code words, N or the size of the codebook is determined rst. Then, N code
words are selected at random, as the initial codebook. The initial code words can
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Figure 2.8: Encoder and Decoder in Vector Quantizer
randomly be chosen from the set of input vectors. Using the Euclidean distance
measure, vectors around each codeword are clustered. This is done by taking each
input vector and nding the Euclidean distance between it and each codeword.
The input vector belongs to the cluster of the codeword that yields the minimum
distance. Hence a new set of code words is computed. This is done by obtaining
the average of each cluster. The component of each vector is added and divided
by the number of vectors in the cluster. The process is repeated until either
the code words do not change or the change in the code words become smaller
than a predened limit. This algorithm is by far the most popular one due to its
simplicity, but it is very slow because input vector is compared with all the code
words in the codebook for each iteration. It converges to the local minima closest
to the initial point.
There are many other methods of designing the codebook, such as Pair wise
Nearest Neighbor (PNN) [150], Simulated Annealing(SA) [48], Maximum Descent
(MD) [49, 50] and Self Organising Feature Map SOFM [50, 52, 124].
The use of neural networks for the code book design problems has been investi-
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Figure 2.9: Neural network in vector quantization
gated [58]. Neural networks are attractive because of their massive parallelism,
learning ability, adaptivity and fault tolerance. A self organising feature map is
a neural network clustering technique having several desirable features. Conse-
quently, it has attracted the attention of researchers in the eld of vector quanti-
zation.
While designing vector quantizer, a designer faces two design issues: the di-
mensions of vector and the size of code book. A large vector enables the quantizer
to exploit the statistical redundancy existing in the data to a greater degree. But
this may reduce the reproduction error unless the codebook size is also large. The
larger the code book size, the ner is the representation of input space. Since
neural networks are capable of learning from input information and optimizing
themselves to obtain the appropriate environment for a wide range of tasks, a
family of learning algorithms has been developed for vector quantization. The
input vector is constructed from a K-dimensional space. M neurons are designed
to compute the vector quantization code-book in which each neuron relates to
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one code-word via its coupling weights. The coupling weight, wi;j associated with
the ith neuron is eventually trained to represent the code-word in the code-book.
Figure 2.9illustrates the process for one dimensional space. As the neural network
is being trained, all the coupling weights will be optimized to represent the best
possible partition of all the input vectors.
In order to train a network, a group of image samples known to both encoder
and decoder is often designated as the training set, and the rst M input vectors
of the training data set are normally used to initialize all the neurons. With this
general structure, various learning algorithms have been designed and developed
such as Kohonen's self organizing feature mapping [127], competitive learning [19],
frequency sensitive competitive learning [16, 56], fuzzy competitive learning [55],
distortion equalized fuzzy competitive learning VQ [54] and predictive VQ (PVQ)
neural networks [112]. Discussion of all these learning algorithms is beyond the
scope of this thesis and only SOFM is discussed, in detail,in the subsequent sub-
section.
2.5.1 Code Book Generation by SOFM
SOFM is realized by a two-layer network, as shown in Figure 2.10. The rst
layer is the input layer or fan-out layer with neurons and the second layer is the
output or competitive layer. The two layers are completely connected. An input
vector, when applied to the input layer, is distributed to each of the output nodes
in the competitive layer. Each node in this layer is connected to all nodes in the
input layer; hence, it has a weight vector prototype attached to it.
SOFM begins with a random initialization of the weight vector. Let p " <2 be the
input to the network and let t denote the current iteration number. The neurons
in second layer now compete among themselves to determine the neuron whose
weight vector matches best with the input p. It nds wi;t 1 that best matches
p in the sense of minimum Euclidean distance in R2. This neuron is called as
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Figure 2.10: SOFM Architecture
best matching neuron(BMN). Then wi;t 1 and the other weights in its spatial
neighbourhood are updated using the the following least mean squared (LMS)
updation rule [52],
wi;t = wi;t 1 + tqt (p  wi;t 1) (2.3)
where, t is learning parameter and qt = exp
 dist2(r;p)2t is neighborhood function
that depends upon lattice distance between the BMN and other neurons.
t and t decrease with time t. The topological neighborhood also decreases with
time. This scheme, when repeated long enough, preserves the spatial order, that
is, the weight vectors which are metrically close in <2 generally have visually close
images in the viewing plane. Also, the distribution of the weight vectors in <2
resembles closely the distribution of the training vectors P . So, the weight vectors
approximate the distribution of the training data as well as preserve the topology
of input data on the viewing plane.
In this dissertation, the vector quantizer design algorithm proposed by [52] is used
for image compression. A two-dimensional SOFM is used to generate the initial
codebook. The properties of SOFM are used to create and train the codebook of
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the vector quantizer.
In general, in vector quantization, the codebooks are trained with test image
itself. This poses a problem in practical use of such algorithm for transmission
/storage of the compressed image. The compression ratio achieved is diminished
to a great extent by the transmission of codebook. Hence a codebook that is
generic to both transmitter and receiver is used. The reconstruction error tends
to be high if the image is compressed using a codebook trained on dierent image.
This codebook allows one time reconstruction of encoder and decoder and making
code book a permanent part of it.
For the training purpose, a set of images, having varied nature in terms of
details, contrasts and textures are selected. A composite image of size 768 512,
shown in Figure 2.11, comprising six smaller images is used. Thus, a generic code
book is constructed using some judiciously chosen images for eective compression
of images having similar characteristics. Here, similar characteristics mean the
images having similar distribution of gray levels over small blocks of size 8 8.
Once the SOFM is trained, the codebook can easily be designed using weight
vectors as reconstruction vectors. The images can be encoded by nding out, for
each image vector, the code vector with least Euclidean distance.
2.5.2 Coding Performance of Vector Quantizers for Gray-
scale Images
For the purpose of performance analysis, three vector quantizers using block
sizes 4 4 (VQ1), 8 8 (VQ2), 4 8 (VQ3) are developed. Each VQ uses a code
book of size 256 and is trained with mean removed vectors. Hence, to represent
each block in the encoded image, one byte is required for index and other byte is
required for block average. The average word length for VQ1 is 1 bpp; for VQ2,
0.25 bpp and for VQ3, 0:5 bpp.
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Figure 2.11: The Training Image
The codeword assignment for the indices is based on the frequency distribu-
tion of the code-vectors in the encoded training image. As a strong correlation
between neighbouring blocks, the absolute dierences between average values of
neighbouring blocks are found to have a monotonically decreasing distribution and
codewords are assigned exploiting this correlation.
Table 2.8: Simulation Results of SOFM based vector quantization for VQ1
Image PSNR(dB) VIFP MSSIM UQI
Lena 35.71 0.8088 0.8444 0.9997
Barbara 32.70 0.7493 0.7951 0.9980
Babbon 30.89 0.7083 0.7832 0.9995
Peppers 36.42 0.828 0.8949 0.9945
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Decompressed Image Decompressed Image
(a) (b)
(c)
Figure 2.12: Visual quality comparison of decoded Lena image between various
vector quantizers (a) VQ1 (b) VQ2 (c) VQ3
Table 2.9: Simulation Results of SOFM based Vector Quantization for VQ2
Image PSNR(dB) VIFP MSSIM UQI
Lena 33.44 0.5341 0.7317 0.9980
Barbara 31.07 0.5030 0.6165 0.9937
Babbon 29.85 0.3758 0.4013 0.9971
Peppers 33.36 0.5319 0.7767 0.9901
The vector quantizers are tested on dierent test images for their compres-
sion performance. The results are summarised in the tables: Table 2.8 through
Table 2.10. The comparison of numerical values of various metrics in these ta-
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Table 2.10: Simulation Results of SOFM based Vector Quantization for VQ3
Image PSNR(dB) VIFP MSSIM UQI
Lena 35.50 0.8064 0.8420 0.9944
Barbara 32.70 0.7488 0.7450 0.9981
Babbon 30.86 0.6633 0.6624 0.9911
Peppers 33.61 0.7919 0.8266 0.9976
bles indicate that VQ1 exhibits better performance in terms of distortion metrics
PSNR, VIFP, MSSIM and UQI than VQ2 and VQ3 for almost all images, but the
compression ratio is very low(CR =8). VQ3 gives double the compression ratio
with near identical distortion values when compared with VQ1. VQ2 provides
compression four times that of VQ1, but with sacrice in quality of images. Thus
vector quantizer VQ1 gives better performance in terms of all the quality metrics
used. Figure 2.12 shows the test image Lena, compressed using the three vector
vector quantizers. The pschovisual quality of the image of Figure 2.12 (b) is poorer
as indicated by blockiness in the image.
2.6 Deblocking of Gray-scale and Color Images
in DCT based Compression [ P8, P9, P10]
Block based discrete cosine transform (BDCT) has been widely used in image
compression. In BDCT coding, an image is rst divided into 8  8 non overlap-
ping blocks. Each block is then transformed using the DCT, followed by quan-
tization and variable length coding. At low bit rates, the coarse quantization of
the DCT coecients causes articial discontinuities along the block boundaries
in the compressed image [118]. Sometimes, the two low-frequency DCT coe-
cients in adjacent blocks, which are similar in value, are quantized into dierent
quantization bins. This unpleasant visible degradation, due to the negligence of
correlation among adjacent blocks, is called blocking artifact. In order to achieve
high-compression rates (low bit rates), using block transform coder with visually
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acceptable results, it is required to eliminate the blocking artifacts. This proce-
dure is referred to as deblocking.
In order to reduce the annoying blocking artifacts, several deblocking algo-
rithms have been proposed in literature. These algorithms are classied into two
types: pre-processing algorithms and post-processing algorithms. Pre-processing
techniques are used at the encoding end. This type of techniques requires cod-
ing schemes of its own that include transform, quantization, and bit allocation.
Therefore, these approaches can hardly be applied to the commercial coding sys-
tem products, such as JPEG and MPEG. Hence post-processing techniques are
preferred. Alessandro Foi et al. [113] have proposed a post-processing method
based on point-wise shape adaptive DCT (SA-DCT) for deblocking of BDCT
compressed images. The algorithm is developed for denoising of images and is ex-
tended for deblocking. For deblocking purpose, the degradation by quantization
noise is modelled as some additive white Gaussian noise.
The observation model is given by
(x; y) = f(x; y) + (x; y) (2.4)
where f(x; y) is the original (non-compressed) image, (x; y) its observation after
quantization in BDCT domain, and (x; y) is independent Gaussian noise with
variance 2, (:)  N (0; 2).
A suitable value for the variance 2 is estimated directly from the quantization
table Q = [qi;j] i; j = 1 to 8 using the empirical formula [113]
2 = 0:69
 
1
9
3X
i;j=1
qij
!1:3
(2.5)
This formula uses only the mean value of the nine table entries which correspond
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to the lowest-frequency DCT harmonics (including the DC-term). A higher com-
pression obviously corresponds to a larger value for the variance. The 2 which
is calculated by (2.5) is simply the variance of the white Gaussian noise  in the
observation model of (2.4). It is the variance of some hypothetical noise which,
if added to the original image f(x; y), would be required in order to be removed
with same level of adaptive smoothing which is necessary to suppress the artifacts
generated by the BDCT quantization with the table Q.
Algorithm
 The image f(x; y) is made zero-mean data by subtracting its mean from the
the original image. This zero mean data is input to the denoising algorithm.
 The input to the denoising algorithm is processed upon by point-wise SA-
DCT used in conjunction with anisotropic LPA-ICI (linear polygonal approx-
imation intersection of condence intervals). The shape adaptive transform
in conjunction with LPA-ICI generates anisotropic estimates that are highly
sensitive to with respect to change points in the image and allows to reveal
the ne elements of images from noisy observations [114{117].
 A local estimate is obtained by performing hard thresholding in SA-DCT
domain using a universal hard threshold given by 
p
2ln jUxj+ 1 where Ux
represents adaptive shape neighbourhood determined by anisotropic LPA-
ICI. The thresholding coecient is calculated using
 = T  
p
2ln jUxj+ 1 (2.6)
T is usually taken as contant (typically 0.925) [113]. The current work
modies the value T so as to improve the visual quality of image
Simulations are carried out on Lena, Barbara and Peppers images to deter-
mine the optimal value of T . The value of T is modied from 0:925 (xed
value) to a range of 0:1 to 1:0.
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 All the local estimates obtained in previous step are averaged using adaptive
weights that depend upon on their local variances and size of the correspond-
ing adaptive-shape regions.
 The global estimates are used as reference to perform Wiener ltering in
SA-DCT domain and local Weiner estimates are obtained.
 All the local Wiener estimates are averaged together using adaptive weights
that depend on the size of the corresponding adaptive-shape regions.
2.6.1 Simulation Results for Gray-scale Images
Three quantization tables usually called Q1, Q2 and Q3 have been used by
many researchers [125] in order to simulate various types of BDCT compression.
These tables are given for reference.
Table 2.11: Quantization Table Q1
50 60 70 70 90 120 255 255
60 60 70 96 30 255 255 255
70 70 80 120 200 255 255 255
70 96 120 140 255 255 255 255
90 130 200 145 255 255 255 255
120 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
Table 2.12: Quantization Table Q2
86 59 54 86 129 216 255 255
64 64 75 102 140 255 255 255
75 70 86 129 216 255 255 255
75 91 118 156 255 255 255 255
97 118 199 255 255 255 255 255
129 189 255 255 255 255 255 255
255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
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Table 2.13: Quantization Table Q3
110 130 150 192 255 255 255 255
130 150 192 255 255 255 255 255
150 192 255 255 255 255 255 255
192 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
129 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
Table 2.14: Performance of deblocking algorithm for various values of threshold
for quantization Table Q1 on test image Lena
T PSNR(dB) VIFP MSSIM UQI
0.1000 31.75 0.8549 1.0000 0.5734
0.2000 31.83 0.8541 1.0000 0.5759
0.3000 31.91 0.8529 1.0000 0.5780
0.4000 31.99 0.8512 1.0000 0.5791
0.5000 32.06 0.8493 1.0000 0.5789
0.6000 32.10 0.8470 1.0000 0.5776
0.7000 32.12 0.8443 1.0000 0.5756
0.8000 32.13 0.8411 1.0000 0.5732
0.9000 32.12 0.8377 1.0000 0.5705
0.9250 32.12 0.8368 1.0000 0.5698
1.0000 32.10 0.8341 1.0000 0.5677
The values of the standard deviation  corresponding to these three tables
calculated using (2.5) are 12:62, 13:21, and 22:73, respectively. In terms of image
degradation, they correspond to a medium to high compression level, similar to
what is obtained using JPEG with Q = 11(Q1), Q = 9(Q2), or Q = 5(Q3).
Lena, Barbara and Peppers images of size 512512 are used for comparison of
modied point-wise SA-DCT algorithm against the original point-wise SA-DCT
algorithm [113]. Table 2.14, Table 2.15 and Table 2.16 present the results for
deblocking from BDCT quantization performed using these specic quantization
tables for test image Lena. The value of T is varied from 0:1 to 1:0. The results
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Table 2.15: Performance of deblocking algorithm for various values of T for quan-
tization Table Q2 on test image Lena
T PSNR(dB) VIFP MSSIM UQI
0.1000 31.75 0.8496 1.0000 0.5463
0.2000 31.83 0.8488 1.0000 0.5498
0.3000 31.14 0.8474 1.0000 0.5531
0.4000 31.22 0.8457 1.0000 0.5557
0.5000 31.30 0.8437 1.0000 0.5574
0.6000 31.39 0.8413 1.0000 0.5577
0.7000 31.45 0.8385 1.0000 0.5569
0.8000 31.50 0.8353 1.0000 0.5551
0.9000 31.54 0.8318 1.0000 0.5527
0.9250 31.55 0.8308 1.0000 0.5521
1.0000 31.55 0.8341 1.0000 0.5501
Table 2.16: Performance of deblocking algorithm for various values of T for quan-
tization Table Q3 on test image Lena
T PSNR(dB) VIFP MSSIM UQI
0.1000 28.61 0.8496 1.0000 0.7395
0.2000 28.71 0.8488 1.0000 0.7380
0.3000 28.82 0.8474 1.0000 0.7357
0.4000 28.91 0.8457 1.0000 0.7327
0.5000 28.98 0.8437 1.0000 0.7291
0.6000 29.02 0.8413 1.0000 0.7248
0.7000 29.04 0.8385 1.0000 0.7200
0.8000 29.04 0.8353 1.0000 0.7148
0.9000 29.03 0.8318 1.0000 0.7093
0.9250 29.03 0.8308 1.0000 0.7079
1.0000 26.01 0.8281 1.0000 0.7039
obtained are compared with the point-wise SA-DCT algorithm as reported in [113]
which uses T = 0:925. A variation of around 0:37dB is observed in all three cases.
The value of VIFP decreases as the value of T is increased, whereas the value of
MSSIM remains constant. A uctuation in UQI is observed for all three cases.
For Table 2.14, the value of UQI increases as T is varied from 0:1 to 0:5; and then
starts decreasing. So the value of T should be chosen between 0:1 to 0:5. Further
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Table 2.17: Optimal value of T for modication of universal threshold
Lena
Quantization
Table
T PSNR VIFP UQI
Q1 0.3980 31.99 0.8513 0.5791
Q2 0.5800 31.50 0.8418 0.5578
Q3 0.5201 28.99 0.7283 0.5646
Barbara
Q1 0.4600 26.64 0.7123 0.6191
Q2 0.6101 26.36 0.6976 0.5973
Q3 0.6400 25.10 0.5514 0.4929
Peppers
Q1 0.5 31.84 0.8739 0.5536
Q2 0.64 31.33 0.8701 0.5401
Q3 0.7000 29.07 0.7817 0.4687
investigation reveals that the optimal value of T is 0:3980. Similarly, the optimal
values of T are found for other quantization tables and images and the results are
reported in Table 2.17.
2.6.2 Simulation Results for Color Images
For color image compression, an image rst undergoes RGB to YUV color
transformation, which decomposes the image into in one luminance and two chromi-
nance channels and then process the resulting three channels separately. Accord-
ing to the modeling in the previous section, it is assumed that the original image
f(x; y) = [fR; fB; fG] in the RGB color space is represented, after BDCT quanti-
zation in YUV space as
C = fC + C ; C = fY; U; V g (2.7)
where, fY ; fU ; fV are luminance and chrominance channels of f(x; y) and Y ; U ; V
are the corresponding channels after quantization in BDCT domain, and  =
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Table 2.18: Optimal value of T for dierent quality factors of JPEG compressed
color images
Quality Lena Peppers Baboon
4 1.9 1.9 0.985
6 1.2 1.4 0.905
8 0.985 1.4 0.9
10 0.965 1.4 0.895
15 0.94 1.4 0.935
20 0.905 1.4 0.925
25 0.925 1.4 0.928
30 0.804 1.4 0.685
40 0.784 1.4 0.625
50 0.784 1.4 0.555
75 0.784 0.925 0.355
[Y ; U ; V ] is independent Gaussian noise, C  N (0; 2C)
The estimate of the variances 2Y ; 
2
U and 
2
V from the corresponding quantization
tables for the luminance and chrominance channels is done using (2.5). However,
as the chrominance channels are down sampled, the estimated variances for the
chrominances need to be further multiplied by 2, in order to take into account for
the coarser sampling.
Ideally, the Y, U, and V channels are considered as independent. Therefore,
the common approach is to lter the three channels separately and independently
one from the other.
However, when considering natural images, the dierent color channels typ-
ically share some common features which are inherited from the structures and
from the objects depicted in the original image. In particular, it can be observed
that along the objects' boundaries all color channels of the original image usually
exhibit some simultaneous discontinuities or sharp transitions.
This kind of structural correlation is exploited by imposing that the three
transforms supports which are used for the ltering of the Y, U, and V channels at
a particular location have the same adaptive shape. The adaptive neighborhoods
60
2.6 Deblocking of Gray-scale and Color Images in DCT based Compression [ P8,
P9, P10]
dened by the anisotropic LPA-ICI for the Y channel are used by all the three
channels, because it is in the luminance that the structural information is usually
better preserved after compression.
Such a constraint is imposed so that whenever some structure is detected, it
is taken into account and thus preserved for the ltering of all three channels.
Table 2.19: CPSNR (dB) results for deblocking of JPEG-Compressed Color Im-
ages showing the comparison of the point-wise SA-DCT method [85] and our
Proposed Modied point-wise SA-DCT method.
Quality
Lena Peppers Baboon
JPEG SA-DCT
Modied
SA-DCT
JPEG SA-DCT
Modied
SA-DCT
JPEG SA-DCT
Modied
SA-DCT
4 23.34 24.79 24.93 22.32 23.77 23.96 19.28 19.99 20.01
6 25.52 27.09 27.13 23.99 25.53 25.62 20.38 21.05 21.06
8 26.64 28.16 28.17 24.99 26.39 26.45 21.12 21.70 21.72
10 27.53 29.05 29.07 25.77 27.10 27.13 21.63 22.13 22.13
15 28.97 30.32 30.33 26.88 27.98 28.01 22.49 22.87 22.88
20 29.83 30.99 30.99 28.04 28.89 28.92 23.5 23.37 23.37
25 30.44 31.45 31.45 28.04 28.89 28.99 23.50 23.75 23.76
30 30.91 31.78 31.79 28.4 29.13 29.19 23.85 24.06 24.07
40 31.54 32.25 32.26 28.83 29.45 29.46 24.40 24.56 24.58
50 32.02 32.62 32.63 29.25 29.81 29.83 24.85 24.96 24.99
75 33.21 33.56 33.58 30.29 30.66 30.66 26.21 26.25 26.28
The point-wise SA-DCT algorithm is also used for JPEG compressed color
images, from very high Q = 4 to very low Q = 50 compression levels. For
the simulations in color domain, the baseline IJG JPEG implementation is used.
Extensive simulations are carried out on color images of Lena, Peppers and Baboon
of size 512512 for various quality to determine the optimal value of T for universal
threshold. The value of T is varied between 0:1 to1:9 for JPEG quality of Q = 4
to Q = 75. The values of T for the three test images and dierent quality factors
are reported in Table 2.18. For dierent quality factors the optimal value of T
is dierent. The results for CPSNR corresponding to the optimal T are reported
in Table 2.19. It is observed that the improvement in point-wise SA-DCT is
signicant especially for very high and moderate compression levels as compared
to JPEG. Thus, the proposed method of selecting the optimal value of T improves
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the visual quality of the image.
2.7 Conclusion
In this chapter, various basic lossy and lossless image compression schemes
are discussed. The compression performances of DCT based scheme, SPIHT and
SOFM based vector quantization are evaluated in terms of the distortion metrics:
PSNR (dB), VIFP, MSSIM and UQI. Lossless scheme, CALIC is also discussed,
analysed and simulated and its compression performance is examined. These
schemes will be employed in our work for development of ecient hybrid compres-
sion algorithms.
Since BDCT is usually employed in many real-time image and video compression
systems (encoders) that yield unwanted blocking artifacts, we have developed a
modied point-wise SA-DCT algorithm that yields promising results in smoothing
and deblocking. Such schemes are expected to be used along with decoders in the
receivers for obtaining better visual performance.
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Chapter 3
Development of Hybrid Image
Compression Scheme using
SPIHT and SOFM based Vector
Quantization
3.1 Introduction
Preview
Many methods of embedded image compression are proposed in literature but
the basic idea arises from embedded zero tree wavelet (EZW) algorithm [64].
SPIHT [57] is one of the embedded image compression algorithm that achives
equal to or better performance of EZW without using arithmetic coding. The re-
duction in complexity from eliminating the arithmetic encoder is signicant. There-
fore, SPIHT is used frequently as a benchmark for performance in evaluation of
the state-of-the-art image compression algorithms. Vector quantization [8] is also
known to be an ecient method for data compression.The performance of a vec-
tor quantizer depends on two factors, the quality of the codebook and the time
required for codebook searching at the encoding stage. The self-organizing feature
map (SOFM) introduced by Kohonen [127] can be used for constructing a good
quality codebook. This chapter discusses our proposed hybrid algorithm which
combines SPIHT and SOFM based vector quantization for image compression.
3.1 Introduction
Wavelets oer an elegant technique for representing the details present in an
image. When an image is decomposed using wavelets, the high pass components
carry less information. The possibility of elimination of high-pass components
gives higher compression ratio in case of wavelet based image compression.
SPIHT is a method of coding and decoding the wavelet transform of an im-
age. By coding and transmitting information about the wavelet coecients, it is
possible for a decoder to perform an inverse transformation on the wavelet and
reconstruct the original image. The entire wavelet coecient does not need to
be transmitted in order to recover the image. Instead, when the decoder receives
more information about the original wavelet transform, the inverse-transformation
will yield a better quality reconstruction of the original image. SPIHT generates
excellent image quality and performance due to several properties of the coding
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algorithm. The properties are in partial ordering by coecient value, taking ad-
vantage of redundancies between dierent wavelet scales and transmitting data in
bit-plane order following a wavelet transformation. The SPIHT algorithm does
not need any data training, supports the multi-coding rate, and has higher signal-
to-noise ratio and better quality of the recovered image [57].
Vector Quantization [119, 120] is a clustering technique by which an input
space is divided into a number of distinct regions and for each region a recon-
struction vector is dened. Self Organizing Feature Maps have been extensively
applied to vector quantization [52, 121] to solve the main problem associated to
the classical VQ techniques, which are rather sensitive to codeword errors. Due to
the capability of Self Organizing Maps to form ordered topological feature maps,
the SOFM's weight vectors are spatially ordered in an array such that the neigh-
boring vectors in the map are more alike than the more distant ones resulting in
optimal codebook and partition-design. The fundamental concept of VQ (referred
to as memoryless VQ) exploits the statistical redundancy between pixels within
the same vector to reduce the bit-rate [122].
A SOFM consists of a two layer network as shown in Figure 2.10. The weights
of neurons are initialised to some random values. Then the network is fed with
large number of training vectors. For a training sample, the Euclidean distance
measure with all the weight vectors is computed. The neuron with weight vector
closest to the input vector is called the winning vector. Then, all the weight
vectors are updated using the weight updation rule given by (2.3). This process is
repeated for each training vector till convergence is achieved. After the training
is over, a set of all the nal code vectors is called SOFM code-book. The main
interesting properties of SOFM are [123]:
 Self-organizing algorithm: It does not need to classify the training data
(unsupervised learning);
 Ability to form ordered topological feature maps [131];
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 Quantization is performed in the gray-level (spatial domain).
3.2 Hybrid Coding Scheme for Eectual Image
Compression, SPIHT-VQ [P1,P3]
The proposed hybrid scheme integrates two classes of image compression schemes:
transform based image coding and vector quantization. The two schemes inte-
grated in the proposed hybrid scheme are:
 Wavelet transform-based SPHIT coding scheme;
 SOFM based Vector Quantization.
The positive aspects of both the schemes are exploited in the design of the
proposed hybrid scheme. The block diagram of the encoder and decoder involved
in the proposed hybrid coding scheme are depicted in Figure 3.1 and Figure 3.2
respectively.
Wavelet
Transform
SPIHT
Encodng
Codebook  Generation
using
SOFM
Encoding Based on
Codebook
Original
Image
Encoded
Bit stream
Compressed
Image
Figure 3.1: Block Diagram of Proposed Encoder
The input to the proposed coding scheme is a dyadic square (2n  2n) image.
First, the input image is subjected to transform-based SPIHT encoding. Primarily,
SPIHT is a wavelet-based image compression coder; wavelet transform has been
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Decoding Based on
Codebook
SPIHT
Decoding
Inverse
Wavelet
Transform
Decompressed
Image
Compressed
Image
Figure 3.2: Block Diagram of Proposed Decoder
made use of for image decomposition. The SPIHT coder encodes the decomposed
image to a bit stream. Subsequently, the bit stream obtained from the SPIHT
coder is fed to the SOFM based VQ coding for further compression. In the rst
phase, the SOFM generates a codebook based on the bit stream resulted from the
SPIHT coder. In the second phase, SOFM produces an encoded data based on
the codebook generated. The vector quantizer used here is as described in [52].
This vector quantizer uses the generic code book as described in Chapter 2. The
code book is used for encoding the SPIHT bit stream output using the following
steps.
1. The input bit stream to vector quantizer is divided into blocks.
2. The blocks are provided to the SOFM.
3. Inner neuron is selected as the neuron having the minimum Euclidean dis-
tance.
4. The index of the winner neuron for each input block is stored.
5. The set of indices of all the winner neurons for the blocks and the corre-
sponding codebook forms the compressed form of the data.
The image can be reconstructed from the encoded data by applying the linear
combination of the processes involved in the encoder.
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3.3 Selection of Wavelet for SPIHT and SOFM
based Vector Quantization
Wavelet transform [132{134, 137], due to its localization property, has become
an indispensable signal and image processing tool for variety of applications, in-
cluding compression and denoising [138{140, 143]. A wavelet is a mathematical
function used to decompose a given function or continuous time signal into dif-
ferent frequency components and study each component with a resolution that
matches its scale. The wavelets are scaled and translated copies (known as daugh-
ter wavelets) of a nite-length or fast decaying oscillating waveform known as
mother wavelet or basis function.
Wavelet transforms are classied into continuous wavelet transform (CWT) and
discrete wavelet transform (DWT). The continuous wavelet transform [3, 11{
13, 144, 145] has received signicant attention for its ability to perform a time
scale analysis of analog signals. On the other hand, DWT is an implementation of
wavelet transform using a set of discrete wavelet scales and translations obeying
some denite rules. In DWT the image is decomposed using discrete set of wavelet
coecients using an orthogonal set of basis functions. Integer wavelet transform
(IWT)and DWT are popular in the eld of compression. IWT leads to much
larger degradation than DWT, due its large quantization error [147].
The construction of the majority of useful wavelet bases is a consequence of the
design of some 2 periodic functions called wavelet lters by the signal processing
community. Any wavelet lter with nite or innite length is a nite impulse
response (FIR) or innite impulse response (IIR) lter, respectively. The prop-
erties of wavelets that suit image compression are compact support, symmetry,
orthogonality, regularity and degree of smoothness. Compact support leads to ef-
cient implementation. Symmetry property helps in avoiding dephasing in image
processing. Orthogonality allows fast implementation of algorithm. Regularity
and degree of smoothness properties are related to lter order and length [126].
68
3.3 Selection of Wavelet for SPIHT and SOFM based Vector Quantization
Higher order lters have a good frequency localization. But, blurring of image
takes place due to high degree of smoothness. There are more vanishing moments
with higher order lters and more energy compaction. Lower order lters have
good time localization, preserve edge information, have less energy compaction
and demonstrate more blockiness. Smooth functions are preferred for wavelets
used in image compression. Complexity of DWT increases with increase in lter
length [27]. Hence, in image compression applications, balance of lter length,
degree of smoothness and computational complexity is required.
Many wavelet families are proposed in literature. The rst set of orthogonal
basis functions is developed by Harr in 1910 [148]. Then several orthogonal and or-
thonormal basis functions have been reported in literature. Stromberg developed
the rst orthonormal basis which has exponential decay in time and frequency in
1982 [151]. In 1985, Meyer constructed the bases that are compactly supported in
frequency domain [152]. Lemarie has constructed a wavelet basis with bounded
regularity and exponential decay [153]. The DWT can be implemented by pass-
ing the signal through a combination of low-pass and high-pass lters and down
sampling by a factor of two to obtain a single level of decomposition. Multiple
levels of the wavelet transform are performed by repeating the ltering and down
sampling operation on low-pass branch outputs. The coecients of orthogonal
lters are real numbers. The lters are of the same length and are not symmetric.
The low pass lter, G0 and the high pass lter, H0 are related to each other by
H0(z) = z
 NG0(z 1). The two lters are alternated ip of each other. The al-
ternating ip automatically gives double-shift orthogonality between the low pass
and high pass lters, i.e., the scalar product of the lters, for a shift by two is zero.
X
G(k)H(k   2l) = 0 (3.1)
where (k; l "Z).
Filters that satisfy (3.1) are known as Conjugate Mirror Filters (CMF). Perfect
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reconstruction is possible with alternating ip. Also, for perfect reconstruction,
the synthesis lters are identical to the analysis lters except for a time reversal.
Orthogonal lters oer a high number of vanishing moments. This property is
useful in many signal and image processing applications. They have regular struc-
ture which leads to easy implementation and scalable architecture.
In the case of the bi-orthogonal wavelet lters, the low-pass and the high-pass
lters do not have the same length. The low-pass lter is always symmetric, while
the high pass lter could either be symmetric or anti-symmetric. The coecients
of the lters are either real numbers or integers. For perfect reconstruction, bi-
orthogonal lter bank has all odd length or all even length lters. The two analysis
lters can be symmetric with odd length or one symmetric and the other anti sym-
metric with even length. Also, the two sets of analysis and synthesis lters must
be dual. The linear phase bi-orthogonal lters are the most popular lters for
data compression applications. Each wavelet family is characterised by by an in-
teger N that denotes the lter order. Daubechies wavelets are denoted by dbN
and are tested for lter order of 1 to 44. Coiet wavelet is denoted by CoifN and
is tested for lter order of 1 to 5. Biorthogonal wavelets use lters of similar or
dissimilar order for decomposition and reconstruction. Nd denotes decomposition
lter, Nr denotes reconstruction lter and the biorthogonal wavelets are denoted
by biorNrNd.
Among the many available wavelets, choice of wavelet is crucial for coding
performance in image compression. The wavelet function chosen should be ad-
justed to spectral activity in the images. The compression performance for images
with high spectral activity is fairly insensitive to choice of compression scheme
whereas coding performance for the images having moderate spectral activity is
more sensitive to the choice of compression scheme [27]. Therefore, to select an op-
timal wavelet basis function, it is required to select the test images with moderate
spectral activity. For the purpose of analysis, the commonly used Harr wavelet
(also called db1), Daubechies wavelet, bi-orthogonal wavelets and Coi-ets are
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considered. These wavelets are tested on the test image Lena that exhibits mod-
erate spectral activity. This is based on the objective picture quality measures:
PSNR(dB), VIFP, MSSIM and UQI. Simulations are carried out on the test im-
(a) (b)
Figure 3.3: Visual quality comparison of decompressed Lena image using dierent
wavelets at a bit rate of 0:0625 bpp (a)bior4.4, PSNR = 22.28dB, VIFP =0.4945
(b) db1, PSNR = 29.36dB, VIFP = 0.3957
age Lena with dierent wavelets keeping the target bit rate of 0:25 bpp for SPIHT
coder. The bit stream output of SPIHT is further compressed by the vector quan-
tizer and the overall compression ratio is 0:0625 bpp. The results are tabulated
in Table 3.1. All the wavelets use a target bit rate of 0:25 bpp so that overall
compression ratio at hte output of the vector quantizer is 0:0625 bpp.
It is observed that the wavelet functions: bior1.5, bior1.3, bior1.1 and db1 perform
better in terms of PSNR. The wavelet functions db1 and bior1.1 are the best in
terms of PSNR performance with a value of 29.36 dB. But the performance of
these wavelets in terms of other quality metrics, VIFP, MSSIM and UQI is poor
as compared to bior4.4 wavelet. It is observed that bior4.4 wavelet performs bet-
ter than all the other wavelets in terms of VIFP, MSSIM, and UQI although its
PSNR performance is only 22:28 dB. Figure 3.3(a) and (b) give the visual quality
of image Lena for wavelets bior4.4 and db1. It is observed that although db1 has
good PSNR performance, there is lot of blocking artifact visibility in the image
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of Figure 3.3(b) as compared to Figure 3.3(a). This degradation is more severe
at still lower bit rates. Hence bior4.4 wavelet is used to evaluate the proposed
scheme SPIHT-VQ. The visual quality for all the wavelets is shown in Figure 3.8.
The wavelet function bior3.1 performs poorly in in terms of all the metrics.
(a) (b)
(c) (d)
Figure 3.4: Visual quality comparison of decompressed Lena image using dierent
wavelets at a bit rate of 0:0625 bpp (a)bior6.8 (b) bior5.5 (c) bior4.4 (d) bior3.9
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(e) (f)
(g) (h)
Figure 3.5: Visual quality comparison of decompressed Lena image using dierent
wavelets at a bit rate of 0:0625 bpp (e) bior3.7 (f)bior3.5 (g) bior3.3 (h) bior3.1
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(i) (j)
(k) (l)
Figure 3.6: Visual quality comparison of decompressed Lena image using dierent
wavelets at a bit rate of 0:0625 bpp (i) bior2.8 (j) bior2.6 (k) bior2.4 (l) bior2.2
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(m) (n)
(o) (p)
Figure 3.7: Visual quality comparison of decompressed Lena image using dierent
wavelets at a bit rate of 0:0625 bpp (m) bior1.5 (n) bior1.3 (o) bior1.1 (p) db1
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(q) (r)
(s)
Figure 3.8: Visual quality comparison of decompressed Lena image using dierent
wavelets at a bit rate of 0:0625 bpp (q) db2 (r) coiet1 (s) symlet2
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Table 3.1: Rate Distortion Performance of Dierent Wavelets tested on test image
Lena at bit rate of 0.0625bpp
Wavelet PSNR(dB) VIFP MSSIM UQI
bior6.8 22.08 0.4909 0.8478 0.5703
bior5.5 20.67 0.4519 0.8304 0.5446
bior4.4 22.28 0.4945 0.8473 0.5681
bior3.9 21.31 0.4353 0.8358 0.5661
bior3.7 20.85 0.4350 0.8307 0.5622
bior3.5 19.83 0.4300 0.8187 0.5541
bior3.3 17.27 0.4071 0.7993 0.5225
bior3.1 13.42 0.2135 0.2449 0.1012
bior2.8 22.07 0.4695 0.8406 0.5568
bior2.6 22.19 0.4759 0.8425 0.5583
bior2.4 22.37 0.4778 0.8434 0.5602
bior2.2 22.79 0.4840 0.8445 0.5619
bior1.5 27.59 0.3539 0.7853 0.4843
bior1.3 28.53 0.3694 0.7954 0.4670
bior1.1 29.36 0.3957 0.7992 0.4670
dB1
(Haar)
29.36 0.3957 0.7992 0.4670
dB2 20.49 0.4274 0.8119 0.5077
coiet1 22.92 0.4547 0.8292 0.5348
symlet2 20.49 0.4274 0.8119 0.5077
3.4 Coding Performance of SPIHT-VQ
The coding performance of SPIHT-VQ is tested for three dierent vector quan-
tizers, VQ1, VQ2 and VQ3 mentioned in Chapter 2. The bit-rate for the hybrid
scheme is varied from 0:0156 bpp to 0:5 bpp and the results are summarised in
the tables: Table 3.2 through Table 3.5. The bold gures in the table indicate the
better performance of SPIHT-VQ2.
The SPIHT-VQ scheme cascades two lossy compression schemes. The objective
is to improve the compression ratio while maintaining the visual quality of the
image. It is observed from Table 3.2 that variation in PSNR values is around
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Table 3.2: Coding Performance of the proposed scheme SPIHT-VQ in terms of
PSNR(dB)
Lena
bpp 0.0156 0.0313 0.0625 0.125 0.25 0.5
SPIHT-VQ1 19.80 20.44 21.22 21.84 22.27 22.53
SPIHT-VQ2 21.18 21.80 22.23 22.49 22.84 23.15
SPIHT-VQ3 20.43 21.22 21.85 22.28 22.53 22.68
Barbara
SPIHT-VQ1 17.78 18.40 18.97 19.40 20.15 20.81
SPIHT-VQ2 18.97 19.40 20.15 20.81 21.32 21.96
SPIHT-VQ3 18.40 18.98 19.40 20.16 20.82 21.25
Peppers
SPIHT-VQ1 18.04 18.82 19.42 19.91 20.17 20.3
SPIHT-VQ2 19.42 19.90 20.16 20.30 20.37 20.86
SPIHT-VQ3 18.82 19.42 19.91 20.17 20.30 20.37
Baboon
SPIHT-VQ1 18.64 18.92 19.42 20.05 21.00 22.38
SPIHT-VQ2 19.41 20.05 21.00 22.38 24.16 25.35
SPIHT-VQ3 18.92 19.42 20.05 21.00 22.38 24.17
Table 3.3: Coding Performance of the proposed scheme SPIHT-VQ in terms of
Visual Information Fidelity(VIFP)
Lena
bpp 0.0156 0.0313 0.0625 0.125 0.25 0.5
SPIHT-VQ1 0.1531 0.2037 0.2648 0.3469 0.4361 0.5374
SPIHT-VQ2 0.2641 0.3471 0.4361 0.5374 0.6532 0.6618
SPIHT-VQ3 0.2469 0.3222 0.4065 0.4945 0.5875 0.6693
Barbara
SPIHT-VQ1 0.1211 0.1647 0.2028 0.2544 0.3250 0.4389
SPIHT-VQ2 0.2027 0.2544 0.3250 0.4389 0.5943 0.6165
SPIHT-VQ3 0.2262 0.2571 0.3137 0.3728 0.4789 0.6055
Peppers
SPIHT-VQ1 0.1476 0.1937 0.2528 0.3216 0.4025 0.4851
SPIHT-VQ2 0.2525 0.3266 0.4025 0.4851 0.5717 0.5960
SPIHT-VQ3 0.2446 0.3042 0.3770 0.4601 0.5394 0.5890
Baboon
SPIHT-VQ1 0.1783 0.2038 0.2377 0.2956 0.3970 0.4905
SPIHT-VQ2 0.0879 0.1300 0.1765 0.2671 0.3988 0.4998
SPIHT-VQ3 0.1432 0.1438 0.1923 0.2358 0.3214 0.4140
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Table 3.4: Coding Performance of the proposed scheme SPIHT-VQ in terms of
Mean Structural Similarity Index Measure (MSSIM)
Lena
bpp 0.0156 0.0313 0.0625 0.125 0.25 0.5
SPIHT-VQ1 0.4310 0.4757 0.5359 0.5918 0.6406 0.6791
SPIHT-VQ2 0.7374 0.7966 0.8473 0.8907 0.9202 0.9300
SPIHT-VQ3 0.6856 0.7380 0.7966 0.8473 0.8907 0.9262
Barbara
SPIHT-VQ1 0.3212 0.3686 0.4127 0.4577 0.5372 0.6242
SPIHT-VQ2 0.5732 0.6355 0.7350 0.8373 0.9114 0.9423
SPIHT-VQ3 0.5198 0.5732 0.6335 0.7350 0.8373 0.9114
Peppers
SPIHT-VQ1 0.4093 0.4544 0.4997 0.5411 0.5762 0.6019
SPIHT-VQ2 0.7066 0.7508 0.7910 0.8255 0.8905 0.9125
SPIHT-VQ3 0.6596 0.7066 0.7508 0.7910 0.8225 0.8705
Baboon
SPIHT-VQ1 0.1783 0.2038 0.2377 0.2956 0.3970 0.4905
SPIHT-VQ2 0.3580 0.4284 0.5521 0.6857 0.7864 0.8875
SPIHT-VQ3 0.3091 0.3580 0.4284 0.5521 0.6857 0.7864
3:35 dB for image Lena, 3 dB for image Barbara, 1:5 dB for image Peppers, and
5 dB for image Baboon. These values of PSNR are small as compared to those
mentioned in the tables: Table 2.4 through Table 2.7 in Chapter 2.
Figure 3.9 gives the graphical representation of PSNR with bit rates. It is
observed that SPIHT outperforms the proposed scheme for all the test images.
But from graphs of Figure 3.10, Figure 3.11 and Figure 3.12 it is clear that our
proposed scheme has shown better performance than the existing scheme SPIHT
at the same bit rates. In terms of visual quality measures, VIFP, MSSIM and UQI
performances are better for our proposed schemes. This indicates that the visual
quality improvement is achieved by SPIHT-VQ scheme at lower bit rates although
the PSNR performance is poor. PSNR is not a good measure for similarity of
images. If there is a shift in image pixels the resulting image has a very poor
PSNR. This perceptual quality is better measured by UQI, MSSIM and VIFP
which are HVS based metrics. Out of the three SPIHT-VQ schemes proposed, the
performance of SPIHT-VQ2 scheme is better than the others.
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A bit-rate of 0:25 bpp may be good enough to preserve the required quality for
many applications as we can see from the values of MSSIM of 0:9202 and PSNR
of 22:84 dB with SPIHT. If we can tolerate a little more distortion, then we may
compromise the quality for a bit-rate of 0:125 bpp by which we obtain double the
compression.
Table 3.5: Coding Performance of the proposed scheme SPIHT-VQ in terms of
Universal Quality Index (UQI)
Lena
bpp 0.0156 0.0313 0.0625 0.125 0.25 0.5
SPIHT-VQ1 0.1567 0.2156 0.2907 0.3685 0.4380 0.5040
SPIHT-VQ2 0.3928 0.4860 0.5681 0.6494 0.7412 0.7563
SPIHT-VQ3 0.3026 0.3985 0.4857 0.5961 0.649 0.7312
Barbara
SPIHT-VQ1 0.1403 0.1978 0.2547 0.3048 0.3962 0.4960
SPIHT-VQ2 0.3623 0.4376 0.5567 0.6804 0.7864 0.8125
SPIHT-VQ3 0.2865 0.3623 0.4376 0.5567 0.6804 0.7865
Peppers
SPIHT-VQ1 0.1332 0.1870 0.2487 0.2984 0.3499 0.3938
SPIHT-VQ2 0.3842 0.4518 0.5176 0.5815 0.7009 0.7245
SPIHT-VQ3 0.3024 0.3862 0.4518 0.5179 0.5815 0.7009
Baboon
SPIHT-VQ1 0.0678 0.1004 0.1386 0.2075 0.2976 0.4145
SPIHT-VQ2 0.2123 0.3084 0.4498 0.6125 0.7864 0.7989
SPIHT-VQ3 0.1487 0.2123 0.3084 0.4498 0.6125 0.7864
We observe that a bit-rate of 0:125 bpp yields slightly less promising qual-
ity in terms of PSNR, VIFP, MSSIM and UQI. So, we may draw the following
conclusions.
1. SPIHT-VQ2 is the best among all the three proposed schemes.
2. A bit-rate of 0:25 bpp (CR = 32) is good enough to preserve the image
details with quite less distortion.
3. A bit-rate of 0:125 bpp (CR = 64) may be accepted if we tolerate little more
distortion.
80
3.4 Coding Performance of SPIHT-VQ
0 0.1 0.2 0.3 0.4 0.5
18
20
22
24
26
28
30
32
34
36
38
bpp −−−>
P
S
N
R
(d
B)
−−
−>
 
 
SPIHT
SPIHT−VQ1
SPIHT−VQ2
SPIHT−VQ3
0 0.1 0.2 0.3 0.4 0.5
16
18
20
22
24
26
28
30
32
bpp −−−>
P
S
N
R
(d
B)
−−
−>
 
 
SPIHT
SPIHT−VQ1
SPIHT−VQ2
SPIHT−VQ3
(a) (b)
0 0.1 0.2 0.3 0.4 0.5
18
20
22
24
26
28
30
32
34
36
bpp −−−>
P
S
N
R
(d
B)
−−
−>
 
 
SPIHT
SPIHT−VQ1
SPIHT−VQ2
SPIHT−VQ3
0 0.1 0.2 0.3 0.4 0.5
18
19
20
21
22
23
24
25
26
bpp −−−>
P
S
N
R
(d
B)
−−
−>
 
 
SPIHT
SPIHT−VQ1
SPIHT−VQ2
SPIHT−VQ3
(c) (d)
Figure 3.9: Rate distortion performance of the proposed scheme in terms of
PSNR(dB)(a)Lena,(b) Barbara,(c) Peppers,(d) Baboon
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Figure 3.10: Rate distortion performance of the proposed scheme in terms of
VIFP(a)Lena,(b) Barbara,(c) Peppers,(d) Baboon
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Figure 3.11: Rate distortion performance of the proposed scheme in terms of
MSSIM (a)Lena,(b) Barbara,(c) Peppers,(d) Baboon
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Figure 3.12: Rate distortion performance of the proposed scheme in terms of
PSNR(dB)(a)Lena,(b) Barbara,(c) Peppers,(d) Baboon
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3.5 Improved Hybrid Coding Scheme for Eec-
tual Image Compression using Human Vi-
sual Characteristics [P2]
The application of a human vision system (HVS) model to image compression
is a recent research area [128, 129]. From the observations of a person's visual phe-
nomena and the research of physiological and psychological vision, the eect of
vision masking has been discovered. The full use of the eect of vision masking in
the image coding process permits a bigger actual distortion under the same condi-
tion in the subjective sensation distortion. Lower bit-rates may be obtained while
maintaining the subjective quality of the image unchanged if HVS is employed in
association with an image compression algorithm. The various observations on
HVS are:
1. Human vision is very sensitive to information distortion of the image fringe
area;
2. Human vision is quite sensitive to information distortion of the image smooth
area;
3. Human vision is insensitive to information distortion of the image texture
area.
The sensitivity of a person's eye to the area which are fringe area, smooth area
and texture area in the image is dierent. It means that there are dierences in
the importance of image information among the three kinds of dierent regions
from image coding aspect.
Attempting to compress an image as a whole would not yield optimal results.
Hence, the proposed scheme rst divides the image into a plurality of blocks of
size n  n. This allows the algorithm to exploit the fact that similar regions
tend to appear together in small parts of an image. Dierent sensitivities suggest
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that dierent perceptual weights should be assigned to dierent blocks of the
image [128]. For this purpose, image blocks are classied as edge block, smooth
block and textured block on basis of entropy and variance. The entropy value of
smooth block is smaller than the edge and textured block. Variance of at areas
should be very low.
Classication of blocks
The image is divided into square blocks. The values of entropy and variance for
each block of image is calculated using equations.
Using the calculated values of entropy, calculate minimum and maximum val-
ues of the entropy as eminand emax, and minimum and maximum values of the
entropy as varminand varmax
Now calculate
medianentropy = (emax   emin)=2
if
medianentropy < individualentropyvalue
the block is SMOOTH BLOCK.
Otherwise
calculatemedianvariance = (varmax   varmin)=2
if
individualvariance < medianvariance
the block is EDGE BLOCK.
elseif
individualvariance > medianvariance
the block is TEXTURE BLOCK.
The block diagram of the proposed HVS based SPIHT-VQ (HSPIHT-VQ)
scheme is shown in Figure 3.13. For incorporating HVS, the changes are there
only in the encoder side. The decoder remains same as shown in Figure 3.2.
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Figure 3.13: HVS based SPIHT-VQ image coder
Table 3.6: Performance of HVS based SPIHT-VQ (HSPIHT-VQ) using SPIHT-
VQ2 for Lena image
bpp PSNR VIFP MSSIM UQI
0.0156 21.38 0.2666 0.7388 0.3058
0.0313 21.99 0.4415 0.7989 0.4001
0.0625 22.50 0.4477 0.8497 0.5047
0.125 22.53 0.5952 0.8927 0.6018
0.25 22.93 0.6555 0.9249 0.6535
0.5 23.47 0.6641 0.9361 0.7368
Table 3.7: Performance of HVS based SPIHT-VQ (HSPIHT-VQ) using SPIHT-
VQ2 for Barbara image
bpp PSNR VIFP MSSIM UQI
0.0156 19.16 0.2052 0.5764 0.2913
0.0313 19.71 0.3304 0.6371 0.3464
0.0625 20.54 0.3550 0.7540 0.4400
0.125 21.10 0.4967 0.8430 0.5587
0.25 21.55 0.6011 0.9159 0.6851
0.5 22.14 0.6188 0.9479 0.7926
To evaluate the performance of the proposed HVS based hybrid image coding
algorithm, experiments are conducted on Lena and Barbara images. Lena image is
a smooth image while Barbara image a is texture-image. It is observed from previ-
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Figure 3.14: Rate distortion performance of the scheme HSPIHT-VQ in terms of
PSNR (dB)(a)Lena (b) Barbara
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Figure 3.15: Rate distortion performance of the scheme HSPIHT-VQ in terms of
VIFP (a)Lena (b) Barbara
ous section that SPIHT-VQ2 performs better than SPIHT-VQ1 and SPIHT-VQ3.
Hence SPIHT-VQ2 is used for evaluating the performance. For fair comparison,
the bit-rates of SPIHT-VQ2 and HSPIHT-VQ are kept same. Table 3.6 and Ta-
ble 3.7 summarize the performance of the proposed scheme HSPIHT-VQ. The
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Figure 3.16: Rate distortion performance of the scheme HSPIHT-VQ in terms of
MSSIM (a)Lena (b) Barbara
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Figure 3.17: Rate distortion performance of the scheme HSPIHT-VQ in terms of
UQI (a)Lena (b) Barbara
graphical comparison is done in Figure 3.14 through Figure 3.17. A marginal im-
provement is observed in performance of HSPIHT-VQ over SPIHT-VQ in terms
of the quality metrics: PSNR,VIFP, and MSSIM. But it shows a signicant im-
provement in terms of UQI.
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Thus, it may be concluded that there is considerable improvement in image
quality if HVS is combined with SPIHT-VQ.
3.6 Conclusion
In this chapter, a hybrid image compression scheme based on SPIHT and
SOFM based vector quantization is developed and analyzed. The SPIHT coder is
cascaded with vector quantizer. The output of SPIHT coder is further compressed
by the vector quantizer. The vector quantizer uses a generic code book. The
eectiveness of the scheme at low bit-rate is demonstrated using image quality
parameters set specically for yielding low bit-rates. The visual quality of the
images is improved by incorporating human visual characteristics in the proposed
compression scheme.
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Chapter 4
Development of Hybrid Image
Compression Scheme using DCT
and Fractals
4.1 Introduction
Preview
Image Transform methods using orthogonal kernel functions are commonly used
in image compression. One of the most widely known image transform methods is
DCT, which is employed in JPEG compression standard. The computing devices
such as personal digital assistants, digital cameras and mobile phones require a lot
of image transmission and processing. Though various ecient compression tech-
niques have been reported, the wide range of multimedia applications demands for
further improvement in compression quality. In this chapter, a simple and ecient
DCT block based algorithm is proposed. The proposed algorithm reduces the bits
in the compressed bitstream while maintaining the rate-distortion performance of
the image.
4.1 Introduction
Two dimensional image transforms render the image data in the form that
is easily compressible. DCT based JPEG and DWT based JPEG2000 are well
known existing standards. Research still continues to get more compression with-
out much degradation in the performance. Although wavelets are capable of more
exible space-frequency resolution trade o's than DCT, DCT is still widely used
in many practical applications because of its compression performance and com-
putational advantages. In this chapter, a modied block DCT based compression
scheme incorporating the idea of self similarity borrowed from fractals is proposed.
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4.2 The proposed DCT-Fractal (DCT-F) Scheme
[P4]
4.2.1 The Compression Process
A novel image compression scheme is developed here to compress the images
combining DCT and the idea of fractal image compression. The proposed scheme
divides the input image f(x; y) into sub-images g(x; y). Each sub-image g(x; y) is
further tiled into blocks of size 8 8. The 8 8 block of data is transformed using
two dimensional DCT and the transformed values are quantized using standard
JPEG quantization table.
The entire quantized coecients of the 8  8 block are rearranged in a zig-zag
manner as shown in Figure 4.1.
Figure 4.1: Zig-Zag Arrangement of Coecients
Most of the high frequency coecients (lower right corner) become zeros after
quantization. A zig-zag scan of the matrix yielding long strings of zeros is used to
exploit the number of zeros. The current coder acts as lter and passes only the
string of non-zero coecients. A list of non-zero coecients of the blocks in the
order of their count will be obtained at the end of this process. It is repeated for
all the blocks of sub-image, g(x; y).
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The concept of self similarity is used to prevent performing repetitive com-
pression on the sub-image g(x; y). Euclidean distance is measured between the
central (range) block and the other blocks in sub image g(x; y) to determine the
similarity.
If g1(x1; y1) and g2(x2; y2) are blocks of sub-image g(x; y) then Euclidean distance
is given by
d(g1; g2) =
p
(y1   x1)2 + (y2   x2)2 (4.1)
The proposed method calculates the similarity of the bm;n block for the fractal
image compression by comparing the distance measure of the br;s block with that
of a (range block) block as depicted in Figure 4.2
where
r = m  1 : m+ 1,
s = n  1 : n+ 1,
and (r; s) 6= (m;n)
A ag is set according to the threshold, Dtsh, after the distance measure is cal-
bm-1,n-1 bm,n-1 bm+1,n-1
b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n bm,n bm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m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Figure 4.2: Range Blocks bm;n and neighboring blocks in sub-image g(x; y)
culated. The calculated distance D is compared with the threshold, Dtsh, by
IbF =
8<:1; D < Dtsh0; otherwise (4.2)
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where b and F represent the image block and the ag value of each block of the
image, respectively. Both br;s and bm;n blocks are said to be similar if the block
yields a ag value of 1, when it is compared with the bm;n block. Otherwise, the
blocks are said to be dissimilar. This is illustrated in Figure 4.3
1 0 0
1 bm,n 1
1 0 0
Figure 4.3: Flags assigned to neighboring blocks(Flag value of 1 corresponds to
domain block)
The indices of the blocks similar to the bm;n block are stored. In fractal image
compression, bm;n block is the range block and the analogous similar blocks are
domain blocks. Instead of all the similar domain blocks, only the range block
is used once the indices of range block and its corresponding domain blocks are
accumulated. The coecients of the range(central) block are compressed and sent
to encoder. The indices of the blocks that satisfy the similarity measure are sent
along with the central block. Other non similar blocks are compressed separately
and sent to the encoder. The time and memory requirements for the overall com-
pression process are decreased due to this.
All the steps mentioned above are repeated for all the sub-images obtained in the
rst step. The rst array consists of information of sub-image number and the
non-zero pixels of the central block. The second array consists of the information
of sub-image number and the index of blocks that are similar to range block in
same sub-image. The third array consists of indices of non similar blocks with
their non zero pixel values in DCT domain. All the arrays are concatenated to ob-
tain a single array. Human encoding is applied to the composite array to obtain
further compression. Thus, an array of compressed image data (x; y) is obtained.
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4.2.2 Decompression Process
The compressed data stream (x; y) is rst passed through a Human decoder
to remove lossless encoding. From the data in decompressed array, the data corre-
sponding to the rst sub-image is extracted. Using the indices and values of range
blocks the data is arranged in zigzag form for 8 8 blocks. The 8 8 blocks are
dequantized using the same quantization table. Inverse 8  8 DCT is taken on
each block. This procedure is repeated for all sub-images and the decompressed
image is obtained.
4.3 Coding Performance of DCT-F Scheme
The coding performance of the DCT-F scheme is evaluated on standard test
images: Lena and Barbara. The bit-rate for BDCT based compression scheme
is varied by varying the scale factor. The rate-distortion performance of BDCT
scheme is evaluated by varying the scale factor from 1 to 7 for all the test images
and is summarised in Table 4.1.
Table 4.1: Rate distortion performance of BDCT for various scale factors for test
image, Lena
Scale Factor bpp PSNR(dB) VIFP MSSIM UQI
1 0.9426 42.93 0.9810 0.9182 0.9992
2 0.6139 36.25 0.8928 0.8841 0.9998
3 0.4870 35.70 0.8070 0.8549 0.9996
4 0.4024 30.76 0.7261 0.8274 0.9976
5 0.3463 27.28 0.6524 0.8037 0.9880
6 0.3071 26.51 0.5997 0.7844 0.9856
7 0.2790 26.13 0.5560 0.7635 0.9830
For the proposed scheme, DCT-F, the bit-rate can be varied by changing the
scale factor and the distance threshold Dtsh. For the test image, Lena, tables:
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Table 4.2: Rate distortion performance of BDCT for various scale factors for test
image, Barbara
Scale Factor bpp PSNR(dB) VIFP MSSIM UQI
1 1.3075 34.94 0.9634 0.9287 0.9998
2 0.9128 25.29 0.8431 0.8608 0.9646
3 0.7215 25.08 0.7714 0.8113 0.9492
4 0.5973 25.18 0.7138 0.7753 0.9512
5 0.5158 25.04 0.6541 0.7324 0.9357
6 0.4468 25.02 0.6121 0.7011 0.9394
7 0.3951 24.81 0.5571 0.6543 0.8974
Table 4.3: Rate distortion performance of DCT-F scheme for various scale factors
using Dtsh = 3 and sub-image size of 3 3 for test image, Lena
Scale
Factor
bpp PSNR VIFP MSSIM UQI
1 0.9076 42.88 0.9733 0.9154 0.9992
2 0.5807 35.80 0.8630 0.8737 0.9997
3 0.4475 35.01 0.8356 0.7621 0.9993
4 0.3651 30.43 0.6719 0.8050 0.9971
5 0.3117 28.48 0.6018 0.7784 0.9869
6 0.2724 27.18 0.5436 0.7529 0.9893
7 0.2418 26.66 0.4935 0.7277 0.9926
Table 4.3 through Table 4.5 illustrate the performance of DCT-F scheme for
various scale factors and Dtsh = 3 when sub-image size is 3  3. It is observed
by comparing Table 4.1 with Table 4.3 that an additional compression of 4% and
10% is achieved at scale factors of 1 and 7 respectively. The cost of achieving
additional compression of 4% is very marginal as compared to that of achieving
10% additional compression.
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(a) (b)
Figure 4.4: Visual quality comparison of decompressed Lena image using scale
factors atDtsh = 3 (a) scale factor=1, bpp=0.9076, (b) scale factor=7, bpp=0.2418
Table 4.4: Rate distortion performance of DCT-F scheme for various scale factors
using Dtsh = 5 and sub-image size of 3 3 for test image, Lena
Scale
Factor
bpp PSNR(dB) VIFP MSSIM UQI
1 0.8857 42.76 0.9640 0.9118 0.9992
2 0.5807 35.80 0.8630 0.8737 0.9997
3 0.4475 35.01 0.8356 0.8356 0.9993
4 0.3394 30.07 0.6228 0.7813 0.9964
5 0.2847 28.13 0.5455 0.7513 0.9849
6 0.2473 27.15 0.4948 0.7270 0.9878
7 0.2187 26.44 0.4378 0.6959 0.9877
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(a) (b)
(c) (d)
Figure 4.5: Visual quality comparison of decompressed Lena image using BDCT
and DCT-F at scale factor = 1 with Dtsh = 3 (a) bpp = 0.9426,(b) bpp = 0.9076,
(c) bpp = 0.8857, (d) bpp = 0.8674
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Table 4.5: Rate distortion performance of DCT-F scheme for various scale factors
using Dtsh = 7 and sub-image size of 3 3 for test image, Lena
Scale
Factor
bpp PSNR(dB) VIFP MSSIM UQI
1 0.8674 42.57 0.9528 0.9080 0.9992
2 0.5352 34.56 0.8032 0.8516 0.9992
3 0.4061 33.70 0.6917 0.8024 0.9985
4 0.3232 29.88 0.5907 0.7644 0.9955
5 0.2686 28.08 0.5126 0.7334 0.9835
6 0.2303 27.09 0.4578 0.7068 0.9859
7 0.2037 26.40 0.4016 0.6788 0.9880
Table 4.6: Rate distortion performance of DCT-F scheme for various scale factors
using Dtsh = 3 and sub-image size of 3 3 for test image, Barbara
Scale
Factor
bpp PSNR(dB) VIFP MSSIM UQI
1 1.2928 34.92 0.9634 0.9275 0.9998
2 0.8851 25.30 0.8268 0.8546 0.9646
3 0.6887 25.09 0.7443 0.8014 0.9491
4 0.5619 25.20 0.6824 0.7623 0.9510
5 0.4685 25.07 0.6116 0.7103 0.9359
6 0.3915 25.16 0.5591 0.6702 0.9379
7 0.3322 24.86 0.6702 0.9379 0.8967
Table 4.7: Rate distortion performance of DCT-F scheme for various scale factors
using Dtsh = 5 and sub-image size of 3 3 for test image, Barbara
Scale
Factor
bpp PSNR(dB) VIFP MSSIM UQI
1 1.2828 34.90 0.9600 0.9262 0.9998
2 0.8646 25.31 0.8108 0.8486 0.9646
3 0.6642 25.12 0.7178 0.7897 0.9494
4 0.5297 25.24 0.6462 0.7407 0.9509
5 0.4329 25.11 0.5709 0.6840 0.9359
6 0.3528 25.22 0.5062 0.6387 0.9377
7 0.2950 24.90 0.4436 0.5852 0.8967
100
4.3 Coding Performance of DCT-F Scheme
Table 4.8: Rate distortion performance of DCT-F scheme for various scale factors
using Dtsh = 5 and sub-image size of 3 3 for test image, Barbara
Scale
Factor
bpp PSNR(dB) VIFP MSSIM UQI
1 1.2684 34.84 0.9539 0.9233 0.9997
2 0.8474 25.33 0.7948 0.8411 0.9646
3 0.6401 25.138 0.6960 0.7789 0.9493
4 0.5002 25.27 0.6117 0.7205 0.9503
5 0.3939 25.55 0.5341 0.6651 0.9584
6 0.3120 25.29 0.4558 0.6053 0.9371
7 0.3120 25.29 0.4558 0.6053 0.9371
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The blocking artifacts are very clearly visible at higher compression ratios (i.e.
scale factor of 7) as seen from Figure 4.5. For the value of Dtsh = 5 and Dtsh = 7
reduction in bit-rate of 6% and 7:9% is observed at scale factor of 1 from Table 4.4
and Table 4.5. Figure 4.5 gives the visual quality comparison of decompressed im-
ages using BDCT and DCT-F.
Table 4.2 and Table 4.6 through Table 4.8 depict the rate-distortion perfor-
mances of BDCT and DCT-F scheme respectively for test image Barbara. It is
observed that there is very less reduction in bit-rates as compared to Lena image.
Also, as the bit-rate drops below 1 bpp, the PSNR performance is almost con-
stant for all the values of threshold and scale factors. In that case, the reduction
in decompressed image quality is to be judged from the other performance parame-
ters: VIFP and MSSIM which show a numerical reduction with bit-rate reduction.
So, it may be concluded that BDCT and our proposed scheme, DCT-F perform
well at low bit rates for low-complexity images like Lena. But, their performance
is not so promising for high complexity and texture images like Barbara.
4.4 Conclusion
A hybrid image compression scheme based on DCT and fractals, DCT-F, has
been developed and analysed in this chapter. The scheme aims at providing extra
compression to the image with minimal loss in quality in terms of distortion met-
rics. For this purpose, the idea of self similarity used in fractal image compression
has been incorporated with BDCT. The self similarities between the analogous
blocks is found by using the Euclidean distance measure. This eliminates the
continual compression of analogous blocks and provides extra compression. This
scheme gives promising results with a slight extra compression.
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Chapter 5
Hybrid Image Compression based
on CALIC and Spatial Prediction
Structures
5.1 Introduction
Preview
Spatial prediction in images is a key component for ecient lossless image com-
pression [1, 2]. In general the lossless image compression schemes attempt to
predict image data using the the pixels in the spatial neighbourhood. The e-
ciency of image compression reduces by this process. Lossless schemes based on
predictive coding are widely used from early work on television signal coding to
modern lossless image compression schemes. It uses the idea of using previous
pixel to predict current pixel value. The basic concept is to use the previous data
to predict current pixel and then only prediction error should be encoded. Various
forms of predictive coding like dierential pulse code modulation (DPCM), dier-
ence mapping, etc. are available in the literature [3]. Lossless compression limits
the compression ratio between one and three, while lossy compression with some
degradation in quality yields compression ratios greater than twenty. Therefore,
there is a need to have a compression technique, which not only compresses well,
but also retains the quality acceptable for certain applications.
5.1 Introduction
Structure components such as edges, contours, and textures are found in nat-
ural images. These components repeat themselves at various locations and scales.
Therefore, an image prediction scheme that exploits this type of image correla-
tion in spatial domain can be developed. This type of image correlation has been
exploited in spatial prediction structures. The spatial structure prediction algo-
rithm [146] breaks the neighborhood constraint, attempting to nd an optimal
prediction of structure components from the previously encoded image regions. It
borrows the idea of motion prediction from video coding, which predicts a block
in the current frame using its previous encoded frames. To improve the com-
pression, the image is classied into two types of regions: namely the structure
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regions and the non-structure regions. Non-structure regions are smooth image
areas that can be eciently represented [149] with the spatial transforms, such as
KLT (Karhunen Loeve transform), DCT and DWT [1, 2, 7, 10]. The structure
regions, on the other hand, consist of high-frequency components and curvilinear
features in images, such as edges, contours, and texture regions, which cannot be
eciently represented by the linear spatial transforms. The structured regions are
hard to compress and consume a majority of the total encoding bits. The structure
regions are encoded with spatial prediction structures while non structure regions
can be eciently encoded with conventional image compression method, CALIC
[7, 9, 10]. There is no codebook requirement in the compression scheme, since the
best matches of structure components are simply searched within encoded image
regions. In this work, an ecient image compression scheme based on spatial
prediction of structural units is discussed and analyzed. Extensive experimental
results demonstrate that the scheme is very competitive and even outperforms the
state-of-the-art image compression methods.
5.2 Spatial Prediction Structures [P5]
The idea of spatial prediction structure comes from motion prediction used in
video coding [6]. In motion prediction, (see Figure 5.1) an area in the reference
frame is searched to nd the best match of the current block based on some
distortion metric. The chosen reference block becomes the predictor of the current
block. The prediction residual and the motion vector are then encoded and sent
to the decoder.
In spatial prediction structures, regions within the previously encoded image
regions are searched to nd the prediction of an image block as shown in Fig-
ure 5.2. The reference block that results in the minimum block dierence in terms
of SAD is selected as the optimal prediction. Figure 5.3 shows the block diagram
of the hybrid image compression scheme based on spatial prediction of structural
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Figure 5.1: Motion Prediction used in Video Coding
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Figure 5.2: Spatial Prediction Structure
components. First, we classify the input data into two categories: structural re-
gions and non-structural regions, where structure regions consist of high frequency
regions, and non structure regions consists of smooth areas. The upper output of
CALIC to the combiner represents the bitstream corresponding to non structure
regions. The process of classication, employed here, is described in detail in the
following section.
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Figure 5.3: The hybrid image compression scheme CALIC-SPS
5.2.1 Classication of Structural Components
The size of the prediction unit is an important parameter in the structure
prediction scheme. When the unit size is small, the amount of prediction and
coding overhead will become very large. However, if a larger prediction unit is
used, the overall prediction eciency decreases. In this work, an attempt to nd a
good tradeo between these two is made and spatial image prediction is performed
on block basis. Here a block of size 4 4 is chosen.
Estimation of Threshold
A threshold is required while comparing the current block with the previous en-
coded block region. This threshold value should be so decided that it will give best
compression performance. For classication purpose every 4 4 block of original
image is compared with corresponding 4  4 block in theCALIC compressed im-
age using SAD. The SAD values are arranged in descending order. The threshold
is chosen based on the percentage of blocks with top SAD values that are to be
encoded with spatial prediction structures. For example, if 50% of blocks are to
be encoded as structure regions, the top 50% blocks with highest SAD values are
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Figure 5.4: Direct prediction method for optimal prediction
chosen.
5.2.2 OptimalPrediction of Structural Components
In the hybrid scheme- CALIC and Spatial Prediction Structures(CALIC-SPS),
after the image is classied into structure and non-structure regions, the structure
region is encoded using spatial prediction structure. The prediction is carried out
in two dierent methods, namely, direct prediction and intra-prediction [33, 95].
Direct prediction
In direct prediction method, the current image block is predicted from previ-
ously encoded image region and the block that results in minimum block dierence
in terms of SAD is selected as the optimal prediction. Figure 5.4 shows the direct
prediction method used, in which, black color block represents the current block
and gray blocks are the previously encoded blocks. The current block will be
compared with all other blocks numbered from 1 to 10 only and the block that
results in minimum value of SAD is chosen.
Intra-prediction
In addition to direct prediction, additional prediction modes are also used. In
this prediction method, using 4  4 blocks, nine modes of prediction are present
[76].
A 4 4 block of pixels labeled a through p are predicted from a row of eight
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Figure 5.5: Relationship of 16 pixels labelled a through p of current 4 4 block
pixels labeled A through H above the current block and a column of four pixels
labeled I through L to the left of the current block as well as a corner pixel labeled
M, as shown in Figure 5.5. The nine modes of 4 4 intra-prediction are
1. Mode 0 (vertical prediction)
2. Mode 1 (horizontal prediction)
3. Mode 2 (DC prediction)
4. Mode 3 (diagonal down/left prediction)
5. Mode 4 (diagonal down/right prediction)
6. Mode 5 (vertical-right prediction)
7. Mode 6 (horizontal-down prediction)
8. Mode 7 (vertical-left prediction)
9. Mode 8 (horizontal-up prediction)
These nine modes are shown in Figure 5.6 to its neighboring row of pixel on
the top and column of pixels to the left of the current block
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Figure 5.6: Relationship of 16 pixels labelled a through p of current 4 4 block
5.2.3 Residue Encoding
It is required to send the residues along with the compressed image for the
scheme to be lossless. This will increase the payload size and thereby the com-
pression ratio decreases. The residues are encountered in two places: The output of
CALIC and the output of spatial prediction structures. Arithmetic coding scheme
[10] is used to transmit the residues to further reduce the size of the overhead data
per block.
5.3 Coding Performance of CALIC-SPS
The coding scheme is evaluated for compression performance for both the gray-
scale and color images. Bit-rate is used as metric to specify the compression
performance. The test images used for simulation are of size 512512, with tonal
resolution of 8 bits per pixel. The bit-rate has been calculated for all test images
when only CALIC is applied and when the CALIC is applied in combination
with spatial prediction structures, using both direct prediction mode and intra-
prediction modes.
The compression performance of spatial prediction structures prediction with
CALIC is calculated for various test images using both direct prediction mode
and intra-prediction modes. The bit-rate for each image is tabulated in Table 5.1
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Table 5.1: Compression Performance comparison of CALIC-SPS using Direct Pre-
diction Mode with CALIC in bpp
Image
bpp bit-rate saving,
bppCALIC CALIC-SPS
Lena 3.1509 3.1231 0.0278
Barbara 3.4804 2.9729 0.5075
Baboon 4.2813 3.4811 0.8002
Boat 3.5804 3.3528 0.2276
Goldhill 3.4663 3.3419 0.1244
Peppers 3.3524 3.3186 0.0338
and Table 5.2. As seen from Table 5.1, the bit-rate savings is more for Baboon
image when compared to other images. This is because the Baboon image has lots
of structural regions when compared to others. Thus, images that contain large
number of structure region are compressed more and hence yield reduced bit-rate.
The bit-rate of 3:4811 bpp is observed with CALIC-SPS for the test image, Ba-
boon.
Table 5.2: Compression Performance comparison of CALIC-SPS using intra-
prediction Mode with CALIC in bpp
Image
bpp bit-rate saving
bppCALIC CALIC-SPS
Lena 3.1509 3.0711 0.0798
Barbara 3.4804 2.3218 1.1586
Baboon 4.2813 2.9738 1.3705
Boat 3.5804 3.0941 0.4863
Goldhill 3.4663 2.4866 0.9797
Peppers 3.3524 2.9746 0.3778
As observed in Table 5.2, where the intra-prediction modes are applied, the
bit-rate savings are more for the test image Baboon image compared to others.
Thus, optimal prediction of image blocks is better than the standard lossless com-
pression algorithm, CALIC. Next, the bit-rate saving is more for Barbara. Ta-
ble 5.3 shows that by using dierent optimal prediction methods, CALIC-SPS
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with intra-prediction modes gives better saving over bits per pixel when compared
to CALIC-SPS using direct prediction mode where the image blocks are directly
predicted from previous encoded image regions.
Table 5.3: Comparison of bit-rate using dierent modes of prediction in bpp
Image
bpp bit-rate saving,
bppCALIC-SPS
Direct prediction
CALIC-SPS
Intra-prediction
Lena 3.1231 3.0711 0.052
Barbara 2.9729 2.3218 0.6511
Baboon 3.4811 3.2860 0.2425
Boat 3.3528 3.0941 0.2587
Goldhill 3.3419 2.4866 0.8533
Peppers 3.3186 2.9746 0.3440
The bit-rate is varied with respect to percentage of structural regions and the
results are shown graphically for each test image. From Figure 5.7(a), for Lena
image the variation of bit rate graph is more between 50% to 65% and 80% to
90% of structure region and it is more steep in these regions. With the increase in
structure regions, the compression is more and the bit-rate keeps on decreasing.
The best case result value from this graph is tabulated in Table 5.2 which is
comparable to CALIC.
Similarly, the plot in Figure 5.7 (b) depicts the decrease in bit rate for Barbara
image with the variation of structure region. The bit-rate has decreased almost
to 3 bpp between 50% to 65% of structure regions.
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Figure 5.7: Variation of bit rate with percentage of structure regions (a) Lena, (b)
Barbara, (c) Baboon, (d) Boat, (e) Goldhill, (g) Peppers
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Table 5.4: Compression performance comparison for each of the R, G and B
components for CALIC-SPS using direct prediction mode with CALIC in bpp
Image
bpp
bit-rate saving,
bpp
CALIC CALIC-SPS
R G B R G B R G B
Lena 3.9924 4.5581 4.8587 5.4001 2.2309 2.3736 -1.4077 2.3272 2.4851
Aircraft 3.862 3.9259 3.9306 2.4806 2.2131 3.5127 1.3814 1.7128 0.4179
Baboon 6.0389 6.2115 6.1609 4.2115 5.44783 3.3597 1.8274 0.7337 2.8012
Lake 5.1924 5.4294 5.1297 3.0973 3.5068 4.7533 2.1131 1.9226 0.3764
Peppers 5.0632 4.6796 4.6846 5.2476 3.3365 1.4489 -0.1844 1.3431 3.2357
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Table 5.5: Compression performance comparison of CALIC-SPS using direct pre-
diction mode with CALIC for color images in bpp
Image
bpp bit-rate saving,
bpp
CALIC
CALIC-SPS
Direct-prediction
Lena 13.4092 10.0046 3.9817
Aircraft 11.7185 8.2064 3.5121
Baboon 18.4113 13.049 5.3623
Boat 15.7514 11.3394 4.412
Peppers 14.4274 10.033 4.3944
The CALIC-SPS algorithm is extended for color image compression. The color
images are decomposed into individual R, G and B components and the compres-
sion scheme is run separately on each color plane. The bit-rate saving for each of
the R, G and B components and the combined bit-rate saving for the color image
using CALIC and CALIC-SPS that employ direct prediction is tabulated in Ta-
ble 5.4 and Table 5.5. Our proposed scheme, CALIC-SPS using intra-prediction
mode is compared with CALIC for each of components: R, G and B and bit-rate
savings are tabulated in Table 5.6 and combined bit-rate savings are tabulated in
Table 5.7. Comparison of bit-rate using dierent methods of prediction is tabu-
lated in Table 5.8.
Table 5.6: Compression performance comparison for each of the R, G and B
components for CALIC-SPS using intra-prediction mode with CALIC in bpp
Image
bpp
bit-rate saving,
bpp
CALIC CALIC-SPS
R G B R G B R G B
Lena 3.9924 4.5581 4.8587 5.5984 2.062 1.767 -1.606 2.4961 3.0917
Aircraft 3.862 3.9259 3.9306 2.0859 2.1256 3.4805 1.7761 1.6003 0.4501
Baboon 6.0389 6.2115 6.1609 3.7886 5.0375 2.8752 2.2503 1.174 3.2857
Lake 5.1924 5.4294 5.1297 2.9302 4.4655 3.9063 2.2622 0.9639 1.2234
Peppers 5.0632 4.6796 4.6846 5.2581 4.2229 0.98 -0.1949 0.4567 3.7046
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Table 5.7: Compression performance comparison of CALIC-SPS using intra-
prediction mode with CALIC bit-rate bpp
Image
bpp bit-rate saving,
bpp
CALIC
CALIC-SPS
Intra-prediction
Lena 13.4092 9.4275 3.9817
Aircraft 11.7185 7.692 4.0265
Baboon 18.4113 11.70 6.7100
Boat 15.7514 11.302 4.4494
Peppers 14.4274 10.461 3.9644
Table 5.8: Comparison of bit-rate using CALIC-SPS for dierent modes of pre-
diction in color images
Image
bpp bit-rate saving,
bppCALIC-SPS
Direct prediction
CALIC-SPS
Intra-prediction
Lena 10.0046 9.4275 0.5771
Aircraft 8.0246 7.692 0.5144
Baboon 13.049 11.70 1.3477
Boat 11.3394 11.302 0.0374
Peppers 10.033 10.461 0.428
5.4 Making the threshold adaptive
To obtain an adaptive threshold we have done the following study. We con-
sider two parameters: local region( 4  4 ) variance, 2i and the global maxi-
mum of local variances, max(2i ) and thus compute normalised local variance,
2iN = 
2
i =max(
2
i ). Then, with simulation, we have found some relation between
bpp and 2iN for various test images tabulated in Table 5.9 and Figure 5.8.
From Table 5.9 and Figure 5.8, it is observed that the bpp is almost steady
in the range of 0:23 to 0:29, say nearly 0.25 for 2i > 0:5 , whereas it increases
appreciably beyond that value.
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Table 5.9: Variation of bit rate, bpp with variance threshold
Normalised
Variance
Threshold
Lena Peppers Baboon Barbara
0.1 0.5493 0.5219 1.7573 0.8910
0.2 0.3893 0.3824 0.8133 0.4835
0.3 0.3401 0.3 0.5281 0.3551
0.4 0.3134 0.2699 0.3636 0.2944
0.5 0.2842 0.2564 0.2889 0.2706
0.6 0.2721 0.2424 0.2666 0.2604
0.7 0.2586 0.2402 0.2493 0.2422
0.8 0.2421 0.2402 0.2373 0.2397
0.9 0.2373 0.2351 0.2348 0.2349
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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Figure 5.8: Bit rate variation with variance threshold
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From this study, we infer the following :
For a structural region :
local variance  0:5 global maximum of local variances.
Therefore, we develop the following scheme to obtain an adaptive threshold that
signicantly reduces the bpp(almost by a factor of 10) compared to its non- adap-
tive counterpart.
Algorithm
FOR i = 1 : number of blocks
IF
local variance of ith block  0:5 global maximum of local variance
THEN
ith block is structural region
ELSE
ith block is non-structural region
END
END
5.5 Conclusion
A hybrid lossless image compression scheme based on spatial prediction struc-
tures and CALIC providing extra bit-rate reduction when compared to standard
lossless compression CALIC is analyzed. The scheme is motivated by motion es-
timation in video coding. It works well for images with signicant amount of
structure regions. Taking CALIC as the base code, the image has been classied
into two regions and then the CALIC-SPS is applied to structure regions while
the simple CALIC is applied to non-structure regions.
The extensive experimental results demonstrate that the hybrid scheme is very
ecient in lossless image compression, especially for images with signicant struc-
ture components. One major drawback of the hybrid CALIC-SPS scheme is its
computational complexity due to expensive structure prediction. Sub-optimum
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algorithms can be designed to provide a good trade-o between complexity and
coding eciency.
Finally an adaptive scheme is developed to automatically vary the threshold
considering a local region as structural region or not. This has been employed in
our proposed CALIC-SPS algorithm. With adaptive threshold, this scheme yields
highly promising results with bpp almost ten times less than that its non- adaptive
counterpart provides.
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Chapter 6
Conclusion
6.1 Introduction
6.1 Introduction
In this chapter, the overall conclusions are presented and the contributions are
summarised. The algorithms, proposed in this thesis, have been developed for
providing high compression rates (lower bit rates) while maintaining the visual
quality of the decompressed image at high levels. The results yielded by the
compression schemes are analysed in the next section.
6.2 Result Analysis
A thorough experimental analysis of SPIHT and VQ has been presented in
Chapter 2 in terms of traditional quality metric, PSNR and the recently developed
image quality metrics: VIFP, MSSIM and UQI. These two standard compression
schemes are hybridised and a new image compression scheme SPIHT-VQ has been
proposed in Chapter 3. The compression performance of SPIHT-VQ is compared
with the state-of-art scheme SPIHT. The comparison shows that there is a satis-
factory improvement in the image quality in terms of human visual system based
metrics: VIFP, MSSIM and UQI at low bit rates, although the PSNR perfor-
mance is not so promising. Further improvement in the visual quality is achieved
by incorporating HVS in SPIHT and then cascading the VQ. The scheme called
HSPIHT-VQ shows the improvement in image quality over SPIHT-VQ. This has
been presented in Section 3.3.
Though the wavelet based coders provide good image quality at high com-
pression ratios, they have received very less attention from digital camera man-
ufacturers and software developers. BDCT is the Work horse on which even the
latest MPEG video coding standards rely. JPEG still dominates consumer market
and nearly all the pictures on internet are compressed using JPEG. An ecient
image compression scheme called DCT-F is developed that hybridises BDCT with
fractals. This has been presented in Section 4.2. It has been veried from simu-
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lations that additional 5% bit rate reduction can be achieved over BDCT based
compression by this scheme at a very marginal cost in terms of the image quality
metrics used.
A modied point-wise shape adaptive DCT algorithm that yields smoothing and
deblocking is developed and presented in Section 2.6. This post-processing scheme
can be used with decoders at the receiver end to improve the visual performance
of highly compressed BDCT and JPEG images.
A lossless hybrid image compression scheme, CALIC-SPS, which breaks the
neighborhood constraint for the image prediction, is discussed in Chapter 5. The
scheme is motivated from motion estimation in video coding. It provides promis-
ing results as compared to CALIC scheme.
To have a bird's eye view on the performance of all the proposed schemes, their
results in terms of PSNR, VIFP, MSSIM and UQI are presented in Table 6.1 for
test image Lena.
From Table 6.1, it is observed that the SPIHT scheme at a bit-rate of 0.0625
bpp yields a PSNR of 27.35 dB, but its visual quality is very poor as indicated by
VIFP value. On cascading with SOFM based VQ (SPIHT-VQ scheme), though
the PSNR value drops to 21.85 dB, the visual quality is better, as indicated by the
metrics: VIFP, MSSIM and UQI. For the BDCT scheme, the settings are adjusted
to give compression ratio of 0.5 bpp. The scheme DCT-F is simulated with same
settings. The results in Table 6.1 indicate that the proposed scheme: DCT-F
performs better in terms of bit-rate with very less degradation in performance in
terms of the distortion metrics. The hybrid CALIC-SPS method provides more
bit rate savings than the existing method. CALIC and CALIC-SPS being lossless
schemes, the results in terms of distortion metrics are not mentioned. In the pro-
posed modied point-wise SA-DCT based algorithm, the objective metrics depict
improvement in the deblocking performance of the visual quality of the image.
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Table 6.1: Compression Performance of the existing and proposed schemes for the
test image: Lena
Scheme PSNR(dB) VIFP MSSIM UQI bpp
SPIHT 27.35 0.2286 0.7610 0.4431 0.0625
VQ 35.72 0.8203 0.8444 0.9997 0.5
SPIHT-VQ 21.85 0.4065 0.7966 0.4857 0.0625
HSPIHT-VQ 22.50 0.4415 0.8121 0.5047 0.0625
BDCT 36.97 0.8382 0.8743 0.9988 0.5
L
os
sy
DCT-F 36.36 0.7976 0.8660 0.9987 0.415
Point-wise
SA-DCT based
deblocking
32.12 0.8368 1.0000 0.5968 |
Modied
Point-wise
SA-DCT based
deblocking
31.99 0.8513 1.0000 0.5791 |
L
os
sl
es
s CALIC { { { { 3.1509
CALIC-SPS { { { { 3.0711
6.3 Conclusion
The analysis, presented in the previous section, leads us to draw the following
conclusion.
 The proposed scheme, SPIHT-VQ2 performs better than the other schemes
at 0:25 bpp . A bit-rate of 0.25 bpp (CR = 32) is good enough to preserve
the image details with quite less distortion. A bit-rate of 0.125 bpp (CR =
64) may also be accepted in some applications where we can tolerate little
more distortion.
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 The proposed scheme DCT-F gives promising results, maintaining the qual-
ity in terms of objective metrics with slightly extra compression.
 The modied point-wise SA-DCT approach for deblocking provides the im-
provement in visual appearance of the image.
 Our proposed scheme, CALIC-SPS provides better compression than the
existing standard method CALIC for lossless compression by yielding lower
bit-rate.
Finally, it may be concluded that we may select CALIC-SPS algorithm for lossless
compression whereas SPIHT-VQ2 will be a better candidate for lossy compression
systems.
6.4 Scope for Future Work
The research work in this thesis can further be extended in the following di-
rections:
 Adaptive HVS and modied SPIHT can be used with VQ to improve the
performance of SPIHT-VQ by a large margin. Post processing techniques
may be used to further enhance the subjective quality of images.
 DCT-F algorithm can be extended for color image/video coding by exploiting
correlations among dierent color planes.
 Adaptive threshold may be employed to improve the coding eciency of
CALIC-SPS.
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