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We consider the interplay between magnetic skyrmions in an insulating thin film and the Dirac
surface states of a 3D topological insulator (TI), coupled by proximity effect. The magnetic texture
of skyrmions can lead to confinement of Dirac states at the skyrmion radius, where out of plane
magnetization vanishes. This confinement can result in charging of the skyrmion texture. The pres-
ence of bound states is robust in an external magnetic field, which is needed to stabilize skyrmions.
It is expected that for relevant experimental parameters skyrmions will have a few bound states
that can be tuned using an external magnetic field. We argue that these charged skyrmions can
be manipulated directly by an electric field, with skyrmion mobility proportional to the number of
bound states at the skyrmion radius. Coupling skyrmionic thin films to a TI surface can provide a
more direct and efficient way of controlling skyrmion motion in insulating materials. This provides
a new dimension in the study of skyrmion manipulation.
PACS numbers: 75.70.Kw, 75.70.Cn
Introduction. Topological insulators (TIs) are a new
class of matter with a band structure that can be char-
acterized by the topological invariant (See Refs. [1, 2] and
references therein). As with usual insulators, TIs have a
forbidden band gap in the bulk separating the filled va-
lence and empty conduction band. Contrary to the for-
mer, the topology dictates them to posses very unusual
edge (2D) or surface (3D) states protected from nonmag-
netic disorder. The surface spectrum of a 3D TI has an
odd number of Dirac points, in the vicinity of which elec-
trons are described by the Dirac equation for relativistic
massless particles. Strong spin-momentum locking makes
the electronic spectrum sensitive to magnetic perturba-
tions. Particularly, exchange coupling between the Dirac
electron and a uniform magnetization opens a gap in the
surface spectrum and leads to the Anomalous quantum
Hall effect [3]. This has a number of interesting mani-
festations [4, 5], including quantized Faraday and Kerr
effects [6–8], and has recently been directly observed ex-
perimentally [9, 10].
Profound physics emerges when the Dirac electrons
couple to spin textures with spatially non-uniform mag-
netization distributions [11, 12]. A magnetic domain wall
in proximity to the Dirac electron generates a chiral state,
in analogy to the Jackiw-Rebbi zero mode [13], which
in turn alters its dynamics and stability [14–17]. One
could thus expect more novel properties when the Dirac
states of a TI couple to nontrivial spin textures, such as
skyrmions [18, 19], which is the main issue of this work.
A magnetic skyrmion is a topological spin texture
with whirlpool-like structure, illustrated in Fig. 1-a. Its
topology is characterized by the topological invariant
NS =
∫
dr
4pi
n
[
∂n
∂x
× ∂n
∂y
]
, (1)
where n(r) is the unit vector describing direction of the
magnetization [20]. The skyrmion has been experimen-
tally observed in various chiral magnets [21, 22] as a re-
sult of the the competition between the Dzyaloshinskii-
Moriya (DM) interactions, Heisenberg exchange, and
Zeeman interaction [23–25]. It was first discovered in
MnSi in a narrow window at finite temperatures [21].
However, once on a thin film, the skyrmion phase can
be greatly extended even down to zero temperature, as
long as the fine tuning of the external magnetic field
is achieved [22]. Although it has been demonstrated
that metallic skyrmions can be driven by the spin trans-
fer torque (STT) from an electric current [26, 27], re-
cent appearance of the insulating helimagnet material
Cu2OSeO3 raises a more challenging question of how to
manipulate insulating skyrmions [28–31]. It is impor-
tant not only from a fundamental point of view, but also
for applications in spintronics and memory devices (see
Ref. [32] for a recent review).
Here we show that the skyrmion texture in an insu-
lating helimagnet, proximity coupled to TI surface, can
become charged due to Dirac surface states localized at
the skyrmion radius. The number of localized states
can be controlled by an external magnetic field, which
is needed for skyrmion phase stabilization, and in the
realistic conditions there are a few localized states. Ex-
perimentally accessible electric fields can drive individ-
ual charged skyrmions in insulating materials at speeds
comparable to those seen in metallic systems. Our work
shows the first mechanism of manipulating skyrmions in
thin films directly via electric field, which opens the door
to further investigation of skyrmion manipulation with-
out relying on the STT mechanism.
The electronic spectrum of TI surface states. In the
presence of the skyrmion texture n(r) and external per-
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2FIG. 1: (color online) (a) Sketch of the wave function |Ψ(r, φ)|2 (gray) of a TI surface state localized at the skyrmion radius.
For clarity we plot |Ψ|2 for 0 < φ < pi only. The vector field represents the direction of local magnetization n(r) of the
skyrmion. (b) Electronic spectrum of TI surface proximity coupled to the skyrmion texture as a function of skyrmion radius
and magnetic field. Without magnetic field states with orbital quantum number |m| ≤ 4 are presented, with magnetic field
B = 0.2 T states with |m| ≤ 10 are presented, and with magnetic field B = 0.8 T states with |m| ≤ 25 are presented. Without
magnetic field localized states split from continuous bands |E| ≥ ∆S in pairs. In the presence of an external magnetic field
localized states split from the zeroth Landau level, which has the energy E0m = −∆S −∆Z and is highly degenerate. Higher
energy LLs are also shown. (c) The energy of bound states as a function of m at large skyrmion radius RS without magnetic
field. Numerical solution (blue circles) from equation (3) matches almost exactly with the semiclassical quantization (red
squares) as in equation (5).
pendicular magnetic field B, corresponding to the vector
potential A = B(xey− yex)/2, the surface states of a TI
can be described by the Hamiltonian
H = vF
[(
p− e
c
A
)
× σ
]
z
−∆Sn(r) · σ −∆Zσz. (2)
Here vF is the Fermi velocity, σ is the vector of Pauli
matrices, corresponding to electron’s spin, ∆Z = gµbB is
the Zeeman shift due to the external field, and ∆S > 0
parametrizes ferromagnetic exchange coupling between
the thin film and TI surface [33]. The out-of plane
component of the magnetic texture nz(r) plays the role
of position dependent Dirac mass, while the in-plane
component n|| can lead to an emergent magnetic field
BS(r) = c∆Sdivn||(r)/e~vF. A skyrmion stabilized by
DM interaction, as it is for insulating helical magnets, has
a solinoidal in-plane magnetization, shown in Fig. 1-a.
Therefore, its magnetic texture can be parametrized by
n(r) = (− sinφ√1− n2z(r), cosφ√1− n2z(r), nz(r)). In
this case the emergent magnetic field BS is zero and the
in-plane component of magnetic texture can be gauged
away. For the out-of-plane component we will use the
hard-wall approximation nz(r) = 2Θ(r −RS)− 1, where
RS is the skyrmion radius. The applicability of this
approximation is justified below. In materials where
skyrmions are stabilized via DM interaction the radius of
the skyrmion is not dependent on the external magnetic
field. Rather, skyrmion radius depends on the relative
strength of the Heisenberg and DM exchange interactions
which in turn depends on the material parameters [32].
In the following we therefore regard the skyrmion radius
as an independent parameter.
The Hamiltonian conserves total momentum, and the
wave function spinor can be presented as Ψ(r, φ) =
(F (r)eimφ/
√
2pi,G(r)ei(m+1)φ/
√
2pi), where m is the or-
bital momentum quantum number connected with the
total momentum of Dirac particles as j = m + 12 . The
radial wave functions Fm(r) and Gm(r) satisfy the equa-
tion (−∆Snνz −∆Z − E vFeB2c r − ~vF ∂∂r
vFeB
2c r + ~vF
∂
∂r ∆Sn
ν
z + ∆Z − E
)(
F νm
Gνm
)
−
(
0 ~vFm+1r
~vFmr 0
)(
F νm
Gνm
)
= 0. (3)
Here ν = ± for wave function of electrons outside and
inside the skyrmion, where n±z = ±1. Continuity of
the Dirac wave function at the skyrmion radius RS re-
sults in the boundary condition F+(RS) = F
−(RS) and
G+(RS) = G
−(RS). The energy at each skyrmion radius
is then numerically calculated by solving the transcen-
dental equation G−(RS)/F−(RS) = G+(RS)/F+(RS),
generating the spectra shown in Fig. 1-b. We consider
the skyrmion radius and external magnetic field to be
separate controlling parameters of the surface state en-
ergy. Although skyrmions are usually stabilized in the
3presence of an external magnetic field, it is instructive to
consider at first the electronic spectrum without it.
For the following calculations we use vF ≈ 0.5×106 m/s
and gTI ≈ 5, corresponding to the TI material Bi2Se3,
and exchange coupling ∆S = 10 meV. Insulating
skyrmions with radius RS ≈ 25 nm have been stabi-
lized in Cu2OSeO3 films [28, 34–36] at low temperatures
T < 40 K and for magnetic fields 0.05 T ≤ B ≤ 0.2 T.
Electronic structure in the absence of the magnetic
field. At B = 0 the skyrmion texture does not mod-
ify the continuous gapped spectrum |E| ≥ ∆S [37] ; if
the skyrmion radius exceeds the critical radius R∗S =
~vF/2∆S it can lead to the appearance of localized states
as presented in Fig. 1-b for B = 0 T. The localized states
appear in pairs, since the Dirac Hamiltonian possesses
electron-hole symmetry {HD, Kˆ} = 0 with Kˆ = σxC
where C is complex conjugation. The states are localized
in the vicinity of the skyrmion radius RS, as presented
in Fig. 1-a with length ~vF/∆S. These states are well
split from the continuous bands and are bound to the
skyrmion in case of its motion, with wave functions
Ψ−m ∝
[
(+ n−z )Im(kρ)
Im+1(kρ)
]
; Ψ+m ∝
[
(+ n+z )Km(kρ)
Km+1(kρ)
]
,
(4)
where k2 = n2z − 2,  = E/∆S, ρ = ∆Sr/~vF, and Im
(Km) are modified Bessel functions of the the first (sec-
ond) kind.
The second term in equation (3) originates from the an-
gular motion and can be neglected if RS  2mR∗S, 2(m+
1)R∗S. In that case the system of equations (3) can be re-
duced to the system of supersymmetric Schro¨dinger equa-
tions (SUSY) by squaring H to solve H2Ψm = E
2
mΨm,
with the SUSY superpotential W (x) = ∆Snz(r), as it
is for a domain wall [13, 38]. The SUSY nature of the
equations guarantees the presence of a localized state for
every angular momentum. Their presence is not sensi-
tive to the shape of the skyrmionic texture nz(R), so
the physics is well captured by the hard-wall anzatz in
the RS  R∗S regime. When the the angular motion be-
comes important, at RS ≈ R∗S, the reduction to SUSY
is lost and localized states are pushed to the continuum.
The energy gain due to the localization becomes smaller
than additional kinetic energy due to orbital motion.
For large skyrmions RS  R∗S, the energy of bound
states can be directly calculated from the semiclassical
picture. Along the skyrmion boundary there are chiral
states inheriting the dispersion law of massless Dirac par-
ticles Eφ = ~vFkφ, and the Bohr-Sommerfeld quantiza-
tion of their motion is respected;
2piRSkφ + φB = 2pim, (5)
where φB = −pi is the Berry phase for massless Dirac par-
ticles, which appears due to the rotation of the electron’s
spin when it makes a closed loop in momentum space.
This gives Eφ = ~vF(m + 1/2)/RS which is in excellent
FIG. 2: (color online) (a) Electronic spectrum of TI surface
states a function of magnetic field B, for skyrmion radius
RS = 25 nm. Landau levels with n ≤ 6 are presented. With
increasing magnetic field the number of states split from the
zeroth Landau level with the energy E0m = −∆S − ∆Z in-
creases. The black lines correspond to the spectrum with-
out the texture. (b) Number of split states, bound to the
skyrmion, as a function of magnetic field.
agreement with exact numerical calculation, as presented
in Fig. 1-c. It should be noted that the semiclassical ar-
guments are also weakly dependent on the actual shape
of the magnetic texture.
Electronic structure in the presence of the external
magnetic field. Without the skyrmion texture, but in the
presence of an external magnetic field, all surface states
condensed into Landau Levels (LL) indexed by main and
orbital quantum numbers n and m, respectively. Landau
levels have macroscopic degeneracy m = [0,Φ/Φ0 − 1],
where Φ is the total flux through the TI surface and
Φ0 = hc/e is the flux quantum. In the radial gauge, LL
are localized at a cyclotron radius Rm ≈ lB
√
2(m+ 1)
with magnetic length lB =
√
~c/eB. Their energetic
spectrum is given by
E±nm = ±vF
√
2~2
l2B
|n|+
(
∆Z
vF
)2
; n 6= 0,
E0m = −sgn(B)∆Z ; n = 0.
(6)
4The zeroth LL is spin polarized due to the orbital effect
of magnetic field and its shift is sensitive to Zeeman cou-
pling ∆Z, while other LLs are not sensitive to its sign.
In the presence of the magnetic field and the skyrmion
texture, discrete states appear which are well split from
the macroscopically degenerate n = 0 LL. For these
states, the cyclotron radius Rm approximately coincides
with the skyrmion radius RS, therefore the states are
localized at the skyrmion boundary and move with the
skyrmion. The zeroth LL states with Rm  RS approach
E0m = −sgn(B)(∆Z + ∆S). These states are weakly af-
fected by the skyrmion texture and are not correlated
with its motion, in analogy to the delocalized states in
the absence of a magnetic field. The energetic spectrum
of TI surface states as function of skyrmion radius is pre-
sented in Fig. 1-b for magnetic field values B = 0.2 T and
0.8 T. States bound to the skyrmion no longer appear
in pairs since electron-hole symmetry is broken by the
magnetic field. States with |E| ≥ ∆S condense into LLs
with n 6= 0 which are weakly affected by the skyrmion
texture. States localized at the skyrmion boundary have
the wave functions
Ψ−m ∝ ρme−
ρ2b
2
[
F1(α
−, 1 +m; ρ2b)
ρF1(α
− + 1, 2 +m; ρ2b)
]
;
Ψ+m ∝ ρme−
ρ2b
2
[ U(α+, 1 +m; ρ2b)
ρU(α+ + 1, 2 +m; ρ2b)
]
,
(7)
where F1, U are confluent hypergeometric functions of
the first and second kind, parameterized by α± = ((n±z +
δ)2 − 2)/4b. b = B/B0 where B0 = 2∆2Sc/~v2Fe,
δ = ∆Z/∆S and ρ = ∆Sr/~vF.
The dependence of the TI surface spectrum as a func-
tion of magnetic field B for RS = 25 nm is presented in
Fig. 2-a. The presence of states bound to the skyrmion
is robust to the external magnetic field. Moreover due to
the interplay between LL and skyrmion confinement the
number of bound states increases with magnetic field as
presented in Fig. 2-b. The appearance of bound states
can lead to charging of the skyrmion texture. The elec-
tric charge is eNB, where NB is the number of additional
occupied electronic states in comparison to the TI sur-
face without the skyrmion texture. The value NB de-
pends on local chemical potential and can be controlled
by magnetic field. Our mechanism of the texture charg-
ing differs from the one in Ref. [12] based on quantized
response of electronic density to the emergent magnetic
field BS(r), which originates from a magnetic texture but
is zero BS(r) = 0 in our case.
The radius of skyrmions in Cu2OSeO3, RS = 25 nm,
exceeds the critical radius R∗S = ~vF/2∆S ≈ 16 nm and
there is one bound state for magnetic field 0.05 T ≤
B ≤ 0.2 T. The skyrmionic charge can be equal to the
single charge of an electron. If the radius of individual
skyrmions is larger, the skyrmion phase is stabilized in a
wider magnetic field interval, or for greater values of ex-
change coupling ∆S, the skyrmion will host a few bound
states and the skyrmion charge becomes more tunable by
magnetic field or doping.
Dynamics of charged skyrmions. Being charged
particle-like objects, skyrmions with bound surface states
can be described by the following Lagrangian
L = QS
[
R˙×R
]
z
+ eNB
(
φ(R)− R˙
c
A(R)
)
+
mSR˙
2
2
.
(8)
Here the first term represents the Magnus force originat-
ing from spin dynamics [39–41], and QS = 4piρSS~NS
where NS is the skyrmion topological invariant, with
ρS and S the density and amplitude of spins in the
skyrmionic magnet. The second term represents the in-
teraction of skyrmion with external electromagnetic field,
while the last term corresponds to the possible addi-
tional kinetic energy with phenomenologically induced
skyrmion mass mS. In the presence of an electric field
E = (Ex, 0) the skyrmion acquires the velocity
R˙y = − eNBc (2QSc+ eNBB)
(2QSc+ eNBB)
2
+ c2Γ2
Ex; (9)
R˙x = − eNBc
2Γ
(2QSc+ eNBB)
2
+ c2Γ2
Ex. (10)
Here Γ is a phenomenological friction parameter. Note
that the mass term in equation (8) only provides
the initial acceleration of the skyrmion. However the
skyrmion’s final steady velocity is determined from the
balance between electric field and damping, thus it is in-
dependent of the massmS. In the limit Γ→ 0, the system
exhibits Hall motion where R˙x = 0 and R˙y = −µSEx,
defining skyrmion mobility µS = eNBc/ (2QSc+ eNBB).
Taking NB = 1, B = 0.2 T, ρ ∼ d/a3, where d ≈ 100 nm
is the film thickness and a ∼ 8.9 A˚ is the crystallographic
lattice constant, we have µS ∼ 1 × 10−6 m2/Vs. Elec-
tric fields as low as 102 V/m can induce drift veloci-
ties vH ∼ 0.1 mm/s, comparable to skyrmions driven
by conduction electrons in metallic systems [42], accord-
ing to the STT mechanism (Ref. [26, 27, 32, 43, 44] and
references therein). In the system under consideration
the skyrmionic material is insulating and the the surface
spectrum of TI is gapped away from the skyrmion, which
makes the STT mechanism unimportant.
It has recently been proposed that insulating
skyrmions can be driven by a temperature gradient [30].
For electric fields E ∼ 105 V/m or greater the velocity
of a skyrmion driven by electric field is higher than the
expected velocity due to thermal gradient (0.1 m/s in
ref. [30]) and, more importantly, an electric field is easier
to manipulate than a temperature gradient. It has also
been shown that in multiferroic materials, which include
Cu2OSeO3, skyrmion textures have an intrinsic dipole
moment which enables them to couple to to the gradient
of electric field [29, 35, 36, 45]. Regardless of the difficulty
of applying a gradient in electric field, the estimated Hall
5velocity vH in our approach is two orders of magnitude
greater than vH due to magnetoelectric coupling [29],
where vH ≈ (λRS/2piS~)∆E ∼ 10−3 mm/s with RS =
25 nm, dipolar coupling λ ∼ 10−33 ≈ C ·m [34], and
field strength difference ∆E ∼ 102 V/m. We therefore
conclude that our mechanism is very effective due to the
direct coupling of skyrmions with electric field.
In an experiment one can use a TI such as Bi2Se3
as a substrate and epitaxially grow the Cu2OSeO3 thin
film on top of it. An ultra-thin buffer layer inserted be-
tween these two can help to avoid lattice mismatch while
keeping the coupling between Dirac electrons and the
magnetization. Concerning the experimental difficulty in
growing Cu2OSeO3 films, one can also use monolayers of
ferromagnet instead, which is generally insulating. The
interfacial DM interaction can also generate skyrmions
therein [46]. The whole sample is sandwiched in a pair
of electrodes, which generates an electric field.
It should be noted that the skyrmion phase can be in-
trinsic to surface states of TI in the presence of strong
Coulomb repulsion and hexagonal warping, which takes
place at high doping [47]. In that regime our mechanism
is not of importance, since the skyrmion texture changes
the surface spectrum in the vicinity of the Dirac point
which is deeply buried under the Fermi level.
We have focused on the behavior of a single charged
skyrmion. Skyrmions most frequently appear in a lat-
tice which can be pinned by disorder and the underly-
ing atomic lattice. Therefore in an experiment this ef-
fect would manifest as a rotation of the skyrmion lattice
caused by Hall motion of individual charged skyrmions.
We predict that the angle of skyrmion lattice rotation
will be proportional to the electric field and the number
of bound states at the skyrmion radius. The angle of
rotation should change within the skyrmion phase in re-
sponse to increased DC electric field. To rule out magne-
toelectric effects, an experiment at constant electric field
but varying magnetic field could be conducted, provided
that the stabilizing magnetic field range of skyrmions is
big enough to tune the number of bound states. In this
case we predict a change in rotation angle in response to
an increase in magnetic field, indicating additional bound
surface states.
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