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Abstract
The paper studies the convergence, as N tends to infinity, of a system of N coupled
Hamilton-Jacobi equations, the Nash system, when the coupling between the players becomes
increasingly singular. The limit equation turns out to be a Mean Field Game system with a
local coupling.
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1
Introduction
In this paper we investigate the convergence of the Nash system associated with a differential
game to the mean field game (MFG) system as the number of players tends to infinity. In
differential game theory, the Nash system associated with a N´player differential game is a
coupled system of N Hamilton-Jacobi equations. In our previous work [2], co-authored with
F. Delarue, J.-M. Lasry and P.-L. Lions, we explained that the solution of the Nash system
converges, as N tends to infinity, to the solution of the MFG system, which consists in a
coupling between an Hamilton-Jacobi equation and a Fokker-Planck equation. We proved the
result under the key assumption that the “coupling” between the equations is nonlocal and
regularizing. In the present setting, we consider the case where this coupling is singular: in the
Nash system, the payoff of a player depends in an increasingly singular way on the players which
are very close to her. We prove that, in this case, the solution of the Nash system converges to
a solution of the Nash system with a local coupling.
To better explain what we have in mind, let us consider the Nash system$’’’’’’’&’’’’’’’%
´BtvN,ipt,xq ´
Nÿ
j“1
∆xjv
N,ipt,xq `Hpxi,DxivN,ipt,xqq
`
ÿ
j‰i
DpHpxj,DxjvN,jpt,xqq ¨DxjvN,ipt,xq “ FN,ipxq
in r0, T s ˆ pRdqN ,
vN,ipT,xq “ Gpxiq in pRdqN .
(1)
In the above system, the N unknown maps vN,i depend on time and space in the form pt,xq
with x “ px1, . . . , xN q P pRdqN . The data are the horizon T , the Hamiltonian H : RdˆRd Ñ R,
the terminal condition G : Rd Ñ R and the map FN,i : pRdqN Ñ R. The maps pFN,iqi“1,...,N
are called the coupling functions because they are responsible of all the interactions between the
equations.
We are also interested in the associated system of N coupled stochastic differential equations
(SDE):
dYi,t “ ´DpH
`
Yi,t,Dv
N,ipt,Y tq
˘
dt`
?
2dBit , t P r0, T s, i P t1, . . . , Nu, (2)
where pvN,iq is the solution to (1) and the ppBitqtPr0,T sqi“1,...,N are d´dimensional independent
Brownian motions. In the language of differential games, the map vN,i is the value function
associated with player i, i P t1, . . . , Nu while pYi,tq is her optimal trajectory.
In order to expect a limit system, we suppose that the coupling maps FN,i enjoy the following
symmetry property:
FN,ipxq “ FN pxi,mN,ix q,
where FN : RdˆPpRdq Ñ R is a given map (PpRdq being the set of Borel probability measures
on Rd) and mN,ix “ 1N´1
ř
j‰i δxj is the empirical measure of all players but i. Note that this
assumption means that the players are indistinguishable: for a generic player i, players k and l
(for k, l ‰ i) play the same role. Moreover, all the players have a cost function with the same
structure. This key conditions ensures that the Nash system enjoys strong symmetry properties.
In contrast with [2], where FN does not depend on N and is regularizing with respect to the
measure, we assume here that the pFN q become increasingly singular as N Ñ `8. Namely we
suppose that there exists a smooth (local) map F : Rd ˆ r0,`8q Ñ R such that
lim
NÑ`8
FN px,mdxq “ F px,mpxqq, (3)
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for any sufficiently smooth density m of a measure mpxqdx P PpRdq. This assumption, which
is the main difference with [2], is very natural in the context of mean field games. One expects
(and we will actually prove) that the limit system is a MFG system with local interactions:$&%
´Btu´∆u`Hpx,Duq “ F px,mpt, xqq in rt0, T s ˆ Rd,
Btm´∆m´ divpmDpHpx,Duqq “ 0 in rt0, T s ˆ Rd,
upT, xq “ Gpxq, mpt0, ¨q “ m0 in Rd.
(4)
This system—which enjoys very nice properties—has been very much studied in the literature:
see for instance [10, 21, 22]. Note that in these papers the terminal condition G may also depend
on the measure. For technical reasons we cannot allow this dependence in our analysis.
To explain in what extend the local framework differs from the nonlocal one, let us re-
call the ideas of proof in this later setting. The main ingredient in [2] for the proof of the
convergence is the existence of a classical solution to the so-called master equation. When
FN,ipxq “ F pxi,mN,ix q, where F : Rd ˆ PpRdq Ñ R is sufficiently smooth (at least continuous),
the master equation takes the form of a transport equation stated on the space of probability
measures:$’’’’&’’’’%
´BtU ´∆xU `Hpx,DxUq
´
ˆ
Rd
divy rDmU s dmpyq `
ˆ
Rd
DmU ¨DpHpy,DxUq dmpyq “ F px,mq
in r0, T s ˆ Rd ˆ PpRdq,
UpT, x,mq “ Gpxq in Rd ˆ PpRdq.
(5)
In the above equation, U is a scalar function depending on pt, x,mq P r0, T sˆRdˆPpRdq, DmU
denotes the derivative with respect to the measure m (see Section 1). The interest of the map
U is that the N´tuple puN,iq, where
uN,ipt,xq “ Upt, xi,mN,ix q, x “ px1, . . . , xN q P pRdqN , (6)
is an approximate solution to the Nash system (1) which enjoys very good regularity properties.
In [2] we use these regularity properties in a crucial way to prove the convergence of the Nash
system.
When F is a local coupling, i.e., F px,mq “ F px,mpxqq for any absolutely continuous mea-
sure m, the meaning of the master equation is not clear: obviously one cannot expect U to be a
smooth solution to (5), if only because the coupling function F blows up at singular measures.
So the master equation should be defined on a subset of sufficiently smooth density measures.
But then the definition of the map uN,i through (6) is dubious and, even if such a definition
could make sense, there would be no hope that the uN,i satisfy the regularity properties required
in the computation of [2].
Our starting point is the following easy remark: if the coupling FN remains sufficiently
smooth for N large, then the solution vN,i should eventually become close to the solution of the
master equation associated with FN—and thus to the solution of the MFG system with nonlocal
coupling FN . On the other hand, if FN is close to F (thus becoming singular), the solution
puN ,mN q is also close to the solution pu,mq of the MFG system with local coupling. Thus if FN
converges very slowing to F while remaining “sufficiently” smooth one can expect a convergence
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of vN,i to u. The whole point consists in quantifying in a careful way this convergence.
To give a flavor of our results, let us discuss a particular case. Let us assume for a while that
FN px,mq “ F p¨, ξǫN ˚mp¨qq ˚ ξǫN ,
where ξǫpxq “ ǫ´dξpx{ǫq, ξ being a symmetric smooth nonnegative kernel with compact support
and pǫN q is a sequence which converges to 0. Let vN,i be the solution of the Nash system (1).
Given an initial condition pt0,m0q P r0, T sˆPpRdq, let pu,mq be the solution to the MFG system$&%
´Btu´∆u`Hpx,Duq “ F px,mpt, xqq in rt0, T s ˆ Rd,
Btm´∆m´ divpmDpHpx,Duqq “ 0 in rt0, T s ˆ Rd,
upT, xq “ Gpxq, mpt0, ¨q “ m0 in Rd.
In order to describe the convergence of vN,i to u, we reduce the function vN,i to a function of a
single variable by averaging it against the measure m0: for i P t1, . . . , Nu, let
wN,ipt0, xi,m0q :“
ˆ
Td
. . .
ˆ
Td
vN,ipt0,xq
ź
j‰i
m0pdxjq where x “ px1, . . . , xN q.
Corollary 3.5 states that, if ǫN “ lnpNq´β for some β P p0, p6dp2d ` 15qq´1q, then››wN,ipt0, ¨,m0q ´ upt0, ¨q››8 ď AplnpNqq´1{B ,
for some constants A,B ą 0. Moreover, we show that the optimal trajectories pYi,tq converge to
the optimal trajectory pX˜i,tq associated with the limit MFG system and establish a propagation
of chaos property (Proposition 3.7).
For a general sequence of couplings pFN q, converging to a local coupling F as in (3), our
main result (Theorem 3.4) states that, if the regularity of FN does not deteriorate too fast, then
wN,i converges to u and the optimal trajectories converge as well.
Let us finally point out that, in order to avoid issue related to boundary conditions or prob-
lems at infinity, we will assume that the data are periodic in space, thus working on the torus
T
d “ Rd{Zd.
Mean field game theory started with the pioneering works by Lasry and Lions [18, 19, 20] and
Caines, Huang and Malhame´ [15, 12, 13, 11, 14]. These authors introduced the mean field game
system and discussed its properties: in particular, Lasry and Lions introduced the fundamental
monotonicity condition on the coupling functions. They also discussed the various types of MFG
systems (with soft or hard coupling, with or without diffusion).
The link between the MFG system (which can be seen as a differential game with infinitely
many players) and the differential games with finitely many players has been the object of several
contributions. Caines, Huang and Malhame´ [11], and Delarue and Carmona [4] explained how to
use the solution of the MFG system to build ǫ´Nash equilibria (in open loop form) for N´person
games. The convergence of the Nash system remained a puzzling issue for some time. The first
results in that direction go back to [18, 20] (see also [6]), in the “ergodic case”, where the
Nash system becomes a system of N coupled equation in dimension d (and not Nd as in our
setting): then one can obtain estimates which allow to pass to the limit. Another particular
case is obtained when one is interested in Nash equilibria in open loop form: Fischer [7] and
Lacker [16] explained in what extend one can expect to obtain the MFG system at the limit.
For the genuine Nash system (1), a first breakthrough was achieved by Lasry and Lions (see
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the presentation in [21]) who formally explained the mechanism towards convergence assuming
suitable a priori estimates on the solution. For that purpose they also introduced the master
equation (equation (5)) and described (mostly formally) its main properties.
The rigorous derivation of Lasry and Lions ideas took some time. The existence of a classical
solution to the master equation has been obtained by several authors in different frameworks
(Buckdahn, Li, Peng and Rainer [1] for the linear master equation without coupling, Gangbo
and Swiech [9] for the master equation without diffusion and in short time horizon, Chassag-
neux, Crisan and Delarue [5] for the first order master equation, Lions [21] for an approach
by monotone operators). The most general result so far is obtained in [2], where the master
equation is proved to be well-posed even for problems with common noise. The main contribu-
tion of [2] is, however, the convergence of the Nash system: it is obtained as a consequence of
the well-posedness of the master equation. The present paper is the first attempt to show the
convergence for a coupling which becomes singular.
The paper is organized in the following way: we first state our main notation (in particular
for the derivatives with respect to a measure) and main assumptions. In section 2, we prove our
key estimates on the solution of the master equation and on the MFG systems. The whole point
is to display the dependence of the estimates with respect to the regularity of the coupling. The
last part collects our convergence results.
Acknowledgement: The author was partially supported by the ANR (Agence Nationale
de la Recherche) project ANR-16-CE40-0015-01. The author wishes to thank the anonymous
referee for the very careful reading and for finding a serious gap in the previous version of the
paper.
1 Notation and Assumptions
For the sake of simplicity, the paper is written under the assumption that all maps are periodic
in space. So the underlying state space is the torus Td “ Rd{Zd. This simplifying assumption
allows to discard possible problems at infinity (or at the boundary of a domain).
1.1 Notation
We will need the following notations for the derivatives in space or in time of a map.
For u “ upxq and l “ pl1, . . . , ldq P Nd, we denote by Dlupxq the derivative Dlupxq “
B|l|upxq
Bxl1
1
. . . Bxldd
, where |l| “ l1 ` . . . ld. If k P N, Dkupxq denotes the collection of derivatives
pDlupxqq|l|“k. For k “ 1 and k “ 2, Dupxq and D2upxq denote the gradient and the Hessian of
u at x.
For k P N and α P p0, 1q, we denote by Ck`α the set of maps u “ upxq which are of class Ck
and such that Dlu is α´Ho¨der continuous for any l P Nd with |l| “ k. We set
}u}k`α :“
ÿ
|l|ďk
}Dlu}8 `
ÿ
|l|ďk
sup
x‰y
|Dlupxq ´Dlupyq|
|x´ y|α .
When a map u depends on several space variables, say 2 for instance, we set in the same way
}u}k`α,k1`α :“
ÿ
|l|ďk, |l1|ďk1
}Dl,l1
x,x1
u}8 `
ÿ
|l|ďk,|l1|ďk1
sup
px,x1q‰py,y1q
|Dl,l1x,x1upx, x1q ´Dl,l
1
x,x1upy, y1q|
|px, x1q ´ py, y1q|α .
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For p ě 1, the Lp norm of u is denoted by }u}Lp . However, by abuse of notation, we denote by
}u}8 the L8 norm of u (instead of }u}L8). When φ is a distribution, we set
}φ}´pk`αq :“ sup
}u}k`αď1
|φpuq|.
Finally, when u “ upt, xq is also time dependent, we denote by Btu the time derivative of u
and, as previously, by Dlu its space derivative of order l P Nd. If α P p0, 1q, we say that u is in
Cα{2,α if
}u}Cα{2,α :“ }u}8 ` sup
pt,xq,pt1 ,x1q
|upt, xq ´ upt1, x1q|
|x´ x1|α ` |t´ t1|α{2 ă `8.
We say that u is in C1`α{2,2`α if Btu and D2u belong to Cα{2,α.
1.2 Derivatives with respect to the measure
We follow here [2]. We denote by PpTdq the set of Borel probability measures on the torus
T
d :“ Rd{Zd. It is endowed with the Monge-Kantorovitch distance:
d1pm,m1q “ sup
φ
ˆ
Td
φpyq dpm´m1qpyq,
where the supremum is taken over all 1´Lipschitz continuous maps φ : Td Ñ R.
Definition 1.1. Let U : PpTdq Ñ R be a map.
• We say that U is C1 if there exists a continuous map
δU
δm
: PpTdqˆTd Ñ R such that, for
any m,m1 P PpTdq,
Upm1q ´ Upmq “
ˆ
1
0
ˆ
Td
δU
δm
pp1´ sqm` sm1, yq dpm1 ´mqpyqds.
The map δU
δm
being defined up to an additive constant, we adopt the normalization conven-
tion ˆ
Td
δU
δm
pm, yqdmpyq “ 0. (7)
• If
δU
δm
is of class C1 with respect to the second variable, the intrinsic derivative DmU :
PpTdq ˆ Td Ñ Rd is defined by
DmUpm, yq :“ Dy δU
δm
pm, yq.
It is know [2] that the map DmU measures the Lipschitz regularity of U :ˇˇ
Upm1q ´ Upmqˇˇ ď sup
m2
}DmUpm2, ¨q}8d1pm,m1q @m,m1 P PpTdq.
We will also need second order derivatives with respect to the measure. If U and δU
δm
are of
class C1 with respect to the measure m, we denote by δ
2U
δm2
: PpTdqˆTdˆTd Ñ R the derivative
of δU
δm
with respect to m. If δ
2U
δm2
is sufficiently smooth, we also set
D2mmUpm, y, y1q “ D2y,y1
δ2U
δm2
pm, y, y1q.
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1.3 Assumption
Throughout the paper, we suppose that the following conditions are in force.
• The Hamiltonian H : Td ˆ Rd Ñ R is smooth, globally Lipschitz continuous in both
variables and locally uniformly convex with respect to the second variable:
D2ppHpx, pq ą 0 @px, pq P Td ˆ Rd. (8)
Moreover, DpH and its derivatives are globally Lipschitz continuous.
• F : Td ˆ r0,`8q Ñ R is smooth, with bounded derivatives in both variables. Moreover,
F is increasing with respect to the second variable, with
BF
Bm ě δ ą 0 for some δ ą 0 (note
that BFBm stands for the usual derivative of the map F “ F px,mq with respect to the last
variable).
• The terminal cost G : Td Ñ R is a smooth map.
• For any N P N, FN : Td ˆ PpTdq Ñ R is monotone:
ˆ
Td
pFN px,mq ´ FN px,m1qqdpm ´m1qpxq ě 0 @m,m1 P PpTdq.
• (difference between FN and F ) For any R ą 0 and α P p0, 1q, there exists kR,αN such that
k
R,α
N Ñ 0 as N Ñ `8 and
}FN p¨,mdxq ´ F p¨,mp¨qq}8 ď kR,αN , (9)
for any density m such that }m}Cα ď R.
• (uniform regularity of FN ) For any R ą 0 and α P p0, 1q, there exists κR,α ą 0 such that,
for any N P N,ˇˇ
FN px,mdxq ´ FN py,m1dxqˇˇ ď κR,α `|x´ y|α ` }m´m1}8˘ (10)
for any density m,m1 with }m}Cα , }m1}Cα ď R.
• (regularity assumptions on FN ) For any N P N, FN is of class C2 with respect to the m
variable and, for any α P p0, 1q, there exists a constant KN,α such that
››FN p¨,mq››
4`α
`
››››δFNδm `¨,m, ¨˘
››››
p4`α,4`αq
`
››››δ2FNδm2 p¨,m, ¨, ¨q
››››
p4`α,4`α,4`αq
ď KN,α, (11)
for any m P PpTdq.
Some comments are in order. The Lipschitz regularity condition of the Hamiltonian H is not
very natural in the context of MFG, but we do not know how to avoid it: if it is probably not
necessary in the estimates of Section 2, it is required for the convergence of the Nash system.
Let us just note that it simplifies at lot the existence of solutions for the Nash system (see, for
instance, [17]) as well as for the limit MFG system (see [20]): indeed, without the assumption
thatDpH is bounded, existence of classical solution to (4) is related on a subtle interplay between
7
the growth of H and of F . Note however that [3] overcomes this issue for nonlocal couplings
functions.
The monotonicity of FN and F are natural to ensure the uniqueness of the solution to the
respective MF systems. However, the strict monotonicity of F is unusual: it is used here to
give a good control between the MFG limit system (4) and the (nonlocal) MFG system with
coupling term FN (given in (15) below): see Proposition 2.3.
In MFG problems, one often assumes that the terminal cost also depends on the measure. It
seems difficult to allow this dependence in our context, since in this case the uniform regularity
of the solution of the MFG system (and hence of the master equation) near time T could be lost
(see Proposition 2.3).
Note that KN,α Ñ `8 as N Ñ `8 because FN px,mq blows up if m is a singular measure.
So FN becomes closer and closer to F for smooth densities while its regularity at general proba-
bility measures deteriorates. However, assumption (10) states that the FN are uniformly Ho¨der
continuous when evaluated at probability densities which are Ho¨der continuous. Assumption
(11) explains how fast the regularity of FN degrades as N Ñ `8. One could have had differ-
ent constants for FN , δF
N
δm
and δ
2FN
δm2
: the choice to have a unique constant is only made for
simplicity of presentation.
1.4 Main example
Here is a typical example for FN when F satisfies our standing conditions. We assume that FN
is of the form FN “ F ǫN where pǫN q is a positive sequence which tends to 0 and
F ǫpx,mq “ pξǫ ˚ F p¨, ξǫ ˚mp¨qqq pxq, (12)
with ξǫpxq “ ǫ´dξpx{ǫq, ξ being a symmetric smooth nonnegative kernel with compact support.
This example was introduced in [21].
Proposition 1.2. If FN is defined by (12), then FN is monotone and satisfies (10). Moreover
the constants kR,αN and KN,α associated with F
N as in (9) and in (11) can be estimated by
k
R,α
N ď Cp1`RqǫαN , KN,α ď Cǫ´2d´12´3αN , (13)
where C depends on F and ξ.
Proof. Under the monotonicity assumption on F , it is known that the F ǫ are monotone (see
[21]). Next we prove that the F ǫ satisfy (10). Let mdx,m1dx P PpTdq with }m}Cα , }m1}Cα ď R.
Then ˇˇ
F ǫpx,mdxq ´ F ǫpx1,m1dxqˇˇ
ď sup
y
ˇˇ
F px´ y,m ˚ ξǫpx´ yqq ´ F px1 ´ y,m1 ˚ ξǫpx1 ´ yqqˇˇ
ď C sup
y
“|x´ x1| ` |m ˚ ξǫpx´ yq ´m1 ˚ ξǫpx1 ´ yq|‰
ď C sup
y
“|x´ x1| `R|x´ x1|α ` |m ˚ ξǫpx1 ´ yq ´m1 ˚ ξǫpx1 ´ yq|‰
ď C “R|x´ x1|α ` }m´m1}8‰ .
We now estimate the constants kR,αN and KN,α. It is enough to estimate k
R,α
ǫ and Kǫ,α, where
kR,αǫ :“ sup
m
}F ǫp¨,mdxq ´ F p¨,mp¨qq}8,
the supremum being taken over the densities m such that }m}Cα ď R, and
Kǫ,α “ maxtKp0qǫ,α ,Kp1qǫ,α,Kp2qǫ,αu,
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with
Kp0qǫ,α :“ sup
mPPpTdq
››F ǫ`¨,m˘››
4`α
, Kp1qǫ,α :“ sup
mPPpTdq
››››δF ǫδm `¨,m, ¨˘
››››
p4`α,4`αq
and
Kp2qǫ,α :“ sup
mPPpTdq
››››δ2F ǫδm2 p¨,m, ¨, ¨q
››››
p4`α,4`α,4`αq
.
Let m P PpTdq be such that }m}α ď R and x P Td. As }m}α ď R, we have:
}ξǫ ˚m´m}8 ď Rǫα
ˆ
Rd
ξpyq|y|α ď CRǫα,
so that
}F p¨, ξǫ ˚mp¨qq ´ F p¨,mp¨qq} ď CRǫα,
because F is Lipschitz continuous. Thus
|F ǫpx,mdxq ´ F px,mpxqq|
ď |ξǫ ˚ F p¨, ξǫ ˚mp¨qqpxq ´ F px, ξǫ ˚mpxqq| ` |F px, ξǫ ˚mpxqq ´ F px,mpxqq| ď CRǫα.
Therefore
k
R,α
N ď Cp1`Rqǫα,
where C depends on the Lipschitz constant of F and on ξ.
For any l P Nd, we have
DlxF
ǫpx,mq “
ˆ
Rd
F py, ξǫ ˚mpyqqDlξǫpx´ yqdy.
Henceˇˇˇ
DlxF
ǫpx,mq ´DlxF ǫpx1,mq
ˇˇˇ
ď
ˆ
Rd
|F py, ξǫ ˚mpyqq|
ˇˇˇ
Dlξǫpx´ yq ´Dlξǫpx1 ´ yq
ˇˇˇ
dy.
As F is Lipschitz continuous, it has a linear growth:
|F py, ξǫ ˚mpyqq| ď Cp1` ξǫ ˚mpyqq.
Thus, as ξǫ has a support with a uniformly bounded diameter,
}DlxF ǫp¨,mq}α ď C}Dlξǫp¨q}αp1`
ˆ
Rd
|ξǫ ˚mpyq|dyq ď Cǫ´pd`|l|`αq.
So
Kp0qǫ,α ď Cǫ´pd`4`αq.
On the other hand,
δF ǫ
δm
px,m, zq “
ˆ
Rd
ÿ
kPZd
ξǫpy ´ z ´ kq BFBm py, ξ
ǫ ˚mpyqqξǫpx´ yqdy
and
δ2F ǫ
δm2
px,m, z, z1q “
ˆ
Rd
ÿ
k,k1PZd
ξǫpy ´ z ´ kqξǫpy ´ z1 ´ k1qB2mmF py, ξǫ ˚mpyqqξǫpx´ yqdy.
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Hence, for any l, l1 P Nd,ˇˇˇˇ
Dl,l
1
x,z
δF ǫ
δm
px,m, zq
ˇˇˇˇ
ď C
ˆ
Rd
ÿ
kPZd
|Dl1ξǫpy ´ z ´ kq| |Dlξǫpx´ yq|dy,
where C is the Lipschitz constant of F . Thus, if |l|, |l1| ď 4 and if the support of ξ is contained
in the ball BR, we haveˇˇˇˇ
Dl,l
1
x,z
δF ǫ
δm
px,m, zq
ˇˇˇˇ
ď C
ÿ
kPZd
›››Dl1ξǫp¨ ´ z ´ kq›››
L8pBRǫpxqq
›››Dlξǫpx´ ¨q›››
L1
ď Cǫ´d´8,
where BRǫpxq is the ball centered at x and of radius Rǫ. In the same way,››››δ2F ǫδm2 p¨,m, ¨, ¨q
››››
4,4,4
ď Cǫ´2d´12.
We can estimate in the same way the Ho¨der norms of δF ǫ{δm and δ2F ǫ{δm2.
2 Regularity estimates
In this section, we prove estimates on the solutions of the MFG systems and on the solutions
of the master equation with the smoothen coupling FN : the whole point is to keep track of the
dependence with respect to N in these estimates.
Let UN be the solution to the master equation$’’’’’’’’&’’’’’’’’%
´BtUN pt, x,mq ´∆xUN `Hpx,DxUN pt, x,mqq
´
ˆ
Rd
divy
“
DmU
N pt, x,m, yq‰ dmpyq
`
ˆ
Rd
DmU
N pt, x,m, yq ¨DpHpy,DxUN q dmpyq “ FN px,mq
in r0, T s ˆ Rd ˆ PpTdq,
UN pT, x,mq “ Gpxq in Rd ˆ PpTdq.
(14)
The existence and the uniqueness of the classical solution UN to (14) are established in [2].
Namely:
Theorem 2.1 ([2]). Assume that FN , G and H satisfy our standing assumptions. Then the
first order master equation (14) has a unique classical solution which is of class C2 with respect
to the m variable.
As the coupling FN becomes increasingly singular as N Ñ `8, so does UN . The next result
collects the upper bounds on the derivatives of UN .
Theorem 2.2. Under our standing assumptions, we have, for any pt0,m0q P r0, T sˆPpTdq and
for any α P p0, 1q:
}Upt0, ¨,m0q}4`α ď CK3N,α,››››δUNδm pt0, ¨,m0, ¨q
››››
pk`α,k`αq
` ››DmUN pt0, ¨,m0, ¨q››pk`α,k´1`αq ď CK3k´2N,α ,
if k P t1, . . . , 4u, and, if k “ 2, 3,››››δ2UNδm2 pt0, ¨,m0, ¨, ¨q
››››
k`α,k´1`α,k´1`α
` ››D2mmUN pt0, ¨,m0, ¨, ¨q››k`α,k´2`α,k´2`α ď CK12kN,α,
where C depends on α and on the data but not on N , t0 or m0.
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As the bound on the derivative DmU
N (respectively D2mmU
N ) provides a bound on the
Lipschitz continuity of UN (respectively DmU
N ), we have:››UN pt, ¨,m1q ´ UN pt, ¨,m2q››k`α ď CK3k´2N,α d1pm1,m2q
and ››DmUN pt, ¨,m1, ¨q ´DmUN pt, ¨,m2, ¨q››k`α,k´2`α ď CK12kN,αd1pm1,m2q,
for any m1,m2 P PpTdq and k “ 2, 3.
The proof of Theorem 2.1 consists in estimating carefully the various steps in the construction
of UN in [2]. It is given through a series of statements: Proposition 2.5 for the space regularity
of UN , Corollary 2.8 for the bound on δU
N
δm
and Corollary 2.10 for the estimate on δ
2UN
δm2
.
Let us recall [2] that the map UN is given by the representation formula:
UN pt0, x,m0q “ uN pt0, xq
for any pt0, x,m0q P r0, T s ˆ Td ˆ PpTdq, where puN ,mN q is the unique solution to the MFG
system $&%
´BtuN ´∆uN `Hpx,DuN q “ FN px,mN ptqq in rt0, T s ˆ Td,
BtmN ´∆mN ´ divpmNDpHpx,DuN qq “ 0 in rt0, T s ˆ Td,
uN pT, xq “ Gpxq, mN pt0, ¨q “ m0 in Td.
(15)
2.1 Estimates on the MFG systems for smooth initial conditions
Fix an initial condition pt0,m0q P r0, T s ˆ PpTdq. We consider the MFG system:$&%
´Btu´∆u`Hpx,Duq “ F px,mpt, xqq in rt0, T s ˆ Td,
Btm´∆m´ divpmDpHpx,Duqq “ 0 in rt0, T s ˆ Td,
upT, xq “ Gpxq, mpt0, ¨q “ m0 in Td,
(16)
and compare its solution with the solution to the MFG system (15).
Proposition 2.3. Under our standing assumptions, let t0 P r0, T s, m0 P PpTdq be a positive
density of class Cα (where α P p0, 1q) and puN ,mN q and pu,mq be the solution to the MFG
systems (15) and (16) respectively. Then there exists β P p0, αs such that the puN ,mN q are
bounded in C1`β{2,2`β ˆ Cβ{2,β independently of N . Moreover,
@t, t1 P rt0, T s, d1pmN ptq,mN pt1qq ` d1pmptq,mpt1qq ď C|t´ t1|1{2 (17)
and
sup
tPr0,T s
}uN pt, ¨q ´ upt, ¨q}H1pTdq ` }mN ´m}L2 ď CkR,αN , (18)
where the constants C and R depend on the data and on m0, but not on N . In particular,
sup
tPr0,T s
}uN pt, ¨q ´ upt, ¨q}W 1,8 ď C
´
k
R,α
N
¯ 2
pd`2q
.
Proof. Existence of a solution to (15) and to (16) is well-known: see [20]. Estimates (17) is a
known consequence of the L8 bound on DpH.
We now check the regularity of mN . As DpH is bounded andm0 is in C
α, standard estimates
for parabolic equations in divergence form (Theorem III.10.1 of [17]) state that the mN are
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bounded in Cβ{2,β for some β P p0, αs. Note that the bound and β depend on α, }DpH}8 and
}m0}Cα only.
We now plug this estimate into the parabolic equation for uN . For this we note that the
map pt, xq Ñ FN px,mN ptqq is uniformly Ho¨der continuous. Indeed, in view of assumption (10)
and the uniform regularity of mN ,ˇˇ
FN px,mN ptqq ´ FN px1,mN pt1qqˇˇ ď κR,β ´|x´ x1|β ` }mNpt, ¨q ´mN pt1, ¨q}8¯
ď κR,β
´
|x´ x1|β ` |t´ t1|β{2
¯
where R :“ supN }mN}Cβ{2,β ` }m}Cβ{2,β . Since the terminal condition G is C2`β and is in-
dependent of mN and since H is Lipschitz continuous, standard estimates on Hamilton-Jacobi
equations imply that the uN are bounded in C1`β{2,2`β.
We now establish (18): following [19, 20], we have„ˆ
Td
puN ´ uqpmN ´mq
T
0
“ ´
ˆ T
0
ˆ
Td
m
`
Hpx,DuN q ´Hpx,Duq ´DpHpx,Duq ¨DpuN ´ uq
˘
´
ˆ T
0
ˆ
Td
mN
`
Hpx,Duq ´Hpx,DuN q ´DpHpx,DuN q ¨Dpu´ uN q
˘
´
ˆ T
0
ˆ
Td
pFN px,mN ptqq ´ F px,mpt, xqqpmN pt, xq ´mpt, xqq.
Note that, on the one hand, mN p0q “ mp0q “ m0 and uN pT q “ upT q “ G. So the left-hand
side vanishes. On the other hand, by strong maximum principle, m is bounded below by a
positive constant since m0 is positive. As the u
N and u are uniformly Lipschitz continuous and
assumption (8) holds, we obtain:
C´1
ˆ T
0
ˆ
Td
|DuN ´Du|2 ď ´
ˆ T
0
ˆ
Td
pFN px,mN ptqq ´ F px,mpt, xqqpmN pt, xq ´mpt, xqq.
As F “ F px,mq is increasing in the second variable with BFBm ě δ and as assumption (9) holds,
we have:
ˆ T
0
ˆ
Td
pFN px,mN ptqq ´ F px,mpt, xqqqpmN pt, xq ´mpt, xqq
“
ˆ T
0
ˆ
Td
pFN px,mN ptqq ´ F px,mN pt, xqqqpmN pt, xq ´mpt, xqq
`
ˆ T
0
ˆ
Td
pF px,mN pt, xqq ´ F px,mpt, xqqqpmN pt, xq ´mpt, xqq
ě ´CkR,βN }mN ´m}L1 ` δ
ˆ T
0
ˆ
Td
pmN pt, xq ´mpt, xqq2.
We obtain therefore
C´1
ˆ T
0
ˆ
Td
|DuN´Du|2`δ
ˆ T
0
ˆ
Td
pmN pt, xq´mpt, xqq2 ď CkR,βN }mN´m}L1 ď CkR,βN }mN´m}L2 .
Hence
}DuN ´Du}L2 ` }mN ´m}L2 ď CkR,βN .
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In particular
}FN p¨,mN ptqq ´ F p¨,mpt, ¨qq}L2
ď }FN p¨,mN ptqq ´ F p¨,mN pt, ¨qq}8 ` }F p¨,mN pt, ¨qq ´ F p¨,mpt, ¨qq}L2
ď CkR,βN ` C}mN ´m}L2 ď CkR,βN .
Therefore the difference w :“ uN ´ u satisfies
´Btw ´∆w “ hpt, xq
with hpt, xq “ FN px,mN ptqq´F px,mpt, xqq´Hpx,DuN pt, xqq`Hpx,Dupt, xqq. By our previous
bounds, we have }h}L2 ď CkR,βN , so that standard estimates on the heat equation imply that
sup
tPrt0,T s
}uN pt, ¨q ´ upt, ¨q}H1pTdq ď CkR,βN .
As, for any smooth map φ : Td Ñ R, one has: }φ}8 ď C}φ}
2
d`2
L2
}Dφ}
d
d`2
8 , and since u
N and u
are bounded in C1`β{2,2`β, we get
}uN ´ u}8 ` }DuN ´Du}8 ď C
´
k
R,β
N
¯ 2
d`2
.
We conclude by recalling that kR,βN ď kR,αN .
A straightforward consequence of Proposition 2.3 is the following estimate on optimal tra-
jectories associated with the MFG systems (15) and (16).
Corollary 2.4. Let m0 P PpTdq, puN ,mN q and pu,mq be the solution to the MFG system (15)
and (16) respectively. Let t0 P r0, T q and Z be a random variable independent of a Brownian
motion pBtq. If pXtq and pXNt q are the solution to"
dXt “ ´DpHpXt,Dupt,Xtqqdt`
?
2dBt in rt0, T s,
Xt0 “ Z,
and "
dXNt “ ´DpHpXt,DuN pt,XNt qqdt`
?
2dBt in rt0, T s,
XNt0 “ Z,
then
E
«
sup
tPrt0,T s
ˇˇ
Xt ´XNt
ˇˇff ď C ´kR,αN ¯ 2d`2 ,
where C and R are as in Proposition 2.3.
Proof. By Proposition 2.3, we have
}DuN ´Du}8 ď C
´
k
R,α
N
¯ 2
d`2
.
The conclusion follows easily since DpH is Lipschitz continuous.
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2.2 Estimates on the MFG systems for general initial conditions
We now establish regularity estimates for the MFG system which are valid for any initial con-
ditions.
Proposition 2.5. Let UN be the solution to the master equation (14), puN ,mN q be the solution
to (15) for an arbitrary initial condition pt0,m0q P r0, T s ˆ PpTdq. Then, for any α P p0, 1q, we
have
sup
tPrt0,T s
}uN ptq}4`α ď CK3N,α,
where C depends on α. In particular,
sup
tPr0,T s,mPPpTdq
››UN pt, ¨,mq››
4`α
ď CK3N,α.
Proof. Assumption (11) implies:
sup
tPr0,T s
›››DlFN p¨,mN ptqq›››
8
ď KN,α for any l P Nd, with |l| ď 4.
By maximum principle we have
}uN}8 ď C
`}Hp¨, 0q}8 ` }G}8 ` }FN}8˘ ď CKN,α.
Standard Lipschitz estimates for Hamilton-Jacobi equations (with a globally Lipschitz continu-
ous Hamiltonian H) lead to
}DuN}8 ď C
`
1` }DG}8 ` }DxFN}8
˘ ď CKN,α.
For any l P Nd with |l| “ 1, the map wl :“ DluN solves the linear equation with bounded
coefficient:" ´Btwl ´∆wl `DpHpx,DuN q ¨Dwl “ DlxFN px,mN q ´DlxHpx,DuN q in pt0, T q ˆ Td,
wlpT, xq “ DlGpxq in Td.
So, for any α P p0, 1q, we have (Proposition 4.1 in appendix)
sup
tPrt0,T s
}wlptq}1`α ď C
„›››DlxFN p¨,mN q›››
8
`
›››DlG›››
1`α
`
›››DlxHp¨,DuN q›››
8

ď CKN,α.
This implies that
sup
tPrt0,T s
}uN ptq}2`α ď CKN,α.
We now estimate the second order derivative. Let wl :“ DluN with l “ l1 ` l2, l1, l2 P Nd and
|l1| “ |l2| “ 1. Then wl solves the linear equation with bounded coefficients:$&%
´Btwl ´∆wl `DpH ¨Dwl “ DlxxFN px,mN q ´D2xpHel1 ¨Dwl2
´D2xpHel2 ¨Dwl1 ´D2ppHDwl1 ¨Dwl2 ´D2xxHel1 ¨ el2 in pt0, T q ˆ Td,
wlpT, xq “ DlGpxq in Td,
(where H “ Hpx,DuN q) so that
sup
tPrt0,T s
}wlptq}1`α ď C
“}D2xxFN }8 ` }D2xpH}8}D2uN}8 ` }D2ppH}8}D2uN}28
`}D2xxHp¨,DuN q}8 ` }DlGp¨q}1`α
ı
ď CK2N,α,
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where we used our previous estimate on supt }uN ptq}2`α. We infer that
sup
tPr0,T s
}uN ptq}3`α ď CK2N,α.
Finally, for l P Nd with |l| “ 3, one can prove in the same way that wl :“ DluN satisfies
sup
tPrt0,T s
}wlptq}1`α ď C
“}D3xxxFN}8 ` }D2xpH}8}D3uN }8 ` }D2ppH}8}D2uN}8}D3uN }8
`}D3xxpH}8}D2uN }8 ` }D3xppH}8}D2uN}28 ` }D2xpH}8}D3uN}8
`}D3xppH}8}D2uN}28 ` }D3pppH}8}D2uN }38 ` }D2ppH}8}D2uN}8}D3uN }8
`}D3xxxH}8 ` }D3xxpH}8}D2uN}8
‰ ď CK3N,α.
Therefore
sup
tPrt0,T s
}uN}4`α ď CK3N,α.
2.3 Estimates for a linearized system
We consider systems of the form$’’&’’%
piq ´Btz ´∆z ` V pt, xq ¨Dz “ δF
N
δm
px,mN ptqqpρptqq ` bpt, xq in rt0, T s ˆ Td,
piiq Btρ´∆ρ´ divpρV pt, xqq ´ divpmNΓDz ` cq “ 0 in rt0, T s ˆ Td,
piiq zpT, xq “ 0, ρpt0q “ ρ0 in Td,
(19)
where V : rt0, T sˆRd Ñ Rd is a given vector field,mN P C0pr0, T s,PpTdqq, Γ : r0, T sˆTd Ñ Rdˆd
is a continuous map with values into the family of symmetric matrices and where the maps
b : rt0, T s ˆ Td Ñ R and c : rt0, T s ˆ Td Ñ Rd are given. We assume that, for any α P p0, 1q,
there is a constant C¯ ą 0 (depending on α) such that
}DkV }8 ď C¯K3kN,α @k P t0, . . . , 3u,
@pt, xq P rt0, T s ˆ Td, 0 ď Γpt, xq ď C¯Id. (20)
Typically, V pt, xq “ DpHpx,DuN pt, xqq, Γpt, xq “ D2ppHpx,DuN pt, xqq for some solution
puN ,mN q of the MFG system (15) starting from some initial data mpt0q “ m0. Proposition 2.5
then implies that (20) holds.
Following [2], given ρ0 P C´pk`αqpTdq, pb, cq P C0prt0, T s, Ck`αpTdqˆC´pk´1`αqpTdqq (where
k P t1, . . . , 4u), there exists a unique solution pz, ρq to system (19) in the sense of distribution
in C0pr0, T s, Ck`αpTdq ˆ C´pk`αqpTdqq.
Proposition 2.6. For any k P t1, . . . , 4u and any α P p0, 1q, we have,
sup
tPr0,T s
}zptq}k`α ď CK3k´2N,α Mk and sup
tPrt0,T s
}ρptq}´pk`αq ď CK3pk´1qN,α Mk,
where C depends on C¯ and α, but not on N , V , Γ, mN , and where
Mk :“ }ρ0}´pk`αq ` sup
tPrt0,T s
}cptq}´pk´1`αq ` sup
tPrt0,T s
}bptq}k`α.
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Proof. To simplify the notation, we argue as if the solution pz, ρq is smooth. The general estimate
is obtained by approximation (see [2]).
Step 1: Structure estimate. Computing d
dt
´
Td
zρ, we find:
d
dt
ˆ
Td
zρ “ ´
ˆ
Td
"ˆ
δFN
δm
px,mN qpρq ` b
˙
ρ` pmNΓDz ` cq ¨Dz
*
.
So, using the initial and terminal conditions for z and ρ and the fact that FN is monotone, we
get ˆ T
t0
ˆ
Td
mNΓDz ¨Dz ď
ˆ
Td
zpt0qρpt0q ´
ˆ T
t0
ˆ
Td
tbρ` c ¨Dzu . (21)
Step 2: Estimate for a linear backward equation. In order to estimate ρ, we use a duality method
requiring estimates on a backward system: given t1 P pt0, T s and w1 P C8, let w solve" ´Btw ´∆w ` V pt, xq ¨Dw “ 0 in rt0, t1s ˆ Td,
wpt1, xq “ w1pxq in Td. (22)
where w1 P C8pTdq. Proposition 4.1 in the Appendix states that there exists a constant C
depending on }V }8, d, α only such that
sup
tPr0,T s
}wptq}1`α ď C}w1}1`α.
Note that, for any l P Nd with k :“ |l| P t1, . . . , 3u, the map wˆ :“ Dlw solves an equation of
the form: " ´Btwˆ ´∆wˆ ` V pt, xq ¨Dwˆ “ gl in rt0, t1s ˆ Td,
wpt1, xq “ Dlw1pxq in Td,
where gl is a linear combination of the D
l1w with 1 ď |l1| ď k and where the coefficient in
front of Dl
1
w is proportional to a derivative of order k ´ |l1| ` 1 of V in the space variable. By
Proposition 4.1 and (20) we get therefore
sup
tPr0,T s
}Dlwptq}1`α ď C
”
}Dlw1}1`α ` }gl}8
ı
ď C
»–}Dlw1}1`α ` ÿ
1ď|l1|ďk
K
3pk´|l1|`1q
N,α }Dl
1
w}8
fifl .
By induction, this implies that, for k P t1, . . . , 4u,
sup
tPr0,T s
}wptq}k`α ď CK3pk´1qN,α }w1}k`α. (23)
Step 3: Estimate of ρ by duality. Let us fix t1 P pt0, T s, w1 P C8 and let w be the solution
to (22). As ρ solves (19), we have, for k P t1, . . . , 4u,ˆ
Td
w1ρpt1q “
ˆ
Td
wpt0qρ0 ´
ˆ t1
t0
ˆ
Td
`
mNΓDz ` c˘ ¨Dw
ď }ρ0}´pk`αq}wpt0q}k`α `
`ˆ T
t0
ˆ
Td
mNΓDz ¨Dz˘ 12 `ˆ t1
t0
ˆ
Td
mNΓDw ¨Dw˘ 12
`C sup
t
}cptq}´pk´1`αq sup
t
}Dw}k´1`α
ď }ρ0}´pk`αq}wpt0q}k`α ` C}Dw}8
`ˆ T
t0
ˆ
Td
mNΓDz ¨Dz˘ 12
`C sup
t
}cptq}´pk´1`αq sup
t
}Dw}k´1`α,
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where we used the fact that Γ is bounded and
´
Td
mN ptq “ 1 in the last inequality. Recalling
(23), we get:
ˆ
Td
w1ρpt1q ď C}w1}k`α
"
K
3pk´1q
N,α
`}ρ0}´pk`αq ` sup
t
}cptq}´pk´1`αq
˘` `ˆ T
t0
ˆ
Td
mNΓDz ¨Dz˘ 12* .
Taking the supremum with respect to t1 and to w
1 with }w1}k`α ď 1, we obtain therefore
sup
t
}ρptq}´pk`αq ď CK3pk´1qN,α
ˆ
}ρ0}´pk`αq ` sup
t
}cptq}´pk´1`αq
˙
` C
ˆˆ T
t0
ˆ
Td
mNΓDz ¨Dz
˙ 1
2
.
For r ě 1, we plug (21) into the above estimate:
sup
t
}ρptq}´pk`αq ď CK3pk´1qN,α
ˆ
}ρ0}´pk`αq ` sup
t
}cptq}´pk´1`αq
˙
` C}zpt0q}
1
2
r }ρ0}
1
2
´r
`C
ˆ
sup
t
}bptq}
1
2
k`α sup
t
}ρptq}
1
2
´pk`αq
` sup
t
}cptq}
1
2
´pr´1q
sup
t
}zptq}
1
2
r
˙
.
Rearranging we find:
sup
tPrt0,T s
}ρptq}´pk`αq ď CK3pk´1qN,α Mk ` C sup
tPrt0,T s
}zptq}
1
2
r
˜
}ρ0}
1
2
´r ` sup
tPrt0,T s
}cptq}
1
2
´pr´1q
¸
,
where Mk is defined in the Proposition.
Step 4: Estimate of z. Fix l P Nd with k :“ |l| P t0, ¨ ¨ ¨ , 4u. In view of the equation satisfied by
z, the map zˆ :“ Dlz solves an equation of the form#
´Btzˆ ´∆zˆ ` V ¨Dzˆ “ Dl δFNδm px,mN ptqqpρptqq `Dlb` gl in rt0, T s ˆ Td,
zˆpT, xq “ 0 in Td,
where gl is as in step 2 with z replacing w. Proposition 4.1 thus implies that
sup
tPr0,T s
}Dlzptq}1`α ď C
»–}Dl δFN
δm
p¨,mN p¨qqpρp¨qq}8 ` }Dlb}8 `
ÿ
1ď|l1|ďk
K
3pk´|l1|`1q
N,α }Dl
1
z}8
fifl ,
where, from assumption (11) and Step 3 for r “ k ` 1` α:››››Dl δFNδm p¨,mN p¨qqpρp¨qq
››››
8
ď sup
m
››››δFNδm p¨,m, ¨q
››››
k`α,k`1`α
sup
t
}ρptq}´pk`1`αq
ď CK3k`1N,α Mk`1 ` CKN,α sup
t
}zptq}
1
2
k`1`α
ˆ
}ρ0}
1
2
´pk`1`αq ` sup
t
}cptq}
1
2
´pk`αq
˙
.
So we find
sup
tPr0,T s
}zptq}k`1`α ď C
„
K3k`1N,α Mk`1 `KN,α sup
t
}zptq}
1
2
k`1`α
ˆ
}ρ0}
1
2
´pk`1`αq ` sup
t
}cptq}
1
2
´pk`αq
˙
`}b}k `
ÿ
1ďnďk
K
3pk´n`1q
N,α sup
tPr0,T s
}zptq}n`α
ff
.
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We rearrange the expression to obtain
sup
tPr0,T s
}zptq}k`1`α ď C
„
K3k`1N,α Mk`1 `K2N,α
ˆ
}ρ0}´pk`1`αq ` sup
t
}cptq}´pk`αq
˙
`}b}k `
ÿ
1ďnďk
K
3pk´n`1q
N,α sup
tPr0,T s
}zptq}n`α
ff
ď C
«
K3k`1N,α Mk`1 `
ÿ
1ďnďk
K
3pk´n`1q
N,α sup
tPr0,T s
}zptq}n`α
ff
.
By induction we infer that, for k P t1, . . . , 4u,
sup
tPr0,T s
}zptq}k`α ď CK3k´2N,α Mk.
Plugging this inequality into our estimate for ρ (in step 3) gives:
sup
tPrt0,T s
}ρptq}´pk`αq ď CK3pk´1qN,α Mk.
2.4 Estimates for δU
N
δm
In this section we provide estimates for δU
N
δm
where UN is the solution of the master equation
(14). Following the construction of [2], we can express this derivative in terms of a linearized
system. Let us fix pt0,m0q P r0, T sˆPpTdq and let pmN , uN q be the solution to the MFG system
(15) with initial condition mpt0q “ m0. Recall that, by definition, UN pt0, x,m0q “ uN pt0, xq.
For any µ0 P C8pTdq, we consider the solution pz, ρq to the linearized system$’’&’’%
´Btz ´∆z `DpHpx,DuN q ¨Dz “ δF
N
δm
px,mN ptqqpρptqq in p0, T q ˆ Td,
Btρ´∆ρ´ divpρDpHpx,DuN qq ´ divpmND2ppHpx,DuN qDzq “ 0 in p0, T q ˆ Td,
zpT, ¨q “ 0, ρpt0, ¨q “ ρ0 in Td.
(24)
We proved in [2] the identity
zpt0, xq “
ˆ
Td
δUN
δm
pt0, x,m0, yqρ0pyqdy.
In order to estimate δU
N
δm
, which just need to estimate z: this is the aim of the next statement.
Proposition 2.7. The unique solution pz, ρq of (24) satisfies, for k P t1, . . . , 4u and any α P
p0, 1q,
sup
tPrt0,T s
}zpt, ¨q}k`α ď CK3k´2N,α }ρ0}´pk`αq, (25)
sup
tPrt0,T s
}ρptq}´pk`αq ď CK3pk´1qN,α }ρ0}´pk`αq, (26)
where the constant C does not depend on pt0,m0q nor on N .
Proof. It is a straightforward application of Proposition 2.6, with V pt, xq “ DpHpx,DuN pt, xqq,
Γpt, xq “ D2ppHpx,DuN pt, xqq and b “ c “ 0.
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As in [2] we can derive from the Proposition an estimate on the first order derivative of U
with respect to the measure:
Corollary 2.8. For any pt0,m0q P r0, T s ˆ PpTdq and k P t1, . . . , 4u, we have:››››δUNδm pt0, ¨,m0, ¨q
››››
pk`α,k`αq
` ››DmUN pt0, ¨,m0, ¨q››pk`α,k´1`αq ď CK3k´2N,α .
2.5 Estimate for δ
2UN
δm2
We now estimate the second order derivative with respect to m of the solution UN to the master
equation (14). Let us fix pt0,m0q P r0, T sˆPpTdq and let pmN , uN q be the solution to the MFG
system (15) with initial condition mpt0q “ m0. Let pz, ρq be a solution of the linearized system
(24) with initial condition ρ0. The second order linearized system reads$’’’’’’’’’’&’’’’’’’’’’%
´Btw ´∆w `DpHpx,DuN q ¨Dw “ δF
N
δm
px,mN ptqqpµptqq
`δ
2FN
δm2
px,mN ptqqpρptq, ρptqq ´D2ppHpx,DuN qDz ¨Dz in p0, T q ˆ Td,
Btµ´∆µ´ divpµDpHpx,DuN qq ´ divpmND2ppHpx,DuN qDwq
“ div `mND3pppHpx,DuN qDzDz˘` 2div `ρD2ppHpx,DuN qDz˘ in p0, T q ˆ Td,
wpT, ¨q “ 0, µpt0, ¨q “ 0 in Td.
(27)
Following [2], we have
wpt0, xq “
ˆ
Td
ˆ
Td
δ2UN
δm2
pt0, x,m0, y, y1qρ0pyqρ0py1qdydy1.
Proposition 2.9. We have, for k “ 2, 3,
sup
tPrt0,T s
}wptq}k`α ď CK12kN,α}ρ0}2´pk´1`αq.
As a consequence, we have:
Corollary 2.10. For any pt0,m0q P r0, T s ˆ PpTdq and k “ 2, 3, we have:››››δ2UNδm2 pt0, ¨,m0, ¨, ¨q
››››
k`α,k´1`α,k´1`α
` ››D2mmUN pt0, ¨,m0, ¨, ¨q››k`α,k´2`α,k´2`α ď CK12kN,α.
Proof of Proposition 2.9. We apply Proposition 2.6 to pw,µq with initial condition µpt0q “ 0
and
bptq “ δ
2FN
δm2
px,mN ptqqpρptq, ρptqq ´D2ppHpx,DuN qDz ¨Dz,
cptq “ `mND3pppHpx,DuN qDzDz˘` 2ρD2ppHpx,DuN qDz.
We have, for any k P t1, . . . , 3u,
sup
t
}bptq}k`α ď CKN,α sup
t
}ρptq}2´pk´1`αq ` C sup
t
}D2ppHp¨,DuN ptqq}k`α sup
t
}zptq}2k`1`α
ď CK1`6pk´2qN,α }ρ0}2´pk´1`αq `CK3k`2p3pk`1q´2qN,α }ρ0}2´pk`1`αq
ď CK9k`2N,α }ρ0}2´pk´1`αq,
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where we used Proposition 2.5, (25) and (26). Next we estimate c for k P t2, 3u:
}cptq}´pk´1`αq ď C sup
}φ}k´1`αď1
ˆˆ
Td
mNφD3pppHpx,DuN qDzDz `
ˆ
Td
φρD2ppHpx,DuN qDz
˙
ď C}Dz}28 ` C sup
}φ}k´1`αď1
}φD2ppHpx,DuN qDz}k´1`α sup
t
}ρptq}´pk´1`αq
ď CK3pk´1q´2N,α }ρ0}2´pk´1`αq ` CK3pk´1q`3k´2`3pk´2qN,α }ρ0}´pk`αq}ρ0}´pk´1`αq
ď CK9pk´1q´2N,α }ρ0}2´pk´1`αq.
Therefore, by Proposition 2.6, we obtain, for k P t2, 3u:
sup
t
}wptq}k`α ď CK3k´2N,α
„
sup
t
}bptq}k`α ` sup
t
}cptq}´pk´1`αq

ď CK12kN,α}ρ0}2´pk´1`αq.
3 Convergence
In this section, we consider, for an integer N ě 2, a classical solution pvN,iqiPt1,...,Nu of the Nash
system:$’’’’&’’’’%
´BtvN,ipt,xq ´
ÿ
j
∆xjv
N,ipt,xq `H`xi,DxivN,ipt,xq˘
`
ÿ
j‰i
DpH
`
xj ,Dxjv
N,jpt,xq˘ ¨DxjvN,ipt,xq “ FN pxi,mN,ix q in r0, T s ˆ pTdqN ,
vN,ipT,xq “ Gpxiq in pTdqN ,
(28)
where we have set, for x “ px1, . . . , xN q P pTdqN , mN,ix “
1
N ´ 1
ÿ
j‰i
δxj .
As H is Lipschitz continuous, system (28) has a unique classical solution [17]. By uniqueness,
the vN,i enjoy strong symmetry properties. On the one hand, vN,ipt, x1, . . . , xN q is symmetric
with respect to the variables pxjqj‰i. On the other hand, for j ‰ i, vN,ipt,xq “ vN,jpt,yq, where
x “ px1, . . . , xN q and y is obtained from x by permuting the xi and xj variables.
Our aim is to quantify the convergence rate of vN,i to the solution UN of the master equation
(14) as N tends to 8.
3.1 Finite dimensional projections of UN
Let UN “ UN pt, x,mq be the solution of the second order master equation (14). For N ě 2 and
i P t1, . . . , Nu we set
uN,ipt,xq “ UN pt, xi,mN,ix q where x “ px1, . . . , xN q P pTdqN , mN,ix “
1
N ´ 1
ÿ
j‰i
δxj .
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Following [2], we know that the uN,i are of class C2 with respect to the space variables and C1
with respect to the time variable, with, for i, j, k distinct:
BtuN,ipt,xq “ BtUN pt, xi,mN,ix q, DxiuN,ipt,xq “ DxUN pt, xi,mN,ix q,
D2xixiu
N,ipt,xq “ D2xxUN pt, xi,mN,ix q, DxjuN,ipt,xq “
1
N ´ 1DmU
N pt, xi,mN,ix , xjq,
D2xjxku
N,ipt,xq “ 1pN ´ 1q2D
2
mmU
N pt, xi,mN,ix , xj , xkq,
D2xjxju
N,ipt,xq “ 1pN ´ 1q2D
2
mmU
N pt, xi,mN,ix , xj , xjq `
1
N ´ 1D
2
ymU
N pt, xi,mN,ix , xjq.
(29)
We estimate how far puN,iqiPt1,...,Nu is to be a solution to the Nash system (28):
Proposition 3.1. The map pvN,iq satisfies$’’’’’’&’’’’’’%
´BtuN,i ´
ÿ
j
∆xju
N,i `Hpxi,DxiuN,iq
`
ÿ
j‰i
Dxju
N,ipt,xq ¨DpH
`
xj ,Dxju
N,jpt,xq˘ “ FN pxi,mN,ix q ` rN,ipt,xq
a.e. in p0, T q ˆ TNd,
uN,ipT,xq “ Gpxiq in TNd,
(30)
where rN,i P C0pr0, T s ˆ Tdq with
}rN,i}8 ď C
N
`}DmUN}8}Dm,xUN}8 ` }D2mmUN}8˘ .
Proof. As UN solves (14), one has at a point pt, xi,mN,ix q:
´ BtUN ´∆xUN `Hpxi,DxUN q ´
ˆ
Td
divy
“
DmU
N
‰`
t, xi,m
N,i
x , y
˘
dmN,ix pyq
`
ˆ
Td
DmU
N
`
t, xi,m
N,i
x , y
˘ ¨DpH`y,DxUN pt, y,mN,ix q˘dmN,ix pyq “ FN`xi,mN,ix ˘.
So uN,i satisfies:
´ BtuN,i ´∆xiuN,i `Hpxi,DxiuN,iq ´
ˆ
Td
divy
“
DmU
N
‰`
t, xi,m
N,i
x , y
˘
dmN,ix pyq
` 1
N ´ 1
ÿ
j‰i
DmU
N
`
t, xi,m
N,i
x , xj
˘ ¨DpH`xj,DxUN pt, xj ,mN,ix q˘ “ FN pxi,mN,ix q.
Note that, by (29), for any j ‰ i, we have:
1
N ´ 1DmU
N
`
t, xi,m
N,i
x , xj
˘ “ DxjuN,ipt,xq.
In particular,
}DxjuN,i}8 ď
1
N
}DmUN}8. (31)
By the Lipschitz continuity of DxU
N with respect to m, we haveˇˇ
DxU
N pt, xj ,mN,ix q ´DxUN pt, xj ,mN,jx q
ˇˇ ď }Dm,xUN}8d1pmN,ix ,mN,jx q ď CN }Dm,xUN }8,
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so that, by Lipschitz continuity of DpH,ˇˇ
DpH
`
xj,DxU
N pt, xj ,mN,ix q
˘ ´DpH`xj,DxjuN,jpt,xq˘ˇˇ ď CN }Dm,xUN}8. (32)
Therefore
1
N ´ 1
ÿ
j‰i
DmU
N
`
t, xi,m
N,i
x , xj
˘ ¨DpH`xj,DxUN pt, xj ,mN,ix q˘
“
ÿ
j‰i
Dxju
N,ipt,xq ¨DpH
`
xj,Dxju
N,jpt,xq˘` rN,i
1
pt,xq “ 0,
where, by (31) and (32), ›››rN,i1 ›››
8
ď C
N
}DmUN}8}Dm,xUN}8.
On the other hand, by (29), we have
Nÿ
j“1
∆xju
N,i ´∆xUN pt, xi,mN,ix q ´
1
N ´ 1
ÿ
j‰i
divyDmU
N pt, xi,mN,ix , xjq
“ 1pN ´ 1q2
ÿ
j‰i
trpD2mmUN pt, xi,mN,ix , xj , xjqq “: rN,i2 pt,xq,
where
}rN,i
2
}8 ď C
N
}D2mmUN}8.
Therefore
´ BtuN,ipt,xq ´
ÿ
j
∆xju
N,ipt,xq `H`xi,DxiuN,ipt,xq˘
`
ÿ
j‰i
Dxju
N,ipt,xq ¨DpH
`
xj,Dxju
N,jpt,xq˘ “ F pxi,mN,ix q ` rN,i1 ` rN,i2 ,
which shows the result.
3.2 Estimates between vN,i and UN
Let us fix t0 P r0, T q. Let pZiqiPt1,...,Nu be an i.i.d family of N random variables. We set
Z “ pZiqiPt1,...,Nu. Let also ppBitqtPr0,T sqiPt1,...,Nu be a family of N independent d-dimensional
Brownian Motions which is also independent of pZiqiPt1,...,Nu. We consider the systems of SDEs
with variables pX t “ pXi,tqiPt1,...,NuqtPr0,T s and pY t “ pYi,tqiPt1,...,NuqtPr0,T s:"
dXi,t “ ´DpH
`
Xi,t,Dxiu
N,ipt,X tq
˘
dt`?2dBit t P rt0, T s,
Xi,t0 “ Zi,
(33)
and "
dYi,t “ ´DpH
`
Yi,t,Dxiv
N,ipt,Y tq
˘
dt`?2dBit t P rt0, T s,
Yi,t0 “ Zi.
(34)
Note that, by the symmetry properties of the puN,iqiPt1,...,Nu and of the pvN,iqiPt1,...,Nu, the
processes pXi,t, Yi,tqtPrt0,T sqiPt1,...,Nu are exchangeable.
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Let us finally introduce notations for the error terms:
αN “ sup
i
}DxiuN,i}8, βN “ sup
i
sup
j‰i
}DxjuN,i}8 and rN :“ sup
i
}rN,i}8, (35)
where rN,i is the error term in Proposition 3.1. In the same way, we set
αˆN “ sup
i
}D2xi,xiuN,i}8, βˆN “ sup
i
sup
j‰i
}D2xi,xjuN,i}8.
Finally,
θN :“ `1` pαN q2 ` pNβN q2˘ , θˆN :“ p1` αˆN `NβˆN q. (36)
Note that, by symmetry, the supi in the above expressions is actually superfluous. Theorem 2.2
implies that rN and θN are of the following order:
rN ď CK
12
N,α
N
, θN ď CK6N,α, θˆN ď CK3N,α.
Theorem 3.2. We have, for any i P t1, ¨ ¨ ¨ , Nu,
}uN,i ´ vN,i}8 ď CrN pθNq1{2 exppCθN q, (37)
E
“
sup
tPrt0,T s
|Yi,t ´Xi,t|
‰ ď CrNpθN θˆNq1{2 exppCpθN ` θˆNqq (38)
and
E
„ˆ T
t0
|DxivN,ipt,Y tq ´DxiuN,ipt,Y tq|2dt

ď CprN q2θN exppCθN q, (39)
where C is a (deterministic) constant that does not depend on t0, m0 and N .
Proof. We follow closely the proof in [2] and so indicate only the main changes. We will use the
following notations: for t P rt0, T s,
U
N,i
t “ uN,ipt,Y tq, V N,it “ vN,ipt,Y tq,
DU
N,i,j
t “ DxjuN,ipt,Y tq, DV N,i,jt “ DxjvN,ipt,Y tq.
As the pvN,iqiPt1,...,Nu solve equation (28), we have by Itoˆ’s formula that, for any i P t1, . . . , Nu,
dV
N,i
t “
”
H
`
Yi,t,Dxiv
N,ipt,Y tq
˘ ´DxivN,ipt,Y tq ¨DpH`Yi,t,DxivN,ipt,Y tq˘
´ FN`Yi,t,mN,iY t qıdt
`
?
2
ÿ
j
Dxjv
N,ipt,Y tq ¨ dBjt .
(40)
Similarly, as puN,iqiPt1,...,Nu satisfies (30), we have:
dU
N,i
t
“
”
H
`
Yi,t,Dxiu
N,ipt,Y tq
˘´DxiuN,ipt,Y tq ¨DpH`Yi,t,DxiuN,ipt,Y tq˘
´ FN`Yi,t,mN,iY t q ´ rN,ipt,Y tqıdt
´
ÿ
j
Dxju
N,ipt,Y tq ¨
´
DpH
`
Yj,t,Dxjv
N,jpt,Y tq
˘´DpH`Yj,t,DxjuN,jpt,Y tq˘¯dt
`
?
2
ÿ
j
Dxju
N,ipt,Y tq ¨ dBjt .
(41)
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Computing the difference between (40) and (41), taking the square and applying Itoˆ’s formula
again, we obtain:
d
“
U
N,i
t ´ V N,it
‰2
“
„
2
`
U
N,i
t ´ V N,it
˘ ¨ ´H`Yi,t,DUN,i,it ˘´H`Yi,t,DV N,i,it ˘¯
´ 2`UN,it ´ V N,it ˘ ¨ ´DUN,i,it ¨ “DpH`Yi,t,DUN,i,it ˘´DpH`Yi,t,DV N,i,it ˘‰¯
´ 2`UN,it ´ V N,it ˘ ¨ ´“DUN,i,it ´DV N,i,it ‰ ¨DpH`Yi,t,DV N,i,it ˘¯
´ 2`UN,it ´ V N,it ˘rN,ipt,Y tqdt
´ 2`UN,it ´ V N,it ˘ÿ
j
DU
N,i,j
t ¨
´
DpH
`
Yj,t,DV
N,j,j
t
˘´DpH`Yj,t,DUN,j,jt ˘¯dt
`
„
2
ÿ
j
|DUN,i,jt ´DV N,i,jt |2 `
?
2
`
U
N,i
t ´ V N,it
˘ÿ
j
„`
DU
N,i,j
t ´DV N,i,jt
˘ ¨ dBjt .
(42)
Recall now that H and DpH are Lipschitz continuous in the variable p. Recall also the notation
αN , βN and rN in (35). Integrating from t to T in the above formula and taking the conditional
expectation given Z (with the shorten notation EZr¨s “ Er¨|Zs), we deduce:
E
Z
“|UN,it ´ V N,it |2‰` 2ÿ
j
E
Z
„ˆ T
t
|DUN,i,js ´DV N,i,js |2ds

ď EZ“|UN,iT ´ V N,iT |2‰` rN ˆ T
t
E
Z
“|UN,is ´ V N,is |‰ds
` Cp1` αN q
ˆ T
t
E
Z
”
|UN,is ´ V N,is | ¨ |DUN,i,is ´DV N,i,is |
ı
ds
` CβN
ÿ
j ­“i
ˆ T
t
E
Z
”
|UN,is ´ V N,is | ¨ |DUN,j,js ´DV N,j,js |
ı
ds.
(43)
Recall that UN,iT “ V N,iT “ GpYi,T q. By Young’s inequality, we get
E
Z
“|UN,it ´ V N,it |2‰` EZ„ˆ T
t
|DUN,i,is ´DV N,i,is |2ds

ď CprNq2 ` C `1` pαN q2 ` pNβN q2˘ ˆ T
t
E
Z
“|UN,is ´ V N,is |2‰ds
` 1
2N
ÿ
j
E
Z
„ˆ T
t
|DUN,j,js ´DV N,j,js |2ds

.
(44)
Summing over i we obtain:
ÿ
i
E
Z
“|UN,it ´ V N,it |2‰` 12ÿ
i
E
Z
„ˆ T
t
|DUN,i,is ´DV N,i,is |2ds

ď CNprNq2 ` C `1` pαN q2 ` pNβN q2˘ ˆ T
t
ÿ
i
E
Z
“|UN,is ´ V N,is |2‰ds. (45)
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By Gronwall’s Lemma, this leads to:
sup
t0ďtďT
„ÿ
i
E
Z
“|UN,it ´ V N,it |2‰ ď CNprN q2 exppCθN q, (46)
where θN is given in (36). Plugging (46) into (45), we deduce that
ÿ
j
E
Z
„ˆ T
t0
|DUN,j,js ´DV N,j,js |2ds

ď CNprN q2θN exppCθNq.
Inserting this bound in the right-hand side of (44) and applying Gronwall’s lemma once again,
we finally end up with:
sup
tPrt0,T s
E
Z
“|UN,it ´ V N,it |2‰` EZ„ˆ T
t0
|DUN,i,is ´DV N,i,is |2ds

ď CprN q2θN exppCθNq.
(47)
This gives (39). By the definition of UN,i and V N,i this implies thatˇˇ
uN,ipt0,Zq ´ vN,ipt0,Zq
ˇˇ ď CrNpθN q1{2 exppCθNq a.e..
Then choosing Zi with a uniform law on T
d implies, by continuity of uN,i and vN,i thatˇˇ
uN,ipt0,xq ´ vN,ipt0,xq
ˇˇ ď CrNpθN q1{2 exppCθNq @x P pTdqN ,
which shows (37).
We now estimate the difference Xi,t ´ Yi,t, for t P rt0, T s and i P t1, . . . , Nu. In view of the
equation satisfied by the processes pXi,tqtPrt0,T s and by pYi,tqtPrt0 ,T s, we have
|Xi,t ´ Yi,t| ď
ˆ t
t0
ˇˇ
DpH
`
Xi,s,Dxiu
N,ips,Xsq
˘ ´DpH`Yi,s,DxivN,ips,Y sq˘ˇˇds
ď C
ˆ t
t0
p1` }D2xi,xiuN,i}8q|Xi,s ´ Yi,s| `
ÿ
j‰i
}D2xi,xjuN,i}8|Xj,s ´ Yj,s|ds
`
ˆ t
t0
ˇˇ
DpH
`
Yi,s,Dxiu
N,ips,Y sq
˘´DpH`Yi,s,DxivN,ips,Y sq˘ˇˇds
ď CαˆN
ˆ t
t0
|Xi,s ´ Yi,s|ds ` CβˆN
ÿ
j‰i
ˆ t
t0
|Xj,s ´ Yj,s|ds
` C
ˆ T
t0
ˇˇ
DUN,i,is ´DV N,i,is
ˇˇ
ds.
(48)
Computing as before the inequality satisfied by the sum
ř
i |Xi,t´Yi,t|, using the exchangeability
of the ppXN,i, Y N,iq and (47), we obtain (38) thanks to Gronwall inequality.
Following exactly the same argument as for Theorem 2.13 in [2], we deduce:
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Corollary 3.3. Fix N ě 1 and pt0,m0q P r0, T s ˆ PpTdq. For any i P t1, . . . , Nu and x P Td,
let us set
wN,ipt0, xi,m0q :“
ˆ
pTdqpN´1q
vN,ipt0,xq
ź
j‰i
m0pdxjq where x “ px1, . . . , xN q.
Then
››wN,ipt0, ¨,m0q ´ UN pt0, ¨,m0q››8 ď
$&%
CrNpθN q1{2 exppCθNq ` C}DmUN}8N´1{d if d ě 3,
CrNpθN q1{2 exppCθNq ` C}DmUN}8N´1{2 logpNq if d “ 2,
CrNpθN q1{2 exppCθNq ` C}DmUN}8N´1{2 if d “ 1.
where the constant C does not depend on t0, m0, i and N and where θ
N and θˆN are defined
before Theorem 3.2.
Proof. We use the the Lipschitz continuity of UN and a result by Fournier and Guillin [8] to
deduce that, for d ě 3 and for any xi P Td,
ˆ
TdpN´1q
|uN,ipt,xq ´ UN pt, xi,m0q|
ź
j‰i
m0pdxjq
“
ˆ
TdpN´1q
|UN pt, xi,mN,ix q ´ UN pt, xi,m0q|
ź
j‰i
m0pdxjq
ď }DmUN }8
ˆ
TdpN´1q
d1pmN,ix ,m0q
ź
j‰i
m0pdxjq ď C}DmUN }8N´1{d.
If d “ 1 (respectively d “ 2), the N´1{d has to be replaced by N´1{2 (respectively N´1{2 logpNq).
Combining Theorem 3.2 with the above inequality, we obtain therefore, for d ě 3,ˇˇ
wN,ipt0, xi,m0q ´ UN pt0, xi,m0q
ˇˇ
“
ˇˇˇˇ
ˇ
ˆ
TdpN´1q
vN,i
`
t, pxjq
˘ź
j‰i
m0pdxjq ´ UN pt, xi,m0q
ˇˇˇˇ
ˇ
“ ››vN,i ´ uN,i››
8
`
ˆ
TdN
|uN,ipt,xq ´ UN pt, xi,m0q|
ź
j‰i
m0pdxjq
ď CrNpθN q1{2 exppCθNq ` C}DmUN}8N´1{d.
As above, the last term is N´1{2 if d “ 1 and N´1{2 logpNq if d “ 2.
3.3 Putting the estimates together
Here we fix a initial condition pt0,m0q P r0, T s ˆPpTdq, where m0 is a smooth, positive density.
Let vN,i be the solution of the Nash system (28). Following the averaging procedure of Corollary
3.3, we set
wN,ipt0, x,m0q :“
ˆ
Td
. . .
ˆ
Td
vN,ipt0,xq
ź
j‰i
m0pdxjq where x “ px1, . . . , xN q.
Let u be the solution to the MFG system (16).
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Theorem 3.4. We have
››wN,ipt0, ¨,m0q ´ upt0, ¨q››8 ď
$’’’’’’&’’’’’’%
CN´
1
dK15N,α exppCK6N,αq ` C
´
k
R,α
N
¯ 2
d`2
if d ě 3
CN´
1
2 lnpNqK15N,α exppCK6N,αq ` C
´
k
R,α
N
¯1
2
if d “ 2
CN´
1
2K15N,α exppCK6N,αq ` C
´
k
R,α
N
¯ 2
3
if d “ 1.
(49)
where R and α do not depend on N (but depends on m0).
In particular, if KN,α “ O
`plnpNqqθ˘ for some θ P p0, 1{p6dqq, then wN,ipt0, ¨,m0q converges
uniformly to upt0, ¨q.
Proof. For N P N, let uN be the solution to the MFG system (15). Recalling Proposition 2.3,
we have
}uN pt0, ¨q ´ upt0, ¨q}8 ď C
´
k
R,α
N
¯ 2
d`2
,
where R is a bound on the Cα norm of the mN (Proposition 2.3). As
UN pt0, x,m0q “ uN pt0, xq,
Corollary 3.3 implies that (for N ě 3),››wN,ipt0, ¨,m0q ´ uN pt0, ¨q››8 ď CrNpθN q1{2 exppCθNq `C}DmUN}8N´1{d
ď CN´1dK15N,α exppCK6N,αq.
We now consider a particular case:
Corollary 3.5. Assume that
FN px,mq “ F p¨, ξǫN ˚mp¨qq ˚ ξǫpxq,
where ξǫ are as in the example in Proposition 1.2. If one chooses ǫN “ lnpNq´β , with β P
p0, p6dp2d` 15qq´1q, the convergence in (49) is of order AplnpNqq´1{B for some constants A,B.
3.4 Convergence of the optimal solutions
We complete the paper by a discussion on the convergence of the optimal solutions and a
propagation of chaos.
Let us explain the problem. Let m0 P PpTdq with a smooth, positive density. Let pvN,iq be
the solution to the Nash system (28) and, for t0 P r0, T q, m0 P PpTdq, pu,mq be the solution
to the MFG system (16) starting at time t0 from m0. Let pZiq be an i.i.d family of N random
variables of law m0. We set Z “ pZ1, . . . , ZN q. Let also ppBitqtPr0,T sqiPt1,...,Nu be a family of
N independent Brownian motions which is also independent of pZiq. We consider the optimal
trajectories pY t “ pY1,t, . . . , YN,tqqtPrt0 ,T s for the N´player game:"
dYi,t “ ´DpHpYi,t,DxivN,ipt,Y tqqdt`
?
2dBit , t P rt0, T s,
Yi,t0 “ Zi
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and the optimal solution pX˜ t “ pX˜1,t, . . . , X˜N,tqqtPrt0 ,T s to the limit MFG system:#
dX˜i,t “ ´DpH
´
X˜i,t,Dxu
`
t, X˜i,t
˘¯
dt`?2dBit , t P rt0, T s,
X˜i,t0 “ Zi.
The next result provides an estimate of the distance between the solutions. To fix the ideas, we
work in dimension d ě 3.
Theorem 3.6. Under our standing assumptions, for any N ě 1 and any i P t1, . . . , Nu, we
have
E
„
sup
tPrt0,T s
ˇˇˇ
Yi,t ´ X˜i,t
ˇˇˇ
ď C
„
K
25{2
N,αN
´1{d exptCK6N,αu `
´
k
R,α
N
¯ 2
d`2

,
where the constant C ą 0 is independent of t0 and N , but depends on m0.
In particular, if KN,α “ O
`plnpNqqθ˘ for some θ P p0, 1{p6dqq, then the optimal trajectories
pYi,tq converge to the pX˜i,tq and become asymptotically i.i.d.
In order to illustrate the result, let us come back to our main example:
Proposition 3.7. Assume that FN are of the form (12). Then, for ǫN “ lnpNq´β for β P
p0, r6dp2d ` 15qs´1q, we have
E
„
sup
tPrt0,T s
ˇˇˇ
Yi,t ´ X˜i,t
ˇˇˇ
ď AplnpNqq´1{B ,
for some constants A,B ą 0.
Proof of Theorem 3.6. Let UN be a solution to the master equation (14) and set uN,ipt,xq “
UN pt, xi,mN,ix q. Let pXi,tq be the solution to"
dXi,t “ ´DpH
`
Xi,t,Dxiu
N,ipt,Xtq
˘
dt`?2dBit t P rt0, T s,
Xi,t0 “ Zi,
and pXˆi,tq be the solution to#
dXˆi,t “ ´DpH
´
Xˆi,t,Dxu
N
`
t, Xˆi,t
˘¯
dt`?2dBit t P rt0, T s,
Xˆi,t0 “ Zi,
where puN ,mN q is the solution of the MFG system (15). Note that the pXˆi,tq are i.i.d. with law
pmN ptqq. As, for any t P rt0, T s,
uN pt, ¨q “ UN pt, ¨,mN ptqq,
the pXˆi,tq are also solution to#
dXˆi,t “ ´DpH
´
Xˆi,t,DxU
N
`
t, Xˆi,t,m
N ptq˘¯dt`?2dBit t P rt0, T s,
Xˆi,t0 “ Zi.
The main step of the proof is the following claim:
E
”
sup
tPrt0 ,T s
ˇˇ
Xi,t ´ Xˆi,t
ˇˇı ď CKN,αN´1{d exptCKN,αu. (50)
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Let us fix i P t1, . . . , Nu and let
ρptq “ E
”
sup
sPrt0,ts
ˇˇ
Xi,s ´ Xˆi,s
ˇˇı
.
Then, for any t0 ď s ď t ď T , we haveˇˇ
Xi,s ´ Xˆi,s
ˇˇ ď ˆ s
t0
ˇˇ´DpH`Xi,r,DxUN pr,Xi,r,mN,iXrq˘`DpH`Xˆi,r,DxUN`r, Xˆi,r,mN prq˘˘ˇˇdr
ď C
ˆ s
t0
ˇˇ
Xi,r ´ Xˆi,r
ˇˇ` ˇˇDxUN pr,Xi,r,mN,iXrq ´DxUN`r, Xˆi,r,mN prq˘ˇˇdr,
where we have used the fact that DpH is globally Lipschitz continuous. As the map px,mq Ñ
DxU
N pr, x,mq is Lipschitz continuous with constant CKN,α (Theorem 2.2), we getˇˇ
Xi,s ´ Xˆi,s
ˇˇ ď CKN,α ˆ s
t0
´
|Xi,r ´ Xˆi,r| ` d1
`
m
N,i
Xr
,m
N,i
Xˆr
˘` d1`mN,i
Xˆr
,mN prq˘¯dr,
where
d1
`
m
N,i
Xr
,m
N,i
Xˆr
˘ ď 1
N ´ 1
ÿ
j‰i
|Xj,r ´ Xˆj,r|. (51)
Henceˇˇ
Xi,s ´ Xˆi,s
ˇˇ ď CKN,α ˆ s
t0
´
|Xi,r ´ Xˆi,r| ` 1
N ´ 1
ÿ
j‰i
|Xj,r ´ Xˆj,r| ` d1pmN,i
Xˆr
,mN prqq
¯
dr. (52)
As the pXˆi,tq are i.i.d. and d ě 3, we have from [8] that
E
”
d1
´
m
N,i
Xˆr
,mN prq
¯ı
ď CN´1{d.
So, taking the supremum over s P rt0, ts in (52) and then the expectation, gives, since the random
variables pXj,r ´ Xˆj,rqjPt1,...,Nu have the same law:
ρptq “ E
”
sup
sPrt0,ts
ˇˇ
Xi,s ´ Xˆi,s
ˇˇı ď CKN,α ˆ t
t0
ρpsqds` CKN,αN´1{d.
Then Gronwall inequality gives (50).
We now complete the proof by recalling that, from Theorem 3.2,
E
“
sup
tPrt0,T s
|Yi,t ´Xi,t|
‰ ď CrN pθN θˆN q1{2 exppCpθN ` θˆN qq,
where
rN ď CK
12
N,α
N
, θN ď CK6N,α, θˆN ď CK3N,α.
On the other hand, Corollary 2.4 states that
E
«
sup
tPrt0 ,T s
ˇˇˇ rXt ´ pXt ˇˇˇ
ff
ď C
´
k
R,α
N
¯ 2
d`2
,
Therefore
E
„
sup
tPrt0 ,T s
ˇˇˇ
Yi,t ´ X˜i,t
ˇˇˇ
ď C
„
KN,αN
´1{d exptCKN,αu `K33{2N,αN´1 exppCK6N,αq `
´
k
R,α
N
¯ 2
d`2

.
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4 Appendix
In the appendix, we state an estimate for equations of the form:" Btw ´∆w ` V pt, xq ¨Dw “ f in r0, T s ˆ Td,
wp0, xq “ w0pxq in Td, (53)
where V is a fixed bounded vector field.
Proposition 4.1. If w is a solution to the above equation with w0 P C1`α, then
sup
tPr0,T s
}wptq}1`α ď C r}w0}1`α ` }f}8s ,
where C depends on }V }8, T , α and d only.
This kind of estimate is standard in the literature: for instance Theorem IV.9.1 of [17] (and
its Corollary) states that Dw is bounded in Cβ{2,β for any β P p0, 1q. However the bound might
depend on the vector field V and not only on its norm. We only check this is not the case.
Proof. Let us first check that the result holds for an homogenous initial datum. More precisely,
we prove in a first step that, if w solve (53) with wp0, ¨q “ 0, then }Dw}8 ď C}f}8, where the
constant C depends on }V }8, T and d only. For this we argue by contradiction and assume for
a while that there exists Vn and fn, bounded in L
8, and wn such that" Btwn ´∆wn ` Vn ¨Dwn “ fn in r0, T s ˆ Td
wnp0, xq “ 0 in Td.
with kn :“ }Dwn}8 Ñ `8. We set w˜n :“ wn{kn, f˜n :“ fn{kn. Then w˜n solves the heat
equation with a right-hand side f˜n ´ Vn ¨Dw˜n which is bounded in L8. By standard estimates
on the heat potential (see (3.2) of Chapter 3 in [17]), Btw˜n and D2w˜n are bounded in Lp for any
p independently of n. Then a Sobolev type inequality (Lemma II.3.3 in [17]) implies that Dw˜n
is bounded in Cβ{2,β independently of n for any β P p0, 1q. On the other hand, pf˜nq tends to 0 in
L2 and, by standard energy estimates, pDw˜nq tends to 0 in L2. This is in contradiction with the
fact that }Dw˜n}8 “ 1 and that Dw˜n is bounded in Cβ{2,β. So we have proved that there exists
a constant C, depending on }V }8, d and T only, such that the solution to (53) with wp0, ¨q “ 0
satisfies }Dw}8 ď C}f}8. Using the same argument on the the heat potential as above yields
to
}Dw}Cβ{2,β ď Cβ}f ´ V ¨Dw}8 ď Cβ}f}8,
where Cβ depends on }V }, d, T and β only.
We now remove the assumption that w0 “ 0. We rewrite w as the sum w “ w1`w2 where w1
solves the heat equation with initial condition w0 and w2 solves equation (53) with right-hand
side f ´ V ¨Dw1 and initial condition w2p0, ¨q “ 0. By maximum principle, we have
sup
tPr0,T s
}Dw1ptq}α ď C}Dw0}α.
By the first step of the proof, we also have, for any β P p0, 1q,
}Dw2}Cβ{2,β ď Cβ}f ´ V ¨Dw1}8 ď Cβp}f}8 ` }Dw0}αq.
Choosing β “ α then gives the result.
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