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Chapitre 1
Introduction
1.1 La leucémie myéloïde chronique
La Leucémie Myéloïde Chronique (LMC) est un cancer du sang et de la moelle osseuse. Elle
touche essentiellement les adultes d’âge moyen, et concerne environ 600 nouveaux patients par
an, en France. Sans traitement, la LMC risque d’évoluer en leucémie aiguë et peut être fatale en
quelques mois, tandis que sous traitement les patients ont des chances de survie très élevées.
Cette maladie est due à une mutation dans les cellules du sang (leucocytes ou globules
blancs) ou de la moelle osseuse (cellules souches). Les chromosomes 9 et 22 du génome humain
échangent une partie de leur matériel génétique (translocation t(9,22)) ce qui mène à la création
d’un chromosome caractéristique de la LMC : le chromosome de Philadelphie. Le chromosome de
Philadelphie exprime un gène muté BCR-ABL qui résulte de la fusion des gènes BCR et ABL
présents respectivement sur les chromosomes originaux 22 et 9. La protéine de fusion issue de ce
gène BCR-ABL a une activité de tyrosine kinase augmentée par rapport à la protéine normale
issue du gène ABL, qui est impliquée dans le processus de différentiation et de division de la
cellule. Les cellules leucémiques ont alors tendance à proliférer plus rapidement et à avoir de
meilleures capacités de survie que les cellules saines [18], et donc à saturer la moelle osseuse, puis
le sang. De plus, ces cellules leucémiques perdent leur capacité à se différencier normalement,
c’est-à-dire qu’elles ne sont pas fonctionnelles une fois matures.
De la même façon que les cellules souches saines, les cellules souches leucémiques peuvent
entrer en quiescence, c’est-à-dire désactiver temporairement leur programme de prolifération.
Cette capacité dépend de l’environnement de la cellule, ici c’est le micro-environnement de la
moelle osseuse. C’est dans ce micro-environnement que se trouvent les cellules immunitaires res-
ponsables de la régulation de l’hématopoïèse (le processus de fabrication des cellules sanguines).
L’action du système immunitaire sur les cellules leucémiques est encore mal compris, néanmoins
8
il semble que la présence de cellules immunitaires spécifiques dans le micro-environnement de la
moelle osseuse a un effet sur les cellules souches leucémiques [52].
Dans la moelle osseuse, le rôle des cellules souches est de s’auto-renouveler et de créer des
cellules différenciées en vue d’alimenter le sang en cellules matures fonctionnelles, elles sont alors
dites en phase de prolifération. Lorsqu’elles ne sont pas sollicitées, les cellules souches ont la
capacité de rentrer en quiescence (ou en dormance), phase durant laquelle elles sont inactives et
insensibles à la plupart des stimulations extérieures.
L’avancée de la LMC peut être quantifiée en mesurant le ratio de cellules leucémiques par
rapport aux cellules saines dans le sang. En fait, ce sont indirectement les quantités de gènes
BCR-ABL et ABL qui sont mesurés avec des méthodes biochimiques [8]. La Figure 1.1 représente
ce ratio pour un patient donné au cours du temps. Toutes les données cliniques présentées dans
cette thèse proviennent de notre collaboration avec le département d’hématologie des Hospices
Civils de Lyon, et ont été publiés dans [16].
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Figure 1.1 – Données cliniques pour un patient traité par Imatinib à partir du temps 0.
Du point de vue clinique, le fait d’avoir un indicateur de l’avancée de la maladie permet d’avoir
un suivi précis de la réponse du patient au traitement au cours du temps. Du point de vue
modélisation mathématique, cela permet d’avoir des données longitudinales fiables pour chaque
patient. Pour classifier l’efficacité d’un traitement, les hématologues utilisent comme critère le
niveau du taux BCR-ABL/ABL en logarithme décimal. Nous respecterons ce critère lors de la
confrontation aux données cliniques.
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1.2 Traitements et études cliniques
À partir des années 80, comme pour la plupart des cancers, les patients atteints de la LMC
ont d’abord été traités par chimiothérapie. Néanmoins ce mode de traitement, en plus d’être
peu efficace (Figure 1.2), était très contraignant et induisait de forts effets secondaires. Dans les
années 90, l’utilisation de l’Interféron-alpha a amélioré le traitement de la LMC. Il s’agit d’une
molécule produite naturellement dans le corps, qui a un lien étroit avec le système immunitaire.
Enfin, grâce à la compréhension des mécanismes d’action des cellules leucémiques, les années 2000
ont vu l’apparition du premier traitement ciblé contre les cellules cancéreuses, l’Imatinib [48]. Ce
traitement est un inhibiteur de tyrosine kinase (ITK), il inhibe donc directement les fonctions de
la tyrosine kinase BCR-ABL, responsable de la sur-prolifération et de la résistance des cellules
leucémiques. La Figure 1.2 représente les taux de survie pour ces trois traitements en fonction du
temps. On voit que l’Imatinib induit de bien meilleurs résultats que ses prédécesseurs. Le taux
de survie sous ce traitement est comparable à celui d’un individu sain [20].
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Figure 1.2 – Pourcentage de survie en fonction du temps depuis le début du traitement, pour trois traitements : la
chimiothérapie, l’Interféron, et l’Imatinib. Inspiré de la Figure 2 de [20]
Le succès des ITK est dû à leur action ciblée sur les cellules leucémiques proliférantes, et au
fait qu’ils n’interagissent pas a priori avec les cellules saines [12,32]. Néanmoins, ils semblent ne
pas impacter non plus les cellules leucémiques quiescentes, du moins en étude in vitro [27], ce
qui suggère que la leucémie puisse échapper à l’action ciblée des ITK. Même si l’efficacité des
ITK est admise [48], dans la plupart des cas ils semblent ne pas éradiquer la maladie [13,27], qui
reste détectable à des niveaux bas. Il y a, dans ce cas, rémission de la leucémie, et non guérison.
Néanmoins le fait que la maladie ne soit pas éradiquée par le traitement n’implique pas né-
cessairement la rechute après arrêt de traitement. De nombreux essais d’arrêt de traitement ont
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eu lieu et ont montré qu’une longue durée de traitement ITK pourrait provoquer une rémission
qui persiste après l’arrêt du traitement, avec une proportion de réussite d’environ 40% [44,49,56],
sur des patients pour lesquels le traitement a été très efficace. Bien que des niveaux détectables
de cellules leucémiques puissent réapparaître, les patients peuvent, de manière surprenante, se
retrouver avec une maladie détectable mais indolente, ne nécessitant pas la reprise du traite-
ment [44,49,56]. Il existe notamment, dans la littérature récente, de plus en plus d’indices que ces
rémissions persistantes (appelées aussi "rémission sans traitement") n’impliquent pas forcément
l’éradication de la maladie [55]. Cette coexistence entre une faible quantité de cellules leucémiques
et une rechute non-active (c’est-à-dire une augmentation du nombre de cellules cancéreuses, mais
pas une explosion de la charge tumorale) suggèrent la présence de mécanismes de contrôle des
cellules leucémiques. L’importance du système immunitaire dans la guérison de la LMC ou son
contrôle à long terme a été démontrée dans le passé. Par exemple, des rémissions cytogénétiques
et hématologiques complètes ont été observées après perfusions de lymphocytes T cytotoxiques
réactifs à la leucémie [24]. Récemment, dans le cadre de rémissions sans traitement réussies, un
nombre élevé de cellules tueuses naturelles [31] et de cellules dendritiques plasmacytoïdes [10] a
été observé au moment du retrait du traitement ITK. Cela conforte l’hypothèse selon laquelle
le système immunitaire pourrait jouer un rôle clé dans le contrôle de la maladie après l’arrêt du
traitement ITK. Néanmoins les cellules leucémiques semblent réprimer la réponse immunitaire,
via des mécanismes mal compris. Ce phénomène est appelé immunosuppression [25, 52].
1.3 Modélisation mathématique de la LMC
Bien que les conditions de vie des patients atteints de la LMC se soient considérablement
améliorées au cours des dernières décennies, de nombreuses questions sur le traitement demeurent
non résolues, comme les questions de posologie ou de rechute après arrêt de traitement. La
modélisation mathématique est un outil qui peut aider à répondre à ces questions. Les modèles
mathématiques permettent de tester des hypothèses de façon à comprendre les mécanismes qui
contrôlent la progression de la maladie, ou même de motiver et guider les expérimentations
cliniques futures.
Il existe plusieurs type de modèles mathématiques, en fonction du formalisme choisi. Parmi
ceux-ci, les modèles multi-agents (appelés aussi modèles individu-centré ou modèles à base
d’agents), qui consistent à donner le destin d’un individu (comme une cellule) en fonction de
ses caractéristiques et de son environnement, à chaque pas de temps. Ce type de modèle a
l’avantage qu’il permet de tenir compte facilement de la stochasticité naturellement présente
dans la nature. En revanche ses simulations peuvent être très coûteuses en temps et en mémoire.
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Pour passer outre ces difficultés de simulation, les modèle multi-agents peuvent être mis sous
la forme d’équations continues en temps. Ils deviennent alors déterministes, possiblement analy-
sables mathématiquement, et leurs simulations sont bien moins coûteuses. On peut distinguer les
modèles continus et déterministes selon s’ils sont représentés par des équations différentielles or-
dinaires (EDO), des équations aux dérivées partielles (EDP), ou bien des équations différentielles
à retards (EDR).
En ce qui concerne la LMC, il existe de nombreux modèles utilisant ces formalismes. Étant
donné la complexité des mécanismes cellulaires et moléculaires qui régissent cette maladie, il
est nécessaire de faire des hypothèses simplificatrices de manière à la modéliser. Selon les hypo-
thèses faites, les modèles peuvent être de formes très différentes tout en représentant les données
cliniques avec une précision comparable.
La LMC, ou plus généralement l’hématopoïèse, est souvent modélisée par un système d’équa-
tions représentant différents stades de maturation des cellules, des cellules souches aux cellules
matures du sang [16, 36, 45, 54]. Les phénomènes d’auto-renouvellement (division cellulaire),
d’apoptose (mort cellulaire) et de maturation sont généralement représentés dans ces modèles.
La modélisation mathématique de l’hématopoïèse a débuté dans les années 70, décennie
durant laquelle les nouveaux outils biologiques et informatiques ont considérablement changé les
méthodes de recherche en mathématiques appliquées à la biologie. Dans ce contexte, Mackey
et al. proposent des modèles mathématiques appliqués à l’hématopoïèse [42] et aux maladies
chroniques [41]. Loeffler et al. utilisent la modélisation mathématique pour tester des hypothèses
biologiques sur l’hématopoïèse [40].
Avant l’apparition des traitements ciblés par ITK, les problématiques en modélisation de
la LMC étaient essentiellement liées à l’efficacité à court terme des traitement. L’efficacité des
traitements ciblés a rendu possible des études cliniques avec suivi à long terme [21], ce qui a
permis de construire et de valider de nouveaux modèles qui tiennent compte du mécanisme
d’inhibition des cellules leucémiques par les ITK. Les problématiques de modélisations ont alors
évolué vers des questions d’efficacité à long terme, d’acquisition de résistances, de réduction de
dose ou bien d’arrêt de traitement.
Par exemple, Michor et al. considèrent un modèle à quatre compartiments correspondant à
quatre stades de maturité des cellules saines, leucémiques non résistantes et leucémiques résis-
tantes au traitement : les cellules souches, les progéniteurs, les cellules différenciées et différenciées
terminales [45]. Chacun de ces compartiments est représenté par une EDO quasi-linéaire :
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x′0 = (h(x0)− d0)x0,
x′1 = axx0 − d1x1,
x′2 = bxx1 − d2x2,
x′3 = cxx2 − d3x3.
(1.1)
Les variables x0, x1, x2 et x3 représentent les quantités de cellules saines dans chacun des quatre
compartiments. Leurs homologues leucémiques non résistants et leucémiques résistants sont régis
par des équations similaires. Les paramètres d0, d1, d2 et d3 sont les taux de mort naturels des
cellules de chaque compartiment, indépendamment de leur type. Les paramètres ax, bx et cx sont
les taux de transfert entre compartiments sains, leurs homologues leucémiques ont des valeurs
différentes. La fonction h est décroissante et représente la tendance à l’homéostasie. Le modèle
complet contient donc 12 équations et plus de 25 paramètres. La motivation d’un tel modèle
est l’étude des résistances au traitement, en effet il permet de prédire l’évolution du nombre
de cellules résistantes en fonction du temps et des autres variables. En particulier il permet
d’expliquer l’échec du traitement par le développement de résistances aux ITK. Ils quantifient la
probabilité de développer ces résistances, ainsi que leur temps d’apparition. La stabilité locale et
globale de certains équilibres d’une version enrichies du modèle de [45] est traitée par Helal et
al. [30].
La simplicité des équations proposées par Michor et al. a permis à ce modèle de devenir
une base sur laquelle tester diverses hypothèses biologiques. Par exemple, l’effet de la réponse
immunitaire a été étudiée par Kim et al. [34] en ajoutant une variable correspondant aux cellules
immunitaires dans le modèle de Michor et al.. Ce terme est dépendant de l’état du système dans
le passé, il s’agit donc d’une équation différentielle à retard. Kim et al. mettent en évidence
l’importance du système immunitaire dans l’efficacité du traitement par Imatinib. Néanmoins,
la simulation et l’étude mathématique d’un tel modèle d’EDR sont extrêmement délicates, c’est
pourquoi ce modèle a fait l’objet de simplifications importantes.
De manière à mieux cibler l’action du système immunitaire sur le contrôle de la LMC, Clapp
et al. ont proposé un modèle inspiré de celui de Kim et al., dans lequel les populations de
cellules saines sont constantes, et l’acquisition d’une résistance au traitement n’est pas prise
en compte [16]. Il décrit donc uniquement les interactions entre les cellules leucémiques et la
réponse immunitaire. Ils expliquent les oscillations obtenues cliniquement par la compétition
entre la réponse immunitaire et l’immunosuppression.
Le modèle présenté par Clapp et al. dans [16] est un système de cinq EDO, décrivant quatre
compartiments de cellules leucémiques et leur interaction avec les cellules immunitaires. Soit y0 et
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y1 les concentrations de cellules souches leucémiques respectivement quiescentes et proliférantes,
y2 la concentration de progéniteurs, y3 la concentration de cellules leucémiques matures, et z la
concentration de cellules immunitaires actives (c’est-à-dire celles qui interviennent dans la lutte
contre la leucémie). Le modèle de [16] est décrit par le système d’EDO suivant :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y′0 = b1y1 − a0y0 −
μy0z
1 + εy23
,
y′1 = a0y0 − b1y1 + ry1
(
1− y1
K
)
− d1y1 − μy1z
1 + εy23
,
y′2 =
a1
inh1
y1 − d2y2 − μy2z
1 + εy23
,
y′3 =
a2
inh2
y2 − d3y3 − μy3z
1 + εy23
,
z′ = s− dz + αy3z
1 + εy23
.
(1.2)
Ces équations décrivent les transferts entre les populations leucémiques (à taux b1, a0, a1 et
a2) ainsi que la mort naturelle dans chaque population (à taux d1, d2, d3 et d). La population de
cellules souches leucémiques proliférantes admet une croissance logistique. Clapp et al. supposent
que l’immunosuppression a des effets inhibiteurs sur le taux d’expansion αy3 et sur l’efficacité
μ des cellules immunitaires. Ces deux effets ont été considérés comme similaires : les taux sont
divisés par le terme 1+εy23, où ε représente la force de l’immunosuppression. Les paramètres inh1
et inh2 représentent l’inhibition de l’amplification des cellules leucémiques induite par traitement
ITK.
Comme Clapp et al., Moore et Li [46] proposent et analysent un modèle d’interaction entre
LMC et système immunitaire, qui représente l’évolution de deux populations de cellules immu-
nitaires et une seule population de cellules leucémiques. Les auteurs utilisent ce modèle pour
estimer des paramètres biologiques de la LMC, et mettent en évidence deux paramètres qui
semblent responsables de la dynamique du modèle : les taux de croissance et de mort des cellules
leucémiques. Nanda et al. [47] ont appliqué la théorie du contrôle optimal du traitement à partir
de ce modèle. Berezansky et al. [3] ont ajouté un terme de retard à ce modèle afin de tester
l’action de traitements combinés entre ITK et Interféron-alpha sur la dynamique de la leucémie.
Rœder et al. ont proposé un modèle à base d’agents dans lequel le destin de chaque cellule est
déterminé de manière stochastique selon ses caractéristiques et son environnement. Le modèle
décrit la compétition des cellules souches leucémiques avec les cellules souches saines dans la
moelle osseuse, et l’effet de ITK sur cette compétition [54]. Les cellules souches leucémiques et
saines sont divisées en deux états ; prolifératives et quiescentes, structurés par leur progression
dans le cycle cellulaire et par leur capacité à se différencier. Ils supposent que le traitement ITK
n’a aucune incidence sur les cellules saines et admet deux effets indépendants sur les cellules
leucémiques : un effet cytotoxique (c’est-à-dire qu’il induit la mort des cellules leucémiques pro-
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liférantes) et un effet anti-prolifératif (il inhibe l’activation des cellules leucémiques quiescentes).
Glauche et al. ont utilisé ce modèle pour étudier l’effet combiné de deux types de traitement,
et ont constaté que la combinaison d’une dose continue d’ITK couplée à une dose intermittente
d’Interféron présente la meilleure efficacité tout en limitant les effets secondaires [26]. Kim et
al. [35] ont proposé de remplacer le modèle à base d’agents par un système d’équations déter-
ministes afin d’en réduire la complexité. Une version EDP du modèle à base d’agents original
a également été proposée indépendamment par les mêmes auteurs et par Roeder et al. [33, 53].
L’analyse de stabilité de ce dernier modèle, sous certaines simplifications, a été proposée par
Doumic-Jauffret et al. [19].
Il existe de nombreux modèles à retards qui représentent la dynamique cellulaire dans le cadre
de pathologie comme la LMC [1–3,51]. De façon à expliquer les oscillations observées cliniquement
dans la dynamique cellulaire, Pujo-Menjouet et Mackey [51] proposent un modèle composé de
deux équations différentielles à un retard discret représentant les échanges entre deux populations
de cellules souches leucémiques, l’une de cellules proliférantes, l’autre de cellules quiescentes. Les
auteurs s’intéressent aux oscillations induites par ces échanges sur les simulations, et ils analysent
le comportement de ces oscillations en fonction des paramètres du modèle. Pujo-Menjouet et
al. [50] analysent le même modèle que [51], de façon à expliquer la différence d’amplitude des
oscillations observées cliniquement.
Adimy et al. présentent un modèle EDP structuré en âge représentant deux populations de
cellules souches, proliférantes et quiescentes. Comme dans [51], les auteurs s’intéressent au lien
entre la durée du cycle cellulaire et la période des oscillations des solutions du modèle. Les auteurs
intègrent ce modèle structuré en âge en un modèle composé de deux équations différentielles à
retards distribués.
1.4 L’analyse mathématique
Un des intérêts du modèle mathématique est de pouvoir prédire le comportement des so-
lutions, et donc des phénomènes qu’elles représentent. Typiquement, l’étude des équilibres du
modèle (c’est-à-dire des solutions stationnaires) et de leur stabilité, renseigne sur le comportement
à long terme des solutions. Par exemple, dans le cas d’un modèle représentant des populations de
cellules leucémiques sous traitement, il est intéressant de prédire si ces populations vont conver-
ger vers un équilibre sain (le traitement éradique la leucémie), un équilibre bas (le traitement
contrôle la leucémie à niveau bas), ou bien vers un équilibre haut (le traitement n’a pas ou peu
d’effet sur la leucémie). Nous explorerons ces différents scénarios dans la Chapitre 2.
Tous les modèles ne sont pas prédictifs, mais l’analyse mathématique permet tout de même
15
d’explorer les différents scénarios possibles, de façon à orienter les études biologiques, ou bien tout
simplement à rejeter le modèle si ces scénarios sont incohérents et biologiquement non pertinents.
Par exemple, un modèle de LMC qui n’admet pas d’équilibre stable haut (correspondant à une
forte charge tumorale) ne sera pas capable de représenter un patient avec une charge leucémique
importante, comme c’est souvent le cas au diagnostic. Un tel modèle devra être rejeté.
Nous nous appuyons sur l’analyse de stabilité des modèles pour décrire leurs différents équi-
libres. L’analyse de stabilité se divise généralement en deux étapes. La première consiste à trouver
les équilibres du modèle. Il s’agit des solutions stationnaires (indépendantes du temps) du mo-
dèle. La seconde étape consiste à trouver la stabilité de chacun de ces équilibres. Pour cela la
méthode classique est de linéariser le modèle autour de l’équilibre considéré, et de chercher la
valeur propre dominante du linéarisé (celle qui admet la plus grande partie réelle). Si la partie
réelle de cette valeur propre dominante est strictement négative, l’équilibre sera dit asymptoti-
quement stable, et il sera dit instable sinon. En plus de donner la stabilité de l’équilibre, la valeur
propre dominante est liée à la vitesse de convergence vers cet équilibre s’il est asymptotiquement
stable.
La position et la stabilité des équilibres d’un modèle dépendent des paramètres qui le consti-
tuent. Selon les valeurs de ces paramètres, certains équilibres peuvent changer, disparaître ou
apparaître. De la même façon, la stabilité d’un équilibre peut changer en fonction des paramètres.
Pour représenter ces changements, il est usuel de dresser un diagramme de bifurcation, c’est-à-
dire de tracer la valeurs et la stabilité des différents équilibres en fonction d’un paramètre. Il
devient alors aisé de comprendre l’effet du paramètre en question sur la dynamique du modèle,
voire de restreindre les valeurs de ce paramètre de manière à garantir l’existence ou la stabilité
d’un équilibre.
Par exemple, prenons un modèle très simple de deux EDO linéaires représentant les inter-
actions entre un compartiment de cellules quiescentes leucémiques Q et un compartiment de
cellules proliférantes leucémiques P :⎧⎪⎨
⎪⎩
Q′ = αP − βQ,
P ′ = βQ+ (a−m− α)P.
(1.3)
Les cellules quiescentes et proliférantes s’activent et se désactivent respectivement à des taux β et
α. Les cellules proliférantes meurent à un taux m (comprenant la mort naturelle et éventuellement
la mort due à un traitement), et se multiplient avec un facteur d’amplification a. Ce modèle,
proche de celui proposé par Komarova et Wodarz [36], permet d’explorer l’effet de la mise en
quiescence des cellules sur l’efficacité des traitements ciblés de type ITK. Il admet toujours en
équilibre trivial (Q = 0, P = 0), qui est unique tant que m = a. En effet, dans ce cas la mort
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cellulaire compense exactement l’amplification due à la prolifération des cellules leucémiques, et
tout couple (Q, βαQ) est aussi un équilibre. Nous écartons ce cas dégénéré pour nous ramener
à une situation où le traitement peut être efficace. Le système (1.3) est linéaire, et correspond
donc à son propre système linéarisé autour de l’équilibre sain. Sa matrice jacobienne est J =⎛
⎝−β α
β a−m− α
⎞
⎠, qui admet comme valeurs propres
λ− =
(a−m− α− β)−√Δ
2
et λ+ =
(a−m− α− β) +√Δ
2
,
où Δ = (a −m − α − β)2 + 4β(a −m) ≥ 0. Les solutions s’écrivent alors comme combinaisons
linéaires des fonctions t → eλ−t et t → eλ+t, il s’agit donc de fonctions bi-exponentielles. La
Figure 1.3 représente des solutions de ce modèle (1.3).
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Figure 1.3 – À gauche, solutions du modèle (1.3), à droite mêmes solutions, en échelle log10, comparée aux exponentielles
t → eλ−t et t → eλ+t (translatées pour ajuster la solution P ). Les valeurs des paramètres sont α = β = 0.01, m = 0.3 et
a = 0.2, et les conditions initiales sont Q(0) = P (0) = 105.
Asymptotiquement, c’est-à-dire quand t est grand, c’est la composante en eλ+t qui va dicter
le comportement de la solution. Il s’agit donc de savoir de quel signe est la partie réelle de la
valeur propre dominante λ+. Ici, la simplicité du modèle est telle que les deux valeurs propres
sont réelles, mais ce n’est pas toujours le cas pour des modèles plus complexes. Premièrement,
si a − m ≥ α + β, alors λ+ ≥ 0 et l’équilibre est instable. Sinon λ+ est du signe de Δ − (a −
m− α− β)2 = 4β(a−m), c’est-à-dire du signe de a−m. Finalement, la stabilité de l’équilibre
sain est donc entièrement déterminée par le signe de a −m : il est asymptotiquement stable si,
et seulement si, le taux de mort m est supérieur au facteur d’amplification a. Ce résultat est
biologiquement cohérent. La vitesse de convergence vers l’équilibre sain est égale à l’opposé de
(λ+) (qui est égale ici à λ+), ainsi, plus λ+ est petit (dans les négatifs), plus l’équilibre sain est
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attractif. D’emblée, il est possible de voir que si le traitement agit à la fois sur la taux de mort
m et le taux d’activation des cellules quiescentes β, les deux effets risquent soit de s’additionner,
soit de s’annuler. Par exemple, si β tend vers 0, alors λ+ tend vers 0. Cela signifie que, plus le
taux d’activation des cellules quiescentes est faible, moins l’équilibre sain est attractif. Ainsi, en
imaginant un traitement qui a pour effet à la fois d’augmenter le taux de mort m et de diminuer
le taux d’activation β, la courbe dose-efficacité du traitement peut ne pas être monotone.
Dans ce modèle simple, il est déjà possible de voir l’effet des paramètres sur le comportement
asymptotique des solutions. En effet, bien que la stabilité de l’équilibre sain ne dépende que
des paramètres a et m, la vitesse de convergence vers cet équilibre dépend aussi des taux de
transition α et β. Nous verrons que c’est principalement cette dépendance en les paramètres du
modèle qui nous intéressera dans ce manuscrit.
Nous avons vu que pour qu’un modèle puisse légitimement être utilisé pour représenter un
phénomène, il faut qu’il soit capable de reproduire correctement le phénomène. En ce qui concerne
notre exemple, il faut que les solutions du système (1.3) ressemblent aux données cliniques
mesurant des comptes de cellules leucémiques et saines. Plus exactement il faut qu’il existe
des paramètres du modèle qui induisent des solutions proches des données cliniques. Si de tels
paramètres existent, il reste à les trouver. Il s’agit donc de trouver le jeu de paramètres qui
ajuste au mieux les données. C’est le processus d’estimation de paramètres ou d’ajustement des
données.
La notion de ressemblance ou de proximité de deux courbes dépendra d’un critère fixé par a
priori, qu’on appellera critère d’erreur. Le critère d’erreur le plus naturel est celui des moindres
carrés, en effet il consiste à calculer la distance géométrique entre les deux courbes en un nombre
fini de points.
Il n’est pas toujours possible d’ajuster des données de manière satisfaisante, et dans ce cas le
modèle doit être rejeté.
Si au contraire il existe plusieurs façon d’ajuster des données, c’est-à-dire qu’il existe plusieurs
jeux de paramètres qui induisent une erreur satisfaisante, le modèle est dit non identifiable
relativement aux données. Dans ce cas le modèle est trop vague, ou bien il y a trop de paramètres
à estimer. Par exemple, pour le modèle (1.3), nous voyons immédiatement que les paramètres
a et m ne pourront en aucun cas être estimés séparément, seule la quantité a −m pourra être
estimée. Ce modèle n’est donc pas identifiable.
Ici la non-identifiabilité du modèle relativement aux données découle directement de sa struc-
ture, mais ce ne sera pas toujours le cas. Nous verrons dans le Chapitre 3, qu’il est possible de
détecter la non-identifiabilité d’un modèle de manière numérique.
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Le modèle (1.3) est écrit sous la forme d’un système de deux EDO. Il est possible de le
réécrire de manière équivalente sous la forme d’une unique EDR. En effet, en remarquant que sa
première équation se résout de la façon suivante :
Q(t) = Q0 e
−βt +
∫ t
0
αP (s) e−β(t−s)ds,
puis en injectant cette expression dans la seconde équation, on obtient l’EDR suivante d’inconnue
P :
P ′ = (a−m− α)P + αβ
∫ t
0
P (s) e−β(t−s)ds+ βQ0 e−βt (1.4)
Cette réécriture n’est pas pertinente pour l’analyse du modèle, puisque l’EDR obtenue n’est
pas autonome, et le retard est distribué dans le temps. L’analyse faite précédemment n’est pas
possible avec cette forme.
Néanmoins il est intéressant de remarquer l’influence du passé dans ce modèle. L’évolution
de la variable P au temps t dépend de ses valeurs sur tout l’intervalle [0, 1], via une distribution
exponentielle. Il est possible d’approximer cette distribution continue par un dirac centré en
τ = 1β , de façon à ce que l’équation (1.4) devienne une équation différentielle à un retard :
P ′ = (a−m− α)P + αP (t− τ) + βQ0 e−βt. (1.5)
Il est possible, de la même manière, d’approximer une distribution continue par une somme de
dirac, de façon à simplifier l’analyse mathématique d’équations telles que (1.4).
1.5 Plan détaillé de la thèse
1.5.1 Analyse mathématique d’un modèle d’interaction entre leucémie et sys-
tème immunitaire
Dans le Chapitre 2, nous choisissons de nous intéresser au modèle présenté par Clapp et
al. [16], parce qu’il concilie à la fois la simplicité des modèles EDO et les pertinences biologiques
et cliniques. En effet, il tient compte des connaissances actuelles sur l’interaction entre la leucémie
et le système immunitaire, et il semble être cohérent avec les données cliniques individuelles au
cours du temps. Néanmoins, l’introduction des termes non-linéaires μyiz
1+εy23
rend l’analyse mathé-
matique délicate. Typiquement, la recherche des équilibres de ce modèle est difficile, or ce sont
ces équilibres vers lesquels les solutions sont susceptibles de converger en temps long. C’est-à-dire
que pour prédire le comportement du modèle, il est nécessaire de connaître ces équilibres et leur
stabilité.
Nous avons donc choisi de simplifier ce modèle constitué de cinq EDO en un modèle à trois
EDO. L’objectif de ce modèle étant de représenter l’interaction entre le système immunitaire et
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les cellules leucémiques, il est nécessaire de conserver la population z des cellules immunitaires.
De la même façon, comme l’immunosuppression est modélisée comme une fonction de la po-
pulation de cellules leucémiques matures y3, nous conservons cette dernière. Enfin, de manière
à respecter les capacités d’auto-renouvellement des cellules leucémiques, nous avons choisi de
conserver la population de cellules leucémiques proliférantes y1. Enfin, nous pensons que l’effet
immunosuppressif des cellules leucémiques agit uniquement sur le taux de croissance de la po-
pulation de cellules immunitaires −d + α y3
1+εy23
, et non sur la capacité des cellules immunitaires
à éliminer les cellules cancéreuses. Nous avons donc retiré le terme d’inhibition 1
1+εy23
du terme
de compétition entre les populations y1 et y3 et la population z.
En renumérotant les populations souches leucémiques et en intégrant le taux de mort de la
population leucémique proliférante dans son taux de renouvellement, le système simplifié que
nous considérons est le suivant :
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
y′1 = ry1(1−
y1
K
)− d1y1 − μy1z,
y′2 = a1y1 − d2y2 − μy2z,
z′ = s− dz + α y2
1 + εy22
z.
(1.6)
Nous faisons l’analyse de stabilité de ce modèle simplifié, c’est-à-dire que nous exhibons des
conditions pour l’existence et la stabilité d’équilibres. Nous dressons le diagramme de bifurcation
en fonction du paramètre s, représentant la source naturelle de cellules immunitaires, indépen-
dante des populations leucémiques.
Au cours de l’analyse faite sur ce modèle, les quantités M = a1Kd2 (valeur de l’équilibre haut en
y2) et θ = μsd2 (lié à la force du système immunitaire) apparaissent naturellement. Nous dressons
le diagramme de stabilité du modèle dans le plan (M, θ), ce qui permet de détailler l’existence
et la stabilité des équilibres en fonction à la fois de la force du traitement (a1) et de la force du
système immunitaire (μs).
Cette analyse mathématique permet de mettre en évidence les différentes situations cliniques
connues. En effet nous montrons que peuvent exister et être stables :
— un équilibre haut correspondant à une charge tumorale maximale (patient leucémique au
diagnostic),
— un équilibre bas correspondant à un niveau basal de cellules leucémique (patient sous
traitement ou avec rémission après arrêt de traitement) et,
— un équilibre sain correspondant à l’éradication totale des cellules leucémiques (patient
guéri).
Ce modèle répond donc aux critères exposés plus haut pour représenter l’interaction entre la
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LMC et le système immunitaire. Néanmoins, il est difficile de savoir si cela est conditionné
par le choix de la fonction d’immunosuppression y2 → −d + α y21+εy22 (choisie par Clapp et
al. dans [16]). En effet, d’autres façons de modéliser cette interaction sont pertinentes. Par
exemple, elle peut être modélisée mécanistiquement en considérant la fonction d’immunosup-
pression y2 → −d − νy2 + α y21+εy2 . Nous nous sommes demandé si les résultats précédents res-
taient valables pour cette modélisation, puis pour une modélisation plus générale de ce terme
d’interaction entre la population de cellules leucémiques matures et la réponse immunitaire. Les
hypothèses biologiques sur cette interaction sont (i) la réponse immunitaire est activée par la
présence de cellules leucémiques, et (ii) les cellules leucémiques inhibent la production de cel-
lules immunitaires (immunosuppression). Ce deuxième effet est susceptible de contrebalancer le
premier pour une grosse charge tumorale.
Dans le Chapitre 2 nous conduisons l’analyse mathématique du modèle plus général suivant :⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y′1 = ry1
(
1− y1
K
)
− d1y1 − μy1z,
y′2 = a1y1 − d2y2 − μy2z,
z′ = s− f(y2)z.
(1.7)
La fonction f représente l’effet net de l’inhibition du système immunitaire par les cellules leu-
cémiques matures. Elle tient compte du taux de mort naturel des cellules immunitaires d = f(0),
de la compétition entre système immunitaire et cellules leucémiques (la réponse immunitaire) et
de l’effet immunosuppresseur des cellules leucémiques. La fonction f peut prendre des valeurs né-
gatives ; dans ce cas, la réponse immunitaire contrebalance l’immunosuppression. Les hypothèses
faites sur cette fonction f sont les suivantes : nous supposons que f est suffisamment régulière
(de classe C2), est strictement décroissante pour de faibles quantités de cellules cancéreuses et
strictement croissante pour d’importantes quantités de cellules cancéreuses (sa monotonie change
exactement une fois).
Nos résultats montrent comment la réponse clinique aux traitements par inhibiteurs de tyro-
sine kinase (ITK) est compatible avec l’existence d’un équilibre bas (c’est-à-dire avec une faible
quantité de cellules cancéreuses) sans traitement. Cela permet d’interpréter le phénomène de
rémission sans traitement.
1.5.2 Confrontation à des données cliniques
Dans le Chapitre 3, nous confrontons le modèle du Chapitre 2 à des données cliniques publiées
provenant de notre collaboration avec Franck Nicolini, clinicien aux Hospices Civils de Lyon. Ces
données cliniques représentent les taux BCR-ABL/ABL (liés à l’avancement de la CML) au cours
du temps, pour plusieurs dizaines de patients.
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L’objectif de ce chapitre est de vérifier si le modèle que nous étudions est cohérent avec la
réalité clinique, c’est-à-dire s’il est capable de reproduire les données cliniques de chacun des
patients.
Pour cela nous décidons d’estimer sept paramètres par patient. C’est beaucoup sachant que
le nombre de pas de mesures disponibles par patient est environ quinze. Nous montrons que le
modèle permet de reproduire correctement les données cliniques dont nous disposons, mais qu’il
n’est pas identifiable relativement à ces données.
Puisqu’il n’a pas été possible d’identifier les paramètres, de manière satisfaisante, avec l’ap-
proche individuelle (c’est-à-dire patient par patient), nous étudions une approche par effets
mixtes, qui consiste à estimer les paramètres des patients, en les considérant comme faisant
partie d’une population structurée. Cette approche est particulièrement pertinente dans le cas
où il est nécessaire d’estimer beaucoup de paramètres sur beaucoup de patients, quel que soit le
nombre de données par patient.
Nous appliquons cette approche par effets mixtes à des données simulées avec le modèle,
pour tester son identifiabilité relativement aux données. Cependant, comme pour l’approche
individuelle, nous exhibons des cas de non-identifiabilité du modèle par effets mixtes.
Nous discutons enfin des différents moyens de rendre le modèle identifiable, que ce soit avec
l’approche individuelle ou par effets mixtes.
Le travail présenté dans ce chapitre, de nature plus expérimental que le reste du manuscrit,
mérite d’être continué et amélioré. Par exemple, nous pensons qu’une analyse de sensibilité
des paramètres du modèle pourrait apporter les informations qu’il nous manque pour rendre le
modèle identifiable.
1.5.3 Analyse mathématique d’un modèle de compétition entre cellules leu-
cémiques et saines
Dans le Chapitre 4, nous nous intéressons au modèle de Roeder [54] qui repose sur la compé-
tition entre populations de cellules leucémiques et saines. Nous conduisons une analyse mathé-
matique similaire à celle conduite dans le Chapitre 2 : dans un premier temps nous simplifions
le modèle original de façon à ce qu’il devienne mathématiquement analysable, ensuite nous ca-
ractérisons l’existence et la stabilité d’un équilibre sain, et enfin nous étudions la vitesse de
convergence vers cet équilibre sain en fonction de l’intensité du traitement.
En théorie la méthode est similaire à celle utilisée pour le modèle d’interaction entre leucémie
et système immunitaire, néanmoins, en pratique, le fait que ce modèle soit constitué d’équations
aux dérivées partielles (EDP) et non d’EDO rend l’analyse très différente.
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Figure 1.4 – Arbre de décision du modèle à base d’agents de Roeder inspiré de [54]
Le modèle original présenté par Roeder et al. est un modèle à base d’agents [54], qui peut
être représenté sous la forme d’un arbre de décision (Figure 1.4).
Il repose sur trois points :
— une compétition entre cellules saines et leucémiques ;
— des échanges α et β entres deux compartiments, composés de cellules quiescentes Q et
proliférantes P ;
— une double structure en fonction de l’avancement dans le cycle cellulaire, c, et la tendance
qu’à une cellule à se différencier, appelée affinité et notée x.
Les populations de cellules saines et leucémiques sont supposées être régies par les mêmes règles
(avec certains paramètres qui diffèrent), c’est pourquoi nous représenterons souvent indépendam-
ment l’une ou l’autre.
L’effet du traitement par ITK est modélisé par deux actions sur les cellules leucémiques :
une action cytotoxique (ajout d’un taux de mort des cellules proliférantes leucémiques) et anti-
proliférative (diminution du taux d’activation β des cellules quiescentes leucémiques). Nous mo-
déliserons la dose de traitement par l’intensité de ces deux actions et nous autoriserons cette
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intensité à être arbitrairement grande, pour les besoins de l’analyse. Nous avons vu pour le mo-
dèle (1.3), que ces deux effets pouvaient être antagonistes. Le même phénomène apparaît pour le
modèle de Roeder, qui est bien plus complexe. Les deux actions du traitement induisent indépen-
damment la diminution de la charge tumorale, néanmoins l’action anti-proliférative n’implique
pas nécessairement l’éradication de la maladie. De la même façon, si cette action est très forte
(voire non bornée), alors les cellules quiescentes leucémiques sont piégées en quiescence, et l’ac-
tion cytotoxique n’a pas d’effet. Ainsi, nous pouvons déjà conjecturer qu’une trop grosse intensité
de traitement peut diminuer son efficacité.
Ce modèle à base d’agents peut être mis sous la forme d’un système à 12 équations de
transport intégro-différentielles. Il est donc difficile d’espérer en faire une analyse de stabilité
rigoureuse. C’est pourquoi, en nous aidant des simulations des solutions, nous proposons une
simplification de ce modèle en un modèle à seulement 6 équations de transport. En fait il s’agit
de trois équations pour les populations saines, et trois autres pour les populations leucémiques :⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂Q
∂t
− ρQ∂Q
∂x
= χ1(x) α̃(x,Qtot) P (x)
∂Q∗
∂t
= ρQQ(t, 0)− β(0, Ptot) Q∗(t)
∂P
∂t
+ ρP
∂P
∂x
= −mP − α̃(x,Qtot) P
(1.8)
avec les conditions aux bords ⎧⎪⎨
⎪⎩
Q(t, 1) = 0
ρPP (t, 0) = β(0, Ptot) Q
∗(t)
Nous caractérisons l’existence et l’unicité d’un équilibre sain, et exhibons une équation vérifiée
par la valeur propre dominante du système linéarisé autour de cet équilibre. Cette valeur propre
dominante est liée à la vitesse de convergence vers l’équilibre sain, c’est-à-dire qu’elle représente
l’efficacité du traitement à long terme.
L’idée d’étudier les variations de cette valeur propre en fonction de la dose de traitement
découle des résultats présentés par Glauche et al. [26] sur les traitements combinés. En effet, la
Figure 6 de [26] présente trois scénarios in silico de traitements combinés. Ces trois scénarios sont
composés de 14 jours de traitement par ITK, une journée de traitement par Interféron-alpha,
puis respectivement 0, 2 et 6 jours sans traitement. Nous avons remarqué que plus la phase
sans traitement était longue, plus la décroissance asymptotique était forte. Or, plus la durée
sans traitement est longue, plus la dose de traitement est faible en moyenne sur un cycle de
trois semaines. Cela suggère qu’au delà de l’effet d’alternance entre l’ITK et l’Interféron-alpha,
il pourrait y avoir un effet de la dose du traitement ITK sur son efficacité.
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Nous montrons, sous des conditions assez larges sur la modélisation de l’action du traitement,
que l’efficacité asymptotique de ce dernier est non monotone en fonction de la dose. D’autre part
nous montrons que cette efficacité asymptotique est maximale pour une dose inférieure à la dose
standard (déterminée par Roeder et al. [54]).
Ce résultat suggère que diminuer la dose de traitement à long terme pourrait améliorer
son efficacité. Cela ouvre des perspectives intéressantes en terme de stratégies de traitement.
En effet, pour des patients ayant atteint des taux BCR-ABL/ABL faibles (comme une réponse
moléculaire majeure, par exemple), diminuer la dose de traitement de moitié aurait pour effet,
non seulement de réduire les risques d’effets secondaires et le coût du traitement, mais aussi
d’accélérer l’éradication de la maladie.
1.5.4 Analyse de stabilité de modèles à deux retards
Les équations différentielles à retards constituent un moyen de modéliser des phénomènes
soumis à des contraintes temporelles. Par exemple, le changement du nombre d’adultes en France
en 2017 dépend à la fois du nombre de décès cette même année, et du nombre de naissances en
1999. De la même façon, la plupart des phénomènes biologiques font intervenir des temps de
gestation, de maturation, ou bien directement des temps de transfert des informations. Souvent,
ces temps sont considérés comme négligeables par rapport aux autres phénomènes en jeu. Par
exemple, la loi universelle de la gravitation énoncée par Newton néglige le temps de parcourt
des ondes gravitationnelles entre les deux corps. Néanmoins la durée d’un processus ne peut pas
toujours être négligée, on est alors ramené à un modèle à retard, de la forme :
u′(t) = f(t, u(t), u(t− τ)). (1.9)
Comme pour les EDO, la stabilité d’une équation différentielle à retards linéaire (EDR) peut
être caractérisée en étudiant son équation caractéristique. Par exemple, l’équation caractéristique
associée à l’EDR linéaire
u′(t) = a u(t) + b u(t− τ)
est
λ = a+ be−λτ = 0. (1.10)
Ce type d’équations faisant intervenir à la fois des polynômes et des exponentielles s’appelle
équations transcendantales. Comme pour les EDO, les solutions λ de cette équation sont appelées
valeurs propres. Contrairement aux EDO, pour les EDR, il peut exister une infinité de valeurs
propres. La stabilité linéaire est liée au signe de la partie réelle de la valeur propre dominante ;
s’il est positif alors l’équilibre est instable, sinon l’équilibre est asymptotiquement stable.
25
Le stabilité des équations différentielles à retard unique (EDR) est bien caractérisée [23,37].
C’est-à-dire, qu’elle est entièrement déterminée par la connaissance des paramètres a et b en
fonction du retard τ1 de l’équation (1.10).
Lorsqu’il s’agit d’un retard distribué, la dynamique des solutions est bien plus complexe,
néanmoins il est possible de la comparer à celle des équations à retard discret : Bernard et Crauste
concluent qu’un retard distribué ne peut que stabiliser l’équation à retard unique correspondant
à la moyenne de la distribution [4].
Dans le chapitre 4, nous nous intéresserons aux équations différentielles scalaires autonomes
à deux retards (ED2R), qui s’écrivent sous la forme :
u′(t) = f(u(t), u(t− τ1), u(t− τ2)),
où la fonction f est suffisamment régulière et τ1 et τ2 sont des retards positifs, a priori quel-
conques. On omettra souvent de préciser le caractère autonome de ces équations, mais ce sera
toujours le cas dans la suite.
L’étude de la stabilité locale de ce type d’équation revient généralement à résoudre l’équation
caractéristique qui lui est associée, et qui s’écrit sous la forme générale :
λ = a+ be−λτ1 − ce−λτ2 , (1.11)
où a, b et c sont des paramètres liés à la fonction f , et où l’inconnue est la valeur propre λ.
Biologiquement, l’utilisation d’EDR est justifiée par le temps de transfert des informations,
ou par le temps de maturation des éléments biologiques. Bélair et al. [2] ont ainsi proposé un
modèle d’érythropoïèse qui prend la forme d’une ED2R :
u′(t) = −au(t) + bf(u(t− τ1))− cf(u(t− τ2)), (1.12)
où la fonction u représente le nombre de cellules matures, τ1 et τ2 représentent respectivement
l’âge auquel les cellules deviennent matures et l’âge auquel elles meurent. Hale et Huang [28]
décrivent géométriquement la région de stabilité dans le cas d’une ED2R. En particulier ils
s’intéressent à la frontière de stabilité asymptotique dans le plan (τ1, τ2). Bortz [7] propose une
méthode d’estimation des racines de l’équation caractéristique associée à une ED2R, et l’illustre
avec un modèle de cycle de vie d’une mouche :
u′(t) = au(t) (1− bu(t− τ1)− cu(t− τ2)) ,
où la fonction u représente le nombre d’individu dans l’espèce, τ1 et τ2 représentent respective-
ment les temps de régénération et de reproduction. Ruan et Wei [57] s’intéressent aux zéros des
fonctions transcendantales. Leur résultat peut s’appliquer à l’étude de stabilité de certains types
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d’équations différentielles à retards multiples, comme la modélisation d’un résonateur optique
suivante :
u′(t) = −u(t) + a (cos(u(t− τ1)− φ1) + cos(u(t− τ2)− φ2)) ,
où la fonction u représente le décalage de phase du champ électrique, τ1 et τ2 représentent les
temps de trajet de l’onde électromagnétique entre la source et deux composés du résonateur.
El-Morshedy et al. [22] étudient la dynamique d’un certain type d’ED2R, équivalent à celui
introduit par Bélair et al. [2] et décrit par l’équation (1.12). Ils donnent une condition pour la
stabilité globale en fonction des caractéristiques de l’équation.
Mahaffy et Busken [43] s’intéressent à la taille de la région de stabilité des ED2R de type
(1.12) dans le plan (b, c). Ils remarquent qu’un ratio rationnel, et plus particulièrement entier,
entre les deux retards rend le système plus stable. L’analyse qu’ils proposent est très proche de
celle que nous proposons dans ce chapitre, mais l’espace des paramètres étudié diffère.
Campbell et Ncube [11] étudient les équations différentielles à deux retards distribués. Ils
donnent une condition suffisante de stabilité qui ne dépend pas des distributions considérées.
Cette condition n’étant pas optimale, ils s’intéressent à des cas particuliers de distributions, afin
d’affiner le critère de stabilité.
Dans toutes ces références les auteurs considèrent, soit des ED2R de formes particulières, soit
des cas particuliers pour la forme générale.
Dans le Chapitre 5, nous proposons un diagramme de stabilité pour les ED2R scalaires
autonomes, avec des zones de stabilité et d’instabilité valables pour tous retards. Nous choisissons
de fixer les paramètres c et τ1, et de chercher s’il existe une solution à partie réelle positive de
l’équation (1.11) rappelée ci dessous :
λ = a+ be−λτ1 − ce−λτ2 ,
en fonction des paramètres a, b et τ2. Nous donnons une condition suffisante sur les paramètres a
et b pour que l’ED2R soit asymptotiquement stable, à c et τ1 fixés. Cette condition est optimale au
sens où elle est suffisante pour toutes valeurs de τ2, et qu’il existe des valeurs de τ2 pour lesquelles
elle est localement nécessaire. Il s’agit d’une condition géométrique ; la région de stabilité optimale
est donnée par ses frontières dans le plan (a, b), exprimées en tant que courbes paramétrées, de
la forme :
S = {(a, b) ∈ R2 ∣∣ a+ b > c & − a+ b < C (a, b)} ,
où C est une courbes paramétrée implicite dans le plan (a, b).
Pour cette étude, nous imposons uniquement une condition sur l’amplitude de l’effet du terme
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correspondant au second retard,
0 < c ≤ π
τ1
.
Néanmoins, nous conjecturons que cette condition est superflue.
Le contexte biologique dans lequel s’inscrit cette étude est celui d’un système retardé (par
une boucle de rétroaction négative, ou rétro-inhibition, la plupart du temps), auquel est ajouté
une perturbation retardée dont l’effet est opposé au premier terme retardé (donc une rétro-
activation si le premier terme est une rétro-inhibition). Cette situation correspond au cas où
bc > 0 dans l’équation caractéristique (1.11). L’hypothèse que nous faisons sur l’amplitude de
l’effet du second retard reste biologiquement pertinente puisqu’elle consiste à majorer l’amplitude
de cette perturbation.
La méthode générale pour dresser le diagramme de stabilité des ED2R est de chercher pour
quels paramètres de l’équation caractéristique il existe des solutions imaginaires pures. De cette
façon, il est possible de connaître les zones de paramètres pour lesquelles il existe des solu-
tions à parties réelles positives ou strictement négatives, c’est-à-dire si l’équilibre est instable ou
asymptotiquement stable.
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Chapitre 2
Un modèle d’interaction entre la LMC
et le système immunitaire
Résumé
Nous proposons une version mathématiquement analysable d’un modèle à équations dif-
férentielles ordinaires (EDO) pour la leucémie myéloïde chronique (LMC). Ce modèle décrit
la prolifération et la maturation des cellules souches leucémiques ainsi que l’effet du sys-
tème immunitaire sur ces cellules. Le modèle proposé est une version simplifiée du modèle
proposé dans [16]. Notre simplification repose sur le fait qu’il est suffisant, pour décrire
qualitativement la dynamique, de tenir compte de deux niveaux de maturation des cel-
lules leucémiques et d’un effet de compétition linéaire avec le système immunitaire. Nous
caractérisons l’existence d’équilibres et leur stabilité pour des modélisations génériques de
l’immunosuppression des cellules leucémiques. Nous fournissons une analyse complète de la
bifurcation en co-dimension 1. Nos résultats montrent comment la réponse clinique au traite-
ment par inhibiteurs de tyrosine kinase (ITK) est compatible avec l’existence d’un équilibre
bas (c’est-à-dire avec une faible quantité de cellules cancéreuses) sans traitement. Ce chapitre
est essentiellement composé du travail que nous avons publié dans [5]. En plus de modifi-
cations mineures par rapport à [5], nous avons ajouté une section 2.6 sur la problématique
d’arrêt de traitement.
2.1 Introduction
Plusieurs modèles mathématiques de la dynamique de la LMC pendant le traitement et
après l’arrêt du traitement ont permis de mieux comprendre le mécanisme de la rémission et
de rechute. Récemment, Clapp et al. ont proposé un modèle décrivant les interactions entre les
cellules leucémiques et le système immunitaire chez des patients traités par imatinib [16]. Ce
modèle pourrait expliquer les oscillations cliniquement observées sur le nombre de transcrits du
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gène BCR-ABL, par la concurrence entre la réponse immunitaire et l’immunosuppression induite
par la maladie.
Nous proposons ici une simplification de ce dernier modèle, qui permet une analyse mathé-
matique complète. Nous avons caractérisé le comportement asymptotique du modèle simplifié,
ses états stables et leur stabilité.
2.2 Le modèle et sa simplification
Le modèle présenté par Clapp et al. dans [16] est un système de cinq EDO, décrivant quatre
compartiments de cellules leucémiques et leur interaction avec les cellules immunitaires. Soit y0 et
y1 les concentrations de cellules souches leucémiques respectivement quiescentes et proliférantes,
y2 la concentration de progéniteurs, y3 la concentration de cellules leucémiques matures, et z
la concentration de cellules immunitaire active (c’est-à-dire celle qui interviennent dans la lutte
contre la leucémie). Le modèle de [16] est décrit par le système d’EDO suivant :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y′0 = b1y1 − a0y0 −
μy0z
1 + εy23
,
y′1 = a0y0 − b1y1 + ry1(1−
y1
K
)− d1y1 − μy1z
1 + εy23
,
y′2 =
a1
inh1
y1 − d2y2 − μy2z
1 + εy23
,
y′3 =
a2
inh2
y2 − d3y3 − μy3z
1 + εy23
,
z′ = s− dz + αy3z
1 + εy23
.
(2.1)
Ces équations décrivent les transferts entre les populations leucémiques (à taux b1, a0, a1 et
a2) ainsi que la mort naturelle dans chaque population (à taux a0, d1, d2, d3 et d). La popula-
tion de cellules souches leucémiques proliférantes admet une croissance logistique. Clapp et al.
supposent que l’immunosuppression a des effets inhibiteurs sur le taux d’expansion αy3 et sur
l’efficacité μ des cellules immunitaires sur les cellules leucémiques. Ces deux effets ont été consi-
dérés comme similaires : les taux sont divisés par le terme 1 + εy23, où ε représente la force de
l’immunosuppression. Les paramètres inh1 et inh2 représentent l’inhibition de l’amplification des
cellules leucémiques induite par traitement ITK.
Nous avons choisi de réduire le modèle d’origine à un système de trois EDO, ne conservant que
deux états pour les cellules leucémiques. De plus, nous avons supposé que l’immunosuppression
ne supprime pas directement la capacité de tuer μ des cellules immunitaires. Ces hypothèses
simplifient nettement l’analyse théorique.
Soit y1 la concentration de cellules souches leucémiques proliférantes, y2 la concentration de
cellules leucémiques matures, et z la concentration de cellules immunitaires. Nous considérons le
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système d’EDO suivant : ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
y′1 = ry1(1−
y1
K
)− d1y1 − μy1z,
y′2 =
a1
kinh
y1 − d2y2 − μy2z,
z′ = s− dz + αy2z
1 + εy22
.
(2.2)
Notons que le système (2.2) est une version simplifiée du système (2.1). Notons également
que y2 dans le système (2.2) joue le rôle de y3 dans le système (2.1). Le paramètre a1 est le
produit du taux de différenciation des cellules souches et du facteur d’amplification des cellules
souches matures. L’effet du traitement est modélisé en divisant a1 par un coefficient d’inhibition
kinh.
Les paramètres r et K sont respectivement le taux de croissance et la capacité limite des
cellules souches proliférantes. Les paramètres d, d1 et d2 représentent les taux de mortalité natu-
relle de chaque population. Le paramètre μ est le taux avec lequel une cellule immunitaire peut
interagir avec une cellule leucémique et la neutraliser.
Nous modifions les paramètres r et K afin d’éliminer le paramètre d1 de la première équation
du modèle (2.2) : rnew ← r − d1 et Knew ← rnewr K. De plus, nous posons a1 ← a1kinh , et nous
utilisons dorénavant a1 comme un paramètre libre.
De façon à généraliser la modélisation de la réponse immunitaire, nous nous ramenons au
système de trois EDO suivant. ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y′1 = r y1(1−
y1
K
)− μy1z,
y′2 = a1y1 − d2y2 − μy2z,
z′ = s− f(y2)z.
(2.3)
La fonction f représente l’effet net de l’inhibition du système immunitaire par les cellules leu-
cémiques matures. Il tient compte du taux de mort naturelle des cellules immunitaires d = f(0),
de la compétition entre système immunitaire et cellules leucémiques (la réponse immunitaire) et
de l’effet immunosuppresseur des cellules leucémiques. La fonction f peut prendre des valeurs
négatives ; dans ce cas, la réponse immunitaire contrebalance l’immunosuppression.
Dans ce qui suit, on suppose
f ∈ C2(R+),
et
∃Y > 0, f ′ < 0, sur [0, Y ), f ′ > 0, sur (Y,+∞) (2.4)
En d’autres termes, nous supposons que f est strictement décroissante pour de faibles quan-
tités de cellules cancéreuses et strictement croissante pour d’importantes quantités de cellules
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cancéreuses (sa monotonie change exactement une fois). Par exemple, la fonction représentant
l’immunosuppression dans le modèle (2.1), f : y2 → d− αy21+εy22 , vérifie ces conditions.
Une conséquence immédiate de cette hypothèse est le résultat suivant :
Proposition 1 (Zéros de f). Si f ∈ C2(R+) satisfait (2.4), alors l’une des assertions suivantes
est vraie
1. f n’admet aucun zéro dans R+,
2. f admet un unique zéro ymin = Y ,
3. f admet exactement deux zéros ymin ∈ (0, Y ) et ymax ∈ (Y,+∞).
Les notations utilisées dans cette proposition seront conservées tout au long du chapitre.
2.3 Équilibres du modèle simplifié
Nous voulons déterminer les équilibres positifs du système (2.3). Nous commençons par une
caractérisation simple.
Proposition 2. Le système (2.3) admet toujours un unique équilibre sain positif (0, 0, sf(0)). Les
autres équilibres positifs sont donnés implicitement par les relations suivantes :
ȳ1 =
(r + d2)ȳ2
a1 +
r
K ȳ2
, (2.5)
z̄ =
s
f(ȳ2)
, (2.6)
où ȳ2 est un zéro strictement positif de la fonction P définie par
P (X) = f(X)(X −M) + μs
d2
(M
d2
r
+X), (2.7)
(où M = a1Kd2 ) tel que f(ȳ2) > 0. L’encadrement suivant tient pour tout équilibre positif :
0 ≤ ȳ2 ≤ M .
Dans le cas du modèle (2.2), la fonction f est telle que l’équation 2.7 se ramène à une équation
polynomiale. C’est pourquoi nous avons choisi la notation usuelle P .
Démonstration. Les équilibres de (2.3) sont les solutions du système non linéaire suivant :⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 = ry1(1− y1
K
)− μy1z
0 = a1y1 − d2y2 − μy2z
0 = s− f(y2)z
(2.8)
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Le point (0, 0, sf(0)) est toujours un équilibre. Il correspond à l’équilibre sain, où les populations
de cellules leucémiques disparaissent et le système immunitaire est maintenu à un niveau basal
s
f(0) .
La positivité de tous les coefficients fournit des bornes pour ȳ1 et ȳ2 :
0 ≤ ȳ1 ≤ K, 0 ≤ ȳ2 ≤ a1K
d2
:= M.
Les autres équilibres peuvent être trouvés par :⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
μz̄ = r(1− ȳ1
K
),
μȳ2z̄ = a1ȳ1 − d2ȳ2,
f(ȳ2)z̄ = s,
(2.9)
ce qui conduit à :
ȳ1 =
(r + d2) ȳ2
a1 +
r
K ȳ2
, (2.10)
et
z̄ =
s
f(ȳ2)
. (2.11)
Comme nous cherchons des équilibres positifs, l’équation (2.11) implique que f(ȳ2) doit être
positif.
Étant donné que les valeurs de ȳ1 et z̄ de l’équilibre sont déterminées uniquement par ȳ2,
nous réduisons le problème à une unique équation sur ȳ2. Pour ȳ1, nous avons
1− ȳ1
K
=
M − ȳ2
M + rd2 ȳ2
Puis les équations (2.9) et (2.11) impliquent :
μs
f(ȳ2)
= r
M − ȳ2
M + rd2 ȳ2
c’est-à-dire,
μs
r
(M +
r
d2
ȳ2) = f(ȳ2)(M − ȳ2)
Cela mène à l’équation annoncée pour ȳ2 :
f(ȳ2)(ȳ2 −M) + μs
d2
(M
d2
r
+ ȳ2) = 0.
Le corollaire suivant fournit l’emplacement des équilibres par rapport aux zéros de la fonction
f .
Corollaire 1. En conservant les notations de la Proposition 1 :
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— si ymin existe (cas 2. et 3. de la Proposition 1), alors les équilibres positifs du système
(2.3) satisfont ȳ2 ∈ (0, ymin],
— et si ymax existe aussi (cas 3. de la Proposition 1), ils satisfont ȳ2 ∈ (0, ymin] ou bien
ȳ2 ∈ [ymax,+∞).
Démonstration. Ce résultat découle directement du fait que f(ȳ2) doit être positif pour respecter
l’égalité 2.7.
Soit (C1) la condition
(C1) : d >
μs
r
.
Proposition 3. Si (C1) est satisfaite, alors il existe un équilibre strictement positif pour (2.3)
tel que ȳ2 ∈ (0,M). De plus, si f s’annule et (avec les notations de la Proposition 1) ymin < M ,
alors il existe un unique équilibre positif de (2.3) qui satisfait
0 < ȳ2 < ymin < M.
Tous les autres équilibres positifs satisfont y2 ≥ ymax et y2 < M .
Démonstration. Supposons (C1), il vient
P (0) = −(d− μs
r
)M < 0,
P (M) =
μs
d2
(
d2
r
+ 1)M > 0.
Ainsi, P change de signe dans l’intervalle (0,M), ce qui implique d’après la proposition 2,
qu’il y a un équilibre avec ȳ2 dans (0,M). De plus, f(ȳ2) doit être positive, de sorte que la
solution pour ȳ2 corresponde à un équilibre positif, d’après la proposition 2.
En gardant les notations de la Proposition 1, supposons ymin ∈ (0,M). Puisque f(0) = d est
positif, f(y2) reste positif pour y2 < ymin. À partir de la définition de P dans (2.7), nous avons
P (ymin) > 0. Puisque P (0) < 0 et puisque ymin < M , P admet au moins un zéro ȳ2 ∈ (0, ymin).
Pour prouver l’unicité, nous soulignons le fait que P est monotone sur [0; ymin] :
P ′(X) = f(X) + f ′(X)(X −M) + μs
d2
est positif sur [0; ymin], puisque la fonction f y est positive et strictement décroissante.
De plus, en l’unique zéro ȳ2 < ymin, f(ȳ2) est toujours positive, et Proposition 2 assure que
ȳ2 correspond à un équilibre positif x̄ = (ȳ1, ȳ2, z̄).
Lorsque (C1) est vraie, le plus petit équilibre leucémique (en terme de y2) est noté équilibre
bas. Lorsque d = μsr , P (0) = 0 et l’équilibre bas disparaît (il fusionne avec l’équilibre sain). Pour
d ≤ μsr , l’équilibre devient négatif, et n’est plus pertinent biologiquement.
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2.4 Analyse de stabilité
Afin de dresser un tableau complet de la dynamique du système (2.3), il est important de
caractériser la stabilité des différents équilibres. Comme le système est borné (les concentrations
de cellules sont positives et ne peuvent pas croître sans limite), nous prévoyons que le système
converge soit vers un équilibre stable, soit vers un attracteur borné et non stationnaire, comme
un cycle limite. Nous allons montrer que, sous des hypothèses biologiquement pertinentes, il
existe toujours un équilibre asymptotiquement stable, et qu’aucun des équilibres ne peut être
déstabilisé par une bifurcation de Hopf. Nous pouvons présenter un diagramme de bifurcation
de co-dimension 1 complet. Bien que d’autres diagrammes de bifurcation plus complexes soient
possibles, ils sont non génériques car se produisent uniquement pour des combinaisons spécifiques
de plusieurs paramètres.
2.4.1 Stabilité de l’équilibre sain
Pour l’équilibre sain (0, 0, sd), où d = f(0), il n’y a pas de cellules leucémiques, mais la
concentration de cellules immunitaires est positive, en raison de la source s qui ne dépend pas
des cellules leucémiques.
Lemme 1. L’équilibre sain (0, 0, sd) est asymptotiquement stable si et seulement si r <
μs
d . Si
r = μsd , alors il est localement attractif pour toute condition initiale positive.
Démonstration. Le système linéarisé autour de l’équilibre sain est⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y′1 = ry1 −
μs
d
y1,
y′2 = a1y1 − d2y2 −
μs
d
y2,
z′ = −dz + s
d
f ′(0)y2.
(2.12)
La matrice jacobienne du système linéarisé autour de l’équilibre sain, est
J0 =
⎛
⎜⎜⎜⎜⎜⎝
r − μsd 0 0
a1 −d2 − μsd 0
0 sdf
′(0) −d
⎞
⎟⎟⎟⎟⎟⎠ . (2.13)
Cette matrice est triangulaire, donc ses valeurs propres se trouvent sur la diagonale, et sont
toutes réelles, il s’agit de r− μsd , −d2− μsd et −d. Deux valeurs propres sont toujours strictement
négatives. La troisième, r − μsd peut être soit négative, soit positive.
Par conséquent, l’état d’équilibre sain est asymptotiquement stable si rd < μs, et il est
instable si rd > μs (condition (C1)).
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De plus, si rd = μs, il est facile de vérifier que pour ε > 0 suffisamment petit, Dε =
[0, ε] × [0, a1d2 ε] × [z̄ −
rμ
K ,+∞) est un ensemble stable par les équations considérées. Pour toute
solution ayant une condition initiale dans Dε, puisque f est décroissante sur [0, a1d2 ε] et comme
z′ ≥ s− f(0)z, il vient
lim inf
+∞ z ≥ z̄.
Enfin, comme y′1 = −ry21/K + μy1(z̄ − z), il vient que
lim sup
+∞
y1 ≤ Kμ
r
lim sup
+∞
(z̄ − z) ≤ 0.
Par conséquent, en raison de la positivité de y1, y1(+∞) = 0, et en utilisant les équations (2.3),
nous pouvons conclure que (y1(t), y2(t), z(t)) → (0, 0, z̄).
A partir de maintenant, nous supposons que la condition (C1) est satisfaite, c’est-à-dire que
l’équilibre sain est instable, et nous voulons savoir s’il existe d’autres équilibres stables.
2.4.2 Stabilité des équilibres strictement positifs
Soit (ȳ1, ȳ2, z̄) un équilibre positif du système (2.3), avec ȳ1 et/ou ȳ2 strictement positifs. La
matrice jacobienne s’écrit
J =
⎛
⎜⎜⎜⎜⎜⎝
r − 2 rK ȳ1 − μz̄ 0 −μȳ1
a1 −d2 − μz̄ −μȳ2
0 −f ′(ȳ2)z̄ −f(ȳ2)
⎞
⎟⎟⎟⎟⎟⎠ . (2.14)
En utilisant les équations (2.12) satisfaites par ȳ1, ȳ2 et z̄, cette matrice (2.14) devient
J =
⎛
⎜⎜⎜⎜⎜⎝
− rK ȳ1 0 −μȳ1
a1 −a1 ȳ1ȳ2 −μȳ2
0 −f ′(ȳ2)z̄ −f(ȳ2)
⎞
⎟⎟⎟⎟⎟⎠ . (2.15)
Afin de déterminer la stabilité de l’équilibre, nous calculons son polynôme caractéristique
χJ :
χJ(X) =
(
X +
r
K
ȳ1
)(
(X + a1
ȳ1
ȳ2
)(X + f(ȳ2))− μȳ2z̄f ′(ȳ2)
)
− a1μȳ1z̄f ′(ȳ2)
= X3 +
(
r
K
ȳ1 + a1
ȳ1
ȳ2
+ f(ȳ2)
)
X2
+
(
r
K
ȳ1
(
a1
ȳ1
ȳ2
+ f(ȳ2)
)
+ a1
ȳ1
ȳ2
f(ȳ2)− μȳ2z̄f ′(ȳ2)
)
X
+
(
r
K
ȳ1
(
a1
ȳ1
ȳ2
f(ȳ2)− μȳ2z̄f ′(ȳ2)
)
− a1μȳ1z̄f ′(ȳ2)
)
,
36
et, en utilisant la relation rK ȳ1 + a1
ȳ1
ȳ2
= r + d2,
χJ(X) =X
3 +X2 (r + d2 + f(ȳ2))
+
(
(r + d2)f(ȳ2)− μz̄ȳ2f ′(ȳ2) + r
K
ȳ1a1
ȳ1
ȳ2
)
X
+
(
r
K
ȳ1a1
ȳ1
ȳ2
f(ȳ2)− (r + d2)μz̄ȳ2f ′(ȳ2)
)
. (2.16)
Dans ce qui suit, nous conservons les notations de la Proposition 1. Dans le cas 3 de la
Proposition 1, nous distinguerons l’équilibre bas (ȳ2 ≤ ymin) des autres (ȳ2 ≥ ymax).
Stabilité de l’équilibre bas
Ici, nous sommes intéressés par la stabilité de l’équilibre positif donnée par la Proposition 3
sous la condition (C1). C’est l’unique équilibre (ȳ1, ȳ2, z̄) tel que 0 < ȳ2 ≤ ymin.
Nous commençons par un lemme d’algèbre qui sera utile pour démontrer la Proposition 4.
Lemme 2. Considérons le polynôme Q = X3+aX2+ bX+ c, où a, b, c ∈ R∗+. Si ab > c, alors la
racine dominante (i.e. celle qui a la plus grande partie réelle) de Q a une partie réelle négative.
Démonstration. Tout d’abord, la positivité de tous les coefficients assure que les racines réelles de
Q ne peuvent pas être positives. Deuxièmement, comme Q(0) = c > 0, Q admet nécessairement
un racine réelle négative. Il reste à caractériser les deux autres racines. Si elles sont réelles et
négatives, alors la racine dominante est négative et le lemme est prouvé. Nous pouvons donc
supposer que les deux racines restantes sont complexes conjuguées, et nous devons déterminer le
signe de leur partie réelle.
Soit λ la racine négative réelle de Q. Nous pouvons factoriser
Q = (X − λ) (X2 + (a+ λ)X + (b+ aλ+ λ2)) .
Par hypothèse, Q admet une paire de racines complexes. Nous voulons comparer(
X2 + (a+ λ)X + (b+ aλ+ λ2)
)
et (X − z)(X − z̄), où z ∈ C. Séparer les parties réelles et
imaginaires conduit à
a+ λ = −2(z),
b+ aλ+ λ2 = (z)2 + (z)2.
Afin de trouver le signe de (z), nous avons besoin de comparer a et λ. Nous avons Q(−a) =
−ab+ c. L’hypothèse ab > c donne Q(−a) < 0. Comme Q admet une unique seule racine réelle
λ, il vient nécessairement -a < λ. Cela implique (z) < 0, et la racine dominante de Q a sa
partie réelle négative.
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Proposition 4. Supposons que l’équilibre bas de (2.3) existe. Il est asymptotiquement stable si
et seulement si l’équilibre sain est instable, c’est-à-dire si et seulement si la condition (C1) est
satisfaite. Pour rd = μs, il y a une bifurcation transcritique entre l’équilibre sain et l’équilibre
bas.
Démonstration. Nous pouvons supposer que l’équilibre sain est instable, ce qui implique rd > μs
et garantit l’existence de l’équilibre bas. Soit f n’a pas de zéro en (0,M), soit f admet un plus
petit zéro ymin ∈ (0,M). Dans les deux cas, à l’équilibre bas, nous avons f ′(ȳ2) < 0. Cela signifie
que χJ a tous ses coefficients positifs. Il reste à prouver que χJ vérifie la condition du lemme 2.
En posant χJ = X3 + aχX2 + bχX + cχ, on a
aχbχ − cχ = (r + d2 + f(ȳ2))
(
(r + d2)f(ȳ2)− μz̄ȳ2f ′(ȳ2) + r
K
ȳ1a1
ȳ1
ȳ2
)
−
(
r
K
ȳ1a1
ȳ1
ȳ2
f(ȳ2)− (r + d2)μz̄ȳ2f ′(ȳ2)
)
= (r + d2)
(
(r + d2)f(ȳ2) +
r
K
ȳ1a1
ȳ1
ȳ2
)
+f(ȳ2)
(
(r + d2)f(ȳ2)− μz̄ȳ2f ′(ȳ2)
)
> 0.
Ici nous avons utilisé le fait que f ′(ȳ2) < 0.
D’après le Lemme 2, nous savons que la racine dominante de χJ a une partie réelle négative,
ce qui signifie que la valeur propre dominante de J a une partie réelle négative. Cela implique
que l’équilibre bas est asymptotiquement stable.
Dans le cas où rd = μs, l’équilibre bas traverse l’équilibre sain. En ce point, l’équilibre
résultant de la fusion des deux équilibres est localement stable pour des conditions initiales
positives (comme on le voit au paragraphe 2.4.1). Lorsque rd < μs, il devient négatif, et est
nécessairement instable, il s’agit bien d’une bifurcation transcritique.
La stabilité asymptotique de l’équilibre bas correspond à un état où le système immunitaire
est capable de maintenir la population de cellules leucémiques à un niveau bas. Cependant, nous
pouvons vérifier numériquement que le bassin d’attraction de l’équilibre bas est petit, et les
solutions convergent généralement vers l’équilibre haut (correspondant à une grande population
de cellules leucémique).
Stabilité des autres équilibres
L’existence d’équilibres autres que l’équilibre sain et l’équilibre bas dépend de la forme exacte
de la fonction f d’immunosuppression induite par la leucémie. Nous supposons que nous sommes
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dans le cas 3 de la Proposition 1 et que ymax < M . Nous désignons cette condition comme (C 2).
(C2) : f admet deux zéros ymin et ymax tels que 0 < ymin < ymax < M.
L’hypothèse sur les deux zéros découle de l’hypothèse biologique qu’il existe une gamme de
concentrations de cellules leucémiques pour lesquelles le système immunitaire est capable de créer
une réponse immunitaire (quand f est négatif, le taux de croissance de z est strictement positif).
Si M ≤ ymax, le seul équilibre leucémique possible est l’équilibre bas, qui est asymptotiquement
stable. A partir de maintenant, nous supposons que M > ymax, ce qui permet à d’autres équilibres
leucémiques d’exister.
Dans cette sous-section, nous allons utiliser les équations satisfaites par les équilibres positifs :
z̄ =
s
f(ȳ2)
, (2.17)
z̄ =
d2
μ
M − ȳ2
M d2r + ȳ2
, (2.18)
r
K
ȳ1 =
(r + d2)ȳ2
M d2r + ȳ2
, (2.19)
a1
ȳ1
ȳ2
= M
d2
r
(r + d2)
M d2r + ȳ2
. (2.20)
L’équilibre ȳ2 est un zéro de la fonction P définie dans l’équation (2.7). Nous exprimons P
comme une combinaison linéaire paramétrique de deux fonctions A et B,
Pθ(X) = −A(X) + θB(X), (2.21)
où
A(X) = f(X)(M −X), B(X) = X + d2
r
M et θ =
μs
d2
.
On note de plus,
θmax = sup
{
A
B
(x)
∣∣∣ x ∈ (ymax,M)
}
. (2.22)
Cette écriture permet de caractériser les équilibres correspondant à ȳ2 ∈ [ymax,M ] comme
les solutions de l’équation AB (x) = θ. Il vient immédiatement que si θ est strictement supérieur
à θmax, alors il ne peut pas exister de solution à cette équation, et donc d’équilibre tel que
ȳ2 ∈ [ymax,M ]. De plus, si θ = 0, alors les solutions de cette équation sont les zéros de la
fonction f .
Nous verrons que la stabilité d’un équilibre correspondant à une solution ȳ2 de l’équation
A
B (x) = θ ne dépend pas de θ, mais uniquement des variations de la fonction
A
B en ȳ2.
Dans un premier temps nous montrons que la stabilité d’un équilibre est donnée par le signe
du déterminant de la matrice jacobienne (Lemme 3). Ensuite nous verrons que ce dernier est
lui-même donné par le signe de la dérivée de la fonction AB (Lemme 4).
39
Lemme 3. Soit x̄ = (ȳ1, ȳ2, z̄) un équilibre du système (2.3) tel que f ′(ȳ2) > 0. L’équilibre x̄ est
asymptotiquement stable si, et seulement si, det(J(x̄)) < 0.
Démonstration. Le déterminant de J(x̄) est le produit de ses valeurs propres, et est donc égal à
−χJ(0).
Notons que le polynôme χJ est convexe sur R+, et que
χ′J(0)−
χJ(0)
r + d2
=
(
(r + d2)f(ȳ2)− μz̄ȳ2f ′(ȳ2) + r
K
ȳ1a1
ȳ1
ȳ2
)
− 1
r + d2
(
r
K
ȳ1a1
ȳ1
ȳ2
f(ȳ2)− (r + d2)μz̄ȳ2f ′(ȳ2)
)
= (r + d2)f(ȳ2) +
r
K
ȳ1a1
ȳ1
ȳ2
− 1
r + d2
r
K
ȳ1a1
ȳ1
ȳ2
f(ȳ2)
=
r
K
ȳ1a1
ȳ1
ȳ2
+
f(ȳ2)
r + d2
(
(r + d2)
2 − r
K
ȳ1a1
ȳ1
ȳ2
)
=
r
K
ȳ1a1
ȳ1
ȳ2
+
f(ȳ2)
r + d2
(
(
r
K
ȳ1 + a1
ȳ1
ȳ2
)2 − r
K
ȳ1a1
ȳ1
ȳ2
)
=
r
K
ȳ1a1
ȳ1
ȳ2
+
f(ȳ2)
r + d2
(
(
r
K
ȳ1)
2 + (a1
ȳ1
ȳ2
)2 +
r
K
ȳ1a1
ȳ1
ȳ2
)
> 0.
Ici nous avons utilisé l’inégalité f(ȳ2) > 0 donnée par la Proposition 2.
Cas 1 : Si χJ(0) < 0, alors il existe une racine dans R∗+. Dans ce cas l’équilibre x̄ est instable.
Cas 2 : Si χJ(0) > 0, alors χ′J(0) > 0 et, par convexité, χJ reste strictement positif sur R
∗
+.
Si χJ admet trois racines réelles, elles sont toutes négatives, et l’équilibre est asymptotiquement
stable. Sinon, il existe deux racines complexes conjuguées. Dans ce cas, on note x la racine réelle
négative, et z une des deux racines complexes. Tout d’abord, notons que f ′(ȳ2) > 0 implique :
χJ(− r
K
ȳ1) = −a1ȳ1μz̄f ′(ȳ2) < 0.
Comme χJ change de signe une unique fois sur R, en x, il vient que − rK ȳ1 < x. Puis,
2(z) + x = − r
K
ȳ1 − a1 ȳ1
ȳ2
− s
f(ȳ2)
< x− a1 ȳ1
ȳ2
− s
f(ȳ2)
.
Par conséquent,
(z) < −1
2
(a1
ȳ1
ȳ2
+
s
f(ȳ2)
) < 0.
Nous avons montré que les racines complexes ont des parties réelles strictement négatives
dans le cas où f ′(ȳ2) est positif. Par conséquent, l’équilibre est asymptotiquement stable.
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Lemme 4. Soit x̄ = (ȳ1, ȳ2, z̄) un équilibre du système (2.3). Le déterminant de la matrice
jacobienne associée det(J(x̄)) est du signe de −(A′B −AB′)(ȳ2).
Démonstration. Calculons,
A′B −AB′ = (f ′(X)(M −X)− f(X)) (X + d2
r
M)− f(X)(M −X)
= f ′(X)(M −X)(X + d2
r
M)− f(X)M(1 + d2
r
).
Soit x̄ = (ȳ1, ȳ2, z̄) un équilibre du système (2.3). Le déterminant de la matrice jacobienne
autour de x̄ est :
det(J(x̄)) =
r
K
ȳ1a1
ȳ1
ȳ2
f(ȳ2)− (r + d2)μz̄ȳ2f ′(ȳ2)
=
(r + d2)ȳ2
M d2r + ȳ2
M
d2
r
(r + d2)
M d2r + ȳ2
f(ȳ2)− (r + d2)d2 M − ȳ2
M d2r + ȳ2
ȳ2f
′(ȳ2)
=
d2(r + d2)ȳ2
(M d2r + ȳ2)
2
(
M(1 +
d2
r
)f(ȳ2)− (M − ȳ2)(Md2
r
+ ȳ2)f
′(ȳ2)
)
= − d2(r + d2)ȳ2
(M d2r + ȳ2)
2
(
(A′B −AB′)(ȳ2)
)
.
Finalement, sign (det(J(x̄))) = −sign ((A′B −AB′)(ȳ2)).
Lemme 5. Le réel x est un zéro de A′B − AB′ si et seulement si la fonction Pθ, où θ := A(x)B(x) ,
admet une racine double en x (i.e. Pθ(x) = P ′θ(x) = 0).
Démonstration. Soit x un zéro de A′B −AB′. Posons θ := A(x)B(x) . Il vient
Pθ(x) = −A(x) + θB(x) = 0 (2.23)
P ′θ(x) = −A′(x) + θB′(x) = −
A′B −AB′
B
(x) = 0 (2.24)
Ainsi x est une racine double de Pθ.
Réciproquement, soit (θ, x) tel que x soit un double zéro de Pθ. Comme Pθ(x) = 0, θ = AB (x).
De plus, puisque P ′θ(x) = 0, (A
′B −AB′)(x) = 0, cela signifie que x est un zéro de A′B −AB′.
Les deux prochains théorèmes décrivent les diagrammes de bifurcation des équilibres, selon
le paramètre θ. Le premier est plus faible, mais sera suffisant dans la plupart des cas pratiques,
tandis que le second est une description complète de la situation.
Théorème 1. Si la fonction AB admet uniquement un point critique, alors il existe une valeur
de θ, θmax, telle que :
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— Pour tout θ dans [0, θmax) il existe deux équilibres leucémiques x̄(1) et x̄(2) avec ymax ≤
ȳ2
(1) < ȳ2
(2) ≤ M . L’équilibre leucémique x̄(1) est instable et x̄(2) est asymptotiquement
stable.
— Pour tout θ > θmax il n’existe pas d’équilibre avec ȳ2 dans (ymax,M).
— Il y a une bifurcation col-nœud pour θ = θmax, l’équilibre double correspondant est géné-
riquement instable.
Démonstration. Nous utilisons θ = μs/d2 comme paramètre de bifurcation. En plus d’être pra-
tique (il rend le polynôme B unitaire) le paramètre θ a une signification biologique. Le terme
θ/f(y2) représente l’augmentation relative du taux de destruction des cellules matures due à la
réponse immunitaire. De façon équivalente, nous pourrons aussi utiliser les paramètres μ ou s,
qui représentent l’efficacité du système immunitaire et la production de cellules immunitaires,
comme nous le faisons dans la Section 2.5. Le paramètre θ varie (biologiquement) dans [0; +∞],
avec μ > 0, s ≥ 0 et d2 > 0.
Notons d’abord que l’unique zéro de f ′ doit se situer entre les zéros ymin et ymax de f . Cela
implique que f est décroissante sur [0; ymin] et est croissante sur [ymax; +∞). Par conséquent, f ′
reste positif sur [ymax;M ].
Par conséquent, le Lemme 3 assure que la stabilité de l’équilibre x̄ = (ȳ1, ȳ2, z̄) est donnée
par le signe de det(J(x̄)), qui est égal au signe de (A′B −AB′)(ȳ2) d’après le Lemme 4.
Les équilibres correspondent à des zéros de Pθ, ils satisfont donc
A(x)
B(x) = θ. Comme A et B
ne dépendent pas de θ, il existe une valeur maximale de θ telle que cette équation admette une
solution dans (ymax;M), c’est θmax = supx∈(ymax;M)
{
A
B (x)
}
. Cette borne supérieure est atteinte
pour une valeur x0 ∈ (ymax;M) car AB (ymax) = 0 et AB (M) = 0. La fonction A′B −AB′ s’annule
en x0 puisque c’est un extremum de AB . Ainsi x0 est une racine double de Pθmax .
Posons θ < θmax. Soit x1 un double zéro de Pθ, de façon à ce que AB (x1) = θ, et (A
′ +
θB′)(x1) = 0. Ainsi (A′B − AB′)(x1) = 0, et donc x1 est un point critique de A′B − AB′. Par
hypothèse A′B − AB′ admet un unique point critique, donc x1 = x0. C’est absurde puisque
θ < θmax. Cela signifie que Pθ admet uniquement des zéros simples dans (ymax;M).
Nous avons
Pθ(x0) = −A(x0) + θB(x0) = B(x0)(θ − A
B
(x0)) = B(x0)(θ − θmax) < 0.
Comme Pθ(ymax) > 0 et Pθ(M) > 0, Pθ admet exactement deux zéros dans (ymax;M), répartis
de chaque côté de x0. La fonction AB ne change de monotonie qu’en son point critique x0.
Il est facile de vérifier les inégalités suivantes :
(A′B −AB)(M) < 0 et (A′B −AB′)(ymax) > 0.
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Cela implique que AB est strictement croissante sur [ymax;x0] et strictement décroissante sur
[x0;M ]
Nous pouvons maintenant explorer les trois cas du théorème :
1. Si θ < θmax, alors il existe deux équilibres distincts x̄(1) et x̄(2) tels que ȳ2(1) < ȳ2(2). De
plus, x̄(1) est instable et x̄(2) est asymptotiquement stable.
2. Si θ > θmax, Pθ ne peut pas s’annuler sur [ymax,M ], de sorte que l’équilibre sain et éven-
tuellement l’équilibre bas sont les seuls à subsister.
Nous avons vu dans la Proposition 4 que, dès que l’équilibre sain est instable, l’équilibre
bas est asymptotiquement stable.
3. Si θ = θmax, alors il existe un équilibre unique en [ymax;M ], résultant de la fusion de deux
équilibres avec différentes stabilités : c’est une bifurcation col-nœud.
Soit x = (y1, y2, z) une perturbation de l’équilibre x̄ telle que y2 reste dans [ymax;M ]. Il
vient
z′ = s− f(y2)z = s− d2
μ
A
B
(y2) > s− d2
μ
A
B
(ȳ2) = 0,
car ȳ2 est le maximum de AB sur [ymax;M ]. Ainsi z est toujours croissant autour de l’équi-
libre, qui ne peut donc pas être stable.
Figure 2.1 – Le graphique de gauche représente A
B
en fonction de y2 dans l’intervalle (0;M). Le graphique de droite
représente ȳ2 (correspondant à un équilibre x̄) en fonction de θ. C’est le diagramme de bifurcation, donné en transposant
le graphique de gauche. La stabilité est donnée par le signe de
(
A
B
)′
. Les deux graphiques correspondent au cas où f est
donnée dans la Section 2.5.1.
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Le théorème suivant est une forme plus générale du Théorème 1, qui concerne le cas où la
fonction AB admet plusieurs extrema.
Théorème 2. Notons θ1 < · · · < θn = θmax les extrema de AB :
— Pour tout θ dans [0; θmax)\{θ1, . . . , θn}, il existe un nombre pair d’équilibres avec ȳ2 dans
(ymax;M). Leurs stabilités sont alternées, le plus grand (relativement à ȳ2) est asympto-
tiquement stable.
— Pour tout θ > θmax il n’existe pas d’équilibre avec ȳ2 dans (ymax;M).
— Génériquement, il y a une bifurcation col-nœud pour chaque θ ∈ {θ1, . . . , θn}. Les équilibres
doubles correspondant sont génériquement instables.
Démonstration. En utilisant des arguments et des notations identiques à ceux utilisés pour prou-
ver le Théorème 1, nous concluons que x0 est un double zéro de Pθ.
Posons θ ∈ [0; θmax)\{θ1, . . . , θn}. La fonction Pθ ne peut pas avoir de double zéro puisque θ
ne correspond pas à un extremum de AB . En x0
Pθ(x0) = −A(x0) + θB(x0) = B(x0)(θ − A
B
(x0)) = B(x0)(θ − θmax) < 0.
Comme Pθ(ymax) > 0 et Pθ(M) > 0, Pθ admet un nombre pair de zéros dans (ymax;M). La
fonction AB reste monotone entre deux extrema consécutifs. De plus, le signe de sa dérivée est
alterné entre les extrema. Le calcul donne
A
B
(M) = 0 et (A′B −AB′)(M) < 0,
donc la fonction AB est localement positive et décroit à gauche de M .
Fixons θ < θmax, et notons
xθ = max
{
x ∈ (ymax;M) | A
B
(x) = θ
}
,
qui existe par continuité de AB . Comme
A
B (xθ) = θ ≥ 0 = AB (M), AB est nécessairement localement
décroissante autour de xθ. En fait, xθ correspond au plus grand équilibre du système (2.3).
Nous pouvons maintenant explorer les trois cas du théorème :
1. Si θ ∈ [0; θmax)\{θ1, . . . , θn}, l’ensemble des équilibres est
Sθ =
{
x̄ = (ȳ1, ȳ2, z̄)
∣∣∣ A
B
(ȳ2) = θ & ȳ1 et z̄ vérifient 2.5 et 2.6
}
.
Comme AB est décroissante en max(Sθ), cet équilibre est asymptotiquement stable, d’après
les Lemmes 4 et 3. La stabilité des autres équilibres est alternée. Comme #Sθ est pair,
l’équilibre le plus bas est instable.
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2. Si θ > θmax, Pθ ne peut pas s’annuler sur [ymax;M ], de sorte que seuls l’équilibre sain, et
éventuellement l’équilibre bas subsistent.
Nous avons vu dans la Proposition 4 que, dès que l’équilibre sain est instable, l’équilibre
bas existe et est asymptotiquement stable.
3. Si θ = θmax, alors il existe un unique équilibre, résultant de la fusion de deux états stables
avec des stabilités différentes : c’est une bifurcation col-nœud.
4. Si θ ∈ {θ1, . . . , θn}, c’est un extremum de la fonction AB . Nous considérons alors une per-
turbation x = (y1, y2, z) de l’équilibre x̄ telle que y2 reste dans [ymax,M ]. Comme
z′ = s− f(y2)z = s− d2
μ
A
B
(y2),
alors z′ > s − d2μ θ si θ est un maximum de AB sur [ymax;M ], et z′ < s − d2μ θ si c’est un
minimum. Dans les deux cas, z est monotone autour de l’équilibre, qui par conséquent, ne
peut pas être stable.
Corollaire 2. Soit f soit une fraction rationnelle de la forme f = ND , où D est un polynôme
positif de degré deux ou moins, et N est un polynôme de degré deux qui admet deux racines ymin
et ymax dans [0;M ], et tel que f ′ s’annule une unique fois dans [0;M ]. Il existe une valeur de θ,
θmax telle que :
— Pour tout θ dans [0; θmax) il existe deux équilibres leucémiques avec ȳ2 dans (ymax;M).
Celui du bas est instable et celui du haut est asymptotiquement stable.
— Pour tout θ dans (θmax; +∞) il n’existe pas d’équilibre avec ȳ2 dans (ymax;M).
— Il y a une bifurcation col-nœud, instable, pour θ = θmax.
Démonstration. La fonction f admet deux zéros dans (0;M), que nous noterons que ymin et
ymax. Nous écrivons f sous la forme suivante :
f(x) =
(x− ymin)(x− ymax)
D(x)
,
et nous adaptons le Théorème 2 :
Le premier équilibre est (0, 0, sd). C’est l’équilibre sain. Les autres équilibres sont donnés par :
ȳ1 =
(r + d2)ȳ2
a1 +
r
K ȳ2
, and z̄ =
sD(ȳ2)
(ȳ2 − ymin)(ȳ2 − ymax) ,
où ȳ2 est une racine positive du polynôme cubique :
Pθ(X) = (X − ymin)(X − ymax)(X −M) + θ(Md2
r
+X)D(X),
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telle que ȳ2 /∈ [ymin; ymax].
Nous gardons les notations précédentes : A(X) = (X − ymin)(X − ymax)(X −M) et B(X) =
(M d2r +X)D(X).
Nous appliquons le Théorème 1, et les notations de sa preuve. Pour démontrer le corollaire,
il suffit de vérifier que AB n’a qu’un seul point critique (ymax;M).
Supposons que AB admette un deuxième point critique x1 dans (ymax;M), et notons θ1 =
A
B (x1). Alors x1 est une racine double pour Pθ1 . Pour tout θ inférieur à θmax, Pθ admet une racine
dans [0; ymin] et deux racines distinctes dans [ymax;M ]. Comme c’est un polynôme cubique, il ne
peut pas admettre d’autres racines. Par conséquent Pθ ne peut avoir aucune racine double dans
[ymax;M ].
Cela signifie que θ1 = θmax. Comme Pθmax est un polynôme cubique qui admet x0 et x1
comme les racines doubles, nécessairement x1 = x0. Nous avons montré que AB admet un, et un
seul, point critique. L’application du Théorème 1 permet de conclure la preuve.
Nous avons vu dans cette section que le diagramme de bifurcation est déterminé de manière
unique en transposant le graphe de la fonction AB . Cela signifie qu’aucune autre branche ne
pourrait coexister avec celles que nous mettons en évidence. Une autre conséquence est que, à ȳ2
fixé, la stabilité est connue indépendamment de la valeur des paramètres s et μ. Nous avons fait
l’analyse du modèle en préférant la variable y2 par rapport à y1 et z car, en pratique, c’est la seule
qui est mesurable biologiquement. Nos résultats sont d’autant plus pertinents qu’ils reposent sur
cette quantité.
2.5 Application de l’analyse de stabilité
Dans cette section nous allons appliquer l’analyse de stabilité précédente à deux exemples de
fonctions modélisant le système immunitaire.
2.5.1 Le modèle original
Comme dans [16], nous posons
f(x) = d− α x
1 + εx2
.
Le profil de cette fonction est représenté en Figure 2.2.
Dans ce cas la dérivée f ′(x) = −α 1−εx2
(1+εx2)2
, s’annule uniquement pour x = ε−1/2. On suppose
que α2 ≥ 4εd2, et on pose :
ymin =
α−√α2 − 4εd2
2εd
, ymax =
α+
√
α2 − 4εd2
2εd
.
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Figure 2.2 – Profils des fonctions f et P . La section où P est positive est représentée en rouge.
Tant que M > ymax, nous pouvons appliquer le Corollaire 2. La fonction Pθ est alors le polynôme
de troisième ordre suivant
Pθ = (X − ymin)(X − ymax)(X −M) + θ
εd
(
X +M
d2
r
)
(1 + εX2).
Avec cet exemple particulier, nous pouvons donner une limite supérieure pour AB sur R+ :
A
B
(X ≥ 0) = d
(
X2 − (ymin + ymax)X + 1ε
)
(M −X)
(X + d2r M)(X
2 + 1ε )
≤ d M −X
X + d2r M
≤ rd
d2
.
Par conséquent, θmax est borné par rdd2 . Cette valeur correspond à la bifurcation transcritique
entre l’équilibre sain et l’équilibre bas. Cela signifie que la bifurcation col-nœud se produit pour
des valeurs inférieures de θ à la bifurcation transcritique.
Le diagramme de bifurcation et le diagramme de stabilité donnés par le Corollaire 2 sont
reproduits dans les Figures 2.3 et 2.5. Un exemple du portrait de phase lorsque deux équilibres
positifs stables coexistent est représenté dans la Figure 2.4.
Avec cette paramétrisation de la fonction f d’immunosuppression, les solutions convergent
nécessairement vers l’équilibre sain lorsque celui-ci est stable, puisqu’il ne peut pas coexister avec
d’autres équilibres stables.
2.5.2 Un modèle mécanistique
Nous appliquons ici notre procédure à un deuxième exemple, un modèle mécanistique qui
décrit la dynamique de LMC [15].
Dans ce modèle, il n’existe pas de termes représentant l’immunosuppression dans les inter-
actions entre le système immunitaire et la leucémie. Au lieu de cela, les cellules leucémiques
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Figure 2.3 – Diagramme de bifurcation en fonction du paramètre s (source de cellules immunitaires). Les courbes rouges
pleines concernent les équilibres asymptotiquement stables avec valeur propre dominante réelle, les courbes rouges en
pointillés concernent les équilibres asymptotiquement stables avec valeur propre dominante complexe, et les courbes en
pointillés concernent les équilibres instables. Sur le graphique de gauche, l’équilibre sain correspond à ȳ2 = 0, donc il
n’apparaît pas avec l’échelle log. Pour s suffisamment grand, les deux équilibres les plus élevés disparaissent, et ensuite
l’équilibre sain et l’équilibre bas se croisent.
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Figure 2.4 – Portrait de phase projeté sur le plan (y2, z). Les lignes noires pleines représentent les variétés stables et
instables de l’équilibre positif instable (cercle vide). La ligne pointillée rouge est une trajectoire convergeant vers l’équilibre
bas asymptotiquement stable (cercle noir supérieur gauche), et les traits en pointillés bleus sont des trajectoires convergeant
vers l’équilibre haut asymptotiquement stable (cercle noir inférieur droit). Toutes les trajectoires démarrent dans le coin
supérieur droit du plan de phase. Les paramètres sont ceux de la Figure 2.3, avec s = 2, 04.
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Figure 2.5 – Diagramme de stabilité dans le plan (θ,M), pour la sous-section 2.5.1.
Table 2.1 – Valeurs des paramètres universels utilisées dans le modèle réduit.
Paramètre Valeur
r 0.0778
K 4.1667
a1 2.16e6
d2 0.06
s z(0) ∗ d
y1(0) K
y2(0) 1.5e8
z(0) 120
x 1e8
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matures sont supposées avoir deux effets contrastés sur les cellules immunitaires : (i) un terme
de Michaelis-Menten, αy2z/(1+ εy2), qui représente la stimulation des cellules immunitaires par
les cellules leucémiques, avec un taux maximum αε−1 et une constante de Michaelis ε−1 ; et (ii)
un terme d’action de masse, νy2z, représentant le mort des cellules immunitaires due aux cellules
leucémiques, à un taux ν.
Pour la dynamique du système immunitaire, f est donnée par
f(x) = d+ νx− α x
1 + εx
.
Son profil est représenté dans la Figure 2.6.
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Figure 2.6 – Profils des fonctions f et P . La section où P est positive est représentée en rouge.
Dans ce cas la dérivé f ′(x) = ν − α(1 + εx)−2, s’annule uniquement pour x = 1ε (
√
α
ν − 1).
Supposons que (α− εd− ν)2 − 4ενd > 0, posons :
ymin =
(α− εd− ν)−√(α− εd− ν)2 − 4ενd
2εν
,
ymax =
(α− εd− ν) +√(α− εd− ν)2 − 4ενd
2εν
.
Dès que M > ymax, nous pouvons appliquer le Corollaire 2. Le diagramme de bifurcation et
le diagramme de stabilité donnés par le Corollaire 2 sont reproduits dans les Figures 2.7 et 2.8.
Contrairement à l’exemple précédent, ici l’équilibre sain stable peut coexister avec l’équilibre
haut stable, les solutions ne convergent donc pas nécessairement vers l’équilibre bas lorsqu’il est
stable.
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Figure 2.7 – Diagramme de bifurcation en fonction du paramètre s (source de cellules immunitaires). Les courbes rouges
pleines concernent les équilibres asymptotiquement stables avec valeur propre dominante réelle, les courbes rouges en
pointillés concernent les équilibres asymptotiquement stables avec valeur propre dominante complexe, et les courbes en
pointillés concernent les équilibres instables. Sur le graphique de gauche, l’équilibre sain correspond à ȳ2 = 0, donc il
n’apparaît pas avec l’échelle log. Pour s suffisamment grand, l’équilibre sain et l’équilibre bas se croisent, et ensuite les deux
équilibres les plus élevés disparaissent.
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Figure 2.8 – Diagramme de stabilité dans le plan (θ,M), pour la sous-section 2.5.2, où θ = μs
d2
. Il est toujours possible
d’obtenir deux équilibres asymptotiquement stables (un avec y2 < ymin un avec y2 > ymax). L’une des principales différences
avec la Figure 2.5 est qu’un équilibre positif asymptotiquement stable puisse coexister avec un équilibre sain asymptotique-
ment stable. Dans le premier modèle, cela est principalement dû au fait que l’immunosuppression n’est pas saturée et que
des valeurs élevées pour y2 conduisent à de très petites valeurs pour z, inférieures à sf(0) .
2.6 Problématique d’arrêt de traitement
Maintenant que nous avons vu que le modèle réduit permet un comportement biologiquement
cohérent sous traitement (Figures 2.5 et 2.8), il est légitime de se demander s’il est capable de
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reproduire des phénomènes plus complexes, comme la dynamique en cas d’arrêt de traitement.
Des essais cliniques ont montré que, chez certains patients, la leucémie se stabilisait à un ni-
veau bas après l’arrêt de traitement, tandis que chez d’autres elle re-progressait jusqu’à un niveau
haut [44,49,56]. D’un point de vue modélisation, cela signifie que certains paramètres permettent
l’existence d’un équilibre bas asymptotiquement stable sans traitement, et que l’équilibre bas avec
traitement se situe à l’intérieur de son bassin d’attraction, tandis que d’autres paramètres de le
permettent pas.
Nous donnons ici un critère de réussite portant sur les paramètres du modèle.
Dans [16], le traitement est supposé agir uniquement sur le paramètre a1 représentant l’am-
plification des cellules leucémiques, par l’intermédiaire d’un taux d’inhibition kinh. Néanmoins,
la seule quantité estimable grâce aux données cliniques est le quotient a1kinh . Il n’est donc pas
possible, avec uniquement des données cliniques sous traitement, d’estimer le paramètre a1 sans
traitement. C’est pourquoi nous préférons faire varier directement le paramètre a1 en fonction
du traitement.
Supposons que la fonction f , représentant l’interaction entre le système immunitaire et la
leucémie, admette deux zéros dans (0;M), comme c’est le cas dans les deux exemples des sous-
sections 2.5.1 et 2.5.2. Il existe alors une fenêtre immunitaire et un équilibre bas situé sous cette
fenêtre (Proposition 3). Soit cet équilibre est asymptotiquement stable, soit l’équilibre sain est
asymptotiquement stable (Proposition 4). La seconde situation étant plus favorable (elle implique
l’éradication de la leucémie), nous nous intéressons plutôt ici à la première situation.
Prenons un jeu de paramètres qui permet aux solutions du modèle de converger vers un
équilibre bas. La position de cet équilibre bas dépend continuement du paramètre a1, donc en
augmentant légèrement ce paramètre a1  a(T )1 , l’équilibre bas sous traitement (correspondant
au paramètre a(T )1 ) appartient toujours au bassin d’attraction du nouveau (correspondant au
paramètre a1). Cependant, en augmentant beaucoup ce paramètre a1 >> a
(T )
1 , l’équilibre bas
sous traitement n’appartient plus au bassin d’attraction du nouveau. Il existe donc une valeur
a
(lim)
1 au dessous de laquelle a1 induit l’existence d’un équilibre bas dont le bassin d’attraction
contient l’équilibre bas sous traitement.
Concrètement, en considérant tous les paramètres constants sauf a1, si on note x̄(a1) l’équi-
libre bas correspondant à la valeur de paramètre a1, et D(a1) le bassin d’attraction de x̄(a1), la
valeur limite a(lim)1 peut alors s’exprimer de la façon suivante :
a
(lim)
1 = sup
{
a1 ≥ a(T )1
∣∣∣ x̄(a(T )1 ) ∈ D(a1)}
Nous supposons que pour des valeurs de a1 supérieures à a
(lim)
1 , l’équilibre bas sous traitement
est à l’extérieur du bassin d’attraction du nouvel équilibre bas (c’est le cas numériquement).
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Nous modélisons l’arrêt de traitement par l’augmentation du paramètre a1. Comme nous ne
connaissons pas sa valeur sans traitement, nous ne pouvons que spéculer sur sa valeur après arrêt
de traitement. Ce que nous montrons ici est que, d’après le modèle, le succès de l’arrêt de traite-
ment dépend de la différence entre les valeurs de ce paramètre sous traitement et après arrêt de
traitement : Les solutions du modèle convergent vers l’équilibre bas sans traitement (correspon-
dant à une rémission sans traitement) si et seulement si cette différence est suffisamment faible,
c’est-à-dire si et seulement si a(T )1 ≤ a1 ≤ a(lim)1 .
La Figure 2.9 représente deux trajectoires correspondant à des valeurs de a1 de part et
d’autre de a(lim)1 , avec comme même condition initiale l’équilibre bas sous traitement x̄(a
(T )
1 ).
L’une converge vers l’équilibre bas x̄(a1), l’autre vers l’équilibre haut. Sur la Figure 2.9, la
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Figure 2.9 – Trajectoires dans le plan (log10 y2, log10 z), pour a1 = 8a
(T )
1 et a1 = 12a
(T )
1 , avec l’équilibre sous traitement
en condition initiale. L’équilibre sous traitement (point noir) appartient au bassin d’attraction de l’équilibre correspondant
à a1 = 8a
(T )
1 (point rouge bas), mais n’appartient pas au bassin d’attraction de l’équilibre correspondant à a1 = 12a
(T )
1
(point rouge haut).
condition initiale commune des deux trajectoires semble appartenir à l’intérieur des deux bassins
d’attraction, mais il s’agit d’un effet de projection de l’espace (y1, y2, z) dans le plan (y2, z).
Suivant la composante y1, cette condition initiale est située de chaque coté des frontières des
deux bassins d’attraction correspondants à a1 = 8a
(T )
1 et a1 = 12a
(T )
1 .
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2.7 Discussion et conclusion
Dans ce chapitre, nous avons présenté une version simplifiée et analytiquement traitable d’un
modèle d’interaction leucémie-système immunitaire récemment proposé [16].
Cette simplification nous permet de réaliser une étude analytique du modèle. Nous avons
montré l’existence d’un équilibre sain et nous avons établi des conditions pour l’existence d’équi-
libres positifs (non-sains). Nous avons caractérisé la stabilité de chacun de ces équilibres, et nous
avons identifié les transitions dans les nombres d’équilibres et dans leur stabilité.
Il était attendu que le modèle simplifié possède un équilibre sain, correspondant à la solution
asymptotique lorsque le traitement éradique la leucémie. Savoir si les cellules leucémiques dis-
paraissent complètement sous traitement est une question biologique ouverte [13,55]. Le modèle
que nous analysons conduit à un équilibre bas (avec une quantité de cellules leucémiques sous la
fenêtre immunitaire) qui correspond à la solution asymptotique lorsque le traitement n’est pas
suffisamment efficace pour éradiquer la maladie, mais reste suffisant pour permettre au système
immunitaire de la garder sous contrôle à un niveau bas.
Nous avons obtenu des diagrammes génériques de bifurcation à un seul paramètre (Figures 2.3
et 2.7), et nous avons montré qu’un équilibre bas existe pour une large gamme de paramètres. De
plus, quand un tel équilibre existe, il est stable. L’équilibre bas devient négatif et disparaît (de
l’espace de phase biologiquement pertinent) au niveau d’une bifurcation transcritique avec un
équilibre sain instable, ils échangent alors leur stabilité. Des équilibres hauts peuvent coexister ;
ils sont alors génériquement créés et détruits par des bifurcations col-nœud. Aucun équilibre ne
peut être déstabilisé par une bifurcation de Hopf. Bien que nous n’ayons pas montré qu’il n’y a
pas de cycles limites, nous n’avons pas pu trouver de bifurcations non locales conduisant à des
cycles limites, comme par exemple des bifurcations homoclines ou des bifurcations col-nœud sur
un cycle invariant (SNIC). L’équilibre bas est le seul équilibre qui peut être un foyer, et si c’est
le cas, il est un foyer stable.
Deux diagrammes de bifurcation qualitativement différents ont été identifiés : (i) la coexis-
tence à la fois d’un équilibre sain stable et d’un équilibre haut stable est impossible ; et (ii) la
coexistence d’un équilibre sain stable et d’un équilibre haut stable est possible.
La stabilité asymptotique que nous avons mise en évidence est une stabilité locale autour
des équilibres, ce qui ne garantit pas la convergence d’une solution quelconque vers l’équilibre.
Nous n’avons pas encore obtenu de résultats théoriques sur les bassins d’attraction des équilibres
asymptotiquement stables. Numériquement, le bassin d’attraction de l’équilibre bas est beaucoup
plus petit que le bassin d’attraction de l’équilibre haut (Figure 2.4, région occupée par la courbe
pointillée rouge). Cela pourrait être interprété par la rareté des solutions convergeant vers l’équi-
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libre bas. Par exemple, ce modèle reproduit le mécanisme de «passage furtif» par lequel un état
avec une faible quantité de cellules leucémiques et une grande quantité de cellules immunitaires
converge vers l’équilibre le plus haut, correspondant à une quantité de cellules leucémiques élevée
et une faible quantité de cellules immunitaires, comme on peut l’observer dans [38].
Les résultats de stabilité obtenus dans ce chapitre pourraient améliorer l’interprétation du
phénomène clinique de rémission après l’arrêt du traitement.
Ainsi, la rémission pourrait correspondre à l’attraction vers l’équilibre bas, tandis que la
rechute pourrait correspondre à l’attraction vers l’équilibre haut. Il est utile de voir le poids de
chaque paramètre dans la dynamique des solutions. Par exemple, les Figures 2.5 et 2.8 mettent
en évidence la pertinence de contrôler l’efficacité du système immunitaire afin de contraindre les
solutions à converger vers un équilibre bas ou bien vers un équilibre sain.
Savoir si les fluctuations du rapport BCR-ABL/ABL, observées cliniquement, correspondent
à des oscillations déterministes ou bien à des fluctuations stochastiques n’est pas clair, mais notre
analyse de stabilité suggère que les oscillations sont une signature du contrôle de la LMC par le
système immunitaire.
Les diagrammes de bifurcation suggèrent trois scénarios possibles pour le résultat d’une ces-
sation de traitement. Dans l’un de ces scénarios, la rechute est possible. Tout d’abord, s’il existe
une coexistence d’un équilibre haut stable et d’un équilibre bas stable, aucun traitement n’est
possible et le succès de l’arrêt du traitement est déterminé par l’attractivité de l’équilibre bas
(la taille de son bassin d’attraction). Deuxièmement, s’il existe une coexistence d’un équilibre
haut stable et d’un équilibre sain stable, il est possible que l’arrêt du traitement (ou la pour-
suite) puisse effectivement conduire à l’éradication de la tumeur. Troisièmement, s’il n’y a pas
d’équilibre haut, et l’équilibre bas est l’état clinique de la maladie. Dans ce cas, l’équilibre sain
est toujours instable, et la cessation du traitement est vouée à l’échec.
Notre analyse de stabilité est adaptable à une grande classe de fonctions modélisant la dé-
gradation du système immunitaire par les cellules leucémiques. La double monotonie de cette
fonction est une condition biologiquement acceptable, correspondant à l’activation immunitaire
et à l’immunosuppression.
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Chapitre 3
Question de l’estimation de paramètres
.
3.1 Estimations individuelles
3.1.1 Présentation du modèle statistique et des données
Dans ce chapitre, nous nous intéressons à l’estimation des paramètres spécifiques de chaque
patient à partir du modèle étudié dans le Chapitre 2, avec l’interaction entre le système immu-
nitaire et la leucémie de la sous-section 2.5.1 :⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
y′1 = r y1(1−
y1
K
)− μy1z,
y′2 = a1y1 − d2y2 − μy2z,
z′ = s− dz + α y2z
1 + εy22
.
(3.1)
Parmi les neuf paramètres du modèle nous considérerons que deux sont universels, c’est-à-dire
qu’il sont les mêmes pour tous les patients : ce sont les paramètres K et d2, qui représentent
respectivement la capacité limite des cellules proliférantes et le taux de mort des cellules matures.
De plus nous considérerons que les paramètres s et d sont toujours liés par la relation sd = 120.
D’après l’analyse faite dans le chapitre précédent, cette quantité correspond à la quantité basale
de cellules immunitaires, c’est-à-dire la quantité de cellules immunitaires en l’absence de cellules
leucémiques. Sa valeur a été estimée dans [16] à partir des données de [17]. Ces paramètres
universels sont récapitulés dans la Table 2.1 du Chapitre 2. Il reste donc six paramètres a priori
indépendants qui varient pour chaque patient, ce sont d, μ, α, ε, a1 et r.
Le paramètre r représente l’agressivité de la population de cellules souches cancéreuses, et
est supposé varier d’un patient à un autre, contrairement à l’hypothèse faite dans [16].
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En plus des paramètres apparaissant dans les équations du modèle, il est nécessaire de fixer
les conditions initiales de ces équations. Dans [16], l’hypothèse faite sur cette condition initiale
est de considérer que, au temps 0, les populations sont à l’équilibre haut sans traitement (cf.
Chapitre 2), ce qui correspond à une charge tumorale maximale. Ici, nous préférons relâcher
cette hypothèse qui nous paraît trop forte. En effet, elle suppose que la leucémie est à son niveau
maximal au diagnostic et que ce niveau est le même chez tous les patients. Nous considérons donc
la condition initiale sur la population de cellules matures y2 comme un paramètre spécifique à
chaque patient. En revanche, nous fixons les conditions initiales sur les populations y1 et z. Cela
a une faible répercussion sur les solutions du modèle.
Les données cliniques auxquelles nous avons accès représentent le taux BCR-ABL/ABL en
un nombre fini de temps. Nous noterons ces données τ . Dans notre modèle, ce taux s’obtient en
fonction de la variable y2 grâce à la formule :
τ = 300
y2
2x+ y2
. (3.2)
Cliniquement, y2 représente le nombre de gènes BCR-ABL (1 allèle du gène BCR-ABL/ABL
dans les cellule leucémiques), tandis que 2x + y2 représente le nombre de gènes ABL (respecti-
vement 1 et 2 allèles du gène ABL dans les cellules leucémiques et saines). Ces quantités sont
mesurées indépendamment après amplification du matériel génétique, ce qui explique le facteur
de compensation 300.
Le paramètre x représente la population de cellules saines (exprimant le gène ABL), et est
supposée constante en fonction du temps. C’est une hypothèse assez forte, puisqu’elle suppose
que la leucémie et le traitement n’ont pas d’effet sur les cellules saines. Néanmoins, l’influence
de ce paramètre est faible à partir du moment où la quantité y2 est suffisamment élevée, et a un
effet quasi-linéaire sur le logarithme de τ , lorsque y2 est suffisamment faible, qui est le cas qui
nous intéresse.
Les données cliniques (sur le ratio BCR-ABL/ABL) prennent des valeurs très hétérogènes,
variant de 10−3.5 à 300. Donc, pour ne pas écraser les plus petites valeurs sur l’axe des abscisses,
et donc ne pas réussir à les distinguer entre elles, nous préférons considérer le log en base 10 de
ces valeurs, comme le font les hématologues. Ce choix de base est fait pour respecter les données
cliniques.
Le profil typique de ces données est représenté en Introduction, dans la Figure 1.1. La précision
expérimentale de ces données est difficile à estimer. Néanmoins, Branford et al. [8] affirment que
les erreurs de mesures sont de l’ordre de ±0.25 sur le log10 des données, du moins dans les bons
laboratoires. Nous nous plaçons dans le cas optimiste dans lequel les données cliniques que nous
estimons proviennent d’un bon laboratoire.
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On en déduit que les oscillations observées lorsque τ est petit (c’est-à-dire τ  102) ne
sont pas dues aux erreurs de mesure, mais sont bien représentatives d’un phénomène biologique.
Dans notre modèle, la compétition entre la leucémie et le système immunitaire peut induire ces
oscillations.
L’objectif de cette partie est de trouver le jeu de paramètres
β = (d, μ, α, ε, a1, r, y
0
2)
tel que le taux τ calculé à partir de la solution du système (3.1), via la formule (3.2), soit le
plus proche des données τ . Pour quantifier cette distance entre la fonction (continue) τ solution
du système différentiel et le vecteur τ (nombre fini de valeurs correspondant à un nombre fini
de temps), nous choisissons d’utiliser la norme 2 sur le log10, c’est-à-dire d’utiliser la méthode
des moindres carrés sur le log10 des données mesurées. Nous introduisons l’application M qui, à
un jeu de paramètres, associe le vecteur composé de la deuxième composante de la solution aux
mêmes temps que les données τ (Figure 3.1).
   
Figure 3.1 – Représentation schématique de l’application qui, à un jeu de paramètres, associe le vecteur composé de la
deuxième composante de la solution aux mêmes temps que les données τ .
De manière à comparer les erreurs entre différents patients, nous normalisons l’erreur qua-
dratique par le nombre de mesures. Notons n le nombre de mesures τ , et T l’ensemble des temps
associés, alors
erreur(β) =
1
n
∑
t∈T
(log10(τ(t;β))− log10(τ(t)))2 =
‖log10(M (β))− log10(τ)‖22
n
(3.3)
Certaines données sont censurées, c’est-à-dire qu’aucune cellule leucémique n’a pu être dé-
tectée, mais qu’il n’existe pas de moyen de savoir s’il n’existe effectivement aucune cellule leu-
cémique, ou bien s’il en existe un nombre indétectable par les instruments de mesure. A priori,
puisque le traitement n’éradique généralement pas la leucémie, il existe des cellules leucémiques
en très faible nombre. Dans ce cas nous considérerons que le nombre de cellules est inférieur
à une valeur prédéfinie, appelée seuil de détectabilité, noté θ. Pour tenir compte de ces valeurs
censurées dans le calcul de l’erreur, nous choisissons de considérer la distance quadratique du
point simulé la demi-droite (τ ≤ θ). De cette façon, nous ne pénalisons pas les valeurs simulées
indétectables, seulement celles qui sont au dessus du seuil de détectabilité. Si τ correspond à une
valeur censurée, le terme correspondant dans la somme de l’équation 3.3 devient :
max {log10(τ(t;β))− log10(θ), 0}2 ,
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qui vaut 0 si τ(t;β) ≤ θ et (log10(τ(t;β))− log10(θ))2 sinon. Ce choix de gestion des données
censurées est discutable, en effet il ne permet pas de pénaliser des valeurs très éloignées du seuil
de détectabilité. Il est possible d’affiner notre méthode, comme ce qui est proposé dans [58], mais,
par souci de simplicité, nous conserverons notre méthode.
Les paramètres que nous essayons d’estimer sont supposés appartenir à des intervalles pré-
définis. Cette hypothèse a priori peut induire un biais dans les résultats, c’est pourquoi nous
essaierons de choisir ces intervalles les plus larges possibles. Les paramètres que nous voulons
estimer sont des paramètres biologiques (des taux de mort, de taux de maturation, des nombres
de cellules...), et sont donc positifs. De plus, ils sont supposés pouvoir différer beaucoup entre les
individus (sur plusieurs échelles de log10). C’est pourquoi nous préférons manipuler directement
le log10 de ces paramètres. Par exemple, le paramètre μ est supposé pouvoir varier dans la fe-
nêtre [10−12; 10−7], c’est-à-dire que log10(μ) est supposé pouvoir varier dans la fenêtre [−12;−7].
Ce choix va avoir d’importantes répercussions sur la méthode d’estimation. Nous appellerons
ensemble admissible le produit des intervalles en log10 prédéfinis pour chacun des paramètres.
3.1.2 Procédure d’estimation
Pour un patient fixé, les données cliniques sont sous la forme d’un vecteur composé des valeurs
du ratio BCR-ABL/ABL en un ensemble fini de temps T . Comme expliqué précédemment, nous
transformons ces données de façon à ce qu’elles représentent directement la quantité de cellules
leucémiques matures dans le sang τ(T ).
— On tire aléatoirement un jeu de paramètres β dans l’ensemble admissible.
Le tirage est uniforme sur le log10 des paramètres. Le fait de choisir le log10 des para-
mètres en non directement les paramètres, permet d’explorer équitablement les régions
correspondant à des grandes et des petites valeurs de paramètres.
— On détermine la deuxième composante de la solution du modèle correspondant au jeu de
paramètre β, au temps T : y2(T ;β), puis τ(T ;β) = M (β) via l’équation 3.2.
Pour cela on utilise la fonction ode23 du logiciel de calcul numérique Matlab avec comme
conditions initiales (K, y02,
s
d).
— On calcule l’erreur effectuée par l’intermédiaire de la formule (3.3).
On reproduit ces trois étapes en mémorisant à chaque itération le jeu de paramètres qui corres-
pond à l’erreur la plus faible.
Cette méthode converge vers le meilleur jeu de paramètres βopt dans l’ensemble admissible,
lorsque le nombre d’itération tend vers +∞. Néanmoins le nombre de jeux de paramètres testés
pour s’approcher de βopt peut être très important, et donc l’algorithme peut exiger beaucoup de
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ressources. L’ordre de grandeur du nombre d’itérations nécessaires à l’obtention d’un ajustement
satisfaisant est 107.
L’étape de la procédure qui nécessite le plus de temps est la deuxième, en effet l’appel à la
fonction ode23, de résolution de système d’EDO par un algorithme de Runge-Kutta d’ordre 2 ou
3, peut être long et dépend de la valeur des paramètres.
De façon à améliorer la qualité des ajustements, nous utilisons la fonction fminsearch d’opti-
misation (par méthode de descente de gradient) avec comme condition initiale le jeu de paramètre
βopt trouvé précédemment. Avec cette amélioration, il est possible de réduire le nombre d’itération
de la méthode précédente d’un facteur 10, c’est-à-dire à un ordre de grandeur de 106.
Le modèle que nous considérons dépend d’un grand nombre de paramètres, le risque est
donc de sur-ajuster les données, c’est-à-dire de trouver un jeu de paramètres tel que l’erreur
soit très petite mais que la solution associée n’ait pas une dynamique naturelle, ou cohérente
avec les autres données. La définition du mot naturel est ici délicate puisque la dynamique réelle
est inconnue. Néanmoins, en comparant les différents patients, nous pouvons vraisemblablement
conjecturer que cette dynamique est régulière et admet des variations raisonnables.
De manière générale, plus le nombre de paramètres dans le modèle est grand, plus il est facile
d’ajuster les données, mais moins les solutions trouvées sont considérées acceptables. Pour quan-
tifier ce phénomène, il existe un critère qui lie la précision de l’ajustement (l’erreur quadratique)
au nombre k de paramètres ; c’est le critère d’information d’Akaike comparatif (AIC), qui est
donné par la formule :
AIC = n log(erreur) + 2k.
Ce critère n’est pas fiable lorsque le nombre n de point de données considéré est petit. Il est alors
possible de le corriger en utilisant le critère d’information d’Akaike comparatif corrigé (AICc),
qui pénalise les modèles qui admettent peu de points de données, par rapport au nombre de
paramètres à estimer.
AICc = AIC +
2k(k + 1)
n− k − 1 = n
(
log(erreur) +
2k
n− k − 1
)
.
Plus les valeurs de ces critères sont petites (possiblement négatives), plus le modèle est cohérent
avec les données. Ces critères permettent surtout de comparer plusieurs modèles sur les mêmes
données.
Dans les Figures 3.2, 3.3 et 3.4, nous comparons notre modèle avec un modèle très simple
contenant seulement 4 paramètres : un décroissance bi-exponentielle, modélisée de la manière
suivante :
τ(t) = ep1t+c1 + ep2t+c2 (3.4)
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Figure 3.2 – Comparaison entre des données cliniques (points rouges) et la prévision du modèle (3.1) (courbe bleue) et du
modèle bi-exponentiel (3.4) (courbe verte). AIC comparatif : −50 et −40, AICc comparatif : −32 et −36.
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Figure 3.3 – Comparaison entre des données cliniques (points et croix rouges) et la prévision du modèle (3.1) (courbe
bleue) et du modèle bi-exponentiel (3.4) (courbe verte). AIC comparatif : −40 et −9, AICc comparatif : −26 et −6.
La comparaison entre le modèle (7 paramètres) et une décroissance bi-exponentielle (4 para-
mètres) montre que notre modèle est légèrement plus pertinent dans le cas où les oscillations
sont significatives.
Ces oscillations semblent étroitement liées au paramètre r, et leurs caractéristiques (période et
amplitude) dépendent du patient. C’est pourquoi il semble pertinent de considérer une variation
de r dans ce modèle.
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Figure 3.4 – Comparaison entre des données cliniques (points et croix rouges) et la prévision du modèle (3.1) (courbe
bleue) et du modèle bi-exponentiel (3.4) (courbe verte). AIC comparatif : −13 et −20, AICc comparatif : −1 et −16.
3.1.3 Problème d’identifiabilité du modèle
L’ajustement du modèle sur le patient vu en Figure 3.2 est très satisfaisant. Néanmoins il
existe plusieurs jeux de paramètres qui mènent à un ajustement satisfaisant : il y a un problème
d’identifiabilité, c’est-à-dire que l’application M qui, à un jeu de paramètres, associe le vecteur
composé du rapport τ calculé en fonction de la solution du modèle (3.1) au temps donnés, n’est
pas empiriquement injective (les images de deux jeux de paramètres distincts sont indistinguables
relativement à l’erreur acceptée sur les données).
Les Figures 3.5 et 3.6 représentent deux ajustements des données cliniques du patient vu
en Figure 3.2, qui admettent des erreurs très faibles. Relativement à l’erreur acceptée sur ces
données, ces deux ajustements sont considérés indistinguables. Les deux jeux de paramètres
correspondants sont notés β1 et β2. Certaines de leurs composantes sont quasiment identiques
(comme r et y02), mais d’autres sont très éloignées (comme μ, qui varie de 4 échelles de log10).
Ces deux jeux de paramètres constituent deux minima locaux de l’erreur faite sur les données.
Nous définissons l’interpolation linéaire f entre β1 et β2 dans l’espace des paramètres :
f : x → β1 + x(β2 − β1).
La Figure 3.7 représente l’erreur en fonction de la valeur de la fonction f , c’est-à-dire en
fonction de la position dans l’espace des paramètres, le long de la droite contenant β1 et β2. Les
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Figure 3.5 – Ajustement des données cliniques correspondant au patient 1.
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Figure 3.7 – Erreur faite sur l’ajustement des données cliniques correspondant au patient 1, en fonction de la valeur de la
fonction f d’interpolation linéaire entre β1 et β2.
valeurs x = 0 et x = 1 qui correspondent aux jeux de paramètres β1 et β2, sont bien des minimums
locaux de la fonction d’erreur. Il est néanmoins intéressant de noter que l’erreur varie très peu
dans cette région de l’espace de paramètres. En particulier, l’ensemble f−1(erreur < 0.016)
contient [0; 1]. Si une erreur inférieure à 0.016 est considérée satisfaisante pour l’ajustement des
données, alors n’importe quel point du segment [β1;β2] convient. Cela pose donc un problème
d’identifiabilité, puisqu’il n’est pas possible de différencier qualitativement des ajustements qui
correspondent à des jeux de paramètres très différents.
L’identifiabilité pratique d’un modèle dépend des données auxquelles il est confronté, de
l’erreur admissible sur l’ajustement de ces données, de l’ensemble des paramètres à estimer, et
enfin de l’espace de paramètres dans lequel ces derniers sont autorisés à varier.
L’exemple ci-dessus (Figures 3.5, 3.6 et 3.7) illustre ces différents points :
— Si l’erreur admissible est fixée à 0.1, alors seul un voisinage du jeu de paramètre β1 permet
d’ajuster correctement les données.
— Si le paramètre μ est supposé fixe pour tous les patients, c’est-à-dire si c’est un paramètre
universel, le modèle pourrait devenir identifiable. En pratique, ce n’est pas le cas, mais
en fixant plusieurs paramètres bien choisis, le modèle doit devenir identifiable.
— Si le paramètre μ est contraint à varier dans l’intervalle [10−10; 10−6] pour des raisons
biologiques, alors seul un voisinage du jeu de paramètre β1 permet d’ajuster les données.
Nous avons montré la non-identifiabilité du modèle de manière expérimentale. Néanmoins,
nous avons vu qu’il était possible de rendre le modèle identifiable en modifiant les hypothèses
sur les paramètres et sur les données expérimentales.
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3.2 Effets mixtes
Nous venons de voir que le modèle n’était pas identifiable vis à vis des données cliniques dont
nous disposons. Néanmoins, il est possible de rajouter une hypothèse sur le modèle qui pourrait
améliorer son identifiabilité.
Jusqu’à présent, les ajustements de données cliniques que nous avons présentés étaient ap-
préhendés de manière individuelle, c’est-à-dire que nous n’avons pas utilisé le fait que tous les
patients appartiennent à une ensemble cohérent d’individus, dont les caractéristiques sont si-
milaires. C’est une information très forte lorsque le nombre d’individus dans la population est
élevé.
Supposons que les paramètres de tous les patients sont répartis selon une même distribution,
choisie a priori. C’est une hypothèse biologiquement pertinente, en effet la plupart des caractéris-
tiques des systèmes biologiques vérifient cette hypothèse. Par exemple, la répartition de la taille
des femmes ou des hommes en France s’approche très fortement d’une courbe normale. L’intérêt
de cette approche par effets mixtes est de réduire le nombre de paramètres à estimer. En effet,
plutôt que d’estimer un à un tous les paramètres dans la population, nous allons uniquement es-
timer les paramètres de la distribution associée à ces paramètres. Par exemple si nous choisissons
une distribution normale, il suffit d’estimer deux paramètres, sa moyenne et sa variance.
Lavielle présente la théorie des effets mixtes et l’utilisation du logiciel Monolix, d’ajustement
de données par effets mixtes, dans [39].
Les modèles à effets mixtes s’écrivent sous la forme générale :
yi,j = f(ti,j , βpop, ηi) + g(ti,j , βpop, ηi) εi,j , (3.5)
où
— yi,j est l’observation de l’individu i au temps ti,j .
— βpop ∈ Rn est l’effet fixe.
— ηi est l’effet aléatoire de l’individu i (∼ N (0,Ω), par exemple).
— εi,j est l’erreur sur le modèle de l’individu i au temps ti,j (∼ N (0, 1), par exemple).
— f est le modèle structurel, qui tient compte des distributions des paramètres, fixées a
priori.
— g est le modèle d’erreur.
Dans notre cas, la fonction g est supposée constante, c’est-à-dire que l’erreur de mesure du
taux BCR-ABL/ABL τ n’est pas supposée varier au cours du temps, ni dépendre de la valeur du
taux. C’est une hypothèse discutable, en effet il semblerait que les techniques de quantification
du taux τ soient plus précises lorsque ce taux est petit et détectable (c’est-à-dire dans l’intervalle
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[10−3.5; 10−1] [8]). Néanmoins, pour des raisons pratiques, nous n’en tiendrons pas compte.
Comme nous l’avons vu dans la Section 3.1, les paramètres de notre modèle peuvent varier
sur plusieurs échelles log. C’est pourquoi nous choisissons de les représenter par des distributions
log10-normales :
βi = βpop10
ηi ∼ βpop log10N (0,Ω),
c’est-à-dire que le log10 des paramètres βi suivent des lois normales centrées en log10(βpop) :
log10(βi) ∼ N (log10(βpop),Ω).
La fonction du modèle structurel f qui nous intéresse est donc la fonction qui, au triplet
(ti,j , βpop, ηi), associe la valeur τ(ti,j) du taux BCR-ABL/ABL au temps ti,j , calculé à partir de
la solution du système (3.1) avec le jeu de paramètres βi = βpop 10ηi .
Pour tester l’identifiabilité de ce modèle à effets mixtes, nous simulons une population compo-
sée de p individus, c’est-à-dire de p vecteurs τ1, . . . , τ20 correspondant au taux BCR-ABL/ABL
sur n pas de temps (un tous les 3 mois).
Pour cela nous fixons les paramètres de population (ou effets fixes)
βpop = (dpop, μpop, αpop, εpop, a1pop, rpop, y
0
2pop),
puis les variabilité inter-individuelles (ou effet mixtes)
Ω = (ωd, ωμ, ωα, ωε, ωa1 , ωr, ωy02 ).
Ensuite nous générons p réalisations η1, . . . , ηp selon la loi N (0,Ω). Enfin, nous déterminons les
p solutions du système (3.1) correspondant aux p jeux de paramètres βi = βpop 10ηi , puis les p
taux BCR-ABL/ABL aux temps t1, . . . , tn : τ1, . . . , τp ∈ Rn+.
La Figure 3.8 représente ces données simulées.
L’objectif, à présent, est d’essayer de retrouver les paramètres βpop et Ω en fonction des don-
nées simulées, en utilisant la connaissance de la forme des distributions a priori. Pour cela, nous
utilisons le logiciel Monolix, qui est spécialisé dans l’estimation de paramètres par la méthode
des effets mixtes. Ce logiciel utilise l’algorithme SAEM, présenté dans [39].
Nous récapitulons les hypothèses faites pour ajuster les données simulées ; ce sont les para-
mètres d’initialisation de l’algorithme SAEM :
— La loi que suit la répartition de chaque paramètre ;
— Les valeurs des paramètres de population a priori ;
— La variance de ces paramètres a priori ;
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Figure 3.8 – Erreur faite sur l’ajustement des données cliniques correspondant au patient 1, en fonction de la valeur de la
fonction f d’interpolation linéaire entre β1 et β2.
— Le type de modèle pour l’erreur sur le modèle ;
— La valeur de l’erreur a priori.
Les résultats de l’algorithme SAEM sont les suivants :
— Les ajustements individuels ;
— Les répartitions des paramètres estimés ;
— La pertinence des lois choisies a priori.
Nous simulons p = 25 individus constitués de n = 15 pas de temps, en considérant :
βpop = (10
−0.9, 10−8, 10−5.2, 10−9.6, 103.3, 10−1.9, 108.4),
Ω =
1
100
| log10(βpop)| =
1
100
(0.9, 8, 5.2, 9.6, 3.3, 1.9, 8.4)
Les Figures 3.9 et 3.10 sont les sorties du logiciel Monolix avec comme entrées l’ensemble de
paramètres suivants, que l’on notera P a priori1 :
— βa prioripop = (10−1, 10−8, 10−5, 1010, 104, 10−2, 108) ;
— Ωa priori = (0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01) ;
— erreura priori = 0.1.
Les ajustements individuels semblent très satisfaisants, et les répartitions des paramètres
estimés est proche d’une gaussienne (courbes bleues et violettes proches l’une de l’autre). Les
paramètres estimés sont dans la Table 3.1
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Figure 3.9 – Ajustements individuels de 12 individus simulés en partant de Pa priori1 .
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Figure 3.10 – Distributions estimées pour les 7 paramètres, en log10, en partant de P
a priori
1 . Les histogrammes représentent
la répartition empirique, les courbes bleues représentent les distributions non-paramétriques les plus proches des valeurs
estimées, tandis que les courbes violettes représentent les distributions normales les plus proches des valeurs estimées.
Comme pour l’estimation individuelle faite dans la Section 3.1, nous voulons voir s’il est
possible de trouver un résultat différent mais tout aussi satisfaisant, en modifiant les conditions
initiales de l’estimation.
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Les Figures 3.11 et 3.12 sont les sorties du logiciel Monolix avec comme entrées l’ensemble
de paramètres suivants, que l’on notera P a priori2 :
— βa prioripop = (10−1, 10−12, 10−5, 1010, 104, 10−2, 108),
— Ωa priori = (0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01),
— erreura priori = 0.1.
Les ajustements individuels semblent très satisfaisants, et les répartitions des paramètres
estimés est proche d’une gaussienne (courbes bleues et violettes proches l’une de l’autre). Les
paramètres estimés sont dans la Table 3.1.
Table 3.1 – Valeurs des paramètres simulés puis estimés avec deux conditions initiales (jeux de paramètres a priori)
différentes Pa priori1 et P
a priori
2 .
Paramètre simulé (log10) estimé1 (log10) estimé2 (log10)
d -0.9 -0.87 -0.93
μ -8 -7.93 -11.2
α -5.2 -5.19 -5.27
ε -9.6 -9.67 -9.77
a1 3.3 3.32 3.28
r -1.9 -1.90 -1.85
y02 8.4 8.36 8.37
ωd 0.009 0.003 0.002
ωμ 0.08 0.029 0.36
ωα 0.052 0.002 0.005
ωε 0.096 0.007 0.014
ωa1 0.033 0.001 0.002
ωr 0.019 0.003 0.001
ωy02 0.084 0.005 0.003
erreur 0 0.037 0.046
La comparaison des deux expériences permet de déterminer quels paramètres sont facilement
estimables, et quels sont ceux qui peuvent poser un problème pour l’identifiabilité du modèle.
Par exemple, les valeurs estimées des paramètres d, α, ε, a1, r et y02 (tous sauf μ) sont très
proches des valeurs simulées, dans les deux expériences correspondant à des conditions initiales
différentes. En revanche, l’estimation du paramètre μ semble plus sensible aux conditions initiales
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Figure 3.11 – Ajustements individuels de 12 individus simulés en partant de Pa priori2 .
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Figure 3.12 – Distributions estimées pour les 7 paramètres, en log10, en partant de P
a priori
2 . Les histogrammes représentent
la répartition empirique, les courbes bleues représentent les distributions non-paramétriques les plus proches des valeurs
estimées, tandis que les courbes violettes représentent les distributions normales les plus proches des valeurs estimées.
de l’algorithme, puisque les deux valeurs estimées diffèrent de plus de 3 échelles de log10.
Nous avons mis en évidence la non-identifiabilité du modèle à effets mixtes vis-à-vis des
données de population. Cependant notre étude à des limites, en effet notre conclusion pourrait
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être différente si nous avions simulé une plus grande population d’individus (N > 20), chacun
constitué de plus de pas de temps (p > 15), ou bien si nous avions choisi des distributions avec
des variances plus faibles (||Ω|| plus petit)). Néanmoins, la situation dans laquelle nous nous
sommes placés nous paraît la plus optimiste, connaissant le nombre, la forme et l’allure des
données cliniques dont nous disposons.
3.3 Conclusion
Dans ce chapitre, nous avons confronté le modèle (3.1), présenté et analysé dans le Chapitre 2,
aux données cliniques. Dans un premier temps, nous avons ajusté ces données avec une méthode
d’estimation individuelle. Les estimations obtenues sont précises, mais semblent sur-ajuster les
données dans la plupart des cas. De plus, nous exhibons un cas de non-identifiabilité du modèle
vis à vis de ces données. Ces deux résultats poussent à penser que le nombre de paramètres à
estimer est trop important. Il pourrait, par exemple, être intéressant de fixer le paramètre μ, qui
est la source de la non-identifiabilité de notre exemple, de façon à estimer 6 paramètres au lieu
de 7.
Dans la seconde partie, nous avons suivi le même raisonnement, en considérant notre modèle
comme un modèle à effets mixtes, c’est-à-dire en supposant une cohérence entre les paramètres
des différents individus de la population. Nous mettons en évidence sa non-identifiabilité vis-à-vis
des données que nous avons choisies. Il s’agit d’un type de données spécifiques, mais qui nous
paraît cliniquement pertinent.
De la même façon que pour l’estimation individuelle, il pourrait être intéressant de reprendre
la même étude en considérant le paramètre μ constant, pour espérer améliorer l’identifiabilité du
modèle.
Nous avons appliqué l’estimation individuelle et l’estimation par effets mixtes sur le modèle
à 6 paramètres (en fixant μ), mais le problème reste le même, il existe encore un paramètre qui
entraîne la non-identifiabilité du modèle vis-à-vis des données.
Fixer des paramètres pour tous les individus (c’est-à-dire les considérer universels) peut, en
effet, améliorer l’identifiabilité du modèle, mais peut aussi restreindre le nombre de comporte-
ments que le modèle peut expliquer. Par exemple, fixer le paramètre a1 impose que la hauteur
du plateau est la même pour tous les individus. Or ce n’est pas le cas. Il est donc nécessaire de
trouver un compromis entre un petit nombre de paramètres, pour une bonne identifiabilité, et un
grand nombre de paramètres, pour être capable de reproduire de manière fidèle l’hétérogénéité
des données.
Nous avons fait l’analyse de sensibilité des paramètres de ce modèle, de manière à quantifier
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l’importance de chacun des paramètres sur la dynamique des solutions. Il n’a pas été possible de
conclure sur ce point, car la sensibilité des paramètres est dépendante du temps, et aucun des
paramètres ne s’est révélé être peu ou très sensible sur toute la durée du traitement.
La finalité de l’estimation de paramètres est d’être capable de prédire le comportement des
solutions du modèle. En particulier, notre objectif était d’être capables de prédire le succès d’un
arrêt de traitement à la vue des données sous traitement. Nous ne sommes pas en mesure de
conclure sur ce point pour l’instant. Pour cela, il faudrait chercher une corrélation entre les
paramètres estimés sous traitement et le succès de l’arrêt de traitement. Or, nous ne sommes pas
encore capables d’estimer de manière fiable (et unique) ces paramètres sous traitement.
Aucune corrélation entre les paramètres estimés sous traitement et le succès de l’arrêt de
traitement n’a été trouvée dans le cas du modèle bi-exponentiel (3.4). Bien qu’il soit souvent
plus pertinent que le modèle (3.1), le modèle (3.4) reste trop peu complexe pour permettre de
prédire le phénomène de rémission après arrêt de traitement. Il y a donc encore, ici, un compromis
à trouver entre la complexité du modèle et la capacité à reproduire des phénomènes biologiques
et cliniques.
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Chapitre 4
Traitement à long terme et effet de
dose avec le modèle de Roeder
Résumé
Nous proposons et analysons une version simplifiée d’un modèle d’équations aux dérivées
partielles (EDP) pour la leucémie myéloïde chronique (LMC) issu d’un modèle à base d’agents
proposé par Rœder et al. Ce modèle décrit la prolifération et la différenciation des cellules
souches leucémiques dans la moelle osseuse et l’effet du médicament imatinib sur ces cellules.
Nous simplifions d’abord le modèle EDP en notant que la plupart de la dynamique se produit
dans un sous-espace de l’espace 2D d’origine. Ensuite, nous déterminons la valeur propre
dominante du système linéarisé autour de l’équilibre sain, qui contrôle le comportement à
long terme des solutions. Nous montrons analytiquement que la valeur propre dominante
dépend de la dose de traitement de façon non-monotone. De plus, nous montrons l’existence
et l’unicité d’une valeur propre négative minimale. En termes de traitement de la LMC,
cela suggère qu’il y a une dose unique qui maximise la vitesse de décroissance de la charge
tumorale en temps long. En outre, cette dose unique est inférieure à la dose qui maximise la
décroissance initiale de la charge tumorale. Des simulations numériques du modèle complet
confirment que ce phénomène n’est pas un artefact de la simplification. Par conséquent,
même si la dose optimale pour un traitement en temps long pourrait ne pas être la meilleure
en temps court, nos résultats soulèvent des perspectives intéressantes en termes de stratégies
pour atteindre et améliorer la réponse à long terme. Ce chapitre est essentiellement composé
des travaux que nous avons publié dans l’article [6].
4.1 Introduction
Dans un essai clinique récent, Hehlmann et al. ont comparé l’efficacité de différentes doses
d’imatinib [29]. Ils ont montré qu’une dose élevée conduit à une réponse forte plus rapidement
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qu’une dose standard. Cependant, certains patients ne tolèrent pas la toxicité de l’imatinib.
Breccia et al. ont montré que de faibles doses d’imatinib semblent efficaces chez les patients
présentant une intolérance à la dose standard [9].
Rœder et al. ont proposé un modèle multi-agents dans lequel le sort de chaque cellule est
déterminé de manière stochastique selon ses caractéristiques et de son environnement. Le modèle
décrit la concurrence des cellules souches leucémiques avec les cellules souches saines dans la
moelle osseuse, et l’effet de l’inhibiteur de tyrosine kinase (ITK) sur cette compétition [54]. Les
cellules souches leucémiques et saines sont séparées en deux états ; prolifératives et quiescentes,
structurés par leur progression dans le cycle cellulaire et par leur capacité à se différencier. En
outre, on suppose que le traitement par un ITK n’a aucune incidence sur les cellules saines.
Glauche et al. a utilisé ce modèle pour étudier l’effet combiné de deux types de traitement, et
a constaté que la combinaison d’une dose continue de ITK couplée à une dose intermittente
de Interféron (un médicament utilisé pour traiter la LMC avant le développement des ITK)
montre la meilleur efficacité tout en limitant les effets secondaires [26]. Kim et al. ont proposé
de remplacer le modèle multi-agents par un système d’équations différentielles déterministes afin
d’en réduire la complexité [35]. Une version EDP du modèle multi-agents original a également
été proposée indépendamment par les mêmes auteurs et par Roeder et al. [33, 53]. L’analyse de
stabilité de ce dernier modèle, sous certaines simplifications, a été proposée par Doumic-Jauffret
et al. [19].
Dans ce chapitre, nous proposons une simplification du modèle EDP présenté dans [33]. Il
est équivalent au modèle étudié par Doumic-Jauffret et al. [19], avec l’hypothèse 2a seulement.
Le processus de prolifération des cellules leucémiques débute dans la moelle osseuse par l’acti-
vation des cellules souches tumorales quiescentes. Une fois activées, ces cellules non différenciées
se divisent, et se différencient en cellules sanguines. Leur petit nombre et leur faible activité
basale rendent difficile toute caractérisation directe de ces cellules. Une fois différenciées, les cel-
lules souches leucémiques se diviseront plus de vingt fois avant d’être libérées dans le sang. Les
cellules leucémiques en circulation dans le sang ne se divisent plus, et sont éliminées du sang en
quelques jours, de sorte que le taux de BCR-ABL/ABL représente l’évolution de la maladie dans
la moelle osseuse avec un retard de quelques semaines.
Nous étudions le comportement asymptotique et la vitesse de convergence de l’éradication de
la maladie. Nous montrons que l’efficacité à long terme des ITK, mesurée par le taux de croissance
asymptotique de la tumeur, est non monotone par rapport à la dose de traitement. Le chapitre est
organisé de la manière suivante. Dans la Section 4.2, nous présentons le modèle multi-agents [54],
sa version EDP et la simplification que nous choisissons de faire. Dans la section 3, nous étudions
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l’existence et l’unicité d’un équilibre sain, c’est-à-dire d’un équilibre pour lequel les populations
leucémiques sont éteintes. Ensuite, nous analysons le comportement asymptotique des solutions
proches de cet équilibre, en recherchant la valeur propre dominante du système linéarisé autour
de cet équilibre. Dans la section 4, nous étudions l’effet de la dose de traitement sur cette valeur
propre dominante, qui contrôle la vitesse de décroissance asymptotique des solutions proches de
l’équilibre sain.
4.2 Réduction EDP du modèle à base d’agents
Dans cette section, nous présentons directement la version EDP du modèle à base d’agents,
proposée dans [35] et résumée dans [19].
La réduction du modèle à base d’agents en un modèle à équations aux dérivées partielles
apporte trois changements importants : les simulations numériques sont plus rapides et peuvent
traiter des densités de population arbitrairement grandes, les solutions sont plus lisses puisque
le modèle EDP ignore les effets stochastiques, et nous pouvons plus facilement mener l’analyse
mathématique.
4.2.1 Description du modèle EDP
Le modèle multi-agents original décrit la dynamique de la LMC dans la moelle osseuse. Il
suppose que les populations saines et leucémiques de cellules souches sont en compétition, avant
de se différencier. Les populations de cellules différenciées et matures, saines et leucémiques,
constituent la sortie du modèle et évoluent séparément (elles n’interagissent plus les unes avec
les autres).
L’arbre de décision du modèle multi-agents est représenté en Figure 1.4 (de l’Introduction).
Une cellule souche est supposée être capable de s’auto-renouveler lorsque le corps en a le
besoin, et de se différencier avant de sortir de la moelle osseuse. On distingue deux états dans la
vie d’une cellule saine ou leucémique avant la différenciation :
— prolifération (P ) ;
— quiescence (Q).
L’état proliférant P du cycle cellulaire est traditionnellement divisé en quatre phases : le
premier intervalle (G1), la synthèse (S) , le deuxième intervalle (G2) et la mitose (M), à la fin de
laquelle les cellules se divisent. On suppose ici que les cellules qui se divisent donnent naissance
à deux cellules filles identiques. Nous séparons les cellules proliférantes en deux groupes : celles
de la phase G1 (étape 1) et celles des phases S, G2 et M (étape 2). La durée de ces phases sont
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supposés fixes : c1 pour G1, et c2 pour S-G2-M. La durée totale du cycle cellulaire est alors
C = c1 + c2.
Les étapes 1 et 2 sont structurées par deux variables : la progression dans le cycle cellulaire
c, et l’affinité x, une variable qui représente la tendance d’une cellule à se différencier. Cette
variable, propre à chaque cellule souche, s’interprète aussi comme la maturité de la cellule.
L’hypothèse faite ici est que l’affinité est susceptible de décroître. C’est une hypothèse importante,
qui est discutable biologiquement, puisqu’aucun marqueur biologique n’a encore été découvert
pour quantifier cette variable.
La progression dans le cycle cellulaire c est linéaire en fonction du temps (dcdt = 1), de 0 à c1
dans l’étape 1, et de 0 à c2 dans l’étape 2. Une cellule dans l’étape 1 avec c = c1 entre directement
dans l’étape 2 avec c = 0. Une cellule dans l’étape 2 avec c = c2 se divise et crée deux cellules
dans l’étape 1, avec c = 0.
Dans l’état proliférant, l’affinité x est supposée croître linéairement avec le temps de 0 à 1
(dxdt = ρP > 0). Lorsqu’une cellule atteint x = 1 , elle quitte l’état proliférant et se différencie.
Une fois différenciées, les cellules se divisent plusieurs fois et quittent la moelle osseuse pour le
sang, c’est la phase d’amplification.
Le compartiment quiescent Q est supposé être structuré uniquement par l’affinité x, qui
décroit de façon linéaire avec le temps de 1 à 0 (dxdt = −ρQ si 0 < x ≤ 1 ), et reste à 0 lorsque
x = 0 (dxdt = 0 si x = 0 ).
Les cellules quiescentes peuvent être activées et devenir proliférantes avec un taux d’activation
β. Elles entrent dans l’étape 2 de l’état proliférant avec la même affinité x et sont assignées à
une progression dans le cycle cellulaire nulle (c = 0). Seules les cellules proliférantes dans l’étape
1 peuvent se désactiver et entrer en quiescence, avec un taux de désactivation α. Elles entrent
alors dans l’état quiescent avec la même affinité x.
Nous noterons Q = Q(t, x), x ∈ (0, 1] la densité de cellules quiescentes d’affinité x à l’instant
t ; Q∗(t) le nombre de cellules quiescentes d’affinité x = 0 à l’instant t ; Pi(t, x, c) la densité de
cellules proliférantes dans l’étape i ∈ {1, 2} qui ont transité de l’état quiescent avec une affinité
x > 0 ; et P ∗i (t, x) la densité de cellules proliférantes dans l’étape i qui ont transité de l’état
quiescent avec une affinité x = 0. La raison qui nous pousse à distinguer les cellules qui sont
passées par le point x = 0 est que ces cellules s’accumulent et induisent une masse singulière
(une masse de Dirac) qui ne peut pas être modélisée comme une balance de flux (Figure 4.2).
Les taux de transition α et β dépendent de l’affinité x et du montant total de cellules quies-
centes et proliférantes (leucémiques et saines) dans le système, Qtot et Ptot. Les taux de transition
76
ont la forme suivante :
α(x,Qtot) = a
x f(Qtot; ν) et β(x, Ptot) = a1−x f(Ptot; ν) (4.1)
où, a est une constante positive, plus petite que 1, et f est une fonction sigmoïdale dont le
coefficient ν dépend du type (saine ou leucémique), de l’état (quiescent ou proliférant) et du
traitement utilisé (aucun ou ITK). La fonction f est positive, décroissante et bornée par 1
(Figure 4.1) :
f(u) =
1
ν1 + ν2 exp(ν3
u
N )
+ ν4
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Figure 4.1 – Exemple pour le taux de transition fβ pour trois différents individus.
Les valeurs des paramètres sont résumées dans la Table 4.1.
4.2.2 Les équations
 
Figure 4.2 – Schéma du modèle EDP
Les densités P ∗1 (t, x), P ∗2 (t, x) et
∫ c1
0 P1(t, x, c)dc représentent le même type de quantités, des
densités de cellules par rapport à l’affinité x. Contrairement aux les populations P1 et P2, pour
P ∗1 et P ∗2 la variable de cycle cellulaire est directement déterminée par l’équation c∗ = c1 +
x∗
ρP
mod C.
Cela signifie que la densité P ∗2 (x, t) est uniquement définie sur la réunion d’intervalle en x :
I2 = [0, ρP c2) ∪ [ρPC, ρP (C + c2)) ∪ [2ρPC, ρP (2C + c2)),
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Table 4.1 – Valeurs et descriptions des paramètres.
Param. Sain CML / CML+TKI Unité Description
ξ 0 / 1 effet de la dose (ξ ∈ [0,+∞))
C 48 48 h durée du cycle
c1 16 16 h durée de l’étape 1
c2 32 32 h durée de l’étape 2
nD 20 20 nombre de divisions des cellules différenciées
tD 20 20 d temps avant entrée dans le sang
tM 8 8 d temps de vie des cellules matures
a 0.002 0.002 constante liée aux taux de transition
ρP 0.0078 0.0078 h−1 vitesse de l’affinité des cellules prolifératives
ρQ 0.0156 0.0156 h−1 vitesse de l’affinité des cellules quiescentes
m 0 0 / 0.032 h−1 taux de mort des cellules proliférantes
P eqtot 19,689 0 cell. équilibre sain du Modèle IIc
Q eqtot 94,605 0 cell. équilibre sain du Modèle IIc
N 105 105 cell. Facteur d’échelle de la population
ν
(α)
1 1.9972 0.9992 h fonction de transition (4.1)
ν
(α)
2 0.0028 0.0008 h fonction de transition (4.1)
ν
(α)
3 8.7641 9.9558 fonction de transition (4.1)
ν
(α)
4 0 0 h
−1 fonction de transition (4.1)
ν
(β)
1 1.6667 16.667 / 166.67 h fonction de transition (4.1)
ν
(β)
2 0.3333 8.3333 / 83.333 h fonction de transition (4.1)
ν
(β)
3 3.2189 1.3863 fonction de transition (4.1)
ν
(β)
4 0 0.9600 / 0.9992 h
−1 fonction de transition (4.1)
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et la densité P ∗1 (t, x) est uniquement définie sur la réunion d’intervalles :
I1 = [ρP c2, ρPC) ∪ [ρP (C + c2), 2ρPC) ∪ [ρP (2C + c2), 1].
Les cellules proliférantes et quiescentes existent en deux versions, une pour les cellules saines
et un pour les cellules leucémiques. Elles évoluent simultanément dans la moelle osseuse, et
n’interagissent que par la dépendance des taux de transition α et β en Ptot et Qtot. Au besoin, les
variables et les paramètres correspondant aux cellules leucémiques ou saines seront indexés par
l ou s pour éviter toute confusion. Lorsqu’ils ne sont pas indexés, les variables et les paramètres
sont supposés traiter les deux cas.
Modèle I (EDP original) :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂Q
∂t
− ρQ∂Q
∂x
= −β(x, Ptot) Q
+α(x,Qtot)
(∫ c1
0 P1(t, x, c)dc+ 1I1P
∗
1
)
∂Q∗
∂t
= ρQQ(t, 0)− β(0, Ptot) Q∗(t)
∂P1
∂t
+ ρP
∂P1
∂x
+
∂P1
∂c
= −mP1 − α(x,Qtot) P1
∂P ∗1
∂t
+ ρP
∂P ∗1
∂x
= −mP ∗1 − α(x,Qtot) P ∗1 sur I1
∂P2
∂t
+ ρP
∂P2
∂x
+
∂P2
∂c
= −mP2
∂P ∗2
∂t
+ ρP
∂P ∗2
∂x
= −mP ∗2 sur I2
(4.2)
avec les conditions aux bords⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q(t, 1) = 0
ρPP2(t, x, 0) = ρPP1(t, x, c1) + ρQβ(x, Ptot) Q(t, x)
ρPP
∗
2 (t, 0) = β(0, Ptot) Q
∗(t)
P ∗2 (t, ρPkC) = P ∗1 (t, ρPkC), k = 1, 2,
P1(t, x, 0) = 2P2(t, x, c2)
P ∗1 (t, ρP (c2 + kC)) = 2P ∗2 (t, ρP (c2 + kC)), k = 0, 1, 2.
où :
Qtot(t) =
∫ 1
0
Ql(t, x)dx+Q
∗
l (t) +
∫ 1
0
Qs(t, x)dx+Q
∗
s(t), (4.3)
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Ptot(t) =
∫ 1
0
∫ c2
0
P2,l(t, x, c)dcdx+
∫ 1
0
∫ c1
0
P1,l(t, x, c)dcdx
+
∫ 1
0
P ∗2,l(t, x)dx+
∫ 1
0
P ∗1,l(t, x)dx
+
∫ 1
0
∫ c2
0
P2,s(t, x, c)dcdx+
∫ 1
0
∫ c1
0
P1,s(t, x, c)dcdx
+
∫ 1
0
P ∗2,s(t, x)dx+
∫ 1
0
P ∗1,s(t, x)dx. (4.4)
Des simulations numériques de ce modèle sont représentées en Figure 4.3.
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Figure 4.3 – Nombre de cellules quiescentes et proliférantes en fonction du temps en échelle log10, dans le cas d’un
traitement ITK (introduit lorsque le ration BCR-ABL/ABL atteint 99%), selon le Modèle I. Les populations proliférantes
sont la somme des populations correspondantes en phase 1 et 2 (P = P̄1 + P̄2).
Les cellules différenciées sont comptées dans le flux D défini par :
D(t) = ρP
(∫ c2
0
P2(t, 1, c)dc+
∫ c1
0
P1(t, 1, c)dc+ P
∗
1 (t, 1)
)
.
Il s’agit du flux de cellules proliférantes qui atteignent l’affinité x = 1.
Une fois différenciées, les cellules se divisent un nombre fixe de fois nD en tD heures avant
de devenir matures et d’être détectables dans le sang. La durée de vie des cellules matures dans
le sang est de tM (Table 4.1). Les quantités de cellules sanguines matures, saines et leucémiques
sont donc données par la formule suivante, où l’unité de temps est l’heure :
M(t) = 2nD
∫ t−tD
t−tD−tM
D(u)du (4.5)
Enfin, le rapport BCR-ABL/ABL représentant la progression de la maladie dans le corps, est
modélisé par :
τ(t) =
Ml(t)
Ml(t) + 2 Ms(t)
. (4.6)
Cette formule tient compte du fait qu’il y a deux allèles du gène ABL dans les cellules saines,
et seulement un seul allèle du gène BCR-ABL dans les cellules leucémiques [26,54].
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Les coefficients ρP et ρQ, estimés dans [54], vérifient la relation ρQ = 1.95ρP . Pour simplifier
le schéma numérique, on suppose que ρQ = 2ρP . Cette hypothèse simplifie considérablement les
schémas numériques et permet d’accélérer les simulations. Ce changement dans la valeur de ρQ
affecte la vitesse asymptotique du modèle simplifié de moins de 0.1% (cf Section 4.3).
Schéma numérique :
On explicite ici le schéma numérique du système complet. Il s’agit d’une méthode des différences
finies semi-implicite le long des caractéristiques. Nous avons choisi cette méthode car elle conserve
la positivité des solutions. En revanche le nombre de cellules total peut varier (en dehors des
termes de divisions), néanmoins nous avons vérifié numériquement que ces variations restent
négligeables.
Le choix d’approximation ρQ = 2 ρP permet d’écrire simplement la discrétisation de l’affinité.
Nous choisissons de discrétiser le segment [0; 1] en Nx := 1ρP Δt pas d’affinité, et le segment [0, C]
en Nc1 =
c1
Δt et Nc2 =
c2
Δt pas de cycle (c’est-à-dire de progression dans le cycle cellulaire). De
cette façon les populations proliférantes avancent d’un pas d’affinité en Δt (le pas de temps),
tandis que les populations quiescentes reculent de deux pas d’affinité. De la même façon, la
progression dans le cycle cellulaire des populations proliférantes croît d’un pas par pas de temps.
À chaque pas de temps, la population Q∗ est définie comme un réel positif, Q est un vecteur
de taille Nx, tandis que P1, P2, P ∗1 et P ∗2 sont des matrices de taille Nx × Nc. Les populations
totales Qtot et Ptot sont calculées en utilisant les équations 4.3 et 4.4, et les fonctions de transition
α̃ := α̃(., Qtot) et β := β(., Ptot) sont calculées en utilisant l’équation 4.1 comme des vecteurs de
taille de Nx. Pour alléger les équations du schéma numérique, nous préférons calculer séparément
le terme intégral dans la première équation du modèle ; on pose
S(k) =
1
Nc1
∑
c
P1(t, k, .) + P
∗
1 (t, k, .), k ∈ {1, . . . , Nx}
.
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La discrétisation s’écrit alors :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q(t+Δt, k) =
Q(t, k + 2) + Δt α̃(k) S(k)
1 + Δt β(k)
, k ∈ {1, . . . , Nx − 2},
Q∗(t+Δt) =
Q∗(t) + 1Nx (Q(t, 1) +Q(t, 2))
1 + Δt β(1)
,
P1(t+Δt, k, c) =
P1(t, k − 1, c− 1)
1 + Δt (m+ α̃(k − 1)) , (k, c) ∈ {2, . . . , Nx} × {2, . . . , Nc1},
P ∗1 (t+Δt, k, c) =
P ∗1 (t, k − 1, c− 1)
1 + Δt (m+ α̃(k − 1)) , (k, c) ∈ {2, . . . , Nx} × {2, . . . , Nc1},
P2(t+Δt, k, c) =
P2(t, k − 1, c− 1)
1 + Δt m
, (k, c) ∈ {2, . . . , Nx} × {2, . . . , Nc2},
P ∗2 (t+Δt, k, c) =
P ∗2 (t, k − 1, c− 1)
1 + Δt m
, (k, c) ∈ {2, . . . , Nx} × {2, . . . , Nc2},
avec conditions aux bords :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q(t+Δt,Nx) = 0,
Q(t+Δt,Nx − 1) = Δt α̃(Nx − 1) S(Nx − 1)
1 + Δt β(Nx − 1) ,
P1(t+Δt, k, 1) = 2P2(t, k,Nc2), k ∈ {1, . . . , Nx},
P ∗1 (t+Δt, k, 1) = 2P ∗2 (t, k,Nc2), k ∈ {1, . . . , Nx},
P2(t+Δt, k, 1) = P1(t, k,Nc1) + β(k) Q(t, k), k ∈ {2, . . . , Nx},
P ∗2 (t+Δt, k, 1) = P ∗1 (t, k,Nc1), k ∈ {2, . . . , Nx},
P ∗2 (t+Δt, 1, 1) =
β(1)
ρP
Q∗(t).
4.2.3 Le modèle simplifié
Numériquement, les cellules-∗ (correspondant aux populations Q∗, P ∗1 et P ∗2 ) représentent
plus de 90% des cellules dans l’état proliférant (Figure 4.3). Ce phénomène s’explique en remar-
quant que la majorité des échanges entre les états quiescent et proliférant ont lieu pour des petites
valeurs d’affinité. En fait, les cellules quiescentes qui s’activent avant d’entrer dans Q∗ ont plus de
chance de se différencier après prolifération (c’est-à-dire ne pas revenir en quiescence), donc elles
sont négligeables dans la dynamique à long terme. Cette observation suggère que l’effet du taux
d’activation β pourrait être négligé pour des valeurs d’affinité strictement positives x > 0. Avec
cette simplification, les cellules quiescentes passent nécessairement par Q∗ avant de s’activer, et
les populations P1 et P2 disparaissent. De plus, la variable c devient alors redondante avec la
variable x, puisque l’affinité et la progression dans le cycle des populations-∗ sont liées.
Dans la pratique, cette simplification conduit à une diminution du nombre de cellules diffé-
renciées et matures (parce que les cellules-∗ se différencient moins fréquemment que les cellules
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non-∗), mais ne modifie pas le comportement qualitatif du rapport BCR-ABL/ABL.
Doumic-Jauffret et al. ont fait la même simplification dans [19], mais ont ajouté d’autres
hypothèses. Leur objectif était d’étudier la stabilité du modèle EDP et sa dépendance aux para-
mètres. Notre objectif est d’étudier la dépendance du comportement asymptotique en les para-
mètres de traitement, et nous montrons que cette étude analytique est encore faisable avec notre
simplification qui est moins restrictive.
En posant β|(0,1] = 0 et P1(t, x, c) = P2(t, x, c) = 0, on obtient le modèle simplifié, noté
Modèle IIa.
Modèle IIa : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂Q
∂t
− ρQ∂Q
∂x
= α̃(x,Qtot)P
∗
∂Q∗
∂t
= ρQQ(t, 0)− β(0, Ptot) Q∗(t)
∂P ∗1
∂t
+ ρP
∂P ∗1
∂x
= −mP ∗1 − α(x,Qtot) P ∗1
∂P ∗2
∂t
+ ρP
∂P ∗2
∂x
= −mP ∗2
(4.7)
avec les conditions aux bords⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q(t, 1) = 0
ρPP
∗
2 (t, 0) = β(0, Ptot) Q
∗(t)
P ∗2 (t, ρPkC) = P ∗1 (t, ρPkC), k = 1, 2,
P ∗1 (t, ρP (c2 + kC)) = 2P ∗2 (t, ρP (c2 + kC)), k = 0, 1, 2.
Des simulations numériques de ce modèle simplifié sont représentées en Figure 4.4.
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Figure 4.4 – Nombre de cellules quiescentes et proliférantes en fonction du temps en échelle log10, dans le cas d’un traitement
ITK (introduit lorsque le ration BCR-ABL/ABL atteint 99%), selon le Modèle IIa. Les populations proliférantes sont la
somme des populations correspondantes dans les étapes 1 et 2 (P = P̄1 + P̄2).
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Cette simplification conduit à un système beaucoup plus simple (4.9) en raison de la connais-
sance exacte de l’affinité initiale x = 0.
Afin de réduire le nombre de populations et d’équations dans ce modèle, nous fusionnons les
populations P ∗1 et P ∗2 en une seule population P ∗, définie pour tout x ∈ [0, 1] par P ∗(t, x) =
1I1(x)P
∗
1 (t, x)+ 1I2(x)P
∗
2 (t, x). Pour prendre en compte cette modification dans le modèle, nous
introduisons le taux de désactivation α̃ comme une fonction de l’affinité définie par morceaux
sur [0, 1] : α̃(x,Qtot) = 1I1(x) α(x,Qtot). Le modèle devient alors :
Modèle IIb : ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂Q
∂t
− ρQ∂Q
∂x
= −β(x, Ptot) Q+ α̃(x,Qtot)P ∗
∂Q∗
∂t
= ρQQ(t, 0)− β(0, Ptot) Q∗(t)
∂P ∗
∂t
+ ρP
∂P ∗
∂x
= −mP ∗ − α̃(x,Qtot) P ∗
(4.8)
avec les conditions aux bords⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Q(t, 1) = 0
ρPP
∗(t, 0) = β(0, Ptot) Q∗(t)
P ∗(t, ρP (c2 + kC)) = 2P ∗(t, ρP (c2 + kC)), k = 0, 1, 2.
Les conditions aux bords x = ρPkC sont intégrées directement dans la définition de P ∗. Pour
les cellules de P ∗ la variable (cachée) de cycle cellulaire est directement liée à x par l’équation
x = ρP (c− c1+kC), où k est le nombre de cycles que la cellule a effectué depuis son entrée dans
le compartiment proliférant. Cette observation nous permet de réécrire le modèle simplifié (4.9)
d’une manière équivalente, mais plus directe.
La variable k contient toute l’information sur les divisions, qui provoquent des discontinuités
de P ∗ aux points x = ρP c2 + kC. On définit la quantité P̃ (t, x) comme
P̃ (t, x) = 2−kP ∗(t, x) si x+ ρP c1 ∈ [ρPkC, ρP (k + 1)C)
La densité de cellules souches quiescentes Q et le taux d’activation β restent inchangés, mais
le taux de désactivation α est remplacé par la fonction α̃ qui tient compte à la fois du taux
de désactivation α et du nombre de cycles effectués par la cellule, c’est-à-dire de la quantité
k = x+ρP c1ρPC .
— On considère la densité P̃ continue.
— On note :
χ1 = 2 1[ρP c2,ρPC] + 4 1[ρP (C+c2),2ρPC] + 8 1[ρP (2C+c2),1],
χ2 = 1[0,ρP c2] + 2 1[ρPC,ρP (C+c2)] + 4 1[2ρPC,ρP (2C+c2)].
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— La quantité totale de cellules proliférantes est maintenant :
P (t) =
∫ 1
0
(χ1 + χ2)(x) P̃ (t, x) dx.
Pour alléger les notations, nous choisissons, à partir de maintenant, d’enlever la tilde de la
densité P , car il n’y a pas de confusion possible. Cela conduit à ce que nous allons appeler Modèle
IIc. Bien qu’il soit formulé différemment, il est techniquement équivalent aux Modèles IIa et
IIb.
Modèle IIc : ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂Q
∂t
− ρQ∂Q
∂x
= χ1(x) α̃(x,Qtot) P (x)
∂Q∗
∂t
= ρQQ(t, 0)− β(0, Ptot) Q∗(t)
∂P
∂t
+ ρP
∂P
∂x
= −mP − α̃(x,Qtot) P
(4.9)
avec les conditions aux bords ⎧⎪⎨
⎪⎩
Q(t, 1) = 0
ρPP (t, 0) = β(0, Ptot) Q
∗(t)
Schéma numérique :
On explicite ici le schéma numérique du système simplifié. Nous utilisons la même méthode que
pour le modèle complet.
À chaque pas de temps, les populations Q et P sont définies comme des vecteurs de taille
Nx, Q∗ est un réel positif, les populations totales Qtot et Ptot sont calculées en utilisant les
équations 4.3 et 4.4, et les fonctions de transition α̃ := α̃(., Qtot(t)) et β := β(Ptot(t)) sont
calculées en utilisant l’équation 4.1 respectivement comme un vecteur de taille de Nx et un réel
positif.
La discrétisation s’écrit alors :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q(t+Δt, k) = Q(t, k + 2) + Δtχ1(k)α̃(k)P (t, k), k ∈ {1, . . . , Nx − 2},
Q∗(t+Δ) =
Q∗(t) + 1Nx (Q(t, 1) +Q(t, 2))
1 + Δt β
,
P (t+Δt, k) =
P (t, k − 1)
1 + Δt(m+ α̃(k − 1)) , k ∈ {2, . . . , Nx},
avec conditions aux bords :⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Q(Nx) = 0
Q(Nx− 1) = Δt χ1(Nx − 1) α̃(Nx − 1) P (t,Nx − 1)
P (1) = Δt Nx β Q
∗(t);
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4.3 Analyse de stabilité du modèle simplifié
Dans cette section, nous analysons le comportement asymptotique du modèle IIc. Pour plus
de lisibilité, la population P ∗ sera notée P , dans cette section, car il n’y a pas d’ambiguïté.
Dans le cas d’un traitement efficace, nous nous attendons à voir les populations leucémiques
disparaître et les saines se stabiliser à des valeurs non nulles, comme dans la Figure 4.4. Donc,
nous cherchons un équilibre sain de la forme
(Qs, Q
∗
s, Ps, 0, 0, 0)
T .
Ensuite, nous allons chercher à obtenir des informations sur le comportement des populations
leucémiques (Ql, Q∗l , Pl)
T autour de zéro. Cependant le système qui régit ces populations dé-
pend des quantités Qtot et Ptot, il est donc nécessaire d’étudier d’abord l’équilibre non-nul des
populations saines.
4.3.1 Équilibre non-nul des populations saines en l’absence de cellules leucé-
miques
Ici, on suppose que toutes les populations leucémiques disparaissent. Les cellules saines sont
donc supposées se comporter de façon autonome. Il suffit alors de chercher des solutions sta-
tionnaires non-nulles pour les populations saines. Nous considérons le cas où αs et βs dépendent
respectivement de Qs et Ps, et nous cherchons des solutions positives, indépendantes du temps.
Afin d’alléger les notations, nous notons simplement βs = βs(0, P s), et α̃s(x) = α̃s(x,Qs).
Le système d’équations à l’équilibre se réduit à un système d’équations différentielles ordi-
naires (EDO) en affinité x : ⎧⎪⎪⎨
⎪⎪⎩
ρQ
∂Q
∂x
= −χ1(x) α̃s(x) P,
ρP
∂P
∂x
= −α̃s(x) P,
avec conditions aux bords : ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
βs Q
∗ = ρQ Q(0),
Q(1) = 0,
ρP P (0) = βs Q
∗.
Le système d’EDO est résolu directement en tenant compte des conditions aux bords. On
obtient comme solution :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ps(x) =
βs
ρP
Q∗s exp
(
−
∫ x
0
α̃s(s)
ρP
ds
)
Qs(x) =
βs
ρQ
Q∗s
[
1−
∫ x
0
χ1(y)
α̃s(y)
ρP
exp
(
−
∫ y
0
α̃s(s)
ρP
ds
)
dy
]
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La condition aux bords Qs(x = 1) = 0 fournit une condition qui doit être satisfaite par la
fonction x → α̃s(x,Qtot) à l’équilibre sain (mais non trivial) :∫ 1
0
[
χ1(y)
α̃s(y,Qtot)
ρP
exp
(
−
∫ y
0
α̃s(s,Qtot)
ρP
ds
)]
dy = 1 (4.10)
Les conditions pour obtenir un unique équilibre strictement positif sont résumées dans la
proposition suivante.
Proposition 5. L’équation (4.10) est équivalente à l’équation
ϕ(Qtot) = 0,
où
ϕ : Qtot → eJ1+J2+J3 + 2eJ2+J3 + 4eJ3 − 8
et
J1 =
∫ ρPC
ρP c2
α̃s(s,Qtot)
ρP
ds,
J2 =
∫ 2ρPC
ρP (C+c2)
α̃s(s,Qtot)
ρP
ds,
J3 =
∫ 1
ρP (2C+c2)
α̃s(s,Qtot)
ρP
ds.
Si fαs(∞) = 0 et ϕ(0) > 0, alors l’équation (4.10) a une unique solution strictement positive.
Démonstration. L’équation 4.10 peut se réécrire :
1 = 2
∫ ρPC
ρP c2
α̃s(x,Qtot)
ρP
e
− ∫ xρP c2 α̃s(s,Qtot)ρP ds
+4e−J1
∫ 2ρPC
ρP (C+c2)
α̃s(x,Qtot)
ρP
e
− ∫ xρP (C+c2) α̃s(s,Qtot)ρP ds
+8e−J1−J2
∫ 1
ρP (2C+c2)
α̃s(x,Qtot)
ρP
e
− ∫ xρP (2C+c2) α̃s(s,Qtot)ρP ds,
= −2
[
e
− ∫ xρP c2 α̃s(s,Qtot)ρP ds
]ρPC
ρP c2
−4e−J1
[
e
− ∫ xρP (C+c2) α̃s(s,Qtot)ρP ds
]2ρPC
ρP (C+c2)
−8e−J1−J2
[
e
− ∫ xρP (2C+c2) α̃s(s,Qtot)ρP ds
]1
ρP (2C+c2)
,
= −2e−J1 + 2− 4e−J1−J2 + 4e−J1 − 8e−J1−J2−J3 + 8e−J1−J2 ,
puis
0 = 1 + 2e−J1 + 4e−J1−J2 − 8e−J1−J2−J3 .
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En multipliant la dernière équation par eJ1+J2+J3 , on obtient la relation :
ϕ(Qtot) = 0
Comme α̃s est une fonction strictement décroissante par rapport à Qtot, nous obtenons que
les fonctions J1, J2 et J3 sont strictement décroissantes par rapport à Qtot. Cela signifie que ϕ
est une fonction strictement décroissante de Qtot. De plus, ϕ(∞) = −1 < 0 car J1 = J2 = J3 = 0
pour Qtot = +∞, et ϕ(0) > 0 par hypothèse.
D’après le théorème des valeurs intermédiaires, la continuité de ϕ assure l’existence d’un zéro
dans l’intervalle (0,+∞). L’unicité de ce zéro est donnée par la monotonie stricte de ϕ.
On peut remarquer que l’équilibre pour Qtot ne dépend pas de βs. La condition fαs(∞) = 0
est toujours satisfaite dans le modèle. Elle reflète la saturation du nombre de cellules dans la
moelle osseuse. Cependant, cette condition n’est pas optimale, il est possible de transformer la
proposition en une condition nécessaire et suffisante en supposant plutôt que ϕ(∞) < 0 (quitte à
perdre l’interprétation biologique). De la même manière, si fαs(∞) est non nul mais suffisamment
petit (tel que ϕ(∞) < 0), le résultat tient toujours.
En revanche, si ϕ(∞) > 0, alors il n’existe pas de solution à l’équation (4.10), et donc pas
d’équilibre sain. Or, plus fαs(∞) est grand, plus les cellules saines ont tendance à se désactiver
après leur première division, il en résulte une explosion de la population de cellules saines. Si,
au contraire, ϕ(0) ≤ 0, alors le taux de désactivation est faible quand Qtot est petit, ainsi le
compartiment de cellules proliférantes se vide sans remplir suffisamment le compartiment de
cellules quiescentes, ce qui mène à l’extinction de ces deux populations.
L’équilibre sain correspond à la situation où les populations de cellules leucémiques sont
toutes nulles. Nous pouvons donc écrire, à l’équilibre,
Qtot =
∫
Qs +Q
∗
s.
Or nous pouvons exhiber des relations entre ces trois quantités :∫ 1
0
Qs(x)dx =
βs
ρQ
Q∗s
[
1−
∫ 1
0
∫ x
0
χ1(y)
α̃s(y)
ρP
exp
(
−
∫ y
0
α̃s(s)
ρP
ds
)
dydx
]
,
=
βs
ρQ
Q∗s
[
1−
∫ 1
0
(1− y) χ1(y) α̃s(y)
ρP
exp
(
−
∫ y
0
α̃s(s)
ρP
ds
)
dy
]
,
=
βs
ρQ
Q∗s
∫ 1
0
y χ1(y)
α̃s(y)
ρP
exp
(
−
∫ y
0
α̃s(s)
ρP
ds
)
dy.
Pour faciliter les calculs, on introduit la fonction suivante :
L1(Qtot) =
∫ 1
0
y χ1(y)
α̃s(y,Qtot)
ρP
exp
(
−
∫ y
0
α̃s(s,Qtot)
ρP
ds
)
dy.
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Et comme Qtot =
∫
Qs + Q
∗
s à l’équilibre, on obtient une expression de Q∗s en fonction de
Qtot et Ptot :
Q∗s =
Qtot
1 +
βs(Ptot)
ρQ
L1(Qtot)
.
De la même façon, à l’équilibre, Ptot vérifie :
Ptot =
∫ 1
0
(χ1(x) + χ2(x)) Ps(x) dx,
=
βs
ρP
Q∗s
∫ 1
0
(χ1(x) + χ2(x)) exp
(
−
∫ x
0
α̃s(s)
ρP
ds
)
dx.
En posant
L2(Qtot) =
∫ 1
0
(χ1(x) + χ2(x)) exp
(
−
∫ x
0
α̃s(s,Qtot)
ρP
ds
)
dx,
nous trouvons une condition pour l’existence et l’unicité d’un état d’équilibre pour Ptot, résumée
dans la proposition suivante :
Proposition 6. Une fois Qtot fixé, l’équation
Ptot =
βs(Ptot)
ρP
L2(Qtot)
1 +
βs(Ptot)
ρQ
L1(Qtot)
Qtot
admet une unique solution strictement positive Ptot.
Démonstration. Nous devons montrer qu’il existe une unique solution pour l’équation de point
fixe
x = F (x), x > 0,
avec F : x → af(x)
1 + bf(x)
où a et b sont des constantes positives, et f est une fonction différentiable,
positive et strictement décroissante. Comme f est strictement décroissante, F (0) > 0 et F ′(x) =
af ′(x)
(1 + bf(x))2
< 0. Pour conclure, l’équation de point fixe a une unique solution positive.
4.3.2 Stabilité locale autour de l’équilibre sain
Nous examinons ici la stabilité de l’unique équilibre sain positif,
(Q eqs , Q
∗ eq
s , P
eq
s , 0, 0, 0)
T
par rapport à une petite perturbation.
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Le système simplifié IIc linéarisé autour de l’équilibre sain est :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂Qs
∂t
− ρQ∂Qs
∂x
= χ1(x) α̃s(x,Qtot) Ps
+χ1(x)
[
∂α̃s
∂Qtot
(x,Qtot) (Ql +Q
∗
l +Qs +Q
∗
s) P
eq
s
]
,
∂Q∗s
∂t
= ρQQs(0)− βs(0, Ptot) Q∗s−
∂βs
∂Qtot
(0, Ptot)(Pl + Ps) Q
∗ eq
s ,
∂Ps
∂t
+ ρP
∂Ps
∂x
= − (m+ α̃s(x,Qtot)) Ps
− ∂α̃s
∂Qtot
(x,Qtot) (Ql +Q
∗
l +Qs +Q
∗
s) P
eq
s ,
∂Ql
∂t
− ρQ∂Ql
∂x
= χ1(x) α̃l(x,Qtot) Pl,
∂Q∗l
∂t
= ρQQl(0)− βl(0, Ptot) Q∗l ,
∂Pl
∂t
+ ρP
∂Pl
∂x
= − (m+ α̃l(x,Qtot)) Pl,
avec conditions aux bords : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ql(t, 1) = 0
Qs(t, 1) = 0
ρPPl(t, 0) = β(0, Ptot) Q
∗
l (t)
ρPPs(t, 0) = βs(0, Ptot) Q
∗
s(t)
Les trois dernières équations différentielles sont indépendantes des trois premières, le sous-
système linéarisé leucémique est découplé du sous-système linéarisé sain. Nous pouvons donc
ignorer les cellules saines et étudier les populations leucémiques autour du sous-équilibre nul
(0, 0, 0)T .
Le sous-système linéarisé préserve la positivité des solutions et sa valeur propre dominante
dicte le comportement à long terme des solutions.
Nous recherchons des solutions positives de la forme⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Ql(x, t) = Q̂(x) e
λt,
Q∗l (x) = Q̂
∗ eλt,
Pl(x, t) = P̂ (x) e
λt,
où λ est une valeur propre réelle arbitraire et Q̂, Q̂∗ et P̂ sont les vecteurs propres associés.
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Les équations sur Q̂, P̂ et Q̂∗ sont⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
λ Q̂− ρQ∂Q̂
∂x
= χ1 α̃l(x,Qtot)P̂ ,
λ Q̂∗ = ρQQ̂(0)− βl(0, Ptot) Q̂∗,
λ P̂ + ρP
∂P̂
∂x
= − (m+ α̃l(x,Qtot)) P̂ .
Pour simplifier les notations, nous enlevons les chapeaux des vecteurs propres. Nous cherchons
une valeur propre dominante réelle λ, telle que le système propre admette des solutions positives :⎧⎪⎪⎨
⎪⎪⎩
λQ− ρQ∂Q
∂x
= χ1(x) α̃l(x,Qtot) P,
λP + ρP
∂P
∂x
= −mP − α̃l(x,Qtot) P,
(4.11)
avec conditions aux bords : ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Q(1) = 0,
λQ∗ = ρQQ(0)− βl(0, Ptot) Q∗,
ρPP (0) = βl(0, Ptot) Q
∗.
Nous résolvons explicitement ce système d’EDO, en tenant compte des conditions au bord
x = 0 :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
P (x) =
βl
ρP
Q∗ exp(−λ+m
ρP
x) exp
(
−
∫ x
0
α̃l(s)
ρP
ds
)
Q(x) =
βl
ρQ
Q∗e
λ
ρQ
x
[
λ+ βl
βl
−
∫ x
0
χ1(y)e
−
(
λ+m
ρP
+ λ
ρQ
)
y α̃l(y)
ρP
e
− ∫ y0 α̃l(s)ρP dsdy
]
La condition au bord x = 1, Q(1) = 0, fournit une équation satisfaite par λ :
Proposition 7. Le sous-système leucémique linéarisé autour de zéro admet une valeur propre
réelle dominante unique, qui est l’unique solution réelle de l’équation caractéristique :
λ = βl
[∫ 1
0
χ1(y)e
−
(
λ+m
ρP
+ λ
ρQ
)
y α̃l(y)
ρP
exp
(
−
∫ y
0
α̃l(s)
ρP
ds
)
dy − 1
]
(4.12)
La valeur propre dominante détermine le comportement asymptotique des populations leu-
cémiques autour de zéro lorsque les populations de cellules saines sont à l’équilibre, c’est donc la
vitesse de rémission asymptotique dans le cas d’un traitement efficace.
Démonstration. Le terme à droite de l’équation est une fonction décroissante par rapport à λ,
tandis que le terme de gauche croit de −∞ à +∞. Ainsi, il ne peut y avoir qu’une, et une seule,
solution réelle λ à cette équation.
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Soit z une solution complexe, non réelle.
(z) = βl
[

(∫ 1
0
χ1(y) e
−
(
z+m
ρP
+ z
ρQ
)
y α̃l(y)
ρP
e
− ∫ y0 α̃l(s)ρP ds dy
)
− 1
]
< βl
[∣∣∣ ∫ 1
0
χ1(y) e
−
(
z+m
ρP
+ z
ρQ
)
y α̃l(y)
ρP
e
− ∫ y0 α̃l(s)ρP ds dy
∣∣∣− 1
]
< βl
[∫ 1
0
χ1(y) e
−
(
(z)+m
ρP
+
(z)
ρQ
)
y α̃l(y)
ρP
e
− ∫ y0 α̃l(s)ρP ds dy − 1
]
Donc (z) satisfait le cas d’inégalité de l’équation caractéristique. Les variations des deux
termes de l’égalité assurent que (z) < λ.
Il est possible de retrouver ce résultat avec une deuxième méthode qui utilise une approche
complètement différente. Il s’agit en fait de résoudre le problème adjoint au système.
Soit X =
⎛
⎜⎜⎜⎝
Q
Q∗
P
⎞
⎟⎟⎟⎠ une solution du système simplifié, et φ =
(
φ1 φ2 φ3
)
un vecteur quel-
conque, ne dépendant que de l’affinité x.
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d
dt
∫ 1
0
φ X =
∫
φ
d
dt
X
=
∫ (
φ1 φ2 φ3
)
⎛
⎜⎜⎜⎝
dQ
dt
dQ∗
dt
dP
dt
⎞
⎟⎟⎟⎠
=
∫ (
φ1 φ2 φ3
)
⎛
⎜⎜⎜⎝
ρQ
∂Q
∂x + χ1 α̃ P
ρQQ(0)− β Q∗
−ρP ∂P∂x − (m+ α̃) P
⎞
⎟⎟⎟⎠
=
∫
ρQφ1
∂Q
∂x
−
∫
ρPφ3
∂P
∂x
+
∫
χ1 α̃ φ1 P −
∫
(m+ α̃) φ3 P +
∫
ρQφ2Q(0)− β φ2Q∗
= −
∫
ρQ
dφ1
dx
Q+
∫
ρP
dφ3
dx
P +
∫
χ1 α̃ φ1 P −
∫
(m+ α̃) φ3 P + [ρQ φ1 Q]− [ρP φ3 P ]
+
∫
ρQφ2Q(0)− β φ2Q∗
=
∫
⎛
⎜⎜⎜⎝
−ρQ dφ1dx
−βφ2
ρP
dφ3
dx + χ1 α̃ φ1 − (m+ α̃) φ3
⎞
⎟⎟⎟⎠
T ⎛
⎜⎜⎜⎝
Q
Q∗
P
⎞
⎟⎟⎟⎠ +
∫
ρQφ2Q(0)
−ρQ φ1(0) Q(0)− ρP φ3(1) P (1) + ρP φ3(0) P (0)
=
∫
⎛
⎜⎜⎜⎝
−ρQ dφ1dx
β (φ3(0)− φ2)
ρP
dφ3
dx + χ1 α̃ φ1 − (m+ α̃) φ3
⎞
⎟⎟⎟⎠
T ⎛
⎜⎜⎜⎝
Q
Q∗
P
⎞
⎟⎟⎟⎠ + ρQQ(0) (φ2 − φ1(0))− ρP φ3(1) P (1).
en utilisant la condition au bord : ρP P (0) = β Q∗ puis que β Q∗ = ρQ Q(0) à l’équilibre.
Pour que le système soit sous une forme admissible, il faut trouver des conditions sur φ qui
annulent tous les termes résiduels : on impose φ3(1) = 0, et φ2−φ1(0). On obtient alors l’équation
suivante :
d
dt
∫
φ X =
∫
⎛
⎜⎜⎜⎝
−ρQ dφ1dx
β (φ3(0)− φ2)
ρP
dφ3
dx + χ1 α̃ φ1 − (m+ α̃) φ3
⎞
⎟⎟⎟⎠
T ⎛
⎜⎜⎜⎝
Q
Q∗
P
⎞
⎟⎟⎟⎠.
Et on veut que ddt
∫
φ X = λ
∫
φ X, c’est-à-dire que
⎛
⎜⎜⎜⎝
−ρQ dφ1dx
β (φ3(0)− φ2)
ρP
dφ3
dx + χ1 α̃ φ1 − (m+ α̃) φ3
⎞
⎟⎟⎟⎠ = λ
⎛
⎜⎜⎜⎝
φ1
φ2
φ3
⎞
⎟⎟⎟⎠ .
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Cette équation se réécrit :⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dφ1
dx + λ/ρQ φ1 = 0
φ1(0) =
β
β+λ φ3(0)
dφ3
dx − (λ+m+ α̃)/ρP φ3 = −χ1 α̃/ρP φ1
Et ce système admet comme solution :⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
φ1(x) = φ1(0) e
−λ/ρQ x
φ3(x) = φ1(0) e
∫ x
0
λ+m+α̃
ρP
(
λ+β
β −
∫ x
0 χ1
α̃
ρP
e
− λ
ρQ
s
e
− ∫ s0 λ+m+α̃ρP
)
φ2 = φ1(0)
Nous avons vu qu’il était nécessaire d’imposer la condition φ3(1) = 0 pour que le problème ad-
joint admette des solutions. Or cette condition est équivalente à l’équation caractéristique (4.12).
Nous avons bien retrouvé l’équation caractéristique vérifiée par la valeur propre λ avec cette
deuxième méthode.
Dans le cas où la valeur propre dominante λ est strictement négative, le traitement est supposé
être efficace, et les populations leucémiques convergent vers zéro. Le flux de cellules différenciées
D admet le même comportement asymptotique que P . Il en résulte que la quantité de cellules
leucémiques matures dans le sang se comporte également comme eλt. De la même façon, le rapport
BCR-ABL/ABL prédit par le modèle autour de l’équilibre sain se comporte asymptotiquement
comme eλt. Par conséquent, l’opposé de la solution de l’équation caractéristique (4.12), lorsque
celle-ci est négative, peut être interprété comme le taux de décroissance asymptotique.
Indépendamment de la stabilité des populations saines, caractériser comment λ se comporte
avec et sans traitement est crucial. En particulier, nous voulons déterminer à quelle condition λ
est négative.
La connaissance de la fonction fαs donne la valeur de Qtot à l’équilibre. Il est possible de
trouver Ptot à partir de Qtot et fβs . Puis les taux de transfert αl et βl à l’équilibre peuvent être
calculés à partir de fαl , fβl , Qtot et Ptot. Enfin Nous pouvons déduire la valeur de λ, à partir de
αl , βl et m. De cette façon, nous pouvons déterminer la vitesse de décroissance asymptotique
du ratio BCR-ABL/ABL sous traitement, en fonction des paramètres du problème.
Selon le modèle, si la valeur propre dominante λ est négative, le traitement fonctionne ; le
nombre de cellules leucémiques décroit vers zéro. Dans le cas contraire, cela signifie que l’équilibre
sain est instable, de sorte que le traitement ne peut pas éliminer la LMC, il peut seulement la
contenir à un niveau intermédiaire.
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Le fait que le traitement puisse éradiquer la maladie est une propriété du modèle qui est
discutable biologiquement. Nous avons vu dans le Chapitre 2 un modèle pour lequel le traitement
avait aussi la possibilité de contrôler la maladie à un niveau bas.
4.4 Traitement
4.4.1 Effet du traitement
Glauche et al. ont étudié l’effet du traitement ITK sur le modèle de Rœder [26]. Ils modélisent
l’effet du traitement ITK par l’augmentation de la mort des cellules leucémiques proliférantes,
et par la diminution de l’activation des cellules leucémiques quiescentes. Ces effets concernent
uniquement les cellules leucémiques (Figure 4.5).
 

 

Figure 4.5 – Action des ITK sur le modèle de Roeder et al. Le traitement par ITK est supposé affecter uniquement les
cellules leucémiques, en tuant les proliférantes, et empêchant les quiescentes de s’activer.
Nous avons montré dans la section précédente qu’une unique valeur propre réelle λ caractérise
la dynamique à long terme des populations leucémiques. Ici, nous regardons comment cette valeur
propre λ varie lorsque le traitement est pris en compte.
Seuls quelques-uns des paramètres sont affectés par le type de traitement considéré. On sup-
pose que le traitement ITK affecte le taux de mort des cellules leucémiques proliférantes m et le
taux d’activation des cellules leucémiques quiescentes en réduisant la fonction fβl . Les paramètres
dépendants du traitement ont été estimés à partir des données cliniques expérimentales obtenues
sur des patients traités avec une dose constante d’ITK [54]. Les valeurs de ces paramètres, avec
ou sans traitement, sont données dans la Table 4.1. Nous paramétrons le taux de mort m comme
une fonction m(ξ) telle que m(0) = m0 et m(1) = m1, où m0 et m1 sont respectivement les
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taux de mort sans traitement et avec traitement. De la même manière, nous paramétrons le taux
d’activation β(Ptot) comme une fonction β(Ptot; ξ) telle que
β(Ptot; 0) = β0(Ptot) et β(Ptot; 1) = β1(Ptot),
où β0 et β1 sont respectivement les taux d’activation des cellules quiescentes leucémiques sans
traitement et avec traitement. Le choix le plus simple est de supposer que le taux de mort varie
linéairement en fonction du paramètre de dose ξ :
m(ξ) = m0 + (m1 −m0)ξ.
Lorsque le médicament n’a qu’un seul effet, les courbes dose-réponse sont typiquement mo-
notones : l’effet augmente lorsque la dose augmente. Ici, le traitement a deux effets non additifs
qui peuvent influencer son efficacité : l’augmentation du taux de mort des cellules proliférantes et
la diminution du taux d’activation des cellules quiescentes. Dans cette section, même si ce n’est
pas biologiquement pertinent, nous permettons de façon heuristique à la dose de traitement ξ de
devenir infinie. Une dose infinie correspond à un taux de mortalité infini des cellules proliférantes
et à un taux d’activation nul. Dans cette situation, toutes les cellules proliférantes disparaissent,
mais les cellules quiescentes restent à l’abri du traitement, nous nous attendons alors à ce que
le taux de croissance s’annule (λ(ξ = ∞) = 0). Comme on suppose que le traitement est non
efficace pour les doses 0 et +∞, et efficace pour au moins une dose positive, cela signifie que le
taux de croissance λ ne peut être monotone.
4.4.2 Dépendance générale
En se fondant sur l’analyse de stabilité effectuée dans la Section 4.3.2, nous pouvons ré-
exprimer l’équation caractéristique 4.12 comme suit. On pose
Γ(λ, ξ) =
∫ 1
0
χ1(x) exp
(
−
(
λ+ ξm1
ρP
+
λ
ρQ
)
x
)
α̃l(x)
ρP
exp
(
−
∫ x
0
α̃l
ρP
ds
)
dx.
Pour simplifier l’écriture de la fonction Γ, nous avons utilisé le fait que m0 = 0. L’équation
caractéristique (4.12) devient
λ(ξ) = β(ξ) (Γ(λ(ξ), ξ)− 1) . (4.13)
Nous proposons une large classe de fonctions β qui conduisent à un taux de croissance λ non
monotone.
Lemme 6. Si β est une fonction positive qui décroît vers zéro, alors λ est non-monotone et
converge vers 0 par valeurs négatives lorsque ξ tend vers +∞.
96
Démonstration. Pour simplifier les calculs, on introduit les fonctions suivantes :
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Γ(λ, ξ) =
∫ 1
0 f(λ, ξ, x)dx,
M1(λ, ξ) =
∫ 1
0 xf(λ, ξ, x)dx,
M2(λ, ξ) =
∫ 1
0 x
2f(λ, ξ, x)dx.
Les dérivées partielles de Γ s’expriment facilement :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂λΓ = −
(
1
ρP
+
1
ρQ
)
M1 < 0,
∂ξΓ = −m1
ρP
M1 < 0,
∂2ξΓ =
(
m1
ρP
)2
M2 > 0,
∂ξ∂λΓ =
(
1
ρP
+
1
ρQ
)
m1
ρP
M2 > 0,
∂2λΓ =
(
1
ρP
+
1
ρQ
)2
M2 > 0.
L’équation caractéristique (4.13) admet une unique solution et la régularité de la solution
λ est obtenue par le théorème des fonctions implicites. En différenciant par rapport à ξ, nous
trouvons :
λ′ = β′ (Γ− 1) + β ∂ξΓ + λ′ β ∂λΓ, c’est-à-dire λ′ = β
′ (Γ− 1) + β ∂ξΓ
1− β ∂λΓ , puis
λ′ =
β′
β λ− β
m1
ρP
M1
1 + β
(
1
ρP
+
1
ρQ
)
M1
. (4.14)
Soit ξ ≥ 0. Si λ(ξ) est positif, comme β est décroissante, λ′(ξ) est négatif. Donc la fonction
λ est décroissante tant que λ ≥ 0. Si λ(0) ≥ 0, λ reste borné par λ(0). Dans ce cas, comme Γ est
positive et décroit en fonction de λ, nous déduisons de l’équation (4.13) l’encadrement suivant :
−β(ξ) ≤ λ(ξ) ≤ β(ξ) (Γ(λ(0), ξ)− 1)
Comme Γ(λ(0), ξ) converge vers 0 quand ξ tend vers +∞, la seconde inégalité assure que λ
devient négative en temps fini, et reste négative jusqu’à +∞. Ensuite, comme β converge vers 0
quand ξ tend vers +∞, la première inégalité assure que λ converge vers 0 par valeurs négatives
quand ξ tend vers +∞.
Le calcul ci-dessus (équation (4.14)) fournit aussi l’inégalité λ′|λ=0 < 0, qui assure que, une
fois négative, la fonction λ ne peut pas redevenir positive. Elle reste strictement négative à partir
d’une certaine valeur de ξ, notée ξ1. Ainsi le résultat reste vrai si λ(0) < 0 (auquel cas ξ1 = 0).
Le taux de croissance λ est donc non-monotone, et admet un minimum ξ2 dans (ξ1; +∞).
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D’une part ce lemme montre la non-monotonie de la fonction λ, et d’autre part il permet de
conclure sur l’unicité d’un minimum dans le cas où β est log-concave (log(β) est une fonction
concave) en plus d’être positive et de décroître vers zéro.
Proposition 8. Si m est linéaire de la forme m(ξ) = m1ξ, et si β est une fonction log-concave
positive qui décroit vers zéro en fonction de ξ, alors il existe une unique dose ξ qui minimise le
taux de croissance λ .
Démonstration. Nous gardons les notations du lemme ci-dessus et nous posons
B = log β et g = B′λ− βm1M1/ρP ,
de sorte que
λ′ =
g
d
,
où d est une fonction strictement positive (équation (4.14)). Pour déterminer le signe de λ, il
suffit d’étudier la fonction g.
g′ = B′′λ+B′λ′ − m1
ρP
(
β′M1 + β(λ′∂1M1 + ∂2M1)
)
= B′′λ+B′λ′ − m1
ρP
β′M1 +
m1
ρP
β
(
λ′
(
1
ρP
+
1
ρQ
)
M2 +
m1
ρP
M2
)
= B′′λ+B′λ′ − m1
ρP
β′M1 +
m1
ρP
β M2
(
λ′
(
1
ρP
+
1
ρQ
)
+
m1
ρP
)
Par hypothèse sur β, la première et la seconde dérivée B′ et B′′ sont négatives. En outre,
β′ est négative et M2 est strictement positive. De plus, en se plaçant dans l’intervalle (ξ1; +∞),
la fonction λ est strictement négative. Si λ′(ξ) = 0 pour une valeur ξ donnée, alors g(ξ) = 0 et
g′(ξ) > 0, et donc g est strictement positive sur un intervalle de la forme (ξ; ξ + ε). Cela implique
que λ ne peut pas être localement constante.
Nous considérons maintenant le cas où λ′ est positive. Il est possible d’écrire g′ = B′λ′ +K,
où K est une fonction positive. Calculons
[λ′d]′ = g′ = B′λ′ +K =
B′
d
λ′d+K >
B′
d
λ′d.
Comme B′′ ≤ 0, B′ est décroissante. En particulier, pour tout ξ > ξ2, B′(ξ) ≤ B′(ξ2). De la
même façon, pour tout ξ > ξ2, β(ξ) ≤ β(ξ2). Nous avons supposé ici que λ est strictement
négative, donc Γ < 1. Et comme M1 < Γ, la constante 1 + β(ξ2)
(
1
ρP
+ 1ρQ
)
est une borne
supérieure pour la fonction d.
En posant c =
−B′(ξ2)
1 + β(ξ2)
(
1
ρP
+ 1ρQ
) > 0, nous obtenons l’inégalité
[λ′d]′ > −c λ′d.
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Soit ξ3 > ξ2 tel que λ′(ξ3) > 0. D’après le Lemme de Gronwall,
∀ξ ≥ ξ3, λ′(ξ)d(ξ) ≥ λ′(ξ3)d(ξ3) e−cξ.
Puisque d est une fonction positive et que λ′(ξ3) > 0, ∀ξ ≥ ξ3, λ′(ξ) > 0.
Nous avons montré que la fonction λ est strictement décroissante et atteint un minimum local
négatif en ξ = ξ2, et qu’une fois qu’elle devient croissante, elle l’est sur tous les intervalles de type
(ξ3; +∞). Comme elle ne peut pas être stationnaire, elle est strictement croissante exactement
sur l’intervalle (ξ2; +∞). Enfin, cela implique que ξ2 est l’unique minimum de la fonction λ sur
R+.
Ce type de résultat a été traité dans un contexte plus général dans [14].
4.4.3 Exemples de dépendance des paramètres en la dose
La modélisation de la dépendance des paramètres en la dose de traitement est une question
ouverte. Bien qu’il semble intuitif de modéliser un taux de mortalité par une fonction linéaire de
la dose, savoir comment la dose de traitement pourrait affecter un taux de transition n’est pas
bien compris. Cependant, nous avons prouvé dans la Proposition 8 que notre résultat tient pour
une large classe de fonctions modélisant le taux d’activation βl. Afin d’illustrer notre résultat,
nous choisissons d’en étudier deux : Une dépendance linéaire et une dépendance exponentielle du
taux d’activation βl. En fait, les deux peuvent vérifier les conditions de la Proposition 8 ci-dessus.
Nous notons β0 le taux d’activation sans traitement (0 dans le tableau 4.1), m1 et β1 le taux de
mortalité et le taux d’activation avec traitement (dose 1 dans le tableau 4.1).
Nous avons calculé la courbe dose-réponse λ(dose) en utilisant le modèle complet, le modèle
simplifié et l’équation caractéristique (figure 4.6 et 4.7). Les courbes dose-réponse obtenues ne
sont pas monotones. C’est inattendu car cela signifie que l’application d’un traitement trop fort
est préjudiciable à son efficacité contre la maladie, selon le modèle. En effet, il existe une dose
finie unique qui minimise la valeur de λ, et donc maximise l’efficacité à long terme du traitement
par ITK. Ce résultat est indépendant de l’effet d’une possible toxicité due à un traitement trop
fort.
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Dépendance linéaire du taux d’activation à la dose (Figure 4.6)
Nous ajustons linéairement la dose de traitement ITK de 0 (pas de traitement) à 1 (traitement
à dose standard, selon [54]), puis exponentiellement pour des doses supérieures à 1. Nous posons
β(ξ) =
⎧⎪⎪⎨
⎪⎪⎩
β0 + (β1 − β0) ξ si ξ ∈ [0; 1]
β1 exp
(
−β0 − β1
β1
(ξ − 1)
)
si ξ > 1
La fonction β est continue, deux fois différentiable par rapport à ξ, et log-concave. Le raccor-
dement exponentiel est nécessaire pour appliquer la Proposition 8, mais ne change pas la courbe
λ(ξ) pour ξ ∈ [0; 1], or c’est dans cet intervalle qu’apparaît le minimum.
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Figure 4.6 – Dépendance de la croissance asymptotique en fonction de l’intensité du traitement par ITK. La courbe
théorique représente la valeur propre du système linéarisé autour de l’équilibre sain, donnée par l’équation caractéristique,
tandis que les courbes correspondant aux simulations numériques représentent la dérivée logarithmique des solutions à
proximité de l’état d’équilibre sain. L’effet de la dose de ITK est modélisé par les fonctions β(ξ) = max (0, β0 + ξ (β1 − β0))
et m(ξ) = ξm1, où β0 est le taux d’activation sans traitement, m1 et β1 sont le taux de mortalité et le taux d’activation
avec traitement (correspondant à la dose standard, selon [54]).
Dépendance exponentielle à la dose (Figure 4.7).
Pour modéliser de manière plus réaliste l’effet de la dose sur le système, on choisit les fonctions
m(ξ) linéaire et β(ξ) dépendant géométriquement de la dose ξ, de la forme β(ξ) = βξ1 β
1−ξ
0 . Ce
taux de transition β vérifie log(β)′′ = 0, donc il correspond au cas limite de la Proposition 8.
4.4.4 Comparaison avec les paramètres standards.
Les Figures 4.6 et 4.7 mettent en évidence le fait qu’il pourrait y avoir des traitements
optimaux à des doses inférieures à celle utilisée par défaut [54], c’est-à-dire pour des valeurs
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Figure 4.7 – Dépendance de la croissance asymptotique en fonction de l’intensité du traitement par ITK. La courbe
théorique représente la valeur propre du système linéarisé autour de l’équilibre sain, donnée par l’équation caractéristique,
tandis que les courbes correspondant aux simulations numériques représentent la dérivée logarithmique des solutions à
proximité de l’état d’équilibre sain. L’effet de la dose de ITK est modélisé par les fonctions β(ξ) = βξ1 β
1−ξ
0 et m(ξ) = ξm1,
où β0 est le taux d’activation sans traitement, m1 et β1 sont le taux de mortalité et le taux d’activation avec traitement
(correspondant à la dose standard, selon [54]).
de doses inférieures à 1. L’utilisation de ces paramètres, dans les deux cas, conduit à la non-
monotonie de la fonction λ(ξ), avec un minimum qui se produit en ξ < 1.
Nous montrons dans la Proposition 9 que c’est vrai tant que les hypothèses sur le taux
d’activation β de la Proposition 8 sont vérifiées.
Proposition 9. Supposons que le minimum de λ se produit à une dose inférieure à 1 dans le
cas où β(ξ) = βξ1 β
1−ξ
0 .
Pour toute paramétrisation de β log-concave positive et décroissante vers zéro qui satisfait
β(0) = β0 et β(1) = β1, le minimum de λ se produit à une dose inférieure à 1.
Numériquement, la paramétrisation exponentielle conduit à un minimum de λ̄ qui se produit
pour une dose inférieure à 1 (Figure 4.7), la Proposition 9 est donc vérifiée avec les paramètres
estimés dans [54].
Démonstration. On note β̄(ξ) = βξ1 β
1−ξ
0 et λ̄ la fonction associée. Supposons que λ̄ atteint son
minimum sur (0; 1).
Soit β une paramétrisation log-concave vérifiant β(0) = β0 et β(1) = β1. Comme β est
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log-concave,
β′(1)
β(1)
= (log(β))′(1) ≤ log(β(1))− log(β(0))
1− 0 =
log(β1)− log(β0)
1− 0
= (log(β̄))′(1)
=
β̄′(1)
β̄(1)
.
Enfin, on utilise l’égalité λ(1) = λ̄(1) < 0,
λ′(1) =
β′(1)
β(1) λ(1)− β
m1
ρP
M1
1 + β
(
1
ρP
+
1
ρQ
)
M1
≥
β̄′(1)
β̄(1)
λ̄(1)− β̄ m1
ρP
M1
1 + β̄
(
1
ρP
+
1
ρQ
)
M1
= λ̄′(1). (4.15)
Nous avons montré que si λ̄′(1) > 0, alors λ′(1) > 0. Ainsi, l’existence d’un minimum dans
(0, 1) pour λ̄ induit l’existence d’un minimum dans (0, 1) pour λ.
Il est possible de déterminer directement la position du minimum donné par la Proposition 8
indépendamment de la paramétrisation choisie, en minorant λ′(1) grâce à l’inégalité (4.15) :
λ′(1) ≥
β̄′(1)
β̄(1)
λ̄(1)− β̄ m1
ρP
M1
1 + β̄
(
1
ρP
+
1
ρQ
)
M1
.
La quantité à droite est exprimable uniquement en fonction des paramètres β0, β1, m0 et m1, et
est donc indépendante de la paramétrisation de β choisie.
Numériquement, nous nous trouvons dans le cas de la Proposition 9. Ainsi, nous avons montré
que, pour une grande classe de fonctions modélisant l’effet du traitement, le comportement
asymptotique n’est pas monotone, et admet un minimum à une dose inférieure à 1, correspondant
à la dose standard, selon [54].
4.5 Discussion et conclusion
Nous avons proposé une simplification du modèle de Rœder et al.. La formulation du modèle
en tant que système EDP permet de simuler des solutions beaucoup plus rapidement qu’avec un
modèle à base d’agents, et de considérer les populations de cellules comme des densités continues
en fonction du temps. De plus, nous avons vu numériquement que la simplification du système
EDP par intégration partielle et la limitation des densités cellulaires sur des droites caractéris-
tiques bien choisies, conservent le comportement des solutions. Cependant, cette simplification
pourrait être moins pertinente pour l’étude d’autres scénarios, tels que les thérapies combinées
ou pulsées ou bien pour explorer les effets à court terme. La simplification a permis l’analyse de la
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dynamique à long terme du système. Nous avons prouvé l’existence et l’unicité d’un état d’équi-
libre sain, l’existence et l’unicité d’une valeur propre dominante réelle pour cet équilibre. Nous
avons ensuite étudié la dépendance de cette valeur propre en fonction de la dose de traitement, et
nous avons trouvé une condition pour cette fonction ne soit pas monotone. La simplification que
nous avons faite est plus faible que celle de Doumic-Jauffret et al., et l’analyse reste faisable. De
plus, sur la base de leur travail, nous pourrions étudier la dépendance de la réponse en fonction
d’autres paramètres, et tracer les graphes de bifurcations et les régions de stabilité. Il était at-
tendu que le modèle simplifié possède un unique équilibre sain positif. Il correspond à la solution
asymptotique lorsque le traitement est efficace. Que les cellules leucémiques disparaissent com-
plètement ou non, sous traitement, est maintenant une question biologique ouverte [13,55]. Notre
analyse du taux de rémission (taux de décroissance des populations de cellules leucémiques) a
abouti à un résultat inattendu sur les traitements utilisant des inhibiteurs de la tyrosine kinase.
Les Figures 4.6 et 4.7 mettent en évidence le fait qu’il pourrait y avoir des traitements optimaux
à des doses inférieures à celle utilisée par défaut [54]. Ce résultat contre-intuitif n’est pas dû à
la simplification du modèle EDP ; en effet il est possible d’observer le même phénomène avec
le modèle complet. Selon cette idée, diminuer de la dose d’ITK par défaut pourrait améliorer
l’efficacité du traitement à long terme, tandis que l’augmenter pourrait ralentir la vitesse de
rémission. Les dynamiques classiques sont plutôt inversées par rapport à celle-ci.
Les résultats que nous avons obtenus concernent la dynamique à long terme, et donc ne sont
pas corrélés à la dynamique à court terme. La dose de traitement optimale à long terme que nous
avons identifiée ne garantit probablement pas une réponse optimale à court terme, d’un point
de vue clinique. En revanche, elle pourrait améliorer la vitesse de rémission des patients qui ont
déjà atteint un niveau de cellules leucémiques faible.
Le modèle de Rœder et al fournit des résultats qui sont cohérents avec les données cliniques.
Toutefois, il reste trop complexe pour donner des résultats théoriques sur la dynamique cellu-
laire. La simplification que nous avons introduite permet une analyse mathématique et fournit
des résultats sur la dynamique asymptotique. L’effet non-monotone du traitement ITK suggère
l’existence d’une stratégie de traitement optimale, en faisant un compromis entre les effets cyto-
toxique et anti-proliférant de l’ITK. Cette stratégie pourrait être cliniquement testable car elle
induit une réduction de la dose de traitement, ce qui est bénéfique pour le patient puisque cela
diminue l’apparition d’effets secondaires (Figure 4.8).
Glauche et al. [26] ont simulé différentes combinaisons de traitements et ont constaté que
l’alternance de traitement entre l’ITK et l’interféron alpha conduit à un meilleur traitement à
long terme que l’ITK seul. Notre résultat suggère qu’une meilleure réponse pourrait être obtenue
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Figure 4.8 – Progression du rapport BCR-ABL/ABL en fonction du temps, pour trois doses de traitement ITK (0.25, 0.5
et 1). Les doses 0.25 et 1 correspondent approximativement à la même décroissance asymptotique. La dose 0.5 correspond
approximativement à la plus grande décroissance asymptotique.
pour une dose ITK réduite seulement. On s’attend à ce que les traitements alternés soient en-
core plus efficaces en permettant aux cellules quiescentes d’être activées périodiquement. L’exis-
tence d’un mécanisme d’action de l’ITK contre la leucémie qui permet une courbe dose-réponse
non-monotone ouvre des perspectives intéressantes en terme d’optimisation de traitement par
combinaison de médicaments et par ajustement de la dose.
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Chapitre 5
Domaine de stabilité d’équations
différentielles à deux retards
Résumé
Les équations différentielles à retards apparaissent fréquemment dans la modélisation de
phénomènes biologiques, comme pour la progression dans le cycle cellulaire, ou la propagation
d’une information dans le corps. La caractérisation des diagrammes de stabilité linéaire de
ces équations est importante pour comprendre la physiologie normale et pathologique. Le cas
d’une équation scalaire et autonome à retard simple est bien compris, mais dans le cas à deux
retards, il n’existe pas de condition simple pour la stabilité ou l’instabilité linéaire. Pour les
équations différentielles scalaires et autonomes à deux retards, nous montrons l’existence et
exhibons les zones de stabilité et d’instabilité optimales valables pour tout couple de retards,
sous une condition sur les paramètres de l’équation. Les frontières de ces zones sont définies
implicitement mais sont numériquement simples à calculer.
5.1 Introduction
Nous proposons un diagramme de stabilité pour les équations différentielles scalaires et au-
tonomes à deux retards (ED2R), qui s’écrivent sous la forme :
u′(t) = f(u(t), u(t− τ1), u(t− τ2)),
où la fonction f est suffisamment régulière et τ1 et τ2 sont des retards positifs, a priori quel-
conques. Pour déterminer la stabilité linéaire, nous étudions la valeur propre dominante de l’équa-
tion caractéristique associée à l’ED2R autour d’un équilibre, qui s’écrit sous la forme générale :
λ = a+ be−λτ1 + ce−λτ2 , (5.1)
où a, b et c sont des paramètres liés à la fonction f , et où l’inconnue est la valeur propre λ.
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Nous caractérisons une région de stabilité optimale, valable pour tous retards, ainsi qu’une
région d’instabilité suffisante. C’est-à-dire que nous donnons une condition suffisante sur les
paramètres a et b pour que l’ED2R soit asymptotiquement stable, à τ1 fixé, ainsi qu’une condition
analogue pour l’instabilité. La première condition est optimale au sens où il existe des valeurs de
τ2 pour lesquelles elle est fausse.
Pour montrer ce résultat, nous imposons uniquement une condition sur l’amplitude de l’effet
du terme correspondant au second retard (le paramètre c). Néanmoins, nous conjecturons que
cette condition est superflue. Le contexte biologique dans lequel s’inscrit cette étude est celui
d’un système retardé (par une boucle de rétroaction négative, ou rétro-inhibition, la plupart du
temps), auquel est ajouté une perturbation retardée dont l’effet est opposé au premier terme
retardé (donc une rétro-activation si le premier terme est une rétro-inhibition).
Dans la Section 5.2, nous rappelons la caractérisation de la stabilité des équations différen-
tielles à un retard. Cette partie permet de présenter le formalisme que nous avons choisi tout le
long du chapitre, et de pouvoir comparer l’influence d’un deuxième retard sur la dynamique de
l’équation, par rapport à la situation à un seul retard. Dans la Section 5.3, nous caractérisons la
stabilité linéaire des équations différentielles à deux retards discrets.
5.2 Équations différentielles à un retard
La stabilité linéaire des équations différentielles scalaires à retard simple (EDR) est bien
caractérisée. Considérons une EDR générique :
u′(t) = f(u(t), u(t− τ)),
où la fonction f est suffisamment régulière et τ est un retard positif.
Les équilibres de cette équation sont donnés par les zéros de la fonction f (c’est-à-dire les
solutions de l’équation 0 = f(x, x) en x).
L’équation linéarisée correspondante autour de l’équilibre u0 est :
u′(t) = ∂1f(u0, u0)(u(t)− u0) + ∂2f(u0, u0)(u(t− τ)− u0).
Posons a = −∂1f(u0, u0) et b = −∂2f(u0, u0) et v = u− u0, de telle sorte que cette équation
s’écrive
v′(t) = −av(t)− bv(t− τ).
Nous cherchons une solution de la forme v(t) = ceλt. En injectant dans l’équation précédente,
on obtient :
cλeλt = −aceλt − bceλ(t−τ).
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En simplifiant par ceλt, on obtient finalement l’équation caractéristique :
λ+ a+ be−λτ = 0. (5.2)
Nous pouvons facilement déterminer certaines parties du diagramme de stabilité dans le
plan (a, b), c’est-à-dire les zones de paramètres a et b pour lesquelles l’équilibre considéré est
asymptotiquement stable ou instable :
(i) Si a+ b < 0, alors il existe une racine réelle positive : l’équilibre est instable.
(ii) Si a > |b|, alors aucun complexe avec partie réelle positive ne peut être solution : l’équilibre
est asymptotiquement stable.
Afin de dessiner un diagramme de stabilité complet, nous cherchons les valeurs de a et b pour
lesquelles l’équation caractéristique admette une solution de la forme λ = iω. Cela correspond
génériquement au cas où les racines avec des parties réelles positives apparaissent ou disparaissent,
c’est-à-dire le cas où la stabilité pourrait changer.
Soit λ = iω un zéro imaginaire pur de l’équation caractéristique 5.2. Les paramètres a et b
vérifient alors : ⎧⎪⎨
⎪⎩
0 = a+ b cos(ωτ)
0 = ω − b sin(ωτ)
(5.3)
Ce système d’équations est symétrique par rapport à ω (c’est-à-dire que les valeurs de a et b
solutions de ce système pour ω sont les mêmes que pour −ω), on peut donc se limiter au cas
ω ≥ 0. En changeant les variables (a, b) → (a+ b,−a+ b) = (x, y), les solutions deviennent
C =
{
(x, y) =
(
ω
1− cos(ωτ)
sin(ωτ)
, ω
1 + cos(ωτ)
sin(ωτ)
) ∣∣∣ ω ∈ R+} .
L’ensemble C peut être subdivisé en une suite (Cn)N de courbes continues :
Cn =
{
(x, y) =
(
ω
1− cos(ωτ)
sin(ωτ)
, ω
1 + cos(ωτ)
sin(ωτ)
) ∣∣∣ ω ∈ [nπ
τ
;
(n+ 1)π
τ
)}
.
Si l’entier n est impair, l’ensemble Cn se trouve dans le quart de plan (x < 0, y < 0). Dans
cette région les couples (x, y) vérifient la condition (i), qui mène à l’instabilité linéaire. Sinon,
l’ensemble Cn se situe dans le quart de plan (x ≥ 0, y ≥ 0).
Soit x0 ≥ 0 fixé. Nous voulons ordonner les points de C avec abscisse x0. Ils correspondent à
ω = x0
sin(ωτ)
1−cos(ωτ) , puis à y = x0
1+cos(ωτ)
1−cos(ωτ) .
En posant ω(n)x0 l’unique valeur de ω dans
[
2nπ
τ ;
(2n+1)π
τ
)
telle que x(ω) = x0, il est facile
de voir que la suite
(
ω
(n)
x0 − 2nπτ
)
N
est décroissante. Cela implique que la suite
(
y(ω
(n)
x0
)
N
est
croissante. Nous venons de montrer que l’ensemble C2n+2 est au-dessus de l’ensemble C2n dans
le plan (x, y).
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Par conséquent, dans le quart de plan (x ≥ 0, y ≥ 0), la branche la plus basse de C est C0.
Puisque le quart de plan (x ≥ 0, y ≤ 0) est asymptotiquement stable (condition (ii)), et que
la stabilité peut seulement changer en croisant C (car les racines de l’équation caractéristique
sont continues en ses paramètres), la zone au-dessous de C0 est asymptotiquement stable aussi.
Enfin, la zone au-dessus de C0 est instable. Ce dernier résultat découlera directement de la
Proposition 10 introduite dans le cas plus large des ED2R.
Sur la séparatrice x = 0, l’équation caractéristique (5.2) se réécrit :
λ− y
2
(
1− e−λτ
)
= 0.
Il existe donc toujours une valeur propre triviale, et une seconde valeur propre réelle strictement
positive si et seulement si y > 2τ .
Le diagramme de stabilité dans le plan (x, y) est représenté dans la Figure 5.1. Le même
diagramme dans le plan original (a, b) est représenté dans la Figure 5.2.
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Figure 5.1 – Diagramme de stabilité dans le plan (x, y), pour les équations différentielles à un retard. Dans chaque région
est précisé le signe de la valeur propre dominante λ ou de sa partie réelle.
5.3 Équation différentielle à deux retards
Nous considérons une équation différentielle à deux retards. De la même façon que dans le
cas d’un retard simple, l’équation caractéristique du système linéarisé autour d’un équilibre est
de la forme :
D(λ) = λ+ a+ be−λτ1 − ce−λτ2 = 0 (5.4)
où a, b et c sont des réels, τ1 et τ2 sont des réels positifs. Nous avons choisi d’écrire l’équation
avec des signes opposés devant b et c car nous allons voir que le cas qui nous intéresse est celui
où les termes retardés ont des effets opposés.
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Figure 5.2 – Diagramme de stabilité dans le plan (a, b), pour les équations différentielles à un retard.
5.3.1 Contributions des deux retards de même signe
Si les deux retards ont une contribution de même signe, par exemple b > 0 et c < 0, alors le
problème peut être considéré comme un problème de retard distribué, avec la distribution discrète
d(τ) = bδτ1+|c|δτ2 , et peut être traitée avec la méthode proposée par Bernard et Crauste dans [4].
Les auteurs donnent une condition suffisante pour la stabilité linéaire. S’il y a stabilité dans le
cas d’un retard simple correspondant à la moyenne de la distribution d, alors il y a stabilité dans
le cas de la distribution d.
5.3.2 Contributions des deux retards de signes opposés
C’est le cas qui nous intéresse. À partir de maintenant nous supposons que b et −c sont de
signes opposés, c’est-à-dire, quitte à intervertir τ1 et τ2, que b > 0 et c > 0.
Comme dans le cas à un retard, la question de la stabilité ne présente aucune difficulté sous
certaines hypothèses :
(i) Si a+ b− c < 0 :
alors D(0) = a + b − c < 0. Et comme D(+∞) = +∞, D admet nécessairement un zéro
réel positif : l’équilibre est instable.
(ii) Si a > |b|+ |c| = b+ c :
alors en choisissant λ ∈ C tel que (λ) > 0, |D(λ)| ≥ |λ+a|−|b|−|c| ≥ (λ)+a−|b|−|c| >
(λ) > 0. Ainsi, les racines de D admettent nécessairement des parties réelles négatives :
l’équilibre est asymptotiquement stable.
La stabilité de la zone correspondant à a+ b > c et a < b+ c est pour l’instant inconnue. La
Figure 5.3 récapitule ces dernières situations.
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Figure 5.3 – Diagramme de stabilité préliminaire dans le plan (x, y).
Comme pour le cas à retard simple vu dans la Section 5.2, nous cherchons les solutions
imaginaires pures de l’équation caractéristique (5.4), de façon à déterminer les frontières entre
les domaines de stabilité et d’instabilité.
Soit λ = iω un zéro imaginaire de D.
⎧⎪⎨
⎪⎩
0 = a+ b cos(ωτ1)− c cos(ωτ2)
0 = ω − b sin(ωτ1) + c sin(ωτ2)
(5.5)
Ce système d’équations est symétrique par rapport à ω (c’est-à-dire si ω est une solution
alors −ω l’est aussi). À partir de maintenant, nous considérons que τ1 et c sont fixés dans R∗+,
et que τ2 et ω varient dans R+.
La séparation entre les zones de stabilité et d’instabilité est donnée par la courbe correspon-
dant aux zéros imaginaires purs de D. Elle est définie comme la courbe paramétrique suivante
en fonction de ω : ⎧⎪⎪⎨
⎪⎪⎩
a(ω, τ2) = −ω + c sin(ωτ2)
sin(ωτ1)
cos(ωτ1) + c cos(ωτ2)
b(ω, τ2) =
ω + c sin(ωτ2)
sin(ωτ1)
(5.6)
Il s’agit en fait d’une famille de courbes continues, comme dans le cas à un retard vu en Sec-
tion 5.2.
Nous remarquons encore ici que les courbes paramétrées (a, b) sont à peu près parallèles à la
droite a = b, nous choisissons donc d’analyser le système résultant du changement de variable
(x, y) = (a+ b,−a+ b). Le nouveau système est alors donné par les équations paramétriques :
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x(ω, τ2) =
ω + c sin(ωτ2)
sin(ωτ1)
(1− cos(ωτ1)) + c cos(ωτ2)
y(ω, τ2) =
ω + c sin(ωτ2)
sin(ωτ1)
(1 + cos(ωτ1))− c cos(ωτ2)
(5.7)
Dans ce nouveau repère, les zones déjà connues du diagramme de stabilité sont : x < c
(instable, condition (i)) et y < −c (asymptotiquement stable (ii)). Seule la stabilité dans le quart
de plan (x ≥ c, y ≥ −c) reste inconnue (Figure 5.3).
Posons
α(ω) =
1− cos(ωτ1)
sin(ωτ1)
.
Cette fonction apparaît naturellement dans le système d’équations (5.7). Par exemple, on a
1
α(ω)
=
1 + cos(ωτ1)
sin(ωτ1)
,
et le système (5.7) s’écrit⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x(ω, τ2) = α(ω)(ω + c sin(ωτ2)) + c cos(ωτ2)
y(ω, τ2) =
ω + c sin(ωτ2)
α(ω)
− c cos(ωτ2)
(5.8)
La Figure 5.4 représente les graphes de stabilité pour trois valeurs de τ2. Nous verrons que, à
τ2 fixé, la région stable est située sous une courbe paramétrée (x, y) = (a+b,−a+b). La frontière
entre les régions de stabilité et d’instabilité peut être très complexe, et ne peut généralement
pas se définir comme une courbe paramétrée régulière (c’est possible pour τ2 = 5, pas pour
τ2 = 40 et τ2 = 100). Néanmoins il est possible de la déterminer numériquement. Dans les
trois cas considérés, les branches impaires C1 (correspondant à ω ∈
(
π
τ1
; 2 πτ1
)
, en rouge dans la
Figure 5.4) se situent dans le quart de plan (x < c, y < −c), et les branches C2 (correspondant
à ω ∈
[
2 πτ1 ; 3
π
τ1
]
, en jaune dans la Figure 5.4) se situent toujours au dessus des branches C0
(correspondant à ω ∈
[
0; πτ1
]
, en bleu dans la Figure 5.4). Nous montrerons ces deux propriétés
sont vraies dans le cas général, sous une condition sur c et τ1.
La dernière ligne de la Figure 5.4 met en évidence le fait que, pour τ2 très grand par rapport
à τ1, la frontière de stabilité semble se lisser, c’est-à-dire qu’elle semble pouvoir être approchée
correctement par une courbe régulière. Nous représentons cette courbe correspondant au cas
limite τ2 = +∞ dans la Figure 5.4 (courbe verte). Nous pouvons voir que, plus τ2 est grand, mieux
cette courbe approxime la frontière de stabilité. En fait, cette courbe s’avère être l’enveloppe de
la famille de courbes (x, y)τ2 , et constitue donc une frontière optimale de stabilité, valable pour
toute valeur de τ2. Nous l’appellerons enveloppe de la branche C0.
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Figure 5.4 – Courbes paramétrées (x, y)τ2 (ω) (données par (5.7)) pour τ2 = 5 (première ligne), τ2 = 40 (deuxième ligne)
et τ2 = 100 (troisième ligne). La première et la seconde colonne correspondent à des grossissements différents. La région de
stabilité est la zone située sous le graphe de la courbe paramétrée, dans le demi-plan x > c. La courbe verte représente la
frontière de stabilité obtenue dans le cas limite τ2 = +∞. Dans les trois cas, τ1 = 1 et c = 0.2.
Dans la proposition suivante, nous donnons une caractérisation du nombre de valeurs propres
à parties réelles positives de l’équation caractéristique (5.4). Il résulte de cette proposition que
la courbe paramétrée (x, y)τ2(ω) sépare les régions de stabilité et d’instabilité.
Proposition 10. Le long d’une trajectoire orientée dans le plan (x, y), le nombre de valeurs
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propres à parties réelles positives augmente lors d’une intersection droite avec la courbe paramé-
trée (c’est-à-dire la trajectoire traverse la courbe paramétrée de droite à gauche), et diminue lors
d’une intersection gauche.
La région de stabilité est exactement la zone sous le graphe de la courbe paramétrée (x, y)τ2(ω).
C’est-à-dire formellement que : pour tout réel x0, le point (x0, y0) appartient à la région d’insta-
bilité si et seulement s’il existe y1 < y0 et ω1 ∈ R tels que (x, y)τ2(ω1) = (x0, y1).
Démonstration. Pour démontrer ce résultat, il est nécessaire d’étudier les solutions quelconques
de l’équation caractéristique (5.4) (et pas seulement les solutions imaginaires pures). On pose
λ = μ+iω solution de (5.4), et on exprime les paramètres (a, b), puis (x, y) en fonction de (μ, ω) :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x(μ, ω) = −μ+ (eμτ1 − cos(ωτ1)) ω + ce
−μτ2 sin(ωτ2)
sin(ωτ1)
+ ce−μτ2 cos(ωτ2)
y(μ, ω) = μ+ (eμτ1 + cos(ωτ1))
ω + ce−μτ2 sin(ωτ2)
sin(ωτ1)
− ce−μτ2 cos(ωτ2)
(5.9)
Les quatre dérivées partielles exprimées en μ = 0 sont données par :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂x
∂μ(0, ω) = −1− cτ2
(
cos(ωτ2)− sin(ωτ2) cos(ωτ1)sin(ωτ1)
)
+ ωτ1+c(τ1−τ2) sin(ωτ2)sin(ωτ1)
∂y
∂μ(0, ω) = 1 + cτ2
(
cos(ωτ2)− sin(ωτ2) cos(ωτ1)sin(ωτ1)
)
+ ωτ1+c(τ1−τ2) sin(ωτ2)sin(ωτ1)
∂x
∂ω (0, ω) = −cτ2 sin(ωτ2) + α(ω)
(
1 + cτ2 cos(ωτ2) +
ωτ1+cτ1 sin(ωτ2)
sin(ωτ1)
)
∂y
∂ω (0, ω) = cτ2 sin(ωτ2) +
1
α(ω)
(
1 + cτ2 cos(ωτ2)− ωτ1+cτ1 sin(ωτ2)sin(ωτ1)
)
(5.10)
On remarque que
∂x
∂μ
(0, ω) = −α(ω) ∂y
∂ω
(0, ω) et
∂y
∂μ
(0, ω) =
1
α(ω)
∂x
∂ω
(0, ω).
On en déduit que la quantité(
∂x
∂ω
∂y
∂μ
− ∂x
∂μ
∂y
∂ω
)
(0, ω) =
1
α(ω)
(
∂x
∂ω
(0, ω)
)2
+ α(ω)
(
∂y
∂ω
(0, ω)
)2
> 0.
Géométriquement, cette inégalité implique que le vecteur dérivée partielle en fonction de ω
laisse le vecteur dérivée partielle en fonction de μ sur sa droite. Cela signifie que le long d’une
trajectoire quelconque dans le plan (x, y), au niveau d’une intersection avec la courbe paramétrée
(5.7), le nombre de valeurs propres de l’équation (5.4) à parties réelles positives augmente si la
courbe paramétrée coupe la trajectoire de gauche à droite, ou diminue si elle coupe la trajectoire
de droite à gauche. La Figure 5.5 décrit ce phénomène et propose l’exemple d’une boucle orientée,
comme celles qui peuvent apparaître dans les courbes (x, y)τ2(ω).
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Figure 5.5 – À gauche sont représentées les dérivées partielles par rapport aux variables μ et ω, le long de la courbe
paramétrée (x, y) (μ, ω). À droite est représenté le cas où on coupe une boucle de haut en bas. Le nombre de paires de
valeurs propres à parties réelles positives est indiqué avant et après chaque intersection avec la courbe paramétrée.
Comme un changement du nombre de valeurs propres à parties réelles positives ne peut
apparaître que le long de la courbe paramétrée (x, y)τ2(ω), ce nombre ne peut pas varier à
l’intérieur d’une région connexe par arcs du plan (x, y) dans lequel sont représentées les courbes
(x, y)τ2(ω).
Ainsi, la stabilité ne peut changer dans l’hypographe de la courbe paramétrée (x, y)τ2(ω) (la
région sous la courbe, par extension de la notion de graphe d’une fonction). Comme le quart
de plan (x ≥ c, y ≤ c) est inclus dans cet hypographe, et que c’est une région de stabilité, tout
l’hypographe est une région de stabilité. Nous noterons cet hypographe R(τ2) :
R(τ2) =
{
(x0, y0) ∈ R2
∣∣∣ x0 ≥ c & ∀ω ≥ 0, x(ω, ωτ2) = x0 ⇒ y(ω, ωτ2) > y0}
Au dessus de R(τ2), il est possible de construire une trajectoire qui franchit la courbe paramé-
trée un nombre strictement positif de fois (en comptant l’orientation du croisement) en partant
d’un point de R(τ2). Ce qui précède montre qu’il apparaît alors au moins une paire de valeurs
propres à parties réelles positives, ce qui implique l’instabilité.
La Figure 5.6 représente le diagramme de stabilité, ainsi que le nombre de valeurs propres à
parties réelles positives, pour τ2 = 40τ1 fixé.
Nous avons vu en Figure 5.4 que l’enveloppe que nous cherchons apparaît naturellement
lorsque τ2 est grand par rapport à τ1. Or, lorsque τ2 est grand, la quantité ωτ2 admet des
variations très importantes, même lorsque ω varie peu. C’est pourquoi, à partir de maintenant,
nous considérerons la variable θ = ωτ2 à la place de la variable τ2 (changement de variable
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Figure 5.6 – Frontière de stabilité dans le plan (x, y) dans le cas où τ1 = 1, τ2 = 40 et c = 0.2. Dans la zone 0, l’équilibre
est stable. Dans les zones 1, 2 et 3 l’équilibre est instable avec respectivement une, deux et trois paires de valeurs propres
à parties réelles positives.
(ω, τ2) → (ω, ωτ2)). Le système (5.7) s’écrit alors :⎧⎪⎪⎨
⎪⎪⎩
x(ω, θ) = α(ω + c sin θ) + c cos θ
y(ω, θ) =
ω + c sin θ
α
− c cos θ
(5.11)
Nous introduisons maintenant une borne pour le coefficient c qui permet maîtriser la position
des branches impaires (c’est-à-dire des branches qui correspondent à ω ∈
(
(2k+1)π
τ1
; (2k+2)πτ1
)
, où
k ∈ N). Dans la Figure 5.4, cette hypothèse est respectée, et les branches impaires (en rouge)
sont incluses dans le quart de plan (x < c, y < −c) dans lequel la stabilité est déjà connue
(Figure 5.3).
Lemme 7. Notons :
(H) : c ≤ π
τ1
.
Sous l’hypothèse (H), les branches impaires se situent dans le quart de plan (x < c, y < −c).
Démonstration. Soit k ≥ 0 et ω ∈
(
(2k+1)π
τ1
, 2(k+1)πτ1
)
. Le fait que α(ω) < 0 et que c ≤ πτ1
(hypothèse (H)) implique que x(ω, θ) ≤ c cos(θ) ≤ c et que y(ω, θ) ≤ −c cos(θ) ≤ −c.
Les branches impaires appartiennent à une zone dans laquelle la stabilité est déjà connue
(condition (i)). Sur ces branches, l’équilibre gagne ou perd une paire de valeurs propres à partie
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réelle positive, mais ça ne change pas la stabilité puisque l’équation caractéristique admet aussi
nécessairement une valeur propre réelle strictement positive.
Dans toute la suite le paramètre ω variera dans
⋃
k∈N
[
2kπ
τ1
,
(2k + 1)π
τ1
]
,
de façon à ce que la courbe paramétrée (x, y) puisse entrer dans le quart de plan qui nous intéresse
(x ≥ c, y ≥ −c).
Pour comprendre où l’hypothèse (H) intervient dans notre raisonnement, nous essaierons de
démontrer la plupart des résultats dans le cas général, puis nous discuterons de l’influence de
l’hypothèse (H) sur ces résultats.
Comme dans le cas à un retard, nous nous intéressons à l’ordre des branches des solutions
du système (5.7), à abscisse x fixée. Numériquement les branches peuvent se croiser, il n’existe
donc pas d’ordre naturel entre les branches (contrairement au cas à un retard). Néanmoins nous
allons montrer que toutes les branches se situent au dessus de l’enveloppe de C0 exhibée dans la
Figure 5.4, sous l’hypothèse (H).
Posons
A(x, ω) =
x− ωα(ω)
c
.
L’équation sur x se réécrit : A(x, ω) = α sin(θ) + cos(θ).
En posant ω ∈
[
0, πτ1
)
tel que ω ≡ ω [2πτ1 ], et
β := sin−1
(
1√
1 + α2
)
=
π − ωτ1
2
,
l’équation précédente devient :
A =
√
1 + α2 sin(θ + β). (5.12)
Avec x et ω fixés tels que |A| ≤ √1 + α2, θ vérifie l’équation suivante :
sin(θ + β) =
A√
1 + α2
. (5.13)
Cette équation a génériquement deux solutions dans [0; 2π].
Fixons x = x0 ≥ c et définissons θx0 toute fonction de ω telle que
∀ω ∈
(
0;
π
τ1
)
, x(ω, θx0(ω)) = x0. (5.14)
Par exemple, on peut choisir θx0 comme la solution de l’équation précédente telle que cos(θ + β) ≥ 0.
Proposition 11. Soit x0 ≥ c fixé. Pour tout k ∈ N, il existe un intervalle[
ω
(k)
− ;ω
(k)
+
]
⊂
[
2kπ
τ1
;
(2k + 1)π
τ1
]
tel que, pour ω ∈
[
2kπ
τ1
; (2k+1)πτ1
]
, les trois propositions suivantes soient équivalentes :
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— la courbe θ → (x, y)ω(θ) atteint un point d’abscisse x0,
— ω vérifie |A(x0, ω)| ≤
√
1 + α(ω)2,
— ω ∈
[
ω
(k)
− ;ω
(k)
+
]
.
Démonstration. Soit k ∈ N. À ω ∈
[
2kπ
τ1
; (2k+1)πτ1
]
fixé, l’ensemble des abscisses x atteintes par
les points de la courbe paramétrée (x, y)ω(θ) est
Iω =
[
α(ω)ω − c
√
1 + α(ω)2;α(ω)ω + c
√
1 + α(ω)2
]
.
Posons ϕ : ω → A(x0,ω)√
1+α(ω)2
. Pour tout ω dans
[
2kπ
τ1
; (2k+1)πτ1
]
, l’équation (5.12) admet une
solution si, et seulement si,
−1 ≤ ϕ(ω) ≤ 1. (5.15)
La fonction ϕ est dérivable sur
[
2kπ
τ1
; (2k+1)πτ1
]
(par prolongement aux deux extrémités, qui sont
de fausses singularités), et sa dérivée est
ϕ′(ω) = − 1
c
√
1 + α2
(
α+
τ1
2
(ω + x0α)
)
< 0.
Puisque ϕ
(
2kπ
τ1
)
= x0c ≥ 1 et ϕ
(
(2k+1)π
τ1
)
= − (2k+1)πcτ1 ≤ 0, l’inégalité (5.15) est vérifiée si, et
seulement si, ω appartient à l’intervalle
[
ω
(k)
− , ω
(k)
+
]
, où
ω
(k)
− = inf
{
ω ∈
[
2kπ
τ1
;
(2k + 1)π
τ1
] ∣∣∣ x0 ∈ Iω
}
(5.16)
et
ω
(k)
+ = sup
{
ω ∈
[
2kπ
τ1
;
(2k + 1)π
τ1
] ∣∣∣ x0 ∈ Iω
}
. (5.17)
La borne ω(k)− est toujours la solution de l’équation
α(ω)ω + c
√
1 + α(ω)2 = x0
dans
[
2kπ
τ1
; (2k+1)πτ1
]
, tandis que ω(k)+ est la solution de l’équation
α(ω)ω − c
√
1 + α(ω)2 = x0
dans
[
2kπ
τ1
; (2k+1)πτ1
]
si elle existe, et (2k+1)πτ1 sinon (c’est-à-dire lorsque
(2k+1)π
cτ1
< 1). Sous l’hypo-
thèse (H) sur le coefficient c, on se trouve toujours dans le premier cas.
Une caractérisation générale de l’intervalle
[
ω
(k)
− ;ω
(k)
+
]
vient immédiatement :
Corollaire 3. Les assertions suivantes sont vraies :
— ω(k)− (x0) =
2kπ
τ1
si et seulement si x0 = c.
— ω(k)+ (x0) =
(2k+1)π
τ1
si et seulement si c ≥ (2k+1)πτ1 .
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— Si c ≤ (2k+1)πτ1 , alors ω
(k)
+ (x0) ≥ c.
Sous l’hypothèse (H), la condition du deuxième point n’est jamais vérifiée, tandis que la
condition du troisième point est toujours vérifiée.
Démonstration. Les deux premiers points viennent directement de la proposition précédente, et
de sa preuve. Montrons le troisième point :
Si c ≤ (2k+1)πτ1 , alors la fonction ϕ (définie dans la preuve précédente) atteint la valeur −1
pour ω(k)+ (x0) ≤ (2k+1)πτ1 . Cela implique que l’équation A(x0, ω) = −α(ω) admet une solution dans[
ω
(k)
− (x0);ω
(k)
+ (x0)
]
. Cette solution, que nous noterons ω1, vérifie α(ω1)(ω1 − c) = x0. De plus,
comme α(ω1) est positif, elle vérifie ω1 ≥ c. On conclut en utilisant le fait que ω(k)+ (x0) ≥ ω1.
Enveloppe de la famille de courbes
L’enveloppe de la famille des courbes (x, y)θ(ω) est donnée par la position de ces courbes
lorsque ω et θ sont des solutions de l’équation suivante :
E(ω, θ) :=
∂x
∂ω
∂y
∂θ
− ∂x
∂θ
∂y
∂ω
= 0. (5.18)
Géométriquement, cette condition correspond à la situation où les dérivées par rapport ω
et θ sont colinéaires. Cette enveloppe est généralement différente de l’enveloppe géométrique
(c’est-à-dire la frontière de l’hypographe et de l’épigraphe). En revanche l’enveloppe géométrique
vérifie nécessairement cette condition. La Figure 5.7 représente cette enveloppe (en vert). Ici,
elle coïncide bien avec l’enveloppe géométrique de la famille des branches C0 (la plus basse des
branches de la courbe paramétrée). Le choix de la valeur de τ2 grande par rapport à τ1 (courbe
bleue) permet de remarquer que l’enveloppe inférieure constitue une bonne approximation de la
frontière de stabilité.
En dérivant l’équation (5.14) par rapport à ω, on obtient :
∂x
∂ω
+ θ′x0(ω)
∂x
∂θ
= 0.
La dérivée partielle
∂x
∂θ
= c (α cos(θ)− sin(θ)) = c
√
1 + α2 cos(θ + β)
s’annule uniquement lorsque θ+β ∈ π2 +πZ. Dans ce cas, l’équation (5.13) donne A = ±
√
1 + α2
et sin θ =
±α√
1 + α2
. Ces valeurs correspondent aux valeurs extrêmes de A, et donc de x, à ω fixé.
La dérivée partielle
∂y
∂θ
=
c
α
(cos(θ) + α sin(θ)) = c
√
1 + α2
α
sin(θ + β) = c
A
α
118
0 1 2 3 4 5 6 7 8 9 10
x
0
0.5
1
1.5
2
2.5
3
y
Figure 5.7 – La frontière de stabilité dans le plan (x, y) (courbe bleue, donnée par (5.6)) et l’enveloppe (courbe verte,
donnée par (5.18), non-dépendant de τ2), dans le cas où τ1 = 1, τ2 = 100 et c = 0, 2. Le cas c = 0 est représenté par la
courbe rouge.
s’annule uniquement lorsque A s’annule.
Supposons que |A| < √1 + α2, de telle façon que ∂x
∂θ
ne puisse pas s’annuler. La dérivée de
θx0 est alors donnée par :
θ′x0(ω) = −
∂x
∂ω
∂x
∂θ
En dérivant la fonction yx0(ω) = y (ω, θx0(ω)), on obtient :
y′x0(ω) =
∂y
∂ω
+ θ′x(ω)
∂y
∂θ
=
∂y
∂ω
−
∂x
∂ω
∂x
∂θ
∂y
∂θ
=
∂y
∂ω
∂x
∂θ − ∂x∂ω ∂y∂θ
∂x
∂θ
=
E (ω, θx0(ω))
∂x
∂θ
=
Ex0(ω)
∂x
∂θ
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Ainsi, les points critiques de yx0 sont les zéros de Ex0 .
Si A = ±√1 + α2, nous avons vu que ∂y∂θ ne peut pas s’annuler. Cela implique que |y′x0(ω)| =
+∞. Géométriquement, cette situation correspond à une tangente verticale dans le plan (x, y),
de sorte que le point correspondant ne peut pas faire partie de l’enveloppe.
Étude de yx0
Comme nous travaillons maintenant à x0 fixé, on notera par abus de notation A(ω) au lieu
de A(x0, ω) lorsqu’il n’y a pas d’ambiguïté.
Nous venons de voir que la fonction yx0 était intimement liée à l’enveloppe que nous cherchons.
Nous allons donc étudier ses variations et ses points critiques.
Fixons k ∈ N. Sur l’intervalle
[
ω
(k)
− ;ω
(k)
+
]
, yx0 est donnée par :
yx0(ω) =
ω + c sin(θx0)
α
− c cos(θx0)
=
ω
α
+ c
√
1 + α2
α
(
1√
1 + α2
sin(θx0)−
α√
1 + α2
cos(θx0)
)
=
ω
α
− c
√
1 + α2
α
cos(θx0 + β)
=
ω
α
± c
√
1 + α2
α
√
1− sin(θx0 + β)2
=
ω
α
± c
√
1 + α2
α
√
1− A
2
1 + α2
=
ω
α
± c
α
√
1 + α2 −A2
Posons
y(+,k)x0 (ω) =
ω
α
+
c
α
√
1 + α2 −A2 et y(−,k)x0 (ω) =
ω
α
− c
α
√
1 + α2 −A2
les branches inférieures et supérieures de yx0 , fonctions de ω ∈
[
ω
(k)
− ;ω
(k)
+
]
. Montrons que ces
deux fonctions atteignent bien leurs extrema à l’intérieur de l’intervalle, c’est-à-dire que leurs
extrema sont bien des points critiques.
Proposition 12. Pour tout k ∈ N, les fonctions y(+,k)x0 et y(−,k)x0 atteignent respectivement un
maximum et un minimum dans l’ouvert
(
ω
(k)
− ;ω
(k)
+
)
.
Démonstration. Posons
f : ω → 1 + α(ω)
2 −A(ω)2
α(ω)2
de façon à ce que
y(±,k)x0 (ω) =
ω
α
± c
√
f(ω).
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La fonction y(±,k)x0 est dérivable par rapport à ω sur l’intervalle (ω
(k)
− ;ω
(k)
+ ), et sa dérivée est :
dy
(±,k)
x0
dω
(ω) =
sin(ωτ1)− ωτ1
sin(ωτ1)α(ω)
± c f
′(ω)
2
√
f(ω)
.
La dérivée de la fonction f est donnée par :
f ′(ω) = 2
αα′ −AA′
α2
− 2α
′
α
f(ω)
= 2
τ1
sin(ωτ1)
α2 +A αc sin(ωτ1)(sin(ωτ1) + ωτ1)
α2
− 2 τ1
sin(ωτ1)
f(ω)
= 2
τ1
sin(ωτ1)
[
1 +
A
α
sin(ωτ1) + ωτ1
cτ1
− f(ω)
]
En utilisant la définition de ω(k)− donnée par (5.16), il vient⎧⎪⎨
⎪⎩
f(ω
(k)
− ) = 0,
f ′
(
ω
(k)
−
)
= 2 τ1sin(ωτ1)
[
1 +
√
1+α2
α
sin(ωτ1)+ωτ1
cτ1
]
> 0.
Si x0 = c, alors ω
(k)
− =
2kπ
τ1
. Dans ce cas α(ω(k)− ) = 0 et
sin(ω
(k)
− τ1)+ω
(k)
− τ1
α(ω
(k)
− )
= 12 , donc le résultat
attendu reste vrai.
Le Corollaire 3 nous permet de distinguer les différentes valeurs de ω(k)+ en fonction du
paramètre c :
— Si c ≤ (2k+1)πτ1 , alors ω
(k)
+ est la solution de l’équation
A(x0, ω) = −
√
1 + α(ω)2
dans
[
2kπ
τ1
; (2k+1)πτ1
]
.
La fonction f est alors positive sur
(
ω
(k)
− ;ω
(k)
+
)
et s’annule pour ω(k)− et ω
(k)
+ . Cela implique
que la dérivée de la fonction f est positive en ω(k)− et négative en ω
(k)
+ . Nous avons déjà
vérifié que la première n’est pas nulle, le calcul suivant montre que la seconde n’est pas
nulle non plus.
f ′
(
ω
(k)
+
)
= 2
τ1
sin(ωτ1)
[
1−
√
1 + α2
α
sin(ωτ1) + ωτ1
cτ1
]
,
≤ 2 τ1
sin(ωτ1)
[
1− sin(ωτ1) + ωτ1
cτ1
]
,
≤ 2 τ1
sin(ωτ1)
[
1− sin(ωτ1) + cτ1
cτ1
]
,
≤ −2 τ1
sin(ωτ1)
sin(ωτ1)
cτ1
,
≤ −2
c
,
< 0.
121
— Si c > (2k+1)πτ1 , alors ω
(k)
+ =
(2k+1)π
τ1
. Dans ce cas α
(
ω
(k)
+
)
= +∞, puis A(x0,ω
(k)
+ )
α(ω
(k)
+ )
=
− (2k+1)πcτ1 , puis f
(
ω
(k)
+
)
= 1−
(
(2k+1)π
cτ1
)2
> 0, et f ′
(
ω
(k)
+
)
= 0. Cela implique que
dy
(±,k)
x0
dω
(ω
(k)
+ ) =
−(2k + 1)π
2
< 0.
Ainsi, dy
(+,k)
x0
dω diverge vers +∞ quand ω converge vers ω
(k)
− et devient négative quand ω
converge vers ω(k)+ . On en conclut que
dy
(+,k)
x0
dω s’annule au moins une fois dans
(
ω
(k)
− ;ω
(k)
+
)
, et
donc que y(+,k)x0 admet et atteint un maximum dans
(
ω
(k)
− ;ω
(k)
+
)
.
De la même façon, dy
(−,k)
x0
dω diverge vers −∞ quand ω converge vers ω
(k)
− , et devient positive
quand ω converge vers ω(k)+ . On en conclut que
dy
(+,k)
x0
dω s’annule au moins une fois dans
(
ω
(k)
− ;ω
(k)
+
)
,
et enfin que y(−,k)x0 admet et atteint un minimum dans
(
ω
(k)
− ;ω
(k)
+
)
.
Soit Yk la fonction qui, à x0 ≥ c, associe le minimum global de la fonction y(−,k)x0 . La propo-
sition précédente affirme que ce minimum est atteint pour un point critique ω(k)min(x0) de y
(−,k)
x0
situé à l’intérieur de l’intervalle
(
ω
(k)
− ;ω
(k)
+
)
.
Numériquement la fonction y(−,k)x0 admet un unique point critique, qui est donc un minimum
global. Néanmoins, il pourrait exister plusieurs minima locaux, et alors la fonction x0 → ω(k)min(x0)
pourrait être discontinue en certains points. Dans tous les cas la fonction ω(k)min est continue
et dérivable par morceaux, et sur chacun de ces morceaux, ainsi qu’aux éventuels points de
discontinuité, elle vérifie
∂y
(−,k)
x0
∂ω
(
ω
(k)
min(x0)
)
= 0,
puisque ω(k)min(x0) est toujours un point critique de la fonction y
(−,k)
x0 .
La fonction Yk peut alors s’écrire
Yk(x0) = y
(−,k)
x0
(
ω
(k)
min(x0)
)
. (5.19)
Nous voulons savoir comment la fonction Yk varie par rapport à x0 :
Y ′k(x0) =
∂ω
(k)
min
∂x0
∂y
(−,k)
x0
∂ω
(
ω
(k)
min(x0)
)
+
∂y
(−,k)
x0
∂x0
(
ω
(k)
min(x0)
)
=
∂y
(−,k)
x0
∂x0
(
ω
(k)
min(x0)
)
.
Or cette dernière dérivée partielle est donnée par :
∂y
(−,k)
x0
∂x0
(ω) =
A
α
√
1 + α2 −A2 . (5.20)
Ainsi, la dérivée partielle ∂y
(−,k)
x0
∂x0
s’annule si et seulement si A
(
ω
(k)
min(x0)
)
= 0. De plus, pour
connaître le signe de Y ′k(x0), il suffit de connaître celui de A
(
ω
(k)
min(x0)
)
, c’est-à-dire de comparer
ω
(k)
min(x0) et ω
(k)
0 (x0) (solution de l’équation A(x0, ω) = 0 dans l’intervalle
[
ω
(k)
− ;ω
(k)
+
]
).
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La valeur ω(k)min(x0) est un zéro de la dérivée partielle
dy
(−,k)
x0
dω , qui s’écrit :
dy
(−,k)
x0
dω
(ω) =
sin(ωτ1)− ωτ1
sin(ωτ1)α(ω)
− cτ1
sin(ωτ1)
√
f(ω)
[
1 +
A
α
sin(ωτ1) + ωτ1
cτ1
− f(ω)
]
=
1
sin(ωτ1)α2
√
f(ω)
[
(sin(ωτ1)− ωτ1)α
√
f(ω)− cτ1α2(1− f(ω))
−Aα(sin(ωτ1) + ωτ1)
]
=
−1
sin(ωτ1)α2
√
f(ω)
[
(ωτ1 − sin(ωτ1))
√
1 + α2 −A2 + cτ1(A2 − 1)
+Aα(sin(ωτ1) + ωτ1)
]
Posons
g(A,ω) = (ωτ1 − sin(ωτ1))
√
1 + α2 −A2 + cτ1(A2 − 1) +Aα (sin(ωτ1) + ωτ1) .
On peut réécrire
dy
(−,k)
x0
dω
(ω) =
−g(A,ω)
sin(ωτ1)α2
√
f(ω)
. (5.21)
Certains points particuliers de la fonction g sont facilement calculables :
— g(−1, ω) = −2α sin(ωτ1) < 0
— g(1, ω) = 2αωτ1 > 0
— g(0, ω) = (ωτ1 − sin(ωτ1))
√
1 + α2 − cτ1
La fonction ω → g(0, ω) est strictement croissante sur
[
2kπ
τ1
; (2k+1)πτ1
]
et ses valeurs sont
exactement [2kπ − cτ1; +∞). L’équation g(0, ω) = 0 admet donc exactement une solution dans[
2kπ
τ1
; (2k+1)πτ1
]
tant que k ≤ cτ12π , et aucune sinon.
Proposition 13. Si k ≤ cτ12π , la fonction Yk admet un unique point critique dans [c; +∞), c’est
un maximum. Si k > cτ12π la fonction Yk est strictement décroissante sur [c; +∞).
Démonstration. La fonction Yk est minorée par la droite y = −c. De plus,
∀x > 0, Yk(x) ≤ yx(ω0) = ω
2
0
x
− c
√
1 +
ω20
x2
.
Cette dernière quantité converge vers −c quand x tend vers +∞. donc, la fonction Yk admet
comme asymptote la droite y = −c quand x tend vers +∞, et l’approche par valeurs supérieures.
— Si k ≤ cτ12π : Soient x1 ∈ R+ et ω1 ∈
[
2kπ
τ1
; (2k+1)πτ1
]
tels que x1 = ω1α(ω1).
Le réel x1 est un point critique de Y
si et seulement si Ax1(ωmin(x1)) = 0 (cf. équation 5.20),
ssi ω1 = ωmin(x1),
ssi g(0, ω1) = 0 (cf équation 5.21),
ssi ω1 est solution de l’équation g(0, ω) = 0 dans
[
2kπ
τ1
; (2k+1)πτ1
]
.
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Puisque cette équation admet une unique solution, Yk admet un unique point critique
dans R+. Puisque Yk approche la droite y = −c quand x tend vers +∞, par valeurs
supérieures, elle est nécessairement strictement décroissante pour x suffisamment grand ;
son seul point critique est donc un maximum.
— Si k > cτ12π : La fonction Yk n’a aucun point critique ; elle ne change pas de monotonie.
Puisqu’elle approche la droite y = −c quand x tend vers +∞, par valeurs supérieures,
elle est strictement décroissante sur R+.
Soit x0 ≥ c fixé. La Proposition 11 définit deux suites
(
ω
(k)
−
)
N
et
(
ω
(k)
+
)
N
. Définissons de plus
la suite
(
ω
(k)
0
)
N
telle que, pour tout k ∈ N, ω(k)0 est l’unique solution de l’équation x0 = α(ω)ω
dans
[
2kπ
τ1
; (2k+1)πτ1
]
.
Proposition 14. Posons k1 =
⌊
cτ1
2π
⌋
. Pour tous k > k1, k′ < k, la branche Yk se situe au
dessus de la branche Yk′ (c’est-à-dire qu’à partir de k suffisamment grand, les branches Yk sont
ordonnées) :
∀x ≥ c, Yk(x) > Yk′(x).
Démonstration. Soient k > k1, k′ < k, et x0 ≥ c. Posons ωmin = ω(k)min(x0) ∈
[
2kπ
τ1
; (2k+1)πτ1
]
, de
façon à ce que
Yk(x0) = y
(k,−)
x0 (ωmin).
Les calculs donnent :⎧⎪⎨
⎪⎩
x1 := x
(
ωmin − 2π(k−k
′)
τ1
, θx0(ωmin)
)
< x (ωmin, θx0(ωmin)) = x0,
y1 := y
(
ωmin − 2π(k−k
′)
τ1
, θx0(ωmin)
)
< y (ωmin, θx0(ωmin)) = Yk(x0).
Puisque k > k1, la Proposition 13 assure que Yk est strictement décroissante sur [c; +∞).
Ainsi, Yk(x0) < Yk(x1) dès que x1 ≥ c. De plus, par définition, Yk′(x1) ≤ y1. En combinant ces
inégalités, on obtient Yk′(x1) < Yk(x1).
Par un argument de continuité, la fonction x
(
ω
(k)
min(x0)− 2π(k−k
′)
τ1
)
de x0 atteint toutes les
valeurs de [c; +∞). En effet elle est inférieure à c pour x0 = c, et converge vers +∞ quand x0
converge vers +∞.
Le corollaire suivant découle directement de cette proposition.
Corollaire 4. À x0 ≥ c fixé, La fonction yx0 atteint son minimum global sur la réunion finie
d’intervalles suivante : ⋃
k≤ cτ1
2π
[
2kπ
τ1
;
(2k + 1)π
τ1
]
.
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Posons
Sep− : x0 → inf
⎧⎨
⎩yx0(ω)
∣∣∣ ω ∈ ⋃
k≤ cτ1
2π
[
2kπ
τ1
;
(2k + 1)π
τ1
]⎫⎬
⎭
la fonction qui à un réel x0 ≥ c associe la valeur minimale de la fonction yx0 . D’après le Corollaire 4
ce minimum est atteint sur la réunion finie d’intervalles
⋃
k≤ cτ1
2π
[
2kπ
τ1
; (2k+1)πτ1
]
.
Sous l’hypothèse (H) cette réunion d’intervalles se résume à
[
0; πτ1
]
.
Revenons à notre problème initial : pour être sûr que la fonction Sep− représente la fron-
tière de stabilité dans le plan (x, y), il faut écarter la possibilité pour les branches impaires
correspondant à ω ∈ ∪k∈N
(
(2k+1)π
τ1
, 2(k+2)πτ1
)
d’entrer dans le quart de plan (x ≥ c, y ≥ c)
qui nous intéresse. L’hypothèse (H) nous permet d’écarter ce problème puisqu’elle implique que
ces branches appartiennent au quart de plan (x < c, y < −c) d’après le Lemme 7. Sous cette
hypothèse (H) la fonction Sep− se réécrit :
Sep
(H)
− : x0 → inf
{
yx0(ω)
∣∣∣ ω ∈ [0; π
τ1
]}
= inf
{
y(0,−)x0
}
Théorème 3. Supposons l’hypothèse (H) sur le coefficient c (c ≤ πτ1 ), et notons S− l’hypographe
de la fonction Sep− :
S− =
{
(x, y) ∈ R2 ∣∣ x ≥ c & y < Sep−(x)} .
1. Pour tout τ2 ≥ 0, l’équilibre est asymptotiquement stable si (a+ b,−a+ b) ∈ S−.
2. Pour tout couple (a, b) tel que −a+b = Sep−(a+b) (c’est-à-dire tel que le point (a+b,−a+b)
soit sur la frontière haute de S−), il existe un ensemble dénombrable de valeurs de τ2 qui
rendent l’équilibre instable.
Démonstration. 1. Soit τ2 ≥ 0. La courbe paramétrée (x, y)τ2(ω, ωτ2) reste au dessus du
graphe de la fonction Sep− dans le plan (x, y). Comme la courbe paramétrée (x, y)(ω, ωτ2)
représente la frontière de stabilité, le domaine S− est inclus dans la zone de stabilité.
2. Soit (x0, y0) tel que x0 ≥ c et y0 = Sep−(x0). Le réel y0 est donc la valeur minimale de
la fonction y(−,0)x0 . Cette valeur minimale est atteinte pour un nombre fini de valeurs de ω
dans
[
0; πτ1
]
(génériquement une seule). Pour chacune de ces valeurs de ω, la valeur de θx0
est entièrement déterminée. Ainsi, seulement un nombre fini de valeurs de θ permet à la
courbe paramétrée (x, y)θ(ω) d’atteindre le point (x0, y0). Et comme θ est défini modulo
2π, un nombre dénombrable de valeurs de τ2 permet à la courbe paramétrée (x, y)θ(ω)
d’atteindre le point (x0, y0).
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Pour chacune de ces valeurs de τ2 l’équation caractéristique 5.4 admet une solution imagi-
naire pure, l’équilibre n’est donc pas asymptotiquement stable.
Ce que nous avons montré se traduit en terme géométrique de la façon suivante :
S− =
⋃
τ2≥0
R(τ2),
et cette région S− est déterminée par une fonction implicite.
Théorème 4. Posons
Sep+ : x0 → sup
{
y(+)x0 (ω)
∣∣∣ ω ∈ [0; π
τ1
]}
la fonction qui, à x0 ≥ c, associe le maximum de la fonction yx0 , et notons S+ l’épigraphe de la
fonction Sep+ :
S+ =
{
(x, y) ∈ R2 ∣∣ x ≥ c & y > Sep+(x)} .
Pour tout τ2 ≥ 0, l’équilibre est instable si (a+ b,−a+ b) ∈ S+.
Démonstration. Pour tout ω ∈
[
0; πτ1
]
, pour tout θ ≥ 0,
y
(+)
x(ω,θ)(ω) ≤ Sep+(x(ω, θ)).
Ainsi, pour tout τ2 ≥ 0, la courbe paramétrée (x, y)τ2(ω) se situe sous le graphe de la fonction
Sep+ dans le plan (x, y). Comme la courbe paramétrée (x, y)τ2(ω) représente la frontière de
stabilité à τ2 fixé, le domaine S+ est inclus dans la zone correspondant à un équilibre instable.
Nous avons défini en premier lieu l’enveloppe de la famille de courbes (x, y)τ2(ω) par les
valeurs de x et y en les couples (ω, τ2) annulateurs de la fonction E. Or cette fonction E, que
l’on peut écrire de la façon suivante
E(ω, τ2) = τ1 (ω + c sin(ωτ2)) sin (ω(τ2 − τ1))− sin(ωτ2) sin(ωτ1), (5.22)
n’est a priori pas résoluble analytiquement. En revanche, numériquement, on peut trouver des
zéros de cette fonction. Par exemple, à ω ∈ [0; πτ1 ] fixé, il existe deux solutions (ω, τ2), l’une
correspondant à cos(ωτ2) > 0 et l’autre à cos(ωτ2) < 0. Ces deux solutions sont en fait à l’origine
des deux courbes Sep− et Sep+, représentées en vert dans la Figure 5.8.
L’équation E permet donc de construire numériquement les frontières de stabilité et d’insta-
bilité dans le plan (x, y).
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Figure 5.8 – Diagramme de stabilité dans le plan (x, y). La courbe bleue est donnée par les équations (5.7) avec τ2 = 10τ1.
La courbe verte représente les deux branches (inférieure et supérieure) de l’enveloppe, données par l’équation (5.18), elles
ne dépendent pas de τ2. Pour la simulation on a choisit τ1 = 1 et c = 0.2. Le cas τ2 = 0 est représenté par la courbe rouge.
5.4 Conclusion
Sous l’hypothèse (H), nous avons dressé le diagramme de stabilité complet de l’équilibre
trivial de l’équation différentielle à deux retards, dans l’espace de paramètre (x, y) (et donc (a, b)
par simple rotation et homothétie). Nous avons mis en évidence une zone de stabilité optimale,
valable pour tout retard τ2, une zone d’instabilité suffisante, ainsi qu’une zone dans laquelle la
stabilité dépend de la valeur de τ2. En tout point de cette dernière zone, il existe toujours une
valeur de τ2 qui mène à l’instabilité. On peut conjecturer que la réciproque aussi est vraie : en
tout point de cette zone, il existe toujours une valeur de τ2 qui mène à la stabilité.
L’hypothèse (H) : c ≤ πτ1 permet de conclure les deux théorèmes que nous présentons. Ce-
pendant nous conjecturons que c’est une hypothèse trop forte, dont on pourrait se dédouaner.
En effet, même si numériquement le graphe de la courbe paramétrée (x, y)τ2(ω) est très com-
plexe, il semble qu’il reste toujours minoré par la branche Y0, comme sous l’hypothèse (H). Cela
impliquerait que le Théorème 3 reste vrai sans supposer l’hypothèse (H).
Nos résultats soulèvent des questions intéressantes de modélisation, par exemple de systèmes
biologiques. Dans ce domaine, de nombreux phénomènes sont modélisés par des boucles de ré-
troaction négative ou positive. La question de la stabilité dans le cas d’une unique boucle est
déjà bien connue, mais la question de la stabilité dans le cas de deux boucles est encore mal
connue, du moins dans le cas où elles sont de sens opposé (c’est-à-dire une boucle négative et une
positive). En biologie il est plus fréquent de considérer des processus rétro-inhibés puisque les
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processus rétro-activés sont de nature instable, néanmoins pour affiner la qualité d’un modèle,
il peut être pertinent d’ajouter une boucle de rétroaction positive à une boucle de rétroaction
négative. Dans ce cas, il est justifiable que son effet sur le système soit considéré petit. Cette
remarque conforte notre choix de l’hypothèse (H) sur le coefficient c (qui représente l’effet de la
boucle de rétroaction positive sur un système avec boucle principale négative).
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