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Introduction
Property and real estate appraisals are desired and often required for asset valuation,
property tax and/or insurance estimations, sales transactions and estate planning
situations. The sales comparison approach is widely considered the most appropriate
approach for valuing residential real estate in an active market. Traditionally, the sales
comparison grid has been used in the sales comparison approach to justify the real estate
and/or property value estimate. More recently, hedonic pricing (multiple regression)
models have also been used to complete the sales comparison approach.
However, both of these methods have experienced criticism from the academic and
practitioner community. The ﬁrst method is often criticized for utilizing subjective
judgments to ascertain the necessary adjustments and also for being inaccurate as
appraisers ﬁnd it difﬁcult to obtain reliable and veriﬁable data. Multiple regression has
often produced serious problems for real estate appraisal that primarily result from
multicollinearity issues in the independent variables and from the inclusion of ‘‘outlier’’
properties in the sample. Moreover, nonlinearity within the data may make multiple
regression an inadequate model for a market that requires precise and fast responses
(Brunson et al., 1994; Do and Grudnitski, 1992).
Artiﬁcial neural networks have been offered as a solution to address the criticisms
associated with both the sales comparison grid and multiple regression model approaches
(Brunson et al., 1994; Do and Grudnitski, 1992; Tay and Ho, 1992; and Evans et al.,
1991). In addition, while not speciﬁcally related to real estate appraisal, many articles
have favorably demonstrated the use of neural networks in other related ﬁnance
situations (Hawley et al., 1990; Wong et al., 1992; Kryzanowski et al., 1993; Trippi and
Turban, 1993).
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Abstract. This research applies neural network (NN) technology to real estate appraisal
and compares the performance of two NN models in estimating the sales price of residential
properties with a traditional multiple regression model. The study is based on 288 sales of
homes in Fort Collins, Colorado. Results do not support previous ﬁndings that NNs are a
superior tool for appraisal analysis. Furthermore, signiﬁcant problems were encountered
with the NN models: inconsistent results between packages, inconsistent results between
runs of the same package and long run times. Any appraiser who plans on using this new
technology should do so with caution.This paper investigates several aspects of the use of neural networks as a tool for
predicting residential property value. The primary goal of this research was to determine
if results from previous studies that found that neural network models outperform
multiple regression models could be repeated (Do and Grudnitski, 1992; Borst, 1992).
Three cases were constructed to test and compare the predictive power of several
different neural network models and regression models.
The remainder of this paper is organized into the following sections. Section two
brieﬂy describes artiﬁcial neural network systems and how they work. The third section
reviews prior research that has applied the neural network framework to real estate and
other ﬁnancial issues. Section four describes the methodology and data used in this
research and section ﬁve examines the results. The last section presents the conclusions
and implications of this research.
What Are Neural Network Systems?
A neural network system is an artiﬁcial intelligence model that replicates the human
brain’s learning process. The brain’s neurons are the basic processing units that receive
signals from and send signals to many nervous system channels throughout the human
body. When the body senses an input experience, the nervous system carries many
messages describing the input to the brain. The brain’s neurons interpret the information
from these input signals by passing the information through synapses that combine and
transform the data. A response is ultimately created when the information processing is
complete. Through repetition of stimuli and feedback of responses, the brain learns the
optimal processing and response to the stimuli. The brain’s actual learning path is still
somewhat of a chemical mystery; what is known is that learning does occur and reoccur
through the repetition of the input stimuli and the output response(s).
Artiﬁcial neural networks were developed utilizing this ‘‘black box’’ concept. Just as a
human brain learns with repetition of similar stimuli, a neural network trains itself with
historical pairs of input and output data. Neural networks usually operate without an a
priori theory that guides or restricts the relationship between the inputs and the outputs.
The ultimate accuracy of the predicted output response, rather than the description of the
speciﬁc path(s) or relationship(s) between the inputs and the output response, is the goal
of the model.
In an artiﬁcial neural network, nodes are used to represent the brain’s neurons and
these nodes are connected to each other in layers of processing. Exhibit 1 illustrates the
three types of layers of nodes: the input layer, the hidden layer or layers (representing the
synapses) and the output layer. The input layer contains data from the measures of
explanatory or independent variables. This data is passed through the nodes of the
hidden layer(s) to the output layer, which represent the dependent variable(s). A
nonlinear transfer function assigns weights to the information as it passes through the
hidden layer nodes, mimicking the transformation of information as it passes through the
brain’s synapses. The goal of the artiﬁcial neural network model is that the effect of these
weights will result in a response that is equivalent to the response that would result from
the relationship that really exists between the input independent variables and the output,
or dependent, variable(s).
In most research, the initial neural network model is created utilizing a training set of
input and output data. The most common form of neural network systems are termed
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each of the nodes in the hidden layer. The software feeds the input measures forward
through the hidden layers. At each hidden layer, the information is transformed by a
nonlinear transformation function to produce an output measure. The model then
compares the model’s output to the historical or actual output for discrepancy. If a
discrepancy exists, the model works backwards from the output layer back through the
hidden layer nodes, adjusting the weights so as to reduce the prediction error. This
method of error correction is usually referred to as back-propagation. With each ordered
pair of input measures and output responses from the training data set, the neural
network repeats these steps until the overall prediction error is minimized. In practice, the
neural network stops training when it either reaches the default level of error or the
researcher’s predesignated  maximum level of allowable error.
A trained neural network model can be tested for accuracy by letting it predict
responses from new input measures. The neural network model’s predictions can then be
compared with the actual output for accuracy. The objective of the neural network is to
ﬁnd the set of weights for the explanatory variables that minimize the error between the
neural network output and the actual data (Allen and Zumwalt, 1994). This similarity
between neural networks and traditional statistics provides the opportunity for real estate
appraisers to consider the use of this technology as a possible alternative to more
common statistical techniques, such as multiple regression (Brunson et al., 1994).
Literature Review
Four studies have speciﬁcally applied neural network analysis to residential real estate
appraisal problems (Borst, 1992; Do and Grudnitski, 1992; Tay and Ho, 1992; and Evans
et al., 1991). The Borst (1992) and the Do and Grudnitski (1992) studies will be discussed
in more detail as our study attempts to validate their ﬁndings.
Borst (1992) tested his U.S. real estate data with four different neural network models.
He tested the effects of data transformation, the effects of using clean data that excluded
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Exhibit 1
Neural Network Structure
Input layer Hidden layer Output layer
(independent (weights) (dependent
variables) variables)outliers, and the effects of using several output nodes (dependent variables) that
represented different price ranges. Exhibit 2 summarizes the results of his research. Borst
obtained mean absolute errors varying from 8.7% to 12.4% with a test set of twenty-two
and twenty houses, respectively. He concludes that neural networks deserve strong
consideration in the ﬁeld of real estate appraisal.
Do and Grudnitski (1992) also conclude that a neural network model performs better
than a multiple regression model for estimating the value of U.S. residential property.
Eight attributes were used as independent variables (age, number of bedrooms, number of
bathrooms, total square footage, number of garages, number of ﬁreplaces, number of
stories, and lot size) and the selling price was used as the dependent variable. Their neural
network model was formed with three nodes in the hidden layer. Results of their research
are summarized in Exhibit 3. It is important to note that the Do and Grudnitski (1992)
neural network model resulted in having almost twice the number of predicted values
within 5% of the actual sales price than their regression model had predicted (40% vs.
20%) on a test sample of 105 houses. Moreover, the mean absolute error that resulted
from their neural network model was much lower than the mean absolute error from
their regression model (6.9% vs. 11.3%). These results led the researchers to conclude that
the neural network model was superior to the multiple regression model.
Tay and Ho (1992) compared the performances of neural networks and traditional
regression analysis using a very large sample of data from residential apartment
properties in Singapore. They reported a neural network mean absolute error of 3.9% and
a regression mean absolute error of 7.5% when analyzing their entire sample. The results
signiﬁcantly improved for both models (2.2% and 0%, respectively) when data that was
considered to be outliers was removed.
Evans et al. (1991) tested neural networks for accuracy in valuation when estimating
residential property prices in England and Wales. Like Borst (1992), they investigated the
effects on the average prediction error when outliers in both the training data and the test
data were removed. They concluded that when outliers are removed from the data sets,
neural network models work well to value property. The average absolute error for their
neural network models ranged between 5% and 7%.
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Exhibit 2
Summary of Borst’s (1992) Results
Absolute Error
Range (%) Case 1 Case 2 Case 3 Case 4
0–5 8 (36%) 8 (36%) 4 (20%) 7 (32%)
5–10 4 (18%) 4 (18%) 6 (30%) 6 (27%)
10–15 7 (32%) 1 (5%) 5 (25%) 4 (18%)
$15 3 (14%) 9 (41%) 5 (25%) 5 (23%)
Mean absolute error 8.9% 10.8% 12.4% 8.7%
Number of houses 22 22 20 22
Case 1 – Clean data with transformation and only one output (price)
Case 2 – Clean data with no transformation and only one output (price)
Case 3 – ‘‘Dirty’’ data with no transformation and only one output (price)
Case 4 – Clean data with no transformation and sixteen outputs (price ranges)
Source: Authors’ calculationsNot all studies have reported successful or favorable results from the use of neural
networks. Allen and Zumwalt (1994) review a number of these studies and present an
example of what can occur when different neural network models are used for predicting
stock price movements. They conclude that optimal neural network models depend upon
the speciﬁc data sets and time periods involved. In addition, they found that the same
data combined with different model settings (e.g., model tolerance, number of hidden
nodes, number of hidden layers, etc.) can produce opposite results. Thus, they strongly
recommend caution during the development and use of neural network models in
ﬁnance-related ﬁelds.
Motivated by these conﬂicting conclusions concerning the usefulness of neural
networks to predict value, the premise for this study was to provide further evidence
concerning the Do and Grudnitski (1992) and Borst (1992) conclusions that neural
network models signiﬁcantly outperform multiple regression models in residential
property valuation.
Methodology and Data
The primary focus of this research was to compare the predictive performance of a
regression model and two neural network models in the context of residential real estate
appraisal. The models were developed and implemented using an IBM-compatible 486
PC (33MHz) with math-coprocessor. Minitab was used to develop the regression model
and two feed forward/back propagation neural network software packages, @Brain
(Talon Development Corporation) and NeuroShell (Ward Systems Group, Inc), were
used to construct the neural network models. Two criteria were used for comparing the
performance of the different models: (1) the mean absolute error between the predicted
and actual sales prices of the test sample, and (2) the percentage of houses in the test
sample whose absolute error was less than 5% of the actual sales price. The best model for
predicting actual sales prices was determined to be the one that resulted in the lowest
mean absolute percentage error and/or the highest percentage of predicted sales price
with absolute errors below 5% of the actual sales price.
The data used in this study is from the Fort Collins (Colorado) Board of Realtors’
Multiple Listing Services (MLS). The sample consists of 288 single-family residential
properties sold in the Fort Collins metro area from November 1, 1993 to January 28,
1994. For each of the analyses, the relevant data set was separated into two separate
samples. One data set (the training sample) was used to train both the neural network
models and create the regression model, and the other data set (the holdout sample) was
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Exhibit 3
Summary of Do and Grudnitski’s (1992) Results
Neural Network Regression Analysis
Absolute error range (0–5%) 40% (approx.) 20% (approx.)
Mean absolute error 6.9% 11.26%
Number of houses tested 105 105
Source: Authors’ calculationsused to test the models’ performance. The two samples were created by ﬁrst sorting the
houses by location, then by price, and then by picking every fourth house.1
The Fort Collins data set has a wider range of house prices than the Do and
Grudnitski (1992) data set and much greater variability of house types than the sample
used in the Borst (1992) study. Therefore, the research was conducted in three stages or
cases. The ﬁrst case conducted the predictive power comparisons utilizing the whole data
set. The second case restricted the data set to include only the houses whose sales price
fell within the same range as the Do and Grudnitski study ($105,000–$288,000) in order
to enhance the comparability of results between the two studies. Finally, the third case
restricted the data set to include a more homogeneous set of houses similar to the Borst
(1992) study. This was accomplished by including house sales from only one zip code area
that was known to be a more uniform market.
Case 1: The Whole Data Set The models in this analysis were trained with 217 houses
and their predictability in estimating value were tested with the remaining 71 houses. All
of the predictive models built for this case utilized the following seven independent
variables: locale (if on the southeast part of town), style (if it is a ranch style), the number
of bathrooms, the lot size, the basement area, the total area, and the size of the garage.2
Exhibit 4 details the descriptive statistics of the entire sample and the two subsets for
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Exhibit 4
Descriptive Statistics of Sample Houses for Case 1
Variables Mean Maximum Minimum
Panel A-Entire sample (288 houses)
Southeast (dummy) .3 1 0
Ranch (dummy) .4 1 0 
No. of bathrooms 2.0 4.75 1
Lot size (square feet) 10,0003.3 108,464 1,158
Area of basement (square feet) 445.29 2,710 0
Total area (square feet) 1,643.0 3,926 575
Garage (no. of cars) 1.8 4 0
Selling price $126,665 $379,000 $32,900
Panel B-Training set (217 houses)
Southeast (dummy) .3 1 0
Ranch (dummy) .4 1 0
No. of bathrooms 2.0 4.75 1
Lot size (square feet) 10,010.4 108,464 1,158
Area of basement (square feet) 427.6 2,710 0
Total area (square feet) 1,643.9 3,926 575
Garage (no. of cars) 1.8 4 0
Selling price $124,990 $375,000 $32,900
Panel C-Testing set (71 houses)
Southeast (dummy) .3 1 0
Ranch (dummy) .4 1 0
No. of bathrooms 1.6 4.5 1
Lot size (square feet) 9, 981.7 55,468 4,500
Area of basement (square feet) 478.9 2,144 0
Total area (square feet) 1,640.3 3,359 718
Garage (no. of cars) 1.9 3 0
Selling price $131,757 $379,000 $58,900
Source: Fort Collins Multiple Listing Servicetraining and testing. As can be seen from Exhibit 4, there were no signiﬁcant differences
between the training and testing data subsets and each is a fair representation of the
entire data set.
Case 2: Replicating Do and Grudnitski (1992) The models in this analysis were
trained with 137 houses and tested with 43 houses, representing the houses whose price
ranges were between $105,000–$288,000, a range similar to the range used by Do and
Grudnitski (1992). To insure replication of the methodology utilized by Do and
Grudnitski (1992), the models in this case were built using seven independent variables
(input nodes): number of bedrooms, number of bathrooms, style (represented by dummy
variables), lot size, total square footage of the house, number of ﬁreplaces, and garage
size (measured by the number of vehicles that could be parked inside). Exhibit 5 details
the descriptive statistics for this data set and corresponding subsets. As in Case 1, there
were no signiﬁcant differences between the training and testing subsets and each is a fair
representation of the data set for this case. Exhibit 6 illustrates the structure of the neural
network models used for Case 2. These models were trained with three nodes in the
hidden layer to be consistent with Do and Grudnitski (1992).
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Exhibit 5
Descriptive Statistics of Sample Houses for Case 2
Variables Mean Maximum Minimum
Panel A-Entire sample (180 houses)
No. of bedrooms 3.5 5 2
No. of bathrooms 2.3 4.75 1
Style (dummies)1 — 1 0
Age (years) 12.9 86 0
Lot size (square feet) 10,006.8 71,438 4,700
Total area (square feet) 1,824.5 3,926 974
No. of ﬁreplaces .97 2 0
Garage (no. of cars) 2.1 4 0
Selling price $142,310 $265,700 $105,000
Panel B-Training set (137 houses)
No. of bedrooms 3.5 5 2
No. of bathrooms 2.3 4.75 1
Style (dummies)1 — 1 0
Age (years) 13.3 86 0
Lot size (square feet) 10,149.7 71,438 4,812
Total area (square feet) 1,821.9 3,926 1,008
No. of ﬁreplaces .9 2 0
Garage (no. of cars) 2.1 4 0
Selling price $141,658 $259,458 $105,000
Panel C-Testing set (43 houses)
No. of bedrooms 3.5 5 2
No. of bathrooms 2.3 4.75 1
Style (dummies)1 — 1 0
Age (years) 11.7 48 1
Lot size (square feet) 9,551.7 22,433 4,700
Total area (square feet) 1,832.6 2,697 974
No. of ﬁreplaces 1.1 2 0
Garage (no. of cars) 2.1 3 1
Selling price $144,386 $265,700 $105,500
1dummy variables indicating bi-level, tri-level, 4-level, 2-story, ranch
Source: Fort Collins Multiple Listing ServiceCase 3: A Smaller, Homogeneous Data Set The models in this analysis were trained
with 83 houses and tested with 29 houses, representing very uniform house sales from one
zip code area. The same seven independent variable that were utilized in Case 1 were
utilized in Case 3: locale (if on the southeast part of town), style (if it is a ranch style), the
number of bathrooms, the lot size, the basement area, the total area, and the size of the
garages. Exhibit 6 contains the descriptive statistics for this case.
Results
General Results of the Experience with Neural Network Systems
Signiﬁcantly different experiences were encountered with each of the neural network
packages used. While NeuroShell initially demonstrated to be quicker to pick up and
192 THE JOURNAL OF REAL ESTATE RESEARCH
VOLUME 10, NUMBER 2, 1995
Exhibit 6
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(independent (weights) (dependent
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1dummy variables including bi-level, tri-level, 4-level, 2-story, ranchlearn how to use, NeuroShell modeling was more time consuming than @Brain. This was
primarily due to the fact that NeuroShell lacks an important feature found in @Brain that
allows the user to easily manipulate the error threshold level that the software should use
to determine when it should stop training. Without use of this type of feature, neural
networks can ‘‘overtrain’’. A neural network application has been ‘‘overtrained’’ when
instead of learning the training set, the model actually ‘‘memorizes’’ the training set.
While an ‘‘overtrained’’ model performs well with the training set, it performs poorly
when it is used to predict the test data set.
While the computer run time for all of the multiple regression models could be
measured in seconds, the running times for the neural networks varied from thirty
seconds to forty-ﬁve hours! The length of processing time was directly related to the
threshold chosen during the development of the model for the acceptable level of
individual house error during training of the neural network.
The neural network results that are reported in this paper are the ‘‘best’’ results that
were obtained after many different trials. The ‘‘best’’ results were deﬁned as the model
that predicted the highest percentage of houses with average absolute errors below 5%.
The problem was to determine the optimal number of hidden layers and the optimal
number of nodes to use in each hidden layer for each of the models for each of the cases.
The only method available to do this is through trial and error. For example, during the
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Exhibit 7
Descriptive Statistics of Sample Houses for Case 3: Zip Code 80526
Variables Mean Maximum Minimum
Panel A-Entire sample (112 houses)
Ranch (dummy) .3 1 0
No. of bathrooms 2.1 4.75 1
Lot size (square foot) 9,977.6 108,464 4,655
Area of basement (square foot) 468.6 2,000 0
Total area (square foot) 1,703.4 3,926 960
Garage (no. of cars) 2.0 3 1
Selling price $129,832 $350,000 $74,500
Panel B-Training set (83 houses)
Ranch (dummy) .3 1 0
No. of bathrooms 2.1 4.75 1
Lot size (square foot) 10,272.6 108,464 4,655
Area of basement (square foot) 491.8 2,000 0
Total area (square foot) 1,707.1 3,926 960
Garage (no. of cars) 2.0 3 1
Selling price $129,210 $350,000 $74,500
Panel C-Testing set (29 houses)
Ranch (dummy) .2 1 0
No. of bathrooms 2.1 3 1
Lot size (square foot) 9,133.1 16,901 4,700
Area of basement (square foot) 401.9 1,160 0
Total area (square foot) 1,692.6 2,697 974
Garage (no. of cars) 2.1 3 1
Selling price $131,613 $265,700 $85,000
Source: Fort Collins Multiple Listing Serviceanalysis of Case 1, eleven different models were formulated by @Brain and nine different
models were formulated by NeuroShell before the authors had conﬁdence that they had
obtained the ‘‘best’’ results possible.3
Finally, the results of this study support the conclusions of Allen and Zumwalt (1994).
They indicate that extreme caution is necessary when applying the neural network
technology to ﬁnancial applications, and we repeat the warning for real estate appraisal.
This warning is primarily due to two experiences. First, the results between different
software packages with the same data were inconsistent. Second, even when the same
model (same number of hidden layers and same number of hidden layers) with the same
data was re-estimated with the same software, exact results are not replicated. This is due
to the fact that every time the neural network model initiates training, the software
randomly generates the initial weights for each of the nodes in the hidden layer.
Results of the Speciﬁc Case Analyses
Two criteria were used to examine the performance of the predictive models. The
model that demonstrated the lowest mean absolute error and/or the highest percentage of
predicted values within less than 5% absolute error of the actual sales price was
considered superior to the other models for predictive purposes.
Case 1: The Entire Sample Exhibit 8 illustrates the structure of the optimal neural
network models for Case 1. The @Brain model utilized a single hidden layer that had
eight nodes while the NeuroShell model also utilized a single hidden layer but this one
had ﬁve nodes.
The results for Case 1 are extremely close between both of the neural network models
and the multiple regression model. The @Brain model had the lowest mean absolute
error of 13.2% while NeuroShell had a mean absolute error of 14.4% and the regression
model had a mean absolute error of 15.2%. These ﬁndings indicate that in this case, the
neural network models did outperform the regression model but only marginally. This
result conﬂicts with the Do and Grudnitski (1992) study that reported the neural network
mean absolute error (6.9%) to be signiﬁcantly smaller than their regression results
(11.3%). It is also interesting to note that neither neural network models from Case 1
outperforms the regression model in the Do and Grudnitski (1992) study.
In terms of the percentage of predicted sales prices within 5% of the actual sales price,
the neural network models did not outperform the regression model. As detailed in
Exhibit 9, both the regression model and the NeuroShell model predicted the same
number of houses with an absolute error below 5% (32.4%) while @Brain predicted only
29.6% of the houses within the 5% absolute error range. However, as the absolute error
range is increased, @Brain becomes the best overall predictor for the 0–10% range and
the 0–20% range. The multiple regression model outperforms the NeuroShell model at the
0–10% range, the 0–20% range, and the greater-than-20% range of error. These results
dramatically conﬂict with the Do and Grudnitski (1992) results which found that their
neural network model had twice the number of properties with less than 5% error than
their multiple regression model.
Exhibit 10 presents the results segmented by price ranges of the test sample. These
results provide further evidence that great inconsistency exists in the three models’ ability
to accurately predict the actual sales prices. At the lowest price range, @Brain was the
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regression model tied for the best performer in terms of the 5% error test (21.7%). In
addition, while one would expect that multiple regression would do the best job with the
mean value range ($100,000–$150,000), it did not. Both neural network models
outperformed the regression model in the mean absolute error test (12.8% and 13%
compared to 15%), and NeuroShell did a better job of predicting prices within 5% of the
actual price (42%) than @Brain or the regression model (both tied at 32.3%) in this price
range. 
However, the multiple regression model did have the best performance of the three
models in the $150,001 to $200,000 sales price range. At this price range, the mean
absolute error for the multiple regression model was 5.6% and 72.7% of the eleven
predicted sales prices that fell within the 5% error range of actual sales prices. In the
highest sales price range ($200,001+), NeuroShell does a better job predicting the actual
sales price than the @Brain model while both neural network models outperform the
regression model (12.1% and 17.4% compared to 20.1%).
Exhibit 11 presents evidence of the individual error magnitudes and the inconsistencies
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Exhibit 9
Prediction Results of the Three Models Using Case 1 Data*
Regression @Brain NeuroShell
Absolute (8 nodes) (5 nodes)
Error
Range (%) % No. Houses % No. Houses % No. Houses
0–5 32.4 23 29.6 21 32.4 23
0–10· 46.5 33 52.1 37 40.9 29
0–20 73.2 52 80.3 57 71.8 51
$20 26.8 19 19.7 14 28.2 20
R-sqr 81.9 — 84.5 — n/a —
*training set = 217; testing set = 71
Source: Authors’ calculations
Exhibit 10
Comparison of the Predictive Power of Each Model per Price Range Using
Case 1 Data
Regression NeuroShell @Brain
Mean Errors Mean Errors Mean Errors
Price No. of Abs. Below Abs. Below Abs. Below
Range Houses Error 5% Error 5% Error 5%
0–$100,000 23 18.7% 21.7% 18.5% 13.0% 13.7% 21.7%
$100,0001–$150,000 31 15.0% 32.3% 12.8% 42.0% 13.0% 32.3%
$150,001–$200,000 11 5.6% 72.7% 11.3% 45.5% 10.1% 45.5%
$200,001+ 6 20.1% 0% 12.1% 33.3% 17.4% 16.7%
Source: Authors’ calculations
Exhibit 11
Prediction Errors by Model Using Case 1 Data
Prediction Errors
Actual Regression @Brain NeuroShell
Price % % %
58900 214.4 31.8 3.7
63000 61.1 32.9 48.6
63500 2.7 30.0 12.7
65000 221.1 4.0 226.0
66000 26.2 22.6 .5
69000 .7 11.6 26.5
78750 222.7 21.0 216.5
80000 10.8 13.8 10.8
82900 17.4 26.4 29.2
85000 29.8 27.9 18.6
86500 217.2 2.4 218.1
87900 235.3 214.2 227.9
89000 220.6 26.9 221.4
90000 2.2 25.4 210.9
90850 231.1 211.1 226.6
92900 23.8 22.7 1.0EXPLORATION OF NEURAL NETWORKS 197
Exhibit 11 (Continued)
Prediction Errors by Model Using Case 1 Data
Prediction Errors
Actual Regression @Brain NeuroShell
Price % % %
94000 218.4 216.1 228.9
94900 236.4 222.1 233.6
96000 2.4 3.3 210.3
96740 224.5 218.4 215.3
98000 223.6 211.1 224.9
99900 219.3 212.3 227.6
99999 211.4 27.9 226.9
101500 19.1 2.6 2.3
101900 24.7 23.0 2.2
105500 12.7 8.6 12.1
106000 12.7 7.4 9.6
108295 65.2 65.0 34.3
109900 3.4 8.8 8.1
110900 69.8 59.8 33.7
112000 215.9 26.0 213.3
112000 21.4 14.8 24.0
113500 25.2 22.0 22.7
114900 19.3 16.2 14.9
118000 20.5 13.0 22.1
118500 235.3 224.2 245.5
119500 .2 214.8 213.5
119900 216.4 218.1 222.5
125000 9.9 22.9 210.8
122500 27.6 22.4 2.9
122500 23.6 23.8 23.1
124900 216.2 28.4 28.5
126000 215.5 213.0 211.9
128000 17.2 10.2 19.7
128000 4.1 25.3 22.7
135000 235.5 230.7 248.7
135000 25.2 25.9 2.4
137000 23.6 29.1 24.4
139832 4.8 1.3 .7
141500 26.6 222.2 21.8
143900 23.5 25.0 23.0
144900 3.5 22.6 23.2
145000 27.8 213.5 23.7
146900 21.3 21.3 10.2
156000 1.4 27.1 10.3
161100 3.9 .8 1.1
162500 1.0 22.5 23.1
164000 9.3 15.0 18.4
164450 3.4 5.3 21.1
180000 24.7 51.2 33.5
180750 22.2 25.4 24.1
183520 22.1 22.0 1.4
184000 23.4 1.9 4.8
187125 2.2 2.7 14.6
188000 29.9 219.4 211.8
210000 216.7 220.7 214.7
211150 28.9 -10.3 3.0
265700 217.8 217.5 23.6
293000 220.7 28.7 214.1 
342000 213.4 22.4 7.9
379000 243.2 245.0 229.3
Source: Authors’ calculationsin the direction of the error predictions found between the three models. The largest
difference between actual and predicted price was 69.8% for regression (the predicted
price was almost 70% above the actual sales price), 65% for @Brain and 248.7% for the
NeuroShell model—all of which are very signiﬁcant errors and certainly not acceptable
for a professional appraisal. Furthermore, the prediction errors were often in different
directions depending on the model used. For example, @Brain and the multiple
regression model presented errors going in different directions in fourteen of the houses
(19.7%), NeuroShell and the multiple regression model had prediction errors going in the
opposite directions for twenty-one of the houses (29.6%), and the two neural network
models had prediction errors going in the opposite directions for thirteen of the houses
(18.3%).
Case 2: Replicating Do and Grudnitski (1992) When the data set was constrained to
sales prices in the range of $105,000–$288,000, the results for the mean absolute error test
were 10% for the @Brain model, 11.1% for the regression model, and 13.1% for the
NeuroShell model. These ﬁndings provide additional evidence that even using the same
data, results from models prepared by different neural network software packages can be
inconsistent and do not always outperform the multiple regression models. To contrast,
Do and Grudnitski (1992) found a mean absolute error of 6.9% for their neural network
model and 11.3% for their regression model. While their neural network model error was
signiﬁcantly lower than these results, the regression results from both studies are virtually
identical.
The results of the test for the percentage of houses within less than a 5% absolute
error are presented in Exhibit 12. The @Brain model slightly outperformed the regression
model (41.9% compared to 37.2%), while the NeuroShell model performed worse than
the regression model (32.6%). This difference was signiﬁcantly less pronounced than the
Do and Grudnitski (1992) study which found the neural network model classiﬁed twice
as many properties within a 5% error than the multiple regression model. In addition, a
caveat to these ﬁndings is the result that the largest individual prediction error was
76.7% for the @Brain model, 64.6% for the NeuroShell model and 60.7% for the
multiple regression model, all unreasonable errors from the standpoint of an actual
appraisal estimate.
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Exhibit 12
Prediction Results of the Three Models Using Case 2 Data*
Regression @Brain NeuroShell
Absolute (3 nodes) (3 nodes .01 threshold)
Error
Range (%) % No. Houses % No. Houses % No. Houses
0–5 37.2 16 41.9 18 32.6 14
0–10 64.1 28 65.1 28 58.1 25
0–20 79.1 34 90.4 39 79.1 34
$20 20.9 9 9.3 4 20.9 9
R-sqr 74.5 — 82.2 — n/a —
*training set=137; testing set=43
Source: Authors’ calculationsCase 3: A Smaller, Homogeneous Data Set The data in Case 3 was further
constrained to a single zip code area with homes that are in a more uniform market. The
@Brain model was estimated with nine nodes in the hidden layer and NeuroShell was
estimated with ﬁve nodes in the hidden layer.
The results of all three models, both in terms of the mean absolute error and the 5%
error range, were better than the results in Case 1 (the entire data set). The primary effect
of the increased homogeneity of the data was to decrease the difference between the
models’ results. In terms of the absolute error, NeuroShell predicted actual values with
11.6% error, followed by @Brain with 11.7% error, and multiple regression had a mean
absolute error of 12.8%.
Exhibit 13 details that as the data set was restricted to more homogeneous houses, the
percentage of houses that had predicted values within 5% of the actual sales price
increased for both of the neural network models but decreased for the multiple regression
model. NeuroShell had the highest percentage (34.5%) followed by @Brain (31%) and the
multiple regression was the worst performing model (24.1%). These results indicate that
with a homogeneous set of data and an industry prediction error standard of less than
5%, neural networks may be a better tool for estimating value than multiple regression.
Conclusions
This research investigated the merits of applying neural network technology to the
problem of real estate appraisal. Speciﬁcally, it compared the statistical results of two
neural network models to the results of a multiple regression model using recent actual
sales data from Fort Collins, Colorado. The results indicate that while the neural network
models slightly outperformed the multiple regression models in some of the cases, the
difference between the two modeling techniques was not large. Moreover, the results
between the two neural packages that were used were not consistent. Furthermore, for
any given test, it was typically only one of the neural network software packages that
outperformed the multiple regression model. The two neural network packages
alternated in terms of if and when they outperformed the regression models, a result that
makes any overall conclusions about the superiority of one of the neural network
packages or of neural networks in general incorrect and impossible.
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Exhibit 13
Prediction Results for the Three Models Using Case 3 Data*
Regression @Brain NeuroShell
Absolute (9 nodes) (5 nodes)
Error
Range (%) % No. Houses % No. Houses % No. Houses
0–5 24.1 7 31.0 9 34.5 10
0–10 44.8 13 48.3 14 48.3 14
0–20 82.8 24 82.8 24 79.3 23
$20 17.2 5 17.2 5 20.7 6
R-sqr 89.0 — 88.2 — n/a —
*training set=83; testing set=29
Source: Authors’ calculationsSigniﬁcant problems were also encountered during the development and
implementation of the neural network models. These problems are:
• Neural networks are not easy to use. Proper settings for the models are not
obvious and it takes several iterations to ﬁnd the set of parameters that best
ﬁt an application. And often, as found both in this study and in Allen and
Zumwalt (1994), small changes can result in very different ﬁndings. The
stopping point for learning is critical and not all software packages prevent
overtraining.
• Results are inconsistent between neural network packages. This study showed
that in 18.3% of the test cases in Case 1, the two neural network software
packages predicted values with errors in the opposite direction.
• Results are inconsistent between runs of the same neural network software. In
this study, models with the same settings and data performed differently.
• Neural networks can have very long run times. Overnight training for the
neural network models was common in this study.
Therefore, the results of this research do not support prior conclusions that neural
networks are a reasonable and appropriate tool for completing appraisal assignments.
These results support the conclusions of Allen and Zumwalt (1994) who indicate that
extreme caution is necessary when applying the neural network technology to ﬁnancial
applications. We repeat the warning for real estate appraisal. Although multiple
regression does have its weaknesses, it is an accepted and standard method of analysis. At
least when appraisers use different statistical packages for regression analysis with the
same data and model, they can be assured that the results will be identical across different
statistical packages. Any appraiser who plans on building and using neural network
models must be aware of the problems described above.
While the results of this study indicate that neural networks are not very reliable, they
also suggest that there are plenty of avenues available for future neural network research
in real estate appraisal. For example, the current study’s results may be a function of the
software packages chosen and it is conceivable that other software currently exists or will
be developed in the near future that overcome the weaknesses described here. When
statistical packages were ﬁrst introduced there were often inconsistencies due to
programming errors and other complications. Furthermore, the results found in this
research could be a function of the speciﬁc data characteristics of the sample used. It may
be possible that neural networks will do a much better job than multiple regression if the
nonlinear relationships between the variables are greater. Therefore, continued research
in this area is important and necessary before the ﬁnal verdict on the use of neural
networks in real estate appraisal can be decided.
Notes
1The prediction models in this study were trained with approximately three times more data points
than were used to test the models’ performance, a ratio that corresponds to the practice of jack-
knife testing in statistics. Do and Grudnitski (1992) trained their models with data from 58 houses
and tested their models with 105 houses. A preliminary phase of this research developed neural
network models utilizing training/testing sample size ratios similar to Do and Grudnitski (1992),
and signiﬁcantly inferior results were obtained.
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conducted to determine the ‘‘best’’ explanatory variables to be used in both the neural network and
the regression models for the optimal model performance analysis in Case 1. An inclusion
threshold of 2.00 or greater on the variable’s t-test was used. Only six of the original independent
variables surpassed this threshold and were used to create the prediction models for both Case 1
and Case 3. The variables that were eliminated were age, number of ﬁreplaces, heating systems type,
cooling system type, and presence of inclusions (refrigerator or washer/dryer included in the sales
price).
3The other models were developed with three, four, ﬁve, six, eight and nine nodes in the hidden
layer but results were inferior to the ones presented in this paper. Furthermore, models with two or
three hidden layers were also tried (using @Brain) but again the performance was worse than the
models reported here.
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