Abstract-Many problems in automation and manufacturing are most suitable to be modeled as simulation optimization problems. Solving these problems typically involves two efforts: one is to explore the solution space, and the other is to exploit the performance values of the sampled solutions. When the amount of computing budget is limited, we need to know how to balance these two efforts in order to obtain the best result. In this study, we derive two measures to quantify the marginal contribution of exploring the search space and exploiting the performance values. A sequential budget allocation framework is designed by keeping the two measures approximately the same at each iteration. Numerical experiments on both continuous and discrete simulation optimization problems demonstrate that our new approach can significantly enhance the computing efficiency.
the number of simulation replications to run for each solution by balancing the tradeoff between exploration and exploitation. It can be shown through numerical experiments that for the production line optimization and the assemble-to-order problem, two common simulation optimization problems in practice, the computing efforts can be reduced by approximately 25%-60% by incorporating the new budget allocation method.
Index Terms-Exploration and exploitation, simulation budget allocation, sequential procedure, simulation optimization.
I. INTRODUCTION

W
ITHOUT loss of generality, a simulation optimization problem can be formulated as (1) where is the solution space which can be either discrete or continuous. is a random factor that represents uncertainty. is the sample performance which is a function of solution and . is the performance measure which is the expectation of function .
With a certain computing budget, optimization program (1) poses two main difficulties:
• where to spend the budget to search for the global optimum; • how to spend the budget to reduce the stochastic noise. The "where to spend the budget" part involves the problem of optimization. This is challenging in that the solution space can be huge and of little known structure. The observation noise on adds to the difficulty of identifying the real optimum. This part has been an active research domain. Recent works include [1] - [4] for discrete and [5] - [7] for continuous .
The "how to spend the budget" part concerns allocating the computing budget to determine the size of solutions to collect and the number of simulation replications to run for each solution. A reasonable budget allocation plan should balance the exploration for the solution space and exploitation for each sampled solution during the search process. On one hand, it is often not possible to compute the expectation function exactly for an and it requires the average of multiple simulation runs to give an estimation of . On the other hand, the number of simulation replications cannot be arbitrarily large because we need to sample considerable solutions to increase the chance of getting near-optimal or optimal solutions.
A class of related research addressing this issue is called ranking-and-selection (R&S), which seeks to develop efficient simulation budget allocation rules to select the best solution 1545-5955 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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alternative. Most R&S methods focus on how to allocate computing resources to solution alternatives so as to guarantee a certain level of the probability of correct selection (PCS) for the real best solution [8] - [10] or to maximize PCS [11] - [14] . In addition to PCS, R&S methods were also developed to minimize the expected opportunity cost (EOC), which penalizes particularly bad choices more than mildly bad selections [15] - [18] . However, the research work mentioned above only deals with a fixed number of solution alternatives. The extension of simulation budget allocation to consider both the size of solutions to collect and the number of replications to simulate was discussed in [19] , [20] . However, they assume identical variances of observation noise for all the solutions in the solution space and perform identical number of simulation replications for the solutions collected, which may not reflect the reality. An efficient method of determining the number of solutions to collect was considered in [21] , but it was developed for the deterministic case and cannot be applied for simulation optimization.
In this paper, we propose a new budget allocation framework which determines both the size of solution sample points and the number of simulation replications to those solutions by sequentially sampling new solutions and performing simulation runs on them. The variances of observation noise and the number of simulation replications for collected solutions do not have to be identical. The basic idea of the framework is to evaluate the benefits of collecting new solutions and performing more simulation replications at the beginning of each step of the algorithm. Then an incremental computing budget is adopted for the move with more benefit. Although this "greedy" budget allocation heuristic does not provide performance guarantee for the output solution, it supplies a simple and effective way to balance the search for good quality solutions and the evaluation of solution performance throughout the optimization process. The performance of it is demonstrated via numerical experiments.
The remainder of this paper is organized as follows. The budget allocation problem is described and a sequential budget allocation framework is developed for it in Section II. The new approach is tested via numerical experiments in Section III, followed by conclusions in Section IV. cannot be observed as with probability 1 due to the observation noise. The two reasons make most of the time. Based on these, we decompose as is the sum of two components: the selection error and the sampling error . The selection error is due to the exploitation inaccuracy for the collected solutions and is reduced by increasing . The sampling error is due to the exploration inadequacy and is reduced by increasing . Thus, for a given computing budget , there is a tradeoff to be made. If is large and 's are small, the sampling error is small, but one is likely to select a bad solution in , because of large error in the estimates . Alternatively, if is small and 's are large, the chances are good that is identical to the real best in , but the global optimal value might be quite a bit lower than . To minimize , we propose to find an efficient budget allocation strategy which specifies the size of and the simulation replications allocated to solution in . Since such an allocation rule depends on the solutions collected in and cannot be known in advance, we employ a sequential allocation method. Iteratively with an incremental budget , we will decide to spend the either performing more simulations on the collected solutions or collecting one more solution by assessing which option improves (reduces) current quality index more. By doing this, the degrees of exploitation for the collected solutions and exploration for the solution space can be reasonably balanced. The procedure stops when the computing budget is consumed.
II. BUDGET ALLOCATION FRAMEWORK
In this research, we focus on the "how to spend the budget" part of the difficulties brought by (1) . Of course, working on the "where to spend the budget" part, i.e., deriving a more intelligent sampling scheme or simulation optimization algorithm, can also improve , but they are beyond the scope of this paper and will not be pursued.
Next, we will analyze the improvement of by performing more simulations on the collected solutions and collecting one more solution, respectively.
A. Performing More Simulation Replications
Suppose we have collected a set of solutions and each solution has been simulated replications. An incremental computing budget is to be allocated to the solutions to improve . Note that the methods to allocate are not unique, and we want to find the most efficient way, that is, we want to allocate to the solutions such that decreases the most. Let be the additional simulation replications allocated to solution and . We use to denote the observed best solution after the allocation of computing budget. Define the quality index improvement of performing more simulation replications (2) and we want to (3) where . Optimization program (3) is difficult in that the objective function does not have a closed-form expression with respect to . To handle this difficulty, we find an approximation of using a lower bound (4) where .
In (4), for an ,
Thus (6) We refer to this lower bound of in (6) as the estimated quality index improvement for performing more simulations. Since solution has the smallest true mean ( for all ), the conditional probability will often be close to 1, and is often a good approximation to .
should therefore be a reasonable approximation to . More importantly, provides a fast and convenient way to assess . We consider the following optimization instead of (3): (7) Note that (8) where for and .
Let be the Lagrangian relaxation of (7) with Lagrange multiplier (9) To find the stationary point of , we set for all . When ,
When ,
By (10) and (11), we have (12) To investigate the relationship between and for and , we use (10) to yield (13) To improve the simulation efficiency for identifying the best solution, it is worthwhile to concentrate the computing budget on good solutions. That is, should be increased relative to for and . This is indeed the case for simulation in practice. As a result, we assume . More justification of this assumption can be found in [22] . Equation (13) becomes (14) To further simplify the computation, we find an asymptotic (as the computing budget goes to infinity) allocation method. Although an infinite computing budget is impossible in reality, the asymptotic case provides a general guideline on how the number of simulation replications for each solution tends to increase as the allocation proceeds. As , 
is asymptotically a local optimal solution to (7). For the option of performing more simulation replications for the solutions, we estimate the quality index improvement by , where additional simulation runs are allocated to the solutions such that satisfies (16) and (17) for . In practice, and are unknown and can be estimated using simulation samples.
Remark 1: A related problem of (7) was considered in [11] 
where PCS is the probability of selecting the real best solution in set , i.e., , and is the number of simulation replications allocated to . It was shown in [11] that (18) is asymptotically and locally optimized by exactly the same solutions in (16) and (17) with . It indicates the similarity of optimizing PCS and .
B. Collecting One More Solution
Now, we discuss the change in by collecting one more solution and performing replications on the newly sampled solution. We define the quality index improvement of collecting one more solution as, (19) where and is the newly collected solution.
and . When we make the decision on performing more simulations or collecting a new solution, we have no samples of and thus have no knowledge on the benefit brought by collecting a new solution. To quantify this benefit, we treat the mean of as a random variable and fit a distribution for it. This idea has been seen in the literature [19] , [20] and has been shown to be effective. Specifically, we denote the mean of as and assume it normally distributed as . Let be the density function of . The observation noise on solution has normal distribution .
In (19),
As a result (21) Also, due to the lack of convenient evaluation for , we approximate it by , the estimated quality index improvement for collecting one more solution. In (20) , the inequality can be justified by (5) Since, in practice, we have no knowledge of solution when we make the decision to run more simulation replications or collecting one more solution, we can only use the information we have to estimate and . In this research, the three terms are estimated by , and .
C. Sequential Budget Allocation Framework
Based on Sections II-A and II-B, we design a sequential budget allocation (SBA) framework. At the beginning, the total computing budget is specified. We sample some initial solutions and simulate equal number of replications on them. by (16) and (17) Note that, when we have solutions collected already and each of them has been simulated replications, if is much higher than , i.e., , simulating a newly collected solution replications might render negative. This is because, given , the new solution is much more roughly evaluated than the solutions in , which results in a considerable decrease in PCS. This decrease in PCS is likely to offset the benefit of the possible decrease in the value of brought by collecting one more solution and make larger than , That is, and . However, it happens only when the computing budget is relatively large. To keep this from happening, we can let . Then, the accuracy of the estimation for the new solution is basically at the same level as the solutions in , and collecting this new solution will not lead to significant decrease in the value of PCS. This point can be illustrated by numerical results in Section III.
III. NUMERICAL EXPERIMENTS
To test the utility of the proposed SBA allocation strategy, in this section, we present numerical results obtained by applying SBA to different simulation optimization algorithms for both continuous and discrete optimization problems.
A. Continuous Optimization
We first consider a continuous production line optimization (PLO) problem, which is a relatively realistic application example [24] , [25] . In this test, we employ the PLO problem from [26] .
This problem considers a production line of a manufacturing plant comprising tandem queues, that is, parts leaving queue after service are immediately transferred to the next queue. Each queue comprises a single server with first-come, first served (FCFS) service discipline and exponentially distributed service time. The service rate at queue is denoted with . The goal is to maximize the revenue , where the vector is the service rates for the queues. is the throughput of the production line for service rates and and are constants representing a revenue factor, basic costs that occur independent of service rates and a vector with cost factors for each server, respectively. Since SBA was presented in a minimization context, we consider minimization of the negative revenue instead, that is, in this problem, we want to minimize
In this example, we consider queues, and all queues have finite capacity . Arrivals of parts to the first queue occur according to Poisson process with rate . The revenue factor and the cost factors are assumed to be and . The solution space is bounded to , which results in values of approximately between and 400. For the production line, each simulation replication has a run length of 1000 time units.
To illustrate the utility of SBA, we apply it for the pure random search (RS) and Nest Partitions (NP) method [5] . Although NP is originally designed for discrete simulation optimization, it can be easily extended to the continuous case [27] . RS and NP are implemented using SBA allocation and equal allocation (all the sampled solutions are simulated with equal number of replications) for comparison. Note that the numerical test does not seek to compare the performance of RS and NP, but to identify the difference in performance with SBA and without SBA for the two algorithms. The NP method we use has a maximum depth of 20. Each time the most promising region is partitioned, it is partitioned into 2 subregions. The total number of simulation replications (budget) is 3600. The incremental budget for SBA is 10. The numerical results are based on the average of 40 independent applications of each procedure. Fig. 1 reports the comparison results. RS-SBA and NP-SBA are the two algorithms using SBA allocation. RS-10 and NP-10 mean that each sampled solution by the two algorithms is simulated with ten replications. Similarly, RS-20 and NP-20 indicate that each solution is simulated with 20 replications. For both RS and NP, SBA performs the best and the advantage is significant. It verifies the benefit from effectively balancing the tradeoff between exploration and exploitation. Within the equal allocation, ten replications are better than 20 replications. This is because the range of the solution values of this problem is relatively large. Then the difference in means between the sampled solutions is likely to be large so that the performance of these solutions can be distinguished without a large number of replications on them. To reach the solution quality of 64 and 81, RS-SBA and NP-SBA can reduce the simulation efforts by 59.8% and 41.4% compared with RS-10 and NP-10, respectively. sampled solution receiving approximately 12 replications on average for both RS and NP. Note that the steady increase pattern of the SBA methods suggests that is not negative. Otherwise, ( is positive), new solutions are not collected, and the number of solutions does not increase.
B. Discrete Optimization
Assemble-to-order (ATO) systems have been widely studied in the supply chain management literature [28] - [30] . In this study, we consider the ATO problem from [3] .
This ATO problem has the following features. Orders for each of different products arrive according to independent Poisson processes with constant arrival rates . Products are made up of a collection of items of different types. Product requires items of type , where ranges from 1 to . Items are either key items or non-key items. If any of the key items are out of stock then the product order is lost. If all key items are in stock the order is assembled from all key items and the available non-key items. Each item sold brings a profit and each item in inventory has a holding cost per unit time of . There are inventory capacities for item . The production time for each item is normally distributed with mean and variance , truncated at 0. The system operates according to a continuous-review base stock policy under which each item has a target base stock and the goal is to maximize the expected total profit by selecting the target inventory level vector . Note that takes integer values in . To fit the minimization context, we alternatively consider the minimization of the negative expected total profit.
In this problem, we let and . Each simulation replication has a run length of 40 time units. The parameters related to the items and products are provided in Tables I and II. SBA and the equal allocation are applied to two discrete simulation optimization algorithms: simulated annealing (SA) [1] and convergent optimization via most-promising-area stochastic search (COMPASS) [3] . The SA we use has a constant temperature of 1. For a solution , its neighborhood is given by . The total budget is 3600. The incremental budget for SBA is 10. The numerical results are TABLE I  PARAMETERS RELATED TO ITEMS   TABLE II  PARAMETERS RELATED based on the average of 40 independent applications of each procedure.
The performance of SA and COMPASS with different budget allocation strategies is given in Fig. 3 . Again, SBA performs the best on the two tested algorithms and the advantage is large. The equal allocations with ten replications and 20 replications have close performance on the two algorithms. This is probably because the range of the solution values of this problem is smaller than PLO and a larger number of simulation replications is need to distinguish the performance of the sampled solutions. As a result, extensively exploring the solution space (ten replications) is not so efficient as in PLO. To reach the solution quality of and , SA-SBA and COMPASS-SBA can reduce the simulation efforts by 27.4% and 25.1% compared with SA-20 and COMPASS-20, respectively. Fig. 4 reports the number of sampled solutions by different allocation strategies. We can see that, for both SA-SBA and COMPASS-SBA, the approximate linear relationship between the number of solutions and the budget still holds. However, compared with the PLO problem, more exploitation is performed by the SBA allocation for this problem. Each sampled solution receives approximately 13.5 and 12.9 replications on average for SA and COMPASS. Also, the steady increase pattern of the SBA methods suggests that does not become negative.
IV. CONCLUSION
In simulation optimization, it is important to balance the tradeoff between the exploration for the solution space and the exploitation for the sampled solutions with a fixed amount of computing budget so as to optimize the expected true performance of the finally selected solution. In this study, we propose a new sequential budget allocation (SBA) framework to address this issue. It determines both the size of the solutions to sample and the number of replications to simulate on these solutions. The new framework is general and can be conveniently embedded into simulation optimization algorithms. Numerical experiments demonstrate that by incorporating SBA, the efficiency of some common simulation optimization algorithms can be improved considerably.
