j,j + 1, ... ,i. We say that the cost function w is concave if it satisfies the quadrangle inequality [7] w(a,c)
In the concave one-dimensional dynamic programming problem w is concave as defined above. A condition closely related to the quadrangle inequality was introduced by Aggarwal et al. [1] An n X m matrix A is totally monotone if for all a < band c < d,
A[a, c] > A[b, c] ~ A[a, d] > A[b, d].
Let rU) be the smallest row index such that A[r(j), j] is the minimum value in column j. Then total monotonicity implies
(1)
That is, the minimum row indices are nondecreasing. \Ve say that an element
is dead if all of its elements are dead. Note that for a ~ b ~ c ~ d, the quadrangle inequality implies total monotonicity. but the converse is not true. Aggarwal et al. [1] show that the row maxima of a totally monotone n X m matrix A can be found in O(n + m) time if A[i,j] for any i,j can be computed in constant time. Their algorithm is easily adapted to find the column minima. We will refer to their algorithm as the SMAWK algorithm. [3] gave O( n log n) algorithms using queues. Wilber [6] proposed an O(n) time algorithm when
However, his algorithm does not work if the availability of matrix B must be obeyed, which happens when many copies Figure 1 . ~Iatrix B at a typical iteration of the problem proceed simultaneously (i.e., the computation is interleaved among many copies) as in the modified edit distance problem [3] and the mixed convex and concave cost problem [2] . , ,8,; , and the part of G above /3 in Figure 1 ) and S[j : n] are dead. We start a new iteration with c = j + 1 and r = j -1. Figure 1 ) is dead by relation (1) have not been charged yet; we charge the time to the rows. Since c and r never decrease, only constant time is charged to each row or column. Thus the total time of the algorithm is linear in n.
