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Vorwort
Die Bildung und Stabilita¨t von Quasikristallen ist eines der Probleme, die immer
noch sehr unvollsta¨ndig verstanden sind. Verschiedene Versuche wurden unter-
nommen, um zu erkla¨ren, wie die beobachteten quasikristallinen Strukturen mit
ihrer langreichweitigen Translationsordnung als stabile Zusta¨nde mit minimaler
freier Energie entstehen.
Die ersten Erkla¨rungsversuche konzentrierten sich darauf, die im realen phy-
sikalischen System auftretenden Wechselwirkungen durch geometrische Regeln
in Form der Matching-Rules in quasiperiodischen Tilings nachzuahmen. Die Mi-
nimierung der freien Energie erfolgt in diesem Bild u¨ber die Minimierung der
inneren Energie durch Einhaltung der vorgegebenen Regeln (energetische Stabi-
lisierung). Ein anderer Ansatz geht von der Minimierung der freien Energie durch
Maximierung der Entropie aus (entropische Stabilisierung). Hierbei werden die
Matching-Rules vernachla¨ssigt; stattdessen sind viele verschiedene Strukturen er-
laubt, wodurch die Entropie maximiert wird.
Beide Ansa¨tze sind allerdings problematisch und nicht besonders u¨berzeu-
gend. Seit einigen Jahren werden daher Quasikristalle zunehmend durch Clus-
termodelle beschrieben. Die Motivation hierfu¨r kommt aus der experimentellen
Beobachtung, dass viele quasikristalline Strukturen von u¨berlappenden Kopien
eines einzigen atomaren Clusters als
”
Quasi-Einheitszelle“ komplett u¨berdeckt
werden. Diese Cluster ko¨nnen als energetisch begu¨nstigte Konfigurationen aufge-
fasst werden. Das System wird dann bestrebt sein, eine mo¨glichst große Zahl an
Clustern zu bilden. Dadurch kommt es zu U¨berlapps zwischen den Clustern. Da
die innere atomare Struktur der Cluster gewisse Bedingungen an die mo¨glichen
U¨berlapps stellt, fu¨hren diese letztlich zu einer langreichweitigen Translations-
ordnung.
Viele quasiperiodische Tilings besitzen solche charakteristischen Cluster (be-
stehend aus mehreren Tiles oder Vertizes), die sehr ha¨ufig im Tiling auftreten oder
sogar die gesamte Struktur u¨berdecken. Die U¨berlappbedingungen ko¨nnen daher
als eine elegante Art von Matching-Rules aufgefasst werden. Dies fu¨hrt in man-
chen Fa¨llen – wenn der Cluster geeignet gewa¨hlt ist – zu perfekt quasiperiodischer
Ordnung. Wenn der Cluster zu klein, nicht selektiv genug oder zu symmetrisch ist,
um die Zahl der mo¨glichen U¨berlapps einzuschra¨nken, dann erha¨lt man kein per-
fekt quasiperiodisches Tiling, sondern typischerweise Supertile-Random-Tilings.
Dies sind Strukturen, die lokal geordnet, global jedoch ungeordnet sind.
Das wohl prominenteste Beipiel fu¨r ein Clustermodell ist das aperiodische De-
kagon von Gummelt [15, 16]. Dieses Modell ist die Grundlage der vorliegenden
Arbeit. Es beinhaltet U¨berlappregeln fu¨r dekagonale Cluster, die zu perfekt qua-
siperiodischen dekagonalen Strukturen fu¨hren. Da allerdings viele experimentell
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beobachtete dekagonale Quasikristalle keine perfekte Ordnung aufweisen, mu¨ssen
die Regeln fu¨r die Clusteru¨berlapps weniger strikt formuliert werden.
Ausgehend von einem Vorschlag von Gummelt und Bandt [17] fu¨r eine
relaxierte Variante der U¨berlappregeln, werden wir einen Vertexcluster fu¨r das
Penrose-Pentagon-Tiling vorstellen, der keine perfekte Ordnung erzeugen kann,
sondern vielmehr die bereits erwa¨hnten Supertile-Random-Tilings. Die Untersu-
chung verschiedener Varianten von U¨berlappregeln und der daraus resultierenden
Strukturen mit Monte-Carlo-Methoden ist das zentrale Thema dieser Arbeit.
Im ersten Teil geht es um verschiedene Modelle zur Beschreibung von quasikristal-
linen Strukturen. Im Anschluss an eine kurze Einfu¨hrung u¨ber Quasikristalle und
deren Beschreibung durch Tilingmodelle werden wir das Prinzip der Clustermo-
delle ausfu¨hrlich behandeln und verschiedene Beipiele pra¨sentieren. Insbesondere
werden wir das Gummelt’sche Modell im Detail diskutieren.
Im zweiten Teil werden die wichtigsten Grundlagen aus der statistischen Phy-
sik, die fu¨r die Simulationen und die Auswertung beno¨tigt werden, zusammenge-
fasst. Des Weiteren werden die in den Simulationen verwendeten Monte-Carlo-
Methoden vorgestellt.
Der dritte Teil ist das
”
Kernstu¨ck“ dieser Arbeit. Dort werden wir unser
Clustermodell fu¨r das Pentagon-Tiling vorstellen und verschiedene Varianten von
U¨berlappregeln zuna¨chst anhand des Gummelt’schen Modells diskutieren. An-
schließend u¨berpru¨fen wir die Resultate in Monte-Carlo-Simulationen. Dies ist
zum einen die Maximierung der Clusterdichte, zum anderen die Ordnung des
Supertile-Random-Tilings zu einem perfekten Tiling durch eine Kopplung zwi-
schen u¨berlappenden Clustern. Zusa¨tzlich bestimmen wir noch die Entropie des
Supertile-Random-Tilings.
Im letzten Teil erweitern wir unser Modell auf drei Dimensionen, indem wir
zweidimensionale Tilings aufeinander stapeln und die Schichten miteinander kop-
peln. Diese Systeme untersuchen wir auf mo¨gliche Ordnungs-Unordnungs-Phasen-
u¨berga¨nge. Außerdem werden wir auch in diesem Fall wieder die Entropie bestim-
men.


Teil I
Quasikristalle – Struktur und
Beschreibungsmodelle

Kapitel 1
Quasikristalle
1.1 Entdeckung und experimenteller Befund
Quasikristalle erscheinen in einer großen Zahl von Legierungen, von denen die
meisten aus Aluminium und U¨bergangsmetallen bestehen. Entdeckt bzw. expe-
rimentell nachgewiesen wurden sie erstmals 1984 von Shechtman et al. [36].
Bei der Untersuchung der Ro¨ntgenbeugungsbilder einer Al-Mn-Legierung stell-
ten sie eine ikosaedrische Symmetrie fest. Nach weiteren Untersuchungen konn-
ten sie zweifelsfrei beweisen, dass es sich bei dieser Struktur tatsa¨chlich um eine
eigensta¨ndige Festko¨rperphase handelt.
Abbildung 1.1: Beugungsbild eines ikosaedrischen Quasikristalls entlang
einer fu¨nfza¨hligen1 Symmetrieachse (aus [41]).
1Man beachte, dass es sich trotz der zehnza¨hligen Symmetrie des Beugungsbildes um eine
nur fu¨nfza¨hlige Symmetrieachse des Quasikristalls handelt. Eine ausfu¨hrliche Erkla¨rung dazu
ist z. B. in [42] zu finden.
7
8 Kapitel 1. Quasikristalle
Diese Entdeckung widersprach der bis zu diesem Zeitpunkt allgemein verbrei-
teten Meinung, dass in Festko¨rpern Translationsordnung gleichzusetzen sei mit
Translationssymmetrie (Periodizita¨t). Denn im Falle translationssymmetrischer
Strukturen sind in drei Dimensionen nur 2-, 3-, 4- und 6-za¨hlige Symmetrien
erlaubt. In Quasikristallen hingegen treten auch 5-, 8-, 10- und 12-za¨hlige Sym-
metrien auf.
Neben den bereits erwa¨hnten ikosaedrischen wurden auch oktagonale (8-za¨hli-
ge Symmetrie), dekagonale (10-za¨hlige Symmetrie) und dodekagonale (12-za¨hlige
Symmetrie) Quasikristalle entdeckt. Wa¨hrend die ikosaedrischen Strukturen in
allen drei Raumrichtungen quasikristallin sind, bestehen die oktagonalen, deka-
gonalen und dodekagonalen Strukturen aus zweidimensionalen quasikristallinen
Schichten, die senkrecht dazu periodisch gestapelt sind.
1.2 Beschreibung quasiperiodischer Strukturen
Da das Auftreten von scharfen Reflexen in Beugungsbildern unmittelbar mit der
Existenz einer Translationsordnung verbunden ist, mu¨ssen Quasikristalle einer-
seits hochgeordnete Systeme sein, ko¨nnen andererseits aber nicht periodisch sein
aufgrund der kristallografisch verbotenen Symmetrien. Bei periodischen Struk-
turen in ho¨heren Dimensionen sind solche Symmetrien allerdings erlaubt. Daher
ko¨nnen Quasikristalle durch Hebung in einen ho¨herdimensionsalen Raum be-
schrieben werden. Der tatsa¨chliche, physikalische Raum ist dann eine Projektion
aus diesem sog. Hyperraum.
1.2.1 Der Begriff
”
Quasiperiodizita¨t“
Eine Funktion von d Variablen in einem d-dimensionalen Raum Ed wird quasi-
periodisch genannt, wenn sie die Beschra¨nkung einer periodischen Funktion von
n Variablen, die in einem ho¨herdimensionalen Raum En (n > d) definiert ist,
auf den Raum Ed darstellt. Betrachten wir als Beispiel die folgende Funktion der
beiden reellen Variablen x und y:
f(x, y) = cosx+ cosαy , (1.1)
wobei α eine irrationale Zahl sein soll. Diese Funktion ist periodisch im Raum
En = R2, d. h. in der (x, y)-Ebene. Wir beschra¨nken diese Funktion nun auf
die Diagonale y = x und erhalten damit eine Funktion, die nur noch von der
Variablen x abha¨ngt (Ed = R):
f˜(x) = cosx+ cosαx . (1.2)
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Diese Funktion ist ganz offensichtlich nicht periodisch aufgrund der Inkommensu-
rabilita¨t2 der beiden
”
Wellenzahlen“ 1 und α in den cos-Funktionen. Die Funktion
f˜(x) ist quasiperiodisch.
1.2.2 Fourier-Zerlegung
Betrachtet man die Beugungsbilder von Quasikristallen, so stellt man fest, dass
ein diskretes Fourier-Spektrum vorliegt und dass sich alle Reflexe im Beugungs-
bild durch ganzzahlige Linearkombinationen einer endlichen Basis von Wellen-
vektoren g1, . . . , gn indizieren lassen. Die ra¨umliche Struktur – gegeben durch
die Dichteverteilung ρ(r) – eines Quasikristalls la¨sst sich daher als Fourier-Reihe
darstellen:
ρ(r) =
∑
k
ρke
ik·r mit k ∈
{ n∑
i=1
kigi
∣∣∣∣ ki ∈ Z} . (1.3)
Im Unterschied zu periodischen Strukturen ist die Zahl der beno¨tigten Basisvek-
toren gro¨ßer als die Zahl der Raumdimensionen (n > d). Wegen der Fourier-
Zerlegbarkeit besteht allerdings eine Beziehung zu einer periodischen Struktur,
nur eben in einem ho¨herdimensionalen Raum. Wenn n Basisvektoren erforderlich
sind, ko¨nnen wir den d-dimensionalen physikalischen Raum in einen n-dimensio-
nalen Raum, den Hyperraum E, einbetten. Dieser entha¨lt den physikalischen
Raum, der auch Parallelraum genannt und mit E‖ bezeichnet wird, und dessen
Komplement, den Orthogonalraum E⊥. Die Koordinaten r‖ = r des physikali-
schen Raumes werden um den Orthogonalraumanteil r⊥ erweitert zu r‖ + r⊥ =
rˆ ∈ E. Die Basiswellenvektoren im Hyperraum, gˆi = g‖i + g⊥i (mit g‖i = gi), sind
linear unabha¨ngig voneinander. Die quasiperiodische Struktur kann dann als Be-
schra¨nkung einer n-dimensionalen periodischen Struktur mit der Dichteverteilung
ρˆ(rˆ) =
∑
kˆ
ρˆkˆe
ikˆ·rˆ =
∑
kˆ
ρˆkˆe
i(k‖+k⊥)·(r‖+r⊥) (1.4)
(wobei kˆ =
∑n
i=1 kigˆi) auf einen d-dimensionalen Unterraum, den physikalischen
Raum (r⊥ = 0), betrachtet werden:
ρ(r) = ρˆ(r‖) =
∑
kˆ
ρˆkˆe
i(k‖+k⊥)·r‖ =
∑
kˆ
ρˆkˆe
ik‖·r‖ =
∑
k
ρke
ik·r . (1.5)
1.2.3 Der Projektionsformalismus
Der Projektionsformalismus ist eine Methode, wie man – ausgehend von einer
periodischen Struktur im Hyperraum – eine quasiperiodische Struktur im phy-
sikalischen Raum erzeugen kann. Es handelt sich dabei um eine Projektion des
2Da α eine irrationale Zahl ist, la¨sst sich das Verha¨ltnis α : 1 nicht als Bruch zweier ganzer
Zahlen darstellen.
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Hypergitters E = Zn in den physikalischen Raum E‖ = Rd. Projiziert werden
nur diejenigen Punkte des Hypergitters, die innerhalb des sog. Auswahlstreifens
liegen. Dieser wird definiert durch einen Bereich im Orthogonalraum, der Akzep-
tanzbereich oder
”
Fenster“ genannt wird. Der Auswahlstreifen ergibt sich durch
Verschieben des Fensters entlang des Parallelraums. Mit anderen Worten: Nur
diejenigen Punkte des Hypergitters, deren Projektion auf den Orthogonalraum
ins Fenster fa¨llt, werden in den Parallelraum projiziert.
2Z
E
E
L
L
L
S
S
S
S
L
L
Abbildung 1.2: Projektionsformalismus fu¨r einen eindimensionalen Quasi-
kristall.
Wir wollen dieses Verfahren fu¨r den Fall n = 2 und d = 1 na¨her erla¨utern.
Der Hyperraum ist das quadratische Gitter Z2, der Parallelraum ist eine Gerade
durch den Ursprung mit einer irrationalen Steigung, ebenso der dazu senkrechte
Orthogonalraum. Wa¨re die Steigung rational, dann wu¨rde die Gerade nach einer
gewissen Distanz wieder einen Gitterpunkt schneiden, und die Struktur des Par-
allelraums wa¨re folglich periodisch. In Abb. 1.2 ist das Fenster so gewa¨hlt, dass
es der Projektion der Z2-Einheitszelle auf den Orthogonalraum entspricht. Alle
Punkte, die innerhalb des Streifens liegen, werden senkrecht auf die Parallelraum-
gerade projiziert, wodurch sich ein quasiperiodisches Punktmuster ergibt. Ist die
irrationale Steigung des Parallelraums gerade der Goldene Schnitt3 τ (oder τ−1),
so bilden die kurzen (S) und langen Abschnitte (L) des Musters eine Fibonacci-
3Der Goldene Schnitt τ = 1+
√
5
2 ist eine Lo¨sung der Gleichung x
2 − x − 1 = 0. Außerdem
gilt cos 36◦ = τ2 , woraus die Verbindung zu 5- und 10-za¨hligen Strukturen deutlich wird.
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Kette.4 Das La¨ngenverha¨ltnis der beiden Abschnitte ist τ .
Im Fall zwei- oder dreidimensionaler quasiperiodischer Strukturen ist der Pa-
rallelraum der R2 bzw. R3. Dieser muss gegenu¨ber dem Hypergitter Zn (n = 4 fu¨r
oktagonale, n = 5 fu¨r dekagonale, n = 6 fu¨r ikosaedrische Strukturen) irrational
”
verkippt“ sein und darf dieses nur in einem Punkt schneiden.
1.3 Phasonische Verzerrungen
Durch die Einbettung in einen ho¨herdimensionalen Raum besitzen Quasikristalle
einen zusa¨tzlichen Freiheitsgrad, der in periodischen Kristallen nicht auftritt.
Verbiegt man den Auswahlstreifen lokal in Richtung des Orthogonalraums, so
treten auf der einen Seite Punkte aus dem Auswahlstreifen heraus, wa¨hrend auf
der anderen Seite genauso viele hineintreten. Dadurch bleibt die Zahl der Punkte
gleich, und es findet eine lokale Umlagerung von Punkten statt, wodurch die
perfekt quasiperiodische Struktur gesto¨rt wird. Man nennt diesen Freiheitsgrad
Phasonen. Die daraus resultierenden Punktbewegungen nennt man Flips. Beim
eindimensionalen Quasikristall (Abb. 1.2) werden durch Flips kurze und lange
Segmente lokal vertauscht.
1.4 Rationale Approximanten
Wird der gesamte Auswahlstreifen gegenu¨ber dem Parallelraum so verkippt (wie
in Abb. 1.3 fu¨r den eindimensionalen Fall gezeigt), dass die Steigung rational
wird, so schneidet dieser das Hypergitter nicht mehr nur in einem Punkt und die
Struktur wiederholt sich nach einer endlichen Distanz.5 Die Periodenla¨nge ha¨ngt
davon ab, wie genau die rationale Steigung den irrationalen Wert approximiert:
je besser die Na¨herung, desto gro¨ßer die Periodenla¨nge.
Durch die phasonische Verzerrung aufgrund der Verkippung entstehen phaso-
nische Defekte. Denn um aus einer quasiperiodischen Struktur eine periodische
zu erhalten, mu¨ssen Punkte vertauscht werden.
Rationale Approximanten werden fu¨r Simulationen beno¨tigt, da nur endlich
große Systeme simuliert werden ko¨nnen. Der Approximant dient dann als Ein-
heitszelle fu¨r Simulationen mit periodischen Randbedingungen.
4Eine Fibonacci-Kette aus kurzen und langen Abschnitten S und L la¨sst sich konstruieren
u¨ber die iterative Ersetzungsvorschrift S→L und L→LS. Mit L als Startglied ergibt sich die
Folge L, LS, LSL, LSLLS, LSLLSLSL, LSLLSLSLLSLLS, . . . Die Zahlenverha¨ltnisse der jeweils
enthaltenen langen und kurzen Abschnitte ergeben die Folge 1, 2, 3/2, 5/3, 8/5, . . . Diese Folge
konvergiert gegen τ .
5Man ko¨nnte auch den Auswahlstreifen festhalten und den Parallelraum verkippen. Doch
dann verzerren sich die Distanzen zwischen den projizierten Punkten (im eindimensionalen Fall
die La¨ngen L und S), so dass die lokalen Strukturen verformt sind.
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Abbildung 1.3: Projektionsformalismus fu¨r einen eindimensionalen Appro-
ximanten.
Kapitel 2
Tilingmodelle
Ein Tiling (zu deutsch Parkettierung) ist eine lu¨ckenlose und u¨berlappungsfreie
Ausfu¨llung der Fla¨che1 mit einer endlichen Zahl verschiedener geometrischer Bau-
steine, den sog. Tiles (zu deutsch Kacheln).
2.1 Quasiperiodische Tilings
Periodische Strukturen lassen sich beschreiben durch eine einzige Einheitszelle,
die in alle Raumrichtungen periodisch fortgesetzt wird. Zur Erzeugung quasiperi-
odischer Strukturen sind mindestens zwei verschiedene Tiles als Bausteine no¨tig.
Beim Aneinanderlegen der Tiles mu¨ssen noch gewisse Regeln, die sog. Matching-
Rules beachtet werden, um tatsa¨chlich ein quasiperiodisches Tiling zu erhalten.
Die Eckpunkte der Tiles, die sog. Vertizes, bilden ein quasiperiodisches Punkt-
muster. Die Positionen der Vertizes lassen sich durch ganzzahlige Linearkombina-
tionen von n Basisvektoren indizieren. Die Richtungen dieser Basisvektoren sind
parallel zu den mo¨glichen Orientierungen der Tilekanten.
2.1.1 Dekagonale Tilings
Das wohl bekannteste quasiperiodische Tiling ist das Rhomben-Tiling von Pen-
rose [33]. Es setzt sich zusammen aus zwei verschiedenen Rhomben: einem di-
cken Rhombus mit einem O¨ffnungswinkel von 72◦ und einem du¨nnen Rhombus
mit einem O¨ffnungswinkel von 36◦ (siehe Abb. 2.1).
Um mit diesen beiden Bausteinen ein perfekt quasiperiodisches Tiling zu er-
zeugen, mu¨ssen die Matching-Rules beachtet werden. Diese besagen, dass an der
gemeinsamen Kante zweier Tiles die Pfeildekorationen u¨bereinstimmen mu¨ssen,
sowohl was die Richtung als auch was den Typ des Pfeils betrifft (in Abb. 2.1
weiß und schwarz, auch oft mit Einfach- und Doppelpfeil symbolisiert).
Aus dem Rhomben-Tiling ableitbar ist das Pentagon-Tiling, das ebenfalls auf
Penrose zuru¨ckgeht [33]. Dieses besteht aus insgesamt vier verschiedenen Tiles:
Sternen, Schiffen, Rhomben und Pentagonen. Die ersten drei werden zusammen
als spitze Tiles bezeichnet.
1Auch fu¨r die dreidimensionalen ikosaedrischen Strukturen gibt es Tilingmodelle. Wir wer-
den uns in diesem Kapitel jedoch auf zweidimensionale Strukturen beschra¨nken.
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Abbildung 2.1: Penrose-Rhomben-Tiling. Im linken Bild sind die Matching-
Rules verdeutlicht. Jeder Vertex des Tilings la¨sst sich durch eine ganzzahlige
Linearkombination der fu¨nf Basisvektoren (rechts oben) indizieren.
Abbildung 2.2: Penrose-Pentagon-Tiling. Die spitzen Tiles Stern, Schiff
und Rhombus sind im perfekten Tiling stets vollsta¨ndig von Pentagonen
umgeben.
2.1.2 Oktagonale Tilings
Ein Beispiel eines Tilings mit oktagonaler Symmetrie ist das Ammann-Beenker-
Tiling (Abb. 2.3). Es setzt sich zusammen aus einem Quadrat und einem Rhom-
bus mit einem O¨ffnungswinkel von 45◦. Es gibt allerdings in diesem Fall keine lo-
kalen Matching-Rules, die ein perfekt quasiperiodisches Tiling erzwingen wu¨rden.
Es gibt zwar eine eindeutige lokale Dekoration fu¨r die Tilekanten, die diesen eine
Orientierung zuweist, doch diese Dekoration alleine reicht noch nicht aus. Zusa¨tz-
lich gibt es noch eine eindeutige nicht-lokale Dekoration fu¨r die Vertizes, die sich
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erst durch die Umgebung bestimmen la¨sst; d. h. das Tiling muss bereits bekannt
sein, um die nicht-lokale Dekoration zu bestimmen. Damit sind die Regeln also
insgesamt nicht-lokal.
Abbildung 2.3: Oktagonales Ammann-Beenker-Tiling. Rechts ist ein Aus-
schnitt aus einem perfekten Tiling mit Dekoration gezeigt.
2.1.3 Dodekagonale Tilings
Der Vollsta¨ndigkeit halber fu¨hren wir hier auch fu¨r Tilings mit dodekagonaler
Symmetrie noch ein Beispiel an: das Socolar-Tiling.
Abbildung 2.4: Dodekagonales Socolar-Tiling.
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2.2 Phasonische Flips
Die fu¨r Quasikristalle spezifische Dynamik besteht in den phasonischen Flips. Im
vorigen Kapitel haben wir diese u¨ber die lokale Verbiegung des Auswahlstreifens
beschrieben, wodurch es zu lokalen Umordnungen der Vertizes kommt. Im Ti-
lingbild entspricht dies einer Umlagerung einzelner Tiles. In Abb. 2.5 ist dies am
Beispiel des Penrose-Rhomben-Tilings gezeigt.2 Es entstehen keine neuen Arten
von Tiles, die verschiedenen Rhomben werden lediglich umgelagert. Dadurch wer-
den allerdings die Matching-Rules (U¨bereinstimmung der Pfeilrichtungen an den
gemeinsamen Kanten der Tiles) verletzt.
Abbildung 2.5: Mo¨gliche Flips im Penrose-Rhomben-Tiling.
2.3 Random-Tilings
Der Begriff des Random-Tilings wurde insbesondere von Henley gepra¨gt [18].
Man versteht darunter Tilings, bei denen die Tiles zufa¨llig aneinandergelegt sind,
ohne Beru¨cksichtigung der Matching-Rules. Dies la¨sst sich auch dadurch reali-
sieren, dass man – ausgehend vom perfekt geordneten Tiling – sukzessive Flips
durchfu¨hrt und somit die Unordnung erho¨ht.
Das Ensemble der Random-Tilings besteht fast ausschließlich aus quasikris-
talla¨hnlichen Strukturen, der Anteil kristalla¨hnlicher Strukturen ist sehr gering.
Daher ist die Entropie des quasikristalla¨hnlichen Anteils sehr viel gro¨ßer als die
des kristalla¨hnlichen. Folglich sind bei hohen Temperaturen, wenn der entropische
Anteil in der freien Energie F = U − TS u¨berwiegt, die quasikristallinen Struk-
turen begu¨nstigt. Man spricht in diesem Fall von entropischer Stabilisierung.
Bewertet man die Matching-Rules energetisch, indem man deren Verletzung
mit einer Strafenergie versieht, die zu einer Erho¨hung der inneren Energie fu¨hrt,
dann ist der Grundzustand bei tiefen Temperaturen das perfekte Tiling, bei dem
die Matching-Rules erfu¨llt sind. Der Quasikristall ist dann energetisch stabilisiert.
2Das zentrale Thema dieser Arbeit bezieht sich auf das Penrose-Pentagon-Tiling. Welche
Flips dort mo¨glich sind, werden wir spa¨ter ausfu¨hrlich behandeln.
Kapitel 3
Clustermodelle als Ordnungsprinzip
fu¨r Quasikristalle
3.1 Motivation
Eine der fundamentalen Fragen auf dem Gebiet der Quasikristalle ist immer noch:
Wie bilden sich solche hochgeordneten Strukturen, und warum sind sie stabil?
(Stabilita¨t bedeutet, dass die freie Energie fu¨r diese Strukturen minimal werden
muss.)
Betrachtet man gewo¨hnliche Kristalle, so ist deren Struktur eine periodische
Anordnung einer einzigen Einheitszelle. Wie stellt sich die Situation nun fu¨r die
Quasikristalle dar? Treten hier die verschiedenen Tiles an die Stelle der Einheits-
zelle? Obwohl sich viele Eigenschaften mit dem Tilingbild sehr gut beschreiben
lassen, gibt es berechtigte Kritik an der Gu¨ltigkeit dieser Beschreibung aus physi-
kalischer Sicht [22]. Denn betrachtet man das Tilingbild als korrekte Wiedergabe
der physikalischen Situation, so mu¨ssten sich die Atome in Form zweier oder
mehrerer verschiedener lokaler Konfigurationen (eben den Tiles) anordnen, die
jeweils energetisch stabil sein mu¨ssten. Hinzu ka¨me, dass die Energien dieser ver-
schiedenen Atomkonfigurationen sehr fein aufeinander abgestimmt sein mu¨ssten,
um mit den fu¨r die verschiedenen Tiles spezifischen Ha¨ufigkeiten aufzutreten.
Des Weiteren mu¨ssten die Wechselwirkungen zwischen den verschiedenen Ti-
les dafu¨r sorgen, dass an den gemeinsamen Kanten die Matching-Rules erfu¨llt
wu¨rden, und zwar in einer energetisch begu¨nstigten Weise. Hinzu kommt noch,
dass in vielen Fa¨llen die Matching-Rules nicht so lokal formuliert werden ko¨nnen
wie z. B. fu¨r das Penrose-Tiling. Vielmehr bestehen die Matching-Rules im Allge-
meinen aus einer Liste aus erlaubten und verbotenen lokalen Tilekonfigurationen
bis zu einem gewissen Radius. Es kann sich dann nicht mehr nur um kurzreich-
weitige atomare Wechselwirkungen handeln.
Verschiedene Alternativen wurden diskutiert, um diese Probleme zu umgehen,
wie z. B. Random-Tilings, bei denen die Entropie maximiert wird (entropische
Stabilisierung). Alle diese Alternativen beschreiben nicht perfekt quasiperiodische
Strukturen. Als jedoch auch Quasikristalle entdeckt wurden, die einen sehr hohen
Grad an Perfektion – ebenso perfekt wie periodische Kristalle, die aus vergleich-
baren Elementen aufgebaut sind – aufweisen und zudem thermodynamisch stabil
sind, standen die Forscher vor dem Problem, dass das Tilingbild (insbesondere
das Penrose-Tiling) einerseits durch die experimentell beobachteten Strukturen
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gestu¨tzt wurde, dass es andererseits aber vom theoretisch-physikalischen Stand-
punkt eher fragwu¨rdig blieb.
3.2 Experimentelle Beobachtung
Betrachtet man Quasikristalle (insbesondere solche mit dekagonaler Symmetrie)
unter dem Elektronenmikroskop, so fa¨llt auf, dass die beobachteten Struktu-
ren ha¨ufig von einem einzigen Motiv dominiert werden (
”
zehnza¨hlige Ringe“ in
Abb. 3.1). Es handelt sich dabei um atomare Cluster mit Durchmessern in der
Gro¨ßenordnung von einigen Nanometern. Diese Cluster u¨berdecken die gesamte
Struktur, wobei benachbarte Cluster auch u¨berlappen ko¨nnen.
Abbildung 3.1: Hochauflo¨sende TEM-Aufnahme von dekagonalem AlNiCo
[Quelle: S. Ritsch].
Die Cluster stellen folglich ein strukturell bevorzugtes Motiv dar. Mit anderen
Worten: Es muss sich dabei um eine energetisch gu¨nstige lokale Atomkonfiguration
handeln. Das Festko¨rpersystem wird daher bestrebt sein, seine Energie durch die
Bildung mo¨glichst vieler solcher Cluster zu mimimieren. Aufgrund der
”
dichten
Packung“ von Clustern, die sich daraus ergibt, kommt es zu U¨berlapps.
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3.3
”
Historische“ Entwicklung
Aufgrund von numerischen Simulationen wird vermutet, dass sich energetisch
stabile Atomcluster bereits in der Schmelze formen und sich wa¨hrend der Ver-
festigung (beim Abku¨hlen) zu geordneten Strukturen zusammenlagern. Es gibt
Hinweise darauf, dass es sich hierbei auch um ikosaedrische Cluster handeln kann
[23], die als Bausteine fu¨r Quasikristalle dienen ko¨nnten.
Ein erster Schritt in Richtung der Clusterbeschreibung von Quasikristallen
war das 1991 von Burkov vorgeschlagene Modell fu¨r dekagonales AlCuCo [5]. Es
handelt sich dabei um ein atomares Strukturmodell, das mit nur einem einzigen
Baustein (einem mit Atomen dekorierten Dekagon) auskommt, wenn man auch
U¨berlappungen der Bausteine zula¨sst. Allerdings la¨sst sich mit diesem Modell die
quasiperiodische Ordnung nicht erkla¨ren.
Jeong und Steinhardt haben 1994 fu¨r das Penrose-Rhomben-Tiling ge-
zeigt [21], dass es im Prinzip mo¨glich ist, die Stabilita¨t quasiperiodischer Struk-
turen u¨ber die Stabilita¨t eines oder mehrerer Cluster zu erkla¨ren. Als Cluster
wurden hier verschiedene lokale Anordnungen der dicken und du¨nnen Penrose-
Rhomben betrachtet. Durch unterschiedliche Wahl der Cluster und Variation
der Energiezuordung zu diesen Clustern erhielten Jeong und Steinhardt in
Monte-Carlo-Simulationen Tilings mit verschiedenen Ordnungsgraden.
3.4 Clustermodelle: Die grundlegende Idee
In Clustermodellen betrachtet man die Tilings als eine U¨berdeckung oder dichte
Packung mit identischen Kopien eines einzigen Clusters, wobei die Cluster u¨ber-
lappen du¨rfen. Der Cluster ist das Analogon zur Einheitszelle im periodischen
Kristall und wird auch als
”
Quasi-Einheitszelle“ bezeichnet.
Viele quasiperiodische Tilings besitzen solche charakteristischen Cluster, die
sehr ha¨ufig auftreten oder sogar das ganze Tiling u¨berdecken. Folglich muss es sich
dabei um ein
”
energetisch begu¨nstigtes“ Motiv handeln. Die Struktur wird daher
versuchen, die Dichte der Cluster zu maximieren, um die Energie zu minimieren.
Dadurch kommt es zu U¨berlapps zwischen den Clustern.
Durch bestimmte Bedingungen, die fu¨r die U¨berlapps zweier Cluster gefordert
werden, ist die Zahl der relativen Positionen und Orientierungen benachbarter
Cluster eingeschra¨nkt. Diese U¨berlappregeln resultieren aus der inneren Struktur
der Cluster: Im U¨berlappbereich mu¨ssen die Strukturen der beiden Cluster u¨ber-
einstimmen. (Im atomaren Bild bedeutet dies, dass zwei u¨berlappende Cluster
sich die Atome im U¨berlappbereich teilen und daher in diesem Gebiet u¨berein-
stimmen mu¨ssen.) Dadurch kommt letzlich die langreichweitige Translationsord-
nung zu Stande.
Außerdem repra¨sentieren die mit den Regeln vertra¨glichen U¨berlapps die Men-
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ge der erlaubten lokalen Tilekonfigurationen.1 Somit ko¨nnen Clustermodelle als
eine sehr effiziente und elegante Realisierung von Matching-Rules angesehen wer-
den.
3.5 Clusteru¨berdeckungen als Ordnungsprinzip
Es gibt verschiedene Ansa¨tze, diese Ideen als Ordnungsprinzip fu¨r Quasikristalle
zu formulieren [11]:
• Die vollsta¨ndige U¨berdeckung des Raumes mit einem geeigneten Cluster
fu¨hrt zu einer perfekt quasiperiodischen Struktur.
• Die Maximierung der Dichte eines geeigneten Clusters in einem Random-
Tiling-Ensemble fu¨hrt zu einer perfekt quasiperiodischen Struktur.
• Diese beiden Strategien lassen sich auch kombinieren: Unter den vollsta¨ndig
u¨berdeckten Strukturen besitzt die perfekt quasiperiodische die ho¨chste
Clusterdichte.
Diese drei Prinzipien sind eng miteinander verwandt, jedoch nicht vo¨llig gleich-
wertig.2
Fu¨r den Fall des Penrose-Rhomben-Tilings haben Jeong und Steinhardt
gezeigt [22], dass Clusterdichtemaximierung und vollsta¨ndige U¨berdeckung a¨qui-
valent sind. Außerdem stellten sie fest, dass die Clusterdichtemaximierung als
Ordnungsprinzip beim Rhomben-Tiling nicht sehr empfindlich von der Wahl ei-
nes speziellen Clusters abha¨ngt und auch nicht von den relativen Energien bei
der Wahl mehrerer (a¨hnlicher) Cluster.
Das Prinzip der Clusterdichtemaximierung funktioniert auch fu¨r das oktago-
nale Tiling, fu¨r das es keine lokalen Matching-Rules gibt. Ga¨hler und Jeong
haben gezeigt [9], dass es mo¨glich ist, durch Maximierung der Clusterdichte per-
fekt quasiperiodische oktagonale Tilings zu erhalten.
Wenn die ausgewa¨hlten Cluster zu klein oder nicht selektiv genug sind, so
ko¨nnen sie keine perfekt geordneten Strukturen erzwingen. Typischerweise erha¨lt
man in solchen Fa¨llen Supertile-Random-Tilings. Dies sind Random-Tilings mit
großen Tiles (Supertiles), die durch Inflation aus den urspru¨nglichen Tiles her-
vorgehen. Diese Supertilings sind auf einer lokalen Skala geordnet (die innere
Struktur gleicher Supertiles ist identisch). Auf einer gro¨ßeren Skala dagegen sind
diese Tilings ungeordnet, d. h. die Anordnung der Supertiles selbst ist zufa¨llig.
Es ist also mo¨glich, auch mit Clustermodellen Random-Tilings zu erzeugen.
1Es ist dann nicht mehr no¨tig, eine Liste mit erlaubten Umgebungen bis zu einem bestimmten
Radius zu beru¨cksichtigen.
2Je nach Tiling-Modell und Clusterwahl fu¨hren unterschiedliche Ansa¨tze zum Erfolg oder
nicht. Es ist z. B. mo¨glich, dass es sich bei den Tilings mit maximaler Clusterdichte um peri-
odische Strukturen handelt.
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Abbildung 3.2: Supertiling im Penrose-Rhomben-Tiling bei Maximierung
der Dichte von dekagonalen Clustern (aus [21]).
Die Clusterdichte bzw. die Zahl der Vertizes des Supertilings ha¨ngt nur von
den Dichten der verschiedenen Tiles ab. Wenn die Tilesto¨chiometrie nicht festge-
halten, sondern zur Maximierung der Clusterdichte mitvariiert wird, dann ist es
auch mo¨glich, dass der Grundzustand ein periodisches Tiling ist.
3.6 Aperiodisches Dekagon als Clustermodell fu¨r
dekagonale Tilings
3.6.1 Perfekte U¨berdeckungen
Beim aperiodischen Dekagon von Gummelt [15, 16] handelt es sich um ein
regula¨res Zehneck, das eine Farbdekoration besitzt (Abb. 3.3). Beim U¨berlapp
zweier solcher Dekagone mu¨ssen die Farbdekorationen im U¨berlappgebiet u¨ber-
einstimmen, d. h. weiße Bereiche mu¨ssen u¨ber weißen und gefa¨rbte Bereiche
u¨ber gefa¨rbten zur Deckung kommen. Infolgedessen sind nur zwei Typen von
U¨berlapps mo¨glich: die kleineren A-U¨berlapps und die gro¨ßeren B-U¨berlapps
(Abb. 3.3).3 Außerdem kommen innerhalb eines Dekagons fu¨r die A-U¨berlapps
nur vier, fu¨r die B-U¨berlapps nur zwei Zonen in Betracht (Abb. 3.5), was die
mo¨glichen Orientierungen einschra¨nkt. Diese U¨berlappzonen ko¨nnen wir auch als
3Es wa¨ren zwar auch noch kleinere U¨berlapps mit der Farbdekoration vertra¨glich, doch dann
wa¨re keine vollsta¨ndige U¨berdeckung mehr mo¨glich.
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”
verallgemeinerte Kanten“ verstehen, die aufgrund der Farbdekoration eine Ori-
entierung besitzen.
A
B
Abbildung 3.3: Aperiodisches Dekagon nach Gummelt. Rechts sind die
beiden mo¨glichen U¨berlapptypen A und B dargestellt.
Nach einem streng mathematischen Beweis von Gummelt [16] bilden die
Dekagonzentren bei vollsta¨ndiger U¨berdeckung der Ebene die Vertizes eines per-
fekten Penrose-Pentagon-Tilings. Umgekehrt gibt es zu jedem perfekten Penrose-
Pentagon-Tiling genau eine Dekagonu¨berdeckung.
Abbildung 3.4: U¨berdeckungen mit dem Gummelt-Dekagon. Die Cluster-
zentren bilden ein perfektes Pentagon-Tiling.
3.6.2 Relaxierte U¨berdeckungen, Random-Tilings
Viele experimentell beobachtete dekagonale Strukturen sind nicht perfekt quasi-
periodisch. Daher muss das Modell auf Random-Tilings erweitert werden. Gum-
melt und Bandt haben eine relaxierte Variante der U¨berlappregeln vorgeschla-
gen [17]. Damit lassen sich dann mit ein und derselben Baueinheit – dem Dekagon
– sowohl perfekte als auch Random-Tilings erzeugen, je nach verwendeter U¨ber-
lappregel. Es ko¨nnen also, ebenso wie fu¨r Tilings, energetische und entropische
Stabilisierungsmechanismen diskutiert werden.
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A4 A1
A3 A2
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Abbildung 3.5: U¨berlappzonen des Gummelt-Dekagons. Fu¨r die kleineren
A-U¨berlapps gibt es vier, fu¨r die gro¨ßeren B-U¨berlapps zwei Zonen (links).
Diese ko¨nnen als ”verallgemeinerte Kanten“ aufgefasst werden (rechts).
Die relaxierten U¨berlappregeln von Gummelt und Bandt geben die Farbde-
koration des Dekagons auf und behalten nur noch die U¨berlappzonen fu¨r die A-
und B-U¨berlapps bei. Da wegen der fehlenden Farbdekoration die U¨berlapps nicht
mehr orientiert sind, wird die Zahl der mo¨glichen U¨berlapps bei der relaxierten
Regel erweitert.
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Abbildung 3.6: Hexagon-Boot-Stern- und Pentagon-Tiling. Links: Zusam-
menhang der verschiedenen Tiles. Rechts: Random-Pentagon-Tiling, bei dem
die spitzen Tiles (grau eingefa¨rbt) vollsta¨ndig von Pentagonen umgeben sind,
und Random-Hexagon-Boot-Stern-Tiling (graue Linien).
Wie im vorigen Abschnitt erwa¨hnt, sind vollsta¨ndige U¨berdeckungen mit dem
aperiodischen Dekagon (d. h. bei Einhaltung der perfekten Regeln mit der Farbde-
koration) a¨quivalent zu perfekten Penrose-Pentagon-Tilings. Das Random-Tiling-
Ensemble, das den U¨berdeckungen mit den relaxierten Regeln entspricht, be-
steht allerdings nicht – wie man vielleicht zuna¨chst erwarten wu¨rde – aus dem
gesamten Ensemble der Random-Pentagon-Tilings. Vielmehr bilden die relaxier-
ten U¨berdeckungen nur eine Untermenge davon, und zwar gerade diejenigen Ti-
lings, bei denen die spitzen Tiles (Stern, Schiff und Rhombus) stets vollsta¨ndig
von Pentagonen umgeben sind. Diese Tilings sind a¨quivalent zu den Hexagon-
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Boot-Stern-Tilings. Mit den relaxierten U¨berlappregeln ergibt sich also das En-
semble der Random-Hexagon-Boot-Stern-Tilings (Abb. 3.6). Fu¨r jedes Random-
Hexagon-Boot-Stern-Tiling gibt es mehrere Mo¨glichkeiten der Realisierung durch
Dekagon-U¨berdeckungen mit der relaxierten Regel.
3.6.3 Beziehung zum Penrose-Rhomben-Tiling
Ein intuitiverer, jedoch weniger strikter4 Beweis als der von Gummelt gegebene
[16] stammt von Jeong und Steinhardt [22]. Dieser stellt einen direkten Bezug
zwischen dem aperiodischen Dekagon mit seiner Farbdekoration und dem dicken
Penrose-Rhombus mit der Pfeildekoration auf den Kanten her. Die Rhombussei-
ten entsprechen den verallgemeinerten Kanten des Dekagons.
Abbildung 3.7: Vergleich der erlaubten Dekagonu¨berlapps mit den erlaub-
ten Tilekonfigurationen im Rhomben-Tiling (aus [22]). Die Rhombusseiten
entsprechen den verallgemeinerten Kanten des Dekagons.
Abbildung 3.8: A¨quivalenz von vollsta¨ndiger Dekagonu¨berdeckung und per-
fektem Rhomben-Tiling (aus [38]). Das perfekte Rhomben-Tiling besitzt die
ho¨chste Clusterdichte.
Betrachtet man die mo¨glichen U¨berlapps des Gummelt-Dekagons, so erkennt
man unmittelbar, dass dabei auch die Matching-Rules fu¨r die Penrose-Rhomben
erfu¨llt werden. Die Lu¨cken, die zwischen den dicken Rhomben bei der Deka-
gonu¨berdeckung nicht von Tiles besetzt sind, ko¨nnen in eindeutiger Weise gema¨ß
4Der Beweis von Jeong und Steinhardt nimmt die Menge der mo¨glichen Umgebungen
eines Dekagons, die im Beweis von Gummelt erst abgeleitet werden, als gegeben an.
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den Matching-Rules des Penrose-Tilings mit du¨nnen Rhomben aufgefu¨llt werden.
Wie Jeong und Steinhardt gezeigt haben [22], besitzen von allen Tilings, die
aus den beiden Penrose-Rhomben zusammengesetzt sind, die perfekten Penrose-
Tilings die ho¨chste Dichte an Gummelt-Dekagonen.
Der Fall der relaxierten U¨berlappregeln, bei denen die U¨berlapps und damit
auch die verallgemeinerten Kanten nicht mehr orientiert sind, ist a¨quivalent zur
Vernachla¨ssigung der Pfeildekorationen auf den Rhombenseiten in den Random-
Penrose-Tilings.
3.6.4 Besta¨tigung des Modells durch Experiment und Simu-
lation
Inzwischen gibt es viele experimentelle Beispiele, auf die sich das Gummelt’sche
Modell des aperiodischen Dekagons anwenden la¨sst. Dabei wird versucht, eine
atomare Dekoration des Dekagons zu finden, die einerseits die Farbdekoration
gleichwertig ersetzt und andererseits die korrekte Sto¨chiometrie der betreffenden
Legierung ergibt.
Abbildung 3.9: Atomare Dekoration des Gummelt-Clusters fu¨r dekagonales
Al72Ni20Co8 nach Abe et al. (aus [1]). Die Struktur besteht aus zwei ver-
schiedenen Schichten in der periodischen Richtung. Die gefu¨llten Kreise sind
Atome bei z = 0, die offenen Kreise sind Atome bei z = 1/2 (in Einheiten
der Periode in Stapelrichtung z).
Abe et al. haben z. B. ein Modell fu¨r AlNiCo gefunden [1], das dessen perfekt
geordnete dekagonale Phase (Al72Ni20Co8) sehr gut beschreibt (Abb. 3.9). Diese
dekagonale Phase besteht aus quasikristallinen Schichten, die in der dazu senk-
rechten Richtung periodisch gestapelt sind.5 Aus verschiedenen experimentellen
Daten (Symmetrie, Sto¨chiometrie, Dichte, elektronenmikroskopische Aufnahmen
5Genauer: Die Periode dieser Stapelung umfasst zwei Schichten.
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etc.) wurde die atomare Dekoration ermittelt, die die Realita¨t am besten be-
schreibt. Es stellt sich heraus, dass es sich dabei um ein Modell handelt, das
nicht beschrieben werden kann als einfache Dekoration eines Penrose-Rhomben-
Tilings, bei dem die beiden Rhombentypen jeweils identisch dekoriert sind.
Ein wichtiger Beitrag zum tieferen Versta¨ndnis der gebrochenen zehnza¨hligen
Symmetrie in aperiodischen dekagonalen Clustern stammt von Yan und Pen-
nycook [43]. In Ab-initio-Rechnungen fu¨r Al72Ni20Co8 stellten sie fest, dass der
Grund fu¨r die Symmetriebrechung in chemischen Ordnungsvorga¨ngen innerhalb
des Clusters liegt (Abb. 3.10). Finden diese nicht statt, so besitzen die Cluster
volle dekagonale Symmetrie, und die resultierenden Strukturen sind Random-
Tilings. Es scheint also, dass asymmetrische Cluster von der elektronischen Struk-
tur in dekagonalen Quasikristallen bevorzugt werden.
Abbildung 3.10: Strukturmodell fu¨r Al72Ni20Co8 von Yan und Penny-
cook (aus [43]). Die kleinen Kreise sind Al-Atome, die großen Kreise die
U¨bergangsmetalle. Die beiden Schichten sind farblich unterschieden. Links
ist die symmetrische Ausgangskonfiguration dargestellt; der innerste Ring
entha¨lt zu 50% Al-Atome und zu 50% U¨bergangsmetalle. Rechts ist der
Zustand nach der chemischen Umordnung abgebildet.
Es besteht allerdings noch keine Einigkeit daru¨ber, ob die Brechung der de-
kagonalen Symmetrie intrinsisch ist oder ob der atomare Cluster an sich symme-
trisch ist und die Symmetriebrechung erst durch chemische Umordnung zwischen
den Al- und den U¨bergangsmetall-Atomen zu Stande kommt.
Der erste Standpunkt wird von Abe et al. vertreten. Sie gehen davon aus, dass
der Cluster von vornherein eine atomare Struktur aufweist, die der Dekoration
des aperiodischen Dekagons entspricht. In diesem Fall ist die atomare Struktur
eine direkte Manifestation der U¨berlappregeln.
Demgegenu¨ber vertreten Yan und Pennycook die Meinung, dass die Sym-
metriebrechung spontan zu Stande kommt. In ihren Simulationen gingen sie von
einem symmetrischen Cluster aus (Abb. 3.10, links), bei dem sie den a¨ußeren
Ring von Atomen festhielten. Im inneren Ring sind die Atome hingegen beweg-
lich. Dort finden chemische Umordnungsprozesse und Positionsa¨nderungen statt,
die zur Symmetriebrechung fu¨hren (Abb. 3.10, rechts).
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3.7 Oktagonale Tilings
Fu¨r das undekorierte oktagonale Ammann-Beenker-Tiling gibt es zwar keine lo-
kalen Matching-Rules (siehe Abschn. 2.1.2). Dennoch ist es mo¨glich, ein Clus-
termodell als Ordnungsprinzip zu formulieren. Das im Folgenden beschriebene
Modell geht auf Ga¨hler und Jeong zuru¨ck [9, 10].
Abbildung 3.11: Oktagon- und Schiff-Cluster fu¨r das oktagonale Ammann-
Beenker-Tiling.
Abbildung 3.12: Supertile-Random-Tiling im Ammann-Beenker-Tiling bei
Maximierung der Dichte des oktagonalen Clusters.
Wird die Dichte der beiden in Abb. 3.11 dargestellten Cluster (Oktagon und
Schiff) maximiert, wobei die relativen Energien in einem weiten Energiebereich
variieren ko¨nnen, so ergibt sich als Grundzustand ein perfekt quasiperiodisches
oktagonales Tiling. Wird dagegen nur der oktagonale Cluster begu¨nstigt, so be-
sitzen alle Tilings in einem Ensemble von Supertile-Random-Tilings (Abb. 3.12)
dieselbe Clusterdichte. Wenn die Tilesto¨chiometrie des perfekten Tilings fest vor-
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gegeben wird, so ist der Grundzustand ein Supertile-Random-Tiling. Wenn al-
lerdings die Sto¨chiometrie nicht vorgegeben wird, so besitzt der Zustand, dessen
Supertiling nur aus Rhomben besteht, die ho¨chste Clusterdichte.
Die beiden Cluster sind so gewa¨hlt, dass sie die Alternierungsregel bevorzu-
gen. Diese besagt, dass entlang jeder Kette von Tiles mit parallelen Kanten die
Rhombenorientierungen sich abwechseln mu¨ssen, was durch Pfeile auf den Tile-
kanten erzwungen werden kann (Abb. 3.13). Alle Tilings, die diese Regel erfu¨llen,
sind quasiperiodisch und besitzen mindestens vierza¨hlige Symmetrie [25]. Unter
diesen besitzt das oktagonale Tiling die ho¨chste Clusterdichte.
Abbildung 3.13: Alternierungsregel fu¨r das Ammann-Beenker-Tiling.
U¨bertra¨gt man die Pfeildekoration auf den oktagonalen Cluster, so ist es aus-
reichend, alleine dessen Dichte zu maximieren. Ein Tiling, das von diesem Cluster
u¨berdeckt wird, erfu¨llt die Alternierungsregel. Unter diesen Tilings besitzt das
oktagonale die ho¨chste Clusterdichte.
Abbildung 3.14: Oktagon-Cluster mit Pfeildekoration.
Eine Anwendung dieses Clustermodells (durch atomare Dekoration) auf ok-
tagonale MnSiAl-Quasikristalle wurde von Ben-Abraham und Ga¨hler vorge-
schlagen [3].
3.8 Dodekagonale Tilings
Fu¨r den dodekagonalen6 Fall haben Ga¨hler et al. ein Modell vorgestellt [12], das
allerdings zwei verschiedene Cluster (Dodekagon und
”
Schmetterling“) beno¨tigt,
6Das Modell ist hier am Beispiel des Socolar-Tilings erla¨utert. Es la¨sst sich aber aufgrund
der lokalen A¨quivalenz von Socolar- und Shield-Tiling auf letzteres u¨bertragen.
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um das gesamte Tiling zu u¨berdecken.
Wie beim oktagonalen Tiling gibt es auch im dodekagonalen Tiling eine Al-
ternierungsregel, die besagt, dass entlang jeder beliebigen Kette von Tiles mit
parallelen Kanten die Rhomben sich abwechseln mu¨ssen (Abb. 3.15). Die beiden
Cluster sind so gewa¨hlt, dass eine U¨berdeckung die Alternierungsregel erfu¨llt und
somit Quasiperiodizita¨t erzwingt.
Abbildung 3.15: Alternierungsregel fu¨r das Socolar-Tiling.
Unter allen mo¨glichen U¨berdeckungen besitzen diejenigen mit der maximalen
Clusterdichte auch die maximale, also 12-za¨hlige Symmetrie; alle anderen U¨ber-
deckungen besitzen mindestens 6-za¨hlige Symmetrie.
Abbildung 3.16: Socolar-Tiling mit Dodekagon- und Schmetterling-Cluster.

Teil II
Statistische Physik und
Monte-Carlo-Methoden

Kapitel 4
Statistische Physik
In diesem Kapitel wollen wir die wichtigsten Grundlagen und Begriffe aus der sta-
tistischen Physik zusammenfassen, die fu¨r die vorliegende Arbeit beno¨tigt werden:
zum einen fu¨r das Versta¨ndnis der Monte-Carlo-Methoden, zum anderen fu¨r die
Auswertung der Daten.
4.1 Wahrscheinlichkeiten
Die statistische Physik bescha¨ftigt sich mit den Eigenschaften von Vielteilchen-
systemen. Aufgrund der sehr großen Zahl an Teilchen ist es in praxi unmo¨glich,
die einzelnen Bewegungsgleichungen exakt zu lo¨sen, auch wenn diese bekannt sein
sollten. Auf der anderen Seite weisen Systeme, die aus sehr vielen Teilchen be-
stehen, ein wohldefiniertes makroskopisches Verhalten auf, das sich durch einige
wenige Zustandsgro¨ßen wie z. B. die Temperatur oder den Druck beschreiben
la¨sst.
Die statistische Physik betrachtet daher nicht mehr das deterministische, mi-
kroskopische Verhalten der einzelnen Teilchen, sondern geht u¨ber zu einer sta-
tistischen Beschreibung des Systems. Anstatt die Bewegungsgleichungen exakt
zu lo¨sen, werden die Wahrscheinlichkeiten betrachtet, das System in dem einen
oder anderen Zustand anzutreffen, der z. B. einen bestimmten Druck besitzt.
Aus den mechanischen Bewegungsgleichungen wird eine
”
Bewegungsgleichung“
fu¨r die Wahrscheinlichkeiten (die sog. Master-Gleichung), die deren zeitliche Ent-
wicklung beschreibt.
4.1.1 Master-Gleichung
Unser System befinde sich mit der Wahrscheinlichkeit wµ(t) zur Zeit t in einem
Zustand µ. Weiter sei R(µ → ν) dt die Wahrscheinlichkeit, das System in ir-
gendeinem Zustand ν eine Zeitspanne dt spa¨ter anzutreffen. R(µ → ν) ist die
U¨bergangsrate fu¨r den U¨bergang von µ nach ν. Die U¨bergangsrate wird u¨blicher-
weise als zeitunabha¨ngig angenommen. Wir ko¨nnen damit die Master-Gleichung
fu¨r die zeitliche Entwicklung des Systems bzw. der Besetzungswahrscheinlichkei-
ten wµ(t) schreiben als
dwµ(t)
dt
=
∑
ν
[
wν(t)R(ν → µ)− wµ(t)R(µ→ ν)
]
. (4.1)
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Der erste Term auf der rechten Seite beschreibt die Zuga¨nge von allen ande-
ren Zusta¨nden ν zu dem betrachteten Zustand µ; der zweite Term steht fu¨r die
Abga¨nge von µ in alle mo¨glichen Zusta¨nde ν. Die Wahrscheinlichkeiten wµ(t)
mu¨ssen dabei noch der Normierung
∑
µwµ(t) = 1 genu¨gen, da sich das System
in irgendeinem Zustand befinden muss.
Die U¨bergangsraten R(µ → ν) nehmen nicht irgendwelche beliebigen Werte
an. Sie mu¨ssen so gewa¨hlt werden, dass sie die Wechselwirkungen des Systems
z. B. mit einem a¨ußeren Wa¨rmebad wiedergeben.1
4.1.2 Statistisches Gleichgewicht
Vom statistischen Gleichgewicht spricht man, wenn sich die Wahrscheinlichkei-
ten zeitlich nicht mehr a¨ndern, d. h. dwµ/dt = 0. Die beiden Beitra¨ge auf der
rechten Seite von (4.1) heben sich dann gegenseitig auf. Da es sich bei der Master-
Gleichung um eine Differentialgleichung erster Ordnung mit reellen Parametern
handelt und da die Wahrscheinlichkeiten wµ wegen der Normierung auf Werte
zwischen null und eins begrenzt sind, strebt jedes System, das durch Gleichungen
der Form (4.1) beschrieben wird, einem Gleichgewichtszustand zu. Wir bezeich-
nen die Wahrscheinlichkeiten dann mit
pµ = lim
t→∞
wµ(t) . (4.2)
4.1.3 Markov-Prozess
Unter einem Markov-Prozess verstehen wir einen Mechanismus, der das System
aus einem Zustand µ in einen neuen Zustand ν bringt, und zwar unabha¨ngig
davon, in welchem Zustand sich das System davor befunden hat. Dies geschieht
in einer stochastischen Weise, d. h. wir erhalten nicht jedes Mal denselben Zu-
stand ν, wenn sich das System im Zustand µ befindet. Des Weiteren muss die
Wahrscheinlichkeit dafu¨r, dass der neue Zustand derselbe wie der alte ist, nicht
unbedingt null sein, d. h. das System kann auch im Zustand µ bleiben.
In Simulationen wird eine Kette von aufeinanderfolgenden Zusta¨nden durch-
laufen (sog. Markov-Kette), indem aus einem Zustand µ1 durch den Markov-
Prozess ein neuer Zustand µ2 erzeugt wird, auf den wiederum der Prozess an-
gewandt und so ein weiterer Zustand µ3 erzeugt wird usw. Der Markov-Prozess
muss so gewa¨hlt werden, dass er (bei hinreichend langer Laufzeit) eine Abfolge
von Zusta¨nden erzeugt, die mit der gewu¨nschten Wahrscheinlichkeitsverteilung
auftreten.
1Dementsprechend werden wir spa¨ter die U¨bergangsraten fu¨r die Monte-Carlo-Simulationen
zu wa¨hlen haben.
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4.1.4 Ergodizita¨t
Die Bedingung der Ergodizita¨t besagt, dass es mo¨glich sein sollte, mit dem Markov-
Prozess von jedem beliebigen Zustand aus jeden beliebigen anderen Zustand
zu erreichen, wenn die Kette nur lange genug ist. Diese Forderung ist notwen-
dig, damit auch jeder mo¨gliche Zustand mit der korrekten Wahrscheinlichkeit
auftreten kann. Dies erlaubt es zwar, dass U¨bergangswahrscheinlichkeiten zwi-
schen Zusta¨nden auch null sein ko¨nnen, es muss jedoch zwischen beliebigen zwei
Zusta¨nden mindestens einen Weg mit nicht verschwindenden U¨bergangswahr-
scheinlichkeiten geben.
4.1.5 Detailliertes Gleichgewicht
Eine weitere Forderung ist die des detaillierten Gleichgewichts. Damit wird ga-
rantiert, dass das System im Gleichgewicht auch die gewu¨nschte Wahrscheinlich-
keitsverteilung besitzt.
Im statistischen Gleichgewicht (dwµ/dt = 0, wµ(t) = const = pµ) folgt aus
der Master-Gleichung (4.1)∑
ν
pνR(ν → µ) =
∑
ν
pµR(µ→ ν) . (4.3)
Es la¨sst sich zeigen, dass diese Bedingung nicht zwingend ausreicht, um zu garan-
tieren, dass das System auch die gewu¨nschte Gleichgewichtsverteilung anstrebt.2
Vielmehr ist es notwendig, dass obige Gleichung fu¨r jeden einzelnen Summanden
erfu¨llt ist:
pνR(ν → µ) = pµR(µ→ ν) . (4.4)
Diese Bedingung la¨sst sich fu¨r eine gegebene Dynamik leichter u¨berpru¨fen. Ist sie
erfu¨llt, so gilt auch (4.3).
Gleichung (4.4) besagt, dass im Mittel ebenso viele U¨berga¨nge von µ nach
ν stattfinden wie umgekehrt. Man spricht dann vom detaillierten Gleichgewicht.
Eine physikalische Begru¨ndung fu¨r die Notwendigkeit dieser Bedingung ist die
Zeitumkehrsymmetrie physikalischer Prozesse.
4.1.6 Der Ensemblebegriff
Die statistische Physik geht davon aus, dass das Bild eines einzigen, zeitlich pro-
pagierenden Systems gleichwertig ist mit einem statistischen Bild, in dem alle
mo¨glichen Mikrozusta¨nde gleichzeitig existieren und mit ihren jeweiligen Beset-
zungswahrscheinlichkeiten gewichtet werden. Diese
”
statistische Koexistenz“ be-
zeichnet man als Ensemble.
2Das System ko¨nnte auch in ein dynamisches Gleichgewicht in Form eines Grenzzyklus
hineinlaufen (siehe dazu z. B. [29], S. 36).
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Diese Gleichsetzung von zeitlichem und Ensemble-Mittelwert impliziert, dass
das Ensemble alle dem System zuga¨nglichen Zusta¨nde umfasst bzw. dass jeder
mo¨gliche Mikrozustand irgendwann durchlaufen wird (Ergodizita¨t).
4.1.7 Mittelwerte
Die makroskopischen Gro¨ßen, durch die sich ein Vielteilchensystem beschreiben
la¨sst, sind Mittelwerte u¨ber die verschiedenen mikroskopischen Zusta¨nde. Be-
trachtet man z. B. ein Gas in einem Beha¨lter, so a¨ndert sich seine Temperatur
und sein Druck ohne a¨ußere Einwirkung, also im Gleichgewicht nicht, obgleich
sein mikroskopischer Zustand sta¨ndig wechselt. Durch die Mittelwertbildung he-
ben sich bei großen Systemen die mikroskopischen Fluktuationen gegenseitig auf,
so dass die Mittelwerte wohldefinierte Gro¨ßen sind.
Der Mittelwert einer Gro¨ße A, die im Zustand µ den Wert Aµ annimmt, ist
(im Gleichgewicht) definiert als
〈A〉 =
∑
µ
pµAµ , (4.5)
wobei die Summe u¨ber alle dem System zuga¨nglichen Zusta¨nde la¨uft. Beispiele
fu¨r solche makroskopischen Gro¨ßen, die Mittelwerte darstellen, sind die innere
Energie U = 〈E〉 oder das magnetische Moment 〈m〉 = 〈∑i si 〉 (si sind die
Einstellungen der einzelnen Spins).
4.2 Boltzmann-Verteilung (Kanonisches Ensemble)
4.2.1 Besetzungswahrscheinlichkeit
Fu¨r ein System, das sich im thermischen Gleichgewicht mit einem Wa¨rmebad der
Temperatur T befindet, werden die Besetzungswahrscheinlichkeiten von Zusta¨n-
den mit den Energien Eµ beschrieben durch die Boltzmann-Verteilung
pµ =
1
Z
e−Eµ/kBT (4.6)
mit der Boltzmann-Konstanten kB. Man spricht dann von einem kanonischen
Ensemble. U¨blicherweise wird als Abku¨rzung fu¨r den Faktor 1/kBT die inverse
Temperatur
β =
1
kBT
(4.7)
verwendet; dieser Konvention werden wir in dieser Arbeit folgen. Damit lautet
dann die Boltzmann-Verteilung
pµ =
1
Z
e−βEµ . (4.8)
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Den Normierungsfaktor Z bezeichnet man als Zustandssumme. Aus der Normie-
rungsbedingung
∑
µ pµ = 1 folgt
Z =
∑
µ
e−βEµ . (4.9)
4.2.2 Energieverteilung
Die Wahrscheinlichkeitsverteilung pµ bezieht sich auf die einzelnen Zusta¨nde. Die-
se besitzen jedoch nicht alle unterschiedliche Energien. Wenn wir daran interes-
siert sind, mit welchen Wahrscheinlichkeiten die Energien verteilt sind, mu¨ssen
wir den Entartungsgrad g(E) der verschiedenen Energieniveaus beru¨cksichtigen.
Die Wahrscheinlichkeit, das System im Energiezustand Eµ = E anzutreffen, ist
dann
P (E) = g(E)e−βE . (4.10)
In großen Systemen3 ist diese Verteilung sehr stark um den Mittelwert der Energie
lokalisiert.
P (E )
E E
Abbildung 4.1: Energieverteilung im kanonischen Ensemble.
4.2.3 Mittelwerte
Mit (4.5) und (4.8) gilt fu¨r Mittelwerte im kanonischen Ensemble bei einer be-
stimmten Temperatur β
〈A〉 = 1
Z
∑
µ
Aµe
−βEµ . (4.11)
3Die Breite des Peaks in Abb. 4.1 ist proportional zu 1/
√
N . (N ist dabei die Zahl der
Teilchen in dem System.)
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Der Erwartungswert der Energie 〈E〉 (aus der Thermodynamik als innere Energie
U bekannt) ist z. B. gegeben durch
U = 〈E〉 = 1
Z
∑
µ
Eµe
−βEµ . (4.12)
Wie man leicht sieht, kann dies auch geschrieben werden als Ableitung der Zu-
standssumme (4.9):
U = − 1
Z
∂Z
∂β
= − ∂
∂β
lnZ . (4.13)
4.2.4 Fluktuationen
Auch die Fluktuationen observabler Gro¨ßen beschreiben wichtige physikalische
Eigenschaften.
Betrachten wir als Beispiel wieder die Energie E. Die mittlere quadratische
Schwankung um den Mittelwert U = 〈E〉 ist
(∆E)2 = 〈(E − 〈E〉)2〉 = 〈E2〉 − 〈E〉2 . (4.14)
Die Gro¨ße 〈E2〉 erhalten wir durch Ableiten aus der Zustandssumme, a¨hnlich wie
wir im vorigen Abschnitt den Mittelwert 〈E〉 berechnet haben:
〈E2〉 = 1
Z
∑
µ
E2µe
−βEµ =
1
Z
∂2Z
∂β2
. (4.15)
Es gilt also
(∆E)2 =
1
Z
∂2Z
∂β2
−
(
1
Z
∂Z
∂β
)2
=
∂2
∂β2
lnZ . (4.16)
Andererseits ist die spezifische Wa¨rme aus der Thermodynamik als Ableitung der
inneren Energie nach der Temperatur bekannt:
C =
1
N
∂U
∂T
= −kBβ
2
N
∂U
∂β
(4.13)
=
kBβ
2
N
∂2
∂β2
lnZ . (4.17)
(N ist die Zahl der Teilchen in dem System.) Wir erhalten also einen Zusammen-
hang zwischen der thermodynamischen Variablen C und den Energiefluktuatio-
nen:
C =
kBβ
2
N
(∆E)2 =
kBβ
2
N
(〈E2〉 − 〈E〉2) . (4.18)
Eine a¨hnliche Beziehung la¨sst sich auch fu¨r die mittlere Magnetisierung ab-
leiten.4 Diese ist definiert als der (normierte) Mittelwert u¨ber alle mo¨glichen
Spinkonfigurationen {(s1, . . . , sN)}:
〈M〉 = 1
N
〈∑
i
si
〉
. (4.19)
4Details dazu sind in der einschla¨gigen Literatur zur statistischen Physik zu finden.
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Die zugeho¨rigen Fluktuationen werden beschrieben durch die Suszeptibilita¨t
χ = Nβ(∆M)2 = Nβ
(〈M2〉 − 〈M〉2) . (4.20)
4.3 Entropie
4.3.1 Definition der Entropie
Eine fundamentale Gro¨ße in der Thermodynamik ist die Entropie. Sie ist in der
statistischen Physik direkt verknu¨pft mit der Zahl der Zusta¨nde, die eine be-
stimmte Energie besitzen. Dies kommt in der Relation
S(E) = kB ln g(E) (4.21)
zum Ausdruck. g(E) ist der Entartungsgrad fu¨r die Energie E.
4.3.2 Temperatur im mikrokanonischen Ensemble
Neben dem bereits beschriebenen kanonischen Ensemble, bei dem die Temperatur
fest vorgegeben ist, gibt es auch das sog. mikrokanonische Ensemble, bei dem
die Energie konstant gehalten wird. In diesem ist die Entropie nach (4.21) das
entscheidende thermodynamische Potential.
Da die verschiedenen Ensembletypen (im thermodynamischen Limes) gleich-
wertige Beschreibungen sein mu¨ssen, muss sich auch im mikrokanonischen Ensem-
ble eine Temperatur definieren lassen, die der im kanonischen Fall vorgegebenen
entspricht. Es gilt, wie in der pha¨nomenologischen Thermodynamik,
1
T
=
∂S
∂E
. (4.22)
Kapitel 5
Phasenu¨berga¨nge und kritische
Exponenten
Wie im Vorwort bereits erwa¨hnt, wollen wir im letzten Teil dieser Arbeit ein drei-
dimensionales dekagonales System aus gestapelten Tilings auf mo¨gliche Ordnungs-
Unordnungs-Phasenu¨berga¨nge untersuchen. Aus diesem Grund erarbeiten wir in
diesem Kapitel die wichtigsten Begriffe und Methoden zum Versta¨ndnis und zur
Analyse von Phasenu¨berga¨ngen.
5.1 Klassifikation von Phasenu¨berga¨ngen
Unter einem Phasenu¨bergang versteht man in der Thermodynamik Unstetigkei-
ten im thermodynamischen Potential (freie Energie F , freie Enthalpie G etc.)
oder in einer seiner Ableitungen (nach der Temperatur, dem Druck etc.). Man
unterschiedet heute in der Regel zwischen zwei Typen von Phasenu¨berga¨ngen:
Phasenu¨berga¨nge erster Ordnung, auch als diskontinuierlich bezeichnet, und Pha-
senu¨berga¨nge zweiter Ordnung, auch kontinuierlich genannt.
Beim Phasenu¨bergang erster Ordnung tritt eine Unstetigkeit in einer der ers-
ten partiellen Ableitungen auf. Beim Phasenu¨bergang zweiter Ordnung verhalten
sich die zweiten Ableitungen am kritischen Punkt nicht-analytisch. Zu erkennen
ist dies an Singularita¨ten in den Response-Funktionen wie z. B. der spezifischen
Wa¨rme C oder der Suszeptibilita¨t χ.
5.2 Ordnungsparameter
Ein typisches Merkmal der kontinuierlichen Phasenu¨berga¨nge ist die Existenz ei-
nes Ordnungsparameters. Darunter versteht man eine makroskopische Variable,
die nur in der geordneten Phase Werte ungleich null annimmt und in der unge-
ordneten Phase identisch null ist. Der Ordnungsparameter ist in verschiedenen
Systemen unterschiedlich definiert.
In einem Ferromagneten z. B. ist der Ordnungsparameter die spontane Ma-
gnetisierung, die sich unterhalb der kritischen Temperatur Tc (die sog. Curie-
Temperatur) ohne ein a¨ußeres Feld einstellt und oberhalb von Tc verschwindet.
40
5.3. Kritische Exponenten 41
5.3 Kritische Exponenten
Sowohl experimentelle Daten als auch die Ergebnisse einer Reihe von exakt lo¨sba-
ren Modellen zeigen, dass die thermodynamischen Eigenschaften in der Na¨he des
kritischen Punktes Tc durch einfache Potenzgesetze beschrieben werden ko¨nnen.
Im Falle eines Magneten gilt fu¨r die Magnetisierung M , die Suszeptibilita¨t χ, die
spezifische Wa¨rme C und die Korrelationsla¨nge ξ
M ∝ |t|β (fu¨r T ≤ Tc bzw. t ≤ 0) , (5.1)
χ ∝ |t|−γ , (5.2)
C ∝ |t|−α , (5.3)
ξ ∝ |t|−ν (5.4)
mit der reduzierten Temperatur
t =
T − Tc
Tc
. (5.5)
Die Zahlen α, β, γ und ν werden kritische Exponenten genannt.
Die kritischen Exponenten eines Modells sind von besonderem Interesse auf-
grund der Universalita¨t. Dies bedeutet, dass die Werte der kritischen Exponenten
unabha¨ngig sind von den Parametern des Modells oder der speziellen Geometrie.
Lediglich so grundlegende Gro¨ßen wie die Dimension des Modells gehen in die kri-
tischen Exponenten ein. Folglich fallen die Werte der Exponenten in verschiedene
Universalita¨tsklassen, und alle Modelle, die zu einer bestimmten Universalita¨ts-
klasse geho¨ren, besitzen dieselben Werte fu¨r die Exponenten.
Es sei noch angemerkt, dass die Exponenten nicht alle unabha¨ngig von ein-
ander sind. Es gilt die sog. Skalenrelation
α + 2β + γ = 2 . (5.6)
5.4 Finite-Size-Scaling
Die ga¨ngigste Methode zur Bestimmung der kritischen Exponenten ist das Finite-
Size-Scaling. Man gewinnt hierbei die Informationen aus der Variation der gemes-
senen Observablen mit der Systemgro¨ße.
Aus den Gleichungen (5.1)–(5.4) lassen sich folgende Beziehungen ableiten:1
ML(t) = L
−β/νM˜(L1/νt) (fu¨r t ≤ 0) , (5.7)
CL(t) = L
α/νC˜(L1/νt) , (5.8)
χL(t) = L
γ/νχ˜(L1/νt) . (5.9)
1Die genaue Herleitung ist in den Standardwerken zu Monte-Carlo-Methoden zu finden, so
z. B. in [29], S. 232.
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L ist hierbei eine charakteristische La¨nge des Systems. Die Funktionen ML, CL
und χL sind die temperaturabha¨ngig gemessenen Gro¨ßen. Die Funktionen M˜ , C˜
und χ˜ nennt man Skalierungsfunktionen. Sie wurden so konstruiert, dass die ge-
samte L-Abha¨ngigkeit von χ z. B. explizit in (5.9) dargestellt ist; die Skalierungs-
funktion χ˜ entha¨lt keine weitere, versteckte L-Abha¨ngigkeit mehr. Mit anderen
Worten: Wenn wir die Funktion χ˜ fu¨r verschiedene Systemgro¨ßen messen, sollten
wir stets dieselbe Funktion erhalten, unabha¨ngig von der Gro¨ße L.
Wir ko¨nnen also die kritischen Exponenten α, β, γ und ν bestimmen, indem
wir Messungen (Simulationen) von ML(t), CL(t) und χL(t) bei verschiedenen
Systemgro¨ßen durchfu¨hren. Mit den Umkehrungen von (5.7)–(5.9),
M˜(L1/νt) = Lβ/νML(t) (fu¨r t ≤ 0) , (5.10)
C˜(L1/νt) = L−α/νCL(t) , (5.11)
χ˜(L1/νt) = L−γ/νχL(t) , (5.12)
erhalten wir die Skalierungsfunktionen M˜(x), C˜(x) und χ˜(x) fu¨r verschiedene
Werte der Skalierungsvariablen x = L1/νt. Da die Skalierungsfunktionen un-
abha¨ngig von L sein sollten, mu¨ssen die Exponenten (und auch die kritische
Temperatur2) so gewa¨hlt werden, dass alle gemessenen Werte von M˜(x), C˜(x)
und χ˜(x) auf jeweils eine einzige Kurve
”
kollabieren“.
Abbildung 5.1: ”Datenkollaps“ der Skalierungsfunktion χ˜ der Suszeptibi-
lita¨t fu¨r das zweidimensionale Ising-Modell (aus [29]).
2Es muss hier noch angemerkt werden, dass auch die kritische Temperatur von der System-
gro¨ße abha¨ngt.
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5.5 Beispiel: Das Ising-Modell
Das wohl am gru¨ndlichsten untersuchte Modell in der statistischen Physik ist
das Ising-Modell [19]. Es ist ein Modell fu¨r einen magnetischen Festko¨rper. Wir
behandeln es an dieser Stelle als Beispiel, da wir bei unserem dreidimensionalen
dekagonalen System in Analogie zum Ising-Modell vorgehen wollen, insbesondere
in Bezug auf die Wahl des Ordnungsparameters.
5.5.1 Definition des Modells
Das Ising-Modell besteht aus einem Punktgitter, bei dem auf jedem Gitterpunkt
i ein Spin si lokalisiert ist. Ein Spin kann dabei die Einstellungen si = ±1 (”spin
up“ bzw.
”
spin down“) einnehmen. In der Regel ist ein quadratisches (in zwei
Dimensionen) oder kubisches Gitter (in drei Dimensionen) gemeint.
J+
−J
−J
J+
Abbildung 5.2: Zweidimensionales Ising-Modell. Die Wechelwirkungsener-
gie zwischen benachbarten Spins ist −J bei paralleler Ausrichtung, +J bei
antiparalleler Ausrichtung.
Die Spin-Spin-Wechselwirkung wird beim Ising-Modell in seiner einfachsten
Form als isotrope Na¨chste-Nachbar-Wechselwirkung angenommen, die beschrie-
ben wird durch Terme der Form −Jsisj. Dabei ist −J die (negative) Kopp-
lungskonstante zwischen zwei Spins. Der energetisch gu¨nstigere Fall ist also eine
parallele Ausrichtung benachbarter Spins. Ohne a¨ußeres Feld lautet die Hamilton-
Funktion dieses Modells dann
H = −J
∑
(i,j)
sisj , (5.13)
wobei die Notation (i, j) besagt, dass nur u¨ber na¨chste Nachbarn summiert wird.
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5.5.2 Magnetisierung als Ordnungsparameter
Ohne a¨ußeres Magnetfeld stellt sich aufgrund der Spin-Spin-Wechselwirkung eine
spontane Magnetisierung ein. Diese ist definiert als magnetisches Moment pro
Spin:
Ms =
1
N
∑
i
si . (5.14)
N ist dabei die Zahl der Gitterpla¨tze. Energetisch besteht kein Unterschied zwi-
schen zwei Konfigurationen mit den Magnetisierungen +Ms und −Ms. Folglich
springt die spontane Magnetisierung des Systems bei T = 0 zwischen den Wer-
ten Ms = ±1 (alle si = +1 oder −1) hin und her, so dass sie im zeitlichen
Mittel verschwindet.3 Daher eignet sich Ms selbst nicht als Ordnungsparameter.
Stattdessen ist der Absolutwert
M =
1
N
∣∣∣∑
i
si
∣∣∣ (5.15)
zu verwenden.4 Dessen Temperaturabha¨ngigkeit ist in Abb. 5.3 dargestellt, zu-
sammen mit der Suszeptibilita¨t, die ein Maß fu¨r die Schwankungen des Ordnungs-
parameters ist (χ ∝ (∆M)2).
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Abbildung 5.3: Magnetisierung und Suszeptibilita¨t fu¨r ein endliches (durch-
gezogene Kurven) und unendliches System (gestrichelte Kurven) in zwei oder
drei Dimensionen.
3Nur im unendlich großen System findet tatsa¨chlich eine Symmetriebrechung statt, so dass
die Magnetisierung in der Tieftemperaturphase auch tatsa¨chlich nur einen der beiden Wer-
te ±1 annimmt. Im endlich großen System gibt es dagegen stets eine von null verschiedene
U¨bergangswahrscheinlichkeit von +Ms nach −Ms (siehe auch [4], S. 42).
4Wenn im Folgenden von der Magnetisierung die Rede ist, so verstehen wir darunter von
nun an stets diesen Absolutwert.
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5.5.3 Kritische Exponenten
In einer Dimension, d. h. bei einer linearen Spin-Kette, beobachtet man keinen
Phasenu¨bergang, oder genauer: Die kritische Temperatur ist Tc = 0. Eine ”
ge-
ordnete Phase“ liegt also nur bei T = 0 vor. Bei allen Temperaturen T > 0 ist
das System ungeordnet.
Fu¨r das zweidimensionale, rechteckige Gitter wurde das Ising-Modell erstmals
von Onsager exakt gelo¨st [31]. Es weist einen Phasenu¨bergang bei Tc > 0 auf.
Die kritischen Exponenten5 sind:
α = 0 , (5.16)
β = 1/8 , (5.17)
γ = 7/4 , (5.18)
ν = 1 . (5.19)
In drei Dimensionen ist das Ising-Modell nicht exakt lo¨sbar. Die kritischen Ex-
ponenten sind nur in Na¨herungslo¨sungen oder Monte-Carlo-Simulationen zuga¨ng-
lich. Man beobachtet ebenfalls einen Phasenu¨bergang bei Tc > 0. Die folgenden
Werte fu¨r die kritischen Exponenten6 stammen aus Simulationen von Ferren-
berg und Landau [8]:
α = 0, 11 , (5.20)
β = 0, 33 , (5.21)
γ = 1, 24 , (5.22)
ν = 0, 63 . (5.23)
5Eine ausfu¨hrliche Berechnung mittels der Transfer-Matrix-Methode ist z. B. in [2], S. 88,
zu finden. Die einzelnen Werte fu¨r die Exponenten stehen auf S. 122.
6Der Wert fu¨r den Exponenten α ergibt sich aus der Skalenrelation (5.6).
Kapitel 6
Monte-Carlo-Methoden
Es gibt nicht die eine Monte-Carlo-Methode. Vielmehr versteht man unter Monte-
Carlo-Methoden im Allgemeinen numerische Algorithmen, die Zufallszahlen zur
Simulation oder approximativen Lo¨sung eines komplexen Problems einsetzen.
Der Grundgedanke bei Monte-Carlo-Simulationen ist, die zufa¨lligen Fluktua-
tionen zwischen verschiedenen Zusta¨nden eines Systems nachzubilden. Die Dy-
namik ist dabei so gewa¨hlt, dass die Zusta¨nde, die das System durchla¨uft, mit
den Wahrscheinlichkeiten auftreten, mit denen sie auch in einem realen System
auftreten wu¨rden. Damit die verschiedenen Zusta¨nde mit den richtigen Wahr-
scheinlichkeiten auftreten, mu¨ssen die U¨bergangsraten geeignet gewa¨hlt werden.
6.1 Importance-Sampling
Das Ziel einer Monte-Carlo-Simulation ist u¨blicherweise die Berechnung des Er-
wartungswerts 〈A〉 einer Observablen A. Nach (4.11) gilt
〈A〉 =
∑
µAµe
−βEµ∑
µ e
−βEµ . (6.1)
In großen Systemen ist die Wahrscheinlichkeitsverteilung fu¨r die Energien jedoch
sehr stark um den Mittelwert 〈E〉 bei der jeweiligen Temperatur lokalisiert (siehe
Abb. 4.1), d. h. die meisten Zusta¨nde in der Summe tragen praktisch nicht zum
Mittelwert bei. Insbesondere bei tiefen Temperaturen treten nur die energetisch
tiefsten und kaum angeregte Zusta¨nde auf.
In Monte-Carlo-Simulationen werden daher (hauptsa¨chlich) nur die relavan-
ten Zusta¨nde durchlaufen, indem eine geeignete Wahrscheinlichkeitsverteilung pµ
fu¨r die Zusta¨nde vorgegeben wird, mit der diese in der Simulation ausgewa¨hlt
werden. Da die einzelnen Zusta¨nde nun aufgrund der vorgegebenen Wahrschein-
lichkeitsverteilung pµ nicht mehr gleichverteilt sind, muss in der Gleichung fu¨r
die Mittelwerte ein Korrekturfaktor p−1µ eingefu¨gt werden:
〈A〉 =
∑
µAµp
−1
µ e
−βEµ∑
µ p
−1
µ e
−βEµ . (6.2)
U¨ber die Verteilung pµ ko¨nnen wir in der Simulation nun gerade die Zusta¨nde
auswa¨hlen, die die entscheidenen Beitra¨ge liefern, und alle u¨brigen ignorieren.
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Dieses Prinzip nennt man Importance-Sampling. Es ist die grundlegende Idee
hinter einer Vielzahl von Monte-Carlo-Methoden.
In der Realita¨t genu¨gen die Zusta¨nde, die ein System mit der Zeit durchla¨uft,
der Boltzmann-Verteilung pµ ∝ e−βEµ . Wenn wir dieses Verhalten nachahmen, so
wird die Berechnung von Mittelwerten nach (6.2) besonders einfach:
〈A〉 =
∑
µAµ
M
, (6.3)
wobei M die Zahl der bei der Mittelwertbildung beru¨cksichtigten Zusta¨nde ist
(µ = 1, . . . ,M).
Die Frage ist nun: Wie mu¨ssen die U¨bergangsraten R(µ→ ν) gewa¨hlt werden,
um eine Dynamik nachzubilden, die zur Boltzmann-Verteilung fu¨hrt?
6.1.1 Metropolis-Algorithmus
Der wohl bekannteste und am weitesten verbreitete Algorithmus geht auf Me-
tropolis et al. [28] zuru¨ck. Im Falle des detaillierten Gleichgewichts gilt nach
(4.4) mit pµ ∝ e−βEµ
R(µ→ ν)
R(ν → µ) =
e−βEν
e−βEµ
= e−β(Eν−Eµ) . (6.4)
Die U¨bergangsraten sind dementsprechend zu wa¨hlen. Es ist dabei wichtig, dass
deren Werte mo¨glichst groß sind, damit die Simulation nicht darin besteht, die
meisten der versuchten U¨berga¨nge zu verwerfen. Wenn wir (6.4) umschreiben zu
R(µ→ ν)
R(ν → µ) = e
−β∆E : 1 (6.5)
mit ∆E = Eν − Eµ, so erkennen wir sofort, dass
R(µ→ ν) = ν0 ·
{
e−β∆E fu¨r ∆E > 0
1 fu¨r ∆E ≤ 0
}
= ν0 ·min(e−β∆E, 1) (6.6)
die geeignete Wahl fu¨r die U¨bergangsraten ist. (ν0 ist die Rate, mit der U¨ber-
gangsversuche stattfinden.) In Worten bedeutet dies: Wenn wir einen neuen Zu-
stand auswa¨hlen, dessen Energie niedriger ist als die des gegenwa¨rtigen Zustands,
so wird der Prozess auf jeden Fall ausgefu¨hrt. Nimmt die Energie dagegen um
∆E > 0 zu, so wird der Prozess nur mit der Wahrscheinlichkeit e−β∆E ausgefu¨hrt.
Dies ist der sog. Metropolis-Algorithmus.1
Bleibt noch die Frage, ob dieses Verfahren auch die geforderten Bedingungen
aus Abschn. 4.1.4 und 4.1.5 erfu¨llt. Die Bedingung des detaillierten Gleichgewichts
1auch bekannt als M(RT)2-Algorithmus, nach N. Metropolis, A. W. und M. N. Rosen-
bluth und A. H. und E. Teller [28]
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ist bereits eru¨llt, da sie bei der Herleitung der U¨bergangsraten verwendet wurde.
Auch die Ergodizita¨tsbedingung ist erfu¨llt, da die U¨bergangsraten stets ungleich
null sind.
6.1.2 Glauber-Dynamik
Eine alternative Mo¨glichkeit fu¨r die Wahl der U¨bergangsraten ist die sog. Glauber-
Dynamik [13]:
R(µ→ ν) = ν0 · 1
2
(
1− tanh β∆E
2
)
. (6.7)
Hierbei wird ein Prozess, der die Energie nicht a¨ndert, mit der Wahrscheinlichkeit
1/2 akzeptiert. Mit abnehmendem ∆E geht die Wahrscheinlichkeit gegen 1, mit
zunehmendem ∆E gegen 0. Insgesamt ist die Glauber-Funktion antisymmetrisch
bezu¨glich ∆E = 0 um den Wahrscheinlichkeitswert 1/2 herum.
Auch die Glauber-Dynamik erfu¨llt die Bedingung (6.5) des detaillierten Gleich-
gewichts.
6.2 Entropic-Sampling
Die Methode des Entropic-Sampling wurde erstmals von Lee [26] vorgeschlagen.
Im Unterschied zum Metropolis-Algorithmus bildet diese Methode kein reales
physikalisches Verhalten nach. Das Ziel dieses Algorithmus ist vielmehr die Be-
stimmung der Entropie in Abha¨ngigkeit von der Energie.
6.2.1 Wahrscheinlichkeitsverteilung
Wenn wir dem System statt der Boltzmann-Verteilung die reziproke Zustands-
dichte
pµ ∝ [g(Eµ)]−1 (4.21)= e−S(Eµ)/kB (6.8)
als Wahrscheinlichkeitsverteilung fu¨r die einzelnen Zusta¨nde aufpra¨gen, so gilt
fu¨r die Verteilung der Energien nach (4.10)
P (E) = const . (6.9)
Da wir aber zuna¨chst die Entropiefunktion S(E) nicht kennen, sondern diese ge-
rade mit dieser Methode bestimmen wollen, dient uns (6.9) lediglich als Kriterium
dafu¨r, ob wir die Entropiefunktion richtig bestimmt haben.
6.2.2 U¨bergangsraten
Um die U¨bergangsraten zu erhalten, die zu der Wahrscheinlichkeitsverteilung
(6.8) fu¨hren, mu¨ssen wir in (6.4) die Boltzmann-Faktoren e−βEµ durch die neuen
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Wahrscheinlichkeiten e−S(Eµ)/kB ersetzen:
R(µ→ ν)
R(ν → µ) =
e−S(Eν)/kB
e−S(Eµ)/kB
= e−[S(Eν)−S(Eµ)]/kB = e−∆S/kB . (6.10)
Analog zum Metropolis-Algorithmus wa¨hlen wir die U¨bergangsraten zu
R(µ→ ν) = ν0 ·
{
e−∆S/kB fu¨r ∆S > 0
1 fu¨r ∆S ≤ 0
}
= ν0 ·min(e−∆S/kB , 1) . (6.11)
6.2.3 Algorithmus
Da wir die Entropiefunktion nicht kennen, mu¨ssen wir mit einer geeignet gewa¨hl-
ten Na¨herungsfunktion starten. Wir beno¨tigen einen Algorithmus, der sich suk-
zessive der richtigen Entropiefunktion anna¨hert.
Sei Si(E) die (approximative) Entropiefunktion im i. Simulationslauf. Dement-
sprechend werden die Zusta¨nde mit dem Faktor e−Si(Eµ)/kB gewichtet. Man erha¨lt
nach diesem Simulationslauf dann ein Energiehistogramm gi(E) mit den Werten
gi(E) = g(E)e
−Si(E)/kB , (6.12)
wobei g(E) der tatsa¨chliche Entartungsgrad ist. Wenn wir diese Gleichung nach
g(E) auflo¨sen und die Beziehung (4.21) zwischen Entropie und Entartungsgrad
verwenden, so erhalten wir als neue Na¨herung fu¨r die Entropiefunktion
Si+1(E)
(4.21)
= kB ln g(E) = Si(E) + kB ln gi(E) . (6.13)
Mit dieser Funktion wird der na¨chste Simulationslauf durchgefu¨hrt. Zu beru¨ck-
sichtigen ist noch die Mo¨glichkeit, dass ein Eintrag im Histogramm gi(E) null ist,
da dann ln gi(E) nicht definiert ist. In diesem Fall lassen wir die Entropiefunktion
unvera¨ndert. Insgesamt lautet der Algorithmus also
Si+1(E) =
{
Si(E) + kB ln gi(E) fu¨r gi(E) > 0
Si(E) fu¨r gi(E) = 0
. (6.14)
Diese Prozedur ist so lange zu wiederholen, bis das resultierende Energiehisto-
gramm hinreichend flach ist bzw. sich die Entropiefunktion nicht mehr wesentlich
a¨ndert.
Bleibt noch die Frage, wie die Startfunktion S1(E) zu wa¨hlen ist. Wenn wir
keine Kenntnis u¨ber die Entropiewerte unseres Systems besitzen, dann ko¨nnen wir
mit S1(E) = const starten. Nach dem ersten Simulationslauf erhalten wir hiermit
ein Energiehistogramm g1(E), das eine gute Na¨herung des tatsa¨chlichen Histo-
gramms darstellt. Gema¨ß (6.14) starten wir dann den zweiten Lauf. Es genu¨gt,
dieses Vorgehen fu¨r ein kleines System durchzufu¨hren, denn aufgrund der Ex-
tensivita¨t der Entropie ko¨nnen die Entropiefunktionen gro¨ßerer Systeme durch
Skalierung daraus gewonnen werden.

Teil III
Ein Clustermodell fu¨r das
Pentagon-Tiling

Kapitel 7
Clustermodell
Das zentrale Thema dieser Arbeit ist ein Vertexcluster fu¨r das Penrose-Pentagon-
Tiling, der auf dem Gummelt-Dekagon basiert.1 Ausgehend von den Resultaten
von Gummelt und Bandt fu¨r das undekorierte Dekagon [17], betrachten wir
verschiedene U¨berlappregeln und die Eigenschaften der Tilings, die sich daraus
ergeben.
7.1 U¨berlappregeln
7.1.1 Perfekte Regel
Wie in Abschn. 3.6 ausfu¨hrlich beschrieben, gilt fu¨r das aperiodische Dekagon
folgende U¨berlappregel: Die Farbdekorationen zweier u¨berlappender Dekagone
mu¨ssen im U¨berlappbereich u¨bereinstimmen. Diese Forderung bezeichnen wir als
perfekte U¨berlappregel. Insbesondere erlaubt die Farbdekoration nur zwei verschie-
dene Arten von U¨berlapps (A und B).
A
B
Abbildung 7.1: Mo¨gliche U¨berlapptypen A und B fu¨r das aperiodische
Dekagon von Gummelt.
1Um begriﬄiche Verwirrung und Missversta¨ndnisse zu vermeiden, treffen wir hier folgende
Sprachregelung: Von nun an ist – wenn aus dem Sinnzusammenhang nichts anderes hervor-
geht – mit ”Cluster“ stets der Vertexcluster gemeint; fu¨r das Gummelt-Dekagon (bisher und
in der Litaratur ebenfalls als ”Cluster“ bezeichnet) wird ausschließlich der Begriff ”Dekagon“
verwendet.
53
54 Kapitel 7. Clustermodell
7.1.2 Vollrelaxierte Regel
Nach dem Vorschlag von Gummelt und Bandt [17] gibt es auch eine relaxierte
Variante der U¨berlappregel, bei der nur noch die mo¨glichen U¨berlappzonen fu¨r die
A- und B-U¨berlapps beru¨ckichtigt werden, jedoch nicht mehr die Farbdekoration
und damit auch nicht die Orientierung der U¨berlapps. Diese Vorschrift bezeichnen
wir von nun an als vollrelaxierte U¨berlappregel.
A4 A1
A3 A2
B2 B1
Abbildung 7.2: U¨berlappzonen fu¨r A- und B-U¨berlapps.
7.1.3 Relaxierte Regel
Die verschiedenen Arten von U¨berlappregeln ko¨nnen als unterschiedlich starke
Wechselwirkung zwischen den Dekagonen aufgefasst werden (wenn man sich die-
se als atomare Cluster vorstellt). Die perfekte Regel stellt eine sehr starke, die
vollrelaxierte eine sehr schwache Kopplung dar.
A
B
Abbildung 7.3: Relaxierte Regel. Links: U¨berlappzonen fu¨r A-U¨berlapps,
rechts: perfekte Regel fu¨r B-U¨berlapps.
Es ist allerdings auch eine Kopplung denkbar, deren Sta¨rke irgendwo dazwi-
schen liegt. Diese ist sinnvollerweise so gewa¨hlt, dass fu¨r die großen B-U¨berlapps
die perfekte Regel mit der Farbdekoration (starke Kopplung) gelten muss, fu¨r
die kleinen A-U¨berlapps dagegen nur die U¨berlappzonen (schwache Kopplung)
beru¨cksichtigt werden. Wir bezeichnen diese Forderungen als relaxierte U¨ber-
lappregel.2
2Es ist also zu unterscheiden zwischen relaxierter und vollrelaxierter Regel.
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Aus physikalischer Sicht la¨sst sich dieser Ansatz wie folgt motivieren. Die
großen B-U¨berlapps fu¨hren zu einer starken Wechselwirkung zwischen u¨berlap-
penden Clustern, die in der Lage ist, eine perfekte Ordnung zu erzeugen. Die
kleinen A-U¨berlapps hingegen fu¨hren nur zu einer schwachen Wechselwirkung,
die keine perfekte Ordnung erzwingen kann.
7.2 U¨berdeckungen und Tilings
7.2.1 Perfekte U¨berdeckungen
Nach Gummelt [15, 16] bilden die Dekagonzentren bei einer vollsta¨ndigen U¨ber-
deckung mit dem aperiodischen Dekagon ein perfektes Penrose-Pentagon-Tiling.
Zu jedem perfekten Pentagon-Tiling gibt es genau eine Dekagon-U¨berdeckung.
Bei der perfekten Regel steht also die Menge der U¨berdeckungen in einer 1:1-
Beziehung zum Ensemble der perfekten Pentagon-Tilings.
7.2.2 Vollrelaxierte und relaxierte U¨berdeckungen
Mit der vollrelaxierten Regel erha¨lt man nach Gummelt und Bandt [17] Random-
Pentagon-Tilings, bei denen die spitzen Tiles (Stern, Schiff, Rhombus) stets
vollsta¨ndig von Pentagonen umgeben sind. Diese sind a¨quivalent zu Random-
Hexagon-Boot-Stern-Tilings. Jedes solche Random-Tiling la¨sst sich auf mehrere
Arten durch vollrelaxierte U¨berdeckungen erzeugen.
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Abbildung 7.4: Random-Pentagon-Tiling, bei dem die spitzen Tiles
(grau eingefa¨rbt) vollsta¨ndig von Pentagonen umgeben sind, und Random-
Hexagon-Boot-Stern-Tiling (graue Linien).
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Da U¨berdeckungen, welche die relaxierte Regel erfu¨llen, auch automatisch die
vollrelaxierte Regel erfu¨llen, bilden auch in diesem Fall die Zentren der Dekago-
ne die Vertizes eines Random-Pentagon-Tilings. Die beiden Regeln unterscheiden
sich lediglich in der Zahl der mo¨glichen U¨berdeckungen, durch die sich ein be-
stimmtes Random-Tiling realisieren la¨sst.
7.2.3 Quantitative Beziehung zwischen (voll)relaxierten U¨ber-
deckungen und Random-Tilings
Da fu¨r A-U¨berlapps nur vier und fu¨r B-U¨berlapps nur zwei U¨berlappzonen zur
Verfu¨gung stehen (Abb. 7.2), ist die Orientierung eines Dekagons auf einem be-
stimmten Vertex bereits eindeutig festgelegt, wenn dieser Vertex vier A- oder
zwei B-Nachbarn besitzt. Denn dann sind die U¨berlappzonen des Dekagons ge-
wissermaßen
”
abgesa¨ttigt“.
Der Abstand zwischen zwei A-Nachbarn entspricht der La¨nge der Tilekanten,
die Entfernung zwischen B-Nachbarn entspricht den kurzen Absta¨nden innerhalb
der spitzen Tiles. Betrachtet man die mo¨glichen Umgebungen eines Vertex im
Pentagon-Tiling, so stellt man fest, dass lediglich auf den stumpfen Rhombene-
cken (drei A-Nachbarn und ein B-Nachbar) eine Wahlmo¨glichkeit bezu¨glich der
Orientierung des Dekagons besteht. Fu¨r jede der beiden stumpfen Ecken sind
zwei Dekagonorientierungen mo¨glich.
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Abbildung 7.5: Dekagonorientierungen auf den Vertizes. Bei vier A-
Nachbarn oder zwei B-Nachbarn ist die Orientierung festgelegt. Auf den
stumpfen Rhombenecken (drei A-Nachbarn und ein B-Nachbar) hingegen
sind mehrere Orientierungen mo¨glich.
Im Fall der vollrelaxierten Regel gibt es keine weiteren Einschra¨nkungen, so
dass die Orientierungen der beiden Dekagone unabha¨ngig voneinander gewa¨hlt
werden ko¨nnen und es insgesamt vier mo¨gliche Kombinationen pro Rhombus gibt.
Bei der relaxierten Regel kommt einschra¨nkend hinzu, dass fu¨r den B-U¨berlapp
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zwischen den beiden stumpfen Rhombenecken die perfekte Regel gilt, d. h. hier
muss die Farbdekoration des Dekagons und damit die Orientierung des U¨berlapps
beru¨cksichtigt werden. Daraus folgt, dass mit der Wahl der Orientierung des einen
Dekagons auch die des gegenu¨berliegenden bereits festgelegt ist. Daher gibt es
in diesem Fall letzlich nur zwei mo¨gliche Kombinationen pro Rhombus. Mit der
relaxierten Regel la¨sst sich folglich jedes Random-Tiling, das R Rhomben entha¨lt,
durch insgesamt 2R U¨berdeckungen realisieren.
Dieser quantitative Zusammenhang ist a¨quivalent zur Beziehung zwischen
Random-Hexagon-Boot-Stern-Tilings und einer Variante der Random-Penrose-
Rhomben-Tilings, bei denen nur noch eine der beiden Pfeildekorationen (in Abb.
7.6 die schwarzen Pfeile) beru¨cksichtigt wird [18, 40]. Letztere bezeichnet man
auch als Random-4-Level-Tilings. Man erha¨lt daraus die Random-Hexagon-Boot-
Stern-Tilings (auch bekannt als Random-2-Level-Tilings), indem man in Abb. 7.6
die Kanten mit den schwarzen Pfeilen wegla¨sst. Wie man direkt sieht, ist die Zerle-
gung der Sterne und Boote in Penrose-Rhomben eindeutig; fu¨r die Aufteilung der
Hexagone gibt es dagegen zwei Mo¨glichkeiten. Zu jedem Random-Hexagon-Boot-
Stern-Tiling gibt es also zwei Random-4-Level-Tilings pro Hexagon. Dies ent-
spricht der oben ausgefu¨hrten 2R:1-Beziehung zwischen relaxierten Dekagonu¨ber-
deckungen und Random-Pentagon-Tilings, da die Hexagone im Hexagon-Boot-
Stern-Tiling und die Rhomben im Pentagon-Tiling a¨quivalent sind.
Abbildung 7.6: 4-Level-Tiling und Hexagon-Boot-Stern-Tiling (2-Level-
Tiling). Die Zerlegung der Sterne und Boote in Penrose-Rhomben ist ein-
deutig, die Hexagone hingegen sind zweifach entartet (rechts).
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7.3 Clustermodell
Die relaxierte Regel besitzt eine natu¨rliche Realisierung in Form eines Vertex-
clusters im Penrose-Pentagon-Tiling. Dieser ist in Abb. 7.7 zusammen mit dem
Gummelt-Dekagon dargestellt.
Abbildung 7.7: Vertexcluster im Pentagon-Tiling und Gummelt-Dekagon.
Wie man leicht sieht und wie in Abb. 7.8 an zwei Beispielen nochmals verdeut-
licht wird, sind die A-U¨berlapps nicht orientiert, da die Rhomben3 keine innere
Orientierung aufweisen. Die B-U¨berlapps hingegen verlaufen u¨ber Hexagone, die
einen inneren Vertex in asymmetrischer Position und damit eine Orientierung be-
sitzen. Es gilt also fu¨r die großen B-U¨berlapps die perfekte Regel mit orientierten
U¨berlapps (Farbdekoration), fu¨r die kleinen A-U¨berlapps dagegen gelten nur die
unorientierten U¨berlappzonen. Der Vertexcluster erfu¨llt damit die Bedingungen
fu¨r die relaxierte Regel.
A B
Abbildung 7.8: A-U¨berlapp (links) und B-U¨berlapp (rechts) des Vertex-
clusters.
Bei unserem Vertexcluster kommt es nicht auf die verschiedenen Tiles an, die
in Abb. 7.7 dargestellt sind, sondern nur auf die Positionen der Vertizes. Weitere
Beispiele fu¨r Realisierungen des Vertexclusters durch andere lokale Tilekonfigu-
rationen sind in nachstehender Abbildung aufgezeigt.
3auch die rhombischen Vertexkonfigurationen innerhalb der Schiffe und Sterne
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Abbildung 7.9: Weitere Tilekonfigurationen des Vertexclusters.
Es sei noch darauf hingewiesen, dass unser Vertexcluster sehr große A¨hnlich-
keit mit der Struktur eines atomaren Clusters (Abb. 7.10) aufweist, den Roth
und Henley in Molekulardynamik-Simulationen von dekagonalen Quasikristal-
len gefunden haben [34]. Der einzige Punkt, der nicht mit unserem Vertexcluster
u¨bereinstimmt, ist das in Abb. 7.10 mit einem Pfeil gekennzeichnete Atom. Aus-
gehend von unserem Vertexcluster wu¨rden wir hier ein einzelnes Atom bei z = 0
und keine zwei Atome bei z = 1/4 und z = 3/4 erwarten.
Abbildung 7.10: Atomarer Cluster aus Molekulardynamik-Simulationen
von Roth und Henley [34]. Weiße Atome befinden sich bei z = 0, schwarze
bei z = 1/2 und punktierte bei z = 1/4 und z = 3/4 (alles in Einheiten der
Periode in z-Richtung). Das mit dem Pfeil gekennzeichnete Atom ist nicht
vo¨llig konsistent mit unserem Vertexcluster (siehe Text).
Kapitel 8
Clusterdichtemaximierung
Neben der Erzeugung quasiperiodischer Tilings durch Clusteru¨berdeckungen mit
gewissen U¨berlappregeln gibt es auch die alternative Mo¨glichkeit, die Dichte eines
geeignet gewa¨hlten Clusters zu maximieren. Fu¨r den Fall des Penrose-Rhomben-
Tilings haben Jeong und Steinhardt gezeigt [22], dass beide Ansa¨tze gleich-
wertig sind.
In diesem Kapitel werden wir die Methode der Clusterdichtemaximierung auf
das Pentagon-Tiling mit unserem Clustermodell anwenden.
8.1 Flipkonfigurationen
Die Flips, die wir fu¨r die Monte-Carlo-Dynamik einsetzen, sind so gewa¨hlt, dass
sie keine neuen Arten von Tiles erzeugen. Es ist außerdem gewa¨hrleistet, dass
die spitzen Tiles immer vollsta¨ndig von Pentagonen umgeben sind.1 Die Zahl der
Pentagone bleibt konstant, und die Zahl aller spitzen Tiles ebenfalls. Das Ensem-
ble von Random-Tilings, das wir mittels dieser Flips durchlaufen, entspricht also
der Menge der Random-Hexagon-Boot-Stern-Tilings.
Die mo¨glichen Flipkonfigurationen sind in Abb. 8.1 dargestellt. Es handelt
sich dabei um hexagonale Vertexkonfigurationen mit einem inneren Vertex, der
geflippt wird. Die Flips a)–c) fu¨hren nicht zu neuen Arten von Tiles und sind
daher erlaubt. Die Konfiguration d) tritt nur im Random-Tiling auf. Wenn wir
in diesem Fall den angedeuteten Flip ausfu¨hren wu¨rden, entstu¨nde eine neue Art
von Tile, die im perfekten Pentagon-Tiling nicht vorkommt. Daher ist ein Flip
bei dieser lokalen Tilekonfiguration verboten. (An der Stelle des oberen Schiffs in
der linken Konfiguration ko¨nnte sich auch ein Stern befinden.)
8.2 Clusterenergie
Die Maximierung der Clusterdichte la¨sst sich mittels der bereits vorgestellten
Flips in Monte-Carlo-Simulationen erreichen. Die Random-Tilings, die sich durch
die Flips ergeben, werden klassifiziert durch die Zahl N∗ der darin enthaltenen
1Wie sich in einem Abschn. 10.4 noch herausstellen wird, erfu¨llen diese Flips auch die not-
wendige Bedingung der Ergodizita¨t, d. h. jedes beliebige Random-Pentagon-Tiling (mit der
Eigenschaft, dass die spitzen Tiles vollsta¨ndig von Pentagonen umgeben sind) la¨sst sich damit
erzeugen.
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d)
a)
c)
b)
Abbildung 8.1: Flipkonfigurationen im Pentagon-Tiling. a)–c) erlaubte
Flips, d) verbotener Flip.
Cluster. Wir finden das Subensemble der Random-Tilings mit maximaler Clus-
terdichte in Monte-Carlo-Simulationen, indem wir jedem Cluster eine negative
Energie − zuordnen und durch Abku¨hlen in den energetischen Grundzustand
u¨bergehen. Die Gesamtenergie
E = −N∗ (8.1)
entspricht der Koha¨sionsenergie der Cluster.
8.3 Clusterdichtemaximierung
In Abb. 8.2 ist gezeigt, wie durch einen einzelnen Flip ein neuer Cluster erzeugt
und damit die Energie um ∆E = − verringert werden kann. Dieses Energie-
modell geht nun in den Metropolis-Algorithmus ein. Wenn durch einen Flip die
Zahl der Cluster erho¨ht wird (∆E < 0) oder unvera¨ndert bleibt (∆E = 0), dann
wird dieser Flip auf jeden Fall ausgefu¨hrt. Wenn dagegen die Zahl der Cluster
abnimmt (∆E > 0), so findet der Flip nur mit der Wahrscheinlichkeit e−β∆E
statt.
U¨ber die Temperatur β ko¨nnen wir die mittlere Energie2 und damit die mitt-
lere Clusterzahl einstellen. Bei hinreichend tiefen Temperaturen wird dann prak-
tisch nur noch das Ensemble der Random-Tilings mit maximaler Clusterzahl
durchlaufen.
2siehe Abschn. 8.5
62 Kapitel 8. Clusterdichtemaximierung
Abbildung 8.2: Erzeugung eines Clusters durch Flip. Die Energie a¨ndert
sich dabei um ∆E = −.
8.4 Tilings mit maximaler Clusterdichte
Die Tilings mit maximaler Clusterdichte weisen ein vollsta¨ndiges Supertiling auf,
dessen Vertizes sich auf den Clusterzentren befinden. Dieses Supertiling ist lokal
geordnet (die innere Struktur gleicher Supertiles ist identisch).
Abbildung 8.3: Supertiles. Die spitzen Supertiles sind immer so struktu-
riert wie dargestellt. Bei den Supertile-Pentagonen dagegen ko¨nnen an den
Kantenmitten verschiedene spitze Tiles hereinragen.
Ansonsten sind die Clusterzentren aber zufa¨llig verteilt, da selbst bei konstan-
ter, maximaler Clusterdichte3 noch Flips mo¨glich sind. Die Cluster sind also noch
verschiebbar; es handelt sich bei der U¨berstruktur daher um Random-Tilings,
genauer: um Supertile-Random-Pentagon-Tilings. Diese erfu¨llen alle die Zusatz-
bedingung, dass die spitzen Tiles stets vollsta¨ndig von Pentagonen umgeben sind,
und sind damit a¨quivalent zu Random-Hexagon-Boot-Stern-Tilings. Folglich sind
die Zusta¨nde maximaler Clusterdichte a¨quivalent zu den U¨berdeckungen mit dem
Gummelt-Dekagon bei relaxierten U¨berlappregeln, da letztere ebenfalls Random-
Pentagon-Tilings mit der genannten Zusatzbedingung erzeugen.
3Genaugenommen muss die Clusterzahl dazu kurzzeitig fluktuieren (−1/+1), oder es mu¨ssen
simultane Flips stattfinden. Auf Flips, die im Supertiling mo¨glich sind, wird in Abschn. 9.3 noch
genauer eingegangen.
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Abbildung 8.4: Supertile-Random-Tiling. Auf lokaler Skala scheint das Ti-
ling geordnet. Auf globaler Skala hingegen liegt ein Random-Tiling vor.
Allerdings u¨berdeckt der Vertexcluster die Fla¨che nicht vollsta¨ndig, da er klei-
ner ist als das Gummelt-Dekagon. Nicht u¨berdeckt werden die kleinen Pentagone
in der Mitte der Supertile-Pentagone. Dies ist jedoch nicht von Bedeutung, da
der entscheidende Punkt die Clusteru¨berlapps sind. An den Stellen der betroffe-
nen kleinen Pentagone u¨berlappen auch die Dekagone nicht, sie beru¨hren sich an
diesen Stellen lediglich.
Die Kanten der Supertiles sind um den Faktor τ 2 la¨nger als die der Tiles
selbst.4 Die Fla¨chen der Tiles unterscheiden sich also um einen Faktor τ 4. Die
Zahl der Cluster ist damit maximal
N∗ =
N
τ 4
, (8.2)
4Dies erkennt man am schnellsten an den Kanten der Supertile-Pentagone. Diese setzen sich
aus einem kurzen und zwei la¨ngeren Vertexabsta¨nden zusammen, die sich wie 1/τ : 1 verhalten.
Da die Kantenla¨nge der großen Pentagone somit 1/τ + 2 · 1 = τ2 ist und die Kantenla¨nge der
kleinen Pentagone hier als La¨ngeneinheit gewa¨hlt wurde, verhalten sich die Kantenla¨ngen der
großen und der kleinen Pentagone wie τ2 : 1.
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wobei N die Zahl der Vertizes des Basis-Tilings ist. Die maximale Clusterdichte
(bezogen auf die Vertexzahl N) ist dann
n∗ =
N∗
N
=
1
τ 4
≈ 0, 146 . (8.3)
8.5 Thermodynamische Eigenschaften
Fu¨r die Energieeinheit wa¨hlen wir  = 1. Damit wird die Energie und auch die
inverse Temperatur dimensionslos.5
Die Energie bzw. die Zahl der Cluster in (8.1) ist temperaturabha¨ngig. Die-
se Abha¨ngigkeit ist in Abb. 8.5 fu¨r die Energie pro Vertex dargestellt.6 Fu¨r
die beiden kleinsten Approximanten weichen die Kurven noch ab, doch fu¨r die
gro¨ßeren Approximanten fallen die Kurven alle zusammen. Im Grundzustand
ist die Clusterdichte maximal. Nach (8.3) gilt dann fu¨r die Energie pro Vertex
Eg/N = −0, 146, was durch Abb. 8.5 besta¨tigt wird.
Die spezifische Wa¨rme wurde nach (4.18) aus den Fluktuationen der Energie
berechnet. Der Verlauf in Abb. (8.5) weist ein Maximum auf, analog zur Schottky-
Anomalie in Zwei-Niveau-Systemen. Der Grund hierfu¨r liegt darin, dass die Ener-
gie sa¨ttigt, d. h. sie kann nicht beliebig ansteigen, sondern besitzt ein Maximum
(E = 0).
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Abbildung 8.5: Energie (links) und spezifische Wa¨rme (rechts) in Abha¨ngig-
keit von der inversen Temperatur. (Bei den Energiewerten sind die Fehler-
balken kleiner als die Datenpunkte. Fu¨r die spezifische Wa¨rme wurden die
Fehlerbalken mit der Blockmethode7 abgescha¨tzt.)
5Genaugenommen sind die Werte fu¨r die inverse Temperatur, die eine inverse Energie dar-
stellt (β = 1/kBT ), in Einheiten von −1 zu nehmen.
6Die aufgetragenen Werte sind Mittelwerte gema¨ß (6.3).
7siehe Anhang A.2
Kapitel 9
Clusterkopplung
Wie wir im vorangegangenen Kapitel gesehen haben, fu¨hrt die Maximierung der
Clusterdichte auf Supertile-Random-Tilings, was daran liegt, dass die relaxier-
ten U¨berlappregeln auch U¨berlapps zulassen, die im perfekten Tiling nicht vor-
kommen. In diesem Kapitel fu¨hren wir nun eine zusa¨tzliche Kopplung zwischen
u¨berlappenden Clustern ein, die die Erfu¨llung der perfekten Regeln erzwingt.
9.1 Clusterorientierungen
Um das Supertiling zu ordnen, halten wir die Clusterdichte konstant, d. h. wir
betrachten nur das Subensemble der Zusta¨nde mit maximaler Clusterdichte. Wir
ko¨nnen dann die U¨berdeckung in einer sehr kompakten Weise darstellen, indem
wir die Orientierung eines Clusters auf einem Vertex im Supertiling durch einen
Pfeil repra¨sentieren (Abb. 9.1). Es genu¨gt, nur noch die Vertizes des Supertilings
mit dieser Pfeildekoration zu betrachten und die Simulationen auf der Ebene des
Supertilings durchzufu¨hren.
Abbildung 9.1: Pfeildekoration der Clusterzentren. Links ist an einem Bei-
spiel (grau unterlegter Cluster) verdeutlicht, wie die Pfeile zu wa¨hlen sind.
Rechts ist das ”reduzierte Modell“ (nur noch Vertizes des Supertilings mit
Pfeildekoration) dargestellt.
Wie die Pfeildekoration zu wa¨hlen ist, wenn nur die Vertizes des Supertilings
gegeben sind, ist in Abb. 9.2 gezeigt. In den Fa¨llen a)–d) ist die Clusterorien-
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tierung eindeutig festgelegt. Lediglich bei der Konstellation e), an den stumpfen
Rhombenecken, sind zwei verschiedene Belegungen mo¨glich.1
a) c)b)
d) e)
Abbildung 9.2: Clusterorientierungen in Abha¨ngigkeit von der Vertexumge-
bung. Nur auf den stumpfen Rhombenecken ist die Belegung nicht eindeutig.
9.2 Clusteru¨berlapps
Bei der relaxierten U¨berlappregel, wie sie bei der Clusterdichtemaximierung und
damit fu¨r das Supertiling gilt, ist die perfekte Regel fu¨r die A-U¨berlapps verletzt.
Die Frage ist nun: Welche relativen Orientierungen der Cluster treten bei den
U¨berlapps auf? Und welche davon verletzen die perfekte U¨berlappregel?
Abbildung 9.3: Mo¨gliche A-U¨berlapps des Gummelt-Dekagons und des Ver-
texclusters. Nur der U¨berlapp ganz rechts erfu¨llt die perfekte Regel nicht.
Die mo¨glichen A-U¨berlapps2 sind in Abb. 9.3 dargestellt. Wie man sofort
sieht, ist die perfekte Regel nur fu¨r einen dieser U¨berlapps verletzt. Die beiden
Dekagone bzw. Cluster sind dabei antiparallel zueinander orientiert.
1siehe Abschn. 7.2.3
2Weitere, a¨quivalente Konfigurationen ergeben sich durch Spiegelung.
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9.3 Flipkonfigurationen
Die Flips im Basistiling mu¨ssen nun so gewa¨hlt werden, dass sie die Clusterdichte
nicht a¨ndern, damit sie sich auf die Ebene des Supertilings mit den pfeildekorier-
ten Vertizes (
”
reduziertes Modell“) u¨bertragen lassen.
Die erste Flipmo¨glichkeit ist bezu¨glich der Vertexbewegung identisch mit den
bisher verwendeten Flips (Abb. 8.1). Wir nennen diesen Fliptyp Hexagonflip. Auf
der Ebene des Basistilings entspricht diese Bewegung der simultanen Ausfu¨hrung
zweier Einzelflips. Dadurch ist der zu flippende Vertex des Supertilings nicht
mehr Clusterzentrum. Stattdessen entsteht ein neuer Cluster gerade dort, wo der
Supertiling-Vertex hinspringt.
Den zweiten Fliptyp nennen wir Rhombusflip. Er besteht darin, dass nur ein
Vertex des Basistilings flippt, wa¨hrend sich an der Vertexstruktur des Supertilings
nichts a¨ndert.
a) b)
Abbildung 9.4: Flipmo¨glichkeiten im Supertiling (bei konstanter Cluster-
zahl). Beim Hexagonflip a) flippen zwei Hexagone im Basistiling simultan.
Beim Rhombusflip b) flippt nur ein Hexagon, und die Struktur des Superti-
lings a¨ndert sich nicht.
Es a¨ndern sich bei diesen beiden Flips nicht nur die Positionen von Vertizes,
sondern auch die Orientierungen von Clustern. Dementsprechend mu¨ssen die Pfei-
le konsistent mitgea¨ndert werden. Aus obigen beiden Abbildungen wird deutlich,
wie dies zu geschehen hat. In der folgenden Abbildung sind beide Fliptypen noch
einmal so dargestellt, wie sie auf der Ebene des Supertilings effektiv stattfinden.
a) b)
Abbildung 9.5: Effektive Darstellung der Flips im reduzierten Modell.
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Beim Hexagonflip ist noch zu beachten, dass die Cluster auf den beiden un-
teren Pentagonecken im linken Teilbild von Abb. 9.5 a) genauso orientiert sein
mu¨ssen wie dargestellt, da sich andernfalls durch den Flip eine nicht konsistente
Pfeilstellung3 ergeben wu¨rde. Wenn sich statt des eingezeichneten Rhombus dort
ein Schiff (siehe Abb. 8.1) befindet, so ist diese Forderung automatisch erfu¨llt.
Wenn sich dort jedoch ein Rhombus befindet, so ist durch einen Rhombusflip
auch eine andere Pfeilstellung mo¨glich, die den Hexagonflip
”
blockiert“.
9.4 Kopplungsenergie
Unser Ziel ist es, das Supertile-Random-Tiling zu ordnen. Wie wir gesehen haben,
gibt es nur einen U¨berlapp, der die perfekte U¨berlappregel verletzt. Wir fu¨hren
daher eine positive
”
Strafenergie“ + fu¨r die verbotenen U¨berlapps ein, die (bei
tiefen Temperaturen) dazu fu¨hrt, dass diese U¨berlapps verschwinden bzw. in ihrer
Zahl minimiert werden.4 Die gesamte Kopplungsenergie der Clusteru¨berdeckung
wa¨hlen wir zu
E = +
1
2
N↑↓ , (9.1)
wobei N↑↓ die Zahl der verbotenen U¨berlapps (antiparallele Clusterorientierun-
gen) ist.5
Wir gehen davon aus, dass eine solche Kopplung schwach ist6, da diese Defekte
nur auf der gro¨ßeren Skala des Supertilings sichtbar werden, nicht jedoch lokal,
wo das Tiling mit maximaler Clusterdichte geordnet erscheint. Dennoch sollte
diese Kopplung bei sehr tiefen Temperaturen in der Lage sein, das Supertile-
Random-Tiling zu einem perfekten Tiling zu ordnen. Diese Vorstellung fu¨hrt zu
zwei verschiedenen Energie- und Temperaturskalen:
• Jeder vorhandene Cluster senkt die Energie stark ab, so dass Strukturen
mit maximaler Clusterdichte bereits bei mittleren Temperaturen bevorzugt
werden. Die Gleichgewichtsstrukturen in diesem Temperaturbereich sind
also relaxierte U¨berdeckungen bzw. Supertile-Random-Tilings.
• Die schwache Kopplung zwischen benachbarten Clustern, die die verbote-
nen Clusteru¨berlapps unterbindet, kann erst bei tiefen Temperaturen das
Supertile-Random-Tiling zu einem perfekten Tiling ordnen.
3nicht vertra¨glich mit den Pfeilorientierungen auf den Vertizes des Schiffs
4Es ist einleuchtend, dass die verbotenen U¨berlapps bei rationalen Approximanten nicht
ga¨nzlich verschwinden ko¨nnen, da diese stets Defekte enthalten, also lokale Konfigurationen,
die im perfekt quasiperiodischen Tiling nicht auftreten.
5Der Faktor 1/2 wurde hier eingfu¨hrt, da die Zahl der Defekte N↑↓ stets gerade ist. (Warum
dies so ist, wird im na¨chsten Abschnitt klar.)
6Die Energieeinheit  nimmt hier also einen anderen, kleineren Wert an als im Fall der
Clusterdichtemaximierung.
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9.5 Minimierung der verbotenen U¨berlapps
Die Zahl der verbotenen U¨berlapps la¨sst sich durch Flips a¨ndern. In Abb. 9.6
ist gezeigt, wie dies im Detail funktioniert. In der oberen Reihe werden durch
einen einzigen Hexagon- bzw. Rhombusflip zwei Defekte erzeugt (bzw. vernichtet
bei Umkehrung des Prozesses). In der unteren Reihe wird der Defekt durch den
Flip nur weitergeschoben. Die Zahl der Defekte a¨ndert sich also um ∆N↑↓ = ±2
oder bleibt konstant, d. h. ∆N↑↓ = 0. Die Energiea¨nderung ist dementsprechend
∆E = ± oder ∆E = 0.
! !! !
! !!!
Abbildung 9.6: Erzeugung bzw. Vernichtung von Defekten durch einzelne
Flips. Die Defekte sind mit4! markiert. In der oberen Reihe entstehen zwei
neue Defekte bzw. werden vernichtet (∆E = ±). In der unteren Reihe wird
der Defekt nur weitergeschoben (∆E = 0).
Mit diesem Energiemodell formulieren wir nun wieder den Metropolis-Algorith-
mus. Wenn durch einen Flip Defekte vernichtet werden (∆E < 0), so fu¨hren wir
den Flip auf jeden Fall aus (ebenso fu¨r den Fall ∆E = 0). Wenn dagegen die
Zahl der Defekte zunimmt (∆E > 0), so findet der Flip nur mit der Wahrschein-
lichkeit e−β∆E statt. Durch Abku¨hlen ko¨nnen wir somit die Zahl der verbotenen
U¨berlapps reduzieren, bis wir bei tiefen Temperaturen deren Minimum erreicht
haben.
9.6 Tilings mit minimaler Defektzahl
9.6.1 Minimale Defektzahl
Da wir in den Simulationen rationale Approximanten verwenden, ist die mini-
male Zahl an verbotenen U¨berlapps nicht null. Denn durch die Verkippung des
Auswahlstreifens kommt es zu Flips, so dass in Approximanten stets Defekte
vorhanden sind.7
7siehe Abschn. 1.4
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Wie wir beim Abku¨hlen in den energetischen Grundzustand der Clusterkopp-
lung feststellen, ist diese Zahl abha¨ngig von der Geometrie der Approximanten.
Nicht die absolute Gro¨ße ist dabei entscheidend, sondern die Differenz der beiden
Seitenla¨ngen des Approximanten. Wa¨hlen wir fu¨r die x-Richtung den Fibonacci-
Approximanten8 τmx und fu¨r die y-Richtung τmy , so ha¨ngt die resultierende pha-
sonische Verzerrung und damit die minimale Defektzahl von der Differenz der
Approximantenordnungen mx und my ab. So ist die minimale Defektzahl am
kleinsten fu¨r mx = my und mx = my + 1. Bezogen auf einen rechteckigen Appro-
ximanten sind pro Einheitszelle im Minimum vier Defekte vorhanden. Dieses Er-
gebnis ist konsistent mit den analytischen Betrachtungen von Entin-Wohlman
et al. fu¨r das Rhomben-Tiling [7].
(    +    ) / 2
(    −    ) / 2
p     q
p     q
p
q
Abbildung 9.7: Rhombische Approximanten. Sind die Komponenten des
Diagonalenvektors p + q alle ganzzahlig, so schneidet der Parallelraum das
Hypergitter nicht mehr nur im Ursprung, sondern auch in dem offenen Kreis
in der Mitte des linken Bildes. Die primitive Einheitszelle ist dann nicht
mehr rechteckig, sondern rhombisch (rechtes Bild).
Fu¨r die Simulation ist allerdings zu beachten, dass bei mx = my + 1 die
primitive Einheitszelle nicht rechteckig ist, sondern rhombisch.9 Denn in diesem
Fall besitzt die Summe der beiden Basisvektoren, p + q, nur ganzzahlige Kom-
ponenten. Dadurch schneidet die Tiling-Ebene das Hypergitter nicht mehr nur
im Ursprung (und den aufgrund der Periodizita¨t gleichwertigen Punkten ap+ bq
mit a, b ∈ Z), sondern auch noch im Punkt (p + q)/2, dem Zentrum des Ap-
proximanten.10 Somit setzt sich der rechteckige Approximant aus zwei Rhomben
(die grauen und die weißen Teile in Abb. 9.7) zusammen, deren Inhalt identisch
ist. Um das Tiling durch die Defektzahlminimierung auch tatsa¨chlich zu einem
8τm = 1, 2, 3/2, 5/3, . . .→ τ
9siehe dazu auch [30]
10Beim eindimensionalen Approximanten (Abb. 1.3) entspricht dies dem Fall, dass der Vektor,
der den eindimensionalen Approximanten ”aufspannt“ (die Verbindung zwischen Ursprung und
Endpunkt des Approximanten), nur geradzahlige Komponenten besitzt. Dieser Vektor sei p =
(a, b), die Steigung des Parallelraums ist entsprechend b/a. Sind a und b gerade Zahlen, so
schneidet die Parallelraumgerade das zweidimensionale Gitter auch im Punkt p/2. Die Periode
des Approximanten ist also eigentlich nur halb so groß.
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perfekten Tiling ordnen zu ko¨nnen, mu¨ssen wir die primitive Einheitszelle und
damit im Fall mx = my + 1 die rhombischen Approximanten verwenden.
Wenn wir die minimale Defektzahl auf die primitive Einheitszelle beziehen,
dann erhalten wir fu¨r mx = my vier, fu¨r mx = my +1 zwei Defekte. Des Weiteren
treten die Defekte auch nur in ganz bestimmten Orientierungen im Tiling auf. In
Abb. 9.8 sieht man, dass die zwei Defekte in den rhombischen Approximanten in
den Orientierungen 2 und 3, die vier Defekte in den rechteckigen Approximanten
in den Orientierungen 1, 2, 3 und 4 auftreten.
!
!
3 2
4 1
5
!
!
!
!
Abbildung 9.8: Reckteckige Approximanten (mit mx = my) besitzen vier
Defekte in den Richtungen 1, 2, 3 und 4. Rhombische Approximanten (mit
mx = my + 1) beinhalten zwei Defekte mit den Orientierungen 2 und 3.
Die Kontrolle, ob die Minimierung der Defektzahl auch zu perfekten Tilings
bzw. Approximanten fu¨hrt, ist im Orthogonalraum durchzufu¨hren. Dazu werden
die Hyperraumkoordinaten der Vertizes in den Orthogonalraum projiziert. La¨sst
sich das Fenster im Orthogonalraum derart verschieben, dass alle projizierten
Punkte darin liegen, so handelt es sich um ein perfektes Tiling. Es stellt sich
heraus, dass Zusta¨nde minimaler Defektzahl nicht zwingend auch ein perfektes
Tiling darstellen.11
Dies ha¨ngt damit zusammen, dass die Positionen der Defekte, die in den
Approximanten zwangsla¨ufig vorhanden sind, nicht fest sind. (Darauf werden
wir im na¨chsten Abschnitt na¨her eingehen.) Dies fu¨hrt zu einer Entartung des
Grundzustands, wobei nicht alle diese Zusta¨nde perfekte Tilings darstellen. Im
unendlich ausgedehnten Approximanten allerdings sind keine Defekte vorhanden,
und es liegt somit auch keine Entartung vor. Der einzig mo¨gliche Grundzustand
ist dann ein perfektes Tiling.
11Die Umkehrung dagegen gilt natu¨rlich auf jeden Fall, d. h. jedes perfekte Tiling besitzt
auch minimale Defektzahl.
72 Kapitel 9. Clusterkopplung
9.6.2 Grundzustandsentartung
Wenn wir die Defekte und ihre Positionen genauer betrachten, so stellen wir fest,
dass es Defekte gibt, die sich verschieben lassen, ohne dass sich dabei die Zahl
der Defekte a¨ndert. Dies ist mo¨glich entlang von Linien, auf denen Hexagone und
Rhomben, wie in Abb. 9.9 gezeigt, aufgereiht sind. Diese Linien entsprechen den
”
Wurmlinien“ im Rhomben-Tiling.12 Wird auf so einer Linie das Hexagon oder
der Rhombus neben dem Defekt geflippt, so wandert der Defekt weiter, ohne dass
zusa¨tzliche Defekte entstehen.
!
!
Abbildung 9.9: Wurmlinien im Pentagon-Tiling (links) und Rhomben-
Tiling (rechts). Defekte lassen sich entlang der Wurmlinien verschieben.
Dies fu¨hrt zu einer Entartung des Grundzustands. Zur Abscha¨tzung dieser
Entartung za¨hlen wir ab, wie oft ein Defekt entlang einer Wurmlinie verscho-
ben werden kann. Da wir die Entartung lediglich abscha¨tzen wollen, lassen wir
dabei unberu¨cksichtigt, dass sich mehrere Defekte nicht ganz unabha¨ngig vonein-
ander verschieben lassen. Denn es ist mo¨glich, dass ein Defekt erst dann weiter
verschoben werden kann, wenn ein anderer Defekt zuvor verschoben wurde. Das
Ergebnis dieser Abscha¨tzung ist in Abb. 9.10 zu sehen. Die aufgetragenen Werte
sind die mo¨glichen Verschiebungen durch Flips, gemittelt u¨ber alle vorhandenen
Defekte und u¨ber jeweils zwei gleich große Approximanten mit unterschiedlichen
Fensterpositionen. Die Verschiebbarkeit ist sowohl fu¨r die rhombischen als auch
fu¨r die rechteckigen Approximanten ungefa¨hr proportional zu
√
N .
Eine weitere interessante Frage ist, wie viele perfekte Approximanten bei der
Verschiebung der Defekte durchlaufen werden. Denn aufgrund der Flips verschie-
ben sich die Positionen der Vertizes auch im Orthogonalraum, so dass es nicht
immer mo¨glich ist, das Fenster so zu positionieren, dass alle Vertizes darin zu
liegen kommen. Wie aus Abb. 9.10 hervorgeht, nimmt die Zahl der perfekten
Approximanten im rhombischen Fall (mx = my + 1) ungefa¨hr wie
√
N zu. Im
rechteckigen Fall (mx = my) hingegen ist die Zahl der perfekten Approximanten
12zu Wurmlinien im Penrose-Rhomben-Tiling (auch Ammann-Linien genannt) siehe z. B. [37]
oder [32]
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konstant, d. h. auch bei gro¨ßeren Tilings ist die Zahl der perfekten Approximan-
ten gering.
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Abbildung 9.10: Verschiebung eines Defekts entlang einer Wurmlinie. Links:
mittlere Verschiebbarkeit. Rechts: Zahl der durchlaufenen perfekten Appro-
ximanten.
9.7 Thermodynamische Eigenschaften
Abschließend betrachten wir noch den Verlauf der Energie und der spezifischen
Wa¨rme in Abha¨ngigkeit von der Temperatur. Fu¨r die Energieeinheit wa¨hlen wir
wieder  = 1.
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Abbildung 9.11: Energie (links) und spezifische Wa¨rme (rechts) in
Abha¨ngigkeit von der inversen Temperatur.
Wie wir in den vorangegangenen Abschnitten festgestellt haben, ist die mini-
male Defektzahl und damit das Energieminimum Eg abha¨ngig von der Geometrie
des jeweiligen Approximanten. Wenn wir jedoch die renormierte Energie E −Eg
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betrachten, so fallen die Kurven fu¨r die Energie pro Vertex zusammen. Aller-
dings ist hier die Konvergenz auf eine gemeinsame Kurve fu¨r N →∞ wesentlich
schlechter als im Clustermaximierungsmodell. Dies ist auch der Fall fu¨r die spe-
zifische Wa¨rme. Ansonsten ist das Verhalten das gleiche wie im vorigen Kapitel.
Kapitel 10
Entropie des Random-Tilings
In diesem Kapitel wollen wir die Entropie der Supertile-Random-Tilings, d. h. des
Ensembles der Random-Tilings mit maximaler Clusterdichte (relaxierte U¨berde-
ckungen), mit der Methode des Entropic-Sampling bestimmen. Wir werden die
Entropie dabei auf zwei Arten ermitteln: zum einen aus dem Clustermaximie-
rungsmodell (Kap. 8), bei dem die relaxierte U¨berlappregel gilt, zum anderen aus
dem Clusterkopplungsmodell (Kap. 9) mit der perfekten Regel. Beide Modelle
sollten dasselbe Ergebnis liefern.
10.1 Entropie aus dem Clustermaximierungsmodell
Im Clustermaximierungsmodell, in dem jedem Cluster eine Energie zugeordnet
wird, ist sowohl der Grundzustand bei T = 0 als auch der maximal ungeordnete
Zustand1 bei T =∞ ein Random-Tiling. Die beiden Random-Tilings sind jedoch
verschieden:
• Der Grundzustand mit maximaler Clusterdichte beschreibt ist ein Supertile-
Random-Pentagon-Tiling, bei dem jeder Rhombus doppelt geza¨hlt wird. Der
Grund hierfu¨r ist der Flipfreiheitsgrad innerhalb der Supertile-Rhomben
(Rhombusflip), der die Vertexstruktur des Supertilings nicht a¨ndert, son-
dern lediglich die Clusterorientierungen auf den stumpfen Rhombenecken
wechselt.
Abbildung 10.1: Doppelza¨hlung der Rhomben im Supertiling.
• Bei unendlicher Temperatur hingegen, beim Zustand maximaler Entropie
also, liegt das volle Random-Pentagon-Tiling auf der Ebene des Basistilings
vor. Dort werden die Rhomben einfach geza¨hlt.
1Maximale Unordnung bedeutet maximale Entropie. Wegen β ∝ ∂S/∂E entspricht dieses
Entropiemaximum der Temperatur β = 0 bzw. T =∞.
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Mittels der Methode des Entropic-Sampling ko¨nnen wir – wie in Abschn. 6.2
beschrieben – die Entropie als Funktion der Energie bestimmen. Ein Beispiel
fu¨r solch eine Entropiefunktion ist in Abb. 10.2 gezeigt. Es ist allerdings nicht
mo¨glich, Absolutwerte fu¨r die Entropie zu bestimmen.2 Wir ko¨nnen wir nur etwas
u¨ber Entropiedifferenzen aussagen. Die Gro¨ße, die uns interessiert, ist die Diffe-
renz ∆SRT zwischen der Grundzustandsentropie und dem Entropiemaximum.
En
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Abbildung 10.2: Form der Entropiefunktion.
Um daraus nun den absoluten Wert der Grundzustandsentropie S∗RT mit Dop-
pelza¨hlung der Rhomben zu bestimmen, mu¨ssen wir zuna¨chst den Entropiewert
SRT des vollen Random-Tilings korrigieren, da dieser nur eine Einfachza¨hlung
der Rhomben beinhaltet. Fu¨r den Entartungsgrad des vollen Random-Tilings be-
deutet dies einen Korrekturfaktor 2RRT , wenn RRT die Zahl der Rhomben im
vollen Random-Tiling ist. Fu¨r die Entropie SRT fu¨hrt dies nach der Boltzmann-
Gleichung zu einem additiven Korrekturterm kB ln 2
RRT = kBRRT ln 2. Zusa¨tzlich
mu¨ssen wir noch die Extensivita¨t der Entropie beru¨cksichtigen, denn nach (8.2)
entha¨lt das Supertiling nur N∗ = N/τ 4 Vertizes bei einem Basistiling mit N Ver-
tizes; folglich ist auch die Entropie des Grundzustands um den Faktor τ−4 kleiner
als die des vollen Random-Tilings. Es gilt also insgesamt:
S∗RT = τ
−4(SRT + kBRRT ln 2) . (10.1)
Aus der Entropiedifferenz ∆SRT = SRT − S∗RT erhalten wir schließlich mit
S∗RT =
1
τ 4 − 1 (∆SRT + kBRRT ln 2) (10.2)
2Bei doppelter Simulationszeit z. B. erhalten wir ein doppelt so hohes Energiehistogramm.
Die Entropiewerte verschieben sich dann um kB ln 2. Die Entropiewerte sind also nur bis auf
eine additive Konstante bekannt, welche durch Differenzbildung wegfa¨llt.
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eine Gleichung, die nur noch die Messgro¨ßen ∆SRT und RRT entha¨lt. Die charak-
teristische Gro¨ße, die im thermodynamischen Limes fu¨r alle Supertile-Random-
Tilings den gleichen Wert annimmt, ist die Entropiedichte. Es gilt entsprechend
σ∗RT =
1
τ 4 − 1 (∆σRT + kBρRT ln 2) , (10.3)
wobei nun ρRT die Rhombendichte ist.
Die Entropiedichte wurde auf diese Weise fu¨r verschiedene periodische Ap-
proximanten bestimmt. Mittels Finite-Size-Scaling lassen sich die Werte dann
auf das unendlich große System extrapolieren. Dies ist in Abb. 10.3 dargestellt.
In der vorliegenden Auftragung erhalten wir eine klar definierte Gerade.3 Auf ei-
ner La¨ngenskala mit den Supertile-Kanten (Abstand zweier Cluster mit A-U¨ber-
lapp) als Einheitsla¨nge erhalten wir fu¨r die Entropiedichte des Supertile-Random-
Tilings bzw. des Ensembles der relaxierten U¨berdeckungen den Wert
σ∗RT/kB = 0, 253± 0, 001 . (10.4)
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Abbildung 10.3: Finite-Size-Scaling fu¨r die Entropiedichte des Supertile-
Random-Tilings. (La¨ngeneinheit sind die Supertile-Kanten.)
10.2 Entropie aus dem Clusterkopplungsmodell
Wenn wir das Modell verwenden, in dem die verbotenen Clusteru¨berlapps ener-
getisch bestraft werden, so ist die Hochtemperaturphase der Zustand, an dem wir
interessiert sind:
3Als Fitkurve wurde eine Funktion der Form f(1/N) = ae−b/N + c verwendet. In Abb. 10.3
dargestellt sind die Werte σRT− c, die in logarithmischer Auftragung auf einer Geraden liegen.
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• Bei unendlicher Temperatur ist die Strafenergie effektiv null, so dass Rhom-
busflips mo¨glich sind, auch wenn dadurch Defekte entstehen. Folglich ent-
spricht dieser Zustand einem Random-Tiling mit Doppelza¨hlung der Rhom-
ben.
• Der Grundzustand ist perfekt geordnet. Es liegt zwar eine Entartung4 vor,
doch diese spielt im thermodynamischen Limes keine Rolle. Denn die Ent-
artung wa¨chst wie
√
N , so dass die Entropie pro Vertex verschwindet:
lim
N→∞
S
N
∝ lim
N→∞
ln
√
N
N
∝ lim
N→∞
lnN
N
= 0 . (10.5)
Die Grundzustandsentropie setzen wir daher null.
Die Entropiefunktionen, die wir mit diesem Modell erhalten, sind wieder von
der in Abb. 10.2 gezeigten Form. Da die Grundzustandsentropie verschwindet,
ist die Entropie des Random-Tilings direkt gleich der Differenz zwischen Entro-
pieminimum und -maximum. Das weitere Vorgehen ist das gleiche wie im vori-
gen Abschnitt. Allerdings funktioniert das Finite-Size-Scaling (Abb. 10.4) nicht
so pra¨zise wie im vorigen Abschnitt aufgrund der schlechteren Konvergenz des
Entropic-Sampling-Algorithmus in diesem Fall.
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Abbildung 10.4: Finite-Size-Scaling fu¨r die Entropiedichte des Random-
Tilings (La¨ngeneinheit: Tilekanten).
Der Wert, den wir dieses Mal fu¨r die Entropiedichte der relaxierten Clus-
teru¨berdeckung erhalten, ist jedoch – innerhalb der Fehlergrenzen – konsistent
mit dem vorigen Ergebnis:
σ∗RT/kB = 0, 25± 0, 01 . (10.6)
4siehe Abschn. 9.6.2
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Die La¨ngeneinheit ist hierbei die Kantenla¨nge der Tiles, da diese nun den Abstand
zweier Cluster mit A-U¨berlapp wiedergibt.
10.3 Entropie des Random-4-Level-Tilings
Wie wir in Abschn. 7.2.3 gesehen haben, stehen die relaxierten U¨berdeckungen
(Doppelza¨hlung der Rhomben) in einer 1:1-Beziehung zu den Random-4-Level-
Tilings (Doppelza¨hlung der Hexagone).
Abbildung 10.5: Doppelza¨hlung der Rhomben in den relaxierten U¨berde-
ckungen und der Hexagone im Random-4-Level-Tiling.
Deren Entropiedichte wurde von Tang und Jaric´ u¨ber die spezifische Wa¨rme
bestimmt [40]. Zum Vergleich mit unseren Werten mu¨ssen wir allerdings noch die
unterschiedlichen La¨ngeneinheiten beru¨cksichtigen.5 In unseren Einheiten ist die
Entropiedichte des Random-4-Level-Tilings nach Tang und Jaric´
σ∗RT/kB = 0, 255± 0, 001 . (10.7)
Dieser Wert ist konsistent mit unseren Ergebnissen.
10.4 Bemerkungen zur Ergodizita¨t
Fu¨r das Random-Penrose-Rhomben-Tiling kann man explizit beweisen, dass die
Flips zu einer Dynamik fu¨hren, die ergodisch ist.6 Im Fall des Random-Penrose-
Pentagon-Tilings mit den von uns verwendeten Flips ist ein solcher Beweis nicht
so einfach mo¨glich. Da wir jedoch dieselbe Entropiedichte wie fu¨r das Random-
Penrose-Rhomben-Tiling erhalten haben, ko¨nnen wir nachtra¨glich feststellen, dass
unsere Flipdynamik ebenfalls ergodisch ist.
10.5 Kontrolle der Entropiefunktion
Abschließend wollen wir noch die
”
Qualita¨t“ der Entropiefunktionen u¨berpru¨fen,
indem wir aus dieser die mittlere Energie und die spezifische Wa¨rme in Anha¨ngig-
5Die genaue Umrechnung ist in Anhang B zu finden.
6Der Beweis ist in [18], S. 484, skizziert.
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keit von der Temperatur bestimmen und deren Werte mit den Ergebnissen aus
den Simulationen mit dem Metropolis-Algorithmus vergleichen.
Die mittlere Energie bei einer bestimmten Temperatur β ist mit der Energie-
verteilung (4.10) unter Verwendung der Beziehung (4.21) fu¨r die Entropie gegeben
durch
〈E〉 =
∑
E
E eS(E)/kB−βE . (10.8)
Eine entsprechende Relation gilt fu¨r 〈E2〉, womit sich dann die spezifische Wa¨rme
nach (4.18) berechnen la¨sst:
C =
kBβ
2
N
(〈E2〉 − 〈E〉2) . (10.9)
Wie aus den in Abb. 10.6 gezeigten Beispielen hervorgeht, ist die U¨bereinstim-
mung sehr gut.
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Abbildung 10.6: Vergleich der Energie (links) und der spezifischen Wa¨rme
(rechts) aus den Metropolis-Simulationen und der Entropic-Sampling-
Methode. Obere Reihe: Ergebnisse mit dem Clustermaximierungsmodell.
Untere Reihe: Ergebnisse mit dem Clusterkopplungsmodell.


Teil IV
Dekagonale Strukturen in drei
Dimensionen

Kapitel 11
Stapelung von Pentagon-Tilings
Es ist – nach U¨berlegungen von Kalugin [24] – bekannt, dass zweidimensio-
nale quasikristalline Strukturen mit Wechselwirkungen endlicher Reichweite bei
positiven Temperaturen nicht stabil sein ko¨nnen. Bei T > 0 liegt stets der Zu-
stand des Random-Tilings vor. Mit anderen Worten: Der
”
Phasenu¨bergang“ vom
geordneten in den ungeordneten Zustand findet bei T = 0 statt.
In drei Dimensionen hingegen sollte der Ordnungs-Unordnungs-Phasenu¨ber-
gang bei positiver Temperatur stattfinden. Mit unserem Modell ko¨nnen wir dreidi-
mensionale dekagonale Quasikristalle simulieren, indem wir eine Stapelung unse-
rer zweidimensionalen Tilings mit einer Kopplung zwischen benachbarten Schich-
ten betrachten.
Fu¨r gestapelte Penrose-Rhomben-Tilings wurde ein solcher Phasenu¨bergang
von Jeong und Steinhardt in Monte-Carlo-Simulationen tatsa¨chlich beobach-
tet [20]. Ebenso konnten Dotera und Steinhardt fu¨r ikosaedrische Quasikris-
talle einen Phasenu¨bergang bei T > 0 nachweisen [6].
11.1 Kopplung zwischen den Schichten
Die Wechselwirkungen innerhalb der Schichten sollen dieselben sein wie im zweidi-
mensionalen Fall (zum einen das Clustermaximierungs-, zum anderen das Clus-
terkopplungsmodell). Die Wechselwirkung in Stapelrichtung, also senkrecht zu
den Schichten, mu¨ssen wir so wa¨hlen, dass wir im Grundzustand einen perfekten,
dekagonalen Quasikristall erhalten, bei dem alle Schichten deckungsgleich sind,
so dass die Struktur in Stapelrichtung periodisch wird.1 Außerhalb des Grundzu-
stands ist die Anordnung in Stapelrichtung nicht periodisch 2, sondern ist ebenfalls
ungeordnet wie die Random-Tilings innerhalb der Schichten.
Das Prinzip der von uns verwendeten Kopplung zwischen den Schichten geht
auf Henley zuru¨ck [18]. Fu¨r zwei benachbarte Schichten ko¨nnen wir Bereiche
angeben, deren Umrandungen in beiden Schichten u¨bereinstimmen, wa¨hrend das
1Es genu¨gt selbstversta¨ndlich nicht, zweidimensionale Random-Tilings einfach nur peri-
odisch aufeinander zu stapeln. Denn die Entropie in solch einem Modell wa¨re offensichtlich
nur proportional zur Fla¨che der zweidimensionalen Tilings, sollte jedoch proportional zum Vo-
lumen sein, um quasikristalline Phasen wie z. B. dekagonales AlCuCo entropisch zu stabilisieren.
Daher ist auch eine gewisse Unordnung in Stapelrichtung no¨tig [18].
2lediglich aufgrund der periodischen Randbedingungen in der Simulation mit einer Periode
von mehreren Schichten
85
86 Kapitel 11. Stapelung von Pentagon-Tilings
Innere sich aufgrund von Flips unterscheiden kann. Ein Flip, der dazu fu¨hrt, das
die Bereiche nicht mehr deckungsgleich sind, kostet Energie.
Fu¨r das Rhomben-Tiling wurde dieses Prinzip von Jeong und Steinhardt
wie folgt formuliert [20]: Der innere Vertex eines Hexagons kann nur geflippt wer-
den, wenn sich in der na¨chsten Schicht daru¨ber oder darunter ebenfalls ein Hexa-
gon befindet, dessen Rand mit dem des betrachteten Hexagons u¨bereinstimmt.
Abbildung 11.1: Flips im Rhomben-Tiling.
Fu¨r unser Modell des Pentagon-Tilings
”
verscha¨rfen“ wir diese Bedingungen
noch etwas, indem wir U¨bereinstimmung der Ra¨nder sowohl mit der daru¨ber- als
auch mit der darunterliegenden Schicht fordern. Denn es erscheint konsequenter,
wenn die Wechselwirkung mit beiden na¨chsten Schichten (sowohl nach oben als
auch nach unten) in gleicher Weise stattfindet und nicht nur mit einer der bei-
den benachbarten Schichten je nach vorliegender Konfiguration. Ein Flip ist also
erlaubt, wenn sowohl in der Schicht daru¨ber als auch darunter eine hexagonale
Vertexkonfiguration befindet, die deckungsgleich ist mit dem Hexagon um den zu
flippenden Vertex. Ist dies nicht der Fall, so ist der Flip verboten (bzw. wu¨rde
unendlich viel Energie beno¨tigen).
Abbildung 11.2: Flip im Pentagon-Tiling.
Die Kopplung zwischen den Schichten mu¨ssen wir so wa¨hlen, dass im ener-
getischen Grundzustand alle Schichten deckungsgleich sind. Dies bedeutet, dass
ein Flip, der die Deckungsgleichheit mit den benachbarten Schichten zersto¨rt, die
Energie erho¨hen muss. In Abb. 11.3 ist dargestellt, wie die Energiebewertung im
Detail vorgenommen wird. Wenn vom Grundzustand aus der innere Vertex eines
Hexagons geflippt wird, so ist die Energiea¨nderung ∆E = +z, wobei z > 0
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die Kopplungsenergie in Stapelrichtung (z-Richtung) ist.3 Bei diesem Flip ent-
stehen zwei Defekte zwischen den Schichten, jeweils einer bezu¨glich der daru¨ber-
und der darunterliegenden Schicht. Fu¨r den umgekehrten Prozess gilt entspre-
chend, dass zwei Defekte
”
ausheilen“, begleitet von einer Absenkung der Energie
(∆E = −z). Befindet sich in einer der beiden Nachbarschichten ein Hexagon,
das die gleiche Orientierung hat wie das Hexagon um den zu flippenden Vertex, in
der anderen Schicht dagegen ein Hexagon mit geflippter Orientierung, so wechselt
dieser Defekt lediglich zwischen den beiden Schichten. Dementsprechend a¨ndert
sich die Energie nicht (∆E = 0). Diese Energiea¨nderungen mu¨ssen nun zusa¨tz-
lich zu den bisher in den zweidimensionalen Simulationen betrachteten Energien
(Clusterenergie oder Clusterkopplung) beru¨cksichtigt werden.
!
! !
!
Abbildung 11.3: Schematische Darstellung der Erzeugung von Defekten
zwischen den Schichten. Die Pfeile sollen hexagonale Vertexkonfigurationen
mit ihrer Orientierung, gegeben durch den inneren Vertex, repra¨sentieren.
Ein Flip ist erlaubt, wenn sich deckungsgleiche (bis auf die Orientierung)
Hexagone daru¨ber und darunter befinden. Aufgrund der unterschiedlichen
Orientierungen kommt es zu Defekten (hier wieder mit 4! symbolisiert.)
Im linken Bild (entspricht Abb. 11.2) werden zwei neue Defekte erzeugt
(∆E = +z). Rechts wird der Defekt nur verschoben (∆E = 0).
11.2 Ordnungsparameter
Um den Ordnungs-Unordnungs-Phasenu¨bergang (kontinuierlicher Phasenu¨ber-
gang) beobachten zu ko¨nnen, mu¨ssen wir einen geeigneten Ordnungsparameter
definieren. Wir werden diesen in Analogie zum Vorgehen von Jeong und Stein-
hardt [20] im Falle des Penrose-Rhomben-Tilings formulieren.4
Wir wir in Abschn. 9.6.2 festgestellt haben, gibt es im Pentagon-Tiling (wie
auch im Rhomben-Tiling) durchgehende
”
Wurmlinien“, auf denen hexagona-
le Vertexkonfigurationen aufgereiht sind.5 Im perfekt quasiperiodischen Tiling,
3Zur Unterscheidung werden wir im Folgenden die bisher nur mit  bezeichnete Energie fu¨r
die Wechselwirkungen innerhalb der Schichten mit xy bezeichnen.
4Ein a¨hnliches Verfahren wurde auch von Dotera und Steinhardt fu¨r ikosaedrische Ti-
lings angewandt [6].
5Im Fall des Clusterkopplungsmodells bestehen die Wurmlinien aus Hexagonen und Rhom-
ben. Die Orientierung der Rhomben ist durch die Pfeildekoration auf den stumpfen Ecken
gegeben, die die Hexagonorientierungen im Basistiling repra¨sentieren (siehe Abschn. 12.2).
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Abbildung 11.4: Dreidimensionale Stapelung von Tilings. Links: Grundzu-
stand mit deckungsgleichen perfekten Tilings. Rechts: Hochtemperaturphase
mit nicht deckungsgleichen Random-Tilings in den Schichten.
wenn also keine Defekte vorhanden sind, sind alle Hexagone entlang einer Linie
gleich orientiert. Im Random-Tiling hingegen sind Defekte vorhanden, wodurch
die Orientierungen gesto¨rt werden. Im vollen Random-Tiling wird es entlang ei-
ner Linie ungefa¨hr gleich viele Hexagone mit der einen Orientierung geben wie
Hexagone mit der entgegengesetzten Orientierung.
Wenn wir nun den beiden mo¨glichen Hexagonorientierungen entlang einer
Wurmlinie
”
Spins“ mit den mo¨glichen Einstellungen si = ±1 zuordnen, so ko¨nnen
wir die Wurmlinie mit einer linearen Spin-Kette (wie z. B. dem eindimensionalen
Ising-Modell) vergleichen.6, also einer Spin-Kette vergleichen. In dieser Betrach-
tungsweise sind im perfekten Tiling (geordneter Fall) alle Spins parallel ausge-
richtet, und die
”
Magnetisierung“ ist eins. Im Random-Tiling (ungeordneter Fall)
gibt es ungefa¨hr gleich viele Spins mit Einstellung si = +1 wie Spins mit Einstel-
lung si = −1, so dass die Magnetisierung der Spin-Kette verschwindet.
In der Stapelrichtung ist das System geordnet, wenn alle Schichten deckungs-
gleich sind. Wenn wir also die Spins u¨bereinanderliegender Wurmlinien aufsum-
mieren, so erhalten wir eine Magnetisierung, die im geordneten Fall eins ist und im
ungeordneten null. Wir ko¨nnen folglich die Magnetisierung dieser
”
Spin-Ebenen“
als Ordnungsparameter verwenden, um zwischen geordnetem und ungeordnetem
Zustand unseres Modellsystems zu unterscheiden. Da sich jedoch selbst im geord-
6Im eindimensionalen Ising-Modell findet kein Phasenu¨bergang statt. (Der Ordnungs-
Unordnungs-U¨bergang liegt bei T = 0.) Daher kann es im zweidimensionalen Tiling keinen
Phasenu¨bergang bei T > 0 geben.
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+ 1s = + 1s = s = − 1+ 1s = 
Abbildung 11.5: Wurmlinie mit hexagonalen Vertexkonfigurationen. Die
beiden mo¨glichen Hexagon-Orientierungen entsprechen Spin-Einstellungen
si = ±1.
z
Abbildung 11.6: U¨bereinanderliegende Wurmlinien oder Spin-Ketten
(links) werden zu Spin-Ebenen zusammengefasst (rechts).
neten Zustand die Magnetisierungen paralleler Spin-Ebenen im Vorzeichen unter-
scheiden ko¨nnen, definieren wir die Magnetisierung bezu¨glich einer bestimmten
Richtung k (k = 1, 2, 3, 4, 5) im Tiling als
Mk =
1
Nhexk
∑
{Sik}
∣∣∣∣∣∑
j∈Sik
sj
∣∣∣∣∣ , (11.1)
wobei Nhexk die Zahl aller Hexagone ist, die auf Spin-Ebenen in Richtung k liegen.
Die Summe innerhalb der Betragszeichen la¨uft u¨ber alle Hexagone (Spins sj),
die auf der i-ten Spin-Ebene mit Richtung k (bezeichnet mit S ik) liegen. Die
a¨ußere Summe geht u¨ber alle parallelen Spin-Ebenen in Richtung k.7 Durch die
7Aufgrund der periodischen Randbedingungen fu¨r die verwendeten Approximanten sind
nicht alle parallelen Spin-Ebenen unabha¨ngig voneinander, da sich die Wurmlinien bei peri-
odischen Randbedingungen auf einem Torus aufwickeln und sich nach einigen Umla¨ufen selbst
schließen. Dies ist bei der Summe innerhalb der Betragszeichen zu beru¨cksichtigen. Dafu¨r sind
die Spin-Ebenen Sik auf eine geeignete Weise zu indizieren, die parallelen Ebenen, welche auf-
grund der periodischen Randbedingungen zusammengeho¨ren, denselben Index i zuordnen.
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Betragsbildung ist sichergestellt, dass im geordneten Zustand Mk = 1 ist. Im
ungeordneten Zustand ist bereits die Summe innerhalb der Betragszeichen null
und damit auch insgesamt Mk = 0. Fu¨r die ”
Suszeptibilita¨t“ gilt nach (4.20)
χk = N
hex
k β(∆Mk)
2 = Nhexk β
(〈M2k 〉 − 〈Mk〉2) . (11.2)
11.3 Ordnungs-Unordnungs-Phasenu¨berga¨nge
Die Frage ist nun: In welchem Modell ist ein Ordnungs-Unordnungs-Phasenu¨ber-
gang zu erwarten? Dieser sollte sich im Verhalten des Ordnungsparameters
”
Ma-
gnetisierung“ manifestieren.
• Im Clusterkopplungsmodell erwarten wir einen Phasenu¨bergang, da hier der
Grundzustand perfekt geordnet ist und die Hochtemperaturphase ein volles
Random-Tiling darstellt. Durch die Kopplung zwischen benachbarten Clus-
tern (bzw. Vertizes auf der Ebene des
”
reduzierten Modells“) sind auch die
Orientierungen der
”
Spins“ aneinander gekoppelt. Denn Defekte aufgrund
verbotener U¨berlapps fu¨hren zu einem Vorzeichenwechsel der Spins (siehe
Abb. 12.2).
Außerdem wurde von Jeong und Steinhardt fu¨r das Penrose-Rhomben-
Tiling ein solcher Ordnungs-Unordnungs-Phasenu¨bergang zwischen dem
perfekt geordneten Grundzustand und dem ungeordneten Random-Tiling
beobachtet [20].
• Fu¨r das Clustermaximierungsmodell la¨sst sich keine Voraussage treffen. Die
”
geordnete“ Phase wa¨re hier das Supertile-Random-Tiling. Es ist a priori
nicht klar, ob dessen lokale Ordnung (bei globaler Unordnung) fu¨r einen
Phasenu¨bergang ausreicht. Die Spins sind hier nicht aneinander gekoppelt
wie beim Clusterkopplungsmodell. Denn es ist im Grundzustand ohne Ener-
gieaufwand noch mo¨glich, dass Hexagone flippen, so dass benachbarte He-
xagone nicht
”
gezwungen“ werden, gleiche Orientierungen einzunehmen.
11.4 Vergleich mit dem Ising-Modell
Die Spin-Ebenen lassen sich mit dem zweidimensionalen Ising-Modell vergleichen.
Es besteht allerdings ein deutlicher Unterschied: Die Spins sind nicht regelma¨ßig,
d. h. nicht auf einem quadratischen Gitter angeordnet. Außerdem werden durch
Flips auch Hexagone zersto¨rt oder es entstehen neue Hexagone, so dass die Zahl
der Spins nicht konstant ist und sich die Positionen der Spins sta¨ndig a¨ndern.
Hinzu kommt auch, dass die Art der Kopplung innerhalb der Schichten und zwi-
schen den Schichten vo¨llig verschieden ist. Im Ising-Modell hingegen ist die Art
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der Kopplung horizontal und vertikal die gleiche, selbst wenn in horizontaler
Richtung die Kopplungskonstante einen anderen Wert annimmt als in vertikaler
Richtung.
Kapitel 12
Clusterkopplungsmodell
Wir betrachten als Erstes eine Stapelung im Bild des Clusterkopplungsmodells,
da wir hierfu¨r – wie im vorigen Kapitel erla¨utert – einen Ordnungs-Unordnungs-
Phasenu¨bergang erwarten.
12.1 Kopplung zwischen den Schichten
Zuna¨chst mu¨ssen wir die Kopplung zwischen den Schichten fu¨r dieses Modell
noch etwas pra¨zisieren. Denn die Simulationen werden zwar mit dem
”
reduzier-
ten Modell“ (Tiling aus Clusterzentren mit Pfeildekoration) ausgefu¨hrt; die Ge-
setzma¨ßigkeiten, die dabei gelten, richten sich aber nach dem darunterliegenden
Basistiling. Wir mu¨ssen also eine
”
effektive Kopplung“ formulieren, wie sie sich
auf der Ebene des Supertilings auswirkt.1
Abbildung 12.1: Struktura¨nderung im Basitiling bei Flips im Supertiling.
In Abschn. 11.1 haben wir die Kopplung definiert, wie sie auf der Ebene des
Basistilings gelten soll. Wenn wir dies auf die Vertizes des Supertilings u¨bertragen,
bedeutet dies: Ein Rhombusflip im Grundzustand a¨ndert die Kopplungsenergie
zwischen den Schichten um +z, da hierbei nur ein Hexagon flippt; ein Hexa-
gonflip hingegen erho¨ht die Energie um +2z, da hierbei effektiv zwei Hexagone
im Basistiling flippen. (Dies ist in Abb. 12.1 nochmals verdeutlicht.) Ansonsten
1Natu¨rlich wa¨re es auch mo¨glich, das Supertiling als vo¨llig eigensta¨ndiges Tiling zu be-
trachten und die U¨berlappregeln, die sich u¨ber die Pfeildekoration kontrollieren lassen, als
Ordnungsprinzip nur bezu¨glich des Supertilings zu betrachten. Da jedoch dabei auch das Basi-
stiling mitgeordnet wird, bietet es sich an, alles auf der Ebene des Basistilings zu formulieren,
da wir dann ein effektiv um den Faktor τ4 gro¨ßeres System simulieren ko¨nnen.
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gelten fu¨r Hexagonflips die im vorigen Kapitel beschriebenen Bedingungen. Auf
die Rhombusflips u¨bertragen, lautet die Flipbedingung: Ein Rhombus kann dann
geflippt werden, wenn sich sowohl in der Schicht daru¨ber als auch darunter ein
deckungsgleicher Rhombus befindet. Die Energiebewertung ergibt sich aus der
Pfeildekoration auf den stumpfen Rhombenecken, da diese die Orientierung des
Basistiling-Hexagons innerhalb des Supertile-Rhombus repra¨sentieren.
12.2 Ordnungsparameter
Auch den Ordnungsparameter formulieren wir aus der Sicht des Basistilings. Die
entsprechende Erweiterung von Abb. 11.5 ist in Abb. 12.2 zu sehen. Ein Hexa-
gon im Supertiling entspricht zwei gleichorientierten Hexagonen im Basisitiling.
Daher za¨hlen wir den Spin eines Supertile-Hexagons doppelt (si = ±2). Ein
Rhombus im Supertiling repra¨sentiert ein Hexagon im Basistiling, dessen Orien-
tierung durch die Pfeile auf den stumpfen Rhombenecken wiedergegeben wird.
Dementsprechend ordnen wir einem Supertile-Rhombus einen Spin si = +1 oder
si = −1 zu.
s = −1 s = +1s = +2 s = −2 s = +2 s = +2
! !
Abbildung 12.2: Wurmlinie mit Rhomben und Hexagonen. Vorhandene
Defekte (verbotene Clusteru¨berlapps) fu¨hren zu einem Vorzeichenwechsel
der Spins.
Wie wir in Abb. 12.2 sehen, a¨ndert die Existenz eines Defekts aufgrund eines
verbotenen U¨berlapps die Vorzeichen der Spins entlang einer Wurmlinie. Da es
je nach Approximantengeometrie nur bestimmte Richtungen im Tiling gibt, die
im Grundzustand defektfrei sind (siehe Abschn. 9.6.1), ko¨nnen auch nur diese
Richtungen im perfekten Tiling einen Ordnungsparameter vom Wert eins aufwei-
sen. Fu¨r die defektbehafteten Richtungen dagegen wird die Magnetisierung im
Grundzustand nicht genau definierte2 Werte wesentlich kleiner als eins anneh-
men. Daher werden wir fu¨r die Beobachtung des Phasenu¨bergangs nur auf die im
Grundzustand defektfreien Richtungen zuru¨ckgreifen.
2Wegen der Verschiebbarkeit der Defekte ko¨nnen sich die Anteile positiver und negativer
Spinwerte entlang der Wurmlinie a¨ndern, weshalb fu¨r diese Richtungen die Magnetisierung im
Grundzustand nicht fest ist.
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12.3 Phasenu¨bergang und kritische Exponenten
Das Verhalten der Magnetisierung3 und der Suszeptibilita¨t in Abha¨ngigkeit von
der Temperatur und der Systemgro¨ße sind fu¨r die defektfreien Richtungen in Abb.
12.3 dargestellt. Fu¨r die Energieeinheiten haben wir hierbei xy = z = 1 gewa¨hlt.
In den beiden Simulationsserien ist die Zahl der Schichten jeweils so gewa¨hlt,
dass sie proportional ist zur linearen Ausdehnung der Schichten. Dadurch werden
die Volumeneigenschaften deutlich und nicht durch Fla¨cheneffekte gesto¨rt. Serie I
besteht aus rhombischen Approximanten, die Defekte in den Richtungen 2 und 3
aufweisen. Serie II besteht aus rechteckigen Approximanten, die nur in Richtung
5 keine Defekte aufweisen.4
Von den drei Richtungen in den rhombischen Approximanten, die keine De-
fekte aufweisen, sind die Richtungen 1 und 4 geometrisch gleichwertig; beide sind
parallel zu den Approximantenra¨ndern. Daher werden fu¨r diese beiden Richtun-
gen die Magnetisierung und die Suszeptibilita¨t gemittelt.
Wie in allen Diagrammen deutlich erkennbar ist, handelt es sich um einen
Phasenu¨bergang zweiter Ordnung (kontinuierlicher Phasenu¨bergang), erkennbar
an der Divergenz der Suszeptibilita¨t am kritischen Punkt mit zunehmender Sys-
temgro¨ße. Damit hat sich unsere Erwartung besta¨tigt, dass sich mit dem Cluster-
kopplungsmodell in einer dreidimensionalen Stapelung tatsa¨chlich ein Ordnungs-
Unordnungs-Phasenu¨bergang beobachten la¨sst.
3Die Werte fu¨r die Magnetisierung sind Mittelwerte aus Simulationen mit dem Metropolis-
Algorithmus gema¨ß (6.3).
4Na¨here Details zu den Serien sind in Anhang D.2 aufgefu¨hrt. Zum Auftreten von Defekten
in den verschiedenen Richtungen siehe auch Abschn. 9.6.1.
5siehe Anhang A.2
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Abbildung 12.3: Magnetisierung (links) und Suszeptibilita¨t (rechts). Die
beiden oberen Reihen sind Daten aus Serie I: Die erste Reihe bezieht sich
auf die Richtungen 1 und 4 (M14 = (M1 + M4)/2, χ14 = (χ1 + χ4)/2), die
zweite auf Richtung 5. Die untere Reihe geho¨rt zu Serie II und bezieht sich
auf Richtung 5. (Die Fehlerbalken fu¨r die Magnetisierung sind kleiner als die
Punktgro¨ße. Die Fehler der Suszeptibilita¨t wurden mit der Block-Methode5
abgescha¨tzt.)
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12.3.1 Kritische Temperatur
Die kritische Temperatur bestimmen wir aus dem Maximum der Suszeptibilita¨t.
Die Werte sind in Abb. 12.4 u¨ber der Systemgro¨ße aufgetragen.6 Da die kritische
Temperatur von der Systemgro¨ße abha¨ngt, extrapolieren wir den dargestellten
Verlauf hin zum unendlich großen System. Aufgrund der Streuung der Werte
ko¨nnen wir die kritische Temperatur nur grob abscha¨tzen zu
βc = 1, 2 (12.1)
(zu nehmen in Einheiten von −1xy = 
−1
z ).
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Abbildung 12.4: Abha¨ngigkeit der kritischen Temperatur von der linearen
Systemausdehnung L = N1/3. Links: Werte aus Serie I, getrennt fu¨r die
Richtungen 1+4 und 5. Rechts: Werte aus Serie II fu¨r Richtung 5.
12.3.2 Kritische Exponenten
Mit der in Abschn. 5.4 beschriebenen Methode des Finite-Size-Scalings bestim-
men wir nun die kritischen Exponenten des beobachteten Ordnungs-Unordnungs-
Phasenu¨bergangs. Als
”
charakteristische La¨nge“ verwenden wir L = N1/3. Fu¨r
die Berechnung der reduzierten Temperatur t verwenden wir die im vorigen Ab-
schnitt bestimmte kritische Temperatur.
Als Erstes passen wir die Skalierungsfunktion fu¨r die Suszeptibilita¨t an. Nach
(5.12) gilt
χ˜(L1/νt) = L−γ/νχL(t) . (12.2)
Zuna¨chst wa¨hlen wir den Parameter ν so, dass die Maxima der Kurven u¨berein-
anderliegen. Danach wa¨hlen wir den Wert von γ so, dass alle Kurven auf eine
einzige kollabieren.
6Die Fehlerbalken ergeben sich als Abscha¨tzung aus der Scha¨rfe des Maximums der Suszep-
tibilita¨t.
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Abbildung 12.5: ”Datenkollaps“ der Skalierungsfunktionen der Magnetisie-
rung und der Suszeptibilita¨t (Anordnung der Diagramme wie in Abb. 12.3).
98 Kapitel 12. Clusterkopplungsmodell
Als Zweites bestimmen wir den Parameter β u¨ber die Skalierungsfunktion fu¨r
die Magnetisierung. Es ist nach (5.10)
M˜(L1/νt) = Lβ/νML(t) (fu¨r t ≤ 0) . (12.3)
Fu¨r ν verwenden wir den zuvor bestimmten Wert. Den Exponenten β passen wir
so an, dass die Kurven fu¨r t ≤ 0 aufeinander fallen.
Die Werte fu¨r die kritischen Exponenten des beobachteten Phasenu¨bergangs
zwischen geordnetem und ungeordnetem Zustand sind:
β = 0, 08 , (12.4)
γ = 1, 7 , (12.5)
ν = 1, 6 . (12.6)
Die Fehler dieser Werte bewegen sich in der Gro¨ßenordnung von ungefa¨hr 10%.7
Aus der Skalenrelation (5.6) ergibt sich fu¨r den kritischen Exponenten der
spezifischen Wa¨rme der Wert
α = 0, 1 . (12.7)
12.4 Thermodynamische Eigenschaften
Neben der Magnetisierung haben wir in der Simulation auch die Energie ge-
messen. Die Ergebnisse sind in den nachstehenden Abbildungen dargestellt. Das
Verhalten ist im Wesentlichen das gleiche wie in zwei Dimensionen. Im Grund-
zustand ist die Energie gegeben durch das Minimum der Defekte innerhalb einer
Schicht, multipliziert mit der Zahl der Schichten. Mit zunehmendem N geht die
Energie pro Vertex somit (wie in zwei Dimensionen) gegen null. Bei ho¨heren Tem-
peraturen kommen die Defekte in Stapelrichtung hinzu, so dass die Energie pro
Vertex nun ho¨her ist als in zwei Dimensionen.
Aus dem Verhalten der spezifischen Wa¨rme am kritischen Punkt la¨sst sich
auf einen kritischen Exponenten von
α ≈ 0 (12.8)
schließen, da die Kurven mit zunehmender Systemgro¨ße nicht merklich divergie-
ren, sondern vielmehr konvergieren. Dieser Wert stimmt innerhalb der Fehler-
grenzen mit dem obigen Ergebnis u¨berein, das sich aus der Skalenrelation ergibt.
7Eine genauere Abscha¨tzung der Werte und ihrer Fehler ist nicht mo¨glich, da die Bestimmung
der Exponenten u¨ber den ”Datenkollaps“ visuell geschieht und es schwierig zu beurteilen ist,
bei welchen Werten die Skalierungsfunktionen am besten aufeinander fallen.
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Abbildung 12.6: Temperaturabha¨ngigkeit der Energie (links) und der spe-
zifischen Wa¨rme (rechts). Die obere Reihe bezieht sich auf Serie I, die untere
auf Serie II.
12.5 Vergleich mit dem Ising-Modell und dem ge-
stapelten Rhomben-Tiling
Die Werte, die sich fu¨r die kritischen Exponenten ergeben haben, stimmen nicht
besonders gut mit den Werten des Ising-Modells (siehe Abschn. 5.5.3) u¨berein.
Alle Werte sind zur U¨bersicht noch einmal in Tab. 12.1 dargestellt. Die Werte
tendieren allerdings mehr zum zwei- als zum dreidimensionalen Ising-Modell, was
der Erwartung aufgrund der Spin-Ebenen entspricht.
Zusa¨tzlich sind in Tab. 12.1 auch noch die Werte eingetragen, die Jeong und
Steinhardt fu¨r ihre Stapelung von Penrose-Rhomben-Tilings erhalten haben
[20]. Diese stimmen relativ mit unserem Ergebnis u¨berein.
Dass die Werte von denen des zweidimensionalen Ising-Modells abweichen, ist
nicht weiter verwunderlich. Denn zum einen ist die Wechselwirkung – wie bereits
in Abschn. 11.4 erwa¨hnt – nicht isotrop, da die Kopplung innerhalb der Schichten
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vo¨llig anders geartet ist als zwischen den Schichten.8 Zum anderen werden beim
Ising-Modell nur Na¨chste-Nachbar-Wechselwirkungen beru¨cksichtigt. In unserem
Modell hingegen haben die Wechselwirkungen zwischen den
”
Spins“ durch die
Clusterkopplung eine wesentlich la¨ngere Reichweite.
Exponenten α β γ ν
Unser Modell ≈ 0 0,08 1,7 1,6
Jeong/Steinhardt 0 0,2 1,6 1,6
Ising-Modell 2d 0 0,125 1,75 1
Ising-Modell 3d 0,11 0,33 1,24 0,63
Tabelle 12.1: Vergleich der kritischen Exponenten unseres Modells mit den
Werten von Jeong und Steinhardt und denen des Ising-Modells.
12.6 Einfluss der Energieparameter
Abschließend wollen wir noch den Einfluss der Energieparameter xy und z auf
die Eigenschaften des Systems untersuchen. Dazu variieren wir zum einen die
Kopplung xy innerhalb der Schichten (Wertebereich xy = 0, 1, 2, 3, 4 bei festem
z = 1), zum anderen die Kopplung z zwischen den Schichten (Wertebereich
z = 0, 1, 2, 3, 4 bei festem xy = 1). Die Rechnungen wurden alle fu¨r ein und
dasselbe System9 durchgefu¨hrt.
Der Einfluss auf den Wert der kritischen Temperatur ist in Abb. 12.7 zu sehen.
Zur Orientierung sind noch Kurven ∝ −1/2xy bzw. ∝ −1/2z eingezeichnet.
Die kritische Temperatur βc legt eine Temperatur- und damit auch eine Ener-
gieskala fest. Zum Vergleich der Temperaturabha¨ngigkeiten der verschiedenen
thermodynamischen Gro¨ßen bei unterschiedlichen Werten fu¨r xy und z nor-
mieren wir Temperatur und Energie auf diese Skala. Wir betrachten also das
Verhalten in Abha¨ngigkeit von der renormierten Temperatur β/βc. Da es sich bei
βc = (kBTc)
−1 um eine inverse Energie handelt, ist die renormierte Energie βcE.
Wie sind nun die Observablen zu renormieren? Fu¨r die spezifische Wa¨rme gilt
C ∝ β2(∆E)2, so dass sich die Renormierung von Temperatur β und Energie E
hier gerade gegenseitig aufheben. Die Suszeptibilita¨t χ ∝ β(∆M)2 ist auf χ/βc
zu renormieren.
8Im Gegensatz dazu haben Dotera und Steinhardt in ihren Simulationen zu ikosaedri-
schen Quasikristallen eine sehr gute U¨bereinstimmung mit dem zweidimensionalen Ising-Modell
erhalten [6]. In diesem Fall ist die fu¨r den Ordnungs-Unordnungs-U¨bergang verantwortliche
Wechselwirkung isotrop.
9rhombischer Approximant (zwei Defekte pro Schicht im Minimum) der Gro¨ße 21/13×13/8
mit 8 Schichten (aus Serie I)
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Abbildung 12.7: Einfluss der Energieparameter auf die kritische Tempe-
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Abbildung 12.8: Renormierung von Energie (links oben), spezifischer
Wa¨rme (rechts oben), Magnetisierung der Richtungen 1+4 (links unten)
und Suszeptibilita¨t der Richtungen 1+4 (rechts unten). Legende: (xy,z).
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Die renormierten Kurven fu¨r Energie, spezifische Wa¨rme und Magnetisierung
sind im Großen und Ganzen unabha¨ngig von den Energieparametern; die renor-
mierte Suszeptibilita¨t dagegen nimmt mit abnehmendem Verha¨ltnis xy/z zu.
Lediglich fu¨r den Fall, dass einer der beiden Parameter null ist, sind Ab-
weichungen zu beobachten. Insbesondere der Fall xy = 0 fu¨hrt zu einem auch
qualitativ anderen Verhalten aufgrund der fehlenden Wechselwirkung innerhalb
der Schichten. Im Gegensatz dazu ist selbst fu¨r z = 0 noch eine gewisse geome-
trische Kopplung zwischen den Schichten vorhanden durch die Forderung, dass
ein Flip nur dann tatsa¨chlich ausgefu¨hrt werden kann, wenn sich in der daru¨ber-
und der darunterliegenden Schicht ebenfalls eine entsprechende Flipkonfiguration
(Hexagon oder Rhombus) mit deckungsgleichem Rand befindet.
Kapitel 13
Clustermaximierungsmodell
Fu¨r eine Stapelung des Clustermaximierungsmodells ist a priori nicht klar, ob
wir einen Ordnungs-Unordnungs-Phasenu¨bergang beobachten werden. Die ent-
scheidende Frage ist: Reicht die lokale Ordnung im Grundzustand trotz globaler
Unordnung aus fu¨r einen Phasenu¨bergang zwischen dem Supertile-Random-Tiling
als
”
geordnetem“ und dem vollen Random-Tiling als ungeordnetem Zustand?
13.1 Kopplung zwischen den Schichten, Ordnungs-
parameter
Die Simulationen laufen im Clustermaximierungsmodell auf der Ebene des Basis-
tilings ab. Es gilt daher fu¨r die Kopplung zwischen den Schichten und fu¨r den
Ordnungsparameter das in Kap. 11 Gesagte.
13.2
”
Kritisches“ Verhalten
Aus dem Verhalten der Magnetisierung und der Suszeptibilita¨t in Abb. 13.1 (fu¨r
die Energieeinheiten haben wir wieder xy = z = 1 gewa¨hlt) la¨sst sich keine
Aussage daru¨ber treffen, ob es sich um einen Phasenu¨bergang handelt oder nicht.
Qualitativ ist ein a¨hnliches Verhalten zu beobachten wie im vorigen Kapitel. So
la¨sst sich z. B. auch in diesem Modell nur fu¨r diejenigen Richtungen im Tiling ein
charakteristisches Verhalten der Magnetisierung beobachten, fu¨r die dies auch im
Clusterkopplungsmodell der Fall ist.
Aber dennoch kann aus den Daten nicht eindeutig geschlossen werden, ob
ein Phasenu¨bergang vorliegt oder nicht. Das Verhalten der Suszeptibilita¨t ko¨nn-
te zwar einen Phasenu¨bergang andeuten. Doch um diesbezu¨glich eine Entschei-
dung treffen zu ko¨nnen, ist die
”
Divergenz“ mit der Systemgro¨ße am kritischen
Punkt nicht deutlich genug ausgepra¨gt.1 Auch das Verhalten der Magnetisie-
rung ist schwer einzuordnen. Es scheint, als ob sie in der geordneten Phase
mit zunehmender Systemgro¨ße gegen einen Wert kleiner als eins konvergiert (ca.
0, 6). Aber ansonsten wa¨re auch das Verhalten der Magnetisierung prinzipiell mit
1Erst sehr rechenintensive Simulationen an noch gro¨ßeren Systemen mit noch besserer Sta-
tistik ko¨nnten hieru¨ber Aufschluss geben.
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Abbildung 13.1: Magnetisierung (links) und Suszeptibilita¨t (rechts). (An-
ordnung der Diagramme wie in Abb. 12.3).
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einem Phasenu¨bergang vereinbar. Die starken Schwankungen der Magnetisierung
(trotz sehr kleiner Fehlerbalken) bei niedrigen Temperaturen deuten darauf hin,
dass das System in verschiedene stabile Zusta¨nde mit unterschiedlichen Werten
fu¨r die Magnetisierung la¨uft und dort die meiste Zeit verharrt. Erst durch die
Temperatura¨nderung wird das System gesto¨rt, so dass es in einen anderen stabi-
len Zustand wechselt, wobei die Magnetisierung einen signifikant anderen Wert
annimmt.
13.3 Thermodynamische Eigenschaften
Das Minimum der Energie ist in diesem Modell gegeben durch die maximale Clus-
terdichte. Im Grundzustand besteht jede Schicht aus einem Supertile-Random-
Tiling, und alle Schichten sind deckungsgleich, d. h. es sind keine Defekte vor-
handen. Die Energie pro Vertex ist dann die gleiche wie im zweidimensionalen
Fall: Eg/N = −0, 146.
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Abbildung 13.2: Temperaturabha¨ngigkeit der Energie (links) und der spe-
zifischen Wa¨rme (rechts). Die obere Reihe bezieht sich auf Serie I, die untere
auf Serie II.
Kapitel 14
Entropie der Stapelung von
Random-Tilings
Abschließend bestimmen wir noch die Entropie gestapelter Random-Pentagon-
Tilings mit der Methode des Entropic-Sampling. Im zweidimensionalen Fall er-
gaben beide Modelle (Clustermaximierungsmodell und Clusterkopplungsmodell)
denselben Wert fu¨r die Entropie; in beiden Fa¨llen lag eine Doppelza¨hlung der
Rhomben vor. Bei der dreidimensionalen Stapelung ist die Betrachtung etwas
komplizierter.
14.1 Entropie aus dem Clustermaximierungsmodell
Im Grundzustand ist die Stapelung periodisch in z-Richtung. Daher ist die Entro-
pie des Grundzustands gleich der Entropie einer einzigen Schicht, also der Entro-
pie des Supertile-Random-Tilings. Da diese aber nur so schnell wa¨chst die zweidi-
mensionale
”
Ausdehnung“ N2/3, verschwindet im thermodynamischen Limes die
Grundzustandsentropie.1
Die maximale Entropie ist die Entropie des vollen Random-Tilings, bei dem
die Rhomben einfach geza¨hlt werden. Deren Wert ist wegen der verschwindenden
Grundzustandsentropie gerade die Differenz zwischen dem Minimum und dem
Maximum der in der Simulation gemessenen Entropiefunktion.2
Das weitere Vorgehen ist das gleiche wie bei der Entropiebestimmung in zwei
Dimensionen. Fu¨r die beiden Serien I und II wurden die Entropiefunktionen er-
mittelt. In Abb. 14.1 ist die Entropie pro Vertex (s = S/N) aufgetragen.3 Die
Extrapolation auf das unendlich große System liefert
sRT/kB = 0, 10± 0, 01 (14.1)
als Wert fu¨r die Entropie pro Vertex im vollen Random-Tiling mit Einfachza¨hlung
der Rhomben.
1Genaugenommen verschwindet die Entropie pro Vertex: S/N → 0 fu¨r N →∞.
2Die Entropiefunktionen, die fu¨r die Stapelungen gemessen werden, haben die gleiche Form
wie in zwei Dimensionen (siehe Abb. 10.2).
3zur Art der Auftragung siehe Abb. 10.3 und zugeho¨rige Fußnote
106
14.2. Entropie aus dem Clusterkopplungsmodell 107
0.001
0.002
0.003
0.005
0.01
0 0.002 0.004 0.006 0.008
N1/
s
R
T
k B/
−
 
0.
09
11
0.003
0.005
0.007
0.01
0.016
0 0.002 0.004 0.006 0.008
N1/
s
R
T
k B/
−
 
0.
08
65
Abbildung 14.1: Finite-Size-Scaling fu¨r die Entropiedichte aus dem Clus-
termaximierungsmodell (links: Serie I, rechts: Serie II).
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Abbildung 14.2: Finite-Size-Scaling fu¨r die Entropiedichte aus dem Clus-
terkopplungsmodell (links: Serie I, rechts: Serie II)
14.2 Entropie aus dem Clusterkopplungsmodell
Im Fall des Clusterkopplungsmodells verschwindet die Grundzustandsentropie
bereits in zwei Dimensionen. Es ist also auch hier die Differenz zwischen Mini-
mum und Maximum der Entropiefunktion mit der Entropie des Random-Tilings
gleichzusetzen. Die Frage nach der Multiplizita¨t der Rhomben la¨sst sich allerdings
nicht beantworten. Denn wa¨hrend in zwei Dimensionen jeder Rhombus aufgrund
der beiden mo¨glichen Clusterbelegungen der stumpfen Rhombenecken doppelt
geza¨hlt wird – was einem Rhombusflip entspricht –, kann bei der dreidimensio-
nalen Stapelung nicht jeder Rhombus geflippt werden. Aufgrund der Kopplung
zwischen den Schichten ist der Rhombusflip nur dann mo¨glich, wenn sich daru¨ber
und darunter ebenfall ein Rhombus befindet, also nur mit einer Wahrscheinlich-
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keit kleiner als eins. Die Multiplizita¨t der Rhomben ist also kleiner als zwei.
Die Werte der Entropie pro Vertex fu¨r die verschiedenen Approximanten der
Serien I und II sind in Abb. 14.2 dargestellt. Aus der Extrapolation erhalten wir
in diesem Fall4
s#RT/kB = 0, 15± 0, 01 . (14.2)
4Mit dem Symbol ”#“ soll hier verdeutlicht werden, dass es sich weder um eine Entropie
mit Einfach- noch mit Doppelza¨hlung der Rhomben handelt.


Zusammenfassung
Wir haben in dieser Arbeit zuna¨chst verschiedene Ordnungsprinzipien fu¨r de-
kagonale Quasikristalle in Form der perfekten, relaxierten und vollrelaxierten
U¨berlappregeln fu¨r das aperiodische Dekagon nach Gummelt [15, 16, 17] im
Detail diskutiert und die Zusammenha¨nge zwischen den daraus resultierenden
Clusteru¨berdeckungen herausgearbeitet. Als natu¨rliche Realisierung der relaxier-
ten U¨berlappregel haben wir einen Vertexcluster fu¨r das Penrose-Pentagon-Tiling
vorgestellt. (Wir wollen hier noch einmal auf die A¨hnlichkeit mit dem atomaren
Cluster, den Roth und Henley in Molekulardynamik-Simlationen gefunden ha-
ben [34], hinweisen.) Mit diesem Clustermodell haben wir die verschiedenen U¨ber-
lappregeln (die relaxierte und die perfekte Variante) simuliert.
Der erste Schritt war die Maximierung der Dichte unseres Vertexclusters im
Pentagon-Tiling. Hierbei ist intrinsisch die relaxierte Regel erfu¨llt. Die U¨berstruk-
turen, die wir damit erhalten, sind Supertile-Random-Tilings. Diese sind a¨quiva-
lent zu den Random-Hexagon-Boot-Stern-Tilings, die sich aus relaxierten U¨ber-
deckungen mit dem Gummelt-Dekagon ergeben. Wir ko¨nnen also feststellen, dass
in diesem Fall die beiden Prinzipien Clusterdichtemaximierung und vollsta¨ndige
Clusteru¨berdeckung a¨quivalent sind.
Das zweite Ziel war die Realisierung der perfekten U¨berlappregeln, um das
Supertile-Random-Tiling zu einem perfekten Tiling zu ordnen. Dazu haben wir
zusa¨tzlich eine Kopplung zwischen u¨berlappenden Clustern eingefu¨hrt, mit der
die Zahl verbotenen U¨berlapps, die der perfekten Regel widersprechen, minimiert
werden kann. Wir haben gezeigt, dass es hiermit mo¨glich ist, Random-Tilings zu
perfekten Tilings zu ordnen.
In beiden Fa¨llen haben wir die Entropie des Supertile-Random-Tilings be-
stimmt. Die Ergebnisse sind konsistent mit den Werten fu¨r das Penrose-Rhomben-
Tiling nach Tang und Jaric´ [40].
Im letzten Teil haben wir Stapelungen von Pentagon-Tilings betrachtet, wo-
bei wir die Schichten so miteinander koppeln, dass im Grundzustand alle Schich-
ten deckungsgleich sind. Mit beiden U¨berlappregeln haben wir diese dreidimen-
sionalen Modellsysteme fu¨r dekagonale Quasikristalle auf mo¨gliche Ordnungs-
Unordnungs-Phasenu¨berga¨nge untersucht.
Fu¨r die perfekte Regel, die durch die Kopplung zwischen den Clustern reali-
siert ist, konnten wir einen Phasenu¨bergang beobachten. Hierfu¨r wurden auch die
kritischen Exponenten bestimmt. Die U¨bereinstimmung mit dem zweidimensio-
nalen Ising-Modell ist nicht besonders gut. Unsere Werte sind allerdings innerhalb
der Fehlergrenzen konsistent mit den Ergebnissen von Jeong und Steinhardt
fu¨r gestapelte Rhomben-Tilings [20].
Im Fall der relaxierten Regel konnten wir keine eindeutige Antwort geben auf
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die Frage, ob die lokale Ordnung in den Supertile-Random-Tilings ausreicht fu¨r
einen Ordnungs-Unordnungs-Phasenu¨bergang. Anhand des Verhaltens des Ord-
nungsparameters in den vorhandenen Simulationsdaten ist keine definitive Aus-
sage mo¨glich.
Abschließend haben wir noch die Entropie der Stapelungen in den beiden
Modellen bestimmt.


Teil V
Anhang

Anhang A
Fehlerrechnung
A.1 Mittelwerte
Der gemessene Mittelwert einer Observablen A (wie z. B. die Energie oder die
Magnetisierung) ist bei n Stichproben
〈A〉 = 1
n
n∑
i=1
Ai . (A.1)
Die gemessenen Fluktuationen von A um den Wert 〈A〉 sind von der Gro¨ße ∆A
mit
(∆A)2 = 〈A2〉 − 〈A〉2 . (A.2)
Ist Aˆ der tatsa¨chliche Erwartungswert von A, so liegt er (mit großer Wahrschein-
lichkeit) im Intervall
Aˆ = 〈A〉 ± ∆A√
n
. (A.3)
A.2 Blockmethode
Die Fehler von Gro¨ßen wie der spezifischen Wa¨rme oder der Suszeptibilita¨t, die
aus Mittelwerten (〈E〉 und 〈E2〉 bzw. 〈M〉 und 〈M2〉) berechnet werden und
somit nicht bei jedem Simulationsschritt definiert sind, lassen sich nicht so direkt
bestimmen.
Eine einfache Mo¨glichkeit, die Fehler abzuscha¨tzen, ist die sog. Blockmetho-
de1. Bezogen auf die spezifische Wa¨rme, ist die Idee die folgende: Wir teilen die
Datenliste mit den Werten, die wir in der Simulation fu¨r die Energie E gemes-
sen haben, in gleich große Blo¨cke ein. Fu¨r jeden solchen Datenblock berechnen
wir separat die spezifische Wa¨rme. Die Streuung der verschiedenen Werte, die
wir hieraus erhalten, gibt uns eine Abscha¨tzung fu¨r den Fehler der spezifischen
Wa¨rme.
1siehe z. B. [29], S. 69
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An die Stelle der Gro¨sse A in den Gleichungen des vorigen Abschnitts treten
nun die Werte fu¨r die spezifische Wa¨rme oder die Suszeptibilita¨t aus den einzelnen
Blo¨cken. Die Zahl n der Stichproben ist durch die Zahl der Blo¨cke zu ersetzen.
Anhang B
Entropie des
Random-4-Level-Tilings
Der Entropiewert, den Tang und Jaric´ fu¨r das Random-4-Level-Tiling angeben
[40], ist auf die Zahl der Tiles bezogen. Diesen mu¨ssen wir fu¨r den Vergleich
mit dem Random-Pentagon-Tiling in eine Entropiedichte umrechnen, wobei die
La¨ngeneinheit die Kantenla¨nge der Pentagone ist.
Die Zahlen Nf und Ns der dicken und du¨nnen Rhomben im Rhomben-Tiling
verhalten sich wie1
Nf/Ns = τ . (B.1)
Fu¨r die Fla¨chen As und Af der du¨nnen (O¨ffnungswinkel 36
◦) und dicken Rhomben
(O¨ffnungswinkel 72◦) gilt (in Einheiten der Kantenla¨nge der Rhomben)
As = sin 36
◦ =
√
1− cos2 36◦ =
√
1− (τ/2)2 , (B.2)
Af = sin 72
◦ = 2 cos 36◦ sin 36◦ = τ
√
1− (τ/2)2 . (B.3)
Die beiden Fla¨chen verhalten sich also wie
Af/As = τ . (B.4)
Auf jeden Rhombus kommt insgesamt ein Vertex. Die Vertexdichte im 4-Level-
Tiling ist demnach
ρ4L =
Ns +Nf
NsAs +NfAf
=
τ + 1
(τ 2 + 1)
√
1− (τ/2)2 = 1, 231 . (B.5)
Fu¨r die Entropie pro Vertex geben Tang und Jaric´ den Wert
s4L/kB = 0, 393± 0, 002 (B.6)
an. Die Entropiedichte des 4-Level-Tilings (mit den Rhombenkanten als Ein-
heitsla¨nge) ist dann
σ4L/kB = s
4L/kB · ρ4L = 0, 484± 0, 002 . (B.7)
1siehe z. B. [27]
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Als Letztes mu¨ssen wir noch die La¨ngeneinheiten umrechnen. Die Kantenla¨n-
gen der Rhomben im Rhomben-Tiling sind L4L, die Tilekanten im Pentagon-
Tiling besitzen die La¨nge LP. Wie aus Abb. B.1 hervorgeht, besteht zwischen
beiden La¨ngen der geometrische Zusammenhang
LP
L4L
=
LP/2
L4L/2
= tan 36◦ = 0, 727 . (B.8)
Fu¨r die Werte σ4L und σP der Entropiedichten in den beiden unterschiedlichen
Einheitensystemen mit den La¨ngenskalen L4L und LP gilt
σ4L
(L4L)2
=
σP
(LP)2
. (B.9)
In Einheiten der Tilekanten im Pentagon-Tiling (La¨nge LP) lautet damit schließ-
lich der Wert fu¨r die Entropiedichte
σP/kB = σ
4L/kB ·
(
LP
L4L
)2
= 0, 255± 0, 001 . (B.10)
L4L
LP
o36
Abbildung B.1: Skizze zur Umrechnung der Kantenla¨ngen von Rhomben-
und Pentagon-Tiling.
Anhang C
”
Ordnungsparameter“ fu¨r
defektbehaftete Richtungen
C.1 Clusterkopplungsmodell
Bei der Beobachtung des Ordnungs-Unordnungs-Phasenu¨bergangs in den dreidi-
mensionalen Stapelungen haben wir nur die defektfreien Richtungen verwendet.
Der Vollsta¨ndigkeit halber sind die Ergebnisse fu¨r die defektbehafteten Richtun-
gen hier aufgefu¨hrt.
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Abbildung C.1: Magnetisierung (links) und Suszeptibilita¨t (rechts). Die
obere Reihe bezieht sich auf Richtung 2 in Serie I, die untere auf Richtung
1 in Serie II. Die u¨brigen defektbehafteten Richtungen weisen das gleiche
Verhalten auf.
121
122 Anhang C.
”
Ordnungsparameter“ fu¨r defektbehaftete Richtungen
C.2 Clustermaximierungsmodell
Im Clustermaximierungsmodell gibt es zwar keine Defekte (Verletzung der per-
fekten U¨berlappregel) in dem Sinne wie im Clusterkopplungsmodell. Dennoch ist
das Verhalten des Ordnungsparameters bezu¨glich der verschiedenen Richtungen
im Tiling vergleichbar.
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Abbildung C.2: Magnetisierung (links) und Suszeptibilita¨t (rechts). Die
obere Reihe bezieht sich auf Richtung 2 in Serie I, die untere auf Richtung
1 in Serie II. Die u¨brigen ”defektbehafteten“ Richtungen weisen das gleiche
Verhalten auf.
Anhang D
Simulationsserien
Es wurden bei allen Simulationen ausschließlich τ -Approximanten verwendet.
D.1 Zweidimensionale Simulationen
τx × τy # Vertizes
8/5 × 5/3 47
5/3 × 5/3 58
13/8 × 8/5 123
21/13 × 13/8 322
21/13 × 21/13 1042
55/34 × 34/21 2207
144/89 × 21/13 3571
89/55 × 55/34 5778
89/55 × 34/21 7142
D.2 Dreidimensionale Simulationen
Bei den gestapelten Tilings gilt fu¨r das Gro¨ßenverha¨ltnis zwischen zwei Systemen
A und B derselben Serie:
System A B
# Schichten (Ho¨he) L λL
# Vertizes pro Schicht (Fla¨che) N λ2N
# Vertizes insgesamt (Volumen) V λ3V
Serie I: Rhombische Approximanten vom Typ mx = my + 1
τx × τy # Schichten # Vertizes
8/5 × 5/3 3 141
13/8 × 8/5 5 615
21/13 × 13/8 8 2576
34/21 × 21/13 13 10959
55/34 × 34/21 21 46347
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Serie II: Rechteckige Approximanten vom Typ mx = my
τx × τy # Schichten # Vertizes
5/3 × 5/3 3 174
8/5 × 8/5 5 760
13/8 × 13/8 8 3184
21/13 × 21/13 13 13546
34/21 × 34/21 21 57288
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