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Quantum tunneling is the quantum-mechanical effect where a particle tunnels through a classically
forbidden region. Double Square Well Potential (DSWP) is a system where this phenomenon is
feasible. Numerous phenomena can be illustrated by considering motion in a pair of wells that are
separated by a barrier of finite height and width. The energy level splitting, resulting from barrier
penetration, is the reason of the so-called inversion spectrum, which is an example of quantum
tunneling. Out of several molecules (NH3, PH3, AsH3, NH2CN) where this inversion phenomenon
occurs, ammonia molecule NH3 provides a nice physical realization of a vibrational system with a
DSWP. The main goal of the present work is to examine the implications of quantum tunneling on
information entropy measures (Shannon’s and Fisher’s) and statistical complexity.
PACS numbers: 89.70.Cf, 33.20.-t, 03.65.Xp
I. INTRODUCTION
Classically if a particle is located in one of the wells of a DSWP and does not have sufficient energy to surmount the
barrier in the potential, it will be forever confined to that well. Quantum mechanics shows that due to the wave-like
nature of the particle, after a certain length of time, there is a non-zero probability that it will be located in the other
well. It is therefore quantum mechanically possible for a particle to pass through a barrier that it cannot classically
overcome. This phenomenon is known as quantum tunneling effect.
The quantum tunneling results in the splitting of the low-lying energy levels which occur in pairs with slightly
different energy values. The transition frequency between the energy levels of each pair is associated with the emission
or absorption of electromagnetic radiation. Particularly in the ammonia molecule this transition frequency for the
ground-state has been measured at about 24 GHz [1–3]. This phenomenon, namely the inversion spectrum of the
ammonia molecule, has been observed through infrared spectroscopy and plays a fundamental role in the principle
of operation of the ammonia MASER[4]. Although inversion effect occurs in other molecules as well (PH3, AsH3,
NH2CN) [3, 5], NH3 provides a tractable vibrational system for experimental observation and exploitation, since
inversion frequency falls in the microwave region.
Until recently, oscillation of probability density in position space ρ(x, t) between the wells has been the usual way
to approach the quantum tunneling phenomenon and consequently the inversion spectrum. Heisenberg uncertainty
relation reflects this phenomenon, but information entropy offers a more sensitive approach, to study a particle moving
in a non-classical way through the barrier.
Information-theoretic tools, initially applied to communication systems, have been employed extensively to in-
vestigate various classical and quantum systems e.g. in physics [6], chemistry [7, 8], biology [9] and many other
scientific branches as well. Specifically, the well-known information measures defined by Shannon [10] and Fisher [11],
have been applied with considerable success in quantum systems e.g. atoms [12, 13]. Shannon information entropy
has been correlated fairly well with experimental data for atomic ionization potentials and dipole polarizabilities
[14]. A comprehensive account of applications to molecules can be found in [15] and [16]. Another example is an
information-theoretic treatment of a molecule (pi-system) described in [8].
To begin with, one needs a probabilistic treatment of a system, which in fact is especially suitable and relevant for
quantum systems, and then use the corresponding probability densities, ρ(r) in position space and n(k) in momentum
space as input to the definitions of Shannon information entropy and Fisher information. Thus, one proceeds to the
calculation of the information content of the system and investigate its related properties. An additional merit of the
probabilistic treatment is that one can calculate quantitatively, in a systematic manner, a measure of complexity of
the quantum system, the so-called LMC statistical complexity [17]. The LMC complexity of the H+2 ion was studied
using a simple wavefunction of Coulson type, leading to a promising relation of complexity with chemical bonding
[18]. Atomic complexity has been calculated for the first time in the literature in [19], where another definition of
complexity was employed, namely the SDL measure [20]. Last but not least, calculations of molecular information
entropies were carried out in [21, 22].
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2In the present paper we apply the above methods in order to study the ammonia molecule as a test bed, and in
particular to assess the effect of tunneling on the Shannon information entropy, the Fisher information and the LMC
complexity, together with Heisenberg’s uncertainty. We employ a simple model for the ammonia molecule, i.e. the
Double Square Well Potential (DSWP), which captures its essential properties required for a probabilistic treatment
via the Schro¨dinger Equation.
This paper is organized as follows. In section II, we derive the time-dependent wavefunction for the ammonia
molecule (DSWP), and we also plot the time dependence of probability density in both position and momentum
spaces. In section III, we consider the Infinite Square Well Potential (ISWP), in order to compare the corresponding
results of the DSWP with a system, where quantum tunneling is absent. In section IV we define the relevant statistical
measures and present the intrinsic relation among them. In section V we illustrate and comment the results i.e. the
time evolution of statistical measures for both ammonia molecule (DSWP) and ISWP. The conclusions of the analysis
are drawn in section VI.
II. AMMONIA MOLECULE NH3 (DSWP)
The ammonia molecule has the shape of a pyramid where the nitrogen atom is at the apex and the three hydrogen
atoms form the base in the shape of an equilateral triangle [3]. The position of the nitrogen atom is chosen as the
origin of the x axis. Manning Potential [23] constitutes a good approximation of the ammonia molecule potential,
which is defined by the function
V (x) = −C sech2(x/2ρ) +D sech4(x/2ρ). (1)
VHxL
FIG. 1: Manning Potential
In the following analysis we replace the Manning potential (Fig. 1) by the simplified DSWP (Fig. 2). DSWP in
general, is a tractable quantum system which can be solved analytically, and therefore it will be used to illustrate the
main features of the actual potential.
We study the quantum motion of a “particle” representing the collective motion of the three hydrogen atoms. The
mass of this hydrogen plane is equal to m = 3mh, where mh is the mass of a hydrogen atom. The depth is assumed to
be V0 = 0.5 eV, the height of the central barrier V1 = 0.25 eV and the maximum distance that the hydrogen plane can
take from nitrogen is b = 0.4 A˚ where b =
(
L0+L1
2
)
[2, 3, 5]. Adjustments to the length of the wells L0 and L1 have
been made, so that the calculated frequencies are in accordance with the ones that have been found experimentally
(ν = 23.98 GHz) [1].
DSWP in the ammonia molecule is defined by the following piecewise function,
V (x) =


0, |x| > L0
−V0, L1 < |x| < L0
−V1, |x| < L1
, (2)
where V0 = 0.5 eV, V1 = 0.25 eV, L0 = 0.672 A˚ and L1 = 0.128 A˚. The one-dimensional Schro¨dinger Equation (SE)
is:
− ~
2
2m
d2u(x)
dx2
+ V (x)u(x) = Eu(x). (3)
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FIG. 2: DSWP of NH3
By dividing the x axis into five spatial regions, and following the standard procedure [3, 24] we solve analytically
the corresponding second order differential equations, taking into account continuity and smoothness conditions for
the wavefunction at x = L0 and x = L1.
The potential is an even function of position, i.e., V (x) = V (−x). Due to this symmetry, the solutions of the SE
are either odd or even functions of position. We solve these equations only for |E| > V1, because only in that case
the energy is less than the barrier’s height, and so quantum tunneling is possible.
The symmetric (even) solution is:
uS(x) =


A1e
γx, x ≤ −L0
A2 cos(ϕ− k0x), −L0 ≤ x ≤ −L1
A3 cosh(|k1|x), |x| ≤ L1
A2 cos(ϕ+ k0x), L1 ≤ x ≤ L0
A1e
−γx, x ≥ L0
, (4)
while the antisymmetric one (odd) is:
uA(x) =


A1e
γx, x ≤ −L0
A2 cos(ϕ− k0x), −L0 ≤ x ≤ −L1
B3 sinh(|k1|x), |x| ≤ L1
−A2 cos(ϕ+ k0x), L1 ≤ x ≤ L0
−A1e−γx, x ≥ L0
, (5)
where
γ2 = −2m
~2
E, k20 =
2m
~2
(E + V0), k
2
1 =
2m
~2
(E + V1). (6)
In the even case we set A1 = 1, and the values of the constants A2, A3 are obtained by solving the resulting
transcendental equation numerically. Working similarly in the odd case, we set again A1 = 1 and find A2 and B3.
The energies and phases found numerically are:
TABLE I: Energies and Phases in ammonia molecule NH3
Indices a eV ϕ
0S -0.4831090 1.20559
1A -0.4830108 1.19540
2S -0.4331151 0.86912
3A -0.4325328 0.83870
a The indices show the number of nodes of the wavefunction and the parity of the symmetric S and antisymmetric A eigenstates
respectively.
The eigenfunctions have well-defined parities: a symmetric one (uS), and an antisymmetric one (uA). We observe
that the energy levels which lie below the potential barrier occur in pairs. For each parity, the two smallest values of
energy correspond to the ground-state, while the rest to the excited ones, thus we find
4∆E10 = 9.82 · 10−5 eV,
∆E32 = 58.23 · 10−5 eV,
In the excited states we obtain lower accuracy, since the DSWP has been adjusted only for the ground-state, in
which we are more interested in. We can form linear superpositions of the energy eigenstates,
uL =
uS + uA√
2
, (7)
and
uR =
uS − uA√
2
, (8)
which are not eigenfunctions of the system, and correspond to states for which the probability density in position
space ρ(x) is concentrated on the left and on the right well respectively. The time-dependent wavefunction of the
particle, assumed to be in the left well at t = 0, evolves in the ground-state according to
ψ(x, t) =
1√
2
[u0S(x)e
−iE0St/~ + u1A(x)e
−iE1At/~]
=
1√
2
[u0S(x) + u1A(x)e
−i∆E10t/~]e−iE0St/~, (9)
and for the first excited state
ψ(x, t) =
1√
2
[u2S(x) + u3A(x)e
−i∆E32t/~]e−iE2St/~. (10)
The normalized wavefunction in momentum space is given by the the Fourier transform
φ(k, t) =
1√
2pi
∫
ψ(x, t)e−ikx dx. (11)
Probability densities in position and momentum space are given by
ρ(x, t) = |ψ(x, t)|2 = ψ(x, t)∗ψ(x, t), (12)
and
n(k, t) = |φ(k, t)|2 = φ(k, t)∗φ(k, t), (13)
respectively. In Figs. 3 and 4 we present how probability density develops over time for the ground-state. Instead of
ρ and n, we put the values ρ · 10−10 and n · 1011 respectively, in order to avoid extremely large or small magnitudes.
It is noted that the Schro¨dinger equation was solved in the S.I. system of units.
We notice that after time t = pi~/∆E, the wavefunction ψ(x, t) is equal to uR, and the particle is in the right
configuration. At t = 2pi~/∆E the wavefunction ψ(x, t) is equal to uL and the particle is back at the left well.
Therefore, the particle in the ground-state oscillates from the left well to the right one at the Bohr frequency ν =
∆E/2pi~ = 23.76 GHz, while the experimental measured frequency is ν = 23.98 GHz [1], and the corresponding value
calculated through Manning Potential is ν = 24.88 GHz [23]. In other words, the hydrogen plane can be moved to a
position diametrically opposite to where it was, which leads to the inversion of the molecule. The resulting molecule
is indistinguishable from the initial one and this phenomenon is called inversion spectrum of ammonia molecule.
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FIG. 3: Probability density ρ(x, t) in position space (DSWP)
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FIG. 4: Probability density n(k, t) in momentum space (DSWP)
6III. INFINITE SQUARE WELL POTENTIAL (ISWP)
It is obvious that the Bohr frequency plays a fundamental role in quantum tunneling, since the time-dependent
wavefunction of the particle is the result of a superposition state. Similar superpositions of eigenstates can also be
formed in other systems, where quantum tunneling is absent. In this section, we apply an analysis similar to the
DSWP case, and form the corresponding superpositions, which evolve with time in a well without a barrier, and
in particular in the Infinite Square Well Potential (ISWP) [25]. Since ISWP is discussed in every undergraduate
Quantum Mechanics textbook [3, 26], we skip the mathematical analysis and directly present the eigenfunctions and
the energy levels of the system.
The ISWP is defined by the function
V (x) =
{
0, 0 < x < L
∞, x < 0, x > L . (14)
The normalized eigenfunctions ψn(x) are
ψn(x) =
√
2
L
sin
(npix
L
)
, n = 1, 2, 3 . . . (15)
The corresponding quantized energy levels of the ISWP are given by
En =
~
2pi2n2
2mL2
, n = 1, 2, 3 . . . (16)
We set L = 2L0 and m = 3mh, where 2L0 is the width of the DSWP used in section II, and form again linear
superpositions (as we did for DSWP case) of the two lowest energy eigenstates ψ1 and ψ2.
ψL =
ψ1 + ψ2√
2
, (17)
and
ψR =
ψ1 − ψ2√
2
, (18)
corresponding to wavefunctions in which the particle is located predominantly in the left or right side of the well
respectively. The time-dependent wavefunction for a particle initially located at the left side of the well at t = 0, is
given by
ψ(x, t) =
1√
2
[ψ1(x)− ψ2(x)e−i∆E21t/~]e−iE1t/~. (19)
Probability densities in position and momentum space are given by equations (12) and (13), and its time dependence
is illustrated in Figs. 5 and 6
70
0
1
2
3
x
Ρ
Hx
,tL
(a) t=0, T
0
0
1
2
3
x
Ρ
Hx
,tL
(b) t=T/6, 5T/6
0
0
1
2
3
x
Ρ
Hx
,tL
(c) t=T/4, 3T/4
0
0
1
2
3
x
Ρ
Hx
,tL
(d) t=T/3, 2T/3
0
0
1
2
3
x
Ρ
Hx
,tL
(e) t=T/2
FIG. 5: Probability density ρ(x, t) in position space (ISWP)
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FIG. 6: Probability density n(k, t) in momentum space (ISWP)
8IV. STATISTICAL MEASURES
We shall begin our presentation of statistical measures with the generalized uncertainty principle. For any pair
of observables A and B whose operators do not commute (incompatible observables), their corresponding standard
deviations obey the lower bound [26]
σ2Aσ
2
B ≥
(
1
2i
〈[Aˆ, Bˆ]〉
)2
. (20)
Supposing that the first observable is position x and the second one is momentum k = p/~, their product represents
the so-called Heisenberg uncertainty principle, which defines a lower bound that depends not only on the operators,
but also on the quantum mechanical state
∆x∆k ≥ 1
2
, (21)
where ∆x =
(
〈x2〉 − 〈x〉2
)1/2
and ∆k =
(
〈k2〉 − 〈k〉2
)1/2
.
The Shannon information entropy [10, 27] for a discrete probability distribution pi with N accessible states, is
defined as
S = −
N∑
i=1
pi log pi, (22)
while for a continuous probability density f(x) is usually called “differential entropy” [27] and is defined as
S = −
∫
f(x) log f(x) dx. (23)
In quantum mechanics, for a continuous distribution representing the probability density in position space ρ(r),
takes the form
Sr = −
∫
ρ(r) ln ρ(r) dr, (24)
and the corresponding momentum space entropy Sk is given by
Sk = −
∫
n(k) lnn(k) dk, (25)
where n(k) denotes the momentum probability density [28]. The densities ρ(r) and n(k) are respectively normalized
to one. The information entropy sum in conjugate spaces ST = Sr + Sk, contains the net information of the system
and is typically measured in nats. Individual entropies Sr and Sk depend on the units used to measure r and k
respectively, but their sum ST does not i.e. it is invariant to uniform scaling of coordinates.
The net Shannon information entropy, in D-dimensions, obeys the following lower bound, also known as the entropic
uncertainty relation (EUR)
ST = Sr + Sk ≥ D(1 + lnpi), (26)
which represents a stronger version of the Heisenberg uncertainty principle of quantum mechanics, in the sense that
the EUR leads to Heisenberg relation, while the inverse is not true. Additionally, the right-hand side of Heisenberg
relation depends on the quantum state of the system, while EUR does not [6].
Shannon’s information entropy (“uncertainty”) provides a global measure of smoothness [29] and reflects the inde-
terminacy (“spread”) of a distribution, since a highly localized ρ(r) is associated with a diffuse n(k), leading to low
9Sr and high Sk and vice-versa. In other words, Shannon information entropy measures the average amount of the
information received, when this uncertainty is removed by an appropriate “localization” experiment [30].
The Fisher information measure Iθ [11, 29, 31], also called the “intrinsic accuracy”, corresponding to a family of
probability densities f(x; θ) and depending on a parameter θ is given by
Iθ =
∫
1
f(x; θ)
(
∂f(x; θ)
∂θ
)2
dx, (27)
while for a discrete distribution [29, 32] is defined as
I =
N∑
i=1
(pi+1 − pi)2
pi
. (28)
In quantum mechanics, Fisher information in position space takes the form
Ir =
∫ | ▽ ρ(r)|2
ρ(r)
dr, (29)
and the corresponding momentum space measure is given by
Ik =
∫ | ▽ n(k)|2
n(k)
dk. (30)
The individual Fisher measures are bounded through the Cramer-Rao inequality according to Ir ≥ 1Vr and Ik ≥ 1Vk ,
where Vr and Vk denote the corresponding spatial and momentum variances respectively [33, 34].
In contrast to Shannon’s information entropy which provides a global way of characterizing “uncertainty”, Fisher’s
information provides a local measure of smoothness and reflects the “narrowness” of the probability distribution
[29, 30]. Furthermore, Fisher’s information is strongly sensitive to the local oscillatory character of probability
density, due to the fact that it depends on its gradient [31].
In position space, the Fisher information measures the “sharpness” of probability density i.e. a strongly localized
probability density gives rise to a larger value of Fisher information and vice-versa. In this sense, Fisher information
is complementary to Shannon information entropy and their reciprocal relation is, in fact, utilized in this work.
If either the momentum space wavefunction φ(k) or the position space wavefunction ψ(x) is real, it has been shown
[31] that the net Fisher information (IT = IrIk), in D-dimensions, obeys the following lower bound
IT = IrIk ≥ 4D2. (31)
The lower bounds of both Shannon sum (Sr + Sk) and Fisher product (IrIk) get saturated for the Gaussian
distributions [29].
Fisher’s information is also intimately related to the Shannon information entropy via de Bruijn identity [27, 34]
∂
∂t
S(x+
√
tz)
∣∣∣∣
t=0
=
1
2
I(x), (32)
where x is a random variable with a finite variance with a density f(x), and z an independent normally distributed
random variable with zero mean and unit variance.
In a statistical analysis we are usually interested in knowing how far the system deviates from equilibrium. An
isolated system in equilibrium is characterized by equiprobability (pi = 1/N), a case where Shannon information
entropy takes its maximum value
Smax = logN. (33)
In the neighborhood of equilibrium, we can expand Shannon entropy S around its maximum value Smax
10
S = Smax − N
2
N∑
i=1
(
pi − 1
N
)2
+ · · · (34)
where the quantity D =
N∑
i=1
(
pi − 1N
)2
is called disequilibrium, and represents the distance from equilibrium. Multi-
plying both parts of equation (34) with S and setting C = S ·D we get
C =
2
N
· S(Smax − S), (35)
where C is another statistical measure called LMC complexity, due to Lo´pez-Ruiz, Mancini and Calbet, who first
defined it and gave the above analysis [17]. Ideal gas and crystal are two systems which help us to illustrate the basic
properties of those measures. An isolated ideal gas is completely disordered, while each accessible state has the same
probability (pi = 1/N). Equiprobable distribution results in maximizing Shannon’s information entropy (S = Smax)
and minimizing disequilibrium (D → 0), so deductively, LMC complexity is also minimized (C → 0). On the other
hand, in a crystal the probability distribution is centered around a prevailing state of perfect symmetry, something
that imposes disequilibrium to take its maximum value (D = Dmax), and Shannon’s information entropy its minimum
(S → 0) respectively. Finally, LMC complexity is again minimized (C → 0).
The irreversibility property of S implies that dSdt ≥ 0, so another important property of LMC complexity is that
while the system reaches equilibrium, C is always decreasing [17]
dC
dt
≤ 0, (36)
however, this does not forbid complexity to increase when the system is far from equilibrium.
In order to generalize these notions for the continuous case, we redefine disequilibrium as
D =
∫
p2(x) dx, (37)
and complexity as
C = S ·D = −
(∫
p(x) log p(x) dx
)
·
(∫
p2(x) dx
)
. (38)
Another way of extending LMC complexity for a continuous system is to use the exponential of Shannon information
entropy [35]
C = eSD. (39)
The reason of this extension is that in the continuous case, S and consequently C can become negative. Since in
quantum mechanics we have to deal with two spaces i.e. position and momentum ones, in order to calculate the net
complexity CT , we use the formula
CT = e
STDT , (40)
where ST = Sr + Sk, while for the net disequilibrium DT we employ the definition
DT = DrDk, (41)
where Dr =
∫
ρ2(r) dr and Dk =
∫
n2(k) dk. ST and DT are chosen in such a way that they are dimensionless
quantities, characterizing the system.
Re´nyi entropy is another information measure [36] defined as
11
Ha =
1
1− a log
(
N∑
i=1
pai
)
, (42)
where a > 0 and a 6= 1. Re´nyi entropy is a generalized measure of information, which converges to Shannon information
entropy as a→ 1. It can be easily proved [17] that for a discrete distribution, C takes the form
C = S ·D = H1 ·
(
e−H2 − 1
N
)
, (43)
while for a continuous distribution
C = S ·D = H1 · e−H2 . (44)
V. RESULTS
A. Ammonia Molecule (DSWP)
We are interested in studying the time evolution of information measures during the tunneling effect for one period.
Below, instead of investigating the transitions associated with both ground and first excited states, we focus only on
the ground-state for two reasons. At first, each energy state (which lie below the potential barrier) shows qualitatively
similar results. Secondly, transitions that correspond to the ground-state fall in the microwave region, for which there
is strong coupling to the radiation field, making it easier to observe and exploit in building a MASER [4].
(a) (b) (c)
FIG. 7: Time evolution of Heisenberg relation in NH3
a)in position space ∆x · 1011, b) in momentum space ∆k · 10−10 and c)∆x∆k
In Fig. 7 we plot the time evolution of Heisenberg uncertainties for one oscillation of the particle between the
wells. The values of ∆x are multiplied by 1011 and ∆k by 10−10 to improve the presentation. It is observed that they
oscillate between two extreme values. The minimum value is obtained when the particle is located in one of the wells
(t = 0, T/2, T ) and the maximum when the particle penetrates the barrier (t = T/4, 3T/4).
Shannon information entropy versus time is plotted in Fig. 8. As we can see in Fig. 8a, Sx is minimized when
the particle is exactly in one well (t = 0, T/2, T ), and maximized when the particle is penetrating the barrier. This
behavior reflects the localization characteristics of the probability distribution ρ(x, t) plotted in Fig. 3. On the other
hand, in momentum space, we observe the opposite behavior (Fig. 8b), since at time t = T/4 and t = 3T/4 probability
density n(k, t) is clearly more localized than at time t = 0 (or t = T/2 and T ) when the particle is only in one well
(Fig. 4).
Shannon’s information entropy is a measure of uncertainty, thus its behavior observed is similar to Heisenberg
relation (7c). This behavior also verifies the property stated in section IV, that smaller values of Shannon information
entropy correspond to more localized distributions. It is also observed in Fig. 8c, that the net Shannon information
(ST = Sx +Sk) presents a similar trend compared with its component in position space Sx. Sometimes, in one of the
spaces (position and momentum) the information entropy is negative, but the net information content ST = Sx + Sk
is always positive for normalized probability densities ρ(x, t) and n(k, t)
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(a) (b) (c)
FIG. 8: Time evolution of Shannon information entropy in NH3
a)in position space Sx, b) in momentum space Sk and c)ST = Sx + Sk
(a) (b) (c)
FIG. 9: Time evolution of Fisher information in NH3
a)in position space Ix · 10
−21, b) in momentum space Ik · 10
21 and c)IT = IxIk
In Fig. 9 we plot the time dependence of Fisher information Ix, Ik and IT . It is noted that the values of Ix
are multiplied by 10−21, while those of Ik by 10
21. In Fig. 9a Fisher information in position space Ix is peaked
when the particle is located in one of the wells, while at time t = 0, T/2 and T , Ik is minimized (Fig. 9b). As
we stated in section 4, a localized probability density gives rise to a larger value of Fisher information, as expected.
Furthermore, compared to Fig. 8c, the curve of IT simulates the tunneling phenomenon in a more sensitive way.
Fisher’s information depends not only on the probability density, but also on its gradient. Thus it is reasonable to
provide a more sensitive measure of information, reflecting more accurately the oscillation that takes place. We also
note that the lower limits for ST = 1+ lnpi and IT = 4, obtained from relations (26) and (31) putting D = 1 (for our
one dimensional problem), are fulfilled throughout our numerical calculations.
(a) ST (ωt) (b) IT (ωt)
FIG. 10: Fitted functions for Shannon and Fisher measures (0 ≤ ωt ≤ pi/2)
More specifically, a fitting curve obtained for ST as function of time, shows that ST is logarithmically maximized
at t = T/4 (Fig. 10a)
ST (ωt) = ln
(
α0 + α1ωt+ α2(ωt)
2 + α3(ωt)
3 + α4(ωt)
4
)
, (45)
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while Fisher’s information takes its maximum value at t = T/4 exponentially (Fig. 10b)
IT (ωt) = e
(α0+α1ωt+α2(ωt)2+α3(ωt)3+α4(ωt)4). (46)
The evaluated fitting parameters are
TABLE II: The values of the fitting parameters α
Parameter ST IT
α0 8.81379 1.40713
α1 0.66905 1.35802
α2 8.47152 1.99491
α3 −7.26716 −1.90413
α4 1.70397 0.48349
Finally, disequilibrium DT and LMC complexity CT versus time are plotted in Fig. 11. As it is expected, DT
is maximized when ST is minimized (Fig. 8c) and vice-versa. Complexity on the other hand, reaches its relative
minimum values, when either ST or DT are taking their extreme values.
(a) DT (ωt) (b) CT (ωt)
FIG. 11: Time evolution of disequilibrium and LMC complexity in NH3
B. ISWP
We illustrate below the graphs of the same statistical measures for ISWP. Heisenberg uncertainty relation in Fig.
12 shows the same behavior as in DSWP in Fig. 7.
(a) (b) (c)
FIG. 12: Time evolution of Heisenberg relation in ISWP
a)in position space ∆x, b) in momentum space ∆k and c)∆x∆k
On the other hand, while the results for both Sx and Sk are similar to those of the DSWP case (Figs. 13a and 13b),
the net Shannon information entropy in Fig. 13c presents an interesting fluctuation (local minimum value) when the
14
(a) (b) (c)
FIG. 13: Time evolution of Shannon information entropy in ISWP
a)in position space Sx, b) in momentum space Sk and c)ST = Sx + Sk
(a) (b) (c)
FIG. 14: Time evolution of Fisher information in ISWP
a)in position space Ix, b) in momentum space Ik and c)IT = IxIk
particle is in the middle of the oscillation (t = T/4, 3T/4). This behavior is the result of the mutual overlap of the
probability density curves in position space ρ(x, t), which can be seen in Fig. 5.
Contrary to the net Shannon information entropy ST , which reflects the features of the probability density in
position space ρ(x, t), the net Fisher information IT reflects the behavior of the probability density in momentum
space n(k, t). It is clear from Fig. 6 that curves of n(k, t) overlap with each other when the particle is predominately
in the left or in the right side of the well (t = 0, T/2, T ), which results in a local maximum value. The importance of
Shannon and Fisher information entropies is now obvious, since these two measures manage to differentiate DSWP
from ISWP case, providing a more sensitive analysis of the system.
Finally, in Fig. 15 we plot disequilibrium and LMC complexity versus time.
(a) DT (ωt) (b) CT (ωt)
FIG. 15: Time evolution of disequilibrium and LMC complexity in ISWP
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VI. SUMMARY AND CONCLUSIONS
We have found that when a particle tunnels through a barrier in a DSWP, the Heisenberg product of uncertainties
and information entropy form a periodic function, which take their minimum values when the particle is located in
one well, and their maximum when the particle is in the middle of the penetration region. Despite the absence of the
tunneling effect in ISWP case, Heisenberg relation shows qualitatively the same behavior as in DSWP case. On the
other hand, information entropies, disequilibrium and LMC complexity show slight but crucial qualitative differences,
formulating a criterion, whether the tunneling effect is present or not in a quantum-mechanical system.
Our results also verify the main differences between Shannon and Fisher information entropies. Fisher’s information
reflects the localization characteristics of the tunneling effect more sensitively than the Shannon information entropy,
while the first one resembles to an exponential rise, and the latter to a logarithmical one. Moreover, Shannon’s infor-
mation entropy ST reflects the behavior of probability density in position space ρ(x, t), while the Fisher information
the behavior of probability density in momentum space n(k, t). This can be observed from the results in both DSWP
and ISWP cases. In this sense, Shannon information entropy is complementary to Fisher information.
In conclusion, it is worth mentioning that generally DSWP and ammonia molecule in particular, are of great
interest in the field of quantum computation and information. Recent experimental and theoretical research [37–39]
has shown that DSWP can be used to make quantum logic gates for ultracold atoms confined in optical lattices, while
the ammonia molecule provides a nice vibrational system, which can be a promising candidate for achieving molecular
quantum computation.
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