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Abstract
Range imaging cameras measure the distance to objects in the field-of-view
(FoV) of the camera, these cameras enable new machine vision applications
in robotics, manufacturing, and human computer interaction. Time-of-flight
(ToF) range cameras operate by illuminating the scene with amplitude mod-
ulated continuous wave (AMCW) light and measuring the phase difference
between the emitted and reflected modulation envelope. Currently ToF range
cameras suffer from measurement errors that are highly scene dependent, and
these errors limit the accuracy of the depth measurement. The major cause
of measurement errors is multiple propagation paths from the light source
to pixel, known as multi-path interference. Multi-path interference typically
arises from: inter-reflections, lens flare, subsurface scattering, volumetric scat-
tering, and translucent objects.
This thesis contributes three novel methods for resolving multi-path in-
terference: coding in time, coding in frequency, and coding in space. Time
coding is implemented by replacing the single frequency amplitude modu-
lation with a binary sequence. Fundamental to ToF range cameras is the
cross-correlation between the reflected light and a reference signal. The meas-
ured cross-correlation depends on the selection of the binary sequence. With
selection of an appropriate binary sequence and using sparse deconvolution
on the measured cross-correlation the multiple return path lengths and their
amplitudes can be recovered. However, the minimal resolvable path length is
dependent on the highest frequency in the binary sequence.
Frequency coding is implemented by taking multiple measurements at dif-
ferent modulation frequencies. A subset of frequency coding is operating the
camera in a mode analogous to stepped frequency continuous wave (SFCW).
Frequency coding uses techniques from radar to resolve multiple propagation
paths. The minimal resolvable path length is dependent on the camera’s mod-
ulation bandwidth and the spectrum estimation technique used to recover
distance, and it is shown that SFCW can be used to measure depth of objects
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behind a translucent sheet, while AMCW measurements can not. Path lengths
below quarter a wavelength of the highest modulation frequency are difficult
to resolve.
The use of spatial coding is used to resolve diffuse multi-path interference.
The original technique comes from direct and global separation in computer
graphics, and it is modified to operate on the complex data produced by a
ToF range camera. By illuminating the scene with a pattern the illuminated
areas contain the direct return and the scattering (global return). The non-
illuminated regions contain the scattering return, assuming the global com-
ponent is spatially smooth. The direct and global separation with sinusoidal
patterns is combining with the sinusoidal modulation signal of ToF range cam-
eras for a closed form solution to multi-path interference in nine frames. With
nine raw frames it is possible to implement direct and global separation at video
frame rates. The RMSE of a corner is reduced from 0.0952 m to 0.0112 m.
Direct and global separation correctly measures the depth of a diffuse corner,
and resolves subsurface scattering however fails to resolve specular reflections.
Finally the direct and global separation is combined with replacing the illumin-
ation and reference signals with a binary sequence. The combination allows for
resolving diffuse multi-path interference present in a corner, with the sparse
multi-path interference caused mixed pixels between the foreground and back-
ground. The corner is correctly measured and the number of mixed pixels is
reduced by 90%.
With the development of new methods to resolve multi-path interference
ToF range cameras can measure scenes with more confidence. ToF range
cameras can be built into small form factors as they require a small number of
parts: a pixel array, a light source and a lens. The small form factor coupled
with accurate range measurements allows ToF range cameras to be embedded
in cellphones and consumer electronic devices, enabling wider adoption and
advantages over competing range imaging technologies.
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Chapter 1
Introduction
Over the last 15 years digital cameras have become prevalent in consumer elec-
tronics. However, digital cameras are limited to measuring 2D colour images
of the three dimensional universe, providing machines with only a limited per-
ception of their environment. This has led to the development of 3D vision
systems which allow machines to perceive the universe in 3D, enabling robots
to perceive the world in the same way as humans. In the last decade, 3D
cameras have advanced from the research laboratory to industrial and con-
sumer applications. This development is blazing the way for a revolution in
robotics, manufacturing and human computer interaction. Before this dream
can be fully realized, the measurement errors present in current 3D vision
systems need to be resolved. In this thesis measurement errors inherent with
time-of-flight (ToF) range cameras are explored and solutions developed. Op-
timistically this thesis will contribute to the wide spread adoption of 3D range
imaging cameras.
1.1 Range Imaging
Range measurement has a long and varied history, and various technologies
can be categorised into active and passive techniques. For active techniques
the measurement device transmits a signal into the environment and measures
the reflection to estimate range. Passive techniques rely on ambient light and
use geometry to calculate distance.
Passive techniques were developed for surveying, and use geometry extens-
ively in order to accurately measure distance and height in geographic areas
for map production. Stereo imaging is the most common passive 3D imaging
technique. It mirrors the human vision system by using triangulation between
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cameras and relies on ambient light. For stereo imaging to achieve depth meas-
urement, features in the scene are matched between cameras. In scenes with
limited features, for example white walls, stereo matching fails.
Active range measurement began with the development of sonar during the
First Wold War. Sonar was used to locate submarines and was further refined
during the Second World War. Radar was developed during the Second War
Two for detecting aircraft. These early systems were time of flight based,
transmitting a pulse of energy, sound or radio, and measuring the time delay
between the emitted and received pulse. In later years, modulation of the car-
rier allowed for continuous operation where the distance travelled was encoded
by a change of phase or frequency in the reflection. Optical range measurement
began in the 1960’s shortly after the invention of the laser. Light detection and
ranging (LIDAR) measures the distance from the device to a single point using
a focused laser beam. In order to measure an entire scene, the laser beam has
to be physically shifted, normally using motorized mirrors. LIDAR was origin-
ally used in optical meteorology to measure clouds and is used extensively in
surveying and simultaneous localization and mapping (SLAM) applications.
Full-field range imaging cameras measure the distance to each pixel of the
camera simultaneously. With amplitude modulated continuous wave (AMCW)
time-of-flight (ToF) range cameras, a specialized pixel design is employed to
measure distance. AMCW ToF range cameras work by illuminating the scene
with amplitude modulated light and measuring the phase difference in the
modulation envelope between the emitted and reflected light. One of the first
AMCW ToF range cameras was developed by Lange (2000), as part of his
Ph.D at the University of Siegen, Germany. Lange’s ToF range camera had
an array size of 64 by 25 pixels. The use of custom pixels allows for innovative
imaging systems, however, it increases the cost and length of development.
There are two methods of ToF range measurement: direct and indirect.
Direct ToF directly measures the time between transmitting a pulse and
receiving the reflection. This requires precise timing, which is expensive and
difficult. Direct ToF cameras have been realized with an array of 32 by 32
avalanche photodiodes by Niclass et al. (2005).
Indirect ToF range cameras infer the time of flight through the measure-
ment of propagation time effects on some property of the emitted light. In
one common case this is achieved by illuminating the scene with an amplitude
modulated light source and measuring the phase shift of the modulation en-
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velope in the reflected light. There are two implementations to recover the
phase: a global shutter and lock-in pixels.
A global shutter is implemented so it can open and close at the same, or
similar, frequency range as the light’s amplitude modulation. The ratio of
light striking the shutter to light transmitted through the shutter encodes the
distance travelled. A global shutter was implemented by Dorrington et al.
(2007) by using an image intensifier as the shutter. Tadmor et al. (2014)
implemented a global shutter on a CCD array with a novel pixel design.
Lock-in pixels mix the returning light with a reference signal in order to
measure the correlation between the reflected and reference signal. When a
shutter is closed the returning light is discarded, while with lock-in pixels all
the reflected light is collected. The phase of the correlation signal encodes the
distance travelled. Lock-in pixels have been implemented by Lange (2000),
Bu¨ttgen et al. (2004), and Van Nieuwenhove et al. (2008). Solid state imple-
mentations have the advantage of being realized in a standard CMOS process,
leveraging existing semiconductor manufacturing capabilities.
Time-of-flight range imaging is a competing active 3D imaging technology.
One of the other competing technologies is structured light. Structured light
techniques overcome passive stereo imaging’s limitation by combining a spa-
tial light modulator (SLM) and an imaging sensor to measure distance. The
triangulation is computed based on the projected patterns from the SLM. As
structured light works on triangulation, physical separation between the SLM
and camera is required. This limits the physical size of structured light range
cameras. Structured light cameras leverage the existing technology of digital
cameras and projection systems, both of which have made significant progress
in the last two decades. Lanman and Taubin (2009) demonstrated how to
build a structured light range camera with off the shelf components. The ori-
ginal Xbox R© Kinect R© camera used structured light technology. The Kinect R©
camera brought available and affordable full field range imaging cameras to
market.
1.2 Commercial Activity
The current companies producing ToF range cameras are: PMD technologies,
MESA Imaging, Softkinetic, Microsoft R©, Samsung R©, Panasonic R© and Texas
Instruments R©. PMD technologies was founded in 2002 as a spin out com-
pany of the University of Seigen in Germany. PMD’s focus is on selling ToF
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sensors and pixel technology. MESA imaging was founded in 2006 as a spin
out of the Swiss Center for Electronics and Microtechnology in Switzerland.
MESA’s main focus has been on high quality cameras for industrial applic-
ations. A notable application of MESA’s technology is a ToF range camera
used for automated cup placement on a cow’s udder for automated milking
machines. Optrima was founded in 2009 as a spin out company of Vrije Uni-
versity in Belgium. Optrima focused on ToF sensor development. In 2011
they merged with SoftKinetic to provide a full solution stack of hardware and
software. SoftKinetic has focused on consumer applications and licensed their
technology for use in the first generation of Intel RealSense R© cameras and
gesture technology to Sony for use in the PlayStation 4 R©. 3DV was a ToF
range camera design company founded in 2001 in Israel. They were acquired
by Microsoft R© in 2009. Canesta was a ToF range camera startup located in
Silicon Valley and founded in 2001. They were acquired by Microsoft R© in
2010. Canesta technology was used in the Xbox R© One Kinect R© camera. At
its release in 2013, the Xbox R© One Kinect R© was the largest ToF sensor at 512
by 424 pixels. Samsung R© has been active in developing ToF technology, and
published research papers on RBGZ range cameras. However, as of 2015 they
have not released a commercial product. Panasonic R© released a ToF camera
in 2010 and recently announced plans for larger sensor resolutions. In 2014
Texas Instruments R© released a ToF sensor and controller chip, with the pixel
technology licensed from SoftKinetic.
The commercial world surrounding non-ToF range imaging technology has
also been active in recent years. PrimeSense was a structured light range cam-
era company that was founded in Israel in 2005. Microsoft R© licensed their
technology for the original Xbox R© Kinect R© camera. PrimeSense was acquired
by Apple R© in 2013 for $300 Million USD. Intel R© has invested $100 Million USD
in perceptual computing focused on natural user interfaces (NUI) for com-
puters and portable devices. In 2011 Intel R© acquired the structured light
range camera company InVision Biometrics. In 2015 Intel R© started shipping
laptops containing range cameras under the brand RealSense R©. Leap Motion
is a company founded in 2010 that develops novel hardware for measuring
hand and finger motion to interact with computers. Their technology is based
on the combination of stereo and photometric depth measurement techniques.
Leap Motion has raised over $40 Million USD as of 2014. Google R© released the
Trango development phone in 2014 with an integrated structured light range
camera. Later in 2014 Google R© released a tablet with an integrated ToF range
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camera. These devices are being used to develop innovative applications that
use range imaging cameras on mobile platforms.
There has been significant capital investment and development on range
imaging technology in the last decade and applications in the consumer mar-
ket are emerging, such as computer interfaces, security, face recognition, auto-
matic robotic navigation and assisted driving. As with current machine vision
algorithms, processing and interpretation of range images is computationally
expensive and the price for computation is always decreasing. It is anticipated
range cameras will be integrated into consumer devices in coming years and
this will lead to new applications of range imaging.
An AMCW ToF range camera requires: a custom pixel array, a light source
capable of high frequency amplitude modulation, and a lens. While the re-
search and development costs of new silicon are high, the final products bill
of materials is small and can be manufactured at low cost. Current research
on integrating optical elements into silicon wafers would allow for miniaturised
system on chip (SoC) ToF range cameras. With significant investment capital,
the availability and usage of 3D cameras is expected to grow significantly in
the coming years.
1.3 Thesis Contribution
Time-of-flight range cameras suffer from measurement errors that limit their
performance. A major cause of error is when multiple propagation paths are
present from the light to the same pixel, and can be caused by inter-reflections,
subsurface scattering and translucent objects. This has limited the guaranteed
accuracy of ToF measurements because multi-path interference is highly scene
dependent. In turn this has limited the adoption of ToF technology. In this
thesis three novel methods of resolving multi-path interference in ToF range
cameras are presented.
1.3.1 Objectives
The primary objective of this thesis is to find novel solutions to measurement
errors in ToF range cameras, with the focus on resolving multi-path interfer-
ence. ToF range cameras are designed to measure in excess of 30 fps of full field
depth information, with low computational complexity, and graceful degrad-
ation with noise. Any multi-path interference restoration method developed
should ideally not interfere with these properties.
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1.3.2 Outline
This work is divided into seven chapters, and one appendix, with the conclusion
and future outlook located in chapter 9.
The theory and implementation of time-of-flight range cameras is reviewed
in Chapter 2. The causes of measurement errors and noise sources in ToF
range cameras are discussed. They are: multiple propagation paths, harmonic
aliasing, and phase wrapping. The physical causes of multiple propagation
paths are explained and a mathematical forward model developed. Current
state of the art correction techniques are reviewed for the discussed measure-
ment errors.
In Chapter 3 the system design process of a ToF camera is presented.
Commercial ToF range cameras are inflexible. They have limited controllab-
ility and access to low level data. These reasons are behind the motivation
to build a custom ToF range camera. The design includes the mechanical
mounting, PCB design, light source, FPGA design, embedded software, and a
Matlab interface and image processing. The ToF camera is designed around
a PMD19k2 ToF sensor that contains 120 by 160 pixels. The performance of
the camera design is overviewed and common design errors are explained.
In Chapter 4 the use of binary sequences in time-of-flight range cameras
is explored. The current literature around using binary sequences in ToF
cameras is reviewed. Currently, binary sequences are used to allow multiple
unsynchronized cameras to operate simultaneously. A new forward model
using binary sequences is developed and methods to calculate distance from
the new measurement are discussed. The use of sparse deconvolution to resolve
multi-path interference is then demonstrated. Different sparse deconvolution
methods are tried and the limits of restoration simulated.
In Chapter 5 sampling over frequency and phase is explored. Currently
ToF range cameras sample over phase. By sampling over frequency, the camera
operates in a mode analogous to stepped frequency continuous wave (SFCW)
radar. Spectrum estimation techniques are used to measure the depth. The
advantages with sampling over frequency is that the multi-path interference
and harmonic aliasing are measured as higher frequencies and therefore do not
interfere. However, the accuracy depends on the spectral estimation technique
used.
The transformation between a frequency sweep and a binary sequence is
shown in Chapter 6. Measurements of a frequency sweep can be transformed
into a binary sequence and vice versa. This is demonstrated by resolving
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multi-path interference in both domains from the same measurement. The
advantages of measuring in each domain are explored.
The use of spatial coding to resolve multi-path interference is shown in
Chapter 7. By projecting a checkerboard image, multi-path interference can
be removed. In the illuminated regions, both direct and multi-path interference
are measured. In the non-illuminated regions, only multi-path interference is
present. A novel method of mixing the phase shift in a ToF camera and phase
shifting a projected pattern is developed. A closed form solution to multi-path
interference that requires nine raw frames is developed.
In Chapter 8 coded ToF from chapter 4 is combined with spatial coding
from chapter 7 to solve both sparse and diffuse multi-path interference. In
the combination both multi-path interference caused mixed pixels and inter-
reflections is resolved.
In Appendix A, novel applications of ToF technology, that are not indirect
range measurements, are presented. The velocity of objects is measured by
operating the camera in a mode analogous to continuous wave (CW) Doppler
radar. The camera is used for fluorescence lifetime imaging (FLI). Multiple
light sources illuminate the scene simultaneously for both colour range imaging
and dynamic relighting.
1.4 Publications Arising from this Thesis
This thesis resulted in two first name journal publications, three journal pub-
lications as a contributing author, two first author conference papers, two
patents, and four conference papers as a contributing author.
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(2015).
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aration methods. Optical Engineering, 54(11), pp. 113109 (2015).
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Chapter 2
Time-of-Flight Range Imaging
The various methods of time-of-flight (ToF) range imaging have been intro-
duced in chapter 1, and the remainder of this thesis is primarily focused on
the homodyne amplitude modulated continuous wave (AMCW) method, and
as such, only this method will be reviewed in depth. The term AMCW will
be omitted for readability, and further references to ToF will normally imply
the homodyne AMCW method, unless otherwise stated. In this chapter the
theory of ToF range cameras is reviewed. The implementation of the theory in
hardware and processing pipeline is explored and the measurement errors, and
noise sources are explained. The current state of the art methods for resolving
measurement errors are reviewed.
2.1 Theory of Operation
Time-of-flight (ToF) range cameras operate by illuminating the scene with
amplitude modulated light (Lange and Seitz, 2001). The phase shift between
the emitted modulation envelope and the reflected envelope encodes the dis-
tance the light has travelled. The reflected light is expressed as
s(t) = a sin(ωt− φ) + b, (2.1)
where a is the amplitude of the returning light, ω encodes the modulation
frequency, φ is the phase offset due to the distance travelled, and b is the
background light. To determine the phase, the reflected light is correlated with
a reference signal, g(t), which is amplitude modulated at the same frequency,
g(t) = sin(ωt). (2.2)
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Each pixel in ToF imaging sensor performs the correlation. The correlation of
equations 2.1 and 2.2 is
h(τ) = (s ? g)(t) = lim
T→∞
1
T
∫ T/2
−T/2
s(t)g(t+ τ) dt, (2.3)
where T is the integration period. When the integral is evaluated the correla-
tion function is
h(τ) =
a
2
cos(ωτ + φ) + b, (2.4)
where ωτ encodes the phase of the reference signal g(t), relative to the light
source. Multiple measurements of the correlation signal are taken by phase
shifting the reference signal N times, where each individual sample on h(τ) is
called a raw frame. Since equation 2.4 has three unknowns, a, φ, and b, at
least three raw frames are required to solve for the unknowns, typically four
are used (Lange, 2000). The unknowns are calculated by taking the discrete
Fourier transform (DFT) over τ . As the first Fourier bin contains the phase
and amplitude information. The relationship between the phase and radial
distance, d, is
d =
cφ
2ω
, (2.5)
where c is the speed of light.
2.1.1 Heterodyne AMCW
The previous section covered the operation of ToF range cameras when the
reference signal and light source were modulated at the same frequency. When
the light source and reference signals are at slightly different frequencies this
mode of operation is called heterodyne imaging. Dorrington et al. (2007)
describes the implementation of a heterodyne range camera. If the illumination
has an amplitude modulation frequency of f and the sensor modulation is
f +fd, where fd is the difference in frequency, then by sampling over one cycle
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Figure 2.1: A typical time-of-flight range camera processing pipeline from
hardware to application.
of the beat signal the phase and amplitude is calculated by
φ = tan −1
(∑N
n=1 hn sin (2pinfd/fs)∑N
n=1 hn cos (2pifd/fs)
)
, (2.6)
a =
2
N
√√√√[ N∑
n=1
(hn cos (2pinfd/fs))
]2
+
[
N∑
n=1
(hn sin (2pinfd/fs))
]2
, (2.7)
where fs is the sampling rate. Heterodyne has the advantage that it is resi-
lient to higher order harmonics in the modulation signal (Dorrington et al.,
2008). The implementation of two closely spaced frequencies, which is critical
to heterodyne imaging, is more complicated than homodyne range imaging,
therefore homodyne is more common.
2.2 Implementation
This section introduces the implementation of a time-of-flight (ToF) range
camera and the processing pipeline from raw frames to the depth frames
which the end application uses. The diagram in figure 2.1 is an overview of
the typical implementation and processing performed by a ToF range camera
(Van Nieuwenhove et al., 2008).
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Figure 2.2: Cross section of a simplified time-of-flight range camera pixel design
in a standard CMOS process.
2.2.1 Hardware
The cross-correlation from equation 2.4 is realized by a custom pixel architec-
ture. An example pixel implementation in CMOS is shown in figure 2.2 (Xu
et al., 1998) (Texas Instruments, 2014). The photons captured in the silicon
substrate are converted to electron hole pairs. The electric field applied across
the pixel move the electrons to the selected side, where they are stored on a
capacitor. The reference signal, g(t) from equation 2.2, sets the direction of the
electric field across the pixel by applying certain voltages to Gate0 and Gate1.
The electrons migrate to the side of the pixel and are captured in the A and
B capacitive regions knowns as taps. This type of pixel is known as a lock in
pixel, and can be implemented in both standard CMOS and CCD fabrication
processes. This allows current solid state imaging device fabrication processes
to be used for ToF pixel arrays. ToF pixels are actively powered therefore
power consumption is one of the variables that limits the maximum array size.
It is expected the trend of smaller pixels and lower power consumption will
continue to allow for more pixels on a sensor. Currently VGA resolution array
sizes exist (Bamji et al., 2015) with the road map to one megapixel resolution.
A number of research groups and companies have developed ToF lock in
pixels. Lange and Seitz (2001) implemented an array of 64 by 25 ToF pixels,
with a pixel size of 65 µm by 21 µm. The array achieved a fill factor of 20% and
was fabricated on a slightly modified CMOS process. Bu¨ttgen et al. (2004) im-
plemented a four tap pixel on a dual CMOS/CCD process. The pixel structure
moved electrons to the taps due to lateral drift instead of diffusion, allowing
for faster modulation frequencies. The four taps decreases the number of raw
frames required for a depth measurement by a factor of two. Van Nieuwenhove
et al. (2008) implemented a novel pixel design with a current assisted photo
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Figure 2.3: An example time-of-flight range camera readout process. Incoming
photons are converted into electrons and stored on capacitors during the integ-
ration period. During readout the capacitors are read through an operational
amplifier and then converted to a digital value for further processing.
demodulator (CAPD) structure for improved pixel performance. There are a
number of other pixel implementations in the literature and they work on the
same principle of separating the returning photons into different regions of the
pixel.
The measured correlation, h(τ), is calculated by the subtraction of the two
taps A and B.
h(τ) = A(τ)−B(τ). (2.8)
If the tap values, A and B, are added instead of subtracted the pixel measures
the radiance of integrated light, including the reflected light and background
light. Operating in a mode where the two taps are added together is known as
common mode (Texas Instruments, 2014). Common mode is useful applica-
tions such as during lens calibration, and implementing optical flow for motion
correction.
An example pixel readout circuit is in figure 2.3 (Payne et al., 2009). The
capacitors A and B store the electrons during the integration period, then dur-
ing readout the charge stored is read through an operational amplifier, and the
output voltage of the operational amplifier is converted to a digital value by an
ADC, to be used to compute range (Gokturk et al., 2004). As with traditional
imaging arrays multiple ADCs can be used in parallel to reduce the readout
time. The location of the subtraction depends on the pixel implementation, in
some architectures the subtraction is performed by the readout amplifier, in
others the subtraction is done in the digital logic after the ADC (Bamji et al.,
2015).
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Figure 2.4: Visualization of the measurement process of a time-of-flight range
camera.
Due to implementation in digital logic square wave modulation is typically
used. Therefore equations, 2.1 and 2.2, for the reflected light and reference
signal become
s(t) = a
Υ∑
υ=1,3,...
[
sin(υ(ωt− φ))
υ
]
+ b, (2.9)
g(t) =
Υ∑
υ=1,3,...
sin(υωt)
υ
, (2.10)
where Υ encodes the bandwidth of the camera. In theory there are an infinite
number of harmonics, but in reality the higher order harmonics are attenuated,
eventually below the noise floor, due to bandwidth limitations. As with all
hardware ToF range cameras are bandlimited devices. When equation 2.4 for
the cross-correlation is evaluated the resulting function is
h(τ) =
a
2
Υ∑
υ=1,3,...
[
cos(υ(ωτ + φ))
υ2
]
+ b. (2.11)
Equation 2.11 is approximately the Fourier series of a triangle wave. Figure 2.4
visualizes the typical ToF camera measurement process of taking four samples
on the triangular correlation signal.
The timing generation module generates the modulation signals. A vari-
ety of implementations exists for a configurable frequency and phase offset
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generator. Bamji et al. (2015) used a current controlled oscillator (ICO) to
derive the modulation clocks from a common high speed clock. For fine pro-
grammable control over the frequency and phase configurable linear feedback
shift registers (LFSRs) that produced a pulse when their programmed count
was reached were used on the output of the ICO. Payne (2008) used a direct
digital synthesizer (DDS) to generate the modulation signals from a reference
clock. The DDS allowed for clock generation a few hertz apart making it ideal
for heterodyne operation. Jongenelen (2011) used a phase locked loop (PLL)
inside a field programable gate array (FPGA) to generate the modulation sig-
nals. The PLL uses a voltage controlled oscillator (VCO) and programmable
output counters to generate the desired modulation frequency. The phase step
of each clock of the PLL can be dynamically reconfigured.
2.2.2 Demodulation
Demodulation is the process of calculating the phase and amplitude, which can
be done by taking discrete Fourier transform (DFT) over the raw frames. The
phase can be converted to radial distance using equation 2.5. The phase and
amplitude information is contained in the first frequency bin so the calculation
can be optimized. The measured values can be separated into the real and
imaginary components, R and Q respectively by
R =
N∑
n=1
h(τn) sin(τn), (2.12)
Q =
N∑
n=1
h(τn) cos(τn), (2.13)
where there are N samples on the cross-correlation signal. The phase and
amplitude from the real and imaginary components is
φ = tan−1
(
R
Q
)
, (2.14)
a =
√
Q2 +R2
2
. (2.15)
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Commonly four raw frames are used with ωτ = [0, pi/2, pi, 3pi/2], then the phase
and amplitude calculation is simplified to
φ = tan−1
(
h(τ 1)− h(τ 3)
h(τ 2)− h(τ 4)
)
, (2.16)
a =
√
(h(τ1)− h(τ3))2 + (h(τ2)− h(τ4))2
2
. (2.17)
The measurement can be represented as a complex variable, ζ,
ζ = R + jQ = aejφ. (2.18)
2.2.3 Filtering
ToF range cameras suffer from noisy and erroneous measurements. Filtering
is designed to reduce noise, and correct or remove invalid measurements.
A number of noise reduction techniques from 2D imaging have been ported
to work on ToF data. The filtering can occur on the raw images, h(τ), the
complex images, R and Q, the amplitude, a, and phase, φ, images, or the
point cloud, [X, Y, Z]. Edge preserving filters are now applied to preserve the
edges in the depth image. The bilateral filter was applied to depth images by
Le et al. (2014). A real time implementation of the bilateral and guided filter
with a GPU for ToF range images was done by Wasza et al. (2011). Lenzen
et al. (2011) implemented adaptive total variation on the phase and amplitude
images for noise reduction. Median filtering on the depth image for de-noising
the SR4000 range camera is supported by Mesa Imaging (2010).
Some of the measured pixels are too corrupted by noise or measurement er-
rors to be useful. The measured amplitude is an estimate of the reflected signal
to noise ratio and is used as a confidence measure (Kolb et al., 2009). Reynolds
et al. (2011) used machine learning techniques to generate a confidence mask
for each pixel to remove invalid pixels.
To circumvent the limited array size of ToF cameras they have been moun-
ted with RBG cameras. The combination of data types allows for super resolu-
tion and filtering of the depth data to remove invalid pixels. These techniques
have been developed by Huhle et al. (2008), and Lindner et al. (2008). Current
commercial cameras such as the Microsoft Xbox Kinect and Softkinetic Depth-
Sense 325 are packaged with a ToF and RBG sensor. Super resolution and
up-sampling techniques have been developed to work on depth images. Kim
and Yoon (2012) used a method based on Markov random fields to up-sample
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a depth image. Schuon et al. (2008) used joint bilateral up-sampling for depth
super resolution on a ToF camera. Other image enhancement techniques have
been applied to ToF cameras. Applying shape from shadow constraints to the
range image by using the amplitude image to improve the quality of the depth
image by Bo¨hme et al. (2010). Kim et al. (2014) used four light sources to
apply photometric stereo based techniques to enhance the depth image.
2.2.4 Calibration
There are two calibrations required for a ToF range camera. The first one
for accurate distance measurement, and the second is a traditional camera
calibration. The calibration methods for ToF range cameras has been explored
in detail by Lindner et al. (2010), and Kahlmann and Ingensand (2008).
Each pixel has a unique phase offset caused by the path length between
the modulation driver and pixel. The phase offset of each pixel of a PMD19K3
ToF sensor is shown in figure 2.5. The propagation of the clock tree from the
top of the sensor to the bottom is visible in the distance offset. The PMD19k3
sensor contains 120 by 160 pixels and has five regions in the sensor. The
phase offset can be a function of temperature which can add complexity to the
calibration process, and has lead to the inclusion of temperature sensors on
the pixel array.
Camera calibration is a well researched area with a number of camera
calibration toolboxes available. Two popular calibration methods are Zhang
(2000) and Tsai (1987). Both calibration methods use a pinhole camera model
and then correct the lens distortion. The small array size of ToF range cameras
can cause problems for the calibration method. Once the intrinsic and extrinsic
camera parameters are known the camera point [w, v, d], where w, and v are
the pixel coordinates and d is the radial distance can be transformed to the
world coordinate [X, Y, Z]. The generated point clouds are ready for use by
the application.
2.3 Measurement Errors
A number of factors contribute to the accuracy and precision of ToF range
cameras. Accuracy is the closeness of the measurement with the ground truth,
while precision is the distribution of random errors. In this section the meas-
urement errors and noise sources in ToF range cameras are overviewed and
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Figure 2.5: Phase offset of each pixel in a PMD19k-3 based time-of-flight range
camera operating at 50 MHz. The five different regions of the sensor are clearly
visible, along with the clock propagation through the pixel array.
state of the art correction techniques reviewed. The measurement errors affect
the measurement accuracy while the noise sources affect the precision.
2.3.1 Multiple Propagation Paths
A major cause of measurement errors in ToF range cameras is multiple propaga-
tion paths between the light source and pixel, and this error is called multi-
path interference. Multi-path interference is highly scene dependent and can
be caused by: inter-reflections, subsurface scattering, volumetric scattering,
translucent objects and mixed pixels. Inter-reflections are caused by light
reflected from one object striking other objects in the surrounding area. Inter-
reflections are commonly caused by corners, as demonstrated in figure 2.6, and
lens flare. Subsurface scattering occurs when the light enters the object and
is scattered inside the object before emerging. Sub-surface scattering occurs
on objects such as wax and biological tissue. Volumetric scattering is scatter-
ing of light by particles in the atmosphere, and is present in environments as
dust, smoke, and fog. Translucent objects, such as glass, transmit a portion
of the light and reflect a portion. The diagram in figure 2.7 demonstrates how
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Figure 2.6: The measured signal in a corner is the combination of the direct
return and the multiple propagation paths caused by inter-reflections in the
corner.
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Figure 2.7: The measured signal is the combination of the return off the trans-
lucent sheet and the return behind the translucent sheet from the scene.
multi-path interference is caused by a translucent sheet. Mixed pixels occur
when one pixel is a combination of two objects at different distances, and is
exacerbated by defocused objects.
Currently two forward models are used to describe multi-path interference
in ToF range cameras. One model assumes diffuse scattering (Jime´nez et al.,
2012), (Fuchs et al., 2013), (Naik et al., 2015), the other a sparse number of
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Figure 2.8: The measured vector ζ is the result of the contour integral on the
complex plane.
discrete returns (Godbaz et al., 2012), (Kirmani et al., 2013), (Freedman et al.,
2014). In the sparse forward model the multi-path interference is expressed as
the sum of K complex exponentials such that
ζ =
K∑
k=1
ake
jφk . (2.19)
The measured complex value is the sum on the complex plane as demonstrated
in figure 2.8. An infinite combination of vectors is possible that sum to the
measured vector. The infinite number of combinations makes resolving multi-
path interference a difficult problem to solve as it is a trapdoor function. A
trapdoor function is a function that is easy to compute in one direction but is
difficult to compute the inverse without special information.
The diffuse forward model expresses the return as one direct return and
the sum of everything else at a further distance. This is expressed as
ζ = a1e
jφ1 +
∫ ∞
d1
ake
jφkdk. (2.20)
In reality a combination of both forward models better describes the combina-
tion of diffuse and specular multi-path interference than the individual models
in equations 2.19 and 2.20.
As plotted in figure 2.8 the measured value is the integral on the com-
plex plane. When only one return is present the amplitude is constant over
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all modulation frequencies and the phase increases linearly with frequency
(baring phase wrapping). When multi-path interference is present the rela-
tionship between modulation frequency and measured phase and amplitude
is non-linear and techniques that take measurements at multiple modulation
frequencies focus on the inversion of this non-linear relationship. Dorrington
et al. (2011) demonstrated resolved multi-path interference on two commer-
cial ToF range cameras, the Mesa Imaging SR4000 and the Canesta XY-422
Demonstrator, by taking measurements at two modulation frequencies. Dor-
rington et al. (2011) assumed two propagation paths, therefore there are four
unknown variables, each paths’ amplitude and phase, the unknown variables
were solved by iteratively minimizing the objective function
arg min
a1,a2,φ1,φ2
= |ζ1 − ζˆ1|2 + |ζ2 − ζˆ2|2, (2.21)
where ζ1 and ζ2 are the complex measurements at modulation frequency f1
and f2 respectively and ζˆ is the forward estimate of the measurement. While
Dorrington et al. (2011) was able to demonstrate removal of multi-path in-
terference, each pixel had to iteratively converge to the solution, which is
computationally expensive and not possible to solve for the entire imaging
array at 30 fps of depth information. Godbaz (2012) also sampled two mod-
ulation frequencies and assumed two propagation paths and solved the speed
issue from Dorrington et al. (2011) by using a two dimensional lookup table.
Along one dimension is the ratio of the measured amplitudes a1/a2 and the
other dimension is the difference between the phases while accounting for the
frequency difference. The other constraint is the second modulation frequency
has to be double the first. Freedman et al. (2014) sampled three modulation
frequencies and created a compressed lookup table to resolve multi-path in-
terference on the Xbox One Kinect camera. The reason for the compressed
lookup table is a three dimensional lookup table occupies an large amount of
memory, Freedman et al. (2014) noted that there was redundancy in one of
the frequency measurements so two measurements could be combined result-
ing a two dimensional lookup table, but had improved results over Godbaz
(2012). With the assumption of two propagation paths Godbaz (2012) found
a closed form solution for the amplitude and phase of each return when four
evenly spaced modulation frequencies are sampled. Kirmani et al. (2013) used
measurements at five evenly spaced frequencies and used robust spectral es-
timation with low computational complexity to detect and resolve multi-path
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interference and perform phase unwrapping. Kirmani et al. (2013) showed
results based on simulations but did not test the presented method on real
data. Bhandari et al. (2014) generalized the solution for M > 4 modulation
frequencies that are evenly sampled and for K returns, this expanded on the
previous assumption of two propagation paths. Using K = 3 for the num-
ber of propagation paths Bhandari et al. (2014) was able to image through
two translucent sheets. The previous reviewed multi-frequency techniques for
solving multi-path interference have measured the phase at each frequency,
an alternative approach is to keep the phase offset constant and only change
the frequency. This approach is similar to stepped frequency continuous wave
(SFCW) radar, and early in the development of ToF range cameras Gulden
et al. (2002) applied SFCW so the ToF could operate as a level gauge, but
was limited by the frequency bandwidth of the technology at the time. Whyte
et al. (2015b) applied known techniques from radar to ToF range cameras, in
particular stepped frequency continuous wave (SFCW) to make measurements
that were resilient to multi-path interference and phase wrapping. Whyte et al.
(2015b) took 15 measurements from 10 MHz in increments of 10 MHz up to
150 MHz and applied the MUSIC spectrum estimation technique to measure
the depth and showed higher harmonics and multi-path interference showed up
at a higher frequency than the direct (shortest) return. Whyte et al. (2015b)
experimentally showed that 6 measurements was the minimum for accurate
depth measurement,but the systematic accuracy was still worse than AMCW
measurements.
Fundamental to ToF range cameras is correlation between the returning
optical signal and a reference signal as given in equation 2.4. Use of sparse
deconvolution on the correlation signal was shown by Godbaz (2012) to resolve
multi-path interference. Godbaz (2012) showed the results were limited by
the lack of spectral content in the correlation signal as the correlation signal
compressed of the first and third harmonic, and the third harmonic was one
ninth of the amplitude of the first. Kadambi et al. (2013) increased the spectral
content of the correlation signal by replacing the square wave modulation with
a binary sequence which improved the results of the sparse deconvolution to
recover the multiple propagation paths, assuming a discrete number of returns.
In computer graphics light transport is an important field of study for
photo-realistic rendering. The light transport in a scene can be represented by
a direct component, which is the shortest path between the light source and
camera, and the global component which encompasses everything else. Separ-
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ating the light transport components into the direct and global returns using
projected patterns was shown by Nayar et al. (2006). Nayar et al. showed
that when illuminating the scene with a checkerboard pattern in the non-
illuminated regions only the global component was present and in the illu-
minated regions the direct and global components were present. When the
pattern is inverted there are two measurements per pixel and two unknowns.
The primary constraint is the global component has to have a lower spatial fre-
quency than the projected checkerboard pattern. In theory it is possible to use
two pattern in reality due to mis-alignment between the camera and projector
optics means the pixels on the edge of the pattern are not resolved. Nayar
et al. (2006) proposed using 25 patterns for the best results. Naik et al. (2015)
applied direct and global separation to ToF range cameras using checkerboard
patterns and compared the results to ground truth data collected with a lidar
point scanner. The method presented by Naik et al. (2015) required 25 depth
frames to operate. Further constraints to direct and global separation on the
complex data produced by ToF cameras when using checkerboard illumination
patterns were added by Whyte et al. (2015a) as the data is complex the ad-
dition is not always constructive unlike radiance which is always constructive.
Whyte et al. (2015a) mixed the sinusoidal projected pattern with the correl-
ation signal of ToF cameras for a closed form solution to diffuse multi-path
interference that required nine raw frames.
Iterative computational approaches and filtering have been used to reduce
multi-path interference. These approaches do not take additional measure-
ments like the above methods, instead they make assumptions (a prior) about
the multi-path interference or use scene preparation. Lens flare is a cause of
multi-path interference identified by Mure-Dubois and Hu¨gli (2007), and to
correct this error the complex point spread function (PSF) of the lens was es-
timated. The complex PSF is the expansion of the PSF to include the phase in
the coupling, and the multi-path interference was removed by deconvolving the
measurement with the complex PSF. Instead of pre-measuring the PSF Falie
and Buzuloiu (2008) estimated the lens flare by placing two tags of known
reflectivity in the scene at the same distance and using the difference in amp-
litude and phase from the ground truth to estimate the PSF and then apply the
correction. However the issue with using a constant PSF over the entire camera
was demonstrated by Godbaz (2012) who measured the PSF of a ToF range
camera and showed the PSF is non-localised and dependent on the location
of the light source. Fuchs et al. (2013), and Jime´nez et al. (2012) both posed
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iterative optimization problems constrained by the measured data to perform
inverse ray tracing. Both these methods assume the only mode of multi-path
interference present is lambertian inter-reflections in the scene and estimate
the surface normal and albedo of the material. While these approaches work
in controlled environments with only lambertian inter-reflections they are com-
putationally expensive. Larkins et al. (2009) applied the normal angle filter to
detect mixed pixels and correct them to the foreground or background object.
The normal angle filter operates on calculated the surface normal of each pixel,
if the normal approaches perpendicular to the camera then the pixel is marked
as mixed.
Table 2.1 summarizes the previous work for resolving multi-path interfer-
ence. This thesis is the major contributor to the methods (Kadambi et al.,
2013), (Whyte et al., 2015b), (Whyte et al., 2015a), and a contributor to
(Bhandari et al., 2014).
2.3.2 Computational Imaging
Measuring the propagation of light in a scene is of interest in computer graph-
ics and optical engineering to verify ray tracing for optical engineering (lens
designs etc.) and for photo realistic rendering. Transient imaging is the process
of measuring the light propagation through the scene at small time intervals,
which is a form of high speed photography. While CMOS and CCD sensors
have allowed for frame rates up to 107 frames per second they are limited by
their readout time and memory storage capacities. Frames rates of 107 are
extremely high compared to the human vision system but are still orders of
magnitude below capturing light in flight. The capture of light in flight, known
as transient imaging, measures the x,y,t of light, where x and y are the spatial
location and t is the time interval. The smaller the time interval the higher
the temporal measurement of the measurement.
Velten et al. (2013) coined the term femto-photography to visualize the
propagation of light by using a streak camera and femto-second laser to illu-
minate the scene. A streak camera varies the electromagnetic field to transform
a temporal signal into a spatial signal across the imaging sensor, by synchron-
izing the 50 fs laser pulse with the streak camera the light propagation for a
single point can be visualized. To obtain a reasonable signal to noise ratio
Velten et al. (2013) averaged a number of light pulses, so only static scene
measurements were possible. Micro-mirrors were used to raster scan across
the scene to measure the x and y spatial information. This equipment setup
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Table 2.1: Comparison of multi-path interference correction techniques.
Paper Model Computation Constraints
Dorrington et al.
(2011)
Two-path High Two modulation frequen-
cies
Godbaz (2012) Two-path Low Two or three modulation
frequencies
Freedman et al.
(2014)
Sparse Low Three modulation fre-
quencies
Kirmani et al.
(2013)
Two-paths real-time Five modulation frequen-
cies
Kadambi et al.
(2013)
K-paths High Large number of phase
steps
Bhandari et al.
(2014)
K-paths Medium Five or more evenly
spaced frequencies
Fuchs et al.
(2013)
Diffuse High
Jime´nez et al.
(2012)
Diffuse “Minutes”
Falie and Buzu-
loiu (2008)
Diffuse Low Scene preparation re-
quired
Mure-Dubois
and Hu¨gli
(2007)
Diffuse “Real Time”
Whyte et al.
(2015a)
Diffuse Low Projected Patterns Re-
quired
O’Toole et al.
(2014a)
Combined High 5D measurements, phase,
frequency and pattern.
Whyte et al.
(2015b)
Sparse Medium Six or more samples.
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allowed Velten et al. (2013) to record the propagation of light through a plastic
bottle and a tomato.
Avalanche photo-diodes can be manufactured into an imaging sensor, com-
monly called SPAD arrays. Gariepy et al. (2015) used a 32 by 32 pixel array to
image Rayleigh scattering of light in flight through air. Each pixel in the array
contains a pico-second timer and the time of each arriving photon is recorded
and using this information and sensor calibration the propagation of light in
flight is recorded. The use of an imaging array and a high repetition laser (in
the MHz) would allow for a capture in the order of one second. While SPAD
arrays achieve high temporal resolution for transient imaging they remain ex-
pensive.
Gao et al. (2014) developed compressed ultra-fast photography (CUP) that
observed events with a temporal resolution in the tens of picoseconds. This
was achieved by coupling the streak camera with a micro-mirror array (DMD).
The streak camera observed the event, and the DMD spatially encoded the
incoming light. The use of computation, similar to that of compressed sensing
based image restoration, was used to reconstruct the 2D image from the streak
camera output. These adaptations allowed for imaging of light interactions at
boundaries between different gases.
Wu et al. (2014) used the streak camera setup from Velten et al. (2013) to
measure the time profile of light in a scene using direct measurements. Wu
et al. (2014) showed the time profile could be represented by Gaussian function
for the direct return and for inter-reflections, and as a decaying exponential
for subsurface scattering measurements. This understanding of the propaga-
tion of light and potential basses for representation allow for better indirect
measurements that exploit computational models.
Computational imaging is the combination of imaging sensors and com-
putational models to recover information from the scene. With the increase
in computational power, following Moore’s law, computational imaging is a
growing area of research and producing consumer imaging products, such as
Lytro’s light field camera, Pelican imaging image sensor, and Light Co’s new
high performance camera. The use of computational models has allowed image
recovery from a limited number of samples using a single pixel camera (Duarte
et al., 2008) and the recovery of images placed behind scattering medium (Ta-
jahuerce et al., 2014). Computational techniques have been combined with
time of flight measurements to gain additional information about the scene.
Velten et al. (2012) used a streak camera and pulsed laser (same setup as Vel-
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ten et al. (2013)) to image around a diffuse corner. By combing the streak
camera measurements with the measurements at different spatial locations
and a model of diffuse of the wall, the objects behind the wall were able to be
reconstructed.
The above mentioned techniques for transient imaging require expensive
equipment, both streak cameras and femto-second lasers are expensive and
difficult to operate. This motivated the usage of ToF imaging sensors for
transient imaging applications. Heide et al. (2013) used a modified PMD
sensor based camera to perform transient imaging, primarily of a disco ball in
a corner. By taking measurements from 10 MHz up to 120 MHz in increments
of 0.5 MHz and that capture took 90 s. By solving a convex optimization
problem the time profile of each pixel is recovered. The temporal resolution
of the transient image is proportional to the highest modulation frequency of
the ToF range camera.
The use of computational imaging has been applied to ToF range cameras.
Heide et al. (2014b) measured the distance to objects in a 80 litre vat of
dilute milk by taking measurements at three modulation frequencies. In a
scattering medium the multiple propagation paths are no longer diffuse, to
overcome this Heide et al. (2014b) demonstrated the returns were sparse when
represented with a Gaussian basis. Using this information an optimization
problem can be solved to recover the depth of objects in a scattering medium.
The problem of looking around a corner can be solved with a ToF range camera
as demonstrated by Heide et al. (2014a) and Kadambi et al. (2015). Unlike
traditional ToF range imaging where the scene is flood light Heide et al. (2014a)
focused the light source onto a point on the diffuse wall and measured the
resulting inter-reflections back onto the wall. The difference between Velten
et al. (2012) and Heide et al. (2014a) is the size of the objects behind the
corner that could be recovered, (Velten et al., 2012) could recover objects on
the order of centimeters while (Heide et al., 2014a) could recover objects in
the order of meters.
O’Toole et al. (2014a) illuminated the scene with temporal patterns to
resolve the propagation paths into the direct, indirect and specular retro-
reflective using the scene probed techniques previously developed by O’Toole
et al. (2014b). The scene probing allowed for high resolution transient imaging
and distinguished between a direct view and mirror reflections.
Lin et al. (2014) applied Fourier analysis to recover transient images from
the dataset produced by Heide et al. (2013). By applying the inverse discrete
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Fourier transform to the complex data the time profile can be recovered. How-
ever the missing frequency content from the experimental data caused blurring
in the time resolution, to alleviate this problem the missing frequencies are in-
terpolated. Further post processing is performed to enhance the results to be
closer to the ground truth measurements.
An alternative approach was taken by Kadambi et al. (2013). The illumin-
ation signal of the ToF was changed from a square wave to a binary sequence,
which changed the measured correlation signal from a sinusoidal signal to a
triangular peak and constant everywhere else. Then by applying Tikhonov
regularization the correlation was transformed into signal that emulated the
time profile of each pixel.
Recently Peters et al. (2015) measured three modulation frequencies for fast
transient imaging and removal of multi-path interference. This is achieved by
spectral estimation using a modification of the Burg method (Burg, 1967).
Peters et al. (2015) removed the problem of harmonic aliasing from the meas-
urement by careful sampling of the correlation signal. The fast transient
imaging presented by Peters et al. (2015) has strong cross over to resolving
multi-path interference.
2.3.3 Motion Artifacts
ToF range cameras like conventional cameras suffer from measurement artifacts
caused by motion. ToF cameras are especially susceptible to motion because
they are a multi-shot depth measurement system. Motion can be categorized
into transverse and longitudinal motion, with transverse motion describing
motion in the [x, y] dimension and longitudinal motion in the z dimension.
Optical flow is a motion correction technique that attempts to match pixels
between temporal frames and was developed by Horn and Schunck (1981).
Optical flow was adapted to work with ToF range cameras by Lindner and
Kolb (2009). The optical flow was performed on the common mode images as
they are the closest image type to conventional cameras. However not all ToF
cameras have access to the common mode image. Lee et al. (2012) detected
motion between raw frames and replaced the pixels affected by motion with the
nearest neighbor. Coded exposure is a motion correction technique that works
by opening and closing the camera’s shutter during the integration period
to properly condition the deconvolution that removes motion (Raskar et al.,
2006). Coded exposure was adapted to ToF range cameras by Streeter and
Dorrington (2014).
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The previous methods of solving motion artifacts have focused on their
detection and correction, another approach is to measure the motion directly.
Heide et al. (2015) operated a ToF camera in heterodyne mode to measure the
range and velocity simultaneously. The velocity of the object causes a Doppler
shift in the reflection and because of the heterodyne modality of the camera
the change in frequency can be measured. Whyte et al. (2015b) measured
only the velocity of the object with a method analogous to continuous wave
Doppler radars by sampling at a constant frequency and phase offset. If the
object moved by one ambiguity interval, see equation 2.22, then the output is
one period of a sine wave and the time it takes for one interval encodes the
velocity of the object.
2.3.4 Distance Ambiguity
Distance ambiguity occurs when the phase of the reflected light’s modulation
envelop wraps from 2pi back to 0. Objects further than the ambiguous distance
are measured closer than they actually are. The maximum distance that can
be measured before phase wrapping occurs is called the ambiguity distance,
damg, and is defined by
damg =
pic
ω
. (2.22)
As the modulation frequency increases the ambiguity distance decreases. At
50 MHz the ambiguity distance is 3 m. Phase unwrapping techniques fall into
two broad areas: using multiple modulation frequencies, and using the spatial
information of the sensor to estimate the ambiguity interval. These techniques
can be combined for robust phase unwrapping in the presence of noise.
To extend the ambiguity distance Jongenelen (2011) combined measure-
ments at two different modulation frequencies using a variation of the new
chinese remainder theorem (Wang, 2000). A visualisation of using two frequen-
cies for phase unwrapping is in figure 2.9. Using three modulation frequencies
to perform phase unwrapping was detailed in a patent filed by Microsoft Corp
(Benedetti et al., 2014). It was disclosed by Bamji et al. (2015) that three
frequencies were used in the Xbox Kinect for phase unwrapping. By match-
ing the possible ambiguity brackets with the three frequency measurements
phase unwrapping is possible. Using generalized approximate message passing
(GAMP) and two modulation frequencies Mei et al. (2013) performed phase
unwrapping and noise reduction on ToF images. The use of multiple frequen-
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Figure 2.9: Phase unwrapping with two measurement frequencies. At the true
location the phase values for both measurements align. Figure reproduced
with permission from (Jongenelen, 2011).
cies with an iterative optimization framework for consistent phase unwrapping
was presented by Choi et al. (2013).
Spatial phase unwrapping uses the spatial information from the sensor to
perform phase unwrapping, which also includes statistical information and
path walking for image phase unwrapping. McClure et al. (2010) segmented
the objects in the scene and then estimated the ambiguity bracket of each
object. The use of a graphical model with loopy belief propagation was applied
to phase unwrapping of ToF images by Droeschel et al. (2010). Crabb and
Manduchi (2014) used probabilistic models and spatial information for phase
unwrapping on a single frequency ToF measurement.
2.3.5 Harmonic Aliasing
Harmonic aliasing is a measurement error caused by the implementation using
square waves instead of sinusoidal signals, or by using distorted sinusoidal
signals. As shown in equation 2.9 there are odd harmonics present in the
correlation signal. If the number of samples on the correlation signal is less
than twice the highest frequency present in the correlation signal then aliasing
will occur. In the case of N = 4 the higher order harmonics alias onto the
first harmonic and cause measurement errors. The measured error caused by
harmonic aliasing is plotted in figure 2.10. The error is measured with the ToF
camera described in chapter 3, operating at 50 MHz. The error bars are plus
and minus one standard deviation, and the standard deviation of the distance
measurement increases with distance because as the object moves further away
less light returns to the camera, as observed in figure 2.10.
Payne et al. (2008) modified the camera’s operation to phase shift the
reference signal during the integration period. Payne’s modification cancels
the third harmonic however it decreases the precision of the measurement.
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Figure 2.10: Error caused by harmonic aliasing as measured with four raw
frames at a modulation frequency of 50 MHz using the camera described in
chapter 3. The error bars are one standard deviation, and they increase with
distance because the measured object is further away so less light is returning
to the camera resulting in a decreased signal to noise ratio.
Jongenelen (2011) showed that using three samples, instead of four, reduces
the error caused by aliasing because the third harmonic did not alias directly
onto the first harmonic.
A number of calibration methods have been used to correct for harmonic
aliasing. Kahlmann et al. (2006) used a lookup table to calibrate for harmonic
aliasing. Lindner and Kolb (2006) fitted cubic B-splines to the error for calib-
ration. When other errors are present the harmonic calibration will introduce
further errors.
2.4 Noise
A variety of noise sources exist in ToF range cameras. These include photon
shot noise, amplifier noise, ADC quantization, crosstalk, clock jitter, reset
noise, and dark current. These noise sources affect the signal to noise ratio of
the range measurement.
Photon shot noise is present in every CMOS imaging system and is well
quantified. It is governed by the probability of the generation of a photon and
is a function of the number of photons generated. Amplifier noise and ADC
quantization are noise sources introduced during the sensor readout. The
standard deviation of the phase measurement, σφ, is inversely proportional to
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the signal to noise ratio (SNR) of the pixel measurement
σφ =
1
2m
√
SNR
, (2.23)
where m is the modulation index which is the difference between the maximum
and minimum levels of the modulation signal. For solid state image sensors
the demodulation contrast, cd, is a similar measure and calculated as
cd =
a
b
, (2.24)
where a is the measured demodulated pixel amplitude and b is the DC off-
set. The demodulation contrast depends on a number of factors, namely
the modulation frequency, illumination wavelength, and the imaging sensor
design (Lange and Seitz, 2001). The phase standard deviation, φsigma, can be
estimated by (Bu¨ttgen et al., 2005)
σφ =
√
b√
2cda
. (2.25)
The distance standard deviation σd is
σd =
cσφ
2ω
. (2.26)
Increasing the modulation frequency decreases the distance variance. The
other options are improving the demodulation contrast by increasing the light
power or decreasing the DC component which increases the number of useful
photons collected by the imaging sensor.
Jitter is the undesired random deviation from the true frequency in a signal.
The random deviation between the reference signal and optical signal is a cause
of uncertainty in ToF range cameras. The impact of cycle to cycle jitter in
ToF cameras was investigated by Seiter et al. (2014). Streeter et al. (2013)
demonstrated jitter is a significant contributor to uncertainty in phase and
presented a variety of image processing filters to reduce the uncertainty caused
by jitter. Phase noise analysis is derived from the analysis of jitter in digital
clocks. The phase noise, θ(t), can be expressed in the sinusoid reference signal
as
g(t) = sin(ωt+ θ(t)). (2.27)
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The phase noise is a random variable that is zero mean. When the reference
signal is correlated with the optical signal the measured correlation is
h(τ) = (g ? s)(t) = a cos(ωτ + (1 + ∆f)φ), (2.28)
where ∆f is the error in modulation frequency due to signal jitter. The phase
noise due to jitter increases linearly with amplitude, therefore increasing the
illumination power does not affect the relative jitter. Streeter et al. (2013)
showed the minimum phase variance achievable is limited by the jitter. The
phase noise can be converted to a jitter period by
JPER =
θ(t)
ω
. (2.29)
The jitter period is often constant in the camera while the phase noise is a
function of modulation frequency.
2.4.1 Other Noise Sources
The pixel uses capacitors to store charge during the integration period and
capacitors have an inherent reset noise (Texas Instruments, 2014). Correlated
double sampling can be used to remove the pixel’s offset voltage.
With increases in temperature a larger number of thermally generated elec-
trons are present in CMOS imaging sensors. Along with the increase in noise
the phase offset calibration is temperature dependent. The effect of temper-
ature on ToF range cameras has been characterized by Kahlmann (2007).
Signal integrity is important in ToF range cameras as they operate in the
megahertz range. Cross talk between signals can negatively affect performance
by limiting the maximum modulation frequency and can add non-linearities in
the modulation signal which can cause measurement errors.

Chapter 3
Time-of-Flight Range Camera
Design
“He who controls the spice controls the universe.” Frank Herbert, Dune.
This quote could also be said of data, where access and control of data is
playing an ever important role in society. For this research a flexible configur-
able time-of-flight (ToF) range camera was needed to develop novel methods of
resolving measurement errors. Current commercial ToF range cameras limit
the access to low level data, and are inflexible, making them unsuitable for
in-depth systems research. Having access to the entire processing pipeline
from raw data to depth, enables the development of novel algorithms that
tightly couple the hardware and image processing. The following chapter de-
tails the design, implementation and testing of the custom ToF camera de-
veloped as part of this research. Recently Texas Instruments R© have developed
ToF range imaging solutions, providing a sensor and processing integrated cir-
cuit (IC) (Texas Instruments, 2014), lowering the barrier to entry for custom
ToF range cameras.
This chapter is divided into five sections: hardware design, field program-
able gate array (FPGA) design, the Matlab interface, system bring up, and
camera characterization. The main design requirements of the camera are:
• Access to the lowest level of data possible.
• Dynamically configurable phase offset and modulation frequency.
• Configurable binary sequence for modulation.
• Configurable integration period.
• Robust and reliable operation.
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Figure 3.1: Overview of a time-of-flight range camera design.
A block diagram giving an overview of the ToF camera design is in figure 3.1.
The hardware consists of the light source illumination, and the sensor printed
circuit board (PCB) called RedEye. The FPGA design provides connectivity
to the outside world and precise control over modulation of the pixel array.
The host computer provides a Matlab interface for ease of configuration and
processing of the collected data.
3.1 Hardware Development
The hardware consists of two custom PCBs, and their mechanical mounting.
The PCBs encompass the ToF sensor, analog to digital converter (ADC), signal
conditioning, and light source. The mechanics consists of the light source
diffuser, lens mounting, and connecting to standard optical components. The
hardware of the camera design can be broken down into two revisions the
PMD19k2 and the PMD19k3 version. The purpose of the revision was to
update the design in order to use an updated ToF sensor.
The camera has three PCBs: the light source, RedEye which contains the
ToF sensor and ADC, and the FPGA development kit. The light source and
RedEye PCBs are custom made and the FPGA development kit is off-the-shelf.
3.1.1 PMD19k2 Version
The original PCB design provided by Jongenelen (2011) had issues with the
high speed mezzanine card (HSMC) connector, and the ADC power supply.
Due to the HSMC connector being improperly soldered the ground plane
floated on the RedEye PCB causing damage to the modulation drivers, result-
ing in a PCB redesign for this research.
3.1 Hardware Development 39
The RedEye PCB contains the ToF pixel array, the ADC, modulation
drives, power supplies, and signal end to LVDS converters. The RedEye PCB
has four copper layers to maintain signal integrity. Due to the high speed
modulation, cross-talk and ringing on the PCB traces can be an issue, therefore
short traces are used between the modulation drivers and the ToF sensor.
Sufficient decoupling capacitors with minimum ground loops are part of the
ADC layout design. The decoupling capacitors maintain a constant voltage to
the ADC which reduces readout noise.
ToF pixels are actively driven in the megahertz range. As the PMD19k2
modulation drivers are off chip, eight external Intersil EL7158 (Intersil, 2007)
drivers are used to switch the A and B taps of the sensor. The sensor is divided
into four regions, and a separate driver is used for each region to decrease the
capacitive load on each driver. The -3 dB point of the Intersil EL7158 is
40 MHz which limits the maximum modulation frequency of the ToF camera.
The output of each pixel from the imaging array is a voltage which encodes
the number of photons collected. The analogue voltage is converted to a 16 bit
digital value by the Analog Devices AD9826 ADC (Analog Devices, 2012). The
RedEye PCB physically connects to the FPGA development board with three
40-pin IDC connectors.
The Stratix III development board (Altera, 2008a) was used as the FPGA
development kit. The development board contains the required RAM, I/O,
and Ethernet conductivity for the camera development. At the start of the
research project the Stratix III FPGA (Altera, 2011) was the top of the line
FPGA from Altera, having sufficient logic elements for the camera design and
imaging processing. The FPGA has dynamically configurable phase lock loops
(PLLs), which in 2009 Xilinx FPGAs did not have. Dynamically reconfigurable
PLLs are required for controlling the modulation frequency and phase.
Low-voltage differential signalling (LVDS) was used as the physical layer
communication standard between the FPGA and external PCBs. At the used
signal speeds and PCB trace lengths, the transmission line properties are im-
portant. serial ATA (SATA) cables were used to communicate between the
FPGA and light source, as they are low cost, sufficient length, and impedance
matched. These features allow for flexible light source placement.
3.1.2 PMD19k3 Version
During the course of the Ph.D a newer camera version was developed, which
upgrades the FPGA development kit and the ToF sensor. The new sensor is
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the PMD19k3 ToF pixel array from PMD Technologies. The sensor contains
120 by 160 pixels, and has a maximum operating frequency of 80 MHz. Due to
confidentiality additional information about the sensor is not provided herein.
The new RedEye PCB connects to the DE2-115 development board (Terasic
Technologies, 2013) with two 40 pin IDC connectors. The DE2-115 devel-
opment board contains a Cyclone IV E FPGA (Altera, 2013a), 16 MB of
SDRAM, sufficient I/O and a 1 Gbps Etherent PHY, and all the additional
parts of the camera. Using knowledge gained from the previous revision a
smaller and cheaper FPGA was sufficient for the design.
3.1.3 Light Source Design
The light source is a critical part of the ToF camera design. If the light
sources waveform is malformed then the phase and amplitude can become non-
linear with distance, as demonstrated by Payne et al. (2011). Electrical cross
talk and optical coupling between the light source and sensor also introduces
measurement errors.
The light source PCB is designed to drive two laser diodes to be driven
independently. Photographs of the light source design are in figures 3.3 and 3.2.
The iC-HK driver (iC Haus, 2009) laser driver was used as it can modulate up
to 155 MHz, and switch up to 700 mA per channel. The PCB was designed to
fit a variety of 5.6 mm diameter laser diode cases, intended for three laser diodes
in the design: the HL6545MG (Opnext, 2008) 660 nm 120 mW diode, D405-
120 (US Lasers, 2013) 405nm 120 mW diode, and L850P010 (Thorlabs, 2010)
850 nm 10 mW laser diode. The different wavelengths and powers are useful for
fluorescence and subsurface scattering measurements and other applications.
The mechanical design allows for one inch mounted ground glass diffusers to
be placed in the optical path of the light source and the PCB be mounted to
standard optical parts.
3.1.4 Mechanical Design
The FPGA development kit, sensor, lens, and light source are mounted onto
an optical table. One error with the design is that no lens mounting holes were
included, which limits the lens calibration accuracy as the lens is unstable. A
photo of the mounted setup is in figure 3.4.
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Figure 3.2: Photograph of back side of light source.
Figure 3.3: Photograph of front side of light source with one diffuser mounted.
3.1.5 Projector Integration
A spatial light modulator (SLM) was integrated into the light source to allow
configurable projected patterns. The SLM used is a digital micro-mirror device
(DMD) from Texas Instruments. DMDs contain an array of highly reflective
aluminium micro-mirrors, each mirror in the array is electrostactaliy positioned
to one of two selectable possible positions at different angles.
The projector integrated into the camera was a DLP LightCrafter Evalu-
ation Module from Texas Instruments (Texas Instruments, 2013b). The pro-
jector used three LEDs and a 608 by 686 DMD array. The red LED was
removed and replaced by a 660 nm laser diode driven by the described light
source. The C++ API for the DLP LightCrafter1 was interfaced to Matlab
to control the projected image. A photograph of the integrated projector is
1http://www.ti.com/tool/dlplightcrafter
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Figure 3.4: Photo of assembled PMD19k3 time-of-flight range camera with
two operating light sources.
DMD & Optics
Light Source
Texas Instruments DLP Projector
Figure 3.5: Photograph of integrated DLP LightCrafter projector. The original
projector is labelled along with the mounted time-of-flight light source.
in figure 3.5. A photograph of a projected checkerboard pattern is in figure
3.6. The projector’s field of view does not match the camera’s, therefore some
regions are not directly illuminated.
The luminance of each pixel of the DMD is controlled by the DLPC300
IC (Texas Instruments, 2013a). The DLPC300 takes an input 8 bit value
for controlling the luminance of the pixel by controlling the duty cycle of the
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Figure 3.6: Photograph of projector illuminating a corner with a checkerboard
pattern.
0 50 100 150 200 250
0
0.2
0.4
0.6
0.8
1
Projector Value
N
or
m
al
iz
ed
 A
m
pl
itu
de
DMD Amplitude Response
 
 
Measured
Ideal
Figure 3.7: Amplitude response of the DLP projector plotted against ideal
response.
pixel between the on and off states. However the 8 bit value is not linear
with the amplitude measured with the ToF range camera. The measured
amplitude compared to the ideal is plotted in figure 3.7. A lookup table is
used to calibrate images in order to have a linear amplitude response, as a
linear response is critical for some patterns, as demonstrated in chapter 7.
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Component Description
Nios II A softcore microprocessor provided by Altera, used to
implement a UDP and ARP stack for networking.
PMD19k Interface The interface to the ADC and PMD19k ToF sensor.
Controls readout and initial setup.
UDP Packetizer Generates valid UDP packets from blocks of pixel values
and streams them to the Ethernet core.
Modulation Controller Generates the modulation signals for the sensor and
light source, controlling the phase, binary sequence, and
frequency of each signal.
TSE Controller The Triple Speed Ethernet (TSE) controller provided by
Altera (Altera, 2013b).
Table 3.1: Short descriptions of each component in the camera’s FPGA design.
3.2 FPGA Design
FPGAs are semiconductors designed so that the digital logic can be repro-
grammed in the field, which makes them ideal for ideal for implementing
custom digital logic. The FPGA is used to control the modulation signals,
readout process, and transmission of the camera data over Ethernet to a host
computer. The major IP cores of the FPGA are shown in figure 3.8, and a
short description of each component is in table 3.1. The Nios II and triple
speed ethernet (TSE) are two IP cores provided by Altera are integrated into
the FPGA design. The other IP cores are custom designed and written in
VHDL.
Each component in the FPGA design is connected with the Avalon Inter-
connect standard, allowing for portability and reusability with Altera FPGAs.
Use of standard interfaces allowed for a smooth transition from the Stratix III
FPGA (Altera, 2011) to the Cyclone IV FPGA (Altera, 2013a).
The maximum sampling rate of the ADC is 15 MSPS and each sample is 16-
bits therefore generating 240 Mbps of data. The bottleneck in data throughput
is the sampling rate of the ADC, as the Ethernet is capable of transmitting
1 Gbps of data.
3.2.1 PMD19k Interface
The PMD19k Interface interfaces to the ToF sensor and ADC. Both the PMD
and ADCs datasheets (Analog Devices, 2012) specify the correct readout inter-
face. The datasheet for the PMD19k2 and PMD19k3 sensors are confidential,
therefore details are not provided in this thesis.
3.2 FPGA Design 45
PMD19K INTERFACE FIFO
JTAG
UDP PACKETIZER
ADCINTERFACE
NIOS II TRIPLE SPEED ETHERNET CONTROLLER
ETHERNET PHY
DEBUGGINGMODULATIONCONTROLLER
PLL
ALTERA FPGA
SENSOR INTERFACE
SENSOR MOD
LIGHT MOD
Figure 3.8: Internal block diagram of the FPGA design for the PMD19k time-
of-flight range camera.
3.2.2 Modulation Controller
The modulation controller generates and controls the modulation signals for
the light source and pixel array. The modulation controller component controls
the phase, frequency, and binary sequence of the modulation signal. Funda-
mental to the modulation controller is the phase lock loop (PLL) in the Altera
FPGA (Altera, 2008b). The output frequency and phase of the PLL is dy-
namically reconfigurable, and the modulation controller provides a wrapper
around the PLL to update the phase and frequency between raw frames of
the camera. This section describes the generation of the binary sequences and
configuration of the PLL for the desired frequency and phase.
A key aspect of the research presented here is the modulation of the sensor
and light source with custom binary sequences, as described in chapter 4.
Figure 3.9 is the implementation for generating a binary sequence in the cam-
era’s FPGA. The length of binary sequences is configurable from 2 bits up to
2048 bits. The binary sequences are phase shifted by phase shifting the output
clocks of the PLL.
The PLLs in the FPGA take an input clock that drives a voltage controlled
oscillator (VCO). The output clock of the PLL is down sampled from the VCO
by two 8 bit registers. The frequency, fV CO, of the VCO is given by,
fV CO =
mfin
n
, (3.1)
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Figure 3.9: Method of generating binary sequences in the PMD19k camera.
The binary sequence is preloaded into the D flip–flops and shifted out on the
rising edge of the generated clock. The sequences are phase shifted by changing
the relative phase of the driving clocks.
where m and n registers are 9 bits to give the range from 0 to 511. The VCO
frequency in the Altera Cyclone IV FPGA operates between 600 MHz and
1600 MHz. The output frequency is set by two 8 bit counters chi and clow such
that
fout =
fV CO
chi + clow
. (3.2)
As the modulation frequency is set by a number of integer registers, not all
frequencies are possible. The number of phase steps for a 2pi phase shift is
S = 8(chi + clow). (3.3)
For a binary sequence of J bits long, the number of phase steps required to
phase wrap the shift register chain in figure 3.9 is
S = 16J(chi + clow). (3.4)
The maximum VCO frequency sets the minimum phase shift in time. With a
maximum frequency of 1600 MHz the minimum phase shift is 1/(8×1600 MHz)
= 78.1 ps. During the readout process each PLL clock is phase shifted to the
updated phase offset. As the phase offset is an integer it can be impossible to
evenly sample over the [0, 2pi] interval.
3.2.3 UDP Packetizer
The UDP Packetizer generates the UDP, IP, and MAC packets that encap-
sulate the image data, and stamps the frame and row number of the im-
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age to each packet so the image can be reconstructed on the host computer.
The valid packets are streamed into the triple speed ethernet (TSE) compon-
ent, which is a 10/100/1000-Mbps Ethernet Mac provided by Altera (Altera,
2013b). The UDP stack is implemented in hardware to minimize latency and
increase throughput. The overheads of TCP are prohibitive to implement in
hardware therefore UDP was used as the transport layer.
3.2.4 Nios-II Design
A Nios-II soft core microprocessor in the FPGA design is used to implement
a software UDP stack to communicate to the host computer. The UDP Pack-
etizer UDP stack is only capable of transmitting packets. The Software UDP
stack transmits and receives information from the host computer. The com-
munication enables configuration of the camera by enabling registers in the
camera to be read and written to. An ARP stack is implemented allowing the
Ethernet switch to know which MAC address the camera’s IP address corres-
ponds to. In the future an embedded version of linux would allow for a full
network stack and other options such as DHCP.
It was intended that the Nios-II configure the camera operation during and
between each raw frame. An interrupt between each raw frame would allow for
dynamic configuration of the camera between each raw frame, giving a high
degree of reconfigurability with a simple interface. However the need for such
a system was never realized.
3.3 Matlab Interface
Matlab (Mathworks, Natick, MA, USA) is a powerful numerical computing
programming language, making it ideal for signal and image processing. To
have a seamless development environment platform for testing novel algorithms
that tightly couple the hardware and processing a Matlab interface was de-
veloped to configure the camera and capture data directly into Matlab. The
camera API provides functionality to read and write all registers in the FPGA
and capture image streams from the camera. Additional higher level function-
ality simplified the configuration of the modulation controller and ADC. The
Matlab API for configuring the camera and capturing data is documented in
Appendix B.
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Figure 3.10: Camera design with test features in black. Known data is injected
and confirmed received to verify the data processing pipeline.
3.4 Bring-Up
The process of bringing up a new system can be difficult and time consuming
as one bug in any part can cause issues further down the chain. Each part of
the design was built so that each part of the data output chain could be tested
individually and verified before testing the next part. Figure 3.10 shows the
test points of the data pipe on the PDM19k camera design. At each test point
known data is injected and confirmed as received at the end of the pipe.
Known packets were generated and injected into the TSE Ethernet PHY.
The packets were inspected with Wireshark on the host computer. Once cor-
rect packets were confirmed as being received the data acquisition tools were
tested, verifying data was correctly imported into the processing framework.
Then known data was injected into the FIFO data buffer, thus simulates data
arriving at the ADC. With the design it is possible to de-couple the ADC input
from the sensor. Known voltages are applied to the input of the ADC to verify
its operation and readout process. The ADC noise, linearity, and gain can be
measured with this design.
3.5 Characterization
Characterization of the camera enables and assessment of its performance.
Jongenelen (2011) described and performed a full characterization on a ToF
range camera. The characterization reported herein is not as comprehensive
as Jongenelen, but is sufficient for performance of the camera is understood
for better design of experiments.
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Figure 3.11: Measured amplitude with the modulation frequency of a time-of-
flight range camera designed with a PMD19k3 sensor.
3.5.1 Frequency Response
The camera electronics are a low pass filter, which limits the maximum mod-
ulation frequency of the camera. To measure the frequency response the mod-
ulation frequency is swept from 1 MHz in increments of 1 MHz to 70 MHz.
The measured amplitude is normalised against the first amplitude measure-
ment. The frequency response is plotted in figure 3.11. After 63 MHz the
camera stops working. The limited modulation frequency is believed to be due
to impedance mismatch on the PCB, which causes ringing on the PCB trace.
The ringing distorts the modulation signal such that the input high voltage
threshold for the PMD19k3 sensor is never reached and this stops the pixel
array from receiving a modulation signal causing the abrupt drop in figure 3.11.
3.5.2 Binary Sequence Performance
Comparison between the expected and the measured cross correlation of the
binary sequence [0 0 0 1 0 1 1 1 0 1] is plotted in figure 3.12. The expected
power spectrum is calculated from the binary sequence as ideally the measured
value is the circular convolution of the binary sequence with itself. The spectral
power of the cross correlation for the expected and measured power spectrum
is plotted in figure 3.13. The difference is caused by the frequency response of
the camera, as the higher frequencies are attenuated. Within the discrepancies
caused by the camera hardware the expected and measured power spectrum
are in agreement for the cross-correlation shape.
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Figure 3.12: Measured and simulated cross correlation signal for the binary
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Figure 3.13: Measured and simulated power spectrum for the signals plotted
in figure 3.12.
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Figure 3.14: Measured response of light source with a 254 bit long m-sequence
with a bit time of 1/80 MHz.
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Figure 3.15: Measured input modulation to sensor array with a 254 bit long
m-sequence with a bit time of 1/80 MHz.
The illumination system is critical to the camera’s performance. To test
the light source performance the light source is modulated with a 254 bit
maximum length sequence, with a bit time of 1/80 MHz. The measured optical
waveform with a photodiode is plotted in figure 3.14. The fast rise time and
minimal ringing on the light source output indicates good performance. The
measured input modulation signal for the PMD19k2 Tap A is in figure 3.15.
The predicted response from the measured input modulation and the actual
measurement are shown in figure 3.16.
The difference between the predicted and the measured response in figure
3.16 is most likely due to the measured input modulation signal not repres-
enting the internal workings of the pixel. The difference between predicted
and actual response motivated Payne et al. (2009) to characterize a ToF pixel
array using a femtosecond laser.
3.5.3 ADC Performance
The ADC performance of the PMD19k2 design was negatively affected by im-
proper decoupling capacitors between the power supply and the ADC. The
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Figure 3.16: Measured versus predicted cross-correction of a maximum length
sequence with a bit time of 1/80 MHz. The predicted is based on the laser
response and input modulation.
distribution of ADC measurements for a constant voltage for version 1 and
version 2 PMD19k2 designs are plotted in figure 3.17, note the y-axis is log-
arithmic. The long tails in the V0 design have been reduced due to changes
in the V1 design, resulting in a tighter distribution which ultimately means
less noise in the range measurement. The readout of a constant voltage on the
ADC in the V0 design is imaged in figure 3.18. There are repetitive increase
and drops in the ADC value over the entire image. It is hypothesized these are
caused by the reference voltage dropping and recovering during the readout
due to improper power supply decoupling.
3.5.4 Signal Integrity
ToF range cameras operate in the tens to hundreds of megahertz frequency
range therefore signal integrity is an important design issue. Incorrectly de-
signed PCBs will cause ringing and crosstalk on the modulation and analogue
signals which introduces errors. An example of systematic phase noise intro-
duced by cross talk on the PCB is shown in figure 3.19, where a systematic
diagonal ripple is present in the phase image. Across the entire readout there is
a diagonal ripple pattern present, ideally only white noise should be present in
the phase image, any systematic offsets of this nature should not exist. Meet-
ing regulatory standards for spectral emissions can be challenging because of
the high speed switching of the high current light source and pixel drivers.
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Figure 3.17: Distribution of ADC measurements for a constant voltage for two
different PCB designs.
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Figure 3.18: ADC values for a constant input voltage showing systematic error
during the readout process, caused by improper decoupling of the ADC power
supply.
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Figure 3.19: A diagonal ripple pattern is present in the phase image. This
is an example of artifacts introduced by cross talk on an improperly designed
PCB.
Impedance matching and good design practice is essential to minimize signal
integrity issues.
3.6 Conclusion
This chapter has given a brief overview of a time-of-flight range camera sys-
tem design. A camera encompasses mechanical, optical, PCB, signal integrity,
FPGA, and software design. It is a multiple discipline process to design an
effective ToF range camera. Each component has the potential to negatively
affect the camera’s performance if designed incorrectly. Minimizing cross talk
and correct impedance matching is critical for camera performance. The cam-
era is designed for flexible control of a ToF range camera for development
of novel processing algorithms that tightly couples the hardware with signal
processing.
As the demand for smaller devices increases it is expected that ToF range
cameras will become a system on a chip (SoC). The SoC will combine the pixel
array, ADCs, and digital processing logic. The components required to build
a ToF range camera will become a SoC, a light source, diffuser, and lens. A
small form factor will allow for integration into multiple devices creating new
applications for range imaging.
Chapter 4
Temporal Coding
The current paradigm of time-of-flight (ToF) range imaging cameras is to il-
luminate the scene with amplitude modulated light, with the phase of the
reflected modulation envelope encoding the distance travelled. The distance is
measured by correlating the reflected light with a signal that has an identical
frequency of amplitude modulation as the emitted signal. This technique is
known as amplitude modulated continuous wave (AMCW) homodyne detec-
tion. In this chapter the usage of binary sequences as the illumination and
reference signals is explored and referred to as coded ToF, a term coined by
Kadambi et al. (2013). AMCW light modulation is a simple on off repeating
pattern. Coded ToF uses more complex patterns of light modulation. The
focus of this chapter is the application of coded ToF for resolving multi-path
interference.
In this chapter the operation of ToF cameras with binary sequences is intro-
duced. The selection of binary sequences, with the use of binary sequences to
resolve multi-path interference, is investigated by using sparse deconvolution.
4.1 Previous Work
The application of binary sequences started with cryptography, radar, sonar,
and communication systems (Golomb and Gong, 2005). Spread spectrum mod-
ulation is a communication technique that utilizes binary sequences to provide
transmissions that are resistant to interference and multi-path interference
(Haykin, 2008). ToF range cameras can be described as a communication sys-
tem: the light source is the emitter, the scene is the communication channel,
and the pixel is the receiver. The communication channel (scene) can suffer
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from errors caused by multiple propagation. Techniques from communication
systems can be applied to ToF range cameras for performance improvement.
The two most common types of spread spectrum communication are direct
sequence spread spectrum (DSSS) and frequency hopping spread spectrum
(FHSS). When applied to ToF range cameras DSSS modulation is applied by
replacing the modulation scheme of the light source and reference signal with
the spreading code. FHSS is applied by changing the modulation frequency
during the camera’s integration period. Previous work on the application of
binary sequences in ToF range cameras has focused on providing resistance
to interference from other cameras. Bu¨ttgen and Seitz (2008) used DSSS
modulation with maximum length sequences (m-sequences); their low cross-
correlation results in minimal interference between multiple cameras. The
measured cross-correlation is a function of the binary sequence used, therefore
Bu¨ttgen and Seitz developed a new computation of depth from the cross-
correlation measurement. Whyte et al. (2010) modulated an m-sequence onto
the carrier frequency, allowing for the current calculation of distance from the
phase of the carrier and multiple cameras to operate with minimal interference.
Bamji (2008) applied FHSS to the modulation frequency to operate multiple
cameras simultaneously.
Wireless communication channels often suffer from signal degradation caused
by multiple propagation paths from the transmitter to receiver. To correct for
multi-path interference wireless systems can estimate the channel parameters
by probing the channel with a known signal and measuring the channel re-
sponse. Under the assumption the channel response is sparse Bajwa et al.
(2010) used compressed sensing techniques to estimate the channel response
of a wireless connection, by probing the channel with known binary sequences.
The ideas for channel estimation from wireless communication can be ap-
plied to ToF range cameras, where the channel is the scene. By probing
the scene with known signals the multi-path interference can be estimated.
The ToF pixel output is the cross-correlation between two signals. The cross-
correlation results in an indirect measurement of the returning signal, complic-
ating the process for resolving multi-path interference. Godbaz et al. (2008)
used the assumption of sparsity and performed deconvolution on the meas-
ured cross-correlation of two square waves. However the cross-correlation of a
square wave only contains odd harmonics which decay at 1/n2, so the sparse
deconvolution results were limited by the spectral content. Hofbauer et al.
(2014) used triangle basis functions to estimate the phase and amplitude of
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the measured triangle cross-correlation. Using this approach the error due to
harmonic aliasing was reduced, and multi-path interference was detectable.
There are many families of binary sequences including, but not limited to,
maximum length sequences (m-sequences) (Golomb and Gong, 2005), MURA
codes (Gottesman and Fenimore, 1989), gold codes (Gold, 1967), or Walsh-
Hadamard codes (Hathi et al., 2002). The application in question naturally
influences the choice of code family from which to select a binary sequence.
The properties of maximum length sequences (m-sequences) have been
throughly explored by Golomb and Gong (2005), and are described by a prim-
itive polynomial over the Galois field of two elements (GF(2)), and implement-
able with a linear feedback shift register. To resolve multi-path interference
deconvolution is applied to the measured cross-correlation, where the convo-
lution matrix is a circulant matrix generated from the auto-correlation of the
binary sequence.
Signals can often be well-approximated as a linear combination of just a few
elements from a known basis or dictionary, in the case of ToF range cameras
the multi-path interference can be approximated by a discrete number of path
lengths and amplitudes. Mathematically a signal, x, is k-sparse when it has
k nonzero elements, ‖x‖`0 ≤ k. If there are a limited number of propagation
paths from the light source to pixel, then the measured cross-correlation signal
can be represented by a sparse number of rows from the dictionary matrix H.
With y being the measured signal (in the ToF case the correlation signal) then
the formation model is
Hx = y (4.1)
Sparsity has been exploited in signal and image processing techniques such as
compression, machine learning and noise reduction. Under the assumption of
sparsity there have been a number of signal recovery algorithms developed,
and this has been a growing area of research due to the explosion of interest
in compressed sensing in recent years.
To recover x in equation 4.1 an optimization problem can be formulated of
the form
x = arg min ‖y‖0 subject to y = Hx (4.2)
The problem with the formulation in equation 4.2 is that resolving it is difficult,
in fact even finding a solution that approximates the true minimum is NP-hard
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(Muthukrishnan, 2005). In order to make equation 4.2 solvable in a reasonable
amount of time the `0 minimization is replaced with `1 minimization, such that
x = arg min ‖y‖1 subject to y = Hx (4.3)
Provided that Hx = y is convex then the resulting problem can be resolved
with linear programming. An alternative approach is to use a penalizing term
which results in
arg min
x
‖Hx− y‖2 + s‖H‖1, (4.4)
for s ≥ 0. This formulation is known as LASSO and was presented by Tib-
shirani (1996). LASSO has the property that in higher dimensions it will bias
towards sparse solutions when compared to `2 minimization.
While convex optimization techniques are powerful tools for computing
sparse representations there is another family of greedy/iterative methods for
solving such problems. Greedy methods operate by iteratively identifying the
support signal until the convergence criteria are meet. One of the simplest
greedy methods is orthogonal matching purist (OMP) which begins by finding
the column of H that is most correlated with the measurement vector (Pati
et al., 1993). This column is then subtracted from the measurement and this
step is repeated with the residual of the measurement with the remaining
columns of H. The stop criteria is the error of the residuals or the number of
nonzero elements of x.
In the case of the ToF range camera measurements the dictionary matrix H
can be created as a Circulant matrix of the measurement when no multi-path
interference is present. Using Circulant matrices as as the basis for sparse de-
convolution for compressed sensing has been a growing area of research (Bajwa
et al., 2007) (Rauhut, 2009). This research is related to the selection of the
most ideal binary sequence for resolving multi-path interference with sparse
deconvolution methods.
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4.2 Time-of-Flight Range Cameras With Bin-
ary Sequences
The illumination and sensor modulation signal is replaced by a binary se-
quence, pγ, that is Γ bits long and expressed as
pγ ∈ {0, 1}, γ = 0, 1, ..,Γ− 1. (4.5)
Each bit has a transmission length of Tc and the index γ of the binary sequence
is a function of time. A mapping from the continuous variable time to the
discrete bit index is therefore
γ =
⌊
t
Tc
⌋
mod (Γ− 1). (4.6)
The binary sequence is circular and is a function of time. By substituting
equation 4.5 into equations 2.1 and 2.2 the reference and reflected signals
become
s(t) = ap(t− t0) + b, (4.7)
g(t) = p(t), (4.8)
where t0 encodes the phase offset of the binary sequence due to the distance
travelled, and b is the background light. The measurement at each pixel is the
circular convolution of the reflected light’s binary sequence and the reference
binary sequence
h(τ) = (s ? g)(t). (4.9)
When g(t) is a square wave then the modulation frequency of the source can
be written in terms of the bit length Tc
ω =
2pi
2Tc
. (4.10)
The correlation function h(τ) is the cross correlation of the two binary se-
quences, where one binary sequence has an unknown phase shift and amplitude
due to its interaction with the scene. It is exactly this phase shift that we seek
to recover from which we infer the ToF, and hence the range.
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When multiple propagation paths are present from the light source to pixel
the returned light is the integration of all the paths (Whyte et al., 2014b).
When using binary sequences the reflected signal is
s(t) =
∫ ∞
0
a(k)p(t− t(k))dk. (4.11)
Using the assumption that a limited number of discrete propagation paths
exist then equation 4.11 can be simplified to
s(t) =
K∑
k=1
akp(t− tk), (4.12)
where there areK returns. Equation 4.12 can be rewritten as a binary sequence
convolved with a sparse spike train, where the location of the spike encodes
the time delay, and the magnitude encodes the amplitude.
s(t) = p(t) ? akδ(t− tk) (4.13)
The returning light is the circular convolution with the reference signal
h(t) = g(t) ? (akp(t) ? δ(t− tk)). (4.14)
Using the associative property of convolution the equation can be rearranged
to
h(t) = (g(t) ? p(t)) ? δ(t− tk). (4.15)
The measured signal is the summation of individual signals at different offsets
and amplitudes.
Figure 4.1 is a visualisation of the sparse forward model, for which the
measured cross-correlation is the sum of circular shifted signals. Sinusoidal
signals, when added together, produce another sinusoidal signal of the same
frequency, therefore sparse deconvolution can not recover the individual com-
ponents. This is the motivation for using a binary sequence as the individual
components are recoverable.
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Figure 4.1: The cross-correlation of the binary sequence is convolved with the
scene response generating the measured correlation signal. With a sinusoidal
signal the convolution result is another sinusoidal so recovery is impossible.
With another correlation signal the scene response can be recovered using
sparse deconvolution.
4.3 Resolving Multi-path Interference
In the preceding section we derived a forward model that describes multi-path
interference when ToF range cameras use binary sequences as the illumination
and reference signals. In this section the forward model is used to develop a
solution to multi-path interference. Using the measured cross-correlation as a
basis, sparse deconvolution can be used to recover the multiple returns. The
kernel vector is defined as the measured correlation signal with only one return,
k(t) = h(t), and the convolution matrix H is the circulant matrix (Davis, 1979)
of the kernel vector. The measured correlation signal y is
y = Hx, (4.16)
where x is a sparse vector. The location of the non-zero elements of x encode
the phase offset and their value encodes the amplitude of each return. By
applying sparse deconvolution techniques to equation 4.16 the vector x can be
recovered.
The formulated sparse deconvolution results in the following problem
arg min ‖Hx− y‖22 subject to ‖x‖0 ≤ K, (4.17)
where ‖x‖0 is the number of non-zero elements in x, and there are K or
fewer returns. Equation 4.17 is the classical compressed sensing formulation
as developed by Donoho (2006), where H is the sensing matrix. Using the
compressed sensing framework then if H meets the null space and restricted
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isometry property (RIP) then x can be correctly reconstructed from L1 min-
imization methods (Donoho, 2006). Along with x being sparse all the elements
are positive, as negative propagation paths do not exist. The circular convolu-
tion matrix, H, is determined by the cross correlation of the binary sequence.
H = ΛΛT , (4.18)
where Λ is the circulant matrix of the binary sequence.
The rank of H determines the performance of the sparse deconvolution,
the higher the rank the better. The rank of Λ is the same as H, the binary
sequence and the number of samples determines the rank. Λ is an N by N
matrix, the more samples taken the larger the matrix will be, and the discrete
distance steps resulting from the quantization will be smaller. As ToF range
cameras act as low pass filters the measured cross-correlation is a bandlimited
signal. Once the Nyquist sampling criteria have been met there will be zeros in
the Fourier domain and additional sampling will not yield more information,
and decrease the rank of H, but ideally Λ is full rank. The sampling adds
redundancy to Λ, but more samples decrease the distances quantization step
size. As the number of samples increases the rank of H does not increase at
the same rate and this limits the recovery of non-sparse elements in x.
4.4 Sequence Selection
There are many binary sequences, and a number of variables which determine
the ideal sequence for a given application. For the application of resolving
multi-path interference using sparse deconvolution the circulant matrix of the
binary sequence should ideally be full rank because of their desirable proper-
ties. One representation of a binary sequence is its Fourier transform which
represents the frequency content of the binary sequence. Chapter 6 explores
the duality between a binary sequence and a frequency sweep. In this applic-
ation a binary sequence which maximises the frequency content over certain
frequencies is desired. In applications for minimizing crosstalk between cam-
eras, using families of binary sequences with low cross-correlation is desirable.
Where the speed of depth acquisition is essential the length of the sequence is
important. The sequence selection depends on the application, whether it is be
resolving multi-path interference, measuring multiple frequencies or real-time
depth acquisition.
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Figure 4.2: Comparison of binary sequences’ normalised auto-correlation and
spectra.
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Various binary sequences’ auto-correlation and their spectra are plotted
in figure 4.2. The Barker and m-sequence produce nearly identical auto-
correlation signals, however the m-sequence has a broader spectrum because
it is a longer code. Barker codes are described by Golomb and Scholtz (1965),
and they only exist up to length thirteen, and only nine codes are known to
exist. The amplitude and distance information is encoded in the peak location
and size, which is the same width for the m-sequence and Barker codes. The
elements that are non changing in h(τ) contain no useful information about
the distance and amplitude. Therefore using the Fourier bases and evenly
sampling the correlation signal is not efficient as most of the samples are re-
dundant. This is related to the property of the Fourier transform that a dirac
delta function transform expands uniformly over the sampling interval.
M-sequences are well known binary sequences, and they are generated by a
linear feedback registers (LFR). The LFR represents a primitive polynomial,
and for a given register length of M D flip-flops the output sequence length is
2M − 1 = N bits long, with an auto-correlation of
h(t) =
1− ‖t−Nγ‖, for (Nγ + 1) < t < (Nγ − 1)−1/(N − 1), elsewhere. (4.19)
An example of this is plotted in figure 4.2, where there is a maximum at
the point where the codes are phase aligned, and constant elsewhere. M-
sequences generated with a different primitive polynomial have a small cross-
correlation. This property makes then ideal for communication channels that
have no control. The circulant matrix generated from an m-sequence is full
rank, therefore has desirable properties for solving equation 4.17.
In the case where each frequency component of the correlation signal is
used for further processing, as explored in chapter 6, the frequency response
is ideally flat across all frequencies of interest. Given a binary sequence where
the magnitude of each Fourier coefficient is αk and the average magnitude is
α¯, then minimizing the energy function
E(α) =
K∑
k=1
||αk − α¯||, (4.20)
locates the most ideal binary sequence for this application.
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4.5 Computing Depth
Equation 2.14 is the estimation of phase when using the standard AMCW tech-
nique, and assumes a sinusoidal cross-correlation signal. The binary sequence
determines the cross correlation, therefore the computation of depth from the
sampled values must change when deviating from the standard AMCW tech-
nique. With a sinusoidal cross-correlation the Fourier basis is ideal as the
amplitude and phase are part of the basis. With different cross-correlation
functions alternative bases may be preferential.
M-sequences cross-correlation is described by equation 4.19 and an example
is plotted in figure 4.2. Bu¨ttgen and Seitz (2008) calculated distance, by
sampling the rising and falling edge C1 and C2 respectively of the m-sequence
cross-correlation,
d =
C2
(C1 + C2)
cTc
2
. (4.21)
This computation assumes an ideal correlation signal. The measured correla-
tion for two light sources is plotted in figure 4.3. An ideal cross-correlation for
an m-sequence is plotted in figure 4.2. Comparing figure 4.3 and 4.2 shows an
ideal correlation is an invalid assumption. The actual delay versus that meas-
ured delay using equation 4.21 is plotted in figure 4.4. The difference between
measured and ideal in figure 4.4 is caused by the non-ideal cross-correlation
signal.
Some binary sequences’ cross-correlation contain a well defined peak, as
shown in figure 4.2. The size and location of the peak encodes the amplitude
and distance travelled respectively. However a peak search quantizes distance
and is susceptible to error if multiple peaks of similar amplitude are present.
As shown by Hofbauer et al. (2014) an alternative basis can be used to de-
modulate the distance and amplitude. The Fourier basis can still be used as the
individual frequency component’s phase encodes the distance travelled (Whyte
et al., 2014a).
Sparse deconvolution can be used to measure distance and amplitude and
recover multiple propagation paths. However, the limitations of sparse decon-
volution methods are the distance is quantized to the number of samples and
it is computationally expensive to perform.
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Figure 4.3: Measured correlation of a maximum length sequence using a ToF
camera. The different plots are separate light sources with error bars at three
standard deviations.
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Figure 4.4: Calculated delay of m-sequence correlation and actual delay. The
non-ideal correlation signal causes measurement errors.
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4.6 Experimental Setup, Results and Discus-
sion
The ToF camera described in chapter 3 and a 31 bit m-sequence with Tc =
1/100 MHz, is used for all experimentation. Six experiments are conducted:
one simulation, four resolving two propagation paths and one resolving three
propagation paths.
To compare results between experiments the x-axis on relevant figures is the
offset distance in bits, where a square wave is two bits long, so a traditional
pi phase offset is one bit. This measure provides a convenient measure to
compare different binary sequences of different lengths. With the used bit
length of Tc = 1/100 MHz the bit distance is 1.5 m.
4.6.1 Sparse Deconvolution Testing
Pseudo inverse, LASSO and OMP methods are tested for resolving equation
4.17 to recover the propagation paths for when two returns are present, with the
returns separated by 3.88 m and 2976 samples taken on the cross-correlation
signal.
The measured cross-correlation when two returns are present is plotted in
figure 4.5. The results of recovery methods to resolve the multiple propagation
paths are in figure 4.6. Figure 4.5 shows the measured signal is the sum
of varying amplitude and phase shifted cross-correlation measurements. The
pseudo inverse fails to locate any returns, while LASSO is able to locate the two
returns, however it blurs the location of the larger return, and OMP correctly
reconstructs both returns.
4.6.2 Simulation
The simulation is a test of the performance of resolving two propagation paths
using OMP as the sparse deconvolution method. The simulation changes the
distance of the returns and relative amplitudes without the presence of noise.
The results are the error in distance and percentage error in amplitude of the
closest return.
Simulated results of the sparse deconvolution separation when no noise is
present is shown in figure 4.7. Separation becomes possible when the returns
are separated by over one bit (1/2 an ambiguity distance). Under one bit the
recovery of returns is impossible with the current methodology. This result is
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Figure 4.5: The measured signal, y, contains two propagation paths, therefore
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Figure 4.6: Results of matrix inversion using Pseudo Inverse (Pinv), LASSO
and Orthogonal Matching Pursuits (OMP) techniques for resolving multi-path
interference on the measured data from figure 4.5.
4.6 Experimental Setup, Results and Discussion 69
consistent with the maximum rank of the convolution matrix H from equation
4.18.
4.6.3 Two Return Recovery
To test the amplitude recovery a translucent sheet was placed 2.1 m in front
of a wall with “TIME OF FLIGHT” printed on the wall. For testing the
correct depth recovery a garden gnome is placed 2.22 m behind a translucent
sheet and the distance error is compared to the distance error when the ToF
camera operates in AMCW mode. The ground truth distance is measured
by removing the translucent sheet. The application of both amplitude and
depth recovery is tested with a scene of a coffee cup and translucent unicorn.
The error of the measured distance of a garden gnome behind a translucent
sheet is in figure 4.8. Using OMP sparse deconvolution the distance error is
significantly decreased from over 2 m in most parts of the garden gnome to less
than 0.1 m. However OMP does not always converge to the correct result and
salt and pepper noise is present in the depth image. The root square mean
error of the measured distance over the entire image for the full field image is
0.954 m, and for the coded ToF distance image is 0.145 m.
The results of measuring the amplitude of the reflection from a translucent
sheet and the amplitude behind the translucent sheet are shown in figure 4.9.
The text “TIME OF FLIGHT” is readable in the background. The results
in figure 4.9 and figure 4.8 show that the amplitude and distance of multiple
propagation paths can be recovered for an entire scene.
Another application of imaging using a translucent unicorn, is in figure
4.10. The distance and amplitude for the front and back of the unicorn are
correctly reconstructed. However some pixels on the edge of the unicorn where
specular reflections are present are not correctly recovered.
4.6.4 Three Return Recovery
To test recovery recover of three propagation paths a scene was constructed
of two translucent sheets in front of a wall. There were 1.97 m between the
translucent sheets and 1.81 m between the back sheet and object.
The results of expanding the method to three propagation paths is demon-
strated in figure 4.11. The location and amplitude of each return is reasonably
estimated using OMP. Theoretically more returns can be recovered, however
as demonstrated in figure 4.7 each return must be separated by one bit and
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Figure 4.7: (a) Error in distance recovery in wavelengths for different path
separations, in bit offset, and ratios of return amplitudes. (b) Percentage
error in amplitude recovery for different path separations and ratios of return
amplitudes.
4.6 Experimental Setup, Results and Discussion 71
(a) (b)
(c) (d)
0
0.1
0.2
0.3
0.4
0.5
0.6
D
is
ta
n
c
e
 E
rr
o
r 
[m
]
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
D
is
ta
n
c
e
 E
rr
o
r 
[m
]
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
D
is
ta
n
c
e
 E
rr
o
r 
[m
]
Figure 4.8: Comparison of the distance error of measuring a garden gnome
behind a translucent sheet using full field and coded time-of-flight range meas-
urements. (a) Photograph of the garden gnome, (b) distance error using full
field, (c) distance error using coded time-of-flight, (d) same as (c) but with a
reduced error scale.
(a) Front Amplitude (b) Back Amplitude
Figure 4.9: Recovered amplitudes of return from translucent sheet which is
shown in (a), and behind translucent sheet in (b). The text “TIME OF
FLIGHT” is readable in (b).
72 Temporal Coding
(b) Front Distance(a) Front Amplitude
(c) Back Amplitude (d) Back Distance
(e) Point cloud from combining all measurements 
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Figure 4.10: Reconstructed distance and amplitude of a translucent unicorn,
(a) the amplitude of the shortest propagation path, (b) the distance of the
shortest propagation path, (c) the amplitude of the longest propagation path,
(d) the long propagation path distance, (e) point cloud of the combined results,
showing the amplitude and distance of the unicorn and background.
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Figure 4.11: Results of using OMP to resolve three propagation paths of light
using a time-of-flight range camera.
the amplitude decreases by 1/d2. Therefore practical measurements of more
returns is difficult due to the low SNR ratio.
4.7 Discussion
There are four variables that contribute to the success of resolving multi-path
interference: the relative amplitudes of each return a1/a2, the distance between
each return d1 − d2, the number of samples on the correlation waveform N ,
and the signal to noise ratio (SNR) of each sample. This section has invest-
igated the first two variables and how they affect the multi-path interference
restoration. If the path length is separated by over one bit (1/2 an ambiguity
distance) then the distance and amplitude of the multiple propagation paths
can be recovered. This method fails when non-sparse multi-path interference is
present, for example in corners and other diffuse inter-reflections. As the max-
imum modulation frequency increases the minimum separable distance also
decreases.
One issue with using binary sequences is the computation of depth and
amplitude from the measured correlation signal. With a square wave the Four-
ier transform is ideal as the phase and amplitude are part of the transform.
Future work is to find a basis to compute depth when using an arbitrary binary
sequence.

Chapter 5
Frequency Coding
Time-of-flight (ToF) range cameras currently measure distance by illuminat-
ing the scene with amplitude modulated light, at frequencys, nominally from
1 MHz to over 150 MHz, and the phase of the reflected light’s modulation en-
velope encodes the distance travelled. In this chapter sampling over multiple
modulation frequencies is investigated. Sampling over multiple frequencies has
become more realistic because of the improvement in the high end of the mod-
ulation frequency of ToF range cameras. The increase in frequency bandwidth
enables the application of radar image processing to ToF range cameras. Tra-
ditionally ToF range cameras sample over the phase of the reference signal. In
this chapter sampling over both the phase and modulation frequency, and just
the frequency are explored to resolve errors caused by multi-path interference
and phase wrapping.
5.1 Background
5.1.1 Radar
Radar systems fall into two broad categories: pulsed and continuous wave
(CW). Pulsed radar systems emit a short pulse and measure the time between
the emission and reflected signal returning. The range resolution of pulsed
radar systems is related to the pulse width time: the shorter the pulse width
time the higher the range resolution. The SNR of pulsed radar is proportional
to the power emitted, but it is difficult to put the same amount of energy
into narrower pulses. These two reasons make accurate and low noise pulsed
radar systems difficult to build. CW radars overcome these limitations by
continuously transmitting into the scene. By modulating the carrier additional
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information is encoded allowing for the range to objects to be measured. Three
modulation schemes commonly employed are amplitude, frequency and phase
modulation.
Amplitude and phase modulation are the operating principle behind AMCW
ToF range cameras. Frequency modulating a CW radar such that the fre-
quency changes linearly with time is known as frequency modulated continu-
ous wave (FMCW), and was originally developed for altimeters for aircraft in
the 1930s. Today FMCW radar is used when high bandwidth and low power
range measurements are required. FMCW radar requires a small number of
components which are in-expensive.
FMCW radar emits a linear chirp of frequencies and mixes the reflected
signal with the current emission. The difference in frequency between the
current emission and reflection encodes the distance travelled. To process the
measured mixed signal the inverse discrete Fourier transform (IDFT) is used
to convert from the frequency domain to the time domain. However the range
resolution using the IDFT is directly dependent on the bandwidth of emitted
frequencies. Spectral estimation techniques can be used to improve the range
resolution.
One modification to FMCW is called stepped frequency continuous wave
(SFCW), where instead of linearly sweeping the frequency each frequency is
measured separately. SFCW radar compared to FMCW has the advantage
of better SNR for each measurement and improved linearity of the selected
frequencies, however it takes longer to perform a depth measurement. SFCW
is common in ground penetrating radar where the SNR is important and there
are more relaxed measurement times.
5.1.2 Time-of-Flight Range Cameras
Currently ToF range cameras are operated in an amplitude modulated continu-
ous wave (AMCW) mode, in which the phase shift of the amplitude modulation
encodes the distance. Equation 2.3 can be rewritten to include the modula-
tion frequency as a variable. The combination of sampling over frequency and
phase is
h(τ, ω) = a cos
(
ωτ +
2ωd
c
)
. (5.1)
Thus sampling across two variables with a ToF camera is possible. Figure 5.1
is an illustration of the measured data from a ToF camera of sampling over
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Figure 5.1: The sampling space of h(ω, τ) in equation 5.1, with the frequency
and time for the correlation signal measured with a PMD19k camera. At higher
frequencies nonlinearities caused by the camera electronics become observable.
The SFCW and chirp sampling lines are marked. The problem is to optimally
sample over phase and frequency to resolve measurement errors in ToF range
cameras.
frequency and time. The problem faced is how to sample over h(τ , ω) most
effectively to acquire depth while being resistant to measurement errors.
5.2 Phase and Frequency Sampling
Phase and frequency measurement samples the entire h(τ , ω) area with N
phase steps per frequency, and M frequencies. An introduction to the tech-
niques that use multiple modulation frequencies to resolve multi-path interfer-
ence and phase unwrapping can be found in chapter 2. Bhandari et al. (2014)
sampled M frequencies to resolve K propagation paths, this work is included
herein as it was a collaboration.
5.2.1 Multi-path Interference
Multiple propagation paths from the light source to pixel cause measurement
errors in AMCW ToF range cameras. The forward models of how to describe
multi-path interference is discussed in chapter 2. Bhandari et al. (2014) as-
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sumes a sparse number of discrete propagation paths. Each measurement at a
single frequency, ω measures the phase, φ, and amplitude, a. When multiple
measurements are performed at evenly spaced frequencies the measurement
can be represented as a complex vector, z, for M frequencies.
z = [ζ1, ζ2, . . . , ζM ], (5.2)
where each complex measurement ζ is the sum of K propagation paths
ζ =
K∑
k=1
ake
jφk . (5.3)
The measured vector is constructed from
z = Φg + . (5.4)
The amplitude is encoded in the column vector g, and  is zero mean independ-
ent and identically distributed (i.i.d) Gaussian noise. The phase information
is encoded in the matrix, Φ, which is an M by K matrix. Where there are M
measurement frequencies and K discrete propagation paths. Φ is identified as
a Vandermonde matrix, defined as
Φ =

ejφ1 ejφ2 · · · ejφK
ej2φ1 ej2φ2 · · · ej2φK
...
...
. . .
...
ejMφ1 ejMφ2 · · · ejMφK
 . (5.5)
The amplitude vector is g = [a1, · · · , aK]>. To recover the unknowns the simil-
arity between Φ and an oversampled N by L discrete Fourier transform matrix,
Ψ, where the elements Ψ(n, l) = exp(jml/L). If L >> K, the discretization
of Ψ is small enough to assume that the columns of Φ are contained in Ψ. If
the vector u whose elements are zero except for the K reflection amplitudes
so therefore z = Ψu. With this problem formulation sparse deconvolution
methods can be applied by expressing the problem as
||z−Ψu||`2 < ε0 such that ||u||`0 = K. (5.6)
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Figure 5.2: Experimental set up of resolving three propagation paths using
measurements taken at multiple modulation frequencies.
Bhandari et al. (2014) used Orthogonal Matching Pursuits (OMP) to solve for
the phases and amplitudes of K returns. To successfully solve equation 5.6
with K = 3, for three propagation paths, a minimum of five frequencies is
required to find the six unknown variables.
5.2.2 Experimental Setup, Results and Discussion
Resolving Three Returns
Two experiments are conducted to test the OMP method of resolving multi-
path interference. The first experiment is to test resolving multiple propaga-
tion paths, by imaging through two translucent sheets with the text “MIT”
printed in the background. A diagram of the set up is in figure 5.2. A total of
77 modulation frequencies, spaced 0.7937 MHz apart were acquired and K = 3
returns is assumed.
A point cloud of the resolved propagation paths resolving using the OMP
method is plotted in figure 5.3. The individual path lengths and their corres-
ponded amplitude is plotted in figure 5.4. The text “MIT” is readable on the
back sheet in figure 5.3, and in figure 5.4 the “T” is readable in figure 5.4e,
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Figure 5.3: Point cloud of recovered distances and amplitudes using the OMP
method for resolving multi-path interference. This is the result of the setup
illustrated in figure 5.2, the front translucent sheet is much smaller because it
is so much closer to the camera than the second translucent sheet.
and the “MI” in figure 5.4h. The amplitude and distance measurement for the
original AMCW measurements are corrupted by the multi-path interference,
and neither the text or distance is recovered.
Comparison
The second experiment compares the OMP method to other methods of resolv-
ing multi-path interference. The coded, mixed pixel, and OMP multi-path in-
terference restoration techniques are compared. The 12 bit sequence [0, 1, 0, 0,
1, 0, 0, 1, 1, 1, 0, 1] is used for the Coded ToF method with Tc =1/(100 MHz),
and 1728 measurements are taken on the correlation signal. The multi-path
interference removal technique described by Godbaz (2012) is used with meas-
urements taken at 25 MHz and 50 MHz. Godbaz (2012) assumed two propaga-
tion paths and used a two dimensional lookup table to correct multi-path in-
terference at over 30 fps. For the OMP method eight frequencies are captured
at 6.25, 12.5, 18.75, 25, 31.25, 37.5, 43.75, and 50 MHz. A garden gnome is
placed 2.22 m behind a translucent sheet. The ground true was obtained by
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(a) AMCW Amplitude (b) AMCW Distance
(d) OMP Distance K=1
(f) OMP Distance K=2
(i) OMP Distance K=3
(c) OMP Amplitude K=1
(e) OMP Amplitude K=2
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Figure 5.4: The AMCW amplitude (a), and the AMCW distance (b) is com-
pared to the three measured propagation paths using the OMP methods,
(c), (e), and (h) are the measured amplitude of the propagation paths, from
shortest path length to the longest, (d), (f), and (i) are the recovered distant.
The distance scales are different because of the large range measured over.
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measuring the scene without the translucent sheet present. The error in the
multi-path interference restoration is compared to the AMCW measurement
at 50 MHz.
The results of OMP for resolving multi-path interference is compared against
coded ToF, a method described in chapter 4, and mixed pixel a method de-
scribed by Godbaz (2012), in figure 5.5. The AMCW distance error is plotted
in figure 5.5b and compared to the OMP error with the same scale in fig-
ure 5.5c. Notice how the AMCW distance error is correlated with the colour
on the garden gnome. For better compassion the OMP error, coded error, and
mixed pixel error are plotted on the same scale in figures 5.5d, e, and f respect-
ively. The RMSE of the AMCW distance is 0.954, OMP 0.214, coded 0.145,
and mixed pixel 0.118. The OMP method suffers from noise introduced by
the non-linear changes in amplitude and phase between modulation frequen-
cies, which explains the higher RMSE value compared to the other methods.
The ToF range camera acts as a low pass filter, higher order frequencies are
attenuated, the frequency response of the PMD19k3 range camera is plotted
in figure 3.11. At low frequencies the correlation signal is more triangular and
becomes more sinusoidal at higher frequencies. A calibration for the phase
and amplitude over frequency is required for practical implementation. The
OMP method requires over 15 raw samples, while coded ToF generally takes
over 2000 raw samples. The sampling constraints of coded ToF and OMP
make it impossible for 30 fps of depth to be obtained for both methods. Both
OMP and coded ToF methods can resolve three or more propagation paths, as
demonstrated in figures 5.3 and 4.11, while mixed pixel can only resolve two
propagation paths.
5.3 Frequency Sampling
By sampling at a constant phase of τ = 0 the measured correlation signal is
h(ω) = a cos
(
2ωd
c
)
. (5.7)
Equation 5.7 is identical to stepped frequency continuous wave (SFCW) mod-
ulation for radar (Charvat, 2014), given the phase offset, τ is constant. The
frequency is incremented between each raw frame and the frequency of h(ω)
encodes the depth. The measured data from equation 5.7 is real, where as
in some radar systems the real and imaginary components are measured. In
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Figure 5.5: Comparison of methods to resolve multi-path interference of a
garden gnome 2.22 m behind a translucent sheet, as photographed in (a), with
AMCW in (b), OMP in (c) and (d), with coded ToF in (e) and with mixed
pixel in (f).
both cases the distance is encoded by the frequency content of the signal. Nor-
mally the discrete Fourier transform (DFT) is taken to measure the frequency,
however the bandwidth of a ToF camera is limited, therefore other spectral
estimation techniques are used. The relationship between the estimated fre-
quency, ωest, and the distance is
ωest =
BWd
2c
, (5.8)
where BW is the bandwidth of measured frequencies. Example raw data from
the frequency sampling is plotted in figure 5.6. The closer object contains a
lower frequency than the object that is further away.
5.3.1 Accuracy
The accuracy of the SFCW measurement depends on the resolution of the
frequency estimation. Traditionally the DFT has been employed by the radar
community. However the minimal resolvable distance with the DFT is
∆R =
c
2BW
. (5.9)
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Figure 5.6: Raw data measured from stepped frequency continuous wave
sampling. The frequency of the measured signal encodes the distance: the
higher the frequency the further away the object.
Currently ToF cameras typically operate up to 150 MHz, therefore the distance
quantization is 1 m. The use of modern spectral estimation techniques allows
for better range resolution (Kay and Marple Jr, 1981).
The selection of the spectrum estimation is important for the quality of dis-
tance calculation. Modern approaches to spectrum estimation fall into three
categories: parametric model-based, nonparametric, and sub-space models.
Non-parametric methods make very few hypothesis on the input signal, while
parametric methods work on priori assumptions about the signal. A special
case of parametric methods is that of a signal composed of a finite number
set of sinusoidal functions, which is common in signal and image processing.
The process that generates the measured spectrum is well known, and a small
number of sinusoidal signals is present in the measured signal. Naturally para-
metric and sub-space methods can improve the spectral resolution and fidelity
for solving equation 5.7.
5.3.2 Multi-path Interference
When multiple propagation paths are present multiple frequencies are present
in the correlation signal,
h(ω) = a1 cos
(
2ωd1
c
)
+
∫ ∞
d1
ak cos
(
2ωdk
c
)
dk. (5.10)
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The different propagation paths show up at different frequencies. The direct
return has the lowest frequency, as the direct return is the shortest propagation
path. If the spectral estimation technique can resolve the frequencies then
multi-path interference has no effect on the measurement. For a sparse forward
model the measured signal is the sum of discrete returns. The measurement
across frequency for a discrete number of returns is modified from equation
2.19, as the measured data is now real, thus
h(ω) =
K∑
k=1
ak cos
(
2ωdk
c
)
. (5.11)
5.3.3 Harmonic Aliasing
Harmonic aliasing is one source of measurement error in AMCW range cam-
eras. Since square waves are used for the modulation signal there are higher
order odd harmonics present in the correlation signal
h(ω) =
Υ∑
υ=1,3,5,...
a
υ2
cos
(
2υωd
c
)
. (5.12)
With SFCW the higher order harmonics appear as higher frequencies in the
spectrum than the fundamental, therefore they are naturally separated from
the distance estimate by the spectral estimation technique and do not cause
error in the measurements.
5.3.4 Phase Wrapping
ToF range cameras when operating in AMCW mode suffer from phase wrap-
ping and this is becoming more of an issue as the modulation frequencies
increase. SFCW radar’s ambiguity distance is caused by frequency aliasing
and the maximum unique resolvable distance is
damg =
c
2∆f
, (5.13)
where ∆f is the separation between measured frequencies. With SFCW meas-
urements the frequency separation is normally smaller than the AMCW mod-
ulation frequency, therefore when operating in SFCW mode it is less likely to
encounter ambiguous distances.
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5.3.5 Experimental Setup, Results and Discussion
The PMD19k3 camera described in chapter 3 has inadequate bandwidth for
sufficient demonstration, therefore a proprietary camera with a maximum mod-
ulation frequency of 150 MHz was used for this experimentation. The fixed
pattern noise and amplitude decay with frequency are both removed by calib-
ration as the SFCW measurements are sensitive to these offsets.
AMCW verse SFCW
For the SFCW mode a scene with a maximum distance of 8 m is imaged,
sampling from 5 MHz to 150 MHz in increments of 5 MHz. The scene is meas-
ured with and without a translucent sheet placed 1.1 m in front of the camera.
This scene is designed to exhibit phase wrapping and multi-path interference.
The SFCW measurement is compared to an AMCW measurement captured
with nine raw frames at 20 MHz. The spectrum is estimated with the auto-
regression pmusic method (Marple, 1987) as implemented in Matlab with an
order of 5 and length of 1024.
Results comparing the AMCW and SFCW distance and amplitude meas-
urements with and without a translucent sheet are shown in figure 5.7. The
SFCW measurements can resolve the distance and amplitude of objects be-
hind a translucent sheet, as demonstrated in figure 5.7(h), while the AMCW
measurements cannot, as shown in figure 5.7(d). The SFCW measurement
fails to measure the distance of dark objects behind the translucent sheet as
these measurements are in the noise floor and the pixel values are discarded.
A slice of measured distance for both SFCW and AMCW are plotted in fig-
ures 5.8 and 5.9. The AMCW measurement suffers from phase wrapping after
7.5 m, where as the SFCW measurement has an ambiguity distance of 30 m.
The same slice is plotted when a translucent sheet is placed in front of the
scene in figure 5.9. The AMCW measurement is corrupted by the multi-path
interference, where as the SFCW measurement is less corrupted, and able to
separate both returns. A box plot of the measured distance error of the pixels
behind the translucent sheet for both AMCW and SFCW is in figure 5.10.
The SFCW measurements have a lower mean error, and the variance of er-
ror is significantly reduced compared to AMCW. Referring to table 5.1, the
SFCW measurements have much lower median error than the AMCW, and the
spread in error as measured by the interquartile range is reduced by 22 times.
This result shows SFCW modulation is resilient to multi-path interference and
phase wrapping.
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Figure 5.7: Comparison between AMCW measurements in (a), (b), without a
translucent sheet and (c), (d) with a translucent sheet. These are compared to
SFCW measurements in (e), (f) without a translucent sheet and (g), (h) with
a translucent sheet.
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Table 5.1: Quartiles of distance errors through a translucent sheet.
Quartile AMCW SFCW
25 -4.0 m -0.18 m
50 -1.3 m -0.06 m
75 0.0 m 0.0 m
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Figure 5.8: Distance slice comparing AMCW and SFCW without a translucent
sheet as measured in figure 5.7 (b) and (f). The AMCW measurement suffers
from phase wrapping and multi-path interference, while the SFCW does not.
SFCW Accuracy
The accuracy of the SFCW distance measurement for a single return is tested
by moving a white sheet 1.1 m in increments of 0.05 m on a translation stage.
The ground truth distance is known as the translation stage moves the ob-
ject in a controlled and precise fashion. At each location the frequencies from
5 MHz up to 150 MHz in increments of 5 MHz are measured. The meas-
ured frequencies are down sampled to investigate the effect of the number of
samples. The depth at each location is calculated using the pmusic method.
The measured distance using SFCW is compared against an AMCW measure-
ment of nine raw frames at 50 MHz. One hundred depth measurements are
taken to compute the variance of each measurement.
The results of the distance accuracy of SFCW, with a bandwidth of 150 MHz
and 10 frequency steps, is compared to AMCW, at 50 MHz with 9 phase steps,
for a single return is plotted in figure 5.11. For a single return AMCW is cur-
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Figure 5.9: Distance slice comparing AMCW and SFCW with a translucent
sheet present as measured in figure 5.7 (d) and (h).
rently more accurate than SFCW, with the SFCW oscillating around zero with
a maximum error 0.02 m.
Figure 5.12 is a plot comparing the distance error with a different number
of samples (number of frequencies sampled over). With more samples the
accuracy increases, and with fewer than six samples the accuracy significantly
decreases. Currently most ToF range cameras use four raw frames to compute
depth, so measuring six or seven for real time depth measurement is possible.
In figure 5.12 the reason for the sudden jump in distance error at 1.3 m with
six samples is because the spectral estimation is sensitive to the signals phase,
and at 1.3 m the measurement at 150 MHz phase wraps which changes the
phase of the measured signal at that point.
In SFCW mode the depth can be measured with a similar number of meas-
urements as AMCW, however AMCW ToF range cameras suffer from scene
dependent measurement errors caused by phase wrapping and multi-path in-
terference. The results show that the accuracy of SFCW is resilient to phase
wrapping and multi-path interference. However, the accuracy of SFCW is
dependent on the frequency bandwidth. If the trend of higher operating fre-
quencies continues then the accuracy of operating in SFCW mode will improve
and become a viable measurement technique.
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Figure 5.10: Box plot of the distance measurement error of pixels behind a
translucent sheet for both the AMCW and SFCW measurements from fig-
ure 5.7 (d) and (h). The central mark is the median, the edges of the box
are the 25th and 75th percentiles, the whiskers extend to the most extreme
datapoints and the outliers have been removed.
5.4 Chirp Sampling
Sampling in phase and frequency simultaneously is possible by changing ω
and τ together between raw frames. By setting τ = ω/2pi samples down the
diagonal of figure 5.1 can be obtained. The measured signal is
h(ω) = a cos
(
ω2
2pi
+
2ωd
c
)
. (5.14)
Equation 5.14 is the equation for a linear chirp, with the distance encoded by
the initial frequency ω0 given by
d =
cω0
4pi
. (5.15)
There are two unknown parameters, the amplitude and initial frequency. When
multi-path interference is present multiple superimposed chirp signals are present
in the measured signal. Superimposed chirp estimation is an area of research
(Saha and Kay, 2002).
Figure 5.13 plots the output of the PMD19k3 camera measuring both fre-
quency and time together as described in equation 5.14. Two distances are
measured at 0.85 m and 3.63 m. As expected the farther object has a higher
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Figure 5.11: SFCW versus AMCW distance accuracy over 1.1 m. The SFCW
samples over 150 MHz, in increments of 15 MHz for 10 samples, compared to
the nine phase steps taken with the 50 MHz AMCW measurement. The error
bars are plus and minus one standard deviation.
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error bars are plus and minus one standard deviation.
92 Frequency Coding
0 10 20 30 40 50
−3000
−2000
−1000
0
1000
2000
3000
Frequency [MHz]
h(ω
,
τ)
Chirp measurement with a ToF camera
 
 
Far
Near
Figure 5.13: Measurements with a time-of-flight range camera with ω/2pi = τ
for objects at 0.85 m and 3.63 m. The initial chirp frequency encodes the
distance of the object, with closer objects having a lower initial frequency.
initial frequency.
The described chip sampling method to measure distance was not explored
further in this thesis. Further work is required to implement chirp estima-
tion algorithms and investigate the properties of this method when multi-path
interference is present.
5.5 Comparison and Discussion
In this chapter sampling over frequency and phase has been investigated. Fig-
ure 5.1 shows the sampling space in phase and frequency. Sampling over phase
is the current method of AMCW operation and it suffers measurement errors
from multi-path interference, phase wrapping, and harmonic aliasing.
Sampling over frequency instead of phase is analogous to SFCW radar.
The disadvantage is the accuracy of depth measurement depends of the band-
width of frequencies over which it samples. The trend of increased frequency
bandwidth of ToF range cameras is expected to continue, make operating in
SFCW mode more appealing.
Sampling over frequency and phase has been used to resolve multi-path
interference. The accuracy of the distance measurement does not depend on
the frequency bandwidth. However, the minimal resolvable difference between
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propagation paths is dependent on the maximum frequency. The minimum
number of samples is 15 for five frequencies and three phase steps per frequency.
This is compared to sampling over just frequency, the accuracy of the distance
measurement depends on the number of samples and frequency bandwidth.
The frequency bandwidth also determines the minimum resolvable separation
between propagation paths. The advantage of sampling over just frequency
is a minimum of six samples is required for the depth measurement. The
constraints placed on the number of samples will determine the best sampling
method.
Sampling over frequency and phase simultaneously is possible. The meas-
ured signal is a chirp. There is no closed form solution for estimating the chirp
parameters therefore the usefulness of this method is unknown.

Chapter 6
Time Frequency Duality
Conventional time-of-flight (ToF) range cameras illuminate the scene with an
amplitude modulated light source. In chapter 4 replacing the square wave
amplitude modulation with a binary sequence, a technique named coded ToF,
was explored. In chapter 5 sampling over multiple modulation frequencies,
which is similar to stepped frequency continuous wave radar, was investigated.
In this chapter a transform between the measurements taken with a binary
sequence and a frequency sweep is developed. The transform demonstrates a
duality between data collected with a frequency sweep of modulation frequen-
cies and coded ToF. The advantages of collecting data with each method is
investigated in this chapter.
6.1 Background and Theory
Here the transform between the measured cross-correlation and a frequency
sweep and vice versa is developed. Recall from chapter 4, that the binary
sequence, pγ, that replaces the illumination and reference signal is Γ bits long.
pγ ∈ {0, 1} γ = 0, 1, ..,Γ− 1. (6.1)
Each bit of the binary sequence has a transmission length of Tc seconds. The
index γ of the binary sequence can be expressed as a function of time, mapping
the binary sequence from the discrete bit index to the continuous variable time.
γ(t) =
⌊
t
Tc
⌋
mod Γ− 1. (6.2)
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The simplest and shortest binary sequence is [0 1]. The binary sequences
transmission is repetitive, so [0 1] is identical to square wave modulation. The
bit transmission time Tc sets the maximum frequency possible in the binary
sequence. Higher order odd harmonics do exist, as explained for a square wave
in chapter 2, but due to their limited amplitude they are currently ignored.
The maximum frequency is
ω =
pi
Tc
. (6.3)
One basis to represent the binary sequence is with the Fourier transform.
The binary sequence contains a discrete number of evenly spaced frequencies,
namely
P (f) = Ft[p(t)](f), (6.4)
where F is the Fourier transform. The mathematical forward model of the
ToF range camera in the frequency domain is therefore,
H(f) = Ft[p(t) ? ap(t− t0)]. (6.5)
By invoking the correlation and Fourier shift theorems, a time delay is seen to
become a phase offset in the frequency domain, that is,
H(f) = aP (f)P ∗(f)e−jmωt0 , (6.6)
where P ∗(f) is the complex conjugate. The ToF camera’s hardware is band-
limited which limits the maximum frequency possible in the measured cross-
correlation, see figure 3.11. It is well known that a square wave, the most basic
form of a binary sequence, can be represented by a infinite sum of discrete odd
decaying sinusoids, and when filtered through the camera hardware the output
is a finite number of sinusoids. The same is true of binary sequences; they can
be accurately represented by a discrete number of sinusoids. By taking the
discrete Fourier transform (DFT) over the sampled auto-correlation, h(τ), it
can be expressed as a sum of M frequencies, where each frequency has relative
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amplitude, α, and phase, φ.
H(f) = a
M∑
m=0
αme
jφm , (6.7)
h(τ) = a F−1f [H(f)](τ), (6.8)
where the DC offset of equation 6.7 is included when m = 0. The correlation
signal is composed of M discrete frequencies and Γ bits. From equation 6.3
the number of frequencies that can adequately represent the correlation signal
is Mmax = Γ. To satisfy the Nyquist-Shannon sampling theorem 2M samples
are required to recover all frequencies. One bit in the binary sequence has a
transmission time of 1/Tc seconds, therefore the frequencies of the DFT are at
ωm =
2pi
Tc
m
Γ
= ω
2m
Γ
. (6.9)
The individual frequencies in equation 6.7 can be decomposed into a complex
measurement vector zsyn. In chapter 5 the complex measurement vector was
used to resolve multi-path interference in ToF range cameras, motivating the
following representation.
zsyn = [b, a1α1e
jφ1 , . . . , aMαMe
jφM ]>. (6.10)
The amplitude, α, of each frequency is inherent to each binary sequence, and
therefore can be removed with calibration, leaving the actual amplitude, a, of
each frequency. Equation 6.10 demonstrates how a measured correlation signal
can be transformed into a measured frequency sweep using the DFT and cal-
ibrating for the spectral power of the binary sequence. The significance of the
transformation in equation 6.10 is that the processing techniques developed to
operate on multiple frequencies can now be applied to measurements recorded
with coded ToF.
The inverse transform is possible, taking a frequency sweep and transform-
ing it to a cross-correlation. The inverse transform is applied to a measured
frequency sweep of M evenly sampled frequencies. Given a vector of frequency
measurements z at frequencies ω such that
z = [b, a1e
jφ1 , . . . , aMe
jφM ]>. (6.11)
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Taking the inverse discrete Fourier transform (IDFT) over the complex values
a synthetic correlation signal can be generated.
hsyn = F−1(z) (6.12)
The length of z determines the length of hsyn. The elements of z can be 0,
but the frequencies must be evenly spaced. Zero padding z generates a longer
cross-correlation, however, no more information is added.
Equation 6.11 is the dual of equation 4.9 by the DFT. Data measured in the
time domain can be transformed to the frequency domain and vice versa. Tech-
niques designed for multi-path interference removal and phase wrapping in one
domain can now be applied to data collected in the other. In this chapter the
transformation is explored with the advantages of each measurement domain
investigated.
6.1.1 Propagation of Uncertainty
Each measurement of the correlation function contains the true measurement
and noise. It is assumed that in a ToF range camera the noise sources are
additive white noise and are independent between samples. Schoukens and
Renneboog (1986) showed if these conditions are met then the scaled covariance
matrix C is
C =
2
N
σ2hτ I, (6.13)
where there are N samples, I is the identity matrix, and σ2hτ is the variance of
each sample.
If the real and imaginary components of the DFT are independent then
the variance of the amplitude and phase of each frequency is
σ2a =
1
N
σ2hτ , (6.14)
σ2φ =
2
Na2
σ2hτ . (6.15)
To compare the variance of measurements between domains there are two
factors: number of samples, and the power of the spectrum. For a frequency
sweep all the power is concentrated in one frequency but generally only three
or four samples are taken per frequency. For a binary sequence the spectral
power is spread across multiple frequencies, however more samples are taken.
6.2 Testing Duality 99
6.2 Testing Duality
There are two experimental sections. In the first section the duality between
a frequency sweep and using a binary sequence is tested. The second experi-
mental section demonstrates that methods for resolving multi-path interference
using a binary sequence and a frequency sweep produce the same results.
6.2.1 Experimental Setup
Three experiments are conducted to test the duality between a frequency sweep
and a binary sequence. The first tests the duality and the rest explore the
advantages of measuring in each domain.
The first experiment images a flat white foam board sheet. Both the binary
sequence [0 0 1 0 1 0 1 1] with a bit time of 1/(60 MHz), and the matching fre-
quencies of 3.75 MHz increasing in increments of 3.75 MHz up to 30 MHz are
measured. The binary sequence was selected because of its short length, and
the corresponding frequency content of the binary sequence. The correspond-
ing frequencies were calculated using equation 6.9. A flat white foam board
sheet was imaged for this experiment. The measured frequencies and amp-
litudes are calibrated using previously collected data. To statistically compare
the frequency sweep and the synthetically generated version a two paired t-test
is applied to the amplitude and phase of each frequency, with 100 measure-
ments per frequency. Where the null hypothesis is the means are equal and
the alternative hypothesis is the means are different. The null hypothesis is
rejected at the 1% significance level.
In the second experiment compares the jitter between a binary sequence
and a frequency sweep is compared. A scene with multiple objects at different
distances and varying reflectance was imaged. The binary sequence [0 0 0 1
0 1 1 1 0 1] with a bit time of 1/(155.56 MHz) was compared to the three
frequencies 7.78 MHz, 23.33 MHz and 38.89 MHz. For a fair comparison the
integration period of each raw frame is identical, therefore the photon shot
noise is the same. The only difference in the noise sources between captures
should be the jitter.
In the last experiment the phase linearity between a frequency sweep and
a binary sequence is explored. A flat diffuse white cardboard sheet is imaged,
and the frequencies swept from 1 MHz in increments of 1 MHz up to 63 MHz.
The frequency sweep is compared to a broad spectrum 100 bit binary sequence.
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Figure 6.1: Measured correlation signal using a binary sequence and the syn-
thetically generated version from a frequency sweep.
6.2.2 Results and Discussion
Duality
The measured cross correlation of the binary sequence [0 0 1 0 1 0 1 1], and
the synthetically generated version from six frequencies is plotted in figure 6.1.
The distance travelled and the reflection amplitude is encoded by the correl-
ation peaks phase offset and magnitude respectively. The peak location and
magnitude visually match for the frequency sweep and binary sequence, for
further analysis the error between the synthetic and measured and plus and
minus one standard deviation is plotted in figure 6.2, and overlaid with the
measured correlation. The error is systematic over the correlation signal and
occurs where the synthetic correlation is smooth compared to the measured.
This difference is present for the same reason that the correlation for a square
wave is triangular rather than sinusoidal, which is small higher order harmon-
ics are present in the correlation signal. This is demonstrated by comparing
the spectrum of the measured and synthetic, as plotted in figure 6.3. The
measured correlation spectrum contains more frequencies than the synthetic-
ally generated. With the current frequencies used to generate the spectrum it
will only be an approximation and not identical.
The measured phase and amplitude of the six frequencies are plotted on
an Argand diagram in figure 6.4 and compared to the synthetically generated
measurements using a binary sequence. The means and standard deviations
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Figure 6.2: The measured correlation and the error between the measured and
synthetic in figure 6.1 plotted with plus and minus one standard deviation.
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Figure 6.3: Comparison of spectrum of measured correlation and synthetically
generated version. The measured spectrum has a number of higher frequency
lower amplitude than the synthetic version. These additional frequencies result
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Figure 6.4: Measured complex values for a frequency sweep and synthetically
generated version from a binary sequence for six frequencies.
of the amplitude and phase of each measurement is tabulated in table 6.1.
Comparison of a single frequency, f = 11.25 MHz, for 100 measurements is
plotted in figure 6.5, as comparing the results in figure 6.4 is impossible due to
significant overlap. The null hypothesis can not be rejected at the 1% confid-
ence level for all six tests comparing the measured phase to the synthetically
generated phase. With (P=0.0368, 0.0797, 0.1406, 0.4510, 0.0182, 0.7508)
for the six respective frequencies. The null hypothesis can not be rejected at
the 1% confidence level for the six amplitude measurements with (P=0.6914,
0.8922, 0.9732, 0.6802, 0.5092, 0.4579). The measured and synthetic phase
and amplitude values after calibration can not reject the null hypothesis, that
the means are equal, at the 1% confidence level. This indicates that the meas-
ured phase and amplitude for the frequency sweep and synthetic version are
the same. There is a difference between the generated correlation from six
frequencies and the measured due to the missing frequencies. The affect of the
differences is explored in section 6.3 when multi-path interference correction
methods are applied to measured and synthetic correlation signals.
Jitter
Jitter limits the minimum phase variance achievable, the more jitter present
the higher the minimum phase variance. Comparison between the frequency
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Figure 6.5: Measured 100 complex values for a single frequency comparing
measured and synthetically generated values.
Table 6.1: Phase standard deviations for a frequency sweep and synthetic
version for 100 measurements.
Measured Phase [rad] Synthetic Phase [rad]
f1 0.442 ± 0.007 0.442 ± 0.007
f2 0.898 ± 0.007 0.896 ± 0.009
f3 1.338 ± 0.006 1.337 ± 0.005
f4 1.788 ± 0.007 1.786 ± 0.010
f5 2.238 ± 0.007 2.237 ± 0.007
f6 2.691 ± 0.008 2.689 ± 0.003
sweep and binary sequence phase variance versus amplitude is shown in figures
6.6 and 6.7. The minimum phase variance increases with frequency for the
frequency sweep, and the minimum phase variance is similar for each synthetic
frequency from the binary sequence. The minimum phase variance for the two
higher synthetic frequencies in the binary sequence is lower than the frequency
sweep. This result indicates that jitter in these higher frequencies has been
reduced by using a binary sequence.
The modulation frequency for the PMD19k camera is generated by a phase
lock loop (PLL) in the FPGA. The PLL uses the reference clock as an input
to a voltage controlled oscillator (VCO), where the VCO is down sampled to
generate each modulation frequency. The jitter period, JPER, at the VCO
is constant therefore it is constant between modulation frequencies. As the
frequency decreases the phase noise decreases. There should be a linear rela-
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tion frequencies.
0 200 400 600 800 1000
0
0.5
1
1.5
2
2.5
x 10
−3 P hase V ariance w ith  B inary S equence H arm on ics
A m plitude
σ φ2
7 .8M H z
23.3M H z
38.9M H z
Figure 6.7: The change in phase variance with amplitude for different harmon-
ics of a binary sequence.
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tionship between modulation frequency and the variance limit achieved due to
jitter.
σ2φmin ∝ ω. (6.16)
Equation 6.16 is demonstrated in figure 6.6. There is a linear increase in the
minimum variance with a linear increase in modulation frequency.
When using a binary sequence the bit period, Tc, changes during the se-
quence. Instead the average period Tavg is the average expected period over
the sequence. This will give an estimate of the expected jitter for each har-
monic when using a binary sequence. However in a binary sequence each edge
does not contribute evenly to each harmonic therefore there are differences in
jitter between each frequency as shown in figure 6.7.
Ideally the relationship between modulation frequency and measured phase
is linear when no multi-path interference is present. However, the camera
hardware acts as a low pass filter with an amplitude and phase response. The
phase response is linear below a cut-off frequency. Using a binary sequence
the linear phase response region can be extended. The error in phase from a
linear fit is plotted as a function of frequency in figure 6.8. The phase response
is linear between 0 and 30 Mhz for the frequency sweep. Between 30 Mhz and
50 Mhz there is an increase in error and above 52 MHz the phase response
is no longer linear. The error in phase for the synthetic frequencies does not
depend on frequency, extending the linear operating region of the camera. This
is significant because the OMP method for resolving multi-path interference
presented in chapter 5 is dependent on a linear amplitude and phase response.
Collecting data with a binary sequence is easier as less calibration is required.
6.3 Multi-path Interference Restoration
Multi-path interference is a problem in ToF range cameras, and the previous
chapters have described a number of techniques developed to resolve multi-
path interference. In this section data captured in both domains is transformed
to resolve multi-path interference with the technique developed for the other
domain.
106 Time Frequency Duality
Frequency [MHz]
0 10 20 30 40 50 60 70
Ph
as
e 
Er
ro
r [r
ad
]
-0.2
-0.1
0
0.1
0.2
0.3
0.4
Phase Error With Frequency
Frequency Sweep
Binary Sequence
Figure 6.8: Phase error with modulation frequency comparing a frequency
sweep and a binary sequence.
6.3.1 Experimental Setup
To test the duality between a binary sequence and a frequency sweep for resolv-
ing multi-path interference a translucent sheet was placed 2.5 m in front of a
diffuse white foam board. The 23bit binary sequence [0 0 1 0 0 1 1 0 1 0 1
1 0 1 0 1 0 1 1 1 0 0 0] was used because it has the smallest variance in the
power spectrum over the desired frequencies, as described by equation 4.20.
The corresponding frequency sweep starts at 4.35 MHz, increases in incre-
ments of 4.35 MHz up to 56.52 MHz. The technique presented in chapter 4 for
resolving multi-path interference using sparse deconvolution on the measured
cross-correlation is compared to the OMP technique presented in chapter 5 us-
ing measurements at multiple modulation frequencies. Data collected in each
domain is transformed to the other and the corresponding multi-path inter-
ference restoration technique is tested. Each method for resolving multi-path
interference outputs four variables, the amplitudes and distances of the two
propagation paths. The paired t-test is applied to the distance outputs of each
method, and the ratio of the amplitudes. The null hypothesis is the means
are equal, and the alternative hypothesis is the means are different. The null
hypothesis is rejected at the 1% significance level.
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Figure 6.9: Comparison between the measured correlation function using a
binary sequence and the synthetically generated correlation function using a
frequency sweep when multi-path interference is present. The frequency sweep
is from 4.35 MHz to 56.52 MHz while the code supports up to 65.22 Mhz, this
explains some of the differences.
6.3.2 Results and Discussion
The measured correlation and the synthetically generated correlation when
two propagation paths are present is plotted in figure 6.9. The location and
size of the largest peaks encode the distance and amplitude of each return.
The ringing in the frequency sweep is caused by reduced spectral content as
the higher order harmonics caused by using square waves are missing.
Table 6.2 compares the restoration of the multi-path interference between
the frequency sweep and binary sequence and the synthetically generated ver-
sions. The measured value is measured 100 times to estimate the uncertainty
of the measurement, with the plus and minus being one standard deviation of
the measurement. The purpose of this experiment is to prove the measure-
ments and processing techniques are equivalent. The ratio between the two
measured amplitudes a1 and a2 encodes the relative strength of each return.
The ratios are tabulated in table 6.3.
The paired t-test results for the output of the OMP algorithm is as fol-
lows: At the 1% significance level the null hypothesis can not be rejected for
the measured d1 with (P=0.0442). While for the measured d2 the alternative
hypothesis is true (P=2.26e−12). The t-test for the amplitude ratios the al-
ternative hypothesis is true (P=0.0023). While the null hypothesis has been
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Table 6.2: Measured amplitude and phase of each return for the coded ToF
and OMP multi-path interference restoration techniques.
Data a1 d1[m] a2 d2[m]
Measured Frequency 313.9 ± 24.2 0.65 ± 0.13 283.2 ± 25.2 3.07 ± 0.13
Synthetic Frequency 303.6 ± 26.8 0.68 ± 0.13 292.9 ± 24.6 3.22 ± 0.15
Measured Sequence 312.3 ± 8.4 0.83 ± 0.07 297.7 ± 6.7 3.10 ± 0.07
Synthetic Sequence 248.9 ± 21.8 0.84 ± 0.26 237.2 ± 18 3.17 ± 0.29
Table 6.3: Amplitude ratios from table 6.2
Data a1/a2
Measured Frequency 0.90 ± 0.025
Synthetic Frequency 0.97 ± 0.038
Measured Sequence 1.05 ± 0.039
Synthetic Sequence 1.06 ± 0.119
rejected for some of the measurements all the output results, tabulated in
table 6.2, are within two standard deviations of each other.
The paired t-test results for the output of the coded ToF algorithm is as
follows: At the 1% significance level the d1 and d2 measurements can not
reject the null hypothesis with (P=0.822) and (P=0.0207) respectively. The
amplitude ratio can not reject the null hypothesis with (P=0.6488). Indicating
the recovered distance and amplitude ratio is the same between the measured
cross-correlation and the synthetically generated version. This is despite the
systematic differences in the cross-correlation as plotted in figure 6.2.
The results presented in tables 6.2 and 6.3 with the combined paired t-
testing strongly indicates measurements taken either with a frequency sweep
or with a binary sequence can be transformed into the alternative and the
output of subsequent processing is the same.
6.4 Discussion
In this chapter the duality between data collected with a binary sequence
and a frequency sweep was experimentally verified. The results for resolving
multi-path using sparse deconvolution on the correlation signal and OMP on
the measured complex data produce the same results. The correlation signal
can be described by its frequency content, once the Nyquist sampling criteria
have been satisfied no more information is gained from more samples on the
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correlation signal. However, the sparse deconvolution quantizes the depth
to the number of measurements. It is possible to interpolate to increase the
depth resolution, but this increases the computational complexity of the sparse
deconvolution. The OMP method for resolving multi-path interference has a
lower computational complexity than the sparse deconvolution. However, the
phase linearity with frequency is important for the OMP method for correct
results, as demonstrated in figure 5.5, and a binary sequence has improved
linearity, as demonstrated in figure 6.8. It is recommended collecting data
with a binary sequence and resolving multi-path interference using OMP.
6.4.1 Binary Sequence Advantages
With a binary sequence all the frequencies are measured simultaneously. There-
fore the jitter in each of the measurements is approximately equal as shown
in figure 6.7. Simultaneous measurements are also advantageous for resolving
motion artifacts as the corruption is the same in all frequencies. As shown
in figure 6.8 a binary sequence can increase the linear operating region of the
camera. Allowing for high operating frequencies with less calibration.
The power dissipation of electronic devices is related to the switching fre-
quency, the faster the switching the more power dissipated. This is true for ToF
range cameras, the temperature increases with modulation frequency. Temper-
ature change is problematic for multi-frequency captures as the temperature
change can introduce measurement errors. When operating a coded ToF cam-
era the power dissipation is constant over the integration period, keeping the
temperature constant between raw frames.
6.4.2 Frequency Sweep Advantages
The advantage of a frequency sweep is any possible selection of modulation
frequencies is possible. The selection of frequencies with a binary sequence
is limited by the possible sequences. In situations where non-evenly spaced
frequencies is required a frequency sweep is ideal. With a frequency sweep
only three raw samples per frequency is required. For a binary sequence the
Nyquist sampling criteria stipulates the number of samples required, the larger
the bandwidth of the sequence the more samples required. With a frequency
sweep no power is wasted on unused harmonics.

Chapter 7
Spatial Coding
In the previous chapters the modulation signal of the time-of-flight (ToF) range
camera was coded in time and in frequency to resolve multi-path interference.
Currently ToF range cameras fully illuminate the field of view of the camera
with amplitude modulated light. In this chapter spatially modulating the il-
lumination signal is explored to resolve multi-path interference.
The theory of light transport describes how light travels from its source to
the viewer, where often the light takes multiple paths to the viewer. The light
transport can be broken down into two components: a direct return which
is the shortest path, and a global return which encompasses everything else.
Practically direct and global separation is performed by spatially modulating
the illumination source. In this chapter direct and global separation techniques
for conventional cameras is combined with ToF range cameras to resolve multi-
path interference. The background of direct global separation is first reviewed,
then is adapted and combined with ToF range imaging such that the direct
and global components are separated using Fourier analysis.
The light transport in a scene was originally measured by Seitz et al. (2005)
by raster scanning a laser point over the entire scene, and measuring the inter-
action between the illuminated point with all the other points in the scene. The
light transport can then be broken down into K discrete returns. Light trans-
port was further developed into two return components, with the direct return
being the shortest path length, and the global return containing everything
else. Nayar et al. (2006) demonstrated a fast method for separating the direct
and global components by illuminating the scene with a checkerboard pattern,
and phase shifting the pattern between multiple frames. Nayar et al. (2006)
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proved the direct and global components can be recovered if the spatial fre-
quency of the global return is much lower than the spatial frequency of the
projected pattern. Global components of light propagation cause issues for
structured light range cameras. The development of structured light patterns
to remove the global effects has been an area of research by Gupta et al. (2013)
and Gu et al. (2011). A direct ToF range camera was used to measure the light
transport in a scene by Wu et al. (2014). Wu’s method relied on the direct
measurement of the time-of-flight of light, therefore the multi-path interference
problem was trivial to solve. Recently O’Toole et al. (2014a) applied direct
and global seperation to ToF range cameras for transient imaging.
7.1 Direct and Global Component Separation
The purpose of the direct and global separation is to decompose the measured
radiance, L, at each pixel into a direct component, Ld, and a global component
Lg, namely,
L = Ld + Lg. (7.1)
7.1.1 Checker Board Illumination Pattern
Consider a scene illuminated with a checkerboard pattern so that patches of
the scene are directly illuminated and an even number of patches are not
illuminated. In the illuminated regions the pixels measure (Nayar et al., 2006)
Lmax = Ld +
1
2
Lg. (7.2)
As half the scene is illuminated compared to full field illumination, then only
half the global is present. When illuminated with the inverse checkerboard
pattern, the non-illuminated and illuminated regions invert, and the non-
illuminated regions measure
Lmin =
1
2
Lg, (7.3)
under the assumption that the global component has a lower spacial frequency
than the projected checkerboard. The set of equations 7.2 and 7.3 are well
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conditioned. The direct and global components can be calculated by
Lg = 2Lmin, (7.4)
Ld = Lmax − Lmin. (7.5)
Ideally each pixel of the camera would measure the directly illuminated and
non-illuminated values, however due to non-ideal projector and camera integra-
tion the edges measure a combination of the illuminated and non-illuminated.
To overcome this problem Nayar et al. (2006) proposed shifting the checker
board pattern 25 times, for five shifts in the x direction and five shifts in the
y direction. Nayar et al. (2006) also discussed the minimum spatial illumin-
ation frequency (pattern size) required to perform the separation, assuming
that the global function at each point is smooth compared to the illumination
frequency. This means that the global component cannot be caused by highly
specular inter-reflections.
7.1.2 Sinusoidal Illumination Pattern
Using conventional cameras it is possible to resolve the direct and global com-
ponents with three frames as shown by Nayar et al. (2006). By illuminating
the scene with the high frequency sinusoidal pattern,
P (x, y) = sin
(
2pix
p
+ υ + sin
(
2piy
q
))
, (7.6)
where P is the projected image, x and y are the projector coordinates, and
υ is the phase shift of the pattern in pixels per frame in the x dimension.
The variables p and q change the frequency of the pattern in the x and y
direction respectively. The light source has a maximum amplitude, A, and the
projected sinusoidal pattern has a spatial frequency of fx = x/p, cycles/pixel.
To perform separation the pattern is phase shifted in the x direction between
frames. The radiance each pixel measures over time (each frame) is
L(t) =
A · (1 + sin(ωpt+ θ))
2
, (7.7)
where ωp = 2pifxυ is the angular frequency of the projected pattern. Since the
global return is spatially smooth its contribution to the radiance is constant
between projected images, therefore it is constant with time. The measured
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radiance over time is therefore
I(t) = Ld
(1 + sin(ωpt+ θ))
2
+
Lg
2
, (7.8)
=
Ld
2
sin(ωpt+ θ) +
Ld + Lg
2
. (7.9)
By expansion of the trigonometric functions and rearrangement, equation 7.9
becomes
I(t) = η sin(ωpt) + β cos(ωpt) +
γ√
2
, (7.10)
where,
η =
Ld cos(θ)
2
, (7.11)
β =
Ld sin(θ)
2
, (7.12)
γ =
(Ld + Lg)√
2
. (7.13)
The unknowns η, β, and γ can be extracted by taking the discrete Fourier
transform (DFT) over t. The direct and global components are calculated by
Ld = 2
√
η2 + β2, (7.14)
Lg =
√
2γ − Ld. (7.15)
There are three unknowns, θ, Lg, and Ld, therefore three, or more, images are
required for a closed form solution.
7.2 Combination of Time-of-Flight and Direct
and Global
This section describes the theory of resolving the direct and global components
in ToF range images by combining the spatially varying illumination patterns
with the temporal varying signal in ToF range imaging. Both checkerboard
and sinusoidal patterns are analyzed.
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The multi-path interference problem from equation 2.19 can be written
in terms of the direct and global components, where the direct return is the
shortest path from the light source to sensor and the global return includes all
other returns. Thus,
ζ = ade
jφd + age
jφg , (7.16)
where ad and φd are the amplitude and phase of the direct component respect-
ively, and ag and φg are the amplitude and phase of the global component.
When using a high frequency checkerboard pattern as the illumination
pattern, equations 7.2 to 7.5 can still be used with complex components if
certain assumptions are made. Radiance measurements are positive scalars
and always combine constructively, therefore equation 7.2 is always greater
than equation 7.3. ToF range cameras measure complex values the maximum
and minimum values are estimated by
Lmax est ' max |L(t)|, (7.17)
Lmin est ' min |L(t)|. (7.18)
The maximum and minimum complex value can be approximated by the abso-
lute minimum and maximum. The approximations in equations 7.17 and 7.18
are valid provided that
|Lg + Ld| > |Lg|. (7.19)
The constraint in equation 7.19 is broken down into two constraints that are
visualized in figure 7.1.
|Lg| << |Ld|, (7.20)
or
|φg − φd| ≤ pi/2. (7.21)
The direct and global components add on the complex plane, as demonstrated
in figure 7.1. It is possible that the direct and global add together destruct-
ively, if this occurs then equations 7.17 and 7.18 can be invalid. To guarantee
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Figure 7.1: The direct and global components are vectors on the complex
plane. To satisfy the constraint that |Lg + Ld| > |Lg| results in (a) or (b)
being true.
equations 7.17 and 7.18 are valid then either the direct amplitude is much
greater than the global amplitude, so even if they add together destructively
the summation is always greater than the global by itself, this results in the
constraint in equation 7.20. Or the direct and global add constructively, res-
ulting in equation 7.21.
Separation with no constraints and the minimum number of raw frames is
desired, ideally allowing for 30 fps of depth data free from corruptions caused
by multi-path interference. The general form can be expressed as the combin-
ation of equation 7.8 and equation 2.4, leading to
I(t, τ) =
hd(τ)
2
· L(t) + hg(τ)
2
, (7.22)
where hd and hg are the correlation signals for the ToF range camera for the
direct and global components, and L(t) is the projected pattern with time.
It is desired to find a function L(t) that minimizes the number of samples
required to separate out the components, and is robust to noise. Ideally no
additional constraints would be placed on the unknown variables. If we can
only detect multi-path interference then we still obtain a valuable result, as
no data is better than wrong data, but correction of multi-path interference is
the ideal outcome.
The amplitude and modulation frequency are the two parameters of a ToF
range camera that can be modified. Multiple modulation frequencies can be
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included into equation 7.22. The resulting equations become:
φ(ω) =
2ωd
c
, (7.23)
h(τ, ω) =
a
2
cos(ωτ + φ(ω)), (7.24)
I(t, τ, ω) =
hd(τ, ω)
2
· L(t) + hg(τ, ω)
2
. (7.25)
A function L(t) that makes the problem well conditioned so the inverse is pos-
sible is desired. This is discussed further in chapter 8.
A form of L(t) which we will show leads to a closed form solution is a cosine
wave physically realised by the projection of the high frequency sinusoidal
pattern from equation 7.7,
L(t) =
1 + cos(ωpt− θ)
2
, (7.26)
and its frequency by
ωpt = lωτ, (7.27)
where l is a positive integer. Equation 7.22 becomes
I(τ) =
ad
4
(
cos((l − 1)ωτ + θ − φd) + cos((l + 1)ωτ + θ + φd)
)
+
ad cos(ωτ + φd) + ag cos(ωτ + φg)
2
. (7.28)
Equation 7.28 is the result of mixing the ToF phase shifting modulation signal
with the phase shifting projected sinusoidal pattern. Due to the mixing the
direct return is shifted into the higher frequencies, and with Fourier analysis
over τ the amplitude and phase can be recovered. A value for l is desired such
that the problem is invertible in the least number of samples of τ . In table 7.1
is enumerated for integer values of l if the problem is solvable using Fourier
analysis and the number of samples required.
With l = 3 a closed form solution is present with the fewest samples. With
αk and ϕk being the amplitude and phase at the k
th Fourier frequency and
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Table 7.1: Summary of solvability of equation 7.28 using Fourier analysis for
different values of l. The number of samples is calculated by the Nyquist
frequency.
l 0 1 2 3 4 5
Solvable No No No Yes Yes Yes
Samples - - - 9 11 13
l ≥ 3 then
θ =
ϕl−1 + ϕl+1
2
, (7.29)
φd =
ϕl+1 − ϕl−1
2
, (7.30)
ad = 2(αl−1 + αl+1), (7.31)
and,
ag
2
exp(−jφg) = α1 exp(−jϕ1)− ad
2
exp(−jφd). (7.32)
There are no additional constraints on the direct and global components, only
the already existing constraint that the global component is bandlimited in
the spatial Fourier domain.
7.2.1 Error Analysis
In the analysis above we neglected the well recognized fact that unwanted
harmonics add error to ToF range cameras (Payne et al., 2008). We now
consider the harmonics and their impact on the direct and global separation
using sinusoidal spatial modulation. These unwanted harmonics arise from the
common hardware implementation that utilizes square waveform modulation
driven by digital circuitry, and by nonlinearities in the hardware, as discussed
in chapter 2. The correlation function is therefore a triangle waveform and
higher order odd harmonics are present in the signal. Under ideal square wave
7.2 Combination of Time-of-Flight and Direct and Global 119
temporal modulation the odd harmonics have the following effect,
h(τ) =
Υ∑
υ=1,3,5,...
a
2υ2
cos(υωτ + υφ), (7.33)
I(τ) =
[
Υ∑
υ=1,3,5,...
ad
2υ2
cos(υωτ + υφd)
]
cos(lωτ − θ) + hg(τ) + hd(τ)
2
, (7.34)
I(τ) =
[ Υ∑
υ=1,3,5,...
(
ad
4υ2
cos((υ+l)ωτ+υφd−θ)+ ad
4υ2
cos((υ−l)ω−υφd−θ)
)]
+
hg(τ) + hd(τ)
2
. (7.35)
The third harmonic of the triangular modulation signal is mixed onto the
DC and sixth harmonic of the new correlation. In the case where nine samples
are used the sixth harmonic is aliased onto the third harmonic which is not used
to compute the direct component. However the fifth harmonic is mixed onto
the second and eighth harmonics. Then the eighth harmonic is aliased onto
the first harmonic. This causes errors in the direct and global computation.
The presence of the third harmonic does not cause problems but the fifth one
does. The fifth harmonic has a relative amplitude of 1/25 compared to the
first, therefore the fifth has limited effect.
7.2.2 Propagation of Uncertainty
Each measurement of the correlation function contains the true measurement
and noise. In ToF range cameras this consists of photon shot noise, dark
current, ADC quantization and jitter. It is assumed that the resulting noise is
white and independent between samples. Schoukens and Renneboog showed if
these conditions are met then the scaled covariance matrix C for the discrete
Fourier transform is (Schoukens and Renneboog, 1986)
C =
2
N
σ2hτ I, (7.36)
where N is the number of samples, I is the identity matrix and σ2hτ is the
variance of the additive white noise.
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Assuming the real and imaginary components are independent then it can
be shown that the variance of the amplitude a and phase φ for each frequency
of the DFT is
σ2a =
1
N
σ2hτ , (7.37)
σ2φ =
2
Na2
σ2hτ . (7.38)
Equations 7.37 and 7.38 are the generalisation from four samples, given by
Frank et al. (2009), for N samples. The increase in variance in the direct phase
and amplitude estimation from the standard ToF measurement is calculated,
given that due to the spread of the amplitude across multiple frequencies due
to mixing the amplitude is
αl−1 = αl+1 ≈ at
4
, (7.39)
where at is the total amplitude. Using the propagation of uncertainty through
equations 7.30 and 7.31 the variance compared to the total can be computed
as
σ2ad =
8
N
σ2hτ , (7.40)
σ2φd =
16
Na2t
σ2hτ . (7.41)
The variance of the direct phase and amplitude estimation increases by eight
times compared to using the standard time of flight technique. The variance
in the global component will be greater because the global is calculated from
the direct.
7.3 Experimental Setup, Results and Discus-
sion
A variety of scenes are imaged to test the performance of the proposed direct
and global separation methods. The scenes imaged are a corner, wax and
peppers, a checkerboard on a flat sheet, a translucent sheet, and a mannequin.
Each scene is designed to cause one form of multi-path interference. The corner
causes inter-reflections, the wax and peppers cause subsurface scattering, and
imaging a checkerboard exposes lens flare. In each scene the checkerboard and
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sinusoidal direct and global separation methods are used. The checkerboard
method requires 100 raw frames, which provides 25 depth frames, the sinusoidal
method uses nine raw frames.
Multi-path interference caused by inter-reflections in corners has been dif-
ficult to resolve. ToF camera manufacturers have advised against imaging
corners (Mesa Imaging, 2010), and previous research into using multiple mod-
ulation frequency measurements have failed (Kadambi et al., 2013). The only
methods that have correctly recovered a corner are other direct and global
separation methods (O’Toole et al., 2014a) and intensive computational tech-
niques that make assumptions about the scene (Jime´nez et al., 2012).
The results of the direct and global separation with a projected check-
erboard pattern and a sinusoidal pattern are presented for a variety of test
cases.
7.3.1 Corner
To test the accuracy of the direct and global separation on complex data the
ground truth distance is required. To acquire the ground truth of the internal
corner, each side is illuminated with small patches with the opposing side
removed. The illumination of small patches and removal of scattering objects
means that we can assume that the measured return is the direct return. The
purpose of this test is to demonstrate that the direct measurements are more
accurate than the full field, and to statistically show this. The average of 100
ground truth phase images is computed to obtain a single reference image.
The reference image is subtracted from each of the one hundred full field,
checkerboard, and the sinusoidal phase images. The root mean squared error
(RMSE) for each phase frame is calculated. Significance testing is performed
by the Wilcoxon signed rank paired test for difference in the median of the
RMSE between the different methods.
In figure 7.2 we compare the measured phase of one row in the corner when
using full-field illumination, the recovered direct distance component and the
ground truth distance measurement. The direct component is consistent with
the ground truth and align within three standard deviations of each other. The
measured phase in the corner when using full field illumination is consistent
with results shown by Fuchs (2010).
The mean and standard deviation of the phase RMSE over 100 frames for
the three measurement techniques is tabulated in table 7.2. Each RMS value
is reported is separated by more than three standard deviations. The result of
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Figure 7.2: Comparison of measured distance when using full field illumination
and the reconstructed direct component using checkerboard patterns compared
to the ground truth, with plus and minus three standard deviations plotted
around each measurement.
the Wilcoxon signed rank test between full field and checkerboard illumination,
and between checkerboard and sinusoidal illumination, both have p-values that
are zero to machine precision, which supports the assertion that the direct and
global separation is successful.
Table 7.2: Mean and standard deviation of phase RMSE over 100 frames for full
field (FF), checkerboard (CB), and sinusoidal (SW) illumination techniques.
FF CB SW
RMSE Mean 0.0952 0.0153 0.0112
RMSE STD 0.58×10−3 0.11×10−3 0.16×10−3
7.3.2 Albedo Dependence
Previous research has noted an albedo dependence on distance (Lichti et al.,
2014), which is highly noticeable when imaging a flat checkerboard. A rectan-
gular checkerboard with 90% contrast between the dark and light regions of
the checkerboard is imaged to test direct and global separation to resolve this
error. To show the direct distance is statistically significantly different from
the full field distance a paired t-test is performed between each distance image.
The null hypothesis is the means are equal, and the alternative hypothesis are
the means are different.
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Figure 7.4 plots the results of the direct and global separation when ima-
ging a black and white checkerboard on a flat sheet. The sinusoidal pattern
and checkerboard pattern correct the distance error. The results in figure 7.4
demonstrate the distance error with amplitude in ToF range cameras is due
to multi-path interference, and can be corrected with direct and global separ-
ation. It has been proposed the albedo dependence is created by lens flare by
Mure-Dubois and Hu¨gli (2007), as illustrated in figure 7.3 with inter-reflections
in the lens cavity. The reflection scatters inside the lens cavity and mixes with
surrounding pixels which becomes noticeable when imaging a flat sheet with
varying albedo regions, as shown in figure 7.4c. The different albedo patches
are visible in the distance image. Using direct and global separation the al-
bedo is no longer visible in the distance images in figure 7.4e and 7.4h. As the
lens scattering is spatially smooth the multi-path interference can be removed
by direct and global separation. To get an indication of the improvement a
3D plane is fitted through the [X,Y,Z] points for all three measurements. The
RMSE is taken of the difference between the fitted plane and measured points.
The full field RMSE is 6.2 mm, the checkerboard direct is 5.3 mm and the
sinusoidal pattern is 4.8 mm. The improvement in RMSE is limited by the
increase in noise as discussed in section 7.2.2. The null hypothesis is rejected
at the 1% confidence level, (P=0), for both the checkerboard and sinusoidal
illumination patterns, indicating the direct and global separation significantly
changes the image and the differences in the images plotted in figure 7.4 are
not due to noise.
Other techniques have been developed to remove the albedo dependent
error. Lindner et al. (2010) demonstrated a distance error correlated with
amplitude and attempted a correction with calibration. Lichti et al. (2014)
also used scattering models to perform depth calibration based on amplitude.
The advantage of using direct and global separation is no calibration or scene
preparation are required.
7.3.3 Subsurface Scattering
A scene with two candles and five peppers is imaged to test the performance of
direct and global separation to resolve multi-path interference caused by sub-
surface scattering. There has been limited work into measuring sub-surface
scattering and resolving the resulting multi-path interference in ToF range
cameras, while measuring sub-surface scattering has been investigated with
traditional direct and global separation. Subsurface scattering is present in
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Figure 7.3: Proposed cause of the albedo dependent error. Due to scattering
inside the optical cavity of the camera objects at the same distance but different
albedo appear at different distances.
measuring meat and fruit products, resolving subsurface scattering allows for
application of ToF range imaging in more industrial applications.
Subsurface scattering is a type of multi-path interference caused by light
penetrating the object and scattering within the object and exiting at a dif-
ferent location. Materials such as wax, milk, tissue (human and animal), and
fruit all exhibit sub-surface scattering (Jensen et al., 2001). Figure 7.5 shows
the results of applying direct and global separation on a scene containing ob-
jects that exhibit subsurface scattering. From the global amplitude images
multi-path interference caused by subsurface scattering is present in the wax
and peppers. Subsurface scattering is wavelength dependent, and with the
660 nm laser diode used, the red peppers exhibit more subsurface scattering
than the other coloured peppers. Figure 7.6 clearly demonstrates the differ-
ence in distance and amplitude measurements between full field illumination
and the direct component. In the direct image the candles are now cylindrical,
and the peppers distances are not amplitude dependent. The application of
ToF range camera measurements of subsurface scattering measurements is an
area of further research. The amplitude and depth of scattering is encoded in
the global return, and this information may enable new future applications in
fruit grading or medical imaging devices.
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Figure 7.4: The direct and global separation methods remove the distance
dependence on albedo. The measured full field (FF) amplitude and distance
is in (a) and (c) respectively, the checkerboard (CB) direct amplitude and
distance in (b) and (d). The checkerboard global amplitude and distance is in
(e) and (f), with the sinusoidal (SW) direct amplitude and distance in (g) and
(h).
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Figure 7.5: Direct and global measurements for checkerboard and sinusoidal
pattern with a scene that suffers from subsurface scattering. A photograph of
the scene is in (a), with the two projected patterns in (b) and (c). The full
field (FF) results are in (d) and (e), the checkerboard (CB) results in (f) to
(g) and the sinusoidal (SW) results in (h) to (m).
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(a) CB Direct Point Cloud (b) Full Field Point Cloud
Figure 7.6: Point cloud comparing the measured checkerboard (CB) direct
distance and full field (FF) distance. Each point encodes the measured amp-
litude. The distance to the peppers in the full field point cloud is dependent on
the measured amplitude while this is not the case for the checkerboard point
cloud. The candles are correctly measured in (a) while highly distorted in (b).
7.3.4 Pattern Size
To test the effect of pattern size on the direct and global separation a man-
nequin and spray paint can are imaged. The mannequin has varying size
locations for inter-reflections to occur, and is a real world demonstration of
inter-reflections of every day objects. The scene is imaged with three different
sized checkerboard patterns, with each pattern phase shifted 25 times. The
different sized patterns are displayed in figure 7.7.
The pattern size projected has an effect on the reconstructed results. Direct
and global separation works on the constraint that the global component has
to have a lower spatial frequency than the projected pattern. A demonstration
of the effect of the checkerboard pattern size are shown in figure 7.7 for the
direct and global amplitude. The global amplitude indicates where multi-path
interference is present, and as the checkerboard grid size increase the global
amplitude decreases in some regions. The inter-reflections on the mannequin’s
eye sockets and nose are not detected at the larger pattern sizes. The pro-
jected pattern size is limited by the camera’s sensor’s spatial resolution, the
theoretical maximum is a one to one correspondence between the checkerboard
pattern and each pixel of the imaging sensor. The smaller the projected pat-
tern the higher the spatial frequency the global return image can contain so
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the better the multi-path interference removal. However, in practice there is
mis-alignment between the projector and camera and edge of the checkerboard
pattern is spread across multiple pixels. With a smaller pattern there are more
edges, which are partially illuminated, therefore more phase shifted patterns
are required. When 25 patterns are used the number of edges is not an issue,
but it becomes more of an issue when fewer patterns are used. For practical
implementation in 30 fps range cameras the least number of patterns to image
is required.
7.3.5 Translucent Sheet
Translucent objects introduce multi-path interference, as demonstrated in
chapters 4 and 5. The results of direct and global separation, using a scene
with a translucent sheet, are shown in figure 7.8. The direct and global sep-
aration fails to resolve the multi-path interference caused by the translucent
sheet. The forward model is violated as the amplitude of the front and back
returns are of the same spatial frequency as the projected pattern and not
spatially smooth as required, therefore the direct and global separation fails.
Another issue is the light source and camera are not collocated therefore the
illuminated pixel on the translucent sheet does not illuminate the background.
7.4 Comparison
The presented method of direct and global separation fails on specular reflec-
tions and mixed pixels because both forms of multi-path interference violate
the global spatial frequency constraint placed on the global component. Com-
pared to the use of binary sequences with ToF range cameras, known as coded
ToF, presented in chapter 4 where specular reflections and mixed pixels can
be resolved. The multiple frequency methods presented in chapter 5 also can
resolve specular reflections and mixed pixels. Direct and global separation
can resolve multi-path interference caused by inter-reflection in a corner, in
contrast to other methods can not.
The sinusoidal direct and global separation uses nine raw frames for a
closed form solution to resolve multi-path interference. The previous closed
form solution by Godbaz et al. (2012) required phase and amplitude at four
different frequencies, the minimum number of raw frames would be twelve.
Other non-closed form solutions that measure multiple modulation frequencies
include Freedman et al. (2014) who uses three modulation frequencies and a
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Figure 7.7: Effect of grid size on the direct and global amplitude. With larger
patterns the inter-reflections on the mannequin’s nose and eye sockets are not
detected.
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Figure 7.8: Results of direct and global separation on a translucent sheet.
Photo of the measured scene in (a), with the full field amplitude and phase in
(b) and (c). The resolved direct and global components using a checkerboard
illumination pattern is shown from (d) to (g). The direct and global separation
is unable to separate the return from the translucent sheet and the return from
the background.
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compressed lookup table and Dorrington et al. who used two modulation
frequencies for a minimum of six raw frames. Both these methods have been
implemented on 30 fps range cameras. The work presented in chapter 4 used
approximately 300 raw frames for accurate depth measurements, making it
unsuitable for real-time implementation. Other multi-frequency methods such
as Bhandari et al. (2014) and Kirmani et al. (2013) both require a minimum
of five frequencies making them difficult for real time implementation.
Previous methods for resolving measurement errors due to lens flare rely
on calibration and estimating the complex point spread function of the mixing
in the lens. With the presented method no calibration is required therefore no
assumptions are made about the scene.
7.5 Conclusion
Time-of-flight (ToF) range cameras suffer from measurement errors caused by
multiple propagation paths. In this chapter a novel method was presented
where multi-path interference in ToF range cameras has a closed form solu-
tion in nine raw frames. The method combined the phase measurement of
ToF range cameras with projected sinusoidal patterns to perform direct and
global seperation. The constraint is that the global return is spatially smooth,
therefore specular reflections and multi-path interference caused by translucent
sheets cannot be resolved. Using the direct and global separation the multi-
path interference caused by inter-reflection in a corner, sub-surface scattering
in fruit, and lens flare are all correctly removed.

Chapter 8
Combination
The traditional method of ToF range imaging as reviewed in chapter 1 is ho-
modyne AMCW, where the phase is sampled at a single frequency to measure
depth. AMCW suffers from errors caused by multi-path interference, and
in previous chapters various techniques have been researched to resolve this
measurement error. Replacing the square wave with a binary sequence and
applying sparse deconvolution to the measured cross-correlation was explored
in chapter 4. Sampling over multiple modulation frequencies was presented
in chapter 5. In chapter 6 the duality between using binary sequences and
sampling multiple modulation frequencies is proven. Using spatially modu-
lated patterns is demonstrated in chapter 7. The possible sampling space is
visualized in figure 8.1, with the current demonstrated methods marked. In this
chapter combining sampling over phase, frequency and pattern is demonstrated
for robust ToF range measurements while trying to minimise the number of
raw frames required.
8.1 Theory
The previous image formation models for multi-path interference have been
based on assumptions about the type of multi-path interference present. The
assumption of sparsity, that a discrete number of propagation paths are present,
was enforced in coded ToF, and in sampling multiple modulation frequencies.
This assumption works best when the propagation paths are separated by
half an ambiguity distance of the highest modulation frequency, in direct and
global separation its assumed that the global component is spatially smooth,
so no specular inter-reflections are present. These assumptions are only true
for certain types of multi-path interference.
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Figure 8.1: Sampling space of a time-of-flight range camera, with various
sampling techniques to resolve multi-path interference are marked. AMCW
is the traditional range measurement technique reviewed in chapter 1, SFCW
and OMP are presented in chapter 5. Checkerboard (CB) and sinusoidal (SW)
direct and global separation techniques are presented in chapter 7.
The sample space that is visualised in figure 8.1 is described by equa-
tion 7.25. We propose a new image formation model for multi-path interfer-
ence that is solvable by a combination of coded ToF, presented in chapter 4,
and direct and global separation presented in chapter 7. The measured value
at each pixel is composed of a direct return, a specular return, and a global
return such that
L = Ld + Ls + Lg. (8.1)
The direct return, Ld is the shortest path length from the light source to pixel.
The specular component, Ls, is a discrete propagation path that is longer than
the direct path, and the global component encompasses everything else. In the
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complex domain equation 8.1 becomes
L = ade
jφd + ase
jφs +
∫ ∞
d1
ake
jφddk. (8.2)
When a checkerboard illumination pattern is used then the measured value in
the non-illuminated (dark) and illuminated regions are
Ldark = αLs + Lg/2, (8.3)
and,
Lill = Ld + βLs + Lg/2, (8.4)
where α and β describe the coupling between the specular component and
the surrounding pixels. These variables are highly scene dependent. It would
appear that there are more unknowns than equations, however the additional
constraint that the Ld and Ls components are sparse, and further that Ls is
only one path length then α or β must be 0 or 1.
Coded ToF described in chapter 4 is combined with direct and global sep-
aration using checkerboard illumination patterns. When using a checkerboard
illumination pattern a function is required for the maximum and minimum of
the reflected signal, with the choice of the binary signal determining the meas-
ured cross-correlation. The minimum and the maximum over all the images,
I, can be defined as the numerical integral of the absolute measured value
Lmax = max
I
N∑
n=0
|hI(τn)|, (8.5)
Lmin = min
I
N∑
n=0
|hI(τn)|. (8.6)
The equations 8.5 and 8.6 are analogous to equations 7.2 and 7.3. Addi-
tional constraints placed on equations 7.2 and 7.3 in chapter 7 as the com-
plex measurements can add together destructively. This additional constraint
can be avoided by placing a constraint on the binary sequence so that the
cross-correlation adds together constructively and never destructively, written
mathematically as
|h(τ + td) + h(τ + tg)| ≥ |h(τ + tg)|, (8.7)
136 Combination
where td and tg are the phase offset due to the direct and global components.
Referring back to figure 4.2 both the maximum length sequence and barker
sequences met the constraint in equation 8.7 provided the background signal b
is greater than the negative offset of the correlation, which is the case for the
PMD19k3 readout process is true.
To combine the image formation presented in equations 8.3 and 8.4 with
the coded direct and global separation a further constraint is required on α
and β. In the case where α = 1 and β = 0 then the minimum and max-
imum computation in equations 8.5 and 8.6 can be invalid. The minimum and
maximum are calculated correctly, but when the subtraction in equation 8.10
occurs a negative version of the specular components cross-correlation instead
of positive version is present in the signal. Therefore for the combined method
the constraint that α = 0 and β = 1 is required. With these constraints then
Lmax = Ld + Ls + Lg/2, (8.8)
Lmin = Lg/2, (8.9)
Lmax − Lmin = Ld + Ls. (8.10)
After the subtraction of the global component sparse deconvolution can be
used on the measured cross-correlation to resolve the direct and specular com-
ponents.
8.1.1 Experimental Setup
Two scenes are imaged to test the combination of coded ToF range imaging
with direct and global separation methods. The first scene is a corner con-
structed out of diffuse white foam board and imaged using an 11 bit maximum
length sequence, generated at 100 MHz, and 150 phase steps sampled. Two
patterns are used: a checkerboard and its inverse. After the direct and global
separation is performed on the cross-correlation the direct component is trans-
formed to a frequency sweep, see chapter 6, with the phase then converted to
radial distance.
The second scene is designed to test the combination of multi-path interfer-
ence removal techniques when both global and specular multi-path interference
is present. The additional constraints can limit the scenes that can be resolved
using the combination of techniques. In chapters 4 and 5 imaging through
translucent sheets was used to demonstrate resolving sparse multi-path in-
terference. However the light source and imaging sensor are not collocated,
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therefore illuminated points on the translucent sheet do not correspond to il-
luminated points behind the translucent sheet on the Z axis, which violates
the constraint in equation 8.8. Specular inter-reflections, such as a disco ball
inside a corner which is a failure case presented by Nayar et al. (2006) would be
an ideal test scene. However due to the limited maximum operating frequency
of 50 MHz and the constraint that the path lengths should be separated by
half an ambiguity distance, which corresponds to 1.5 m, makes it a difficult to
create a useful scene. To demonstrate the combination of techniques a corner
is constructed out of white foam board and placed 3.1 m in-front of a flat foam
board sheet with slits cut out. With the large aperture lens used, the fore-
ground object is out of focus, resulting in mixed pixels between the foreground
and background. The scene is imaged with an 11 bit m-sequence generated at
100 MHz, and two spatial patterns are used: a checkerboard and its inverse.
The cross-correlation is sampled 88 times, and for the sparse deconvolution
this is interpolated up to 3000 so the distance is not quantized by the sparse
deconvolution process. The full field and direct components are transformed
into a frequency sweep to measure the phase to compute the distance. Four
measurements are tested, full field illumination, direct and global separation,
spares deconvolution, and the combination.
8.1.2 Results and Discussion
The measured cross-correlation of a single pixel, located near the centre of
the corner, and its separation into direct and global components is plotted in
figure 8.2. Due to the location of the pixel in the corner the global component
has a smaller magnitude and is slightly phase delayed compared to the direct
component. Compare this to figure 4.5 where the two returns are separated by
a large enough distance that the individual returns are visible. A comparison
of the measured distance along a slice is plotted in figure 8.3. The measured
direct distance in figure 8.3 is similar to figure 7.2 indicating that the multi-
path interference has been removed in the corner.
The next experiment combines the direct and global separation with the
sparse deconvolution on the cross-correlation signal to resolve both inter re-
flections in a corner and mixed pixels. The measured natural logarithm of
the amplitude and distance of three of the cases is plotted in figure 8.4. The
presented results are the natural logarithm of the amplitude so the entire
scene is visible; without this the dynamic range of the amplitude is difficult to
present. In the full field amplitude image shown in figure 8.4a reflections of
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Figure 8.2: Measured cross-correlation of an maximum length sequence in a
corner, and its separation into it’s direct and global components.
Row
0 50 100 150
D
is
ta
nc
e 
[m
]
0.8
0.9
1
1.1
1.2
1.3
Corner Distance with Coded
Direct and Global Separation
Full Field
Direct
Figure 8.3: Measured distance in a corner using coded ToF techniques with
full field illumination and direct and global separation. The direct component
is able to correctly measure the distance.
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Figure 8.4: Measured amplitude and distance of a corner using full field il-
lumination, direct and global separation, and the combination of techniques.
The marked row and column in (d) for the three techniques measurement
techniques is plotted in figures 8.6 and 8.7.
the light between the slits and the table it is positioned on is visible. In the
other presented methods these pixels have been removed by thresholding the
amplitude to remove invalid pixels. In all the images in figure 8.4 there are
filtered bands on the corner in the background. These are due to the shadow
cast by foreground slits caused by the light source not being collocated with
the imaging sensor. The checkerboard pattern is clearly visible in the direct
and global separation because two patterns are used to minimize the number
of raw frames.
Point clouds of the depth images plotted in figure 8.4d, e and f are plotted
in figure 8.5a, b and d. In addition the result of using sparse deconvolution on
the measured cross-correlation as detailed in chapter 4 is plotted in figure 8.5c.
In figure 8.4a the corner is rounded and there are many mixed pixels between
the slits and corner. In the direct image in figure 8.5b the measured distance in
the corner is corrected, but there are still a number of mixed pixels between the
foreground object and the background corner. The mixed pixels are corrected
by sparse deconvolution as shown in figure 8.5c, but the corner is still rounded
like in figure 8.5a. The combination of direct and global separation with sparse
deconvolution is plotted in figure 8.5d. Both the corner is measured correctly
and the mixed pixels are resolved.
Without the ground truth for the corner distance it is difficult to perform
quantitative analysis. But it is notable that the corner has gone from rounded
to straight, which looks similar as in figure 7.2 where the ground truth has
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been measured. The mixed pixels are easily identified and in a perfect imaging
system there should be no mixed pixels present. In the full field image there
are 699 mixed pixels, in the direct image there are 417 mixed pixels, in the
sparse deconvolution no mixed pixels. Finally in the combined approach there
are 41 mixed pixels. The combined approach reduces the number of mixed
pixels by 94.1% over the full field, and over 90% compared to the direct and
global separation, but is not quite as perfect as the sparse deconvolution alone.
To demonstrate further the results of the combination a slice along a single
row and column of the imaging sensor as marked in figure 8.4d is plotted in
figures 8.6 and 8.7 respectively. The distance along a row of the sensor plotted
in figure 8.6 is on a set of pixels on the edge of one of the slits, so a majority
of the pixels are mixed between the foreground and background. The full field
measurements are corrupted, and no useful depth information is measured.
With the direct measurement while it appears to have limited difference from
the full field the inter-reflections in the corner have been removed, but the
dominant multi-path interference is the mixing between the foreground and
background objects. With the combination of direct and global separation and
sparse deconvolution the depth of the foreground and the corner are recovered.
8.2 Summary
In this chapter the combination of techniques has been shown to resolve mixed
pixels and diffuse inter-reflections. Currently the types of multi-path interfer-
ence that can be resolved is limited. Ideally the combination would allow for
video frame rate range imaging. We have demonstrated the technique using
two patterns for direct and global separation. Previous work by Godbaz (2012)
used two frequencies to resolve sparse multi-path interference, of which some
of the work in this thesis is compared to in figure 5.5. With two frequencies
and two patterns and three raw frames per frequency or pattern results in a
total of 12 raw frames. Current state of the art cameras use as many as 9
raw frames per depth frame (Bamji et al., 2015), therefore 12 raw frames is
in the realm of achievable at 30 depth frames per second. This result is a
step towards video frame rate depth measurement that is robust to multi-path
interference, resulting in accurate measurements.
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Figure 8.5: Point clouds of the measured distance in figure 8.4. The full field
distance in (a), the direct distance in (b), the sparse deconvolution in (c), and
the combined in (d). In (a) the corner is measured incorrectly and many mixed
pixels between the foreground slits and corner are present. In (b) the corner
is correctly measured, but the mixed pixels are still present, in (c) the mixed
pixels are resolved but the corner is rounded. While in (d) the mixed pixels
are corrected and the corner is correct.
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Figure 8.7: Measured column from figure 8.4d for three techniques. The full
field and direct distance measurements suffer from mixed pixels between the
foreground and background. While the combination of direct with coded ToF
resolves the mixed pixels.
Chapter 9
Conclusion and Outlook
Time-of-flight (ToF) range cameras have progressed remarkably over the last
ten years. Pixel array sizes have increased from 64 by 64 to 512 by 424. In the
same time the modulation frequency range has increased by an order of mag-
nitude from around 20 MHz to over 200 MHz. There has been much activity in
the commercial and research space developing range imaging technology and
finding novel applications. Microsoft R© has acquired two startup companies
and sold over 10 million Kinect R© ToF range cameras. It is expected that ToF
range cameras will continue to appear in a number of consumer applications.
A “Killer App” is yet to emerge for range imaging in the consumer market.
One of the limiting factors of ToF range cameras has been error caused by
multiple propagation paths from the light source to the sensor an error known
as multi-path interference. Multi-path interference can be caused by inter-
reflections, subsurface scattering, and bulk diffuse scattering mediums. As
multi-path interference is highly scene dependent the error can not be resolved
by calibration. This thesis has made significant contributions for realizable
methods for resolving multi-path interference in ToF range cameras. Three
methods have been developed for resolving multi-path interference.
Ideas from spread spectrum communications has been applied to ToF range
cameras to resolve multi-path interference. The cross-correlation function is
dependent on the illumination and reference signals, by replacing the current
square wave with a binary sequence additional information is embedded in the
cross-correlation signal. By applying sparse deconvolution to the measured
cross-correlation the amplitude and distance of discrete propagation paths can
be resolved. However, when the propagation paths are separated by less than
half an ambiguity distance of the highest frequency in the cross-correlation,
sparse deconvolution fails to resolve the multi-path interference. The depth is
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quantized to the number of samples, therefore a large number of samples (raw
frames) are required: in the experimental results over 3000 raw frames were
collected. A number of successful examples of resolving multi-path interference
by imaging through translucent objects have been presented. The RMSE of
imaging a garden gnome through a translucent sheet decreased from 0.954 m
using AMCW to 0.145 m using coded ToF.
ToF range cameras are a multi-shot measurement device. Traditionally ToF
range cameras perform multiple measurements at different phase offsets of the
reference signal to estimate the phase and amplitude of the reflected light.
Sampling over multiple modulation frequencies enables resolution of multi-
path interference. Three sampling methods have been presented; sampling
over phase and frequency, just frequency, and sampling a chirp. Measurements
across frequency and phase produce complex data, while measurements across
just frequency produce real data. The depth is encoded by the spectrum of
the measured signal: longer distances produce a higher frequency. Different
propagation paths are encoded at different frequencies, and using frequency
estimation techniques the different path lengths can be separated. Harmonic
aliasing is also encoded as a higher frequency. The accuracy of the depth
measurement when sampling over just frequency is limited by the bandwidth
of frequencies sampled over. The resolution of propagation paths is robust
over half an ambiguity distance of the highest frequency measured. Sampling
over frequency and phase produces complex data, and with this data at least
five frequencies are required, with three phase steps per frequency a minimum
of 15 raw frames are required. Experimental results show a minimum of six
frequency steps are required for sampling over frequency alone. When imaging
a scene with a translucent sheet present the SFCW measurements have much
lower median error than the AMCW, and the spread in error as measured by
the interquartile range is reduced by a factor of 22.
A transform between a binary sequence and frequency sweep has been
shown. Measurements taken with one domain can be transformed to the al-
ternative domain. The multi-path interference restoration methods developed
for coded ToF and frequency sweeps have been applied to the same data and
yield the same results as demonstrated by a paired t-test that can not reject
the null hypothesis that the means are equal. The advantages of temporal
coding are reduced jitter, temperature stability and an extended linear oper-
ating region of the camera. The advantages of frequency coding are control of
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frequency selection and no unused spectrum. Temporal coding measurements
are more stable, while processing frequency coding requires fewer samples.
Direct and global separation has been applied to ToF range cameras to
resolve multi-path interference. Multi-path interference is described as the
sum of a direct return, which is the shortest path length, and a global return
which encompasses everything else. The direct and global separation tech-
niques were adapted to work on the complex data captured with ToF range
cameras and expanded to enhance the modulation and demodulation process
of ToF range imaging. In particular the projection of sinusoidal patterns mix
with the AMCW illumination signal, a sinusoidal, for a closed form solution to
multi-path interference in nine raw frames. The direct and global separation
assumes the global return is spatially smooth, therefore multi-path interfer-
ence caused by specular reflections and translucent sheets cannot currently be
resolved using this method. Using the direct and global separation the multi-
path interference caused by inter-reflection in a corner, sub-surface scattering
in fruit, and lens flare are all correctly recovered. The RMSE in the corner has
reduced from 0.0952 m when using full field illumination to 0.0153 m when
using checkerboard illumination patterns to 0.0112 m when using sinusoidal
illumination patterns. The albedo distance dependence is removed by direct
and global separation. The RMSE of imaging a checkerboard, that has a 90%
contrast between the dark and light regions, decreases from 6.2 mm using full
field illumination to 4.8 mm using sinusoidal illumination patterns. The direct
is statistically significantly different from the full field as tested by a paired
t-test between the two distance images.
Direct and global separation has been combined with coded ToF, and
demonstrated on a scene combining mixed pixels with a corner. The corner is
visually corrected and the number of mixed pixels is reduced by 90%.
9.1 Future Work
ToF range cameras are designed to operate at 30 fps of depth information,
minimising the number of samples is important to maintain these frame rates.
There is further research into minimising the number of raw frames required
for the presented techniques.
Measuring light interaction with materials and light propagation in a scene
is an area of research in computer graphics. Multi-path interference is a meas-
urement of light interaction with materials, and scene relighting and different
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light source wavelength measurements encode further information about light
propagation. Techniques from light field photography can be applied to add
angle information of the returning light. All this additional information can be
used for better understanding of light transport in complicated environments,
an active area of research in computer graphics.
Motion is a problem in ToF range cameras. The development of motion
correction algorithms for both radial and tangential motion that take advant-
age of ToF cameras unique properties is an area for future research.
Noise is a problem in all imaging systems, one of the issues glossed over in
the presented multi-path interference correction is the effect of noise. There
is further work to explore the performance of these methods in the presence
of noise. The SNR of ToF range cameras depends on the integration period,
optical power emitted, modulation contrast, photon shot noise, readout noise,
reset noise, and jitter. Optimizing variables for ideal noise performance is an
area for further research.
9.2 Outlook
ToF range cameras have improved significantly in the previous years. As the
bandwidth of ToF range cameras continue to improve then the presented meth-
ods for resolving multi-path interference will provide improved results. With
the increase in bandwidth and availability of cameras novel applications of ToF
technology will grow.
The major measurement errors in ToF range cameras, which are multi-path
interference, phase wrapping, and harmonic aliasing, now have viable solutions.
With the major sources of measurement errors resolved ToF range imaging
technology is more appealing against competing range imaging technology.
ToF range cameras can now be accurate, low cost, and miniature.
Appendices
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Appendix A
Alternative Sampling
Time-of-flight (ToF) range camera technology has applications outside of range
imaging. Three novel applications are demostrated in this chapter. This re-
search is not core to resolving multi-path interference, but was undertaken
during this research project therefore it is included as an appendix. A ToF
range camera is modified to operate in a mode anaglous to continuous wave
(CW) radar to measure velocity of objects by the doppler shift in the reflection.
The use of multiple light sources for colour range measurements and dynamic
relighting is explored. Finally ToF technology is used for fluorescence lifetime
imaging (FLI), exploring a low cost alternative to current FLI methods.
A.1 Continuous Wave Modulation
Continuous wave (CW) radars measure the velocity of objects by emitting a
continuous signal at a single frequency, normally in the MHz or GHz frequency
range. By mixing the reflected signal with the emitted signal the velocity of
target objects can be measured. CW radars have been employed since the
Second World War, and there is vast literature on their design and applications
(Charvat, 2014). With a coherent CW radar the phase of the reflected signal
encodes the distance travelled by
φ =
2pifod
c
, (A.1)
where fo is the frequency of the emitted signal. A moving object’s radial
distance (assuming no acceleration) with time is
d(t) = di + vt, (A.2)
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where di is the initial distance, and v is the velocity. The measured phase over
time is therefore
φ(t) =
2pifo(di + vt)
c
. (A.3)
The frequency shift in the returning signal encodes the velocity of the target
by
fd =
2cv
fo
, (A.4)
where fd is the frequency of φ(t). CW Radars are easy to manufacture and
accurately measure the velocity of objects and the CW operation results in
good SNR.
A.1.1 Time-of-Flight Continuous Wave Operation
The concept of CW radar can be applied to ToF range cameras. CW radars
emit RF spectrum and ToF cameras use visible spectrum. However the amp-
litude modulation of the ToF camera is in the RF frequency range, allowing
radar techniques to be applied. CW radar operation is applied to ToF range
cameras by keeping the phase offset, τ , constant. By substituting equation
A.2 into equation 2.1 the reflected light is described by
s(t) = a(t) sin
(
ωt+
2ω(vt+ di)
c
)
. (A.5)
The measured amplitude is a function of time because the amplitude depends
on distance, which is changing. The amplitude depends on distance, reflectivity
(Γ), and surface orientation is given by
a = Γ
n · l
d2
, (A.6)
where n is the surface normal, and l is a unit vector, which together describe
the surface orientation. Assuming the surface orientation stays constant during
the object’s motion, then the amplitude changes as
a(t) = Γ
n · l
(di + vt)2
. (A.7)
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The returning light is correlated with the reference signal g(t).
g(t) = sin(ωt), (A.8)
h =
∫ Tc
0
a(t)s(t)g(t)dt, (A.9)
where Tc is the integration period of the camera. The time an object takes
to travel one ambiguity interval (see equation 2.22) is Tv. In the case where
Tc << Tv then the correlation of s(t) with g(t) in equation A.9 does not
distort the doppler shift in the reflection. The correlation measurement over
time, with τ = 0, for a ToF camera is therefore
h(tq) = a(t) cos
(
2ω(vtq + di)
c
)
. (A.10)
The time, tq, in equation A.10 is quantized to Tc step sizes due to the integ-
ration period of the ToF range camera. The integration period of the camera
is the main difference between CW radar and the presented method. The
spectrum of h(tq) encodes the velocity of the object and its radiance. From
equation A.10 the higher the modulation frequency the better the resolution of
v due to more change in h(tq) for a smaller change in distance. Measuring at
a constant phase offset is analogous to CW doppler radar with the frequency
encoding the velocity. One difference is that with CW radar and CW ToF (as
we propose) is that in CW radar the change in amplitude is not an issue, but
it is significant in CW ToF.
A.1.2 Experimental Setup and Results
We capture data using a proprietary ToF range camera which has a maximum
modulation frequency of 150 MHz. We test the CW doppler velocimetry by
moving a flat white foam board under controlled conditions. The white foam
board is placed on a 3.0 m translation stage (Macron Dynamics Inc, Croydon,
PA, USA), and the translation stage is moved at varying velocities starting
at 0.1 m/s going up to 1.1 m/s in increment of 0.1 m/s. The ToF camera is
modulated at 150 MHz, with each raw frame having an integration period of
0.5 ms at a frame rate of 25 fps. The full field image results are calculated
from using a zero crossing detection algorithm.
The measurement of one pixel over time for different velocities of the
translation stage is plotted in figure A.1. The ambiguity distance with the
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Figure A.1: Measured data in time for an object moving 3 m away from the
camera at two different velocities on a translation stage.
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Figure A.2: Results of using time-of-flight range cameras in continuous wave
mode to measure velocity.
modulation frequency of 150 MHz is 1 m, therefore three oscillations are ob-
served, and the decay in amplitude is due to increase in distance. As ex-
pected the faster moving object’s signal contains a larger frequency. The es-
timated velocity and actual velocity is plotted in figure A.2. An F-test for
linearity between the object velocity and the measured velocity is significant
(F = 2893, ρ = 1.33 × 10−12) which supports the claim that the velocity es-
timation is accurate.
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Figure A.3: CW velocity measurement results of moving cardboard sheet at the
same distance away from the camera. In (a), (b), (c), and (d) the translation
stage is moving at 0.2 m/s, 0.4 m/s, 0.6 m/s and 0.8 m/s respectively. The
mean and standard deviation of the pixels in the compare regions are tabulated
in table A.1.
An example of the full field results are plotted in figures A.3 and A.4. In
figure A.3 the cardboard sheet is moving at different velocities, with the velo-
city image is taken when the cardboard sheet is the same distance away from
the camera. The mean and standard deviation of the region of pixels on the
moving cardboard is tabulated in table A.1. The mean is within one standard
deviation of the actual translation stage speed.
In figure A.4 the velocity measurement is plotted at different times when the
translation stage is moving at a velocity of 1.0 m/s. The velocity measurement
of the cardboard sheet is maintained over the two second measurement window.
The pixels on the edge of the cardboard sheet measure the velocity incorrectly
because the motion in this region is a combination of radial and transverse
motion due to the mixing of the foreground and background pixels.
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Table A.1: Comparison between translation stage velocity and the measured
for a region of 10878 pixels.
Translation Stage
Velocity m/s
Measured
Mean m/s
Measured σ
0.1 0.102 0.003
0.2 0.203 0.006
0.3 0.305 0.010
0.4 0.406 0.013
0.5 0.507 0.016
0.6 0.609 0.019
0.7 0.709 0.021
0.8 0.809 0.024
0.9 0.912 0.028
1.0 1.010 0.031
1.1 1.111 0.034
A.1.3 Discussion
Techniques from CW doppler radars have been applied to ToF range cameras
to measure velocity by the doppler shift of the reflected signal. Motion causes
measurement errors in ToF range cameras. With the presented technique the
motion can be measured and in some applications may be more informative
than the depth data. The results presented in figure A.2 and table A.1 strongly
indicate the velocity can be accurately measured with current ToF hardware.
The maximum measurable frequency is set by the integration period of the
pixel and its modulation frequency. With the current settings of an integration
period of 0.5 ms at a modulation frequency of 150 MHz the maximum velocity
measurable is 200 m/s. This is much faster than common applications of ToF
applications will encounter, such as computer human interaction. The frame
rate of 25 fps is limiting; the low frame rate is because the ToF camera is not
designed to operate in CW mode therefore can not operate at a higher frame
rate in CW mode. Frame rates of 120 fps are common in ToF cameras.
A.2 Multiple Light Sources
In this section the multiplexing of multiple light sources simultaneously using
ToF technology is explored. In conventional light source multiplexing each
light source is allocated a sequential time slot during the camera’s integration
period (Gu et al., 2011), as demonstrated in figure A.5. In communications
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Figure A.4: CW velocity measurements for an object moving 2 m at 1.0 m/s
on a translation stage. The time of (a), (b), (c), and (d) is 2.52 s, 3.02 s, 3.54 s,
and 4.52 s respectively.
this is called ‘time division’ multiplexing and it is one method of sharing a
communications channel. Motion causes issues for dynamic scenes as discrep-
ancies between each light source are created. With the additional information
embedded in a ToF range camera different channel multiplexing techniques
are explored. Using ToF technology three methods of operating multiple light
sources simultaneously are presented in this section. Multiplexing of multiple
light sources is used for dynamic scene relighting, and colour range imaging.
Previous work on using multiple light sources with ToF range cameras has
used sequential light multiplexing. Kim et al. (2014) used four light sources
to apply photometric stereo-based techniques to enhance the measured depth
images. Muttayane (2006) investigated using LEDs to perform colour range
imaging. True colour was unachievable due to missing visible light wavelengths
in the available LEDs. Both applications could benefit from higher frame rates
and fewer artefacts by simultaneously multiplexing the light sources.
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L1
L2
} Traditional Multiplexing
L1
L2
} ProposedMultiplexing
Figure A.5: Difference between traditional light multiplexing and proposed
multiplexing using ToF technology.
A.2.1 Theory
Multiplexing multiple light sources by modulating in frequency, phase, and
orthogonal spaces is presented. If each light source is modulated at frequencies
with a common integer divisor, then for Ξ light sources the reflected light is
the sum of all light sources
s(t) =
Ξ∑
ξ=1
aξ cos(ξωτ + φ). (A.11)
A binary sequence contains multiple modulation frequencies, as demonstrated
in chapter 6. By modulating the sensor with a binary sequence which con-
tains the same frequencies then each light source can be demultiplexed. The
reference binary sequence, g(t), can be represented by its Fourier components
g(t) =
Ξ∑
ξ=1
αξ cos(ξωτ), (A.12)
where α is the power of the ξth frequency of the DFT of the binary sequence.
The cross-correlation is then
h(τ) =
Ξ∑
ξ=1
αξaξ
2
cos(ξωτ + φ). (A.13)
If the Nyquist sampling criterion of N > 2Ξ is met, then the amplitude and
phase of each light source can be recovered by taking the DFT on the measured
cross-correlation. The spectrum of the binary sequence is not flat, therefore
the amplitude of each light source is adjusted, and this can be corrected with
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calibration. Many multi-path interference removal and phase unwrapping al-
gorithms use measurements taken at multiple modulation frequencies. By
multiplexing in frequency all the information is collected simultaneously and
further processing can be applied. Binary sequences spread the power across
multiple frequencies, with some power being spread into frequencies that are
below the noise floor, and this inefficiency is a disadvantage of frequency mul-
tiplexing light sources.
The next multiplexing technique is phase modulation. ToF range imaging
is a multi-shot measurement, and between each measurement the light source’s
phase is shifted. Typically four phase shifts are employed for depth measure-
ment (see chapter 2). Phase multiplexing is achieved by phase shifting each
light source at a different rate compared to each other. An example of this is
using four phase steps the first light sources samples, [0, pi/2, pi, 3pi/2], and the
second light source phase shifts at twice the rate resulting in, [0, pi, 0, pi], after
phase wrapping. If the rates are integer multipliers of ξ then the reflected light
is
s(t) =
Ξ∑
ξ=1
aξ sin(ωξt+ φ). (A.14)
The sensor modulation and measured cross-correlation is
g(t) = sin(ωt), (A.15)
h(τ) =
Ξ∑
ξ=1
aξ cos(ωξτ + φ). (A.16)
Phase encoding is similar to frequency encoding, as each light source shows up
as a different frequency in the measured correlation signal, but each light source
is amplitude modulated at the same frequency. Phase encoding is advantageous
because no power is wasted. An example of the measured correlation with three
light sources, phase shifted at different rates, is plotted in figure A.6.
The previous two multiplexing techniques employed the Fourier bases to
encode each light source. The sensor and each light source are modulated with
different binary sequences. By demodulating the measured correlation using
another appropriate transform (which we explain) each light source can be
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Figure A.6: Three light sources multiplexed using phase multiplexing. The
measured cross-correlation is a combination of all three channels (CH1, CH2,
and CH3), and is demultiplexed by the discrete Fourier transform.
demultiplexed. In matrix form the measured correlation vector h is
h = TLx, (A.17)
where x is the scene response, in this case the reflectance. The matrices L and
T are the Toeplitz matrices of the illumination and reference binary sequences.
Each light source has a unique binary sequence. To demodulate each light
source the inverse matrix, L−1, is chosen so that
L−1TL = I, (A.18)
L−1h = x. (A.19)
The selection of binary sequence for the light sources and sensor is critical.
Each light source has to be recoverable and its binary sequence’s Toeplitz
matrix must be invertible with sufficient rank. The limiting factor is that
only binary matrices are possible with the current hardware. An optimization
problem was solved to find usable sequences. With the presented method only
the amplitude of each light source is recoverable, and if a phase shift is present
then the current demodulation fails. Therefore only very slow modulation
frequencies are possible.
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(a) Left Source (b) Right Source (c) Photograph
Figure A.7: Light multiplexing of scene using two light sources. (a) is the
measured amplitude using the left light source, (b) is the measured amplitude
using the right light source and (c) is a photograph of the scene. The shadows,
specular highlights, and inter-reflections change with the light source.
Three methods have been presented to simultaneously multiplex multiple
light sources using ToF range camera technology. Multiplexing in phase is
the most efficient with no wasted power. Multiplexing in frequency allows
for measuring multiple light sources and frequencies, however some spectral
power is wasted. Multiplexing in orthogonal spaces using binary sequences
can measure amplitude but not phase and therefore is very limited.
A.2.2 Light Multiplexing
The interaction of light with objects is dependent on the incident angle of
light. The shadows and occlusions cast are dependent on the illumination
source’s location. Multiplexing multiple light sources allows for the different
interactions of light with the scene to be observed, with applications to dy-
namic relighting, photometric stereo, and further analysis of light transport
for computer graphics applications.
Figure A.7 is the result of measuring two light sources, one light source
located on the left and the other on the right. The specular highlights on the
vase and CD are highly dependent on the light sources’ locations.
The results of four light sources for dynamically relighting a scene is shown
in figure A.8. The shadows cast and specular highlights on the beer glass and
golden chalice depend on the light source location. The CD acts as a mirror.
When light sources L1 and L2 illuminate the CD, it reflects light onto the
playing card. When light sources L3 and L4 illuminate the playing card and
the mirror, the image of the playing card is visible in the CD. With four light
sources nine samples are required to recover each light sources amplitude and
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(a) Scene Photograph (b) Amplitude of all light sources
(d) Amplitude of L1 (e) Amplitude of L2
(f) Amplitude of L3 (g) Amplitude of L4
L1
L2
L3
L4
(c) Camera Setup
Figure A.8: Relighting of scene using four light sources. (a) is a photograph
of the scene, with (b) being the measured amplitude with all light sources
illuminating the scene. (c) is a diagram of the camera setup. The individual
measured amplitudes are in (d) to (g). The specular reflections and shadows
cast are highly light source dependent.
phase, and it is possible to acquire this data at 30 fps. The use of light field
photography, shape from shading, photometric stereo and other computational
imaging techniques can be used to extract more information from the scene.
A.2.3 Colour Time-of-Flight
ToF range cameras use an active light source to illuminate the scene and
measure the amplitude and phase of the reflected light. Hyperspectral imaging
measures the electromagnetic spectrum for each pixel and has applications
in agriculture, mineralogy, and food processing. By multiplexing multiple
light sources of different wavelengths a ToF camera can be transformed into a
hyperspectral imaging camera that measures both the amplitude and phase of
each light source’s wavelength (spectral bandwidth).
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(a) 405 nm Distance
(d) 660 nm Distance
(b) 405 nm Amplitude
(e) 660 nm Amplitude
(c) False Colour Image
(f) Scene Photograph
0.2
0.4
0.6
0.8
1.0
1.2
D
is
ta
nc
e 
[m
]
0.2
0.4
0.6
0.8
1.0
1.2
D
is
ta
nc
e 
[m
]
Figure A.9: Combined colour and depth time-of-flight range camera operation.
The violet (405 nm) light source distance and amplitude measurements are in
(a) and (b). The red (660 nm) light source distance and amplitude measure-
ments are in (d) and (e). The false colour image generated from (b) and (e) is
in (c), and the actual scene photograph in (f).
Colour range imaging was performed by illuminating the scene with 405nm,
532nm and 660nm wavelength laser diodes. The amplitude from each light
source determines the colour and the phase encodes the depth. An example of
phase and amplitude measurements with a 405 nm and 660 nm laser diodes
is in figure A.9. The scene photo does not include many depth clues while
the depth and colour response can be measured with a modified ToF range
camera.
Examples of real-time colour time of flight range imaging is shown in figure
A.10. The individual colour channels are measured and the combined result
allows for colour range imaging. The light sources are not collocated therefore
occlusions are present in the colour images causing the colour artifacts.
A.2.4 Discussion
More information than just relighting and colour could be computed from
the results as the interaction of light with the scene is angle and wavelength
dependent. It is expected that multiple light sources can be used to produce
a light field instead of multiple imaging sensors, and is advantageous as light
sources are cheaper than imaging sensors.
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(a) Red Channel (b) Green Channel (c) Violet Channel
(d) False Colour (e) Scene Photograph
Figure A.10: Real time colour measurement with time-of-flight range imaging
camera of a Rubik’s cube. The measured amplitude of each light source is in
(a) to (c). The combined colour image in (d) with a photograph of the scene
in (e).
There are a number of issues with the illumination of color ToF range
imaging. The laser diodes have a narrow wavelength emission. Previous work
on colour ToF range imaging using LEDs has shown gaps in the illuminating
wavelength (Muttayane, 2006). The produced colour images are only sensitive
to select wavelengths. A more pressing issue is that at 405nm a significant
number of objects fluoresce. The fluorescent life time of the sample will change
the measured returning phase. Currently no solid state green laser diode exists.
Green lasers are created from an IR source that is frequency doubled using
a crystal. The frequency doubler crystal makes green laser diodes unstable
if amplitude modulated, therefore limiting the modulation frequency to the
kilohertz range. The quantum efficiency of silicon is a function of wavelength,
with the efficiency decreasing above 450nm. The performance of the 405nm
light source is limited by the quantum efficiency of the silicon sensor.
The larger picture colour ToF imaging is the equivalent to hyperspectral
imaging where the amplitude and phase are measured. There are many ap-
plications of hyperspectral imaging from agriculture, eye care, food processing,
fluorescence lifetime imaging and mineralogy. Fluorescence lifetime imaging is
currently the application that benefits most from measuring both the phase
and amplitude. Other applications are possible and this advantage of phase
information is to be explored further.
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A.3 Fluorescence Life Time Imaging
Fluorescence is caused by an electron being excited into a higher energy state,
when the electron returns to the ground state a photon is emitted. The life-
time of a fluorophore is the average time between the excitation of an electron
and its return to the ground state. Fluorescence lifetime imaging (FLI) is an
imaging technique for measuring the lifetime of a fluorophore signal. FLI has
applications in biotechnology, flow cytometry, medical diagnostics, and DNA
sequencing to name a few. Currently two techniques are widespread in resolv-
ing the fluorescence lifetime, time domain and frequency domain methods. In
time domain measurements the sample is excited by a narrow pulse and the
sample intensity with time is measured. The lifetime, τ , is calculated from the
gradient of the decay (Lakowicz, 2006). In frequency domain measurements
the sample is excited by amplitude modulated light, the lifetime is encoded
as a phase shift in the amplitude modulation envelope (Lakowicz, 2006). The
lock-in pixels in ToF range cameras are designed to measure phase shifts in
amplitude modulation, making them ideal for FLI. In this section a ToF cam-
era is modified to measure the fluorescence life time of a sample. The issues
of obtaining an accurate lifetime measurement are explored.
A.3.1 Theory
In order for fluorophore to fluoresce it has to be excited, in our case we are using
an amplitude modulated light source. The use of amplitude modulated light
for frequency domain lifetime measurements is a well known technique and
described by Lakowicz (2006). The amplitude modulation of the excitement is
given by the ratio of the average intensity a and the peak to peak height b. The
modulation of the emission is defined by the same ratio of the average emission
intensity and peak to peak emission height. In fluorescence the modulation,
m, is defined as
m =
aB
Ab
. (A.20)
The phase, φ of the emitted light encodes the lifetime τφ by
τφ =
tan(φ)
ω
. (A.21)
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The modulation also encodes the fluorescence lifetime by
τφ =
1
ω
√
1
m2
− 1. (A.22)
The phase shift in a ToF range camera is the combination of the phase shift
from the lifetime and phase shift induced by the distance travelled
φ(ω) =
2ωd
c
+ tan−1(ωτ), (A.23)
where c is the speed of light. Both the distance and fluorescence lifetime are
unknown in equation A.23. The two unknown variables are estimated by taking
multiple measurements at different modulation frequencies and minimizing the
objective function
J(d, τ) = φˆ(ω)− 2ωd
c
− tan−1(ωτ), (A.24)
where φˆ(ω) is the phase measured by the ToF camera with each modulation
frequency. Measurements at multiple modulation frequencies are taken to allow
the objective function in equation A.24 to converge on the correct distance, d,
and lifetime, τ .
A.3.2 Experimental Setup
The sample is a glass slide which contains a dissolved CdS quantum dot sample,
which is dissolved in hexane and PMMA. The slide is tilted to stop specular
reflections off the glass slide and placed in front of a black non-fluorescing
cardboard sheet. The scene is illuminated by an amplitude modulated 405 nm
laser diode. A dielectric interference filter (cut-off wavelength of 450 nm)
is placed between the sample and ToF camera, the emitted photons from the
fluorophore have a longer wavelength than the incident photons. The dielectric
filter removes photons that come directly from the light source and contain no
information on the fluorescence lifetime. therefore the incident signal at the
camera is phase shifted due the lifetime and distance travelled. The difference
between the non-fluorescing background and quantum dot encodes the lifetime.
At 405 nm many objects fluoresce, including many optical elements. Special
optical elements are used in FLI imaging systems, but were not available for
this setup. We sweep the modulation frequency of the ToF camera from 1 MHz
up to 50 MHz in increments of 1 MHz to collect 50 samples to use in equation
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Figure A.11: (a) Experimental setup. A violet laser diode illuminates the scene
which excites a fluorescent quantum dot. (b) Sample phase measurement at
40 MHz with the quantum dot and background.
A.24. The ground truth is directly measured by a femtosecond laser. The
experimental setup is shown in figure A.11.
A.3.3 Results and Discussion
The results are plotted in figure A.12. The sample was measured with a
direct time of flight system to obtain the ground truth lifetime of 32 ns. The
ToF range camera measures the lifetime to be 32 ns, which is correct within
2 ns. The recovery time is limited by the bandwidth of modulation frequencies
of the ToF camera. The bandwidth of ToF range cameras is expected to
continue improving making them more ideal for FLI applications. They have
the advantages of being a full field imaging system and are low cost compared
to current FLI devices.
A.4 Conclusion
This chapter has explored three unique applications of ToF range camera tech-
nology. These are measuring radial velocity of objects, multiple light sources
for dynamic relighting and colour range imaging, and fluorescence lifetime
imaging (FLI). Imaging with multiple light sources at different wavelengths is
equivalent to hyperspectral imaging. An application where the phase and amp-
litude of multiple wavelengths contains useful information is FLI, as different
materials fluoresce at different wavelengths. As the bandwidth of ToF cameras
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c) 
Figure A.12: Lifetime recovery without a reference signal. (a) Numerical fitting
results compared to measured phase response of quantum dot pixel; a 30 ns
lifetime is recovered. (b) Difference between fluorescent pixel and background
with an inverse tangent (τ = 32 ns). (c) Time-resolved measurement of decay
provides independent verification of 32 ns lifetime.
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increases then the lifetime estimation and velocity measurements will both im-
prove. The use of multiple light sources has demonstrated basic applications
and further research could yield more interesting results. This chapter has
demonstrated that ToF camera and pixel technology has applications outside
of range imaging.

Appendix B
PMD19k Camera User Guide
The camera is designed around a pixel array sensor created by PMD techno-
logies, a time-of-flight camera manufacturer based in Germany. The sensor
is the PMD19k3 with a array size of 160 by 120 pixels. The camera design
is based off a reference design by Jongenelen Jongenelen (2011). The cam-
era composes of four printed circuit boards the names and functionally are
described in table B.1. An overview of the camera design is shown in figure
B.1.
A limited UDP stack is implemented on the FPGA for communication to
external devices. A Matlab API is developed for configuring and controlling
the camera. JTAG programming of the FPGA is provided through the USB
blaster port on the FPGA development board. The JTAG also privides limited
debugging from the Nios II processor.
Table B.1: Description of the PMD19k3 camera components.
Name Functionally
Illumination Provides a light source to the camera. A variety of light sources
are available. The light source is connected to the camera by a
SATA cable carried two LVDS pairs.
RedEye Interface PCB between the sensor, illumination, and FPGA
PCBs. Interfaces the modulation and readout to the sensor,
and reading of ADC values. LVDS from the FPGA is converted
to single ended.
FPGA The DE2-115 Cyclone IV development kit. The FPGA controls
the camera and communicates data though the ethernet port.
DLP The DMD based projector from Texas Instruments.
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Figure B.1: Main components of the PMD19k3 time-of-flight range camera.
Board Power Supply
Illumination 6V
RedEye 6V
FPGA Power Pack supplied
DLP Power Pack supplied
Table B.2: PMD19k3 time-of-flight range camera power supply requirements.
Table B.3: Short description of major FPGA components.
Name Description
PMD19k3 Interface Controls the readout of data from the camera.
Modulation Controller Sets the frequency phase and binary sequence of the
modulation signals.
UDP Packetizer Hardware UDP stack reads the ADC values and
forms UDP packets to transmit
Triple Speed Ethernet Hardware MAC the IP is provided by Altera.
Nios II Softcore microprocessor running software UDP stack.
B.0.1 Hardware
The camera consists of four individual PCBs, each with there own power sup-
ply. Table B.2 details the power supply requirements for each PCB.
B.0.2 FPGA Design
The major internal components of the FPGA are shown in Figure B.2. A short
description of each component is in table B.3.
The components are connected with the Avalon Interconnect allowing for
portability and reusability between design in Altera FPGAs using the Qsys
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PMD19K INTERFACE FIFO
JTAG
UDP PACKETIZER
ADCINTERFACE
NIOS II TRIPLE SPEED ETHERNET CONTROLLER
ETHERNET PHY
DEBUGGINGMODULATIONCONTROLLER
PLL
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SENSOR INTERFACE
SENSOR MOD
LIGHT MOD
Figure B.2: Internal components of the camera’s FPGA design
builder tool suit. The IP developed should be portable for other applications
and camera systems. Each IP block was designed in VHDL.
The TSE is designed for up to 1Gbps Ethernet conductivity. The readout
speed of the pixel data values is approximately 8MHz this produces 256Mbps
of data. Even with the UDP and Ethernet overheads the bottle neck is the
readout time of the sensor. The camera can only work on 1Gbps network links
due to a bug in the TSE configuration.
Register Map
The camera is configured by a number of register spaces that are interconnected
with Avalon Memory map. The Nios II microprocessor is the Avalon Memory
Master, the rest of the devices are slaves. The offset address of each space can
be located in the Qsys project file. The TSE register map is documented in
by Altera (2013b). The ADC register map is a direct interface to the internal
registers of the AD9826 and is documented by Analog Devices (2012). The
overview of the UDP Packetizer, PMD19k Modulation Control and PMD19k
Control is described in tables B.4 to B.6.
Offset Name R/W Description
0x0000 Frame Period R/W Sets the frame period in microseconds.
The frame period is the integration
time plus the readout time.
0x0001 Integration
Period Reques-
ted
R/W The integration time in microseconds
requested.
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0x0002 Integration
Period Actual
R The actual integration period in
microseconds.
0x0008 Frames per Out-
put Frame
R/W Unused
0x0011 FPB R/W Number of phase steps in a range
frame.
0x0018 Modulation
Type
R/W Controls the binary sequence used to
modulate the light source and sensor.
Four operating modes and each mode
can be static or dynamic. In dynamic
modes the PLL clocks phase offset is
updated each frame by the value in
the Step Size register. The operat-
ing modes are: 0: AMCW, 1: AMCW
Static, 2: PN, 3: PN Static, 4: BPSK,
5: BPSK Static, 6: Shift Register, 7:
Shift Register Static
0x0019 MOD Reset R/W Unused.
0x001D-
23
C0-C6 Start
Step
R/W The starting phase step of PLL clocks.
0x0024-
2A
C0-C6 Step Size R/W In non-static modulation modes these
registers set the increment in phase
steps of each PLL clock between
frames.
0x002B-
31
C0-C6 Step R/W In static modulation modes these re-
gisters set the phase step of each PLL
clock.
0x0032 Modulation
Duty Cycle
R/W Bits 0-6 are used as the rselodd bit
in the corresponded C0-C6 PLL recon-
figuration stream. Setting to ’1’ forces
50% duty cycle from PLL.
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0x0033 Frequency Re-
config Enable
R/W Sets the bypass bit of the PLL recon-
figuration stream. The 7 LSB bits cor-
respond to the bypass bit in the C0-
C6 PLL clocks. Setting the bit to 1
disables reconfiguration of the selected
clock.
0x0034 PLL Reconfig W Writing ’1’ to this register reconfigures
the modulation PLL. This bit is cleared
in hardware.
0x0035-
42
C0-C6 Hi and
Low PLL di-
viders
R/W The hi and low PLL counter set the
output frequency of each clock by di-
viding the PLL’s VCO frequency.
0x0043-
44
M Hi and Low R/W The M counter value used in setting the
PLL VCO frequency.
0x0045-
46
N Hi and N Low R/W Not yet implemented.
0x0047 M-sequence
Polynomial
R/W The primitive polynomial used to gen-
erate the maximum length sequences.
0x0048 Code Length R/W The length of the maximum length se-
quence as defined by 0x0047.
0x0049 Shift Length R/W The length of data in the modulation
shift register.
0x0100-
13F
Light Register R/W The initial values of the light shift
register.
0x0140-
17F
Sensor Register R/W The initial values of the sensor shift
register.
0x0180-
01BF
Spare Register R/W The initial values of the spare shift re-
gister.
Table B.5: Overview of PMD19k Modulation Controller
Register Space.
Offset Name R/W Description
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0x0 Reset R/W Bit 0: Reserved. Bit 1: Reset UDP
connection. Bit 2: Reserved. Bit 3:
Reset PMD19k3 interface.
0x1 Pause R/W Writing ’1’ to this register should
pause the camera operation. NEVER
TESTED.
0x2 FPGA Version R Register value is FPGA build version.
0x3 Nios Version R Register value is the Nios Software
build version.
0x4 Light Enable R/W Select which light outputs are active.
Table B.6: Overview of PMD19k Control Register Space
B.0.3 Nios II UDP Stack
The Nios II provides an interface between the Ethernet and the registers. UDP
packets can read or write registers. The format of the UDP packet is defined as:
R/W Register Space Offset Address Data
All the parts of the packet are represented by 32bit long unsigned integers.
The data part can be an array. The R/W word has three values, 0 is defines
a read, 1 is a write and 2 is a returning packet from the camera. The values
that the register space can have are defined in table B.7. The offset address
is the registers offset address as defined in the tables B.6 and B.4. The data
is a single 32bit value or an array of 32bit values. The UDP Stack allows for
changing global variables in the Nios II. The variables are accessed in the same
method as the FPGA registers space the equivalent register space is in table
B.8. It is possible to expand this to be able to call routines.
B.0.4 Known Issues
Below are a list of known bugs and issues with the camera and how to avoid
and correct them.
• During camera boot if the RedEye PCB is powered after the FPGA is
programmed the RedEye PCB draws a large amount of current until the
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Table B.4: Overview of UDP Packetizer Register Space.
Offset Name Description
0x00 Configure Bit 0 enables streaming of ADC values. Set-
ting bit 1 starts the computation of the IP
header checksum. This must be set before
valid packets can bet streamed or if any field
of the IP header changes. Bit 2 enables UDP
Packetizer debugging mode. Bits 0 and 2 are
never to both be set at the same time the
behavior is undefined.
0x01 MAC Dst Hi 32 MSB of the destination MAC address.
0x02 MAC Dst Low 16 LSB of the destination MAC address.
0x03 MAC Src Hi 32 MSB of the source MAC address.
0x04 MAC Src Low 16 LSB of the source MAC address.
0x05 IP Src Addr Camera IP address in network byte order.
0x06 IP Dst Addr Destination IP address in network byte or-
der.
0x07 UDP Dst Port UDP Destination port.
0x08 UDP Src Port UDP Source port.
0x09 Data Length Number of 32bit words of ADC data to trans-
mit per packet. Recommended to use 0x13F.
0x0A Current State Debugging register to read current state of
the UDP Packetizer.
0x0B Ready Counter Debugging register.
0x0C ADC Level Debugging register, contains the current level
of the data FIFO.
0x0D Dropped Counter Debugging register, records number of
dropped frames.
0x0E Dump level Debugging register.
0x0F Status Debugging register.
0x10 Abort level Debugging register.
0x011 End of Packet
Count
Debugging Register.
0x012 Stop of Packet
Count
Debugging Register.
0x013 Frame Count Debugging register, allows read access to the
frame count register.
0x014 Row Count Debugging register, allows read access to row
count register.
176 PMD19k Camera User Guide
Table B.7: Register space base address from Nios II UDP interface.
Register Space Address Register Space Name
0 Modulation Control
1 UDP Packetizer
2 Camera Control
3 ADC
4 Nios Variables
5 TSE
Offset Name R/W Description
0 Nios Source IP
Address
R/W The IP address used by the Nios II
UDP Stack.
1 Nios Destination
IP Address
R/W
2 Nios UDP
Source Port
R/W
3 Nios UDP Des-
tination Port
R/W
4 Nios Source
MAC Address
R/W Needs to be the same as the TSE source
MAC address for correct operation.
5 Nios Destination
MAC Address
R/W
6 Nios Reset Cam-
era
W
Table B.8: Nios II Global variables register space.
Nios II is programmed. To avoid the only power the RedEye PCB when
the FPGA is fully programmed.
• Sometimes every 3rd column of the readout is invalid. The fix is repro-
gramming the FPGA.
• Sometimes the columns are mixed during readout. The fix is to reset the
camera from Matlab.
• Sometimes the Ethernet fails on the camera. This has been observed to
correlate with higher temperatures. Cool down the FPGA.
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Function Description
PMD19kConfigADC(camera) Configure the ADC.
PMD19kConfigInterface(camera) Configure the PMD19k3 interface.
PMD19kConfigModulation(camera) Configure the modulation controller.
PMD19kConfigPLL(camera) Configure the modulation PLL.
PMD19kConfigUDP(camera) Configure the UDP Packetizer.
PMD19kResetCamera(camera) Reset the camera.
PMD19kSetLights(camera) Configure the lights
PMD19kConfigInterface ADCTesting
(camera)
Configure the ADC timing. Must call
during configuration of camera.
PMD19kResetInterface(camera) Reset the PMD19k3 interface.
pmd19k send packet
(camera.connection,pkt)
Send a command packet to the Nios II
processor.
pmd19k capture stream
(camera.stream con,camera)
Capture a stream of frames to disk.
Saves data contained in UDP packet to
disk.
pmd19k3 process capture
(inFile,outFile,maxFrames)
Process the captured in coming packets
on the UDP stream into raw frames.
Writes the raw frames to a binary file.
PMD19k3ProcessedToRawMean
(captureName)
Process the binary file containing raw
frames to matlab files.
Table B.9: Matlab top level API functions.
• The Nios II Ethernet and IP address are fixed. In theory they can be
reconfigured however this has bugs. The addresses have to be hard coded
at compile time.
B.0.5 Matlab API
The Matlab API interfaces to Mex function that use socket programming to
read and write UDP packets. All configuration functions are passed a structure
that contains the relevant information. This section over views the camera
configuration structure and functions.
The following table describes the variables in the camera structure used to
configure the camera.
Variable sub Description
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modType Modulation type. 0 for square wave
and 6 for binary sequence. Sets re-
gister 0x0018 in Modulation Control
registers.
integrationTime Integration time of raw frame in
microseconds.
frameTime Total frame time including readout
and integration time in microseconds.
If same as integrationTime than integ-
rationTime is automatically reduced.
pll dutyCycle Should set duty cycle bit of PLL. Does
not work.
freqReconfig
Enable
Sets the reconfigEnable of the corres-
ponding PLL counter. Only needed
when mhigh or nnigh are set to 0.
mhigh
mlow
nlow
nhigh
counters Vector of 14 elements. Contains [hi
low hi low] of the PLL down counters.
shiftRegisters sensorCode Binary sequence to be sent to the light
source.
lightCode Binary sequence to be sent to the
sensor.
spareCode
spareCode2
spareCode3
startStep Vector of 7 elements. Each element
the initial phase offset of each clock
output of the PLL.
staticStep Unused.
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nSteps Number of phase steps in each depth
frame.
stepSize Vector of 7 elements. Each element
is the phase step size between raw
frames.
adc gainLeft
gainRight
gainMid
offsetLeft
offsetRight
offsetMid
lights The light sources to enable.
light default Set the default state of each of the
light outputs. Currently set to 0.
light pllsel Set to 0.
connection camera ip String contains IP address of camera.
Must be set to ’192.168.202.5’ unless
changed in Nios II code.
src port The source port of the UDP connec-
tion to the Nios II. Must be set to 2223
unless changed in the Nios II code.
dst port The destination port of the UDP con-
nection to the Nios II. Must be set to
54155 unless changed in the Nios II
code.
stream con camera ip The IP address of the camera. Must
be set to ’192.168.202.5’.
src port The source port of the UDP stream
containing camera images. Must be
set to 2225.
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dst port The destination port of the UDP
stream containing camera images.
Must be set to 54156.
capture nFrames Total number of raw frames to
capture.
dumpFrames Number of frames to dump before
capturing.
pktDataSize Must set to hex2dec(‘13F’).
Table B.10: Internal variables in camera structure.
B.0.6 DMD API
The following functions are provided to configure the DLP projector from
Matlab. The function from Matlab is dmd displayStaticImage(imgFile).
Where imgFile is a string containing the file and location of the image wanting
to be displayed.
Warning: The DMD does not throw an error message to Matlab if it fails
to write the image to the projector. Make sure the correct image has been
displayed. Power cycle the projector if image writing fails.
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