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Abstract
The square-lattice eight-vertex model with vertex weights a, b, c, d obeying the
relation (a2 + ab)(b2 + ab) = (c2 + ab)(d2 + ab) and periodic boundary conditions is
considered. It is shown that the transfer matrix of the model for L = 2n+ 1 vertical
lines and periodic boundary conditions along the horizontal direction possesses the
doubly degenerate eigenvalue Θn = (a+ b)2n+1. This proves a conjecture by Stroganov
from 2001. The proof uses the supersymmetry of a related XYZ spin-chain Hamiltonian.
The eigenstates of the transfer matrix corresponding to Θn are shown to be the ground
states of the spin-chain Hamiltonian. Moreover, for positive vertex weights Θn is the
largest eigenvalue of the transfer matrix.
1 Introduction
In this article, we investigate the transfer-matrix of the eight-vertex model on the square
lattice with L vertical lines and periodic boundary conditions along the horizontal direc-
tion [1]. We focus on the case where the vertex weights a, b, c, d are non-zero and related by
(a2 + ab)(b2 + ab) = (c2 + ab)(d2 + ab). (1)
This special case of the eight-vertex model is known to be connected to a variety of topics
such as elliptic solutions to functional equations [2–4], families of special solutions to the
Painleve´ VI equation [5–10], supersymmetry [11–13] and combinatorics [14–16]. Because
of its relation to supersymmetry, we follow Rosengren [10] and call the eight-vertex model
with (1) the supersymmetric eight-vertex model.
Many of the results on the supersymmetric eight-vertex model rely on the existence of a
remarkably simple eigenvalue of its transfer matrix. In fact, Stroganov [17,18] conjectured
in 2001 that for odd L = 2n+ 1, n > 0, the spectrum of the transfer matrix contains the
doubly degenerate eigenvalue Θn = (a+ b)2n+1. We refer to [14] for a detailed description of
how this was motivated by Baxter’s work on the eight-vertex model. In the present article
we prove Stroganov’s conjecture for n > 1. (The case n = 0 is trivial.) To this end, we
utilise a well-known relation between the transfer matrix of the eight-vertex model and the
Hamiltonian of the XYZ spin chain. For L sites and periodic boundary conditions, the
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spin-chain Hamiltonian is given by
HXYZ = −12
L∑
j=1
Jxσ
x
j σ
x
j+1 + Jyσ
y
j σ
y
j+1 + Jzσzjσzj+1, σaL+1 = σa1 , a = x, y, z. (2)
Here, the σaj , a = x, y, z, are the standard Pauli matrices σa acting on the site j = 1, . . . , L.
The real constants Jx, Jy, Jz are the spin chain’s anisotropy parameters. For certain special
choices of these parameters, which we discuss later, the transfer matrix of the eight-vertex
model with generic weights commutes with the Hamiltonian [19–21]. They can therefore be
simultaneously diagonalised. For the supersymmetric eight-vertex model, whose weights are
related by (1), one such choice for the anisotropy parameters is given by
Jx = 1 + ζ, Jy = 1− ζ, Jz = 12(ζ
2 − 1), (3)
where
ζ = cd
ab
. (4)
The XYZ Hamiltonian with anisotropy parameters (3) possesses a lattice supersymmetry [12]:
Its restriction to a certain subsector of the spin-chain Hilbert space can be written, up to a
constant, as the anticommutator of a nilpotent operator and its adjoint. These operators
are called the supercharges. For odd L = 2n+ 1, n > 1, the supersymmetry implies that
there exists a two-dimensional space of special eigenstates of the Hamiltonian, the so-called
supersymmetry singlets [13]. We characterise this space and prove that it spans the space
of the spin-chain ground states. Furthermore, we show that it is equal to the eigenspace of
Θn. We summarise our main results in the following theorem:
Theorem 1.1. For each L = 2n + 1, n > 1, and non-zero vertex weights, the transfer
matrix of the supersymmetric eight-vertex model possesses the doubly degenerate eigenvalue
Θn = (a+ b)2n+1. Its eigenspace is spanned by the ground states of the XYZ Hamiltonian
(2) with L = 2n+ 1 sites and the anisotropy parameters (3) where ζ = cd/ab.
Moreover, we show that if the vertex weights are positive then Θn is the largest eigenvalue
of the transfer matrix.
An important ingredient of the proof of Theorem 1.1 is a commutation relation between
the transfer matrix and the supercharges. This relation was conjectured in [12]. Here, we
prove it by using a special property of the R-matrix of the supersymmetric eight-vertex
model. The observation of this property leads us to new insights about the relation between
lattice supersymmetry and quantum integrability.
The layout of this paper is as follows: In Section 2, we revisit the supersymmetry of the
XYZ Hamiltonian with periodic boundary conditions and the anisotropy parameters (3). In
particular, we reconsider and extend the proof of the existence of the supersymmetry singlets
of the spin-chain Hamiltonian. Furthermore, we show that they are indeed the ground
states of the XYZ Hamiltonian. We investigate the relation between the supercharges and
the transfer matrix of the periodic eight-vertex model in Section 3. We use this relation to
compute the action of the transfer-matrix on the space of supersymmetry singlets. This
allows us to prove Theorem 1.1. In Section 4, we present our conclusions and discuss some
open problems.
2
2 The XYZ spin chain and supersymmetry
In this section, we review the supersymmetry of the periodic XYZ spin chain with the
anisotropy parameters (3). We provide a short summary of basic notations and conventions
in Section 2.1. Furthermore, we recall a few elementary symmetries of the spin-chain
Hamiltonian. In Section 2.2 we recall the definition of the supercharges. We discuss the
existence of the supersymmetry singlets of the Hamiltonian in Section 2.3 by analysing
the (co)homology of the supercharges. In Section 2.4 we characterise the supersymmetry
singlets and prove that they span the space of the spin chain’s ground states.
The presentation here below is essentially self-contained. Many definitions and statements
that we use can be found in [12,13,22,23].
2.1 The XYZ Hamiltonian and its symmetries
Hilbert space. The XYZ spin chain, described by the Hamiltonian (2), is a model of
interacting spins 1/2. The Hilbert space of a single spin 1/2 is C2. We denote its canonical
basis by
|↑〉 =
(
1
0
)
, |↓〉 =
(
0
1
)
. (5)
The Hilbert space of the spin chain with L sites is given by V L = V1 ⊗ V2 ⊗ · · · ⊗ VL where
Vj = C2 is a local copy of the single-spin Hilbert space. The canonical orthonormal basis of
V L is given by the set of all states
|s1s2 · · · sL〉 = |s1〉 ⊗ |s2〉 ⊗ · · · ⊗ |sL〉, (6)
where each sj is either ↑ (spin up) or ↓ (spin down). Throughout this article, we use the
standard complex scalar product on V L. We write 〈ψ|ψ′〉 for the scalar product of two
states |ψ〉, |ψ′〉 ∈ V L, where 〈ψ| = |ψ〉†.
The spin operators on C2 are given by the standard Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (7)
We denote by σaj , a = x, y, z and j = 1, . . . , L, the matrix σa acting on the j-th factor of
the tensor product (6).
Symmetry operators. The XYZ Hamiltonian (2) is Hermitian and therefore diagonalis-
able. Below, we focus on certain special eigenstates. The analysis of these eigenstates uses
a few simple symmetries of the Hamiltonian that we discuss now.
We start this discussion by considering its invariance under translations. The translation
operator S acts on the basis of V L according to
S|s1 · · · sL−1sL〉 = |sLs1 · · · sL−1〉. (8)
The translation invariance of the Hamiltonian is expressed through the commutation relation
[HXYZ,S] = 0. (9)
The operator S is unitary. Therefore, it is diagonalisable. The Hilbert space V L is the direct
sum of the corresponding eigenspaces. In the following, we will be particularly interested in
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the eigenstates of S with eigenvalue (−1)L+1. We follow the terminology of [22] and call
them alternate-cyclic states. We denote by WL the corresponding eigenspace.
Furthermore, we note that the Hamiltonian preserves the spin parity:
[HXYZ,P] = 0, P = (−1)Lσz1σz2 · · ·σzL. (10)
Each basis state (6) is an eigenstate of the spin-parity operator P. The corresponding
eigenvalue is the parity of the number of spins up. The spin-parity invariance of the
Hamiltonian allows one to look for eigenstates of HXYZ in sectors where this parity is fixed
to +1 or −1.
Finally, the Hamiltonian is invariant under spin reversal:
[HXYZ,R] = 0, R = σx1σx2 · · ·σxL. (11)
The spin-parity and spin-reversal operators have the commutation relation RP = (−1)LPR.
In particular, they anticommute for odd L. This implies that each eigenvalue of HXYZ has
an even degeneracy for chains of odd length.
2.2 Lattice supersymmetry
From now on, we focus on the case where the anisotropy parameters are given by (3). For
this choice, the XYZ Hamiltonian possesses a lattice supersymmetry on the subspace of
alternate-cyclic states [12, 13]. The corresponding symmetry operators are the so-called
supercharge Q and its adjoint Q†.
Supercharges. The supercharge Q is constructed from an operator q that we call the
local supercharge. Its action on the basis states of the single-spin Hilbert space is given
by [12]
q|↑〉 = 0, q|↓〉 = |↑↑〉 − ζ|↓↓〉, (12)
where ζ is a real non-zero parameter.1 Using q, we define local operators q0, q1, . . . , qL that
map the Hilbert space of a chain of length L to the Hilbert space of a chain of length L+ 1.
For j = 1, . . . , L, we set
qj = 1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗ q⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
L−j
. (13a)
Furthermore, we define
q0 = S−1q1S = SqL. (13b)
The supercharge Q is a length-increasing operator2 that maps V L to V L+1 for each
L > 1. We define it through its action on the eigenspaces of the translation operator S in
V L. On the eigenspace of alternate-cyclic states WL, the supercharge acts as the alternating
sum
Q =
√
L
L+ 1
L∑
j=0
(−1)jqj . (14)
1 The value ζ = cd
ab
= 0 corresponds to the cases where c = 0 or d = 0, which we exclude.
2 In related works, such as [13,22], the supercharge is often denoted by QL. The subscript indicates that
it acts on V L. We omit these subscripts for the supercharge (and other operators) in order to keep the
notations as simple as possible. If necessary, we explicitly indicate which space Q acts on.
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On every other eigenspace of the translation operator we define the supercharge to be zero.
One checks [13] that the supercharge maps WL to WL+1.
We define the adjoint of the supercharge Q† by means of the scalar product of the
spin-chain Hilbert space. It satisfies
〈ψ|(Q†|φ〉) = 〈φ|(Q|ψ〉)∗ (15)
for all |φ〉 ∈ V L, |ψ〉 ∈ V L−1, L > 2. It follows from this definition that the action of the
adjoint supercharge on the eigenspaces of the translation operator S in V L is non-zero only
on WL. Furthermore, Q† maps WL to WL−1.
One can show that the supercharge and its adjoint are nilpotent operators:
Q2 = 0, (Q†)2 = 0. (16)
This means that the operators Q2 : V L → V L+2, L > 1, and (Q†)2 : V L → V L−2, L > 3,
yield zero on every state of V L. This is trivial on the subspace of V L spanned by the states
that are not alternate-cyclic. Conversely, on WL it can be shown [12] by using the definition
of the local supercharge (12).
Hamiltonian. The supercharge and its adjoint allow us to define a Hamiltonian
H = QQ† + Q†Q. (17)
This Hamiltonian is a length-preserving operator unlike Q and Q†. It follows from their
definition that the action of H yields zero on all eigenspaces of the translation operator
in V L that are not equal to the subspace of alternate-cyclic states WL. Conversely, the
restriction of H to WL is non-trivial [12]. Up to a multiple of the identity matrix it is equal
to the Hamiltonian of the XYZ spin chain (2) with special anisotropy parameters. Indeed,
we have
H = HXYZ − E0 on WL, (18)
provided that Jx, Jy, Jz are given by (3) and E0 is set to
E0 = −L4 (3 + ζ
2). (19)
The relation (18) between H and the XYZ Hamiltonian implies that H commutes with
the spin-parity and spin-reversal operators [H,P] = [H,R] = 0. Furthermore, it follows
from the nilpotency (16) of both Q and Q† that the following commutation relations hold:
HQ = QH, HQ† = Q†H. (20)
Hence the supercharges are symmetry operators: The Hamiltonian H is supersymmetric.
Since the Hamiltonians on the left- and right-hand sides of the equalities in (20) act on
the Hilbert spaces of spin chains whose length differs by one, this supersymmetry is called
dynamic. Because of (18) we conclude that the restriction of the XYZ Hamiltonian to WL
with the anisotropy parameters (3) has a dynamic lattice supersymmetry.
2.3 (Co)homology
The definition (17) implies that H is a Hermitian operator and can therefore be diagonalised.
Its eigenvalues are non-negative. If it possesses the eigenvalue E = 0, then the corresponding
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eigenstates are the ground states of this Hamiltonian. We call them supersymmetry singlets
or zero-energy states. They are the non-zero solutions of
Q|Ψ〉 = 0, Q†|Ψ〉 = 0. (21)
It follows from the definition of Q and Q† that these equations have many trivial solutions.
Indeed, all eigenstates of the translation operator S that are not alternate-cyclic are zero-
energy states. In the following, we focus on the alternate-cyclic zero-energy states. If
they exist, then they are the ground states of the XYZ Hamiltonian with the anisotropy
parameters (3), restricted to WL. The corresponding eigenvalue is E0 = −L(3 + ζ2)/4.
Proving the absence or the existence of alternate-cyclic zero-energy states is a non-trivial
problem except for a few special values of the parameter ζ. One such special value is ζ = 1,
where the Hamiltonian reduces to
H =
L∑
j=1
(1− σxj σxj+1) on WL. (22)
Its diagonalisation is elementary. It reveals that H possesses no alternate-cyclic zero-energy
states for even L = 2n. Conversely, for odd L = 2n+ 1, the subspace of zero-energy states
in WL is two-dimensional. One basis of this eigenspace is given by
|Φn〉 = 12(1 + P)
∑
s1=↑,↓
· · ·
∑
s2n+1=↑,↓
|s1 · · · s2n+1〉, (23a)
|Φ¯n〉 = 12(1− P)
∑
s1=↑,↓
· · ·
∑
s2n+1=↑,↓
|s1 · · · s2n+1〉. (23b)
These basis states have a definite spin parity and can be mapped onto each other through
spin reversal:
P|Φn〉 = |Φn〉, P|Φ¯n〉 = −|Φ¯n〉, R|Φn〉 = |Φ¯n〉. (24)
For generic values of ζ, the explicit diagonalisation of the Hamiltonian H is non-trivial.
Nonetheless, it is possible to prove the absence or the existence of alternate-cyclic zero-energy
states by means of the supersymmetry. A proof can be found in [13]. For completeness,
we revisit this proof and extend it here below. We start our discussion with the following
simple observation:
Lemma 2.1. A zero-energy state cannot be in the image of Q or Q†.
Proof. Let us prove that a zero-energy state cannot be in the image of Q. By contradiction,
we suppose that |Ψ〉 = Q|α〉 is a zero-energy state. From (21), we infer Q†Q|α〉 = Q†|Ψ〉 = 0.
We take the scalar product of this equality with |α〉 and find 〈α|Q†Q|α〉 = ||Q|α〉||2 = 0,
which implies |Ψ〉 = Q|α〉 = 0. This contradicts the definition of a zero-energy state, which
has to be non-zero, and therefore proves the claim.
The proof that a zero-energy state cannot be in the image of Q† is similar.
This lemma suggests that the space of zero-energy states could be related to the kernel
of Q or Q† modulo their respective images. This is indeed the case. To explain this relation,
we recall some facts from supersymmetric quantum mechanics [24,25] and (co)homology
theory [26,27].
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For each L > 2 the space of zero-energy states in WL is in bijection with the quotient
space
HL = ker{Q : W
L →WL+1}
im{Q : WL−1 →WL} . (25)
It is sometimes useful to define H1 = ker{Q : W 1 → W 2}. The direct sum ⊕∞L=1HL is
then called the cohomology of the supercharge. The elements of HL are equivalence classes.
Any such equivalence class can be represented by a state |Φ〉 ∈ ker{Q : WL → WL+1},
called a representative. Conversely, given a state |Φ〉 that is annihilated by the supercharge,
we denote by [|Φ〉] the corresponding equivalence class. Notice that [|Φ〉+ Q|Φ′〉] = [|Φ〉].
Hence, representatives are not unique. Furthermore, one can show [24] that if |Φ〉 is the
representative of a non-zero element of HL then there is a state |α〉 ∈WL−1 such that
|Ψ〉 = |Φ〉+ Q|α〉 (26)
is an alternate-cyclic zero-energy state. Conversely, each alternate-cyclic zero-energy state
|Ψ〉 can be decomposed as the sum (26) of a representative of a non-zero element of HL
and a state that is in the image of Q.
The (formal) symmetry of the Hamiltonian under the exchange of the supercharge and
its adjoint suggests that we could as well have considered
HL = ker{Q
† : WL →WL−1}
im{Q† : WL+1 →WL} (27)
for L > 2. Indeed, the space of alternate-cyclic zero-energy states is isomorphic to HL for
each L > 2, too. Furthermore, we define H1 = W 1/im{Q† : W 2 → W 1}. The direct sum⊕∞
L=1HL is called the homology of the adjoint supercharge. The elements of HL are also
equivalence classes. They can be represented by states |Φ′〉 ∈ ker{Q† : WL →WL−1}. As
above, we denote by [|Φ′〉] the equivalence class of such a state.3 One can show [24] that if
|Φ′〉 represents an non-zero element of HL then there is a state |β〉 ∈WL+1 such that
|Ψ〉 = |Φ′〉+ Q†|β〉 (28)
is an alternate-cyclic zero-energy state. Conversely, each alternate-cyclic zero-energy state
|Ψ〉 can be decomposed as the sum (28) of a representative of a non-zero element of HL
and a state that is in the image of Q†.
Conjugation. We conclude that to prove the (non-)existence of alternate-cyclic zero-
energy states of the Hamiltonian H for L sites, it is sufficient to find HL or HL. We now
compute these spaces for each L > 2. In order to stress their dependence on ζ, we write
HL = HL(ζ) and HL = HL(ζ).
Let us consider first the case where ζ = 1. The explicit diagonalisation of the Hamiltonian
shows that
H2n(ζ = 1) = 0, H2n+1(ζ = 1) = C[|Φn〉]⊕ C[|Φ¯n〉], (29a)
H2n(ζ = 1) = 0, H2n+1(ζ = 1) = C[|Φn〉]⊕ C[|Φ¯n〉], (29b)
for each n > 1 where |Φn〉, |Φ¯n〉 are the states defined in (23).
3We use the same notation for the equivalence classes of HL and HL.
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The corresponding results for generic values of ζ can be inferred from (29). To this end,
we introduce an operator m(λ) whose action on the basis states of the single-spin Hilbert
space is given by
m(λ)|↑〉 = λ|↑〉, m(λ)|↓〉 = λ2|↓〉. (30)
The operator m(λ) and the local supercharge q = q(ζ) satisfy the relation
(m(λ)⊗m(λ)) q(λ−2ζ) = q(ζ)m(λ). (31)
On V L, we define the operator M(λ) = m1(λ)m2(λ) · · ·mL(λ) where mj(λ) is m(λ) acting
on the j-th factor of the tensor product (6). M(λ) preserves WL and is invertible for λ 6= 0.
Let us write Q(ζ) and Q(ζ)† for the supercharge and its adjoint in order to stress their
dependence on the parameter ζ. It follows from (31) that
M(λ)Q(λ−2ζ) = Q(ζ)M(λ), (32a)
M(λ−1)Q(λ−2ζ)† = Q(ζ)†M(λ−1). (32b)
Hence, for non-zero λ one may relate the (adjoint) supercharges with parameters λ−2ζ and
ζ by conjugation with an invertible mapping. This conjugation property implies [24] that
the following mappings are bijections:
M](λ) : HL(λ−2ζ)→ HL(ζ), M](λ)[|Φ〉] = [M(λ)|Φ〉], (33a)
M](λ) : HL(λ−2ζ)→ HL(ζ), M](λ)[|Φ′〉] = [M(λ−1)|Φ′〉]. (33b)
The existence of these bijections was observed in [13]. It implies that dimHL(ζ) =
dimHL(λ−2ζ) and dimHL(ζ) = dimHL(λ−2ζ) for each L > 1. This allows one to compute
the dimension of the space of alternate-cyclic zero-energy states as a function of the number
of sites. Here, we extend the work of [13] and use the bijections to explicitly compute HL(ζ)
and HL(ζ) for non-zero ζ. For ζ > 0, we introduce the states
|Φn(ζ)〉 = ζ−(n+1)M(ζ1/2)|Φn〉, |Φ¯n(ζ)〉 = ζ−(n+1/2)M(ζ1/2)|Φ¯n〉. (34)
These states are polynomials in ζ. Furthermore, we infer from (32) that they satisfy
Q(ζ)|Φn(ζ)〉 = 0, Q(ζ)|Φ¯n(ζ)〉 = 0, (35a)
Q†(ζ)|Φn(ζ−1)〉 = 0, Q†(ζ)|Φ¯n(ζ−1)〉 = 0. (35b)
It follows from (33) that for ζ > 0 we have
H2n(ζ) = 0, H2n+1(ζ) = C[|Φn(ζ)〉]⊕ C[|Φ¯n(ζ)〉], (36a)
H2n(ζ) = 0, H2n+1(ζ) = C[|Φn(ζ−1)〉]⊕ C[|Φ¯n(ζ−1)〉]. (36b)
The polynomiality of the states defined in (34) allows us to extend these relations to generic
but non-zero values of ζ.
Our construction of HL(ζ) and HL(ζ) clearly fails if ζ = 0 (which is the reason for
requiring that ζ be non-zero). Indeed, in this case the conjugation relation (32) implies
that the supercharges commute with the operator M(λ) for any finite λ. However, the
commutation relation does not allow us to establish a relation between HL(ζ = 0) and
HL(ζ = 1), nor between HL(ζ = 0) and HL(ζ = 1).
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2.4 Zero-energy states
We now use (36) in order to characterise the space of alternate-cyclic zero-energy states of
the Hamiltonian H.
Theorem 2.2. For each n > 1, the Hamiltonian (17) with L = 2n does not possess alternate-
cyclic zero-energy states. If L = 2n+ 1, then the space of alternate-cyclic zero-energy states
is spanned by
|Ψn〉 = λn|Φn(ζ)〉+ Q|αn〉, |Ψ¯n〉 = λ¯n|Φ¯n(ζ)〉+ Q|α¯n〉, (37)
where |αn〉, |α¯n〉 ∈W 2n. The constants λn, λ¯n are non-zero and given by
λn =
1
4n 〈Φn(ζ
−1)|Ψn〉, λ¯n = 14n 〈Φ¯n(ζ
−1)|Ψ¯n〉. (38)
Proof. The absence and existence of the alternate-cyclic zero-energy states in W 2n and
W 2n+1, respectively, follow from (36). If L = 2n+ 1, then the decompositions (37) are a
consequence of (26).
The constants λn, λ¯n have to be non-zero because otherwise the zero-energy states would
be in the image of the supercharge, which is impossible because of Lemma 2.1. In order to
find λn we compute the scalar product
〈Φn(ζ−1)|Ψn〉 = λn〈Φn(ζ−1)|Φn(ζ)〉+ 〈Φn(ζ−1)|Q|αn〉. (39)
The first term on the right-hand side of this equality is 4nλn. The second term vanishes
because of (35). This leads to λn = 14n 〈Φn(ζ−1)|Ψn〉. The computation of λ¯n is similar.
Next, we show that for generic ζ the zero-energy states |Ψn〉 and |Ψ¯n〉 have the same
spin parity and transformation behaviour under spin reversal (24) as for ζ = 1.
Proposition 2.3. For each n > 1, the alternate-cyclic zero-energy states defined in (37)
satisfy
P|Ψn〉 = +|Ψn〉, P|Ψ¯n〉 = −|Ψ¯n〉. (40)
Furthermore, they can be normalised in such a way that R|Ψn〉 = |Ψ¯n〉.
Proof. First, we consider the action of the spin-parity operator on the zero-energy states.
To this end, we notice that this operator anticommutes with the supercharge
QP + PQ = 0. (41)
This follows from the definition of the local supercharge (12). We use this relation to show
that P|Ψn〉 = +|Ψn〉. A short calculation leads to
P|Ψn〉 − |Ψn〉 = −Q(P + 1)|αn〉, (42)
where we used that P|Φn(ζ)〉 = +|Φn(ζ)〉. Since the Hamiltonian H commutes with the
spin-parity operator P , the left-hand side of this equality, if non-zero, is a zero-energy state.
The right-hand side is in the image Q. Lemma 2.1 states that this is not possible. Hence,
both sides have to vanish. This leads to the desired result. The proof of P|Ψ¯n〉 = −|Ψ¯n〉 is
similar.
Second, the states |Ψn〉, |Ψ¯n〉 have thus opposite spin parity and span a two-dimensional
eigenspace of the Hamiltonian. The Hamiltonian commutes with the spin-reversal operator.
We conclude that R|Ψn〉 = ρn|Ψ¯n〉 and R|Ψ¯n〉 = ρ−1n |Ψ¯n〉 for a non-vanishing complex
number ρn. It can be set to one by adjusting the normalisation of the states.
9
Theorem 2.4. For each n > 1, the alternate-cyclic zero-energy states |Ψn〉 and |Ψ¯n〉 can
be written as
|Ψn〉 = µn|Φn(ζ−1)〉+ Q†|βn〉, |Ψ¯n〉 = µ¯n|Φ¯n(ζ−1)〉+ Q†|β¯n〉, (43)
where |βn〉, |β¯n〉 ∈W 2(n+1). The constants µn and µ¯n are non-zero and given by
µn =
1
4n 〈Φn(ζ)|Ψn〉, µ¯n =
1
4n 〈Φ¯n(ζ)|Ψ¯n〉. (44)
Proof. We focus on the state |Ψn〉. It follows from the decomposition (28) and from (36)
that there are constants µn, νn and a state |βn〉 ∈W 2(n+1) such that
|Ψn〉 = µn|Φn(ζ−1)〉+ νn|Φ¯n(ζ−1)〉+ Q†|βn〉. (45)
We act on both sides of this equality with the spin-parity operator and find
|Ψn〉 = µn|Φn(ζ−1)〉 − νn|Φ¯n(ζ−1)〉 −Q†P|βn〉. (46)
The difference of these two equalities leads to
2νn|Φ¯n(ζ−1)〉 = −Q†(1 + P)|βn〉. (47)
We take the scalar product of both sides of this equality with |Φ¯n(ζ)〉. The scalar product
with the right-hand side vanishes because of (35). On the left-hand side, we find 22n+1νn
and therefore have νn = 0. Finally, we determine the value of µn by taking the scalar
product of both sides of (45) with |Φn(ζ)〉.
The reasoning for |Ψ¯n〉 is similar.
The decomposition of a zero-energy state as the sum of a representative and a state in
the image of the supercharge is not unique. We now determine an alternative decomposition
for |Ψ¯n〉, which will be useful in Section 3.
Proposition 2.5. For each n > 1, the state |Ψ¯n〉 can be written
|Ψ¯n〉 = νn|↑ · · · ↑〉+ Q|γn〉 (48)
for some state |γn〉 ∈W 2n. The constant νn is non-zero and given by νn = 〈Φ¯n(ζ−1)|Ψ¯n〉.
Proof. We show that for each n > 1 there is a linear combination of |↑ · · · ↑〉 ∈W 2n+1 and
|Φn(ζ)〉 that is in the image of the supercharge.
To see this, we notice that for each n > 1 the state |↑ · · · ↑〉 ∈W 2n+1 is annihilated by
Q. This can be seen from the definition of the local supercharge (12). It follows from (36)
that there are constants ηn, η¯n and a state |δn〉 ∈W 2n such that
|↑ · · · ↑〉 = ηn|Φn(ζ)〉+ η¯n|Φ¯n(ζ)〉+ Q|δn〉. (49)
We act on both sides of this equality with the spin-parity operator P, which leads to
−|↑ · · · ↑〉 = ηn|Φn(ζ)〉 − η¯n|Φ¯n(ζ)〉 −QP|δn〉. (50)
We take the sum of (49) and (50) and find
2ηn|Φn(ζ)〉+ Q(1− P)|δn〉 = 0. (51)
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The projection of this equality onto the state |Φn(ζ−1)〉 leads to ηn = 0 (and therefore
Q(1− P)|δn〉 = 0). Hence (49) becomes
|↑ · · · ↑〉 = η¯n|Φ¯n(ζ)〉+ Q|δn〉. (52)
We take the scalar product of both sides of this equality with |Φ¯n(ζ−1)〉 and find η¯n = 14n .
Finally, we combine this result with (37) and find
|Ψ¯n〉 = 4nλ¯n|↑ · · · ↑〉+ Q(|α¯n〉 − 4nλ¯n|δn〉). (53)
This leads to (48) with νn = 4nλ¯n = 〈Φ¯n(ζ−1)|Ψ¯n(ζ)〉 and |γn〉 = |α¯n〉 − 4nλ¯n|δn〉.
As was pointed out above, the states |Ψn〉 and |Ψ¯n〉 span the space of the ground states
of HXYZ with L = 2n+ 1 sites and the anisotropy parameters (3), restricted to W 2n+1. The
next theorem shows that they are in fact the ground states on the full Hilbert space V 2n+1.
This follows from a generalisation of a classical result [28] by Yang and Yang on the ground
state of the XXZ chain and an argument by Yang and Fendley [29].
Theorem 2.6. For each L = 2n+ 1, n > 1, and non-zero ζ the states |Ψn〉 and |Ψ¯n〉 span
the space of the ground states of HXYZ with the anisotropy parameters defined in (3). The
corresponding ground-state eigenvalue is E0 = −(2n+ 1)(3 + ζ2)/4.
Proof. We divide the proof into four steps.
First, we notice that it is sufficient to prove the statement for ζ > 0. The reason is that
the Hamiltonians for ζ > 0 and ζ < 0 can be related by a unitary transformation. Indeed,
writing HXYZ = HXYZ(ζ), we have
HXYZ(−ζ) =M(i)HXYZ(ζ)M(i)† (54)
whereM(i) is the operator introduced in Section 2.3. Furthermore, let us write |Ψn(ζ)〉 and
|Ψ¯n(ζ)〉 for the alternate-cyclic zero-energy states. Using Theorem 2.2 and Proposition 2.3
one can show that M(i)|Ψn(ζ)〉 = γn|Ψn(−ζ)〉 and M(i)|Ψ¯n(ζ)〉 = γ¯n|Ψ¯n(−ζ)〉 where
γn, γ¯n are non-zero complex numbers. Hence, if |Ψn(ζ)〉 and |Ψ¯n(ζ)〉 span the space of the
ground states of HXYZ(ζ), then |Ψn(−ζ)〉 and |Ψ¯n(−ζ)〉 will span the space of ground states
of HXYZ(−ζ) as well.
Second, for ζ > 0 the off-diagonal entries of HXYZ are zero or negative. Hence, there is
a constant λ such that λ −HXYZ is a non-negative matrix with positive diagonal entries.
We consider the restriction H± of λ−HXYZ to the eigenspace of the spin-parity operator P
associated to the eigenvalue ±1. The matrix H± is Hermitian and thus has real eigenvalues.
Furthermore, the repeated action of H± on any basis state |s1s2 · · · sL〉 with spin parity ±1
leads to linear combinations of basis states that have the same spin parity. The coefficients
of these linear combinations are positive. Any other basis state |s′1s′2 · · · s′L〉 with this spin
parity can be found in one of these linear combinations. Following [28], we conclude that
there exists an integer m > 1 such that Hm± is a positive matrix. Hence, H± is irreducible
and non-negative [30]. We may thus apply the Perron-Frobenius theorem for irreducible
non-negative matrices. It implies that the largest eigenvalue λ± of H± is non-degenerate.
Furthermore, there is a unique state |Ψ±〉 with positive components and norm one such
that
H±|Ψ±〉 = λ±|Ψ±〉. (55)
Considered as a vector of V 2n+1, |Ψ±〉 has non-negative components. It spans the one-
dimensional space of the ground states of HXYZ in the subsector where the spin parity is
fixed to ±1.
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Third, following [29] we prove that |Ψ±〉 is invariant under translations. Indeed, because
of [HXYZ,S] = 0 and [P,S] = 0, we have
S|Ψ±〉 = t±|Ψ±〉, with t2n+1± = 1. (56)
We now take the complex conjugate of this equation. Since the components of |Ψ±〉 are
real, we immediately find t¯± = t−1± = t± and therefore t± = 1. The state |Ψ±〉 is therefore
alternate-cyclic.
Finally, it follows from Theorem 2.2 and Proposition 2.3 that |Ψ+〉 and |Ψ−〉 are
proportional to |Ψn〉 and |Ψ¯n〉, respectively. The ground-state eigenvalue follows from (18)
and therefore is doubly degenerate.
3 The transfer-matrix eigenvalue
In this section, we prove Theorem 1.1. In Section 3.1, we briefly review the definition
and a few properties of the transfer matrix of the eight-vertex model. This is followed by
a sequence of intermediate results for the supersymmetric eight-vertex model which we
need for the proof of our main result. In Proposition 3.1, we show that the eigenstates
corresponding to Θn = (a+ b)2n+1 are necessarily alternate-cyclic zero-energy states of the
Hamiltonian H. In Section 3.2, we prove Proposition 3.3 which establishes a commutation
relation between the supercharge and the transfer matrix of the supersymmetric eight-
vertex model. Furthermore, we show in Proposition 3.4 that the commutation relation
can be used to greatly simplify the computation of the action of the transfer matrix on
the space of alternate-cyclic zero-energy states, even without the explicit knowledge of
the states’ components. The actual computation is done in Section 3.3. In particular, in
Proposition 3.5 we reduce the evaluation of the transfer-matrix eigenvalues on this subspace
to a combinatorial problem. Eventually, the proof of our main theorem amounts to a
combination of these propositions.
3.1 The transfer matrix of the eight-vertex model
The R-matrix of the eight-vertex model is an operator R : C2 ⊗ C2 → C2 ⊗ C2. In the
standard basis |↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉 of C2 ⊗ C2 it reads
R =

a 0 0 d
0 b c 0
0 c b 0
d 0 0 a
 . (57)
The transfer matrix of the eight-vertex model on the square lattice with L vertical lines with
periodic boundary conditions along the horizontal direction is an operator T : V L → V L,
defined as
T = tr0 (R0LR0L−1 · · ·R01) . (58)
Here Rij is the R-matrix acting non-trivially only the factors Vi and Vj in the product
space V0 ⊗ V L = V0 ⊗ V1 ⊗ · · · ⊗ VL. The trace is taken over the space V0. The transfer
matrix is invariant under translations, spin reversal and preserves the spin parity [1]. This
is expressed by the following commutation relations
[T ,S] = [T ,R] = [T ,P] = 0. (59)
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Furthermore, one can show [1] that T commutes with its transpose [T , T t] = 0. Hence it is
a normal matrix and therefore diagonalisable by means of a unitary transformation.
To investigate in more detail the properties of the transfer matrix, it is often convenient
to write the vertex weights of the model in terms of Jacobi theta functions [31]:
a(u) = ρϑ4(2η, p2)ϑ1(u+ 2η, p2)ϑ4(u, p2), (60a)
b(u) = ρϑ4(2η, p2)ϑ4(u+ 2η, p2)ϑ1(u, p2), (60b)
c(u) = ρϑ1(2η, p2)ϑ4(u+ 2η, p2)ϑ4(u, p2), (60c)
d(u) = ρϑ1(2η, p2)ϑ1(u+ 2η, p2)ϑ1(u, p2). (60d)
Here, ρ is a normalisation constant, η the so-called crossing parameter, p the elliptic nome
and u the spectral parameter. With this parameterisation, the R-matrix R = R(u) satisfies
the Yang-Baxter equation: R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v) for all u, v.
It follows from the Yang-Baxter equation that transfer matrices with different spectral
parameters commute [1, 32]: Writing T = T (u), we have
[T (u), T (v)] = 0, for all u, v. (61)
Hence, T (u) possesses an eigenbasis that is independent of the spectral parameter u.
The commutation relation (61) implies that the transfer matrix T (u) commutes with
the Hamiltonian HXYZ of the XYZ spin chain with certain anisotropy parameters [19,20,32].
Indeed, a standard calculation leads to
T (0) = a(0)LS, T (0)−1T ′(0) = L(a
′(0) + c′(0))
2a(0) −
b′(0)
a(0)HXYZ. (62)
Here, the anisotropy parameters of the spin-chain Hamiltonian are given by
Jx = 1 +
d′(0)
b′(0) , Jy = 1−
d′(0)
b′(0) , Jz =
a′(0)− c′(0)
b′(0) . (63)
Using (60) (and a few identities between the Jacobi theta functions [31]) one finds Jx = 1+ζ
and Jy = 1− ζ with
ζ =
(
ϑ1(2η, p2)
ϑ4(2η, p2)
)2
= c(u)d(u)
a(u)b(u) , (64)
and
Jz =
ϑ2(2η, p2)ϑ3(2η, p2)ϑ4(0, p2)2
ϑ2(0, p2)ϑ3(0, p2)ϑ4(2η, p2)2
= a(u)
2 + b(u)2 − c(u)2 − d(u)2
2a(u)b(u) . (65)
It follows from (61) that [T (u), HXYZ] = 0 for these anisotropy parameters. Hence the
transfer matrix and the Hamiltonian can be simultaneously diagonalised.
From now on, we consider the case where the anisotropy parameters of the XYZ chain
are parameterised according to (3). It follows from (64) and (65) that this parameterisation
is equivalent to the relation (1), which defines the supersymmetric eight-vertex model.
(Furthermore, it corresponds to the value η = pi/3 of the crossing parameter.)
Our goal is to prove Theorem 1.1 about the existence of a special transfer-matrix
eigenvalue in this case. In the next proposition, we show that if the corresponding eigenvalue
problem possesses non-zero solutions then they are necessarily alternate-cyclic zero-energy
states of the Hamiltonian H.
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Proposition 3.1. Let n > 1 and suppose that |Ψ〉 ∈ V 2n+1 is a non-zero solution of the
eigenvalue equation
T |Ψ〉 = (a+ b)2n+1|Ψ〉, (66)
then we have
S|Ψ〉 = |Ψ〉, HXYZ|Ψ〉 = E0|Ψ〉 (67)
with E0 = −(2n+ 1)(3 + ζ2)/4 where ζ = cd/ab.
Proof. We use the parameterisation (60) and thus consider the eigenvalue problem
T (u)|Ψ〉 = (a(u) + b(u))2n+1|Ψ〉 (68)
for fixed n > 1. Let us suppose that this equation has a non-zero solution |Ψ〉 ∈ V 2n+1.
Because of (61) we may suppose without loss of generality that it is independent of the
spectral parameter u. For u = 0, we have T (0)|Ψ〉 = a(0)2n+1|Ψ〉 with a(0) 6= 0. It follows
from (62) that S|Ψ〉 = |Ψ〉. Next, we differentiate both sides of (68) with respect to u and
set u = 0. Using (62) we obtain
HXYZ|Ψ〉 = −(2n+ 1)
(
1 + a
′(0)− c′(0)
2b′(0)
)
|Ψ〉. (69)
On the right-hand side, we recognise the expression of Jz given in (63). Since Jz = (ζ2−1)/2
we find HXYZ|Ψ〉 = E0|Ψ〉.
3.2 Transfer matrix and supersymmetry
It was conjectured in [12] that the transfer matrix of the supersymmetric eight-vertex model
and the supercharges of the XYZ Hamiltonian with ζ = cd/ab have a simple commutation
relation. Here, we prove this conjecture. The proof relies on a relation between the R-matrix
of the supersymmetric eight-vertex model and the local supercharge and therefore sheds
some light on the connection between integrability and supersymmetry. We refer to [33] for
a recent investigation of this connection in the case of the six-vertex model.
We introduce an operator A : C2 → C2⊗C2. Its action on the basis states |↑〉 and |↓〉 is
A|↑〉 = d
(
− c
a
|↑↓〉+ |↓↑〉
)
, A|↓〉 = c
(
|↑↑〉 − d
b
|↓↓〉
)
. (70)
On V0 ⊗ V L, we define
A10 = A⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
L
, A20 = SA10S−1. (71)
Here and in the following, the translation operator leaves V0 unchanged and only acts on
V L. The operators A10 and A20 allow us to establish a relation between the R-matrix of the
eight-vertex model and the local supercharge whose proof is a straightforward computation.
Lemma 3.2. We have the equality
R02R01q1 + (a+ b)q1R01 = A20R01 +R02A10 (72)
if and only if the relations (1) hold.
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By means of this lemma, we prove the following commutation relation between the
supercharge and the transfer matrix of the eight-vertex model:
Proposition 3.3. The transfer matrix of the supersymmetric eight-vertex model obeys the
commutation relation
T Q + (a+ b)QT = 0 (73)
on V L for each L > 1.
Proof. We notice that this relation trivially holds on any eigenspace of the translation
operator that is not equal to the space of alternate-cyclic states.
It is therefore sufficient to prove the relation on WL. To this end, we multiply the
relation (72) on the left by the product of R-matrices R0L+1 · · ·R03 and take the trace over
the space V0. Using the identity R0jq1 = q1R0j−1 for each j = 3, . . . , L+ 1, we obtain
T q1 + (a+ b)q1T = tr0
(
R0L+1 · · ·R03A20R01
)
+ tr0
(
R0L+1 · · ·R03R02A10
)
. (74)
We define the operator A : V L → V L+1 as
A = tr0
(
R0L+1 · · ·R03R02A10
)
, (75)
and rewrite (74) in terms of A and the translation operator S. Using the relation SA10S−1 =
A20 and the cyclic property of the trace operation, we find
T q1 + (a+ b)q1T = SAS−1 +A. (76)
By conjugation with Sj−1 this equality generalises to
T qj + (a+ b)qjT = SjAS−j + Sj−1AS−(j−1), j = 0, . . . , L. (77)
Here, we used (13) and the commutation relation (59) between the transfer matrix and the
translation operator. We take an alternating sum of these equalities and obtain
T
 L∑
j=0
(−1)jqj
+ (a+ b)
 L∑
j=0
(−1)jqj
 T = (−1)LSLAS−L + S−1AS. (78)
The expression on the right-hand side can be simplified. Indeed, we have SL = 1 on V L and
SL+1 = 1 on V L+1. Hence, we obtain SLAS−L = S−1SL+1AS−L = S−1A. We thus find
T
 L∑
j=0
(−1)jqj
+ (a+ b)
 L∑
j=0
(−1)jqj
 T = S−1A ((−1)L + S) . (79)
On WL the left-hand side is, up to a factor, equal to T Q+ (a+ b)QT . The right-hand side
vanishes on WL. This proves that the commutation relation (73) holds on the subspace of
alternate-cyclic states.
Next, we consider operators that have a commutation relation similar to (73) with
the supercharge. We show that the evaluation of their expectation values with respect
to the alternate-cyclic zero-energy states can be reduced to matrix elements between the
corresponding (co)homology representatives [25].
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Proposition 3.4. Let A be an operator that maps V L to V L for each L > 2 and commutes
with the supercharge according to
AQ = λQA, (80)
where λ is a non-zero complex number. Furthermore, let |Ψ〉 ∈ WL be a zero-energy
state whose decompositions (26) and (28) are |Ψ〉 = |Φ〉 + Q|α〉 and |Ψ〉 = |Φ′〉 + Q†|β〉,
respectively. Then we have
〈Ψ|A|Ψ〉 = 〈Φ′|A|Φ〉. (81)
Proof. The proof consists of a straightforward computation. First, we use (28) to write
〈Ψ|A|Ψ〉 = 〈Φ′|A|Ψ〉+ (〈β|Q)A|Ψ〉 = 〈Φ′|A|Ψ〉+ λ−1〈β|A(Q|Ψ〉). (82)
Because of (21) the last term on the right-hand side vanishes.
Second, with the help of (26) we find
〈Ψ|A|Ψ〉 = 〈Φ′|A|Ψ〉 = 〈Φ′|A|Φ〉+ 〈Φ′|A(Q|α〉) = 〈Φ′|A|Φ〉+ λ(〈Φ′|Q)A|α〉. (83)
Because of Q†|Φ′〉 = 0, we conclude that the second term on the right-hand side equals zero.
This leads to (81).
3.3 The eigenvalue computation
We now compute the action of the transfer matrix T on the space of alternate-cyclic
zero-energy states. Since [T , HXYZ] = [T , H] = 0, this space is stable under the action of T .
Hence, we may deduce its action from the evaluation of the matrix elements of T between
the states |Ψn〉 and |Ψ¯n〉. From Proposition 2.3 and (59) we infer that
〈Ψn|T |Ψ¯n〉 = 〈Ψ¯n|T |Ψn〉 = 0. (84)
It immediately follows that both |Ψn〉 and |Ψ¯n〉 are eigenstates of the transfer matrix. To
find the corresponding eigenvalues, we consider the diagonal matrix elements
Θn =
〈Ψ¯n|T |Ψ¯n〉
〈Ψ¯n|Ψ¯n〉
= 〈Ψn|T |Ψn〉〈Ψn|Ψn〉 . (85)
Here, the equality of the matrix elements for |Ψn〉 and |Ψ¯n〉 is again a consequence of
Proposition 2.3 and (59). For a + b 6= 0, we apply Proposition 3.4 and reduce the ma-
trix element for |Ψ¯n〉 to a matrix element between representatives. Using Theorem 2.4
and Proposition 2.5, we obtain the equality
Θn = 〈Φ¯n(ζ−1)|T |↑ · · · ↑〉, (86)
where |Φ¯n(ζ)〉 is the state defined in (34). The case where a+ b = 0 can be treated as a
suitable limit of this result. The resulting matrix element can be explicitly computed:
Proposition 3.5. For each n > 1, we have Θn = (a+ b)2n+1.
Proof. We write |Φ¯n(ζ−1)〉 as a linear combination of the canonical basis states (6). To this
end, we introduce the notation
||x1, . . . , xk〉〉 = |↑ · · · ↑ ↓
x1
↑ · · · ↑ ↓
x2
↑ · · ·
...
↑ ↓
xk
↑ · · · ↑〉, (87)
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where k = 1, . . . , L. Using (34), we find
|Φ¯n(ζ−1)〉 = |↑ · · · ↑〉+
n∑
m=1
ζ−m
∑
16x1<···<x2m62n+1
||x1, . . . , x2m〉〉. (88)
Hence, we obtain
Θn = 〈↑ · · · ↑|T |↑ · · · ↑〉+
n∑
m=1
ζ−m
∑
16x1<···<x2m62n+1
〈〈x1, . . . , x2m||T |↑ · · · ↑〉. (89)
The matrix elements on the right-hand side of this equality are readily evaluated. We
have
〈↑ · · · ↑|T |↑ · · · ↑〉 = a2n+1 + b2n+1. (90a)
Furthermore, for m = 1, . . . , n we obtain
〈〈x1, . . . , x2m||T |↑ · · · ↑〉 = ζm (α(x1, . . . , x2m) + δ(x1, . . . , x2m)) , (90b)
with
α(x1, . . . , x2m) = ax2−x1bx3−x2 · · · ax2m−x2m−1b2n+1−(x2m−x1), (90c)
δ(x1, . . . , x2m) = bx2−x1ax3−x2 · · · bx2m−x2m−1a2n+1−(x2m−x1). (90d)
We substitute these expressions into (89) and find
Θn = a2n+1 + b2n+1 +
n∑
m=1
∑
16x1<···<x2m62n+1
(α(x1, . . . , x2m) + δ(x1, . . . , x2m)). (91)
The evaluation of this sum reduces to a combinatorial problem. To see this, we consider
the set of all words γ = (γ1, . . . , γ2n+1) of length 2n+ 1 with letters γj ∈ {a, b}. We assign
a weight ω(γ) = γ1γ2 · · · γ2n+1 to each word γ. Two simple examples are γ = (a, a, . . . , a)
and γ = (b, b, . . . , b) whose weights are ω(γ) = a2n+1 and ω(γ) = b2n+1, respectively. Every
other word contains both letters a and b. For each such word there is an integer m = 1, . . . , n
and a sequence of integers 1 6 x1 < x2 < · · · < x2m 6 2n+ 1 such that either
γ = (b, . . . , b, a
x1
, . . . , a, b
x2
, . . . , b, . . . , a
x2m−1
, . . . , a, b
x2m
, . . . , b), ω(γ) = α(x1, . . . , x2m),
or
γ = (a, . . . , a, b
x1
, . . . , b, a
x2
, . . . , a, . . . , b
x2m−1
, . . . , b, a
x2m
, . . . , a), ω(γ) = δ(x1, . . . , x2m).
We conclude that the sum (91) can be written as a sum over all words γ. The terms to sum
up are their corresponding weights ω(γ). Hence we find
Θn =
∑
γ1=a,b
· · ·
∑
γ2n+1=a,b
γ1 · · · γ2n+1 = (a+ b)2n+1. (92)
This concludes the proof.
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Proof of Theorem 1.1. According to Proposition 3.1 every eigenstate of the transfer matrix
of the supersymmetric eight-vertex model with the eigenvalue Θn = (a + b)2n+1 is an
alternate-cyclic zero-energy state of the Hamiltonian H. The space of these states is
spanned by |Ψn〉 and |Ψ¯n〉. According to Proposition 3.5, we have
T |Ψn〉 = (a+ b)2n+1|Ψn〉, T |Ψ¯n〉 = (a+ b)2n+1|Ψ¯n〉. (93)
Hence, the eigenspace of Θn is two dimensional and spanned by |Ψn〉 and |Ψ¯n〉. Furthermore,
according to Theorem 2.6 it is the space of ground states of the XYZ Hamiltonian with the
anisotropy parameters (3). The ground-state eigenvalue is E0 = −(2n+ 1)(3 + ζ2)/4.
Throughout this article, we have considered non-zero vertex weights. However, for
L = 2n+ 1 the transfer matrix still possesses the eigenvalue Θn if some of the vertex weights
are zero. The reason is that the eigenvalues are continuous functions of the entries of T .
Hence, they are continuous with respect to a, b, c, d. In particular, Θn is still a transfer-
matrix eigenvalue as the vertex weight d tends to zero. In this limit, the supersymmetric
eight-vertex model reduces to the six-vertex model with the anisotropy parameter ∆ = −1/2.
In this special case, the existence of the eigenvalue can be proven by other techniques [34].
We conclude this section by proving that if the vertex weights are positive then Θn is
the largest eigenvalue of the transfer matrix:
Theorem 3.6. If the vertex weights are positive, a, b, c, d > 0, then for each L = 2n+ 1,
n > 1, Θn = (a+b)2n+1 is the largest eigenvalue of the transfer matrix of the supersymmetric
eight-vertex model.
Proof. We denote by T± the restriction of the transfer matrix to the eigenspace of the spin-
parity operator with eigenvalue ±1. The matrix elements of T± with respect to the canonical
basis of this eigenspace can be explicitly computed [1]. If a, b, c, d > 0 then these matrix
elements are positive and thus T± is a positive matrix. It follows from the Perron-Frobenius
theorem [30] that T± has a largest positive eigenvalue Θ± which is non-degenerate. There
is a unique vector |Φ±〉 with positive components and norm 1 such that
T±|Φ±〉 = Θ±|Φ±〉. (94)
Furthermore, except for positive multiples of |Φ±〉, the matrix T± has no other eigenstate
with positive components.
Let us consider the state |Ψ±〉 defined in the proof of Theorem 2.6. It has positive
components and norm one. Furthermore, according to Theorem 1.1 it is an eigenstate of
T±:
T±|Ψ±〉 = Θn|Ψ±〉. (95)
By the uniqueness of |Φ±〉, we conclude that |Φ±〉 = |Ψ±〉 and consequently, Θ± = Θn.
We notice that this result immediately implies that for positive vertex weights the free
energy per site of the supersymmetric eight-vertex model is given by
f = − lim
n→∞
1
2n+ 1 ln Θn = − ln(a+ b). (96)
As expected, this agrees with Baxter’s result for the free energy per site of the eight-vertex
model [1], if specialised to the supersymmetric case.
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4 Conclusion
In this article, we have proven Stroganov’s conjecture [17,18] about the transfer matrix of
the supersymmetric eight-vertex model on the square lattice. It states that this transfer
matrix with L = 2n + 1 vertical lines and periodic boundary conditions possesses the
simple eigenvalue Θn = (a+ b)2n+1. Furthermore, we have shown that the corresponding
eigenspace is spanned by the ground states of a related XYZ Hamiltonian. The proof
relies on the lattice supersymmetry of this Hamiltonian. An important ingredient of the
proof is the commutation relation between the supercharge and the transfer matrix. This
result is interesting in itself as it illustrates a relation between lattice supersymmetry and
quantum integrability. We have used it to reduce the computation of expectation values of
the transfer matrix with respect to the spin-chain ground states to the evaluation of simple
matrix elements.
Let us briefly discuss two generalisations of the present work. First, an obvious gen-
eralisation is the extension of the present results to other boundary conditions. In a
companion paper [35], we consider the supersymmetric eight-vertex model on a strip and
the related XYZ chain with open boundary conditions. We classify all boundary terms that
are compatible with a lattice supersymmetry. Furthermore, we determine the subset of
boundary terms for which supersymmetry singlets exist. In the case of open spin chains
these are the Hamiltonian’s ground states [23] (without any restriction to a particular
subsector of the spin-chain Hilbert space). Adapting the strategy of the present article, we
compute the action of the transfer matrix on the supersymmetry singlets and determine the
corresponding transfer-matrix eigenvalue. Second, one may consider the transfer matrix of
the inhomogeneous eight-vertex model with vertex weights that locally fulfil (1). In the case
of periodic boundary conditions with L = 2n+1, a simple and explicit expression of a doubly
degenerate transfer-matrix eigenvalue that reduces to (a+ b)2n+1 in the homogeneous limit
has been conjectured [14]. This conjecture allows one to determine interesting properties of
the states |Ψn〉 and |Ψ¯n〉 such as sum rules [16] and special components [36]. A proof of
this conjecture would therefore be interesting.
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