To solve the problems of full-state constraints in trajectory tracking of surface vessels, a backstepping technique combining a novel integral barrier Lyapunov function (iBLF) with neural network and sliding mode is proposed. Moreover, the control law is extended to the control problem with input saturation. First, the iBLF-based control approach is applied to the control design. The purpose of the iBLFbased approach is to deal with the constraints without transforming the constraints bound into the tracking errors bound. Second, the Neural Networks (NN) is used to handle with the system uncertainties, and a single parameter online adjustment is used instead of the weights online adjustment of the neural networks to realize the adaptive estimation of a single parameter. Third, defining an auxiliary analysis system to deal with the effect of input saturation on the system, an effective control approach under input saturation is realized. Furthermore, it is proved that the designed control law can guarantee the uniformly ultimately bounded stability of closed-loop system and system state can not violate the constraints. Finally, the simulation results of trajectory tracking control of the surface vessel show that the proposed control approach can effectively solve the control problem of nonlinear systems with full-state constraints, system uncertainties and input saturation.
I. INTRODUCTION
In recent years, with the increasing needs of the marine engineering [1] , the higher accuracy of the trajectory tracking control of surface vessels for different mission requirements is strongly needed. Research on the nonlinear control approaches for surface vessels have become a hot topic [2] - [5] . State constraints is a challenge in trajectory tracking of surface vessels. Once the system violates the constraints during the operation, the system dynamic performance degradation may occur, and it is difficult to meet the control requirements. In order to stabilize the system under the constraints, artificial potential field [6] , [7] , model predictive control [8] , [9] and invariant set [10] , [11] are applied. Compared to these approaches, the barrier Lyapunov function (BLF) approach is used to handle the system constrains by Lyapunov-based control design technique, which averts the need for explicit solutions. Ren et al. [12] proposed a class of constraint control approach based on BLFs. By constructing the explicit BLFs, the controller for con-The associate editor coordinating the review of this manuscript and approving it for publication was Haiyong Zheng .
strained control system can be designed by combining Lyapunov direct method with other mature control approaches. Tee et al. [13] , [14] used the BLFs to solve nonlinear system control problems with constraints. Ren et al. [15] applied the BLF control approach to the control design of nonlinear systems with state constraints. However, most of the references using BLF-based approaches adopt a log-type BLF to deal with the state constraints of nonlinear systems. This approach converts actual constraints into system tracking error constraints for indirect processing rather than directly dealing with actual constraint problems. In view of this situation, Tang et al. [16] applied the integral barrier Lyapunov functions (iBLFs) to deal directly with a class of perturbed uncertain nonlinear systems with full-state constraints. Furthermore, Tang et al. [17] presented an iBLF control scheme to the control design of an uncertain robotic manipulator with joint space constraints. Li et al. [18] applied the iBLF directly to deal with the nonlinear systems with uncertain parameters and full-state constraints. To highlight the effectiveness of the BLFs approach, in recent years, some scholars have applied this approach to the trajectory tracking control problem of the surface vessels to effectively solve the output VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ constraints and full-state constraints in the control process. Zhao et al. [19] combined the log-type BLF with the Neural Networks to design the controller for uncertain multipleinput and multiple-output (MIMO) surface vessel with output constraints. Based on the same approach, Yin et al. [20] completed the control design for the MIMO surface vessel with full-state constraints and uncertain parameters. Few iBLF approaches are used to solve the trajectory tracking control problem for surface vessels with full-state constraints. Therefore, it is of novelty to handle trajectory tracking problem in the control design process for the surface vessels.
In the aforementioned control designs using BLFs, the input saturation of actual system are hardly considered. Input saturation is a potential problem for systems since the control input calculated by the controller may exceed the maximum that the system control input can produce. This would give rise to degraded performance and even instability of the nonlinear systems. In the presence of input saturation, Wen et al. [21] designed an adaptive control law for uncertain nonlinear systems under external disturbance and asymmetric saturation, where input saturation was handled by using a smooth function. Wang et al. [22] proposed a robust adaptive fuzzy control algorithm for purefeedback stochastic nonlinear systems with input saturation. A piecewise smooth function is introduced to approximate the saturation function. Veksler et al. [23] developed model predictive control (MPC) for the dynamic positioning systems combining control design with allocation. They applied the optimization problem of MPC to handle actuator saturation. Perez and Donaire [24] presented a passivity-based control scheme for dynamic positioning system, where input saturation was handled by using the anti-windup compensator. Chen et al. [25] proposed a robust adaptive neural network control approach for MIMO nonlinear systems with input saturation. The auxiliary design system was introduced to analyze the influence of input constraints. Du et al. [26] designed robust controllers for dynamic positioning vessels with external disturbances and input saturation and introduced auxiliary dynamic systems to solve input saturation problem. The approaches proposed in the above references effectively solve the system input saturation problem, but they all neglect state constraints that exist in the actual system. Therefore, it is necessary to solve the problem of input saturation and state constraints simultaneously.
Moreover, vessels may unstable without close-loop control, especially in transit while withstanding waves, currents and wind. Fossen and Grovlen et al. [27] designed dynamic positioning control law by using backstepping approach, where disturbances including waves, currents and wind were neglected. In addition, the vessels dynamics are highly nonlinear and contain unknown parametric or functional uncertainties. If these factors are not taken into consideration, this may lead to degraded performance or even instability. In the presence of the system uncertainties, He et al. [28] , [29] proposed a boundary control approach for a flexible marine riser. Yang et al. [30] constructed a class of disturbance observers to approximate external disturbances of the surface vessels. Ghommam et al. [31] used Lyapunov direct method and backstepping technique to design a class of surface vessel path tracking controller, where the unmeasured state of the system was solved by nonlinear state observer. Yu et al. [32] proposed a sliding mode controller for surface vessels. However, all these approaches need to be based on accurate mathematical models. Compared with other approaches, in the field of control engineering, neural networks (NN) is one of the most effective method to deal with system uncertainties. With the help of NN approximation, it is not necessary to spend much effort on system modeling in case such modeling processes are always highly difficulty and time consuming. For example, backstepping technique and adaptive neural control are used to solve the control problem of a class of uncertain nonlinear systems [33] - [36] . The sliding mode approach was combined with neural network in backstepping design for uncertain nonlinear systems [37] - [39] . Although the above references use neural networks to deal with system uncertainties, the disadvantage is that once the number of network nodes increases, the adaptive parameters will increase, which is not conducive to real-time control. Therefore, we utilize a NN minimum parameter learning technique to overcome above defects. This paper investigates trajectory tracking control for surface vessels with full-state constraints, uncertainties and input saturation. The main contributions of this paper are summarized as follows:
1) Compared with [20] , a novel iBLF is employed for MIMO surface vessel full-state constraints control design to deal with constraints directly, without converting constraints into upper bounds of tracking errors. In addition, the full-state constraints approach based on iBLF is extended to the study of input saturation approach.
2) The uncertainties of the surface vessels are approximated by RBF neural network. Compared with [19] , the ideal weight matrix estimation of the neural network is converted into a single parameter estimation, which reduces the adjustment of adaptive parameters and accelerate the solving process of adaptive law. 3) [19] and [20] consider the output and state constraints for surface vessels, but they did not consider the physical constraints of the system actuators. Therefore, we adopt a dynamic auxiliary analysis system to prevent actuators input signal saturation. 4) It is proven that all signals in this closed-loop system are bounded according to Lyapunov method. The organization of this paper is as follows. In Section II, the problem formulation and preliminaries are given. In Section III, a iBLF-based backstepping control design combined with neural network sliding mode approach is proposed for the surface vessels with state constraints, input saturation and uncertainties. The closed-loop system stability is analyzed as well. In Section IV, the simulation studies demonstrate the effectiveness of the approach. The last section concludes the work in this paper.
II. PROBLEM FORMULATION AND PRELIMINARIES A. PROBLEM FORMULATION
A surface vessel in the horizontal plane is shown in Fig. 1 [26] . The origin O of inertial frame O-X 0 Y 0 Z 0 is fixed to the Earth, and can be chosen as any point on the earth's surface. The OX 0 axis and the OY 0 axis point to north and east, respectively. OZ 0 axis points towards the center of the earth. The body-fixed frame A-XYZ is a moving coordinate frame which is fixed to the surface vessel. The origin A of the body-fixed frame is located at the gravity center of the surface vessel. The AX axis points to the head of the surface vessel. The AY axis points to right and is perpendicular to AX axis, and AZ axis is perpendicular to the plane of XAY. Then the three-degrees-of-freedom motion of surface vessel vectorial model isη
where η = [x, y, ψ] T ∈ R 3 ; in the earth-fixed frame x, y and ψ are the position and the heading angle, respectively; υ = [u, v, r] T ∈ R 3 , u, v and r are surge, sway, and yaw velocities, respectively; R(ψ) is the rotation matrix given by
M ∈ R 3×3 is the unknown symmetric positive inertia matrix; C(υ) ∈ R 3×3 is the unknown centripetal and Coriolis torques matrix; D(υ) ∈ R 3×3 is the unknown hydrodynamic damping matrix. τ = [τ 1 , τ 2 , τ 3 ] T is the control vector produced by the propulsion system, consisting of control forces τ 1 in surge, τ 2 in sway and moment τ 3 in yaw. Due to the physical constraints of actuators can be described as follows.
where τ imax and τ imin are the maximum and the minimum generalized control forces that the surface vessel's propulsion system can produce, respectively. τ c = [τ c1 , τ c2 , τ c3 ] T is the control vector in surge, sway and yaw.
T denotes the disturbance vector in surge, sway and yaw. For convenience, let x 1 = η, x 2 = υ, then (1) can be described aṡ
where
The two main aspects of control objectives are as follows: 1) The system state x 1 (t) can tracks the desired trajectory
Full-state constraints are satisfied. Under the control input, the state of the surface vessel system does not exceed the predetermined limit. The control objective is mathematically described as lim
Assumption 1: For any k c1i > 0, there exist positive vectors
The desired trajectory x d1 and its time derivatives satisfy
Assumption 2: The external disturbances d(t) is bounded, and the Euclidean norm of disturbances vector satisfies ||d(t)|| ≤d.
Remark 1: From the point of view of energy limitation, the external disturbances acting on the surface vessel can be considered as time-varying but bounded signals. Therefore, Assumption 2 is reasonable.
B. PRELIMINARIES
Lemma 1 [40] : For any positive constant k a 1 , k b 1 , let Z 1 :=
where η := [ω, z 1 ] T ∈ N , and h : R + × N → R l+1 is piecewise continuous in t and locally Lipschitz in z 1 , uniformly in t, on R + ×N . Suppose that there exist functions U : R l → R + and V 1 : Z 1 → R + , continuously differentiable and definite in their respective domains, such that
where γ 1 and γ 2 are class K ∞ functions. Let V (η) := V 1 (z 1 ) + U (ω), and z 1 (0) belong to the set z 1 ∈ (−k a 1 , k b 1 ). If the inequality holds: Lemma 2 [22] : Considering the dynamic system as follows:φ
where r and κ are positive constants and p(t) is a positive definite function. Then, for any given bounded initial condition
for |x 1,i | < k c i .
(2) RBFNN: The RBFNN can approximate any nonlinear function in a compact set with arbitrary precision. In control engineering, the RBFNN is typical used to compensate the unknown continuous packaged functions because of its good capabilities in the function approximation [41] , [42] . For any unknown continuous function f (Z) :
is the input vector, and Z ⊆ R q is a compact set. Thus,
in which ε (Z) denotes the approximation error, and
whereŴ ∈ R N represents the estimation of W * and N is the number of neuron nodes in the hidden layer, and
is chosen as the Gaussian basis function vector, which has the following exponential function:
T is the center of the receptive field and b i is a positive scalar, and it is the width of the j th neuron Gaussian function of the hidden layer.
III. CONTROL DESIGN
In this section, a trajectory tracking control law is presented to achieve the control objective in Section II. The control design process consists of three parts based on the backstepping technique. First, the virtual control law is designed to satisfy output constraints; Second, an actual control law is designed to eliminate the velocity tracking error and satisfied fullstate constraints. The neural networks and sliding mode are utilized to process system uncertainties; Third, we set up an auxiliary analysis system to process input saturation. The stability of the closed-loop system is analyzed as well. The overall control block diagram is shown in Fig. 2 .
A. FULL-STATE CONSTRAINTS
To directly deal with the system state constraints, the iBLF-based control approach is used in system design. The purpose is to make the system state variables x 1 (t), x 2 (t) satisfies the constraints of x 1 
Step I: Define the position error vector
Deriving (15) and substitutingẋ 1 (t) into (15) yieldṡ
where x 2 (t) is a virtual control input. The derivative of the componentż 1 (t) is written aṡ
The system state x 1 (t) need to be constrained. We define the following iBLF as
where x 1 (t) ∈ x1 , then V x1 is a continuously differentiable and decreasing positive definite function. The following inequality holds.
The derivative of V x1 with respect to time along the subsystem trajectory
Utilizing the approach of integration by parts and the trans-
Let z 1i = 0. In terms of the L'Hopital's rule, there exists lim
). Based on Assumption 1, there is x 1 (t) ∈ x1 . Therefore, γ 1i (z 1i , x d1i ) in the neighborhood of z 1i = 0 is defined and bounded.
Assumption 3: From Assumption 1, we can furtherly assume that there exists a positive real vector
Design the virtual control law α 1 (t) = [α 11 , α 12 , α 13 ] T as
where λ 1i , i = 1, 2, 3 is positive design parameter. Based on the above design, we havė
where R i (x 1 ) is the i th line of R(x 1 ), and the coupling
Step II: Define the velocity error vector z 2 = [z 21 ,
The system state x 2 (t) in step II needs to be constrained, therefore, we define the iBLF candidate as
in the set x2 is a continuously differentiable and decreasing positive definite function. The inequality holds
dω (26) Under the Assumption 1 and Assumption 3, V 1 in the set x1 and x2 is also a valid candidate for the iBLF. Deriving V 1 with respect to time along the error signal trajectory, we geṫ
Utilizing the approach of integration by parts and the transformation of β i = ωz 2i , we get
Let z 2i = 0. In terms of the L'Hopital's rule, we have lim
). Based on Assumption 3, there is |α 1i | < k c2i . Therefore, γ 2i (z 2i , α 1i ) in the neighborhood z 2i = 0 is also defined and bounded.
Differentiating z 2 with respect to time, we havė
In terms of the properties of generalized inverses of vectors combining (27) and (29), when
, which is asymptotically stable by the Barbalat lemma. Considering z 2 = [0, 0, 0] T , z T 2 (z T 2 ) + = 1, without considering the disturbances, input saturation and the uncertainties of modelparameters, the control law is designed as follows.
B. SYSTEM UNCERTAINTIES
In practice, the parameters M, C(υ) and D(υ) may be unknown for a surface vessel, and the system is affected by external disturbances d(t), which make control law (30) difficult to realize. Due to good approximation performance, RBFNNs are usually used to compensate for unknown con-
where X i and basis function h i = [h i1 , h i2 , · · ·, h im ] T are the input and output of the i th network, respectively; ε i and w * i are the i th neural network approximation error and ideal weight, respectively.
Yin et al. [20] used the RBFNNs to approximate the uncertainties in the system. and the adaptive control of neural network without model information is realized. The unknown nonlinear function f ∈ R 3 in each degree-of-freedom needs to be approximated by neural network and estimated by adaptive parameters. However, too many parameters need to be adjusted, which will increase the difficulty and complexity of system performance adjustment and analysis, and also bring inconvenience to real-time control.
To solve above problem, a single parameter online adjustment is introduced to replace the weights of the neural network to realize adaptive control based on single parameter. Therefore, we takeŵ i as the estimation weight vector of i th neural networks. Letw i = w * i −ŵ i , The Frobenius norm of w * i satisfies ||w * i || F ≤ w imax , and we define a single parameter as
where ξ ∈ R + , obviously ξ is an unknown positive constant because ||w * i || is unknown. Defineξ as an estimate value of ξ ,Ŵ = [ŵ T 1 ,ŵ T 2 ,ŵ T 3 ] as an estimate weigh matrix
T is the input vector to the neural network. We can utilize the following operators [44] .
The
Assumption 4: For all X ∈ X ,the approximation error ε(X) is bounded by a positive constant ε N . That is ||ε|| ≤ ε N .
We define the following functions as:
Consider z 2 = [0, 0, 0] T from a practical point of view, once the system reaches the origin, control performance is the best, that is not necessary to take control action for less power consumption [43] . From (23) to (28), we can easily getV 1 ≤ 0 without considering the neural networks. The Barbalat lemma can be employed to prove the stability in this case.
If the neural network approximates the unknown nonlinear function to compensate for the control law, we need to consider the Lyapunov function candidate as V = V 1 +ξ 2 2r. Here, the single parameter error energy function ξ is introduced to replace the weights estimation matrix of the neural networks in the closed-loop system.
For the unknown parameter ξ , the adaptive law is designed as follows.
where r > 0, a > 0, > 0. r indicates that the correction constant is used to prevent the estimate value from increasing to the maximum, so as to enhance the robustness of the closed-loop system.
Remark 2: From Lemma 2, whenξ (0) ≥ 0, then for all t ≥ 0, we haveξ (t) ≥ 0. In fact, utilizingξ as an estimate of ξ forξ (0) ≥ 0 is always reasonable in the actual situations.
The advantage of sliding mode control is used to overcome the approximation error. Considering the backstepping control design step II, the sliding mode variable structure control is introduced as follows. s = z 2 (37) Derivation of equation (37) combined with (27) , (29) , (33) and (36) , the control law yields,
where (·) is the right term of the generalized inverse (z T 2 ) + in equation (30) , and −ηsgn(z 2 ) is a robust term to overcome the neural network approximation error ε, whereη = ε N +d, sgn(z 2 ) = diag(sgn(z 21 ), sgn(z 22 ), sgn(z 23 )).
Remark 3: It is worth noting that z 2 = [0, 0, 0] T implies the perfect tracking performance of the systems output and the control action should not be taken and the adaptive laẇ ξ = 0. For z 2 = [0, 0, 0] T , the controller takes control action, and the adaptive law begins to update online.
C. INPUT SATURATION
The input saturation is that system actuator can only provide a limited range of control signals. Due to the physical limitations of the vessel actuators, large control forces and moments are difficult to achieve. Here, input saturation compensation can be achieved by defining a auxiliary analysis system. The auxiliary analysis system is defined as follows: 1 , e 2 , e 3 ] T is the state vector of the auxiliary analysis system, K e = K T e ∈ R 3×3 is a positive definite design matrix, δ = τ − τ c , and σ > 0 is a small design constant. The auxiliary analysis system (39) can avoid the singularity problem due to takinġ e = [0, 0, 0] T when ||e|| < σ .
Remark 4: The input saturation needs to satisfy the actual physical conditions. That is, there is always a control input, which enables the system to achieve output tracking with input saturation.
Finally, we design the control law as follows.
where K h = K T h ∈ R 3×3 is positive definite designed matrix. According to the above three parts, we can conclude the following theorem.
Theorem 1: Consider the surface vessel (1) in the presence of full-state constraints, input saturation, and unknown uncertainties under Assumptions 1-4. If the initial conditions satisfies x 1 
, under the virtual control law (22) , actual control law (40) , and adaptation law (36) , then the following conclusions hold.
1) The tracking errors are bounded. 2) The system full-state constraints are never violated.
3) All signals in closed-loop system are bounded.
The stability of the closed-loop control system are respectively discussed as follows.
Proof: A). When z 2 = [0, 0, 0] T . 1). Select the Lyapunov function candidate for the whole closed-loop system consisting of (1), (33) , (37) , (39) as (41) Differentiating the equation in (41) with respect to time, and substituting equations (27), (29) , (35) , (36) , (37) , (39) and
For the auxiliary analysis system, we consider the following two sides.
(a) When ||e|| ≥ σ , in terms of (39) and Young's inequality, we obtain 
In the light of equation (44) and Young's inequality, taking the maximum value ξ of ||w * i || 2 , we obtain
Continuing to utilize Young's inequality, we obtain
Substituting (43), (45) , (46) and (47) into (42), we obtaiṅ
Based on Lemma 3, the following inequalities are easy to be proven that
where ρ 1 with C 1 are positive constants.
where λ min (·) and λ max (·) are defined as the minimum and the maximum eigenvalues of the matrix(·), respectively. (b) When ||e|| < σ , in terms of (39) 
Similarly, we use (49) and (50) to geṫ
where ρ 2 and C 2 are positive constants
Synthesizing (51) and (58), we obtaiṅ
where ρ = min(ρ 1 , ρ 2 ), C = max(C 1 , C 2 ). To ensure ρ > 0, the design parameters K, K h , and K e satisfy the following conditions:
Multiplying both sides of inequality (61) by e ρt , we obtain
Integrating (64) over [0, t], (64) further becomes
It's well known that every term in (41) is positive, then the following inequality holds:
From equation (41), we can obtain
Then, the compact set of the error signals z 1 and z 2 are obtained as
The compact set of the error signalsξ is obtained
(2) In terms of (65), let V 2 (0) + C ρ b ∈ R + , and we have V 2 (t) ≤ b, ∀t ≥ 0. According to the definition of the BLF, it can conclude V 2 (t) → ∞. When |x 1i | → ∞ and |x 2i | → ∞, i = 1, 2, 3. Because of the boundedness of V 2 (t), we know that |x 1i | = k c1i and |x 2i | = k c2i ,which always remain in the constraint sets x1 and x2 . Similarly, based on Lemma 1, x 1 (t) and x 2 (t) are kept in their respective constraint sets x1 and x2 under the initial conditions x 1 (0) ∈ x1 and x 2 (0) ∈ x2 , ∀t ≥ 0.
(3) By choosing the appropriate parameter λ 1i to satisfy the initial condition |α 1i (0)| < k c2i , |α 1i (t)| < k c2i can be obtained under the control law. It has been proved in 2) that there is |x 2i | < k c2i , where |x 2i | = |z 2i + α 1i |, so we get |α 1i (t)| < k c2i , i = 1, 2, 3, ∀t ≥ 0 under Assumption 3. From (36) , it can be in turn verified the boundedness of adaptive lawsξ . From (65) we can conclude that auxiliary design variable e is bounded, and converge to a compact set asymptotically. The proof of Theorem 1 above shows that input saturation exists when the auxiliary design system satisfy the condition ||e|| ≥ σ . If ||e|| < σ , it means that there is no input saturation, then we get δ = [0, 0, 0] T , so τ = τ c and the control input τ is bounded. Thus, τ c is bounded. Consequently, all signals in closed-loop system are bounded.
Remark 5: The constraint constants k c1i and k c2i considered here can be given according to the actual operation requirements of the system. Furthermore, the state constraint constants need to satisfy condition k c1i > |x d1i |, k c2i > |α 1i |, i = 1, 2, 3.  B) . Once z 2 = [0, 0, 0] T ,which means the control effect has reached the best, the control action will not be taken.
Based on (36), (39) and (40), it is easy to know that the adaptive lawξ = 0, the auxiliary design variable e = [0, 0, 0] T and the control law τ c = [0, 0, 0] T , such that the Lyapunov functions V 2 in (41) can be rewritten as
Differentiating the equation (71) with respect to time, then substituting (17) and (21) yieldṡ
Substituting z 2 = [0, 0, 0] T into (72), we obtaiṅ
It's easy to get V 2 (t) ≤ V 2 (0), ∀t ≥ 0 from the property of V 2 . Based on (71), we obtain
The compact set of the error z 1 is obtained as
Similarly, it is easy to prove that the closed-loop system signals are bounded and the state does not violate the constraints according to the discussion in A).
The proof is ended for the discussions about two institutions.
IV. SIMULATIONS
In this section, to validate the proposed control approach, a simulation is carry out on the tested vessel CyberShip II [45] , [46] . We divide the simulation into two parts. Part I: the desired position trajectory is an ellipse. Part II: The desired position trajectory is similar to [19] , it is a more general trajectory.
The desired position trajectories of Part I and Part II are chosen as follows Case 3: A standard backstepping approach is tested without input saturation. The Lyapunov function of (41) is replaced by
The virtual law is designed as α 1 = R T (−K 1 z 1 +ẋ d1 ), and control law is The simulation results are shown in Figs. 3-7 . The surface vessel can track the reference trajectory with a high precision, and never violates the constraints. That is, the system state x 1 (t) ∈ x1 and x 2 (t) ∈ x2 in Case 1 as shown in Figs. 3 and 5 . However, the proposed method in Case 1 does not consider input saturation, the control signal τ exceeds the upper and lower limits as shown in Fig. 7 .
In Case 2 we consider the input saturation problem under constraints as shown in Figs. 3 and 5 . Similarly, the surface vessel can also track the reference trajectory, and system state x 1 (t) and x 2 (t) never violates the borders of the constraints. Compared with Case 1, the auxiliary analysis system compensate for the input saturation. The control signal do not exceed the upper and lower limits as shown in Fig. 7 .
In Case 1, 2 and 3, RBFNN (based on a single parameter) approach is used to compensate for nonlinear terms in the control law. In Case 1 and Case 2, the tracking errors z 1 (t) and z 2 (t) are all bounded, and converge to near zero as shown in Figs. 4 and 6. Tracking errors z 11 and z 12 in Case 3 are larger than those in Case 1 and Case 2. In addition, there is no input saturation in Case 3. From Fig. 7 , it shows that the control signal τ 1 exceeds the limits. Compared with Case 3, we can conclude that our proposed control approach (with input saturation) is effective. [15, 15, 3 .5] T , respectively. We select the same simplified model of real environment disturbance as in [30] .
The disturbance vector is set as The parameters selection in Case 3 are K 1 = {15, 20, 2} and K = diag{300, 400, 10}. The remaining parameters are the same as Case 1.
The simulation results are shown in Figs. 8-14 . From Fig. 8 , it is observed that the control law in Case1, 2, 3 are all able to control the vessel to track the reference trajectory. Furthermore, in Case 1, 2, 3, the state curves of the desired and actual positions and yaw angles are shown in Fig. 9 , which shows that the actual vessel position (x = x 11 , y = x 12 ) and yaw angle ψ = x 13 can track the desired trajectory η d = [x d , y d , ψ d ] T with a good precision without violating the constraints. Figure 10 shows the boundedness of tracking error signals z 1 = [z 11 , z 12 , z 13 ] T in three cases.
Similarly, in Case 1, 2, 3, the state curves of the desired and actual velocity including surge, sway and yaw are shown in Fig. 11 , which shows that the actual vessel surge velocity u = x 21 , sway velocity v = x 22 and yaw velocity r = x 23 can track the desired α 1 = [α 11 , α 12 , α 13 ] T at a good precision without violating the constraints. Figure 12 shows the boundedness of tracking error signals z 2 = [z 21 , z 22 , z 23 ] T in three cases.
Remark 6: It is worth noting that the control law designed based on the standard backstepping approach in Case 3 satisfies the full-state constraints through the control parameters, but does not guarantee that the vessel state satisfies the constraints in theory. In other words, the transient and steady state of the surface vessel tracking state does not satisfies the constraints theoretically.
The simulation of control law in three cases are presented in Fig. 13 , which shows that the generalized control forces are reasonable. Compared with Case 1 and Case 3, the auxiliary analysis system used in Case 2 effectively handles input saturation, and the control signal does not exceed the limits.
Similarly, in Case 1, 2 and 3, RBFNN (based on a single parameter) is used to approximate the unknown nonlinear term composed of system model parameters in the control law, which is faster and more efficient than RBFNN to compensates the control law as shown in Fig. 14. Remark 7: An effective neural network (NN) is selected to approximate the unknown nonlinear continuous function. Meanwhile, with the increase of the number of nodes and the dimension of approximation function of the neural network, it is necessary to adjust the weights in the NN, which requires a lot of calculation, requires longer running time to generate control signals, and also brings difficulties to practical application. According to the inherent property of the square of the NN's base vector, the ideal weight matrix estimation of the neural network is converted into a single parameter estimation, which accelerates the solution of the adaptive law, reduces the computational complexity and approximates the unknown nonlinear continuous function faster and better.
Remark 8: Theorem 1 shows that the signals of the closedloop system remain bounded under the given constraint sets by selecting the desired trajectory and setting the initial values in the compact set x1 and x2 . Further, it can be concluded that the error signals z 1 ρ can be reduced by decreasing constant C and increasing constant ρ. In order to reduce C, it is necessary to select smaller parameters σ , δ, , a and K h . In order to increase ρ, it is necessary to select larger parameters λ 1i , λ 2i , r, K and K e − 1 2 K T h K h , i = 1, 2, 3, and increasing constant is helpful for a fast convergence. However, if r is too small, it may result in an increase in the adaptive parameter estimateξ and a reduced robustness of the closed-loop system. If we choose too large λ 1i , λ 2i to improve the robustness and get better tracking performance, then too large λ 1i will cause the upper bound function A 1(i−1) to be large, which may lead to the state constraint |α 1i | < k c2i to be satisfied. In addition, too large λ 1i and λ 2i may lead to increased control input and unmodeled dynamics. Then, an increase in control input may cause the excessive difference between the designed input signal τ c and the saturation output signal τ , that is, if the saturation limits τ imax and τ imin are too small, there may be no control parameters to satisfy both state constraints and input saturation. We make κ i > 0 represent the maximum feasible difference between the preset actual control input signal τ ci and the saturation output signal τ i to ensure the controllability of surface vessels (1) under the input saturation (3). Furthermore, the controllability condition under input saturation is described as δ i = |τ i −τ ci | < κ i , which is used as a condition for the design of control systems. In practice, the value of κ i needs to be set according to the system actuator parameters and requirements.
To maximize the tracking performance and balance the parameters of feasibility. We introduce the relevant parameter adjustment approach for Cases 1 and 2. The feasibility conditions of the parameters are |x d1 | ≤ A 0(i−1) < k c1i , max |α 1i | = A 1(i−1) (λ 1i ) < k c2i , (κ i > δ i (λ 1i , λ 2i )). We convert the detection approach of feasibility solution condition into a nonlinear constrained optimization problem. The optimal control parameters λ 1i , λ 2i are obtained by detecting the feasibility solution conditions under given state constraints k c1i , k c2i and initial values, so that the output tracking performance can be maximized when full-state constraints are satisfied with input saturation.
V. CONCLIUSION
In this paper, the backstepping technique has been augmented with a iBLF, RBFNNs, sliding mode and the dynamic auxiliary analysis system to realize trajectory tracking for a fully actuated surface vessel subjected to full-state constraints, input saturation and system uncertainties.
First, a control system with constraints is constructed by constructing iBLF instead of the log-type BLF, which can effectively deal with the system constraints directly and prevent the system state from violating the constraints.
Second, the RBFNNs approximation is introduced to approximate the unknown parameters of the system to compensate for the control law, and the ideal weight matrix estimation of the neural network is converted into a single parameter for adaptive adjustment. In this way, the number of adaptive parameters is reduced, and so is the calculation complexity. Therefore, the real-time performance is improved. In addition, a sliding mode is introduced to overcome the approximation error term.
Third, considering the physical constraints of actuators, a dynamic auxiliary analysis system is employed to deal with input saturation.
Finally, All signals in the closed-loop system are proved to be bounded using Lyapunov theory. Simulation results verify proposed control approach. In future, input time-delay should be discussed for trajectory tracking control of surface vessels with full-state constraints and input saturation.
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