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ABSTRACT 
A Fuzzy ART model capable of rapid stable learning of recognition categories in response 
to arbitrary sequences of analog or binary input patterns is described. Fuzzy ART incor-
porates computations from fuzzy set theory into the ART 1 neural network, which learns 
to categorize only binary input patterns. The generalization to learning both analog and 
bina.ry input patterns is achieved by replacing appearances of the intersection operator (n) 
in AHT 1 by the MIN operator (A) of fuzzy set theory. The MIN operator reduces to the 
intersection operator in the binary case. Category proliferation is prevented by normalizing 
input vectors at a preprocessing stage. A normalization procedure called complement coding 
leads to a symmetric theory in which the MIN operator (A) and the MAX operator (v) of 
fuzzy set theory play complementary roles. Complement coding uses on-cells and off-cells to 
represent the input pattern, and preserves individual feature amplitudes while normalizing 
the total on-cell/off-cell vector. Learning is stable because all adaptive weights can only 
decrease in time. Decreasing weights correspond to increasing sizes of category "boxes". 
Smaller vigilance values lead to larger category boxes. Learning stops when the input space 
is covered by boxes. With fast learning and a finite input set of arbitrary size and compo-
sition, learning stabilizes after just one presentation of each input pattern. A fast-commit 
slow-recode option combines fast learning with a forgetting rule that buffers system memory 
against noise. Using this option, rare events can be rapidly learned, yet previously learned 
memories are not rapidly erased in response to statistically unreliable input fluctuations. 
1. Introduction: A Connection between ART Systems and Fuzzy Logic 
Adaptive Resonance Theory, or ART, was introduced as a theory of human cognitive 
information processing (Grossberg, 1976, 1980). The theory has since led to an evolving 
series of real-time neural network models for unsupervised category learning and pattern 
recognition. These models are capable of learning stable recognition categories in response 
to arbitrary input sequences with either fast or slow learning. Model families include ART 1 
(Carpenter and Grossberg, 1987a), which can stably learn to categorize binary input patterns 
presented in an arbitrary order; ART 2 (Carpenter and Grossberg, 1987b ), which can stably 
learn to categorize either analog or binary input patterns presented in an arbitrary order; 
and ART 3 (Carpenter and Grossberg, 1990a, 1990b), which can carry out parallel search, 
or hypothesis testing, of distributed recognition codes in a multi-level network hierarchy. 
Variations of these models adapted to the demands of individual applications have been 
developed by a number of authors (Baloch and Waxman, 1991; Baxter, 1991; Carpenter, 
Grossberg, and Rosen, 1991a; Galindo and Michaux, 1990; Gjerdingen, 1990; Gochin, 1990; 
Harvey et al., 1990; Hecht-Nielsen, 1990; Johnson, 1990; Kosko, 1987a, 1987h, 1987c; Kumar 
and Guez, 1989, 1991; Levine and Penz, 1990; Li and Wee, 1990; Liao, Liang, and Lin, 
1990; Mekkaoui and Jespers, 1990; Michalson and Heldt, 1990; Moore, 1989; Nip·in, 1990; 
Rajapakse, Jakubowicz, and Acharya, 1990; Ryan, 1988; Seibert and Waxman, 1990a, 1990b; 
Simpson, 1990; Weingard, 1990; Wilson, Wilkinson, and Canis, 1990; Winter, 1989; Winter, 
Ryan, and Turner, 1987). 
Recently the ART 1 model has been used to design a hierarchical network architec-
ture, called ARTMAP, that can rapidly self-organize stable categorical mappings between 
Tn-dimensional input vectors and n-dimensional output vectors (Carpenter, Grossberg, and 
Reynolds, 1991). Under supervised learning conditions, ARTMAP's internal control mech-
anisms create stable recognition categories of optimal size by maximizing predictive gener-
alization while minimizing predictive error in an on-line setting. AHTMAP was originally 
used to learn mappings between binary input and binary output vectors. The Fuzzy AHT 
model (Carpenter, Grossberg, and Rosen, 1991b) developed herein generalizes ART 1 to be 
capable of learning stable recognition categories in response to both analog and binary input 
patterns. This Fuzzy ART model has been incorporated into a Fuzzy AHTMAP architecture 
(Carpenter, Grossberg, Reynolds, and Rosen, 1991) that can rapidly learn stable categorical 
mappings between analog or binary input and output vectors. For example, Fuzzy ARTMAP 
leams in five training epochs a benchmark that requires twenty thousand epochs for back-
propagation to learn (Lang a.nd Wit brock, 1989). The Fuzzy ART system is summarized in 
Section 3. 
Fuzzy ART incorporates the basic features of all ART systems, notably, pattern matching 
between bottom-up input and top-down learned prototype vectors. This matching process 
leads either to a resonant state that focuses attention and triggers stable prototype learning; 
or to a self-regulating parallel memory search. If the search ends by selecting an established 
category, then the category's prototype may be refined to incorporate new information in 
the input pattern. If the search ends by selecting a previously untrained node, then learning 
of a new category takes place. 
Figure 1 illustrates a typical example chosen from the family of ART 1 models, and 
Figure 2 illustrates a typical ART search cycle. As shown in Figure 2a, an input vector 
1 
SEARCH 
ATTENTJONAL ORIENTING 
SUBSYSTEM SUBSYSTEM 
gain 2 F2 STM 
+ 
-.... 
RESET 
-~l + 
+ + ~T:-~~ - ~r) gain1 + + 
~ 
--··-···-
INTERNAL [ :J MATCHING 
ACTIVE INPUT CRITERION: 
RFGULATION VIGILANCE 
- ·-·-·-- PARAMETER 
Figure 1. Typical ART 1 neural network (Carpenter and Grossberg, 1987a). 
I registers itself as a pattern X of activity across level F1. The F1 output vector S is 
then transmitted through the multiple converging and diverging adaptive filter pathways 
emanating from F1. This transmission event multiplies the vector S by a matrix of adaptive 
weights, or long term memory (LTM) traces, to generate a net input vector T to level F2. 
The internal competitive dynamics of F2 contrast-enhance vector T. A compressed activity 
vector Y is thereby generated across F2. In ART 1, the competition is tuned so that the 
F2 node that receives the maximal F1 ~ F2 input is selected. Only one component of Y is 
nonzero after this choice takes place. Activation of such a winner-take-all node defines the 
category, or symbol, of the input pattern I. Such a category represents all the inputs I that 
maximally activate the corresponding node. 
Activation of an F2 node may be interpreted as "making a. hypothesis" about an input 
I. When Y is activated, it generates a. signal vector U that is sent top-down through the 
second adaptive filter. After multiplication by the adaptive weight matrix of the top-clown 
filter, a. net vector V inputs to F1 (Figure 2b ). Vector V plays the role of a. learned top-
down expectation. Activation of V by Y may be interpreted as "testing the hypothesis" Y, 
or "reading out the category prototype" V. The ART 1 network is designed to match the 
"expected prototype" V of the category against the active input pattern, or exemplar, I. 
This matching process may change the Fj activity pattern X by suppressing activation 
of a.ll the feature detectors in I that are not confirmed by V. The resultant pattern X* 
encodes the pattern of features to which the network "pays attention". If the expectation V 
is close enough to the input I, then a state of resonance occurs as the attentiona.l focus takes 
hold. The resonant state persists long enough for learning to occur; hence the term adaptive 
resonance theory. ART 1 learns prototypes, rather than exemplars, because the attended 
feature vector X*, rather than the input I itself, is learned. 
The criterion of an acceptable match is defined by a dimensionless parameter called 
vigilance. Vigilance weighs how close the input exemplar I must be to the top-down proto-
type V in order for resonance to occur. Because vigilance can vary across learning trials, 
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Figme 2. ART search for an F2 code: (a) The input pattern I generates the specific STM activity pattern 
X at F1 as it nonspecifically activates the orienting subsystem A. Pattern X both inhibits A and generates 
the output signal pattern S. Signal pattern S is transformed into the input pattern T, which activates the 
STM pattern Y across F2. (b) Pattern Y generates the top-down signal pattern U which is transformed into 
the prototype pattern V. It V mismatches I at F1, then a new STM activity pattern X' is generated at F1. 
The reduction in total STM activity which occurs when X is transformed into X* causes a decrease in the 
total inhibition from F1 to A. (c) If the matching criterion fails to be met, A releases a nonspecific arousal 
wave to F2, which resets the STM pattern Y at F2. (d) After Y is inhibited, its top-down prototype signal 
is eliminated, and X can be reinstated at F1. Enduring traces of the prior reset lead X to activate a different 
STM pattern Y' at F2. If the top-down prototype due toY' also mismatches I at F1, then the search for 
an appropriate F2 code continues. 
recognition categories capable of encoding widely differing degrees of generalization, or mor-
phological variability, can be learned by a single ART system. Low vigilance leads to broad 
generalization and abstract prototypes. High vigilance leads to narrow generalization and 
to prototypes that represent fewer input exemplars. In the limit of very high vigilance, pro-
totype learning reduces to exemplar learning. Thus a single ART system may be used, say, 
to recognize abstract categories of faces and dogs, as well as individual faces and dogs. 
If the top-down expectation V and the bottom-up input I are too novel, or unexpected, 
to satisfy the vigilance criterion, then a bout of hypothesis testing, or memory search, is 
triggered. Search leads to selection of a better recognition code, symbol, category, or hy-
pothesis to represent input I at level F2. An orienting subsystem A mediates the search 
process (Figure 1 ). The orienting subsystem interacts with the attentional subsystem, as in 
Figures 2c and 2d, to enable the attentional subsystem to learn about novel inputs without 
risking unselective forgetting of its previous knowledge. 
The search process prevents associations from forming between Y and X* if X* is too 
different from I to satisfy the vigilance criterion. The search process resets Y before such an 
association can form. A familiar category may be selected by the search if its prototype is 
similar enough to the input I to satisfy the vigilance criterion. The prototype may then be 
refined in light of new information carried by I. If I is too different from any of the previously 
learned prototypes, then an uncommitted F2 node is selected and learning of a new category 
is initiated. 
A network parameter controls how deeply the search proceeds before an uncommitted 
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Figm·e 3. Analogy between ART 1 and Fuzzy ART. The notation w; in ART 1 denotes the index set of 
top-down LTM traces of the jth category that exceed a prescribed positive threshold value. See Carpenter 
and Grossberg (1987a) for details. 
node is chosen. As learning of a particular category self-stabilizes, all inputs coded by that 
category access it directly in a one-pass fashion, and search is automatically disengaged. The 
category selected is, then, the one whose prototype provides the globally best ma.tch to the 
input pattern. Learning can proceed on-line, and in a. sta.ble fashion, with familiar inputs 
directly activating their categories, while novel inputs continue to trigger adaptive searches 
for better categories, until the network's memory capacity is fully utilized. 
The read-out of the top-down expectation V may be interpreted a.s a type of hypothesis-
driven query. The matching process at F1 and the hypothesis testing process at F2 may 
be interpreted as query-driven symbolic substitutions. From this perspective, ART systems 
provide examples of new types of self-organizing production systems (La.ird, Newell, and 
Rosenbloom, 1987). By incorporating predictive feedback into their control of the hypothesis 
testing cycle, AHTMAP systems embody self-organizing production systems that are also 
goal-oriented. ART MAP systems are thus a. new type of self-organizing expert system which 
is capable of stable autonomous fa.st learning about nonstationa.ry environments tha.t may 
contain a great deal of morphological variability. The fact tha.t Fuzzy Logic may a.lso be 
usefully incorporated into ARTMAP systems blurs even further the traditional boundaries 
between artificial intelligence and neural networks. 
The new Fuzzy ART model incorporates the design features of other ART models due to 
the close formal homolog between ART 1 and Fuzzy ART operations. Figure 3 summarizes 
how the ART 1 operations of category choice, matching, search, and learning translate into 
Fuzzy AHT operations by replacing the set theory intersection operator (n) of AHT 1 by the 
fuzzy set tbeory conjunction, or MIN operator (A). Despite this close forma.! homology, Fuzzy 
ART is described as an algorithm, ra.ther than a locally defined neural model. Nevertheless, 
for the specia.l case of binary inputs and fast learning, the computations of Fuzzy ART are 
identical to those of the ART 1 neural network. The Fuzzy ART algorithm also includes two 
optional features, one concerning learning and the other input preprocessing, as described 
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in Section 2. 
2. Fast-Learn Slow-Recode and Complement Coding 
Many applications of ART 1 use fast learning, whereby adaptive weights fully converge 
to new equilibrium values in response to each input pattern. Fast learning enables a system 
to adapt quickly to inputs that may occur only rarely and that may require immediate 
accurate performance. The ability of humans to remember many details of an exciting 
movie is a typical example of fast learning. It has been mathematically proved that ART 1 
can carry out fast learning of stable recognition categories in an on-line setting in response 
to arbitrary lists of binary input patterns (Carpenter and Grossberg, 1987). In contrast, 
error-based learning models like backpropagation become unstable in this type of learning 
environment. This is because back propagation learning is driven by the difference between 
the actual output and a target output. Fast learning would zero this error signal on each 
input trial and would thus force unselective forgetting of past learning. This feature of 
backpropagation restricts its domain to off-line learning applications carried out with a 
slow learning rate. Off-line learning is needed because real-time presentation of inputs with 
variable durations has a similar effect on learning as presenting the same inputs with a fixed 
duration but variable learning rates. In particular, longer duration inputs reduce the error 
signal more on each input trial and thus have an effect similar to fast learning. In addition, 
lacking the key feature of competition, a back propagation system tends to average rare 
events with similar frequent events that may have different consequences. 
For some applications, it is useful to combine fast initial learning with a slower rate of 
forgetting. We call this the fast-commit slow-recode option. This combination of properties 
retains the benefit of fast learning; namely, an adequate response to inputs that may occur 
only rarely and in response to which accurate performance may be quickly demanded. The 
slow-recode operation also prevents features which have already been incorporated into a 
category's prototype from being erroneously deleted in response to noisy or part;ial inputs. 
With slow recoding, only a statistically persistent change in a feature's relevance to a category 
can delete it from the prototype of the category. The fast-commit slow-recode option in Fuzzy 
ART corresponds to ART 2 learning at intermediate learning rates (Carpenter, Grossberg, 
and Rosen, 1991b). 
The input preprocessing option concerns normalization of input patterns. It is shown 
below that input normalization prevents a problem of category proliferation that could oth-
erwise occur (Moore, 1989). A normalization procedure called complement coding is of par-
ticular interest from three vantage points. From a neurobiological perspective, complement 
coding uses both on-cells and off-cells to represent an input pattern, and preserves individ-
ual feature amplitudes while normalizing the total on-cell/off-cell vector. From a functional 
perspective, the on-cell portion of the prototype emcodes features that are critically present 
in category exemplars, while the off-cell portion encodes features that are critically absent. 
Features that are occasionally present in a category's input exemplars lead to low weights 
in both the on-cell and the off-cell portions of the prototype. Finally, from a set theoretic 
perspective, complement coding leads to a more symmetric theory in which both the MIN 
operator (11) and the MAX operator (v) of fuzzy set theory play a role (Figure 4). Using 
both the MIN and the MAX operations, a geometrical interpretation of Fuzzy ART learning 
is given in terms of box-shaped recognition categories whose corners are iteratively defined in 
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Figure 4. Fuzzy operations. 
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terms of the 1\ and v operators. Complement coding hereby establishes a connection between 
on-cell/off-cell representations and fuzzy set theory operations. This linkage further develops 
a theme concerning the relationship between ART on-cell/off-cell representations, hypoth-
esis testing, and probabilistic logic that was outlined at the theory's inception and used to 
explain various perceptual and cognitive data (Grossberg, 1980, Sections 7-9; Grossberg, 
1982, Section 47). 
Section 4 discusses Fuzzy ART systems in a parameter range called the conservative 
limit. In this limit, an input always selects a category whose weight vector is a fuzzy 
subset of the input, if such a category exists. Given such a choice, no weight change occurs 
during learning; hence the name conservative limit, since learned weights are conserved 
wherever possible. Section 5 describes Fuzzy ART coding of 2-dimensional analog vectors 
that are preprocessed into complement coding form before being presented to the Fuzzy 
ART system. The geometric interpretation of Fuzzy ART dynamics is introduced here 
and illustrative computer simulations are summarized. The geometric formulation allows 
comparison between Fuzzy ART and aspects of the NGE (Nested Generalized Exemplars) 
algorithms of Salzberg (1990). Section 6 further develops the geometric interpretation and 
provides a simulation of ruzzy ART without complement coding to show how category 
proliferation can occur. Section 7 compares the stability of Fuzzy AHT to that of related 
clustering algorithms that were discussed by Moore (1989). The Fuzzy ART computations of 
choice, search, learning, and complement coding endow the system with stability properties 
that overcome limitations of the algorithms described by Moore. 
3. Summary of the Fuzzy ART Algorithm 
Input vector: Each input I is an M-dimensional vector (h, .. . ,IM), where each com-
ponent Ii is in the interval [0, 1]. 
Weight vector: Each category (j) corresponds to a vector w1 = (wj1, ... , w1M) of 
adaptive weights, or LTM traces. The number of potential categories N(j = 1, ... , N) is 
6 
arbitrary. Initially 
Wjl= ... =WjM=l, (1) 
and each category is said to be uncommitted. Alternatively, initial weights Wji may be taken 
greater than 1. Larger weights bias the system against selection of uncommitted nodes, 
leading to deeper searches of previously coded categories. 
After a category is selected for coding it becomes committed. As shown below, each 
LTM trace Wji is monotone nonincreasing through time and hence converges to a limit. The 
Fuzzy ART weight vector wj subsumes both the bottom-up and top-down weight vectors of 
ART 1. 
Parameters: Fuzzy ART dynamics are determined by a choice parameter a > 0; a 
learning rate parameter /3 E [0, 1]; and a vigilance parameter p E [0, 1]. 
Category choice: For each input I and category j, the choice function Tj is defined by 
(2) 
where the fuzzy AND (Zadeh, 1965) operator 11 is defined by 
(x 11 y ); = min(x;, y;) (3) 
and where the norm 1·1 is defined by 
M 
lxl =I: lx;l· (4) 
i=I 
For notational simplicity, Tj(I) in (2) is often written as 'lj when the input I is fixed. The 
category choice is indexed by J, where 
T1 = max{Tj : j = 1 ... N}. (5) 
If more than one Tj is maximal, the category j with the smallest index is chosen. In 
particular, nodes become committed in order j = 1, 2, 3, .... 
Resonance or reset: Resonance occurs if the match function of the chosen category 
meets the vigilance criterion; that is, if 
(6) 
Learning then ensues, as defined below. Mismatch reset occurs if 
(7) 
Then the value of the choice function T1 is reset to -1 for the duration of the input pre-
sentation to prevent its persistent selection during search. A new index J is chosen, by (5). 
The search process continues until the chosen J satisfies (6). 
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Learning: The weight vector w 1 is updated according to the equation 
(8) 
Fast learning corresponds to setting (3 = 1 (Figure 3). The learning law (8) is the same as 
one used by Moore (1989) and Salzberg (1990). 
Fast-commit slow-recode option: For efficient coding of noisy input sets, it is useful 
to set (3 = 1 when J is an uncommitted node, and then to take (3 < 1 after the category is 
committed. Then w)new) =I the first time category J becomes active. 
Input normalization option: Moore (1989) described a category proliferation problem 
that can occur in some analog ART systems when a large number of inputs erode the norm of 
weight vectors. Proliferation of categories is avoided in Fuzzy ART if inputs are normalized; 
that is, for some "Y > 0, 
Ill = "Y (9) 
for all inputs I. Normalization can be achieved by preprocessing each incoming vector a, for 
example setting 
(10) 
An alternative normalization rule, called complement coding, achieves normalization 
while preserving amplitude information. Complement coding represents both the on-response 
and the off-response to a (Figure 5). To define this operation in its simplest form, let a itself 
represent the on-response. The complement of a, denoted by ac, represents the off-response, 
where 
a~= 1- a;. (11) 
The complement coded input I to the recognition system is the 2M-dimensional vector 
(12) 
Note that 
iii= l(a,ac)l 
M M 
=I;a;+(M-I;a;) (13) 
i=l 
=M, 
so inputs preprocessed into complement coding form are automatically normalized. Where 
complement coding is used, the initial condition (1) is replaced by 
Wj! = ... = Wj,2M = 1. (14) 
4. Fuzzy Subset Choice and One-Shot Fast Learning in the Conservative Limit 
In fast-learn ART 1, if the choice parameter a in (2) is chosen close to 0 (see Figure 3), 
then the first category chosen by (5) will always be the category whose weight vector w 1 
is the largest coded subset of the input vector I, if such a category exists (Carpenter and 
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Figure 5. Complement coding uses on-cell and off-cell pairs to normalize input vectors. 
Grossberg, 1987a). In other words, Wj is chosen if it has the maximal number of 1 's ( Wji = 1) 
at indices i where Ii = 1, and O's elsewhere, among all weight vectors Wj· Moreover, when 
w J is a subset of I during resonance, w J is unchanged, or conserved, during learning. More 
generally, wj encodes the attentional focus induced by I, not I itself. The limit a ~ 0 is 
called the conservative limit because small values of a tend to minimize recoding during 
learning. 
For analog vectors, the degree to which y is a fuzzy subset of x is given by the term 
lxAyl 
IYI 
(15) 
(Kosko, 1986). In the conservative limit of Fuzzy ART, the choice function 1j in (2) reflects 
the degree to which the weight vector Wj is a fuzzy subset of the input vector I. If 
llt\ Wjl = 1 lwjl ' (16) 
then wj is a fuzzy subset of I (Zadeh, 1965), and category j is said to be a fuzzy subset 
choice for input I. In this case, by (8), no recoding occurs if j is selected since I A wj = Wj· 
Resonance depends on the degree to which I is a fuzzy subset of w 1 , by (6) and (7). In 
particular, if category j is a fuzzy subset choice, then the match function value is given by 
IIA Wjl - IWjl 
111 -w· (17) 
Thus, choosing J to maximize lwjl among fuzzy subset choices also maximizes the oppor-
tunity for resonance in (6). If reset occurs for the node that maximizes lwjl, reset will also 
occur for all other subset choices. 
Consider a Fuzzy ART system in the conservative limit with fast learning and normalized 
inputs. Then a ~ 0 in (2), fJ = 1 in (8), and (9) holds. Under these conditions, one-shot 
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stable learning occurs; that is, no weight change or search occurs after each item of an input 
set is presented just once, although some inputs may select different categories on future 
trials. To see this, note by (6), (8), and (9) that when I is presented for the first time, 
w)new) ~It\ w)old) for some category node J = j such that IIA w}old) I 2: pill = Pf· Thereafter 
category j is a fuzzy subset choice of I, by (16). If I is presented again, it will either choose 
J = j or make another fuzzy subset choice, maximizing 1w Jl, because fuzzy subset choices 
(16) maximize the category choice function (2) in the conservative limit. In either case, 
wjnew) =It\ w~Id) = w~Id), which implies that neither reset nor additional learning occurs. 
5. Fuzzy ART with Complement Coding 
A geometric interpretation of Fuzzy ART with complement coding will now be developed. 
For definiteness, let the input set consist of 2-dimensional vectors a preprocessed into the 
4-dimensional complement coding form. Thus 
(18) 
In this case, each category j has a geometric representation as a rectangle R1, as follows. 
Following (18), the weight vector w1 can be written in complement coding form: 
(19) 
where uj and v1 are 2-dirnensional vectors. Let vector u 1 define one corner of a redangle 
R1 and let v1 define another corner of Rj (Figure 6a). The size of R.1 is defined to be 
(20) 
which is equal to the height plus the width of Rj in Figure 6a. 
In a fast-learn Fuzzy ART system, with (3 = 1 in (8), wjnew) = I = (a, a c) when J is 
an uncommitted node. The corners of Rjnew) are then given by a and ( ac)c = a. Hence 
R~'cw) is just the point a. Learning increases the size of each R.i. In fact the size of R1 
grows as the size of Wj shrinks during learning, and the maximum size of Rj is determined 
by the vigilance parameter p, as shown below. During each fast-learning trial, R.1 expands 
to RJ (f) a, the minimum rectangle containing R1 and a (Figure 6b ). The corners of R1 (f) a 
are given by at\ u1 and a v v J, where 
(x v y); = max(x;, y;) (21) 
(Zadeh, 1965). Hence, by (20), the size of R1 (f) a is given by 
(22) 
However, reset leads to a new category choice if IRJ (f) al is too large. These properties will 
now be proved. 
10 
0 (a) 1 
Figlll'e 6. (a) In complement coding form with M = 2, each weight vector w; has a geometric interpretation 
as a rectangle R; with corners (u;, v; ). (b) During fast learning, RJ expands to RJ (J)a, the smallest rectangle 
that includes RJ and a, provided that IRJ (J) ai :S 2(1- p). 
Suppose that I= (a,ac) chooses category J, by (5). The weight vector wj is updated 
according to the fast-learn equation 
(new) _I 11 (old) WJ - WJ (23) 
only if the match criterion (6) is satisfied. Due to complement coding, ill = M, by (13). 
Thus, when M = 2, the match criterion (6) is satisfied iff 
However, 
jill w Ji2 2p. 
jiiiWJI = l(a,ac)ll(uJ,v])l 
=I( all UJ),(ac II vj)l 
= l(alluJ),(avv1)cl 
=jaiiUJi+2-jaVVJi 
= 2- iRJ (J) aj, 
(24) 
(25) 
by (22). Thus by (24) and (25), the match criterion is met iff the expanded rectangle R1 (f)a 
satisfies 
(26) 
By (26), if vigilance pis close to 1, then all Rj's are small. If pis close to 0, then some Rj's 
may grow to fill most of the unit square [0, 1] x [0, 1]. 
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Figure 7. With fast learning and complement coding, the jth category rectangle R; includes all those vectors 
a in the unit square which have activated category J without reset. 
Suppose now that the match criterion is satisfied. By (23) 
(new) _I 11 (old) w, - w, 
Thus 
= (a,ac) 11 (u~ld), (vjold))c) 
_ ( 11 (old) c 11 ( (old))c) - a u, , a v, 
=(all u)old), (a V vjold))c) 
:= (ujnew), (vjnew))c). 
R(new) _ R(old)"' J - J wa. 
(27) 
(28) 
In particular, no weight changes occur if a E R~ld). In summary, with fast learning, each R; 
equals the smallest rectangle that encloses all vectors a that have chosen category j, under 
the constraint that IR;I:::; 2(1- p). 
In general, if a has dimension M, the hyper-rectangle R; includes the two vertices 11;a 
and v 1a, where the ith component of each vector is 
(ll;a); =min{ a;: a has been coded by category j} 
and 
(v;a); =max{ a;: a has been coded by category j} 
(Figure 7). The size of Rj is given by 
As in (27), 
IRjl = IV;a-lljal. 
Wj = (llja, (vja)c) 
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(29) 
(30) 
(31) 
(32) 
so 
(33) 
The size of the hyper-rectangle R1 is thus 
(34) 
By (6), (8), and (13), 
(35) 
By (34) and (35), 
(36) 
Thus in the M-dimensional case, high vigilance (p ~ 1) again leads to small Rj while low 
vigilance (p ~ 0) permits large Rj. If j is an uncommitted node, ]wj] =2M, by (14), and 
so, ]Rj] = -M, by (34). These observations may be combined into the following theorem. 
Theorem (Stable Category Learning) 
In response to an arbitrary sequence of analog or binary input vectors, a Fuzzy ART 
system with complement coding and fast learning forms stable hyper-rectangular categories 
Rj which grow during learning to a maximum size ]Rj] ~ M(1- p) as ]wj] monotonically 
decreases. In the conservative limit, one-pass learning obtains such that no reset or additional 
learning occurs on subsequent presentations of any input. 
Similar properties hold for the fast-learn slow-recode case, except that repeated presen-
tations of an input may be needed before stabilization occurs. 
The geometry of the hyper-rectangles R1 resembles part of the EACH (Exemplar-Aided 
Constructor of Hyper-rectangles) algorithm (Salzberg, 1990). Both EACH and Fuzzy AUT-
MAP (Carpenter, Grossberg, Reynolds, and Rosen, 1991) construct hyper-rectangles that 
represent category weights in a supervised learning paradigm. Both algorithms use the 
learning law (8) to update weights when an input correctly predicts the output. The two 
algorithms differ significantly, however, in their response to an incorrect prediction. In 
particular, EACH has no analogue of the AHT vigilance parameter p, and its rules for search 
differ from those of Fuzzy ART. In addition, EACH allows hyper-rectangles to shrink as well 
as to grow, so the Fuzzy ART stability properties do not obtain. 
In the computer simulation summarized in Figure 8, M = 2 and vectors a{ll, aC2l, ... are 
selected at random from the unit square. Each frame shows the vector aCtl and the set of 
rectangles Rj present after learning occurs. The system is run in the fast-learn, conservative 
limit, and p = .4. When the first category is established, R1 is just the point aC 1l. If aCtl 
lies within one or more established Ri, the rectangle chosen is the one that has the smallest 
size ]Rj]· In this case, neither reset nor weight change occurs. Each new input that activates 
category j, but does not lie within its previously established boundaries, expands Rj unless 
(as in (d)) such an expansion would cause the size of R1 to exceed 2(1- p) = 1.2. As more 
and more inputs sample the square, all points of the square are eventually covered by a set 
of eight rectangles R1, as illustrated by (g)-(i). 
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(a) (b) (c) 
(d) 
(g) (h) (i) 
Figure 8. Fuzzy ART complement coding simulation with a e! 0, j3 = I, p = .4, and input vectors a(t) selected 
at random from the unit square. Rectangles Rj grow during learning, and new categories are established, 
until the entire square is covered by 8 rectangles. Categories do not proliferate. A new point rectangle, R2, 
is established at t = 4, since Rr EB a<4 l is too large to satisfy the match criterion (26). 
6. Fuzzy ART without Complement Coding 
The advantages of complement coding are highlighted by consideration of Fuzzy ART 
without this preprocessing component. Consider again a fast-learn Fuzzy ART system with 
M = 2. Let the input set consist of 2-dimensional vectors I = a. During learning, 
W (new) _ A (old) J -anWJ , 
since fJ = 1 in (8). Without complement coding, the monotone decrease in 
implied by (37) can lead to a proliferation of categories, as follows. 
(37) 
Jw Jl that is 
Geometry of Fuzzy ART: The choice, match, and learning computations of Fuzzy 
AHT (Figure 3) will now be described geometrically. Without complement coding, these 
computations can be described in terms of polygonal regions. With complement coding, the 
analogous regions would be 4-dimensional sets. 
For a given input a, Fuzzy ART choice is characterized by a nested set of polygons. 
These polygons are defined by the choice function 
(38) 
and thus are called choice polygons (Figure 9). As in (5), the category choice is indexed by 
J, where 
T1 (a) = max{Tj(a) :j = 1,2, ... ,N}. (39) 
The choice J can be geometrically interpreted as follows. For each input vector a and number 
T E [0, 1], let 
_ . jaAwj 
Py(a)- {w. a+ Jwl;:: T}, (40) 
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Figure 9. Geometry of Fuzzy ART without complement coding. Input a divides the unit square into four 
rectangular regions (i), ... , (iv). (a) Choice polygons PT(a) for 0 < T < 1 and 0 <a< 1. If input a chooses 
a category J with TJ = T, then WJ is a point on 8PT(a), but no weight vector w; lies inside PT(a). (b) 
Resonance and reset regions for input a. (c) During learning, WJ is projected onto the shaded triangle. (d) 
For a given category J, the size of the set of inputs a that will resonate upon choosing w J shrinks to 0 as lw J I _, 0. If a is in the shaded triangle, WJ is a fuzzy subset of a. There, if a chooses category J, no weight 
change occurs during learning. 
where w is any vector in the unit square. For each T, region Py( a) is a choice polygon with 
boundary 
DPr(a) = {w: ~a: ;'1 = T}. (41) 
Progressively smaller values of T induce a family of progressively larger polygons that are 
nested within each other. In the conservative limit (a'= 0), P1(a) '=a and all Py(a) include 
a for 0 :S T :S 1. 
By (38) and (40), an LTM vector 
( 42) 
iff 
( 43) 
Thus, to find a category choice J that maximizes T1 (a), the largest T must be found such 
that 
but 
a E Py(a), 
w 1 E DPr( a), 
w 1 ¢ Ps(a) 
(4) 
(45) 
( 46) 
for any j = 1, 2, ... , N and S > T. To accomplish this, T is decreased and the corresponding 
polygon Py(a) expands until its boundary DPr(a) intersects the first LTM vector w1,j = 
1, 2, ... , N, at some value 1'. Then set J = j and T;(a) = T. 
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Resonance and reset regions: Once chosen, node J remains active only if the vigilance 
criterion is met; namely, by (6), 
Ia A w Jl?: pial. ( 47) 
The resonance and reset regions can be visualized in terms of the four rectangular regions 
into which a divides the unit square (Figure 9b). If w1 is in region (i), 
Thus ( 47) is satisfied given any vigilance value p E [0, 1]. On the other hand, if w 1 is in 
region (iv), then 
so node J will be reset if 
lwJI <pial. (50) 
The boundary of the reset region in (iv) is thus defined by the straight line {w: lwl =pial}, 
which approaches a as p approaches 1. The fact that the reset boundary is a vertical line in 
region (ii) and a horizontal line in region (iii) is checked by evaluating laA w i 1 in these regions. 
Figure 9b pieces together these reset regions and depicts the complementary resonance region 
in gray at a vigilance value p < 1. 
Learning: After search, some node J is chosen with w J in the resonance region. During 
learning, a A w J becomes the new weight vector for category J, by (37). That is, w J is 
projected to region (iv); specifically, to the shaded triangle in Figure 9c. Thus, unless w J 
already lies in region (iv), w J is drawn toward the origin during learning. However, as w J 
approaches the origin, it leaves the resonance region of most inputs a (Figure 9b ). In order to 
satisfy the resonance criterion, future inputs are forced to drag other weight vectors toward 
the origin, or to choose uncommitted nodes, even though the choice value of these nodes is 
small. Figure 9d illustrates, for two different weight vectors w J and wj, the set of points a 
where resonance will occur if category J or J' is chosen. As shown, this set shrinks to zero 
as 1w11 approaches 0. 
Category proliferation: Figure 10 shows how the properties of Fuzzy ART described 
above can lead to category proliferation. In the simulation illustrated, the same randomly 
chosen sequence of inputs a(tl as in Figure 8 were presented to a Fuzzy ART system. Each 
frame shows the vector a(t) and the triangular subset of the resonance region (Figure 9d) for 
all established categories. As shown, proliferating categories cluster near the origin, where 
they are rarely chosen for resonance, while new categories are continually created. This 
problem is solved by complement coding of the input vectors, as was illustrated in Section 
5. 
7. Stability of Clustering Algorithms 
Moore (1989) described a variety of clustering algorithms, some of them classical and 
others, based on ART 1, that are similar to Fuzzy ART. All use, however, a choice function 
that includes a dot product or Euclidean distance measure that differs from the choice 
function 1j in (2). In addition, complement coding is not used. For example, the Cluster 
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(g) (h) (i) 
Figure 10. Fuzzy ART simulation with " ~ 0, (3 = 1, and p = .4. The sequence of input vectors aCt) is 
the same as in Figure 8. The resonance triangle is shown for each category, with the triangle for category 1 
shaded. Categories proliferate as lw; I --> 0. 
Euclidean algorithm (Moore, 1989, p. 176) chooses the coded category J whose weight vector 
w J is the minimal Euclidean distance d(w ;,I) to I, and which satisfies 
d(w J,I) :-=; 0. (51) 
If such a J exists, w J is updated by 
w~new) = (JI + (1 _ (J)w~old). (52) 
If no such category exists, an uncommitted node J is chosen and w)new) = I, as in the 
fast commitment option. The Cluster Unidirectional algorithm (Moore, 1989, p. 177) is 
similar except that weights are updated according to equation (8). Moore pointed out that 
the Cluster Euclidean algorithm is unstable in the sense that weight vectors and category 
boundaries may cycle endlessly. Moore also showed that the unidirectional weight update 
rule (8) avoids this type of instability, but introduces the category proliferation problem 
described in Section 6. 
As noted in the Stable Category Learning Theorem, normalization of inputs using com-
plement coding allows F'uzzy ART to overcome the category proliferation problem while 
retaining the stable coding properties of the weight update rule (8). The strong stability 
and rapid convergence properties of Fuzzy ART models are due to the direct relationship 
between the choice function (2), the reset rule (7), and the weight update rule (8). Choice, 
search, and learning are made computationally consistent by the common use of the vector 
I A w i. This direct relationship enables Fuzzy ART models to be embedded in multilevel 
Fuzzy ARTMAP systems for supervised learning of categorical maps between m-dimensional 
and n-dimensional analog vector pairs (Carpenter, Grossberg, Reynolds, and Rosen, 1991). 
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