Abstract. We prove a local version of a (global) result of Merle and Zaag about ODE behavior of solutions near blowup points for subcritical nonlinear heat equations. As an application, for the equation ut = ∆u + V (x)f (u), we rule out the possibility of blowup at zero points of the potential V for monotone in time solutions when f (u) ∼ u p for large u, both in the Sobolev subcritical case and in the radial case. This solves a problem left open in previous work on the subject. Suitable Liouville-type theorems play a crucial role in the proofs.
Introduction
In this paper, we consider the following semilinear heat equation with spatially dependent coefficient in the nonlinearity:
(1.1)
In the case when V is a positive constant and f (u) ∼ u p with p > 1, the blowup behavior of solutions has received considerable attention in the past decades and a rich variety of phenomena has been discovered (see, e.g., the monograph [30] and the references therein).
In the case when the potential is nonnegative and nonconstant, it is a natural question whether or not blowup can occur at zero points of the potential V . Although the answer would intuitively seem to be negative at first sight, it was surprisingly found in [6, 14, 16, 15] to be positive or negative depending on the situation (see Remark 1.2 for details).
The goal of this paper is twofold:
(i) rule out the possibility of blowup at zero points of the potential V for monotone in time solutions of equation (1.1) when f (u) ∼ u p for large u.
(ii) prove a local version of a (global) result of Merle-Zaag [23] about ODE behavior of solutions near blowup points for subcritical nonlinear heat equations. This result, of independent interest, and which seems to be new even in the case V ≡ 1, will be an essential ingredient for (i).
Let us now state our general assumptions:
Ω is a domain of R n , ( Our first main result rules out the possibility of blowup at zero points of the potential V for monotone in time solutions of (1.1), under suitable assumptions. In fact, the case of the homogeneous Dirichlet problem associated with equation (1.1) with f (0) = 0 was completely solved in [16] . The more delicate case f (0) > 0 was left as an open problem.
We here essentially solve it for subcritical p, under a mild geometric assumption. Actually, the result here is formulated in a completely local way, without reference to any boundary conditions. Here, x 0 is said to be a blowup point if lim sup 
(ii) Assertion (i) remains valid for any p > 1, if we assume in addition that u and V
are radially symmetric and Ω = B R .
We stress that the assumption u t ≥ 0 cannot be removed in general (compare Theorem 1.1(ii) with cases (b) and (c) in Remark 1.2 below). Also, the nonlinearity u p in to ∂Ω. The question seems delicate, especially for n ≥ 2.
Our next main result is a local version of a global result of Merle-Zaag [23] . It asserts that the solution of the subcritical nonlinear heat equation behaves like the corresponding ODE, in the sense that the diffusion term becomes asymptotically of smaller order than the reaction term wherever the solution is large. This result is crucial to our proof of Theorem 1.1.
for some c 0 > 0. Let u be a nonnegative classical solution of (1.1) such that
for some M > 0. Then for each ε > 0 there exists a constant C ε > 0 such that 
, with U bounded and ∆U (0) < 0 (see [20, 2, 21, 25] ). In particular, these solutions satisfy (1.9) and
for some θ ∈ (0, 1), hence (1.10) is violated.
(c) Let D be an annulus, D = {x ∈ R n : r 1 < |x| < r 2 } with r 2 > r 1 > 0, and assume that u and V are radially symmetric. Then Theorem 1.2 remains true for all p > 1.
Moreover, estimate (1.9) is also true for all p > 1 (cf. [27] ).
The proof of Theorem 1.2 is done by rescaling arguments, relying on a Liouville type theorem of [23] for ancient solutions of u t − ∆u = u p . In this sense it follows the scheme of proof of the corresponding global result in [23] . However, the proofs in both [23] and [24] make extensive use of the so-called weighted energy of Giga and Kohn [12] , which requires working with prescribed boundary conditions. This tool is required in order to guarantee an upper type I estimate, as well as to avoid degeneracy of blowup. In the local case, we are here able to avoid any energy argument and to replace this ingredient by a different nondegeneracy property which is of purely local nature (see Proposition 2.1 and Lemma 3.2 below).
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As for the local type I estimate (cf. assumption (1.9) in Theorem 1.2), it is guaranteed by the following known result, which is a consequence of a different Liouville-type Theorem from [27] and [28] (see Theorem 3.1 and Remark 4.3(b) in [27] ; note that the proof is given there for constant V , but it carries over with straightforward changes). 
Then there exists M > 0 such that estimate (1.9) holds.
Remark 1.2. Let us summarize the previously known results about blowup or non blowup
at zero points of the potential for positive solutions of the equation
with p > 1 and homogeneous Dirichlet boundary conditions (if Ω = R n ).
. If u is symmetric, then 0 is not a blowup point [14] ;
Then there exist symmetric solutions such that 0 is a blowup point [16] ; For results on other aspects of equation (1.1) with variable potential and power-like nonlinearity, we refer to, e.g., [26, 29, 22, 4, 3, 1, 32, 7] . For other applications of MerleZaag's Liouville theorem and ODE behavior in the study of the blowup set in the case V ≡ 1, see [33, 9] and the references therein.
Let us now explain the difficulties in ruling out the possibility of blowup at zero points of the potential V , and the new ideas to overcome these difficulties. It is already known [16, 15] The outline of the paper is as follows. In Section 2, we prove a nondegeneracy result which is one of the ingredients of the proof of Theorem 1.2. Then Theorem 1.2 is proved in Section 3. Section 4 is devoted to the proof of Theorem 1.1. Finally, in Section 5, we consider the case of weak nonlinearities, for which we prove blowup at zero points of the potential, and also obtain additional information on the blowup behavior which stands in contrast with the case of power nonlinearities with a potential.
A nondegeneracy result
As an ingredient to the proof of Theorem 1.2, we will prove the following nondegeneracy property, valid for any p > 1. It extends a result of Giga and Kohn (see Theorem 2.1 in [13] and cf. also Theorem 25.3 in [30] ). Namely, condition (2.2) below involves the sharp constant κ, instead of a small number ε > 0 in [13] . 
Assume that there exist k ∈ (0, κ) and δ ∈ (0, T ) such that
Proof. Assume x 0 = 0 without loss of generality. For any σ ∈ (0, 2) and R ∈ (0, r], we
and
Indeed, this function can be constructed as follows. We fix a nonincreasing function
as s → a − . Finally setting φ R (x) = ψ(|x|/R), we see that φ R has the desired properties (in particular, (2.4) follows from (2.5) if l is large enough).
Let ε > 0 and put
Using (2.1) and 4|u ε φ∇u · ∇φ| ≤ εu ε−1 φ 2 |∇u| 2 + 4ε −1 u 1+ε |∇φ| 2 , we obtain
Moreover, by (2.4) with σ = 2(1 + ε)/(p + ε) and Young's inequality, we get
where B = B(ε, A, p, n, r) > 0 (the computation is valid at any point such that φ > 0, but the conclusion is also true where φ = 0, by (2.4)). It follows that
small, so that m < α. We first use the choice R = r. Using (2.1) and assumption (2.2),
we have
Moreover, taking
We next use the choice R = r/2, with ε as above. Going back to (2.6) and using (2.7),
Setting
with K 3 = K 3 (δ, A, p, n, k, r) > 0 sufficiently large, we see that
as well as
. We then deduce from the comparison principle
This concludes the proof.
Proof of Theorem 1.2
The proof of Theorem 1.2 relies on the following Liouville type result, which is due to Merle and Zaag [23] .
Theorem B. Let 1 < p < p S , let T ≥ 0 and let z be a nonnegative classical solution of
Then z is independent of x.
For the proof of Theorem 1.2, we need the following two lemmas. They are consequences of Theorem B and of Proposition 2.1, respectively.
Lemma 3.1. Assume (1.2)-(1.6) and
for some c 0 > 0 and let ω ⊂⊂ D ⊂⊂ Ω. Let u be a nonnegative classical solution u of (1.1).
(i) Assume that p < p S and that u satisfies
Then for each ε > 0 there exists a constant C ε > 0 such that
and 
Assume that, for each ε > 0, there exists a constant C ε > 0 such that
, there exist constants τ 0 , K > 0 with the following property: If
Here τ 0 depends only on p, k, A and on the constants C ε , and K depends only on p, k, A, n, r, t 0 and on the constants C ε . 
We may assume that x j → x ∞ ∈ ω. We also have t j → T , since otherwise, ∆u(t j , x j ) and ∇u(t j , x j ) would be bounded. We rescale u by setting:
where
By a simple computation, we see that
As a consequence of assumption (3.2), we note that
Moreover, we have
hence, by (3.9),
As a consequence of (3.10), (3.11), (1.6) and interior parabolic estimates, we then deduce that there exist a function w ≥ 0 and ν ∈ (0, 1) such that, for each compact subset K of E = (−∞, 1) × R n , the sequence v j converges in C 1+(ν/2),2+ν (K) to w as j → ∞. In particular, by (3.11) and (3.12), we have
Now, for each (s, y) ∈ E, considering separately the cases w(s, y) > 0 and w(s, y) = 0 and using assumption (1.4), we see that
It follows that w is a classical solution of
Note that V (x ∞ ) > 0 by (3.1). By Theorem B, such a solution with the additional property (3.13) must necessarily be spatially homogeneous. This contradicts (3.14).
(ii) We only sketch the necessary changes. Since u is radial, setting ρ = |x|, ρ j = |x j | and ρ = ρ j + λ j y, equation (3.10) can be written as
On the other hand, in the radial case in an annulus, by [27] , estimate (3.2) is true and moreover
for some M 1 > 0. Therefore, since λ j = T − t j , we have
in D j . Consequently, the limiting equation (3.15) becomes
so that we can conclude as before.
Proof of Lemma 3.2. (i) Let ε > 0. By our assumptions, we have
Since k ∈ (0, κ), we may choose B so that
We claim that there exist ε = ε(p, k, A) > 0 and
Indeed, since pα = α + 1, (3.17) is equivalent to
Since Bα − AB p > 0 by (3.16), we see that this is true if we choose ε > 0 small and then τ 0 small, with the dependence specified above.
Now (3.16) and assumption (3.7) guarantee that, for each x ∈ B(x 0 , r), we have u(t 0 , x) ≤ φ(t 0 ). By (3.17) and ODE comparison, it follows that u(t, x) ≤ φ(t) for all t ∈ [t 0 , T ). Consequently, we have u(t, x) ≤ B(T − t)
Since B < κA −α , Proposition 2.1 then guarantees the desired bound.
(ii) If (3.8) fails, then there exist k < κ and t 0 ∈ ((T − τ 0 ) + , T ) such that (T − t 0 ) α u(t 0 , x 0 ) < kA −α , where τ 0 is given by assertion (i). By continuity there exists r > 0 such that (T − t 0 ) α u(t 0 , ·) < kA −α in B(x 0 , r). By assertion (i), it follows that x 0 is not a blowup point.
We are now in a position to give the proof of Theorem 1.2, by combining Lemmas 3.1-3.2 and an appropriate rescaling argument.
Proof of Theorem 1.2. Assume for contradiction that there exist c 1 > 0 and a sequence
Step 1. Nondegeneracy at points x j . First, it follows from (3.3) in Lemma 3.1(i) and (3.18) that, for all ε > 0,
Therefore, t j → T and
with ε j → 0 as j → ∞. Moreover, we may also assume that x j → x ∞ ∈ ω. Note that x ∞ is in particular a blowup point (i.e., lim sup t→T, x→x∞ u(t, x) = ∞), since otherwise by parabolic regularity, ∆u(t j , x j ) would be bounded.
We claim that there exists a subsequence of {(t j , x j )} (not relabeled) and a sequencê
To prove the claim, in view of (3.19), by continuity, it suffices to show that, for each η > 0 and each j 0 ≥ 1 there exist j ≥ j 0 and t ∈ (T − η, t j ) such that
If this were false, then there would exist η > 0 and j 0 ≥ 1 such that, for all j ≥ j 0 and
, by letting j → ∞. Using the continuity of V and applying Lemma 3.2(ii) for some A > V (x ∞ ) close to V (x ∞ ), we would deduce that x ∞ is not a blowup point, which is a contradiction. This proves the claim.
Step 2. Rescaling and convergence to a bounded flat profile. We rescale similarly as in the proof of Lemma 3.1, but now takingt j as rescaling times. Namely, we set:
As a consequence of assumption (1.9), we note that
By (3.3)-(3.4), for all ε > 0, we have
Also, letting
by (3.18), we see that
Moreover, by (3.20), we have
As a consequence of (3.23) and (3.26) , it follows that 
Integrating this ODE, we obtain
Step 3. Uniform regularity and flatness of rescaled solution and conclusion. We shall now apply Lemma 3.2(i). First, since w(s, y)
Step 2 that for any s 0 ∈ (0, 1), there exists j 1 ≥ 1 such that
By assumption (1.4), there exists C > 0 such that f (u) ≤ 3 2 (u + C) p for all u ≥ 0. This along with (3.21) and the continuity of V implies that z j := v j + 1 satisfies
for all j sufficiently large. Let τ 0 be given by Lemma 3.2(i) with A = 2V (x ∞ ), r = 2,
in view of (3.29) and (3.30), it then follows from Lemma 3.2(i) that
Going back to equation (3.21) , and using parabolic estimates, we deduce that v j actually converges to w in C 1+(ν/2),2+ν ([1/2, 1) × B 1/4 ). In view of (3.28), this implies
This contradicts (3.25) and the proof is completed.
Finally, we note that in the radial case in an annulus (cf. Remark 1.1(c)), the above proof remains valid for all p > 1, using assertion (ii) of Lemma 3.1.
Proof of Theorem 1.1
The proof is carried out through a series of lemmas. In what follows we denote {V ≤ k} = {x ∈ Ω : V (x) ≤ k}. We begin with the following simple topological lemma. Step 1. We claim that we have Step 2. Next we claim that there exists m ≥ 1 such that A m ∩ ∂Ω = ∅. Indeed, otherwise, for each m ≥ 1, we may find x m ∈ A m ∩ ∂Ω. Since ∂Ω is compact, up to a subsequence, we may assume x m → y for some y ∈ ∂Ω. For each m ≥ 1, by (4.1), we have
in view of (4.3). But this is a contradiction with A 0 ∩ ∂Ω = ∅. 
Proof. Following [8] , we set
A standard computation yields, using that f is of class C 2 and convex,
As a consequence of Lemma 4.1, there exist a subdomain Ω 0 ⊂⊂ Ω and η > 0 such that
Recall that u t ≥ 0. Since u blows up, we have u t ≡ 0. Therefore, by the strong maximum principle applied to u t , there exists
In particular, assuming ε ≤ ε 0 := γ sup x∈Ω 0 f (u (t 1 , x) )
, we have
As a consequence of Theorem A, Theorem 1.2 and (4.7), along with the continuity of V , there exists C > 0 such that
(In the radial case, cf. assertion (ii) of Theorem 1.1, we use Remark 1.1(c).) Assume ε < min(ε 0 , η, γη/C). Combining (4.8) and (4.9), we obtain
We can then apply the maximum principle to deduce J ≥ 0 in [t 1 , T )×Ω 0 .
Using (1.4), by integration, estimate (4.5) follows on [t 1 , T ), hence on (0, T ).
Blowup at x 0 will be finally ruled out by the following lemma, which shows that type I blowup cannot occur at a zero point of the potential. 
and assume that u satisfies the type I estimate (4.5) .
This was proved in [16] . For completeness, we reproduce the (supersolution) argument of [16] as follows.
Proof of Lemma 4.3 . Let ρ, M be the constants in (4.5). Following [16] , we introduce the function
where r ∈ (0, ρ/2) and the constants β ∈ (0, 1) and K > M are to be determined later.
Due to (4.5), we have
Clearly, u(0, x) ≤ w(0, x) for x ∈B 0 , if K is chosen sufficiently large. We set f (w) = C(1 + w) p and compute
Noting that
for K sufficiently large, it follows that 
Blowup at zero points of the potential for weak nonlinearities
Consider the problem
The following result, announced after Theorem 1.1, shows that the nonlinearity u p cannot be replaced with a slowly growing one in Theorem 1. 
. We note that in the case V = 1, global blowup for problem (5.1)-(5.4) and 1 < a < 2 was proved in [19] for smooth bounded domains Ω ⊂ R n and in [31] for Ω = (0, ∞). For radially symmetric decreasing solutions in Ω = R n , global blowup as well as further qualitative properties of blow-up solutions were obtained in [10] . For the case of nonconstant, possibly vanishing potential, we will need some specific arguments. On the other hand, we obtain the following information on the blowup behavior, which shows that blowup remains of "type I" at each point x ∈ (−1, 1), in contrast with the case of blowup at zero points of the potential for power nonlinearities (cf. cases (b) and (c) in Remark 1.2, and Lemma 4.3).
Proposition 5.2. Let the assumptions of Proposition 5.1(ii) be in force, with T < ∞.
Then there exist constants C 2 ≥ C 1 > 0 such that
for all t ∈ (T /2, T ) and x ∈ (−1, 1).
We turn to the proofs of Propositions 5.1 and 5.2. Owing to our assumptions, u(t, ·)
is even for all t ∈ (0, T ), but it need not be nonincreasing on [0, 1], since u 0 and V are not assumed to be so. However we shall prove that u has some partial monotonicity properties, which guarantee the persistence of the maximum at the origin, a useful fact for the proof of Propositions 5.1 and 5.2. These monotonicity properties, which rely on suitable reflection arguments, remain valid for more general problems with potential as follows. We note that the assumption L ≥ 1/3 does not seem easy to relax.
and assume that V and φ are even and satisfy: 
Proof. Set J = (−L, 1 − 2L). We first claim that
is even, and also w(t, 1 − 2L) = u(t, 1 − 2L) ≥ 0. Moreover, for all x ∈ J, we have
by (5.7)-(5.8), and similarly w(0, x) = u 0 (x) − u 0 (x + 2L) ≥ 0. In particular, w satisfies
in (0, τ ) × J. Claim (5.11) then follows from the maximum principle.
We next prove (5.9). By (5.11), we have
and is a (strong) solution of
Since also z(t, 0) = 0, property (5.9) follows from the maximum principle.
. Consequently, by (5.11), we have
. Property (5.10) follows.
Proof of Proposition 5.1. (i)
Step 1 where G is the Dirichlet heat kernel of the interval (0, 1). This problem is studied in detail in [31] when (0, 1) is replaced by the half-line (0, ∞), taking advantage of the explicit Gaussian heat kernel. Although this is not available in our case, it is known [35] that G satisfies the following sharp lower estimate: By the computation in (4.6) (valid for any convex f ∈ C 2 ) and the maximum principle, we deduce that J ≥ 0 in (t 1 , T )×(−1, 1). Since V (0) > 0, we deduce the upper estimate of u(t, 0) upon integration, whereas the inequality u(t, x) ≤ u(t, 0) is a consequence of (5.10).
As for the lower estimate of u(t, x) in (5.6), for 1/3 ≤ |x| < 1 it follows from (5.13).
For 0 ≤ |x| < 1/3, it follows from u(t, x) ≥ u(t, 1/3), in view of (5.9) with L = 1/3.
