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a b s t r a c t
A duality theory for digital nets, i.e., for finite point sets with strong
uniformity properties, was introduced by Niederreiter and Pirsic.
This duality theory is based on the concept of the dual spaceM of a
digital net. In this paper we extend the duality theory from (finite)
digital nets to (infinite) digital sequences. The analogue of the dual
space is now a chain of dual spaces (Mm)m≥1 for which a certain
projection ofMm+1 is a subspace ofMm.
As an example of the use of dual space chains, we show how a
well-known construction of digital sequences by Niederreiter and
Xing can be achieved in a simpler manner by using our duality
theory for digital sequences.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Practical implementations of quasi-Monte Carlo methods rely on low-discrepancy point sets
or low-discrepancy sequences of points in the s-dimensional unit cube [0, 1]s. Currently, the
most commonly used low-discrepancy point sets (resp. sequences) are (t,m, s)-nets (resp. (t, s)-
sequences).
Almost all known (t,m, s)-nets and (t, s)-sequences are digital nets and digital sequences, which
we introduce in the following section. Here the construction relies on s matrices C1, . . . , Cs (the
generating matrices) over a finite field Fq. For digital nets the generating matrices are in Fm×mq and
for digital sequences the generating matrices are in F∞×∞q .
For digital nets, by concatenating the generating matrices C1, . . . , Cs into one matrix (C1 | . . . |
Cs) ∈ Fm×smq , one can define the dual space of the digital net as the null space of this concatenated
matrix. This was done in [1]. The dual space contains the same information as the generatingmatrices
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C1, . . . , Cs, but some results are easier to establish via the dual space rather than the generating
matrices themselves. For example, several propagation rules [2,3,1,4] were established via the dual
space and new constructions of digital nets were obtained in this way (see [5,6] and the survey
articles [7–9]). In [10] the duality theory for digital nets was employed in the analysis of the t-value
for certain digital sequences. The dual space also has an interpretation for numerical integration [11]:
the mean square worst-case error is the sum over all Walsh coefficients of the function whose
wavenumbers, after a transformation, are in the dual space. So from the point of view of theory, it
is sometimes preferable to work with the dual space rather than the generating matrices themselves.
An analogue of this duality theory for digital sequences has been missing in the literature and will
be presented here. In this case the dual space becomes a dual space chain, i.e., a sequence of dual
spaces (one for each subnet of qm points of the digital sequence) which are related to each other by a
certain property. We give a complete characterization of this dual space chain in Section 4. We also
prove the reverse: given a dual space chain, we show how one can obtain a digital sequence from it
and in which cases it is unique up to a certain re-ordering of points.
As an example of the use of our theory, we apply the dual space chain approach to the well-known
construction of digital sequences due to Niederreiter and Xing [12]. In this way the construction
becomes in some sense easier and more explicit (see Remark 3).
We briefly outline the paper. In the next sectionwe give the definition of digital nets and sequences
and define the dual space of a digital net. For digital sequences, we obtain a sequence of dual spaces.
In Section 3, using the results from [1], we obtain the relationship between the dual spaces and the
t-value of the subnets of the digital sequence. In Section 4 we prove the fundamental properties that
show which sequences of dual spaces define a digital sequence. We call an appropriate sequence of
dual spaces a dual space chain (see Definition 3). In Section 5we revisit the construction of Niederreiter
and Xing [12] using the concept of dual space chains.
2. Digital sequences
Throughout the rest of the paper, let q be a prime power and Fq be the finite field of order q.
The following definition gives the construction scheme for digital sequences; see [13] and
[14, Chapter 4] for the original approach and [15, Chapter 8] for an approach with relaxed conditions
on the generating matrices which we follow here.
Definition 1. Let m, s ≥ 1 be integers. Let C (m)1 , . . . , C (m)s be m × mmatrices over the finite field Fq.
Now we construct qm points in [0, 1)s. For h = 0, 1, . . . , qm − 1, let h = h0 + h1q+ · · · + hm−1qm−1
be the q-adic expansion of h. Choose a bijection ϕ : {0, 1, . . . , q− 1} → Fq with ϕ(0) = 0. Identify h
with the vector h = (ϕ(h0), . . . , ϕ(hm−1)) ∈ Fmq . For 1 ≤ i ≤ smultiply the matrix C (m)i by h, i.e.,
hC (m)i =: (yi,1(h), . . . , yi,m(h)) ∈ Fmq ,
and set
xh,i := ϕ
−1(yi,1(h))
q
+ · · · + ϕ
−1(yi,m(h))
qm
.
Then put
xh = (xh,1, . . . , xh,s) ∈ [0, 1)s.
The point set {x0, . . . , xqm−1} is called a digital net (over Fq) (with generatingmatrices C (m)1 , . . . , C (m)s ).
For m = ∞ we obtain a sequence x0, x1, . . . of points in [0, 1]s which is called a digital sequence
(over Fq) (with generating matrices C
(∞)
1 , . . . , C
(∞)
s , which we abbreviate as C1, . . . , Cs).
The first qm points of a digital sequence form a digital net which is generated by the left upper
m×m submatrices of C1, . . . , Cs. We will denote thesem×m submatrices of the generating matrices
of a digital sequence by C (m)1 , . . . , C
(m)
s ∈ Fm×mq .
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For eachm ≥ 1, we combine the matrices C (m)1 , . . . , C (m)s into one matrix
C (m) := (C (m)1 | C (m)2 | . . . | C (m)s ) ∈ Fm×smq .
The rows of C (m) generate an Fq-linear subspace of Fsmq which is denoted byNm and called themth row
space of the digital sequence. The dual ofNm, which by definition is the null space of C (m), is denoted
byN ⊥m . Equivalently, we have
N ⊥m = {A ∈ Fsmq : A · N = 0 for all N ∈ Nm},
where · is the standard inner product on Fsmq .
The left upper (m + 1) × m submatrix of Ci will be denoted by C (m+1,m)i and analogously to C (m)
above we also define C (m+1,m). The row space of C (m+1,m) is denoted by Nm+1,m ⊆ Fsmq and its dual
space is denoted byN ⊥m+1,m.
3. Duality for digital sequences
In this section and the following one, we extend the duality theory of [1] for digital nets to digital
sequences.
As in [1], for a = (a1, . . . , am) ∈ Fmq we introduce the weight vm(a) by vm(a) = 0 if a = 0 and
vm(a) = max{j : aj 6= 0} if a 6= 0. Again as in [1], we extend this definition to Fsmq by writing a vector
A ∈ Fsmq as the concatenation of s vectors of lengthm, i.e.,
A = (a1, . . . , as) ∈ Fsmq with ai ∈ Fmq for 1 ≤ i ≤ s,
and putting
Vm(A) =
s∑
i=1
vm(ai).
To generalize the duality theory, we also need the quantity
Um(A) = max
1≤i≤s
vm(ai).
A digital sequence over Fq is determined by its generating matrices. Equivalently, it can be described
via the sequence C (1), C (2), . . . of matrices or the sequence N1,N2, . . . of row spaces thereof (see
Section 2). Each C (m) or Nm ⊆ Fsmq describes the first qm points of the digital sequence and each has
a dual space N ⊥m ⊆ Fsmq (which is the null space of C (m) in Fsmq ) associated with it, as described in
Section 2 and [1]. Hence the dual for a digital sequence now consists of a sequence (N ⊥m )m≥1 of dual
spaces which have certain connections with each other.
Before we describe these connections, we recall some results from [1] which link the dual space
with the t-value of a digital net. These can be used to determine the function T of a digital sequence
x0, x1, . . . over Fq which has the following property: for anym ≥ 1, T (m) is a t-value of the digital net
formed by any block of qm points xh (or more precisely truncated versions of these points as described
in [10, Definition 2.1]), kqm ≤ h < (k+1)qm, with an integer k ≥ 0. If this is satisfied, thenwe speak of
a digital (T , s)-sequence (over Fq). We trivially have T (m) ≤ m for allm ≥ 1. If there exists an integer
t ≥ 0 such that T (m) ≤ t for allm > t , then we speak of a digital (t, s)-sequence (over Fq).
Definition 2. For any nonzero Fq-linear subspaceN of Fsmq , we define theminimum distance
δm(N ) = min
N∈N \{0}
Vm(N).
The following proposition is a direct consequence of [1, Theorem 2] (see also [10, Proposition 2.7]).
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Proposition 1. Let s ≥ 2. The matrices C1, . . . , Cs generate a digital (T , s)-sequence if and only if for all
m ≥ 1 we have
δm(N
⊥
m ) ≥ m− T (m)+ 1.
The following corollary follows directly from [1, Corollary 1].We recall that the digital (T , s)-sequence
x0, x1, . . . over Fq is a strict digital (T , s)-sequence (over Fq) if for allm ≥ 1, T (m) is the least t-value
for all blocks of (truncated) points xh, kqm ≤ h < (k+ 1)qm, with an integer k ≥ 0.
Corollary 1. Let s ≥ 2. The matrices C1, . . . , Cs generate a strict digital (T , s)-sequence with
T (m) = m− δm(N ⊥m )+ 1 for all m ≥ 1.
4. The dual space chain of a digital sequence
In this section we describe the necessary and sufficient conditions for a sequence (Mm)m≥1 of
spaces which fully determines a digital sequence, and also how the digital sequence can be obtained
from (Mm)m≥1. The following definition is essential.
Definition 3. Let s ≥ 2. For all m ≥ 1, let Mm be an Fq-linear subspace of Fsmq with dim(Mm) ≥
(s−1)m. LetMm+1,m be the projection of the set {A ∈Mm+1 : Um+1(A) ≤ m}, whereA = (a1, . . . , as)
with all ai ∈ Fm+1q , on the first m coordinates of each ai for 1 ≤ i ≤ s. Suppose thatMm+1,m is an Fq-
linear subspace ofMm with dim(Mm+1,m) ≥ dim(Mm)−1 for allm ≥ 1. Then the sequence (Mm)m≥1
of spaces is called a dual space chain.
We show in the following that for given generating matrices C1, . . . , Cs of a digital sequence, the
sequence (N ⊥m )m≥1 of dual spaces (with Nm being the mth row space of the digital sequence) is a
dual space chain and that, conversely, a dual space chain (Mm)m≥1 determines generating matrices
C1, . . . , Cs ∈ F∞×∞q of a digital sequence. Therefore the conditions of a dual space chain are necessary
and sufficient for describing a digital sequence. Proposition 1 and Corollary 1 can be used to obtain the
function T from (Mm)m≥1 for such a digital sequence. We assume throughout the rest of this section
that s ≥ 2.
Theorem 1. For given generating matrices C1, . . . , Cs of a digital sequence, the associated sequence
(N ⊥m )m≥1 of dual spaces is a dual space chain.
Proof. Let generating matrices C1, . . . , Cs be given. They yield the corresponding sequence (N ⊥m )m≥1
of dual spaces. We show thatMm := N ⊥m satisfies all the properties in Definition 3.
The dual space N ⊥m is of course a subspace of Fsmq with dim(N ⊥m ) = sm− dim(Nm) ≥ sm− m, as
Nm is the row space of C (m) and hence dim(Nm) ≤ m.
Note that Mm+1,m = N ⊥m+1,m, the dual space of the row space Nm+1,m of C (m+1,m). Since Nm ⊆
Nm+1,m, we haveMm+1,m ⊆Mm. As dim(Nm) ≥ dim(Nm+1,m)− 1, dim(N ⊥m ) = sm− dim(Nm), and
dim(N ⊥m+1,m) = sm− dim(Nm+1,m), it follows that dim(N ⊥m+1,m) ≥ dim(N ⊥m )− 1. Thus, the theorem
is shown. 
Theorem 2. For a given dual space chain (Mm)m≥1, one can construct generating matrices C1, . . . , Cs of a
digital sequence such that for all m ≥ 1 the mth row spaceNm of the digital sequence satisfiesN ⊥m =Mm.
Proof. Weproceed by induction onm. Form = 1we haveM1 a subspace of Fsq with dim(M1) ≥ s−1.
The dual spaceM⊥1 ofM1 therefore has dimension at most 1. The generating vector of this subspace
can be used to define C (1) (if the dimension is 0, then C (1) = 0).
Now assume that we know C (m) with row space Nm = M⊥m and we want to construct C (m+1). We
first construct C (m+1,m). If dim(Mm) = dim(Mm+1,m), then we obtain C (m+1,m) from C (m) by letting
the last row of C (m+1,m) be the zero vector. If dim(Mm) = dim(Mm+1,m) + 1, then dim(M⊥m) =
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dim(M⊥m+1,m)−1, whereM⊥m andM⊥m+1,m are the dual spaces ofMm andMm+1,m in Fsmq , respectively.
Note that asMm+1,m is a subspace ofMm, we have thatM⊥m is a subspace ofM⊥m+1,m. The spaceM⊥m
is the row space of C (m), and since dim(M⊥m+1,m) = dim(M⊥m)+ 1, we can add another row to C (m) to
obtain the (m+ 1)× smmatrix C (m+1,m) such that its row space isM⊥m+1,m.
LetM′m+1,m = {A ∈Mm+1 : Um+1(A) ≤ m}. ThenM′m+1,m is a subspace ofMm+1 and the projection
ofM′m+1,m onto the first m coordinates of each ai, 1 ≤ i ≤ s, isMm+1,m. By the construction above,
the dual spaceM⊥m+1,m ⊆ Fsmq ofMm+1,m is equal to the row space of C (m+1,m). Now consider the dual
spaceM′⊥m+1,m ⊆ Fs(m+1)q ofM′m+1,m. Let
C ′(m+1,m) = (C (m+1,m)1 0 | . . . | C (m+1,m)s 0)
and for 1 ≤ i ≤ s let Vi = (vi,1, . . . , vi,s(m+1)) with vi,i(m+1) = 1 and vi,j = 0 for 1 ≤ j ≤ s(m + 1)
with j 6= i(m+ 1). Then the rows of C ′(m+1,m) and the vectors V1, . . . ,Vs generate the spaceM′⊥m+1,m.
Now as M′m+1,m is a subspace of Mm+1, so M
⊥
m+1 is a subspace of M′
⊥
m+1,m. On the other hand,
dim(M⊥m+1) = s(m+ 1)− dim(Mm+1) ≤ s(m+ 1)− (s− 1)(m+ 1) = m+ 1. Thus, there arem+ 1
linear combinations of the rows of C ′(m+1,m) and V1, . . . ,Vs which generate the spaceM⊥m+1.
For 1 ≤ j ≤ m+1, let Dj denote the jth row of C ′(m+1,m). It remains to show that there are λi,j ∈ Fq,
1 ≤ i ≤ s and 1 ≤ j ≤ m+1, such that the vectorsDj+λ1,jV1+· · ·+λs,jVs for 1 ≤ j ≤ m+1 generate
the spaceM⊥m+1. From these vectors we can then build the matrix C (m+1) which contains C (m).
If D1, . . . ,Dm+1 are linearly independent, then the result holds as m + 1 vectors are enough and
none of the Dj’s can be left out; otherwise there would be a vector in the dual space of the generating
vectors ofM⊥m+1, with Um+1(A) ≤ m, but which is not inM′m+1,m and hence not inMm+1.
W.l.o.g. assume now that {D1, . . . ,Dk} is a maximal linearly independent subset of {D1, . . . ,Dm+1}
for some k ≤ m. Then Dk+1, . . . ,Dm+1 can be represented as linear combinations of D1, . . . ,Dk. In
this case, as above, none of the vectors D1, . . . ,Dk can be left out, so we can assume that the vectors
D1+µ1,1V1+· · ·+µs,1Vs, . . . ,Dk+µ1,kV1+· · ·+µs,kVs, for certainµi,j ∈ Fq, and them+1−k linear
combinations ofV1, . . . ,Vs given by κ1,1V1+· · ·+κs,1Vs, . . . , κ1,m+1−kV1+· · ·+κs,m+1−kVs, for certain
κi,l ∈ Fq, generateM⊥m+1. But the lastm+1−k vectors can now be replaced by vectors of the required
form. LetDk+1 = α1D1+· · ·+αkDkwith allαj ∈ Fq. Thenwe can replace the vector κ1,1V1+· · ·+κs,1Vs
by the vector Dk+1 + (α1µ1,1 + · · · + αkµ1,k − κ1,1)V1 + · · · + (α1µs,1 + · · · + αkµs,k − κs,1)Vs. The
same can be done for the remaining vectors. This completes the proof of the theorem. 
Theorem 3. Let (Mm)m≥1 be a dual space chain. If and only if dim(Mm+1,m) = (s − 1)m − 1 for all
m ≥ 1 are the generating matrices C1, . . . , Cs unique up to a multiplication of C1, . . . , Cs from the left
with the same nonsingular lower triangular matrix.
Proof. We retain the notation of the proof of Theorem 2. Note that if the vectors D1, . . . ,Dm+1 are
linearly dependent, then, as can be seen from the last paragraph of the proof of Theorem 2, there is
more than one possible choice for the λi,j ∈ Fq, 1 ≤ i ≤ s and 1 ≤ j ≤ m + 1, such that the vectors
Dj + λ1,jV1 + · · · + λs,jVs for 1 ≤ j ≤ m + 1 generate the spaceM⊥m+1. The vectors D1, . . . ,Dm+1
are linearly dependent if and only if dim(M⊥m+1,m) < m+ 1, which is equivalent to dim(Mm+1,m) =
sm− dim(M⊥m+1,m) > sm− (m+ 1) = (s− 1)m− 1. Hence if dim(Mm+1,m) > (s− 1)m− 1, then
the generating matrices are not unique up to a multiplication from the left with a nonsingular lower
triangular matrix. This proves the ‘‘only if’’ part of the theorem.
To prove the ‘‘if’’ part, observe that if dim(Mm+1,m) = (s − 1)m − 1, then it follows from the
definition of a dual space chain that (s − 1)m ≤ dim(Mm) ≤ dim(Mm+1,m) + 1 = (s − 1)m. Hence
we have dim(Mm) = (s− 1)m for allm ≥ 1.
We now use induction. The result clearly holds for m = 1. The construction of C (m+1,m) from
C (m) is not affected by adding a scalar multiple of a previous row to the last row of C (m+1,m). Now
to the construction of C (m+1) from C (m+1,m). AsM′m+1,m is a subspace ofMm+1, we can consider the
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factor space Mm+1/M′m+1,m. We have dim(Mm+1) = dim(M′m+1,m) + dim(Mm+1/M′m+1,m). From
dim(Mm+1) = (s−1)(m+1) and dim(M′m+1,m) = (s−1)m−1 we obtain dim(Mm+1/M′m+1,m) = s.
For 1 ≤ i ≤ s let
Ki = {A = (a1, . . . , as) ∈Mm+1 : vm+1(ai) = m+ 1, vm+1(ai′) ≤ m ∀i′ 6= i}.
From dim(Mm+1/M′m+1,m) = swe know that none of theKi is empty. Now the (m+ 1)st column of
C (m+1)i is given by −C ′(m+1,m)A with A ∈ Ki, and for a given C (m+1,m) is therefore unique. Also, if we
multiply the matrix C (m+1,m) with a nonsingular lower triangular matrix from the left, then also the
(m+ 1)st column of C (m+1)i gets multiplied with the same nonsingular lower triangular matrix from
the left for 1 ≤ i ≤ s. Hence the proof is complete. 
Remark 1. Consider the digital net generated by C (m)1 , . . . , C
(m)
s . Amongst these points, there are
qdim(M
⊥
m ) distinct points, i.e., qsm−dim(Mm) distinct points. Hence if dim(Mm) = (s − 1)m, then sm −
dim(Mm) = sm− (s−1)m = m, i.e., all points are distinct. If on the other hand dim(Mm) > (s−1)m,
then dim(M⊥m) = sm−dim(Mm) < sm−(s−1)m = m, and hence each point occurswithmultiplicity
qdim(Mm)−(s−1)m. Equivalently, the last dim(Mm)− (s− 1)m rows of C (m) can be chosen as 0. This also
implies that T (m) ≥ dim(Mm)− (s− 1)m.
Remark 1 and Theorem 3 motivate the following definition.
Definition 4. Let s ≥ 2. We call a dual space chain (Mm)m≥1 regular if dim(Mm+1,m) = (s− 1)m− 1
for allm ≥ 1.
Remark 2. In our duality theory we need to define suitable subspaces Mm of Fsmq . We note that it
suffices to defineMm for all sufficiently large m, say for all m ≥ r with some positive integer r . The
reason is that then, by dualizingMr , the rth row space of the digital sequence is determined, and so
a matrix C (r) ∈ Fr×srq with this row space can be chosen. This determines the matrices C (r)i ∈ Fr×rq for
1 ≤ i ≤ s. By using left upper submatrices of the C (r)i , all matrices C (m)i ∈ Fm×mq , 1 ≤ i ≤ s, 1 ≤ m < r ,
are determined, and so are thematrices C (m) ∈ Fm×smq for 1 ≤ m < r . Again for 1 ≤ m < r , the dual of
the row space of C (m) yields the spaceMm. By the proof of Theorem 1, the conditions for a dual space
chain are automatically satisfied for 1 ≤ m < r , and so it suffices to check the conditions for a dual
space chain form ≥ r .
5. An example
As an example of the use of our duality theory for digital sequences, we show how to approach the
construction of digital sequences by Niederreiter and Xing [12] via this duality theory. We note that
the construction in [12] yields most of the currently best digital (t, s)-sequences (see [16]). We refer
the reader to the books [15,17] for the theory of global function fields which is utilized in [12] and also
in the following construction.
Let q be an arbitrary prime power and let s ≥ 2 be a given dimension. Let F be a global function
field with full constant field Fq such that F has at least s+ 1 rational places. Let Q , P1, . . . , Ps be s+ 1
distinct rational places of F .
We recall that for an arbitrary divisor G of F , the Riemann–Roch spaceL(G) is defined by
L(G) = {f ∈ F∗ : div(f )+ G ≥ 0} ∪ {0},
where div(f ) denotes the principal divisor associated with f ∈ F∗. Note that L(G) is a finite-
dimensional vector space over Fq and that by the Riemann–Roch theorem we have
dim(L(G)) = deg(G)+ 1− g (1)
whenever deg(G) ≥ 2g−1,where g is the genus of F . Furthermore,L(G) = {0}whenever deg(G) < 0.
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For any integerm ≥ 1, we define the divisor
Gm = (g − 1−m)Q +
s∑
i=1
mPi
of F . For any f ∈ L(Gm), we then have νPi(f ) ≥ −m for 1 ≤ i ≤ s, where νPi is the normalized
valuation of F belonging to the place Pi. Therefore the local expansion of f at Pi has the form
f = f (−m)i t−mi + · · · + f (−2)i t−2i + f (−1)i t−1i + · · · for 1 ≤ i ≤ s,
with ti being a local parameter of F at Pi and f
(−j)
i ∈ Fq for 1 ≤ i ≤ s and 1 ≤ j ≤ m. For 1 ≤ i ≤ s, we
define the Fq-linear map ψm,i : L(Gm)→ Fmq by
ψm,i(f ) = (f (−1)i , f (−2)i , . . . , f (−m)i ) for f ∈ L(Gm).
Furthermore, let Ψm : L(Gm)→ Fsmq be the Fq-linear map defined by
Ψm(f ) = (ψm,1(f ), . . . , ψm,s(f )) for f ∈ L(Gm).
The following simple result is crucial.
Lemma 1. Let g be the genus of F . Then for any m ≥ max(g, 1), the Fq-linear map Ψm is injective.
Proof. Let f ∈ L(Gm) with Ψm(f ) = 0 ∈ Fsmq . Then νPi(f ) ≥ 0 for 1 ≤ i ≤ s and hence f ∈
L((g − 1−m)Q ). Note that
deg((g − 1−m)Q ) = g − 1−m < 0.
Hence f = 0 and Ψm is injective. 
Nextwedefine subspacesMm ofFsmq whichwill formadual space chain. In viewof Remark 2, it suffices
to defineMm form ≥ g + 1. We put
Mm = Ψm(L(Gm)) form ≥ g + 1.
Again by Remark 2, we need to check the conditions for a dual space chain only form ≥ g + 1.
Form ≥ g + 1, the definition of Gm shows that
deg(Gm) = g − 1−m+ sm ≥ g − 1+m ≥ 2g,
and so (1) yields dim(L(Gm)) = (s−1)m. By Lemma 1we have dim(Mm) = dim(L(Gm)) = (s−1)m;
hence the condition dim(Mm) ≥ (s− 1)m in Definition 3 is satisfied.
We put
Dm := {A ∈Mm+1 : Um+1(A) ≤ m} form ≥ g + 1.
A typical element ofMm+1 = Ψm+1(L(Gm+1)) is
A = (ψm+1,1(f ), . . . , ψm+1,s(f )) with f ∈ L(Gm+1).
The condition Um+1(A) ≤ mmeans that the last coordinate of each vector ψm+1,i(f ), 1 ≤ i ≤ s, is 0.
Therefore f (−m−1)i = 0 for 1 ≤ i ≤ s, that is, νPi(f ) ≥ −m for 1 ≤ i ≤ s, and so
f ∈ L
(
(g − 2−m)Q +
s∑
i=1
mPi
)
.
In this way we obtain
Dm = Ψm+1
(
L
(
(g − 2−m)Q +
s∑
i=1
mPi
))
.
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Now we consider the setMm+1,m in Definition 3. By what we have shown above, the elements ofDm
are of the formΨm+1(f )with f ∈ L((g−2−m)Q+∑si=1mPi). By performing the projection indicated
in Definition 3, we see that Ψm+1(f ) is projected to Ψm(f ). Therefore
Mm+1,m = Ψm
(
L
(
(g − 2−m)Q +
s∑
i=1
mPi
))
. (2)
SinceL((g − 2−m)Q +∑si=1mPi) ⊆ L(Gm), it follows thatMm+1,m is an Fq-linear subspace ofMm.
Form ≥ g + 1, we have
deg
(
(g − 2−m)Q +
s∑
i=1
mPi
)
= g − 2−m+ sm ≥ g − 2+m ≥ 2g − 1,
and so (1) yields dim(L((g − 2−m)Q +∑si=1mPi)) = (s− 1)m− 1. By Lemma 1 and (2) we obtain
dim(Mm+1,m) = (s− 1)m− 1 = dim(Mm)− 1.
We have thus demonstrated that for m ≥ g + 1 the sequence (Mm) of spaces satisfies all conditions
in Definition 3, and indeed in the stronger form given in Definition 4. Thus, in view of Theorem 2 and
Remark 2, the sequence (Mm) of spaces determines a digital sequence. The following result shows
that this digital sequence is a digital (t, s)-sequence with the same t-value as in the construction of
Niederreiter and Xing [12].
Theorem 4. Let s ≥ 2 be an integer and q a prime power. Let F be a global function field with full constant
field Fq such that F has genus g and at least s + 1 rational places. Then the construction above yields a
digital (t, s)-sequence over Fq with t = g.
Proof. We have to show that for this sequence we have T (m) ≤ g for allm ≥ g + 1. SinceMm is the
dual of themth row space of the digital sequence, it suffices to show by Corollary 1 that
δm(Mm) ≥ m− g + 1 for allm ≥ g + 1. (3)
Consider a nonzero element of Mm, that is, an element Ψm(f ) with a nonzero f ∈ L(Gm). By the
definition of Ψm, we have
Vm(Ψm(f )) =
s∑
i=1
vm(ψm,i(f )).
We put ki = vm(ψm,i(f )) for 1 ≤ i ≤ s and recall that
ψm,i(f ) = (f (−1)i , f (−2)i , . . . , f (−m)i ).
If ki = 0, then ψm,i(f ) = 0 ∈ Fmq , and so νPi(f ) ≥ 0. Otherwise 1 ≤ ki ≤ m and f (−ki)i 6= 0,
f (−ki−1)i = · · · = f (−m)i = 0; hence νPi(f ) = −ki. In all cases we have νPi(f ) ≥ −ki for 1 ≤ i ≤ s.
Therefore
f ∈ L
(
(g − 1−m)Q +
s∑
i=1
kiPi
)
.
Since f 6= 0, this implies
deg
(
(g − 1−m)Q +
s∑
i=1
kiPi
)
≥ 0,
which is equivalent to
∑s
i=1 ki ≥ m− g + 1. Therefore
Vm(Ψm(f )) =
s∑
i=1
ki ≥ m− g + 1,
and so (3) is shown. 
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Remark 3. We note that the auxiliary divisor D which is necessary for the construction in [12,
Section 3] is not needed in the present approach based on duality theory. The proof of the existence of
this divisor D requires a considerable effort and is nonconstructive (see [12, Lemma 6]). In this sense,
the present construction is easier and more explicit than the one in [12].
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