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MONOIDAL CATEGORIFICATION OF CLUSTER ALGEBRAS
SEOK-JIN KANG1, MASAKI KASHIWARA2, MYUNGHO KIM, SE-JIN OH3
Abstract. We give a definition of monoidal categorifications of quantum cluster
algebras and provide a criterion for a monoidal category of finite-dimensional graded
R-modules to become a monoidal categorification of a quantum cluster algebra, where
R is a symmetric Khovanov-Lauda-Rouquier algebra. Roughly speaking, this criterion
asserts that a quantum monoidal seed can be mutated successively in all the directions
once the first-step mutations are possible. In the course of the study, we also give a
proof of a conjecture of Leclerc on the product of upper global basis elements.
Introduction
The purpose of this paper is to give a definition of a monoidal categorification of
a quantum cluster algebra and to provide a criterion for a monoidal category to be a
monoidal categorification.
The notion of cluster algebras was introduced by Fomin and Zelevinsky in [5] for
studying total positivity and upper global bases. Since their introduction, connec-
tions and applications have been discovered in various fields of mathematics including
representation theory, Teichmu¨ller theory, tropical geometry, integrable systems, and
Poisson geometry.
A cluster algebra is a Z-subalgebra of a rational function field given by a set of
generators, called the cluster variables. These generators are grouped into overlapping
subsets, called clusters, and the clusters are defined inductively by a procedure called
mutation from the initial cluster {Xi}1≤i≤r, which is controlled by an exchange matrix
B˜. We call a monomial of cluster variables in one cluster a cluster monomial.
Fomin and Zelevinsky proved that every cluster variable is a Laurent polynomial of
the initial cluster {Xi}1≤i≤r and they conjectured that this Laurent polynomial has
positive coefficients ([5]). This positivity conjecture was proved by Lee and Schiffler in
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the skew-symmetric cluster algebra case in [19]. The linearly independence conjecture
on cluster monomials was proved in the skew-symmetric cluster algebra case in [3].
The notion of quantum cluster algebras, introduced by Berenstein and Zelevinsky in
[2], can be considered as a q-analogue of cluster algebras. The commutation relation
among the cluster variables is determined by a skew-symmetric matrix L. As in the
cluster algebra case, every cluster variable belongs to Z[q±1/2][X±1i ]1≤i≤r ([2]), and is
expected to be an element of Z≥0[q
±1/2][X±1i ]1≤i≤r, which is referred to as the quantum
positivity conjecture (cf. [4, Conjecture 4.7]). In [16], Kimura and Qin proved the
quantum positivity conjecture for quantum cluster algebras containing acyclic seed
and specific coefficients.
In a series of papers [6, 7, 8], Geiß, Leclerc and Schro¨er showed that the quantum
unipotent coordinate algebra Aq(n(w)), associated with a symmetric quantum group
Uq(g) and its Weyl group element w, has a skew-symmetric quantum cluster algebra
structure whose initial cluster consists of quantum minors. In [15], Kimura proved
that Aq(n(w)) is compatible with the upper global basis B
up of Aq(n); i.e., the set
Bup(w) := Aq(n(w)) ∩ B
up is a basis of Aq(n(w)). Thus, with a result of [3], one can
expect that every cluster monomial of Aq(n(w)) is contained in the upper global basis
Bup(w), which is named the quantization conjecture by Kimura ([15]).
In [9], Hernandez and Leclerc introduced the notion of a monoidal categorification
of a cluster algebra. We say that a simple object S of a monoidal category C is real if
S⊗S is simple. We say that a simple object S is prime if there exists no non-trivial
factorization S ≃ S1⊗S2. They say that C is a monoidal categorification of a cluster
algebra A if the Grothendieck ring of C is isomorphic to A and if
(M1) the cluster monomials of A are the classes of real simple objects of C,
(M2) the cluster variables of A are the classes of real simple prime objects of C.
(Note that the above version is weaker than the original definition of the monoidal
categorification in [9].) They proved that certain categories of modules over symmet-
ric quantum affine algebras U ′q(g) give monoidal categorifications of cluster algebras.
Nakajima extended it to the cases of the cluster algebras of type A,D,E ([21]) (see
also [10]).
Once a cluster algebra A has a monoidal categorification, the positivity of cluster
variables of A and the linear independency of cluster monomials of A follow (see [9,
Proposition 2.2]).
In this paper, we will refine their notion of monoidal categorifications including the
quantum cluster algebra case.
The Khovanov-Lauda-Rouquier (or simply KLR) algebras, introduced by Khovanov-
Lauda [13, 14] and Rouquier [22] independently, are a family of Z-graded algebras which
categorifies the negative half U−q (g) of a symmetrizable quantum group Uq(g). More
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precisely, there exists a family of algebras {R(−β)}β∈Q− such that the Grothendieck
ring of R-gmod :=
⊕
β∈Q− R(−β)-gmod, the direct sum of the categories of finite-
dimensional graded R(−β)-modules, is isomorphic to the integral form Aq(n)Z[q±1] of
Aq(n) ≃ U
−
q (g). Here the tensor functor ⊗ of the monoidal category R-gmod is given
by the convolution product ◦, and the action of q is given by the grading shift functor.
In [24, 23], Varagnolo-Vasserot and Rouquier proved that the upper global basis Bup
of Aq(n) corresponds to the set of the classes of all self-dual simple modules of R-gmod
under the assumption that R is associated with a symmetric quantum group Uq(g).
Combining works of [8, 15, 24], the quantum unipotent coordinate algebra Aq(n(w))
associated with a symmetric quantum group Uq(g) and a Weyl group element w is
isomorphic to the Grothendieck group of the monoidal abelian full subcategory Cw
of R-gmod satisfying the following properties: (i) Cw is stable under extensions and
grading shift functor, (ii) the composition factors of M ∈ Cw are contained in B
up(w).
However it is not evident the conditions (M1) and (M2) are satisfied. The purpose of
this paper is provide a theoretical background in order to prove (M1) and (M2). In
the forthcoming paper, we prove (M1) and (M2) as an application of the results of the
present paper.
In this paper, we first continue the work of [12] about the convolution products,
heads and socles of graded modules over symmetric KLR algebras. One of the main
results in [12] is that the convolution product M ◦ N of a real simple R(β)-module
M and a simple R(γ)-modules N has a unique simple quotient and a unique simple
submodule. Moreover, ifM◦N ≃ N◦M up to a grading shift,M◦N is simple. In such
a case we say that M and N commute. The main tool of [12] was an R-matrix r
M,N
,
constructed in [11], which is a homogeneous homomorphism from M ◦N to N ◦M of
degree Λ(M,N). We define the integers
Λ˜(M,N) :=
1
2
(
Λ(M,N) + (β, γ)
)
, d(M,N) :=
1
2
(
Λ(M,N) + Λ(N,M)
)
and study the representation theoretic meaning of the integers Λ(M,N), Λ˜(M,N) and
d(M,N).
We then prove Leclerc’s first conjecture ([18]) on the multiplicative structure of
elements in Bup when the generalized Cartan matrix is symmetric (Theorem 3.1 and
Theorem 3.6). Theorem 3.6 is due to McNamara ([20, Lemma 7.5]) and the authors
thank him for informing us his result.
We say that b ∈ Bup is real if b2 ∈ qZBup :=
⊔
n∈Z q
nBup.
Conjecture ([18, Conjecture 1]). Let b1 and b2 be elements in B
up such that b1 is real
and b1b2 6∈ q
ZBup. Then the expansion of b1b2 with respect to B
up is of the form
b1b2 = q
mb′ + qsb′′ +
∑
c 6=b′,b′′
γcb1,b2(q)c,
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where b′ 6= b′′, m, s ∈ Z, m < s, γcb1,b2(q) ∈ Z[q
±1], and for all c ∈ Bup such that
γcb1,b2(q) 6= 0
γcb1,b2(q) ∈ q
m+1Z[q] ∩ qs−1Z[q−1].
More precisely, we prove that qmb′ and qsb′′ correspond to the simple head and the
simple socle of M ◦ N , respectively, when b1 corresponds to a real simple module M
and b2 corresponds to a simple module N .
In the second part of this paper, we provide an algebraic framework for monoidal
categorifications of cluster algebras and quantum cluster algebras. Let us focus on the
quantum cluster algebra case in this introduction.
Let J be a finite index set with a decomposition Jex ⊔ Jfr and let Q be a free abelian
group with a symmetric bilinear form ( , ) such that (β, β) ∈ 2Z for all β ∈ Q.
Let C be an abelian monoidal category with a grading shift functor q (see (5.4)) and
a decomposition C =
⊕
β∈Q Cβ . The quadruple S := ({Mi}i∈J , L, B˜, D) is called a
quantum monoidal seed when it consists of (i) an integer-valued J×Jex-matrix B˜ with
the skew-symmetric principal part, (ii) an integer-valued skew-symmetric J×J-matrix
L = (λij)i,j∈J such that (L, B˜) is compatible with the integer 2, (iii) the set of real
simple modules {Mi}i∈J in C such that Mi⊗Mj ≃ q
λijMjMi and Mi1 ⊗ · · ·⊗Miℓ is
simple for any i, j ∈ J and (i1, . . . , iℓ) ∈ J
ℓ, (iv) D = (wt(Mi))i∈J ∈ Q
J , and it satisfies
certain conditions (Definition 5.4). Here we set wt(M) = β for M ∈ Cβ.
For k ∈ Jex, we say that S admits a mutation in direction k if there exists a simple
object M ′k such that there exist exact sequences in C
0 −−→ q
⊙
bik>0
M⊙biki −−→ q
mkMk ⊗M
′
k −−→
⊙
bik<0
M
⊙(−bik)
i −−→ 0,
0 −−→ q
⊙
bik<0
M
⊙(−bik)
i −−→ q
m′kM ′k ⊗Mk −−→
⊙
bik>0
M⊙biki −−→ 0,
and its mutation µk(S ) := ({µk(M)i}i∈J , µk(L), µk(B˜), µk(D)) is again a quantum
monoidal seed. Here
⊙
denotes a tensor product with some grading shift (see (5.6)),
and mk, m
′
k are some integers determined by (L, B˜,D) (see Lemma 5.5 and Definition
5.6 for more precise definition).
We say that C is a monoidal categorification of a skew-symmetric quantum cluster
algebra A if (i) the Grothendieck ring of C is isomorphic to A, (ii) there exists a quantum
monoidal seed S = ({Mi}i∈J , L, B˜, D) in C such that, for some mi ∈
1
2
Z (i ∈ J),
[S ] := ({qmi[Mi]}i∈J , L, B˜) is an initial quantum seed of A (iii) S admits successive
mutations in all directions.
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The existence of monoidal category C which provides a monoidal categorification of
quantum cluster algebra A implies the followings:
(QM1) Every quantum cluster monomial corresponds to the isomorphism class
of a real simple object of C. In particular, the set of quantum cluster
monomials is Z[q±1/2]-linearly independent.
(QM2) The quantum positivity conjecture holds for A.
In the last section of this paper, we study the case when the category C is a full
subcategory of R-gmod which is stable under taking convolution products, subquo-
tients, extensions and grading shifts. Then the category has a natural decomposition
C =
⊕
β∈Q− Cβ for Cβ = C ∩R(−β)-gmod.
We say that a pair ({Mi}i∈J , B˜) is admissible if (i) {Mi}i∈J is a family of real simple
self-dual objects in C which commute with each other, (ii) B˜ is an integer-valued J×Jex-
matrix with skew-symmetric part, (iii) for any k ∈ Jex, there exists a self-dual simple
object M ′k in C such that there is an exact sequence in C
0→ q
⊙
bik>0
M⊙biki → q
Λ˜(Mk,M
′
k)Mk ◦M ′k →
⊙
bik<0
M
⊙(−bik)
i → 0,
and M ′k commutes with Mi for any i 6= k (Definition 6.1).
The main theorem of our paper is the following (Theorem 6.3, Corollary 6.4):
Main Theorem. Set Λ := (Λ(Mi,Mj))i,j∈J , and let S = ({Mi}i∈J ,−Λ, B˜, D) be a
quantum monoidal seed in C. We assume further the following condition:
• The Grothendieck ring of C is isomorphic to the quantum cluster algebra A
associated to the initial quantum seed [S ] :=
(
{q−
1
4
(di,di)[Mi]}i∈J ,−Λ, B˜
)
with
di := wt(Mi).
If the pair ({Mi}i∈J , B˜) is admissible, then the category C is a monoidal categorification
of the quantum cluster algebra A.
When the base field of the symmetric KLR algebra is of characteristic 0, Main
Theorem, along with Theorem 1.5 due to [24, 23], implies the quantization conjecture:
(QM3) The set of cluster monomials of A is contained in the upper global basis
Bup.
In the forthcoming paper, we will prove the existence of admissible quantum monoidal
seeds in Cw. Hence, Main Theorem shows that the category Cw provides a monoidal cat-
egorification of the quantum cluster algebra Aq(n(w)), and (QM3) holds for Aq(n(w)).
The paper is organized as follows. In Section 1, we briefly review some of basic
materials on quantum groups and KLR algebras. In Section 2, we continue the study
in [12] about convolution products, heads and socles of R-modules. In Section 3, we
prove the first conjecture of Leclerc in [18]. In Section 4, we recall the definition of
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quantum cluster algebras. In Section 5, we give the definitions of a monoidal seed, a
quantum monoidal seed, a monoidal categorification of a cluster algebra and a monoidal
categorification of a quantum cluster algebra. In Section 6, we prove Main Theorem
by using the results of previous sections.
Acknowledgements. The authors would like to express their gratitude to Peter
McNamara who informed us his result. They would also like to express their gratitude
to Bernard Leclerc and Yoshiyuki Kimura for many fruitful discussions. The last two
authors gratefully acknowledge the hospitality of Research Institute for Mathematical
Sciences, Kyoto University during their visits in 2014.
1. Quantum groups and KLR algebras
1.1. Quantum groups and upper global bases. Let I be an index set. A Cartan
datum is a quintuple (A, P,Π, P ∨,Π∨) consisting of
(a) an integer-valued matrix A = (aij)i,j∈I, called the symmetrizable generalized Cartan
matrix, which satisfies
(1) aii = 2 (i ∈ I),
(2) aij ≤ 0 (i 6= j),
(3) there exists a diagonal matrix D = diag(si | i ∈ I) such that DA is symmetric,
and si are positive integers.
(b) a free abelian group P , called the weight lattice,
(c) Π = {αi ∈ P | i ∈ I}, called the set of simple roots,
(d) P ∨ := Hom(P,Z), called the co-weight lattice,
(e) Π∨ = {hi | i ∈ I} ⊂ P
∨, called the set of simple coroots, satisfying the following
properties:
(1) 〈hi, αj〉 = aij for all i, j ∈ I,
(2) Π is linearly independent,
(3) for each i ∈ I, there exists Λi ∈ P such that 〈hj,Λi〉 = δij for all j ∈ I.
We call Λi the fundamental weights.
The free abelian group Q :=
⊕
i∈I
Zαi is called the root lattice. Set Q
+ =
∑
i∈I Z≥0αi ⊂ Q
and Q− =
∑
i∈I Z≤0αi ⊂ Q. For β =
∑
i∈I miαi ∈ Q, we set |β| =
∑
i∈I |mi|.
Set h = Q⊗ZP
∨. Then there exists a symmetric bilinear form ( , ) on h∗ satisfying
(αi, αj) = siaij (i, j ∈ I) and 〈hi, λ〉 =
2(αi, λ)
(αi, αi)
for any λ ∈ h∗ and i ∈ I.
Let q be an indeterminate. For each i ∈ I, set qi = q
si .
Definition 1.1. The quantum group associated with a Cartan datum (A, P,Π, P ∨,Π∨)
is the algebra Uq(g) over Q(q) generated by ei, fi (i ∈ I) and q
h (h ∈ P ∨) satisfying the
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following relations:
q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ P,
qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi for h ∈ P
∨, i ∈ I,
eifj − fjei = δij
Ki −K
−1
i
qi − q
−1
i
, where Ki = q
sihi,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
e
1−aij−r
i eje
r
i = 0 if i 6= j,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
f
1−aij−r
i fjf
r
i = 0 if i 6= j.
Here, we set [n]i =
qni − q
−n
i
qi − q
−1
i
, [n]i! =
∏n
k=1[k]i and
[
m
n
]
i
=
[m]i!
[m− n]i![n]i!
for i ∈ I
and m,n ∈ Z≥0 such that m ≥ n.
Let U+q (g) (resp. U
−
q (g)) be the subalgebra of Uq(g) generated by ei’s (resp. fi’s),
and let U0q (g) be the subalgebra of Uq(g) generated by q
h (h ∈ P ∨). Then we have the
triangular decomposition
Uq(g) ≃ U
−
q (g)⊗ U
0
q (g)⊗ U
+
q (g),
and the weight space decomposition
Uq(g) =
⊕
β∈Q
Uq(g)β,
where Uq(g)β :=
{
x ∈ Uq(g) | q
hxq−h = q(h,β)x for any h ∈ P
}
.
For any i ∈ I, there exists a unique Q(q)-linear endomorphism e′i of U
−
q (g) such that
e′i(fj) = δi,j (j ∈ I), e
′
i(xy) = (e
′
ix)y + q
〈hi,β〉
i x(e
′
iy) (x ∈ U
−
q (g)β, y ∈ U
−
q (g)).
Recall that there exists a unique non-degenerate symmetric bilinear form ( , )− on
U−q (g) such that
(1, 1) = 1, (fiu, v)− = (u, e
′
iv)− for i ∈ I, u, v ∈ U
−
q (g).
Let A = Z[q, q−1] and set
e
(n)
i = e
n
i /[n]i!, f
(n)
i = f
n
i /[n]i! (n ∈ Z≥0).
Let U−
A
(g) be the A-subalgebra of U−q (g) generated by f
(n)
i for i ∈ I, n ∈ Z≥0. It is
called the integral form of U−q (g). The dual integral form U
−
A
(g)∨ of U−q (g) is defined
by
U−
A
(g)∨ := {x ∈ U−q (g) | (x, U
−
A
(g))− ⊂ A}.
Then U−
A
(g)∨ has an A-algebra structure as a subalgebra of U−q (g).
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For each i ∈ I, any element x ∈ U−q (g) can be written uniquely as
x =
∑
n≥0
f
(n)
i xn with xn ∈ Ker(e
′
i).
We define the Kashiwara operators e˜i, f˜i on U
−
q (g) by
e˜ix =
∑
n≥1
f
(n−1)
i xn, f˜ix =
∑
n≥0
f
(n+1)
i xn,
and set
L(∞) =
∑
ℓ≥0,ii,...,iℓ∈I
A0f˜i1 · · · f˜iℓ · 1 ⊂ U
−
q (g), L(∞) = {x | x ∈ L(∞)} ,
B(∞) =
{
f˜i1 · · · f˜iℓ · 1 mod qL(∞) | ℓ ≥ 0, ii, . . . , iℓ ∈ I
}
⊂ L(∞)/qL(∞),
where A0 = {g ∈ Q(q) | g is regular at q = 0} and − : Uq(g)→ Uq(g) is the Q-algebra
involution given by
ei = ei, fi = fi, qh = q
−h, and q = q−1.
The set B(∞) is a Q-basis of L(∞)/qL(∞) and the natural map
L(∞) ∩ L(∞) ∩ U−
A
(g)→ L(∞)/qL(∞)
is a Q-linear isomorphism. Let us denote the inverse of the above isomorphism by Glow.
Then the set
Blow :=
{
Glow(b) | b ∈ B(∞)
}
forms an A-basis of U−
A
(g) and is called the lower global basis of U−q (g).
For each b ∈ B(∞), define Gup(b) ∈ U−q (g) as the element satisfying
(Gup(b), Glow(b′))− = δb,b′
for b′ ∈ B(∞). The set
Bup := {Gup(b) | b ∈ B(∞)}
forms an A-basis of U−
A
(g)∨ and is called the upper global basis of U−q (g).
1.2. KLR algebras.
Now we recall the definition of Khovanov-Lauda-Rouquier algebra or quiver Hecke
algebras (hereafter, we abbreviate it as KLR algebras) associated with a given Cartan
datum (A, P,Π, P ∨,Π∨).
Let k be a base field. For i, j ∈ I such that i 6= j, set
Si,j =
{
(p, q) ∈ Z2≥0 | (αi, αi)p+ (αj, αj)q = −2(αi, αj)
}
.
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Let us take a family of polynomials (Qij)i,j∈I in k[u, v] which are of the form
Qij(u, v) =

0 if i = j,∑
(p,q)∈Si,j
ti,j;p,qu
pvq if i 6= j
with ti,j;p,q ∈ k such that Qi,j(u, v) = Qj,i(v, u) and ti,j:−aij ,0 ∈ k
×.
(1.1)
We denote by Sn = 〈s1, . . . , sn−1〉 the symmetric group on n letters, where si :=
(i, i+1) is the transposition of i and i+1. Then Sn acts on I
n by place permutations.
For n ∈ Z≥0 and β ∈ Q
+ such that |β| = n, we set
Iβ = {ν = (ν1, . . . , νn) ∈ I
n | αν1 + · · ·+ ανn = β} .
Definition 1.2. For β ∈ Q+ with |β| = n, the Khovanov-Lauda-Rouquier algebra
R(β) at β associated with a Cartan datum (A, P,Π, P ∨,Π∨) and a matrix (Qij)i,j∈I
is the algebra over k generated by the elements {e(ν)}ν∈Iβ , {xk}1≤k≤n, {τm}1≤m≤n−1
satisfying the following defining relations:
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈Iβ
e(ν) = 1,
xkxm = xmxk, xke(ν) = e(ν)xk,
τme(ν) = e(sm(ν))τm, τkτm = τmτk if |k −m| > 1,
τ 2k e(ν) = Qνk ,νk+1(xk, xk+1)e(ν),
(τkxm − xsk(m)τk)e(ν) =

−e(ν) if m = k, νk = νk+1,
e(ν) if m = k + 1, νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=

Qνk ,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2
e(ν) if νk = νk+2,
0 otherwise.
The above relations are homogeneous provided with
deg e(ν) = 0, deg xke(ν) = (ανk , ανk), deg τle(ν) = −(ανl, ανl+1),
and hence R(β) is a Z-graded algebra.
For a graded R(β)-module M =
⊕
k∈ZMk, we define qM =
⊕
k∈Z(qM)k, where
(qM)k = Mk−1 (k ∈ Z).
We call q the grading shift functor on the category of graded R(β)-modules.
If M is an R(β)-module, then we set wt(M) = −β ∈ Q− and call it the weight of M .
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We denote by R(β)-Mod the category of R(β)-modules, and by R(β)-mod the full
subcategory of R(β)-Mod consisting of modules M such that M are finite-dimensional
over k, and the actions of the xk’s on M are nilpotent.
Similarly, we denote by R(β)-gMod and by R(β)-gmod the category of graded R(β)-
modules and the category of graded R(β)-modules which are finite-dimensional over
k, respectively. We set
R-gmod =
⊕
β∈Q+
R(β)-gmod and R-mod =
⊕
β∈Q+
R(β)-mod.
For β, γ ∈ Q+ with |β| = m, |γ| = n, set
e(β, γ) =
∑
ν∈Iβ+γ ,
(ν1,...,νm)∈Iβ
e(ν) ∈ R(β + γ).
Then e(β, γ) is an idempotent. Let
R(β)⊗R(γ)→ e(β, γ)R(β + γ)e(β, γ)(1.2)
be the k-algebra homomorphism given by e(µ)⊗ e(ν) 7→ e(µ ∗ ν) (µ ∈ Iβ and ν ∈ Iγ)
xk ⊗ 1 7→ xke(β, γ) (1 ≤ k ≤ m), 1⊗xk 7→ xm+ke(β, γ) (1 ≤ k ≤ n), τk⊗ 1 7→ τke(β, γ)
(1 ≤ k < m), 1⊗ τk 7→ τm+ke(β, γ) (1 ≤ k < n). Here µ ∗ ν is the concatenation of µ
and ν; i.e., µ ∗ ν = (µ1, . . . , µm, ν1, . . . , νn).
For an R(β)-module M and an R(γ)-module N , we define the convolution product
M ◦N by
M ◦N = R(β + γ)e(β, γ) ⊗
R(β)⊗R(γ)
(M ⊗N).
For M ∈ R(β)-mod, the dual space
M∗ := Homk(M,k)
admits an R(β)-module structure via
(r · f)(u) := f(ψ(r)u) (r ∈ R(β), u ∈M),
where ψ denotes the k-algebra anti-involution on R(β) which fixes the generators e(ν),
xm and τk for ν ∈ I
β, 1 ≤ m ≤ |β| and 1 ≤ k < |β|.
It is known that (see [17, Theorem 2.2 (2)])
(M1 ◦M2)∗ ≃ q(β,γ)(M∗2 ◦M
∗
1 )(1.3)
for any M1 ∈ R(β)-gmod and M2 ∈ R(γ)-gmod.
A simple module M in R-gmod is called self-dual if M∗ ≃M . Every simple module
is isomorphic to a grading shift of a self-dual simple module ([13, §.3.2]).
Let us denote byK(R-gmod) the Grothendieck group of R-gmod. Then, K(R-gmod)
is an algebra over A := Z[q±1] with the multiplication induced by the convolution
product and the A-action induced by the grading shift functor q.
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In [13, 22], it is shown that KLR algebras categorify the negative half of the corre-
sponding quantum group. More precisely, we have the following theorem.
Theorem 1.3 ([13, 22]). For a given Cartan datum (A, P,Π, P ∨,Π∨), we take a pa-
rameter matrix (Qij)i,j∈J satisfying the conditions in (1.1), and let Uq(g) and R(β) be
the associated quantum group and the KLR algebras, respectively. Then there exists an
A-algebra isomorphism
U−
A
(g)∨ ≃ K(R-gmod).(1.4)
KLR algebras also categorify the upper global bases.
Definition 1.4. We say that the KLR algebra R is symmetric if Qi,j(u, v) is a poly-
nomial in u− v for all i, j ∈ I.
In particular, the generalized Cartan matrix A is symmetric.
Theorem 1.5 ([24, 23]). Assume that KLR algebra R is symmetric and the base field
k is of characteristic zero. Then under the isomorphism (1.4) in Theorem 1.3, the
upper global basis corresponds to the set of the isomorphism classes of self-dual simple
R-modules.
1.3. R-matrices for Khovanov-Lauda-Rouquier algebras.
For |β| = n and 1 ≤ a < n, we define ϕa ∈ R(β) by
ϕae(ν) =

(
τaxa − xaτa
)
e(ν) if νa = νa+1,
τae(ν) otherwise.
(1.5)
They are called the intertwiners. Since {ϕa}1≤a<n satisfies the braid relation, ϕw :=
ϕi1 · · ·ϕiℓ does not depend on the choice of reduced expression w = si1a · · · siℓ .
For m,n ∈ Z≥0, let us denote by w[m,n] the element of Sm+n defined by
w[m,n](k) =
{
k + n if 1 ≤ k ≤ m,
k −m if m < k ≤ m+ n.
(1.6)
Let β, γ ∈ Q+ with |β| = m, |γ| = n, and let M be an R(β)-module and N an
R(γ)-module. Then the map M ⊗N → N ◦M given by u⊗ v 7−→ ϕw[n,m](v⊗u) is
R(β)⊗R(γ)-linear, and hence it extends to an R(β + γ)-module homomorphism
RM,N : M ◦N −−→ N ◦M.(1.7)
Assume that the KLR algebra R(β) is symmetric. Let z be an indeterminate which
is homogeneous of degree 2, and let ψz be the graded algebra homomorphism
ψz : R(β)→ k[z]⊗R(β)
given by
ψz(xk) = xk + z, ψz(τk) = τk, ψz(e(ν)) = e(ν).
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For an R(β)-module M , we denote by Mz the
(
k[z]⊗R(β)
)
-module k[z]⊗M with
the action of R(β) twisted by ψz. Namely,
e(ν)(a⊗u) = a⊗ e(ν)u,
xk(a⊗u) = (za)⊗ u+ a⊗(xku),
τk(a⊗u) = a⊗(τku)
(1.8)
for ν ∈ Iβ, a ∈ k[z] and u ∈ M . For u ∈ M , we sometimes denote by uz the
corresponding element 1⊗u of the R(β)-module Mz.
For a non-zero M ∈ R(β)-mod and a non-zero N ∈ R(γ)-mod,
let s be the order of zero of RMz,N : Mz ◦ N −−→ N ◦ Mz; i.e., the
largest non-negative integer such that the image of RMz ,N is contained
in zs(N ◦Mz).
(1.9)
Note that such an s exists because RMz ,N does not vanish ([11, Proposition 1.4.4 (iii)]).
We denote by RrenMz ,N the morphism z
−sRMz ,N .
Definition 1.6. Assume that R(β) is symmetric. For a non-zero M ∈ R(β)-mod and
a non-zero N ∈ R(γ)-mod, let s be an integer as in (1.9). We define
r
M,N
: M ◦N → N ◦M
by
r
M,N
= RrenMz ,N |z=0,
and call it the renormalized R-matrix.
By the definition, the renormalized R-matrix r
M,N
never vanishes.
We define also
r
N,M
: N ◦M → M ◦N
by
r
N,M
=
(
(−z)−tRN,Mz
)
|z=0,
where t is the order of zero of RN,Mz .
If R(β) and R(γ) are symmetric, then s coincides with the multiplicity of zero of
RM,Nz , and
(
z−sRMz ,N
)
|z=0 =
(
(−z)−sRM,Nz
)
|z=0 (see, [12, (1.11)]).
By the construction, if the composition (N1 ◦ rM,N2) ◦ (rM,N1 ◦N2) for M,N1, N2 ∈
R-mod doesn’t vanish then it is equal to r
M,N1◦N2
.
Definition 1.7. A simple R(β)-module M is called real if M ◦M is simple.
Theorem 1.8 ([12, Theorem 3.2]). Let β, γ ∈ Q+ and assume that R(β) is symmetric.
Let M be a real simple module in R(β)-mod and N a simple module in R(γ)-mod.
Then
(i) M ◦N and N ◦M have simple socles and simple heads.
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(ii) Moreover, Im(r
M,N
) is equal to the head of M ◦N and socle of N ◦M . Similarly,
Im(r
N,M
) is equal to the head of N ◦M and socle of M ◦N .
2. Simplicity of heads and socles of convolution products
In the rest of this paper, we assume that R(β) is symmetric for any β ∈ Q+, i.e.,
Qij(u, v) is a function in u− v for any i, j ∈ I.
We also work always in the category of graded modules. For the sake of simplicity,
we simply say that M is an R-module instead of saying that M is a graded R(β)-
module for β ∈ Q+. We also sometimes ignore grading shifts if there is no afraid of
confusion. Hence, for R-modules M and N , we sometimes say that f : M → N is a
homomorphism if f : qaM → N is a morphism in R-gmod for some a ∈ Z. If we want
to emphasize that f : qaM → N is a morphism in R-gmod, we say so.
Proposition 2.1. Let M be a real simple module, and let N be a module with a simple
socle. If the following diagram
soc(N) ◦M
r
soc(N),M
//


M ◦ soc(N)


N ◦M
r
N,M // M ◦N
commutes up to a constant multiple, then soc
(
M ◦ soc(N)
)
is equal to the socle of
M ◦N . In particular M ◦N has a simple socle.
Proof. Let S be an arbitrary simple submodule ofM◦N . Then we have a commutative
diagram
S ◦M //


M ◦ S


M ◦N ◦M
M◦r
N,M // M ◦M ◦N.
Hence S ◦M ⊂ M ◦ (r
N,M
)−1(S). Hence there exists a submodule K of N such that
S ⊂ M ◦ K and K ◦ M ⊂ (r
N,M
)−1(S). Hence K 6= 0 and soc(N) ⊂ K. Hence
r
N,M
(
soc(N) ◦M
)
⊂ r
N,M
(
K ◦M
)
⊂ S. Since r
N,M
(
soc(N) ◦M
)
is non-zero by the
assumption, we have r
N,M
(
soc(N) ◦M
)
= S. Hence we obtain the desired result. 
The following is a dual form of the preceding proposition.
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Proposition 2.2. Let M be a real simple module. Let N be a module with a simple
head. If the following diagram
M ◦N
r
M,N //

N ◦M

M ◦ hd(N)
r
M,hd(N)
// hd(N) ◦M
commutes up to a constant multiple, then M ⋄ hd(N) is equal to the simple head of
M ◦N .
Definition 2.3. For non-zero M,N ∈ R-gmod, we denote by Λ(M,N) the homoge-
neous degree of the R-matrix r
M,N
.
Hence
RrenMz ,N : Mz ◦N → q
−Λ(M,N)N ◦Mz and
r
M,N
: M ◦N → q−Λ(M,N)N ◦M
are morphisms in R-gMod and in R-gmod, respectively.
Definition 2.4. For simple R-modules M and N , we denote by M ⋄ N the head of
M ◦N .
Lemma 2.5. For non-zero R-modules M and N , we have
Λ(M,N) ≡
(
wt(M),wt(N)
)
mod 2.
Proof. Set β :=−wt(M) and γ :=−wt(N). By [11, (1.3.3)], the homogeneous degree
of RMz,N is −(β, γ)+2(β, γ)n, where ( • , • )n is the symmetric bilinear form on Q given
by (αi, αj)n = δij . Hence R
ren
Mz,N = z
−sRMz ,N has degree −(β, γ) + 2(β, γ)n − 2s. 
Definition 2.6. For non-zero R-modules M and N , we set
Λ˜(M,N) :=
1
2
(
Λ(M,N) + (wt(M),wt(N))
)
.
Lemma 2.7. Let M and N be self-dual simple modules. If one of them is real, then
qΛ˜(M,N)M ⋄N
is a self-dual simple module.
Proof. Set β = wt(M) and γ = wt(N). Set M ⋄ N = qcL for some self-dual simple
module L and some c ∈ Z. Then we have
M ◦N ։ qcL֌ q−Λ(M,N)N ◦M.
Taking dual, we obtain
qΛ(M,N)+(β,γ)M ◦N ։ q−cL֌ q(β,γ)N ◦M.
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Hence we have c = −c− Λ(M,N)− (β, γ), which implies c = −Λ˜(M,N). 
Lemma 2.8. Let M be a simple module and let N1, N2 be non-zero modules. Then the
composition
M ◦N1 ◦N2
r
M,N1
◦N2
−−−−−−→ N1 ◦M ◦N2
N1◦ rM,N2
−−−−−−−→ N1 ◦N2 ◦M
coincides with r
M,N1◦N2
, and the composition
N1 ◦N2 ◦M
N1◦ rN2,M
−−−−−−−→ N1 ◦M ◦N2
r
N1,M
◦N2
−−−−−−→M ◦N1 ◦N2
coincides with r
N1◦N2,N
.
In particular, we have
Λ(M,N1 ◦N2) = Λ(M,N1) + Λ(M,N2)
and
Λ(N1 ◦N2,M) = Λ(N1,M) + Λ(N2,M).
Proof. It is enough to show that the compositions (N1 ◦ rM,N2) ◦ (rM,N1 ◦ N2) and
(r
N1,M
◦N2) ◦ (N1 ◦ rN2,M) do not vanish.
Assume that (N1 ◦ rM,N2) ◦ (rM,N1 ◦N2) vanishes. Then we have
Im(r
M,N1
) ◦N2 ⊂ N1 ◦Ker(rM,N2).
By [12, Lemma 3.1], there is a submodule Z of M such that
Im(r
M,N1
) ⊂ N1 ◦ Z and Z ◦N2 ⊂ Ker(rM,N2).
It contradicts the assumption that M is simple.
Similarly, one can show that (r
N1,M
◦N2) ◦ (N1 ◦ rN2,M) does not vanish. 
Lemma 2.9. Let M and N be simple R-modules. Then we have
(i) Λ(M,N) + Λ(N,M) ∈ 2Z≥0.
(ii) If Λ(M,N) + Λ(N,M) = 2m for some m ∈ Z≥0, then
RrenMz ,N ◦R
ren
N,Mz = z
m idN◦Mz and R
ren
N,Mz ◦R
ren
Mz,N = z
m idMz◦N
up to constant multiples.
Proof. By [11, Proposition 1.6.2], the morphism
RrenN,Mz ◦R
ren
Mz ,N :Mz ◦N →Mz ◦N
is equal to f(z) idMz◦N for some 0 6= f(z) ∈ k[z]. Since R
ren
N,Mz ◦R
ren
Mz ,N is homogeneous
of degree Λ(M,N)+Λ(N,M), we have f(z) = cz
1
2
(Λ(M,N)+Λ(N,M)) for some c ∈ k×. 
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Definition 2.10. For non-zero modules M and N , we set
d(M,N) =
1
2
(
Λ(M,N) + Λ(N,M)
)
.
Note that if M and N are simple modules, then we have d(M,N) ∈ Z≥0. Note also
that ifM,N1, N2 are simple modules, then we have d(M,N1◦N2) = d(M,N1)+d(M,N2).
Lemma 2.11 ([12]). Let M,N be simple modules and assume that one of them is real.
Then the following conditions are equivalent.
(a) d(M,N) = 0.
(b) r
M,N
and r
N,M
are inverse to each other up to a constant multiple.
(c) M ◦N and N ◦M are isomorphic up to a grading shift.
(d) M ⋄N and N ⋄M are isomorphic up to a grading shift.
(e) M ◦N is simple.
Definition 2.12. Let M,N be simple modules.
(i) We say that M and N commute if d(M,N) = 0.
(ii) We say that M and N simply-linked if d(M,N) = 1.
Proposition 2.13. Let M1, . . . ,Mr be a commuting family of real simple modules.
Then the convolution product
M1 ◦ · · · ◦Mr
is a real simple module.
Proof. We shall first show the simplicity of the convolutions. By induction on r, we
may assume that M2 ◦ · · · ◦Mr is a simple module. Then we have
d(M1,M2 ◦ · · · ◦Mr) =
r∑
s=2
d(M1,Ms) = 0
so that M1 ◦ · · · ◦Mr is simple.
Since (M1 ◦ · · · ◦Mr) ◦ (M1 ◦ · · · ◦Mr) is also simple, M1 ◦ · · · ◦Mr is real. 
Definition 2.14. Let M1, . . . ,Mm be real simple modules. Assume that they are com-
muting with each other. We set
⊙
1≤k≤m
Mk := q
∑
1≤i<j≤m Λ˜(Mi,Mj)M1 ◦ · · · ◦Mm.
Lemma 2.15. Let M1, . . . ,Mm be real simple modules commuting with each other.
Then for any σ ∈ Sm, we have
⊙
1≤k≤m
Mk ≃ ⊙
1≤k≤m
Mσ(k) in R-gmod.
Moreover, if the Mk’s are self-dual, then so is ⊙1≤k≤mMk.
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Proof. It follows from Lemma 2.7 and qΛ˜(Mi,Mj)Mi ◦Mj ≃ qΛ˜(Mj ,Mi)Mj ◦Mi. 
Proposition 2.16. Let f : N1 → N2 be a morphism between non-zero modules R-
modules N1, N2 and let M be a non-zero R-module.
(i) If Λ(M,N1) = Λ(M,N2), then the following diagram is commutative:
M ◦N1
r
M,N1 //
M◦f

N1 ◦M
f◦M

M ◦N2
r
M,N2 // N2 ◦M.
(ii) If Λ(M,N1) < Λ(M,N2), then the composition
M ◦N1
M◦f
−−−→M ◦N2
r
M,N2
−−−−→ N2 ◦M
vanishes.
(iii) If Λ(M,N1) > Λ(M,N2), then the composition
M ◦N1
r
M,N1
−−−−→ N1 ◦M
f◦M
−−−→ N2 ◦M
vanishes.
(iv) If f is surjective, then we have
Λ(M,N1) ≥ Λ(M,N2) and Λ(N1,M) ≥ Λ(N2,M)
If f is injective, then we have
Λ(M,N1) ≤ Λ(M,N2) and Λ(N1,M) ≤ Λ(N2,M)
Proof. Let si be the order of zero of RMz ,Ni for i = 1, 2. Then we have Λ(M,N1) −
Λ(M,N2) = 2(s2 − s1).
Set m := min{s1, s2}. Then the following diagram is commutative:
Mz ◦N1
z−mRMz,N1 //
Mz◦f

N1 ◦Mz
f◦Mz

Mz ◦N2
z−mRMz,N2 // N2 ◦Mz.
(i) If s1 = s2, then by specializing z = 0 in the above diagram, we obtain the
commutativity of the diagram in (i).
(ii) If s1 > s2, then we have
z−mRMz,N1 = z
s1−m
(
z−s1RMz ,N1
)
so that z−mRMz ,N1 |z=0 vanishes. Hence we have
r
M,N2
◦ (M ◦ f) = z−mRMz ,N2|z=0 ◦ (M ◦ f) = 0,
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as desired. In particular, f is not surjective.
(iii) Similarly, if s1 < s2, then we have (f ◦M) ◦ rM,N1 = 0, and f is not injective.
(iv) The statements for Λ(M,N1) and Λ(N1,M) follow from (ii) and (iii). The other
statements can be shown in a similar way. 
Proposition 2.17. Let L, M and N be simple modules. Then we have
Λ(L, S) ≤ Λ(L,M) + Λ(L,N), Λ(S, L) ≤ Λ(M,L) + Λ(N,L) and
d(S, L) ≤ d(M,L) + d(N,L)
(2.1)
for any subquotient S of M ◦ N . Moreover, when L is real, the following conditions
are equivalent.
(a) L commutes with M and N .
(b) Any simple subquotient S of M ◦ N commutes with L and satisfies Λ(L, S) =
Λ(L,M) + Λ(L,N).
(c) Any simple subquotient S of M ◦ N commutes with L and satisfies Λ(S, L) =
Λ(M,L) + Λ(N,L).
Proof. The inequalities (2.1) are consequences of the preceding proposition. Let us
show the equivalence of (a)–(c).
Let M ◦N = K0 ⊃ K1 ⊃ · · · ⊃ Kℓ ⊃ Kℓ+1 = 0 be a Jordan-Ho¨lder series of M ◦N .
Then the renormalized R-matrix RrenLz ,M◦N = (M ◦R
ren
Lz ,N)◦ (R
ren
Lz ,M ◦N) : Lz ◦M ◦N →
M ◦ N ◦ Lz is homogeneous of degree Λ(L,M) + Λ(L,N) and it sends Lz ◦ Kk to
Kk ◦ Lz for any k ∈ Z. Hence f := rL,M◦N = R
ren
Lz ,M◦N |z=0 sends L ◦Kk to Kk ◦ L.
First assume (a). Then f is an isomorphism. Hence f |L◦Kk : L ◦ Kk → Kk ◦ L is
injective. By comparing their dimension, f |L◦Kk is an isomorphism, Hence f |L◦(Kk/Kk+1)
is an isomorphism of homogeneous degree Λ(L,M) + Λ(L,N). Hence we obtain (b).
Conversely, assume (b). Then, RrenLz ,M◦N |Lz◦(Kk/Kk+1) and R
ren
Lz ,Kk/Kk+1
have the same
homogeneous degree, and hence they should coincide. It implies that f |L◦(Kk/Kk+1) =
r
L,Kk/Kk+1
is an isomorphism for any k. Therefore f = (M ◦ r
L,N
) ◦ (r
L,M
◦ N) is an
isomorphism, which implies that r
L,N
and r
L,M
are isomorphisms. Thus we obtain (a).
Similarly (a) and (c) are equivalent. 
Lemma 2.18. Let L, M and N be simple modules. We assume that L is real and
commutes with M . Then the diagram
L ◦ (M ◦N)
r
L,M◦N //

(M ◦N) ◦ L

L ◦ (M ⋄N)
r
L,M⋄N // (M ⋄N) ◦ L
commutes.
MONOIDAL CATEGORIFICATION OF CLUSTER ALGEBRAS 19
Proof. Otherwise the composition
L ◦M ◦N ∼
r
L,M
◦N
// M ◦ L ◦N
M◦r
L,N
// M ◦N ◦ L // (M ⋄N) ◦ L
vanishes. Hence we have
M ◦ Im(r
L,N
) ⊂ Ker(M ◦N →M ⋄N) ◦ L.
Hence there exists a submodule K of N such that
Im(r
L,N
) ⊂ K ◦ L and M ◦K ⊂ Ker(M ◦N → M ⋄N).
The first inclusion implies K 6= 0 and the second implies K 6= N , which contradicts
the simplicity of N . 
The following lemma can be proved similarly.
Lemma 2.19. Let L, M and N be simple modules. We assume that L is real and
commutes with N . Then the diagram
(M ◦N) ◦ L
r
M◦N,L //

L ◦ (M ◦N)

(M ⋄N) ◦ L
r
M⋄N,L // L ◦ (M ⋄N)
commutes.
The following proposition follows from Lemma 2.18 and Lemma 2.19.
Proposition 2.20. Let L, M and N be simple modules. Assume that L is real. Then
we have
(i) If L and M commute, then
Λ(L,M ⋄N) = Λ(L,M) + Λ(L,N).
(ii) If L and N commute, then
Λ(M ⋄N,L) = Λ(M,L) + Λ(N,L).
Proposition 2.21. Let X, Y,M and N be simple R-modules. Assume that there is an
exact sequence
0→ X → M ◦N → Y → 0,
X ◦N and Y ◦N are simple and X ◦N 6≃ Y ◦N as ungraded modules. Then N is a
real simple module.
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Proof. Assume that N is not real. Then N◦N is reducible and we have r
N,N
6= c idN◦N
for any c ∈ k. Note that N ◦N is of length 2, because M ◦N ◦N is of length 2.
Let S be a simple submodule of N ◦N . Consider an exact sequence
0 −−→ X ◦N −−→M ◦N ◦N −−→ Y ◦N −−→ 0.
Then we have
(X ◦N) ∩ (M ◦ S) = 0.(2.2)
Indeed, if (X ◦ N) ⊂ (M ◦ S), then there exists a submodule Z of N such that
X ⊂ M ◦ Z and Z ◦N ⊂ S. It contradicts the simplicity of N . Thus (2.2) holds.
Note that (2.2) implies that
M ◦ S ≃ Y ◦N.
(a) Assume first that N ◦ N is semisimple so that N ◦ N = S ⊕ S ′ for some simple
submodule S ′ of N◦N . ThenM◦S ≃ Y ◦N ≃M◦S ′. HenceM◦S ≃ X◦N ≃M◦S ′.
Therefore we obtain X ◦N ≃ Y ◦N, which is a contradiction.
(b) Assume that N ◦ N is not semisimple so that S is a unique non-zero proper
submodule of N ◦ N and (N ◦N)/S is a unique non-zero proper quotient of N ◦ N .
Without loss of generality, we may assume that k is algebraically closed. Let x ∈ k be
an eigenvalue of r
N,N
. Since r
N,N
6∈ k idN◦N , we have 0 ( Im(rN,N−x idN◦N ) ( N ◦N .
It follows that
S = Im(r
N,N
− x idN◦N) ≃ (N ◦N)/S,
and hence we have an exact sequence
0 −−→M ◦ S −−→ M ◦N ◦N −−→M ◦
(
(N ◦N)/S
)
−−→ 0.
Since M ◦N ◦N is of length 2, we have
X ◦N ≃ M ◦ S ≃M ◦
(
(N ◦N)/S
)
≃ Y ◦N,
which is a contradiction. 
Corollary 2.22. Let X, Y,N be simple R-modules and letM be a real simple R-module.
If we have an exact sequence
0→ X →M ◦N → Y → 0
and if X ◦N and Y ◦N are simple, then N is a real simple module.
Proof. SinceM is real andM◦N is not simple, X is not isomorphic to Y as an ungraded
module. It follows that X ◦ N is not isomorphic to Y ◦ N , because K(R-gmod) is a
domain so that [X ◦ N ] = qm[Y ◦ N ] for some m ∈ Z implies [X ] = qm[Y ]. Now the
assertion follows from the above proposition. 
The following lemmas are used later.
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Lemma 2.23. Let M and N be real simple modules. Assume that M ⋄N is real and
commutes with N . Then for any n ∈ Z≥0, we have
M◦n ⋄N◦n ≃ (M ⋄N)◦n as ungraded modules.
Proof. Set L = M ⋄ N . Since L◦n is simple, it is enough to give an epimorphism
M◦n ◦N◦n ։ L◦n. We shall show it by induction on n. For n > 0, we have
M◦n ◦N◦n ≃M◦(n−1) ◦M ◦N ◦N◦(n−1)
։M◦(n−1) ◦ L ◦N◦(n−1) ≃M◦(n−1) ◦N◦(n−1) ◦ L։ L◦(n−1) ◦ L.

Corollary 2.24. Let M and N be simple module. Assume that one of them is real. If
there is an exact sequence
0→ qmX −−→ M ◦N −−→ qnY −−→ 0
for self-dual simple modules X, Y and integers m, n, then we have
d(M,N) = m− n ≥ 0.
Proof. We may assume thatM and N are self-dual without loss of generality. Then we
have n = −Λ˜(M,N). Since qmX ≃ qΛ(N,M)N ⋄M ≃ qΛ(N,M)−Λ˜(N,M)
(
qΛ˜(N,M)N ⋄M
)
,
we have m = Λ(N,M)− Λ˜(N,M). Thus we obtain
m− n = Λ(N,M)− Λ˜(N,M) + Λ˜(M,N) = d(M,N).

3. Leclerc conjecture
Recall that R is assumed to be a symmetric KLR algebra over a base field k.
3.1. Leclerc conjecture.
Theorem 3.1. Let M and N be simple modules. We assume that M is real. Then we
have the equalities in the Grothendieck group K(R-gmod):
(i) [M ◦N ] = [M ⋄N ] +
∑
k[Sk]
with simple modules Sk such that Λ(M,Sk) < Λ(M,M ⋄N) = Λ(M,N),
(ii) [M ◦N ] = [qΛ(N,M)N ⋄M ] +
∑
k[Sk]
with simple modules Sk such that Λ(Sk,M) < Λ(N ⋄M,M) = Λ(N,M),
(iii) [N ◦M ] = [N ⋄M ] +
∑
k[Sk]
with simple modules Sk such that Λ(Sk,M) < Λ(N ⋄M,M) = Λ(N,M), and
(iv) [N ◦M ] = [qΛ(M,N)M ⋄N ] +
∑
k[Sk]
with simple modules Sk such that Λ(M,Sk) < Λ(M,M ⋄N) = Λ(M,N).
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In particular, M ⋄N as well as N ⋄M appears only once in the Jordan-Ho¨lder series
of M ◦N in R-mod.
The following result is an immediate consequence of this theorem.
Corollary 3.2. Let M and N be simple modules. We assume that one of them is real.
Assume that M and N do not commute, Then we have the equality in the Grothendieck
group K(R-gmod)
[M ◦N ] = [M ⋄N ] + [qΛ(N,M)N ⋄M ] +
∑
k
[Sk]
with simple modules Sk. Moreover we have
(i) If M is real, then we have Λ(M,N ⋄M) < Λ(M,N), Λ(M ⋄N,M) < Λ(N,M)
and Λ(M,Sk) < Λ(M,N), Λ(Sk,M) < Λ(N,M).
(ii) If N is real, then we have Λ(N,M ⋄ N) < Λ(N,M), Λ(N,M ⋄ N) < Λ(N,M)
and Λ(N, Sk) < Λ(N,M), Λ(Sk, N) < Λ(M,N).
Proof of Theorem 3.1. We shall prove only (i). The other statements are proved simi-
larly.
Let us take a Jordan-Ho¨lder series of M ◦N
M ◦N = K0 ⊃ K1 ⊃ · · · ⊃ Kℓ ⊃ Kℓ+1 = 0.
Then we have K0/K1 ≃M⋄N . Let us consider the renormalized R-matrix RrenMz ,M◦N =
(M ◦RrenMz ,N) ◦ (R
ren
Mz ,M ◦N)
Mz ◦M ◦N
RrenMz,M◦N // M ◦Mz ◦N
M◦RrenMz,N // M ◦N ◦Mz .
Then RrenMz,M◦N sends Mz ◦ Kk to Kk ◦ Mz for any k. Hence evaluating the above
diagram at z = 0, we obtain
M ◦M ◦N
M◦r
M,N // M ◦N ◦M
M ◦K1 //
?
OO
K1 ◦M .
?
OO
Since Im(r
M,N
: M ◦ N → N ◦M) ≃ (M ◦ N)/K1, we have rM,N(K1) = 0. Hence,
RrenMz ,M◦N sends Mz ◦ K1 to (K1 ◦ Mz) ∩ z
(
(M ◦ N) ◦ Mz
)
= z(K1 ◦ Mz). Thus
z−1RrenMz ,M◦N |Mz◦K1 is well defined. Then it sends Mz ◦Kk to Kk ◦Mz for k ≥ 1. Thus
we obtain an R-matrix
z−1RrenMz ,M◦N |Mz◦(Kk/Kk+1) : Mz ◦ (Kk/Kk+1)→ (Kk/Kk+1) ◦Mz for 1 ≤ k ≤ ℓ.
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Hence we have
RrenMz ,Kk/Kk+1 = z
−skz−1RrenMz ,M◦N |Mz◦(Kk/Kk+1)
for some sk ∈ Z≥0. Since the homogeneous degree of R
ren
Mz ,M◦N is Λ(M,M ◦ N) =
Λ(M,N), we obtain
Λ(M,Kk/Kk+1) = Λ(M,N)− 2(1 + sk) < Λ(M,N).

The following theorem is an application of the above theorem.
Theorem 3.3. Let φ be an element of the Grothendieck group K(R-gmod) given by
φ =
∑
b∈B(∞)
ab[Lb],
where Lb is the self-dual simple module corresponding to b and ab ∈ Z[q
±1]. Let A be a
real simple module in R-gmod. Assume that we have an equality
φ[A] = ql[A]φ
in K(R-gmod) for some l ∈ Z. Then A commutes with Lb and
l = Λ(A,Lb)
for every b ∈ B(∞) such that ab 6= 0.
Proof. Note that we have
φ[A] =
∑
b
ab[Lb ◦ A] =
∑
b
ab([Lb ⋄ A] +
∑
k
[Sb,k]) and
ql[A]φ = ql
∑
b
ab[A ◦ Lb] = ql
∑
b
ab(q
Λ(Lb,A)[Lb ⋄ A] +
∑
k
[Sb,k]),
for some simple modules Sb,k and S
b,k satisfying
Λ(Sb,k, A) < Λ(Lb, A) and Λ(S
b,k, A) < Λ(Lb, A).
We may assume that {b ∈ B(∞) | ab 6= 0} 6= ∅. Set
t := max {Λ(Lb, A) | ab 6= 0} .
By taking the classes of self-dual simple modules S with Λ(S,A) = t in the expansions
of φ[A] and ql[A]φ, we obtain∑
Λ(Lb,A)=t
ab[Lb ⋄ A] =
∑
Λ(Lb,A)=t
qlabq
Λ(Lb,A)[Lb ⋄ A].
In particular, we have t = −l.
Set
t′ := max {Λ(A,Lb) | ab 6= 0} .
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Then, by a similar argument we have t′ = l.
It follows that
0 = t + t′ ≥ Λ(Lb, A) + Λ(A,Lb) ≥ 0
for every b such that ab 6= 0. Hence A and Lb commute.
Since∑
ab q
Λ(A,Lb)[A ◦ Lb] =
∑
ab[Lb ◦ A] = φ[A] = ql[A]φ = ql
∑
ab[A ◦ Lb],
we have
l = Λ(A,Lb)
for any b such that ab 6= 0, as desired. 
Corollary 3.4. Let M and N be simple modules. Assume that one of them is real. If
[M ] and [N ] q-commute (i.e., [M ][N ] = qn[N ][M ] for some n ∈ Z), then M and N
commute. In particular, M ◦N is simple.
The following corollary is an immediate consequence of the corollary above and
Theorem 1.5.
Corollary 3.5. Assume that the generalized Cartan matrix A is symmetric. Assume
that b1, b2 ∈ B(∞) satisfy the conditions:
(a) one of Gup(b1)
2 and Gup(b2)
2 is a member of the upper global basis up to a power
of q,
(b) Gup(b1) and G
up(b2) q-commute.
Then their product Gup(b1)G
up(b2) is a member of the upper global basis of U
−
q (g) up
to a power of q.
3.2. Geometric results. The result of this subsection (Theorem 3.6) is informed us
by Peter McNamara.
In this subsection, we assume further that the base field k is a field of characteristic
0.
Theorem 3.6 ([20, Lemma 7.5]). Assume that the base field k is a field of character-
istic 0. Assume that M ∈ R-gmod has a head qcH with a self-dual simple module H
and c ∈ Z. Then we have the equality in the Grothendieck group K(R-gmod)
[M ] = qc[H ] +
∑
k
qck [Sk]
with self-dual simple modules Sk and ck > c.
By duality, we obtain the following corollary.
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Corollary 3.7. Assume that the base field k is a field of characteristic 0. Assume that
M ∈ R-gmod has a socle qcS with a self-dual simple module S and c ∈ Z. Then we
have the equality in K(R-gmod)
[M ] = qc[S] +
∑
k
qck [Sk]
with self-dual simple modules Sk and ck < c.
Applying this theorem to convolution products, we obtain the following corollary.
Corollary 3.8. Assume that the base field k is a field of characteristic 0. Let M and
N be simple modules. We assume that one of them is real. Then we have the equalities
in K(R-gmod):
(i) [M ◦N ] = [M ⋄N ] +
∑
k q
ck [Sk]
with self-dual simple modules Sk and
ck > −Λ˜(M,N) =
(
−Λ(M,N)− (wt(M),wt(N)
)
/2.
(ii) [M ◦N ] = [qΛ(N,M)N ⋄M ] +
∑
k q
ck [Sk]
with self-dual simple modules Sk and ck <
(
Λ(N,M)− (wt(N),wt(M))
)
/2.
Note that qΛ˜(M,N)M ⋄N is self-dual by Lemma 2.7.
Theorem 3.1 and Theorem 3.6 solve affirmatively Conjecture 1 of Leclerc ([18]) in
the symmetric generalized Cartan matrix case.
We obtain the following result which is a generalization of Lemma 2.24 in the
characteristic-zero case.
Corollary 3.9. Assume that the base field k is a field of characteristic 0. Let M and
N be simple modules. We assume that one of them is real. Write
[M ◦N ] =
n∑
k=1
qck [Sk]
with self-dual simple modules Sk and ck ∈ Z. Then we have
max {ck | 1 ≤ k ≤ n} −min {ck | 1 ≤ k ≤ n} = d(M,N).
3.3. Proof of Theorem 3.6. Recall that the graded algebra R(β) (β ∈ Q+) is geomet-
rically realized as follows ([24]). There exist a reductive group G and a G-equivariant
projective morphism f : X → Y from a smooth algebraic G-variety X to an affine
G-variety Y defined over the complex number field C such that
R(β) ≃ E˜ndDb
G
(kY )
(Rf∗kX) as a graded k-algebra.
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Here, DbG(kY ) denotes the equivariant derived category of the G-variety Y with coeffi-
cient k, and E˜ndDb
G
(kY )
(K) = H˜omDb
G
(kY )
(K,K) with
H˜omDb
G
(kY )
(K,K ′) :=
⊕
n∈Z
HomDb
G
(kY )
(K,K ′[n]).
By the decomposition theorem ([1]), we have a decomposition
Rf∗kX ≃
⊕
a∈J
Ea⊗Fa
where {Fa}a∈J is a finite family of simple perverse sheaves on Y and Ea is a finite-
dimensional graded k-vector space such that
Hk(Ea) ≃ H
−k(Ea) for any k ∈ Z.(3.1)
The last fact (3.1) follows from the hard Lefschetz theorem ([1]).
Set Aa,b = H˜omDb
G
(kY )
(Fb,Fa). Then we have the multiplication morphisms
Aa,b⊗Ab,c → Aa,c
so that
A :=
⊕
a,b∈J
Aa,b
has a structure of Z-graded algebra such that
A≤0 :=
⊕
n≤0
An = A0 ≃ k
J .
Hence the family of the isomorphism classes of simple objects (up to a grading shift)
in A-gmod is {ka}a∈J . Here, ka is the module obtained by the algebra homomorphism
A→ A≤0 ≃ k
J → k, where the last arrow is the a-th projection. Hence we have
K(A-gmod) ≃
⊕
a∈J
Z[q±1][ka].
On the other hand, we have
R(β) ≃
⊕
a,b∈J
Ea⊗Aa,b⊗E
∗
b .
Set
L :=
⊕
a,b∈J
Ea⊗Aa,b.
Then, L is endowed with a natural structure of (
⊕
a,b∈J
Ea⊗Aa,b⊗E
∗
b , A)-bimodule. It
is well-known that the functor M 7→ L⊗A M gives a graded Morita-equivalence
Φ: A-gmod ∼−→R(β)-gmod.
Note that Φ(ka) ≃ Ea and {Ea}a∈J is the set of isomorphism classes of self-dual simple
graded R(β)-modules by (3.1).
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By the above observation, in order to prove the theorem, it is enough to show the
corresponding statement for the graded ring A, which is obvious. 
4. Quantum cluster algebras
In this section we recall the definition of skew-symmetric quantum cluster algebras
following [2], [8, § 8].
4.1. Quantum seeds. Fix a finite index set J = Jex⊔Jfr with the decomposition into
the set of exchangeable indices and the set of frozen indices. Let L = (λij)i,j∈J be a
skew-symmetric integer-valued J × J-matrix.
Definition 4.1. We define P(L) as the Z[q±1/2]-algebra generated by a family of
elements {Xi}i∈J with the defining relations
XiXj = q
λijXjXi (i, j ∈ J).(4.1)
We denote by F (L) the skew field of fractions of P(L).
For a = (ai)i∈J ∈ Z
J , we define the element Xa of F (L) as
Xa := q1/2
∑
i>j aiajλij
−→∏
i∈J
Xaii .
Here we take a total order < on the set J and
−→∏
i∈JX
ai
i = X
ai1
i1
· · ·X
air
ir where J =
{i1, . . . , ir} with i1 < · · · < ir. Note that X
a does not depend on the choice of a total
order of J .
We have
XaXb = q1/2
∑
i,j∈J aibjλijXa+b.(4.2)
If a ∈ ZJ≥0, then X
a belongs to P(L).
It is well known that {Xa}a∈ZJ
≥0
is a basis of P(L) as a Z[q±1/2]-module.
Let A be a Z[q±1/2]-algebra. We say that a family {xi}i∈J of elements of A is L-
commuting if it satisfies xixj = q
λijxjxi for any i, j ∈ J . In such a case we can define
xa for any a ∈ ZJ≥0. We say that an L-commuting family {xi}i∈J is algebraically
independent if the algebra map P(L)→ A given by Xi 7→ xi is injective.
Let B˜ = (bij)(i,j)∈J×Jex be an integer-valued J × Jex-matrix. We assume that the
principal part B := (bij)i,j∈Jex of B˜ is skew-symmetric. We say that the pair (L, B˜) is
compatible, if there exists a positive integer d such that∑
k∈J
λikbkj = δijd (i ∈ J, j ∈ Jex).(4.3)
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Let (L,B) be a compatible pair and A a Z[q±1/2]-algebra. We say that S =
({xi}i∈J , L, B˜) is a quantum seed in A if {xi}i∈J is an algebraically independent L-
commuting family of elements of A.
The set {xi}i∈J is called the cluster of S and its elements cluster variables. The
cluster variables xi (i ∈ Jfr) are called frozen variables. The elements x
a (a ∈ ZJ≥0) are
called quantum cluster monomials.
4.2. Mutation. For k ∈ Jex, we define a J × J-matrix E = (eij)i,j∈J and a Jex × Jex-
matrix F = (fij)i,j∈Jex as follows:
eij =

δij if j 6= k,
−1 if i = j = k,
max(0,−bik) if i 6= j = k,
fij =

δij if i 6= k,
−1 if i = j = k,
max(0, bkj) if i = k 6= j.
The mutation µk(L, B˜) := (µk(L), µk(B˜)) of a compatible pair (L, B˜) in direction k is
given by
µk(L) := (E
T )LE, µk(B˜) := E B˜ F.
Then the pair (µk(L), µk(B˜)) is also compatible with the same integer d as in the case
of (L, B˜) ([2]).
Note that for each k ∈ Jex, we have
µk(B˜)ij =
{
−bij if i = k or j = k,
bij + (−1)
δ(bik<0)max(bikbkj , 0) otherwise,
(4.4)
and
µk(L)ij =

0 if i = j
−λkj +
∑
t∈J
max(0,−btk)λtj if i = k, j 6= k,
−λik +
∑
t∈J
max(0,−btk)λit if i 6= k, j = k,
λij otherwise.
Note that we have ∑
t∈J
max(0,−btk)λit =
∑
t∈J
max(0, btk)λit
for i ∈ J with i 6= k, since (L, B˜) is compatible.
We define
a′i =
{
−1 if i = k,
max(0, bik) if i 6= k,
a′′i =
{
−1 if i = k,
max(0,−bik) if i 6= k.
(4.5)
and set a′ := (a′i)i∈J and a
′′ := (a′′i )i∈J .
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Let A be a Z[q±1/2]-algebra contained in a skew field K. Let S = ({xi}i∈J , L, B˜) be
a quantum seed in A. Define the elements µk(x)i of K by
µk(x)i :=
{
xa
′
+ xa
′′
, if i = k,
xi if i 6= k.
(4.6)
Then {µk(x)i} is an algebraically independent µk(L)-commuting family in K. We call
µk(S ) :=
(
{µk(x)i}i∈J , µk(L), µk(B˜)
)
the mutation of S in direction k. It becomes a new quantum seed in K.
Definition 4.2. Let S = ({xi}i∈J , L, B˜) be a quantum seed in A. The quantum
cluster algebra Aq1/2(S ) associated to the quantum seed S is the Z[q
±1/2]-subalgebra
of the skew field K generated by all the quantum cluster variables in the quantum seeds
obtained from S by any sequence of mutations.
We call S the initial quantum seed of the quantum cluster algebra Aq1/2(S ).
5. Monoidal categorification
Throughout this section, fix J = Jex ⊔ Jfr, and a base field k.
Let C be a k-linear abelian monoidal category. For the definition of monoidal cate-
gory, see [11, Appendix A.1]. Note that in [11], it was called tensor category. A k-linear
abelian monoidal category is a k-linear monoidal category such that it is abelian and
the tensor functor ⊗ is k-bilinear and exact.
We assume further the following conditions on C (i) Any object of C has a finite length,(ii) k ∼−→HomC(S, S) for any simple object S of C.(5.1)
5.1. Ungraded cases.
Definition 5.1. Let S = ({Mi}i∈J , B˜) be a pair of a family {Mi}i∈J of simple objects
in C and an integer-valued J × Jex-matrix B˜ = (bij)(i,j)∈J×Jex whose principal part is
skew-symmetric. We call S a monoidal seed in C if
(i) Mi ⊗Mj ≃Mj ⊗Mi for any i, j ∈ J , and
(ii)
⊗
i∈J
M⊗aii is simple for any (ai)i∈J ∈ Z
J
≥0.
Definition 5.2. For k ∈ Jex, we say that a monoidal seed S = ({Mi}i∈J , B˜) admits
a mutation in direction k if there exists a simple object M ′k ∈ C such that
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(a) there exist exact sequences in C
0→
⊗
bik>0
M⊗biki →Mk ⊗M
′
k →
⊗
bik<0
M
⊗(−bik)
i → 0,(5.2)
0→
⊗
bik<0
M
⊗(−bik)
i →M
′
k ⊗Mk →
⊗
bik>0
M⊗biki → 0.(5.3)
(b) the pair µk(S ) := ({Mi}i 6=k ∪ {M
′
k}, µk(B˜)) is a monoidal seed in C.
Recall that a cluster algebra A with an initial seed ({xi}i∈J , B˜) is the Z-subalgebra of
Q(xi|i ∈ J) generated by all the cluster variables in the seeds obtained from ({xi}i∈J , B˜)
by any sequence of mutations. Here, the mutation x′k of a cluster variable xk (k ∈ Jex)
is given by
x′k =
∏
bik≥0
xbiki +
∏
bik≤0
x−biki
xk
,
and the mutation of B˜ is given in (4.4).
Definition 5.3. A k-linear abelian monoidal category C with (5.1) is called a monoidal
categorification of a cluster algebra A if
(a) the Grothendieck ring K(C) is isomorphic to A,
(b) there exists a monoidal seed S = ({Mi}i∈J , B˜) in C such that [S ] :=({[Mi]}i∈J , B˜)
is the initial seed of A and S admits successive mutations in all directions.
Note that if C is a monoidal categorification of A, then every seed in A is of the
form ({[Mi]}i∈J , B˜) for some monoidal seed ({Mi}i∈J , B˜). In particular, all the cluster
monomials in A are the classes of real simple objects in C.
5.2. Graded cases. Let Q be a free abelian group equipped with a symmetric bilinear
form
( , ) : Q× Q→ Z such that (β, β) ∈ 2Z for all β ∈ Q.
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We consider a k-linear abelian monoidal category C satisfying (5.1) and the following
conditions:
(i) We have a direct sum decomposition C =
⊕
β∈Q
Cβ such that the
tensor product ⊗ sends Cβ × Cγ to Cβ+γ for every β, γ ∈ Q.
(ii) There exists an object Q ∈ C0 satisfying
(a) there is an isomorphism
RQ(X) : Q⊗X ∼−→X ⊗Q
functorial in X ∈ C such that
Q⊗X ⊗ Y
RQ(X)
//
RQ(X⊗Y )
,,
X ⊗Q⊗ Y
RQ(Y )
// X ⊗ Y ⊗Q
commutes for any X, Y ∈ C,
(b) the functor X 7→ Q⊗X is an equivalence of categories.
(iii) for any M , N ∈ C, we have HomC(M,Q
⊗n⊗N) = 0 except
finitely many integers n.
(5.4)
We denote by q the auto-equivalence Q⊗ • of C, and call it the grading shift functor.
In such a case the Grothendieck group K(C) is a Q-graded Z[q±1]-algebra: K(C) =⊕
β∈Q
K(C)β where K(C)β = K(Cβ). Moreover we have
K(C) =
⊕
S
Z[q±1][S]
where S ranges over the set of equivalence classes of simple modules S. Here, two
simple modules S and S ′ are equivalent if qnS ≃ S ′ for some n ∈ Z.
For M ∈ Cβ , we sometimes write β = wt(M) and call it the weight of M . Similarly,
for x ∈ Q(q1/2)⊗Z[q±1]K(Cβ), we write β = wt(x) and call it the weight of x.
Definition 5.4. We call a quadruple S = ({Mi}i∈J , L, B˜, D) a quantum monoidal
seed in C if it satisfies the following conditions:
(i) B˜ = (bij)i∈J, j∈Jex is an integer-valued J×Jex-matrix whose principal part is skew-
symmetric,
(ii) L = (λij∈J) is an integer-valued skew-symmetric J × J-matrix,
(iii) D = {di}i∈J is a family of elements in Q,
(iv) {Mi}i∈J is a family of simple objects such that Mi ∈ Cdi for any i ∈ J ,
(v) Mi ⊗Mj ≃ q
λijMj ⊗Mi for all i, j ∈ J ,
(vi) Mi1 ⊗ · · · ⊗Mit is simple for any sequence (i1, . . . , it) in J ,
(vii) The pair (L, B˜) is compatible in the sense of (4.3) with d = 2,
(viii) λij − (di, dj) ∈ 2Z for all i, j ∈ J ,
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(ix)
∑
i∈J
bikdi = 0 for all k ∈ Jex.
Let S = ({Mi}i∈J , L, B˜, D) be a quantum monoidal seed. For any X ∈ Cβ and
Y ∈ Cγ such that X ◦ Y ≃ qcY ◦X and c+ (β, γ) ∈ 2Z, we set
Λ˜(X, Y ) =
1
2
(
−c + (β, γ)
)
∈ Z(5.5)
and
X⊙ Y := qΛ˜(X,Y )X ⊗Y ≃ qΛ˜(Y,X)Y ⊗X.(5.6)
Then X⊙ Y ≃ Y ⊙X . For any sequence (i1, . . . , iℓ) in J , we define
ℓ⊙
s=1
Mis := (· · · ((Mi1 ⊙Mi2)⊙Mi3) · · · )⊙Miℓ .
Then we have
ℓ⊙
s=1
Mis = q
1
2
∑
1≤u<v≤ℓ(−λiuiv+(diu ,div ))Mi1 ⊗ · · · ⊗Miℓ .
For any w ∈ Sℓ, we have
ℓ⊙
s=1
Miw(s) ≃
ℓ⊙
s=1
Mis
Hence for any subset A of J and any set of non-negative integers {ma}a∈A, we can
define
⊙
a∈A
M⊙maa .
For (ai)i∈J ∈ Z
J
≥0 and (bi)i∈J ∈ Z
J
≥0, we have(⊙
i∈J
M⊙aii
)
⊙
(⊙
i∈J
M⊙bii
)
≃
⊙
i∈J
M
⊙(ai+bi)
i .
Let S = ({Mi}i∈J , L, B˜, D) be a quantum monoidal seed. When the L-commuting
family {[Mi]}i∈J of elements of Z[q
±1/2]⊗Z[q±1]K(C) is algebraically independent, we
shall define a quantum seed [S ] in Z[q±1/2]⊗Z[q±1]K(C) by
[S ] = ({q−(di,di)/4[Mi]}i∈J , L, B˜).(5.7)
Set
Xi = q
−(di,di)/4[Mi].(5.8)
Then for any a = (ai)i∈J ∈ Z
J
≥0, we have
[
⊙
i∈J
M⊙aii ] = q
(µ,µ)/4Xa
where µ = wt(
⊙
i∈J
M⊙aii ) = wt(X
a) =
∑
i∈K aidi.
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For a given k ∈ Jex, we define the mutation µk(D) ∈ Q
J of D in direction k with
respect to B˜ by
µk(D)i = di (i 6= k), µk(D)k = −dk +
∑
bik>0
bikdi.
Note that
µk(µk(D)) = D.
Note also that (µk(L), µk(B˜), µk(D)) satisfies conditions (viii) and (ix) in Definition 5.4
for any k ∈ Jex.
Note that
Lemma 5.5. Set X ′k = µk(X)k, the mutation of Xk as in (4.6). Set ζ = wt(X
′
k) =
−dk +
∑
bik>0
bikdi. Then we have
qmk [Mk]q
(ζ,ζ)/4X ′k = q[
⊙
bik>0
M⊙biki ] + [
⊙
bik<0
M
⊙(−bik)
i ],
qm
′
kq(ζ,ζ)/4X ′k[Mk] = [
⊙
bik>0
M⊙biki ] + q[
⊙
bik<0
M
⊙(−bik)
i ],
(5.9)
where 
mk =
1
2
(dk, ζ) +
1
2
∑
bik<0
λkibik,
m′k =
1
2
(dk, ζ) +
1
2
∑
bik>0
λkibik.
(5.10)
Proof. By (4.2), we have
XkX
a = q
1
2
∑
i∈J aiλkiXek+a for a = (ai)i∈J ∈ Z
J and (ek)i = δik (i ∈ J).
Let a′ and a′′ be as in (4.5). Because∑
i∈J
a′iλki −
∑
i∈J
a′′i λki =
∑
bik>0
bikλki −
∑
bik<0
(−bik)λki =
∑
i∈J
bikλki = 2,
we have
XkX
′
k = Xk(X
a′ +Xa
′′
) = q
1
2
∑
i a
′′
i λki(qXek+a
′
+Xek+a
′′
).
Note that wt(Xek+a
′
) = wt(Xek+a
′′
) = dk + ζ. It follows that
mk = −
1
4
((dk, dk) + (ζ, ζ))−
1
2
∑
i∈J
a′′i λki +
1
4
(ζ + dk, ζ + dk)
=
1
2
(dk, ζ) +
1
2
∑
bik<0
bikλki.
34 S.-J. KANG, M. KASHIWARA, M. KIM, SE-JIN OH
One can calculate m′k in a similar way. 
Definition 5.6. We say that a quantum monoidal seed S = ({Mi}i∈J , L, B˜, D) admits
a mutation in direction k ∈ Jex if there exists a simple object M
′
k ∈ Cµk(D)k such that
(a) there exist exact sequences in C
0→ q
⊙
bik>0
M⊙biki → q
mkMk ⊗M
′
k →
⊙
bik<0
M
⊙(−bik)
i → 0,(5.11)
0→ q
⊙
bik<0
M
⊙(−bik)
i → q
m′kM ′k ⊗Mk →
⊙
bik>0
M⊙biki → 0,(5.12)
where mk and m
′
k are as in (5.10).
(b) µk(S ) :=
(
{Mi}i 6=k⊔{M
′
k}, µk(L), µk(B˜), µk(D)
)
is a quantum monoidal seed in C.
We call µk(S ) the mutation of S in direction k.
By Lemma 5.5, the following lemma is obvious.
Lemma 5.7. Let S = ({Mi}i∈J , L, B˜, D) be a quantum monoidal seed which admits
a mutation in direction k ∈ Jex. Then we have
[µk(S )] = µk([S ]).
Definition 5.8. Assume that a k-linear abelian monoidal category C satisfies (5.1)
and (5.4). The category C is called a monoidal categorification of a quantum cluster
algebra A over Z[q±1/2] if
(i) the Grothendieck ring Z[q±1/2]⊗Z[q±1]K(C) is isomorphic to A,
(ii) there exists a quantum monoidal seed S = ({Mi}i∈J , L, B˜, D) in C such that
[S ] := ({q−(di,di)/4[Mi]}i∈J , L, B˜) is a quantum seed of A,
(iii) S admits successive mutations in all the directions.
Note that if C is a monoidal categorification of a quantum cluster algebra A, then
any quantum seed in A obtained by mutations from the initial quantum seed is of the
form ({q−(di,di)/4[Mi]}i∈J , L, B˜) for some quantum monoidal seed ({Mi}i∈J , L, B˜, D).
In particular, all the quantum cluster monomials in A are the classes of real simple
objects in C up to a power of q1/2.
6. Monoidal categorification via modules over KLR algebras
Let R be a symmetric KLR algebra over a base field k.
From now on, we focus on the case when C is a full subcategory of R-gmod stable
under taking convolution products, subquotients, extensions and grading shift. In
particular, we have
C =
⊕
β∈Q−
Cβ , where Cβ := C ∩ R(−β)-gmod,
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and we have the grading shift functor q on C. Hence we have
K(Cβ) ⊂ U
−
q (g)β,
and K(C) has a Z[q±1]-basis consisting of the isomorphism classes of self-dual simple
modules.
Definition 6.1. A pair ({Mi}i∈J , B˜) is called admissible if
(a) {Mi}i∈J is a family of real simple self-dual objects of C which commute with each
other,
(b) B˜ is an integer-valued J × Jex-matrix with skew-symmetric principal part,
(c) for each k ∈ Jex, there exists a self-dual simple object M
′
k of C such that there is
an exact sequence in C
0→ q
⊙
bik>0
M⊙biki → q
Λ˜(Mk,M
′
k)Mk ◦M ′k →
⊙
bik<0
M
⊙(−bik)
i → 0,(6.1)
and M ′k commutes with Mi for any i 6= k.
Note that M ′k is uniquely determined by k and ({Mi}i∈J , B˜). Indeed, it follows from
qΛ˜(Mk,M
′
k)Mk ⋄M ′k ≃
⊙
bik<0
M
⊙(−bik)
i and [12, Corollary 3.7]. Note also that if there is
an epimorphism qmMk ◦M ′k ։
⊙
bik<0
M
⊙(−bik)
i for some m ∈ Z, then m should coincide
with Λ˜(Mk,M
′
k) by Lemma 2.7 and Lemma 2.15.
For an admissible pair ({Mi}i∈J , B˜), let Λ = (Λij)i,j∈J be the skew-symmetric matrix
given by Λij = Λ(Mi,Mj). and let D = {di}i∈J be the family of elements of Q
− given
by di = wt(Mi).
Now we can simplify the conditions in Definition 5.4 and Definition 5.6 as follows.
Proposition 6.2. Let ({Mi}i∈J , B˜) be an admissible pair in C, and let M
′
k (k ∈ Jex)
be as in Definition 6.1. Then we have the following properties.
(i) The quadruple S := ({Mi}i∈J ,−Λ, B˜, D) is a quantum monoidal seed in C.
(ii) The self-dual simple object M ′k is real for every k ∈ Jex.
(iii) The quantum monoidal seed S admits a mutation in each direction k ∈ Jex.
(iv) Mk and M
′
k is simply-linked for any k ∈ Jex (i.e., d(Mk,M
′
k) = 1).
(v) For any j ∈ J and k ∈ Jex, we have
Λ(Mj ,M
′
k) = −Λ(Mj ,Mk)−
∑
bik<0
Λ(Mj ,Mi)bik,
Λ(M ′k,Mj) = −Λ(Mk,Mj) +
∑
bik>0
Λ(Mi,Mj)bik.
(6.2)
Proof. (iv) follows from the exact sequence (6.1) and Corollary 2.24.
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(ii) follows from the exact sequence (6.1) by applying Corollary 2.22 to the case
M =Mk, N =M
′
k, X = q
⊙
bik>0
M⊙biki , and Y =
⊙
bik<0
M
⊙(−bik)
i .
(v) follows from
Λ(Mj ,Mk) + Λ(Mj,M
′
k) = Λ(Mj,Mk ⋄M ′k) = Λ
(
Mj ,
⊙
bik<0
M
⊙(−bik)
i
)
=
∑
bik<0
Λ(Mj ,Mi)(−bik)
and
Λ(Mk,Mj) + Λ(M
′
k,Mj) = Λ(M
′
k ⋄Mk,Mj) = Λ
( ⊙
bik>0
M⊙biki ,Mj
)
=
∑
bik>0
Λ(Mi,Mj)bik.
Let us show (i). Conditions (i)–(v) in Definition 5.4 are satisfied by the construction.
Condition (vi) follows from Proposition 2.13 and the fact that Mi is real simple for
every i ∈ J . Condition (viii) is nothing but Lemma 2.5. Condition (ix) follows easily
from the fact that the weights of the first and the last terms in the exact sequence (6.1)
coincide.
Let us show condition (vii) in Definition 5.4. By (6.2) and (iv) of this proposition, we
have
2δjk = 2 d(Mj ,M
′
k) = −2 d(Mj ,Mk)−
∑
bik<0
Λ(Mj ,Mi)bik +
∑
bik>0
Λ(Mi,Mj)bik
= −
∑
bik<0
Λ(Mj ,Mi)bik −
∑
bik>0
Λ(Mj ,Mi)bik = −
∑
i∈J
Λ(Mj,Mi)bik.
for k ∈ Jex and j ∈ J .
Thus we have shown that S is a quantum monoidal seed in C.
Let us show (iii). Let k ∈ Jex. The exact sequence (5.11) follows from (6.1) and the
equality
Λ˜(Mk,M
′
k) =
1
2
(
(wt(Mk,M
′
k)−
∑
bik<0
Λ(Mk,Mi)bik
)
= mk(6.3)
which is an immediate consequence of (6.2).
Similarly, taking the dual of the exact sequence (6.1), we obtain an exact sequence
0→
⊙
bik<0
M
⊙(−bik)
i → q
−Λ˜(Mk,M
′
k)+(wtMk,wtM
′
k)M ′k ◦Mk → q
−1 ⊙
bik>0
M⊙biki → 0,
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which gives the exact sequence (5.12).
It remains to prove that µk(S ) := ({Mi}i 6=k ∪ {M
′
k}, µk(−Λ), µk(B˜), µk(D)) is a
quantum monoidal seed in C for any k ∈ Jex.
We see easily that µk(S ) satisfies the conditions (i)–(iv) and (vii)–(ix) in Defini-
tion 5.4.
For condition (v), it is enough to show that for i, j ∈ J we have
µk(−Λ)ij = −Λ(µk(M)i, µk(M)j),
where µk(M)i =Mi for i 6= k and µk(M)k = M
′
k. In the case i 6= k and j 6= k, we have
µk(−Λ)ij = −Λ(Mi,Mj) = −Λ(µk(Mi), µk(Mj)).
The other cases follow from (6.2).
Condition (vi) in Definition 5.4 for µk(S ) follows from Proposition 2.13 and the fact
that {µk(M)i}i∈J is a commuting family of real simple modules. 
Now we are ready to give our main theorem.
Theorem 6.3. Let ({Mi}i∈K , B˜) be an admissible pair in C and set
S = ({Mi}i∈J ,−Λ, B˜, D)
as in Proposition 6.2. We set [S ]:=({q−
1
4
(wt(Mi),wt(Mi))[Mi]}i∈J ,−Λ, B˜, D). We assume
further
The Q(q1/2)-algebra Q(q1/2) ⊗
Z[q±1]
K(C) is isomorphic to Q(q1/2) ⊗
Z[q±1]
Aq1/2([S ]).(6.4)
Then, for each x ∈ Jex, the pair
(
{µx(M)i}i∈J , µx(B˜)
)
is admissible in C.
Proof. In Proposition 6.2, we have already proved the conditions (a) and (b) in Defini-
tion 6.1 for ({µx(M)i}i∈J , µx(B˜)). Let us show (c). Set Ni :=µx(M)i and b
′
ij :=µx(B˜)ij
for i ∈ J and j ∈ Jex. It is enough to show that, for any y ∈ Jex, there exists a self-dual
simple module M ′′y ∈ C such that there is a short exact sequence
0 // q
⊙
b′iy>0
N
⊙b′iy
i
// qΛ˜(Ny ,M
′′
y )Ny ◦M ′′y //
⊙
b′iy<0
N
⊙(−b′iy)
i
// 0,(6.5)
and we have
d(Ni,M
′′
y ) = 0 for i 6= y.
If x = y, then b′iy = −bix and hence M
′′
y =Mx satisfies the desired condition.
Assume that x 6= y and bxy = 0. Then b
′
iy = biy for any i and Ni = Mi for any i 6= x.
Hence M ′′y = µy(M)y satisfies the desired condition.
We will show the assertion in the case bxy > 0. We omit the proof of the case bxy < 0
because it can be shown in a similar way.
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Set
M ′x := µx(M)x, M
′
y := µy(M)y,
C :=
⊙
bix>0
M⊙bixi , S :=
⊙
bix<0, i 6=y
M⊙−bixi ,
P :=
⊙
biy>0,i 6=x
M
⊙biy
i , Q =
⊙
b′iy<0, i 6=x
M
⊙−b′yi
i ,
A :=
⊙
b′iy≤0, bix>0
M
⊙bixbxy
i ⊙
⊙
biy<0, b′iy>0, bix>0
M
⊙−biy
i
≃
⊙
biy<0, bix>0
M
⊙min(bixbxy,−biy)
i ,
B :=
⊙
biy>0, bix>0
M
⊙bixbxy
i ⊙
⊙
b′iy>0, biy<0, bix>0
M
⊙b′iy
i .
Then we have
Q⊙A ≃
⊙
biy<0
M
⊙−biy
i and
A⊙B ≃ C⊙bxy .
Set
L := (M ′x)
⊙bxy and V :=M⊙bxyx .
Set
X :=
⊙
biy>0
M
⊙biy
i ≃M
⊙bxy
x ⊙P = V ⊙P, Y :=
⊙
biy<0
M
⊙−biy
i ≃ Q⊙A.
Then (6.5) reads as
0 // q(B⊙P ) // qΛ˜(My ,M ′′y )My ◦M ′′y // L⊙Q // 0.(6.6)
Note that we have
0→ qC → qΛ˜(Mx,M
′
x)Mx ◦M ′x →M
⊙bxy
y ⊙S → 0 and(6.7)
0→ qX → qΛ˜(My ,M
′
y)My ◦M ′y → Y → 0.(6.8)
Taking the convolution products of L = (M ′x)
⊙bxy and (6.8), we obtain
0 // qL ◦X // qΛ˜(My ,M ′y)L ◦ (My ◦M ′y) // L ◦ Y // 0,
0 // qX ◦ L // qΛ˜(My ,M ′y)(My ◦M ′y) ◦ L // Y ◦ L // 0.
Since L commutes with My, we have
Λ(L, Y ) = Λ(L,My ⋄M ′y)
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= Λ(L,My) + Λ(L,M
′
y) = Λ(L,My ◦M
′
y).
On the other hand, we have
Λ(M ′x, X)− Λ(M
′
x, Y )
= Λ(M ′x,
⊙
biy>0
M
⊙biy
i )− Λ(M
′
x,
⊙
biy<0
M
⊙−biy
i )
=
∑
biy>0
Λ(M ′x,Mi)biy −
∑
biy<0
Λ(M ′x,Mi)(−biy)
=
∑
i∈J
Λ(M ′x,Mi)biy =
∑
i 6=x
Λ(M ′x,Mi)biy + Λ(M
′
x,Mx)bxy
=
∑
i 6=x
Λ(M ′x,Mi)(b
′
iy − δ(bix > 0)bixbxy) + Λ(M
′
x,Mx)bxy
=
∑
i 6=x
Λ(M ′x,Mi)b
′
iy −
∑
bix>0
Λ(M ′x,Mi)bixbxy + Λ(M
′
x,Mx)bxy
=
(a)
0− Λ(M ′x,
⊙
bix>0
M⊙bixi )bxy + Λ(M
′
x,Mx)bxy
=
(
−Λ(M ′x,
⊙
bix>0
M⊙bixi ) + Λ(M
′
x,Mx)
)
bxy
= (−Λ(M ′x,M
′
x ⋄Mx) + Λ(M ′x,Mx))bxy
= (−Λ(M ′x,M
′
x)− Λ(M
′
x,Mx) + Λ(M
′
x,Mx))bxy = 0.
Note that we used the compatibility of the pair
((
−Λ(µx(Mi), µx(Mj))
)
i,j∈J
, µx(B˜)
)
when we derive the equality (a).
Since L = (M ′x)
⊙bxy , the equality Λ(M ′x, X) = Λ(M
′
x, Y ) implies
Λ(L,X) = Λ(L, Y ) = Λ(L,My ◦M ′y).
Hence the following diagram is commutative:
0 // qL ◦X //
r
L,X

qΛ˜(My,M
′
y)L ◦ (My ◦M ′y)
r
L,My◦M ′y

// L ◦ Y //
r
L,Y ≀

0
0 // qd+1X ◦ L // qd+Λ˜(My ,M ′y)(My ◦M ′y) ◦ L // qd Y ◦ L // 0,
(6.9)
where d = −Λ(L,X) = −Λ(L,My ◦M ′y) = −Λ(L, Y ). Note that since L = (M ′x)⊙bxy
commutes with Q and A, r
L,Y
is an isomorphism and hence we have
Im(r
L,Y
) ≃ L ◦ Y.
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Hence we have an exact sequence
0 // Im(r
L,X
) // Im(r
L,My◦M ′y
) // L ◦ Y // 0.(6.10)
On the other hand, r
L,My◦M ′y
decomposes (up to a grading shift) as follows:
L ◦My ◦M ′y
∼
r
L,My
◦M ′y
//
r
L,My◦M ′y
++
My ◦ L ◦M ′y My◦rL,M ′y
// My ◦M ′y ◦ L.
Since L = (M ′x)
⊙bxy commutes with My, the homomorphisms rL,My ◦M
′
y is an isomor-
phism and hence we have
Im(r
L,My◦M ′y
) ≃My ◦ (L ⋄M ′y) up to a grading shift.
Similarly r
L,X
decomposes (up to a grading shift) as follows:
L ◦ V ◦ P
r
L,V
◦P
//
r
L,X
,,
V ◦ L ◦ P
V ◦r
L,P
∼ // V ◦ P ◦ L.
Since L commutes with P , the homomorphisms V ◦ r
L,P
is an isomorphism and hence
we have
Im(r
L,X
) ≃ (L ⋄ V ) ◦ P ≃
(
(M ′x)
◦bxy ⋄M◦bxyx
)
◦ P up to a grading shift.
On the other hand, Lemma 2.23 implies that
(M ′x)
◦bxy ⋄M◦bxyx ≃ (M ′x ⋄Mx)◦bxy ≃ C◦bxy ≃ B⊙A,
and hence we obtain
Im(r
L,X
) ≃ (B⊙P )⊙A up to a grading shift.
Thus the exact sequence (6.10) becomes the exact sequence in C:
0 // qm(B⊙P )⊙A // qnMy ◦ (L ⋄M ′y) // (L⊙Q)⊙A // 0.(6.11)
for some m,n ∈ Z. Since (L⊙Q)⊙A is self-dual, n = Λ˜(My, L ⋄M ′y). On the other
hand, we have
d(My, L ⋄M ′y) ≤ d(My, L) + d(My,M ′y) = 1.
By the exact sequence (6.11), My ◦ (L ⋄M ′y) is not simple and we conclude
d(My, L ⋄M ′y) = 1.
MONOIDAL CATEGORIFICATION OF CLUSTER ALGEBRAS 41
Then Corollary 2.24 implies that m = 1. Thus we obtain an exact sequence in C:
0 // q(B⊙P )⊙A // qΛ˜(My ,L⋄M ′y)My ◦ (L ⋄M ′y) // (L⊙Q)⊙A // 0.(6.12)
Now we shall rewrite (6.12) by using • ◦ A instead of • ⊙A. We have
Λ˜(B,A) + Λ˜(A,A) = bxyΛ˜(C,A) = bxyΛ˜(M
′
x ⋄Mx, A)
= bxyΛ˜(M
′
x, A) + bxyΛ˜(Mx, A) = Λ˜(L,A) + bxyΛ˜(Mx, A).
On the other hand, the exact sequence (6.8) gives
bxyΛ˜(Mx, A) + Λ˜(P,A) = Λ˜(X,A) = Λ˜(M
′
y ⋄My, A)
= Λ˜(M ′y, A) + Λ˜(My, A) = Λ˜(My ⋄M ′y, A) = Λ˜(Y,A) = Λ˜(Q,A) + Λ˜(A,A).
It follows that
Λ˜(B ◦ P,A) = Λ˜(B,A) + Λ˜(P,A)
=
(
Λ˜(L,A) + bxyΛ˜(Mx, A)− Λ˜(A,A)
)
+
(
Λ˜(Q,A) + Λ˜(A,A)− bxyΛ˜(Mx, A)
)
= Λ˜(L,A) + Λ˜(Q,A) = Λ˜(L ◦Q,A).
Thus we have
0 // q(B⊙P ) ◦ A // qcMy ◦ (L ⋄M ′y) // (L⊙Q) ◦ A // 0,(6.13)
where c = Λ˜(My, L ⋄M ′y)− Λ˜(B⊙P,A).
Thus we obtain the identity in K(R-gmod):
qc[My][L ⋄M ′y] =
(
q[B⊙P ] + [L⊙Q]
)
[A].
On the other hand, hypothesis (6.4) implies that there exists φ ∈ Q(q1/2)⊗Z[q±1]K(C)
such that
[My]φ = q[B⊙P ] + [L⊙Q](6.14)
and
φ[µx(M)i] = q
λ′yi[µx(M)i]φ for i 6= y,(6.15)
where µyµx(−Λ) = (λ
′
ij)i,j∈J .
Hence, in Q(q1/2)⊗Z[q±1] K(C), we have
[My]φ[A] =
(
q[B⊙P ] + [L⊙Q]
)
[A] = qc[My][L ⋄M ′y].
Since Q(q1/2)⊗Z[q±1] K(C) is a domain, we conclude that
φ[A] = qc[L ⋄M ′y].
On the other hand, (6.15) implies that
φ[A] = ql[A]φ for some l ∈ Z.
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Hence, Theorem 3.3 implies that, when we write
φ =
∑
b∈B(∞)
ab[Lb] for some ab ∈ Q(q
1/2),
we have Lb ◦ A ≃ qlA ◦ Lb whenever ab 6= 0. Hence we have
qc(L ⋄M ′y) = φ[A] =
∑
b∈B(∞)
ab[Lb ◦ A].
We conclude that there exists a self-dual simple module M ′′y in R-gmod such that M
′′
y
commutes with A and
φ = qm[M ′′y ]
for some m ∈ Z. Then (6.14) implies that
qm[My ◦M ′′y ] = q[B⊙P ] + [L⊙Q].
Hence there exists an exact sequence
0 −−→ X −−→ qm My ◦M ′′y −−→ Y −−→ 0,
where X = qB⊙P and Y = L⊙Q or X = L⊙Q and Y = qB⊙P . By Corol-
lary 2.24, the last case does not occur and we have an exact sequence
0 −−→ qB⊙P −−→ qm My ◦M ′′y −−→ L⊙Q −−→ 0.
Since My, M
′′
y and L⊙Q are self-dual, we have m = Λ˜(My,M ′′y ), and we obtain the
desired short exact sequence (6.6).
Since φ commutes with [µx(M)i] up to a power of q in K(C), and µx(M)i is real
simple, M ′′y commutes with µx(M)i for i 6= y. 
Corollary 6.4. Let ({Mi}i∈J , B˜) be an admissible pair in C. Under the assumption
(6.4), C is a monoidal categorification of the quantum cluster algebra Aq1/2([S ]). Fur-
thermore, we have the followings:
(i) The quantum monoidal seed S = ({Mi}i∈J ,−Λ, B˜, D) admits successive muta-
tions in all directions.
(ii) Any cluster monomial in Z[q±1/2]⊗Z[q±1] K(C) is the isomorphism class of a real
simple object in C up to a power of q1/2.
(iii) Any cluster monomial in Z[q±1/2] ⊗Z[q±1] K(C) is a Laurent polynomial of the
initial cluster variables with coefficient in Z≥0[q
±1/2].
Proof. (i) and (ii) are straightforward.
Let us show (iii). Let x be a cluster monomial. By the Laurent phenomenon ([2]),
we can write
xXc =
∑
a∈ZJ
≥0
caX
a,
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where X = (Xi)i∈J is the initial cluster, c ∈ Z
J
≥0 and ca ∈ Q(q
±1/2). Since x and Xc
are the isomorphism classes of simple modules up to a power of q1/2, their product xXc
can be written as a linear combination of the isomorphism classes of simple modules
with coefficients in Z≥0[q
±1/2]. Since every Xa is the isomorphism class of a simple
module up to a power of q1/2, we have ca ∈ Z≥0[q
±1/2]. 
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