Abstract. In this paper, we deal with the successive inner and outer radii with respect to Orlicz Minkowski sum. The upper and lower bounds for the radii of the Orlicz Minkowski sum of two convex bodies are established.
Let K n denote the set of convex bodies (compact, convex subsets with nonempty interiors) in Euclidean n-space, R n . Let ·, · and · 2 denote the standard inner product and the Euclidean norm in R n , respectively. Denote by e i (i = 1, · · · , n), the orthogonal unit vectors in R n . The n-dimensional unit ball and its boundary, i.e., the (n − 1)-dimensional unit sphere is denoted by B n and S n−1 , respectively. The volume of a set K ∈ K n , i.e., its n-dimensional Lebesgue measure is denoted by |K|. The set of all i-dimensional linear subspaces of R n is denoted by
Following the traditional notations, we use D(K), ω(K), R(K) and r(K) to denote the diameter, minimal width, circumradius and inradius of a convex body K, respectively. The behavior of the diameter, minimal width, circumradius and inradius with respect to the Minkowski sum is well known(see [25] ), namely
Let K ∈ K n , and i = 1, 2, · · · , n, the successive outer and inner radii of K are defined as Notice that R i (K) is the smallest radius of a solid cylinder with i-dimensional spherical cross section containing K, and r i (K) is the radius of the greatest idimensional ball contained in K. It is clear that the outer radii are increasing in i, whereas the inner radii are decreasing in i, and the following hold (see [3] ).
R n (K) = R(K), R 1 (K) = ω(K) 2 , r n (K) = r(K), r 1 (K) = D(K) 2 .
The first systematic study of the successive radii was developed in [1] , and one can refer [2, 7, 13, 14, 16, [19] [20] [21] and references within for more details. The radii of convex bodies which connected the Minkowski sum (or L p -Minkowski sum) are studied by González and Hernández Cifre [13, 14] .
Beginning with the articles [18, 23, 24 ] of Haberl, Lutwak, Yang ang Zhang, a more wide extension of the L p Brunn-Minkowski theory emerged. Recently, in a paper of Gardner, Hug and Weil [12] , a systematic studies are made on the Orlicz Minkowski addition, the Orlicz Brunn-Minkowski inequality and Orlicz Minkowski inequality are obtained. The Orlicz Brunn-Minkowski theory are established. See, e.g., [4] [5] [6] 9, 10, 12, 18, 22, 26, 27] about the Orlicz Brunn-Minkowski theory. In this context, the main goal of this paper is to seek the relations of the radii for Orlicz Minkowski sum.
Throughout this paper, let C be the class of convex, strictly increasing functions ϕ : [0, ∞) → [0, ∞) satisfying ϕ(0) = 0 and ϕ(1) = 1. Here the normalization is a matter of convenience and other choices are possible.
Let K n o denote the class of convex bodies containing the origin. K, L ∈ K n o , ϕ ∈ C, the Orlicz Minkowski sum of K and L is the convex body K + ϕ L with support function
For the successive outer radii of Orlicz Minkowski sum, we establish the following theorem.
All inequalities are best possible.
We also prove that there is non-existence the reverse inequalities for the successive outer radius excepted R n . That is
Similarly, for the successive inner radii of Orlicz Minkowski sum, we obtain
The analogous Proposition 0.2 for the successive inner radii are
If we take ϕ(t) = t p , p ≥ 1, these results are proved by González and Hernández Cifre (see [14] ). Specially, if p = 1, it was shown in [13] .
The second part of our result is regard the Orlicz difference body. We obtain the following:
If we take ϕ(t) = t p , p ≥ 1, these results are proved by González and Hernández Cifre (see [13, 14] ).
The paper is organized as follows. In section 1, we introduce the Orlicz Minkowski sum and show some of their properties. The proof of the results of successive outer and inner radii for Orlicz Minkowski sum are given in Section 2. Section 3 deals with the successive radii for Orlicz difference body.
Orlicz Minkowski addition
In this section, some basic definitions and notations about Orlicz Minkowski sum and some of their properties are introduced.
Let ϕ ∈ C, x = (x 1 , x 2 , · · · , x n ) ∈ R n , the Orlicz norm x ϕ of a point x ∈ R n is defined as
Let x ∈ R n , then
and for c > 0, we have
The Orlicz ball is defined as
We have the following Lemma.
By the definition of x ϕ we have
Then we have x ∈ B ϕ 1 n , so we complete the proof.
Since ϕ is strictly increasing, then
is strictly decreasing. So, equivalently, h K+ϕL (u 0 ) = λ 0 if and only if
For the body K + ϕ L, we have the following results.
Proof. In order to prove (i), we only need to show
By formula (1.2), we have
(ii). Let Id denote the identity function on [0, 1], by the convexity of ϕ on [0, 1], for x ∈ [0, 1], we have
so we have ϕ(x) ≤ x, which means that ϕ ≤ Id. On the other hand, when ϕ = Id,
For the left hand inclusion, let u ∈ S n−1 , by the definition of Orlicz Minkowski sum we have
The convexity of ϕ implies 2ϕ
Then, we have 1
By the definition of Minkowski sum we have
Which means
So we obtain
for u ∈ S n−1 . By the definition of Orlicz Minkowski sum we obtain
The increasing of ϕ implies
Then,
For the Orlicz Minkowski sum we have the following lemma.
Proof. Let x ∈ R n , the following fact is obvious,
By the definition of Orlicz Minkowski sum we have
On the other hand,
Comparing with the above two formulas shows
So we complete the proof.
If ϕ(t) = t p (p ≥ 1), these results is obtained by Firey [11] .
The following Lemma will be useful in the proof of the main results. Lemma 1.4. Let ϕ ∈ C, e i , e j be the orthogonal unit vectors in R n ,L = span{e i , e j }, then
Proof. To prove (1.4), we only need to show
For write simply, let h [−e i ,e i ]+ϕ[−e j ,e j ] (u) = λ u . By the Orlicz Minkowski sum we have
The symmetry of [−e i , e i ]+ ϕ [−e j , e j ] ensure us it is enough to discuss it's support function with the parameter θ on interval (0,
. The increasing of ϕ and sin θ ≤ cos θ on interval (0,
Then we have
. 
for 0 < θ ≤ 2π. We complete the proof.
If ϕ(t) = t p , this result is obtained by Gordon and Junge [15] .
Proof of main results
In this section, we give the proofs of the main results.
Proof of Theorem 0.1: By Theorem 1.2 we have
So we have
i = 2, · · · , n, which shows the inequalities (0.1) and (0.2). Where we use the fact [13] ).
To show the inequalities (0.1) and (0.2) are best possible, we find convex bodies satisfy the equality conditions.
For the equality of (0.1), let K = K ′ , we have
In fact, since
so (2.1) holds. Then we obtain,
Which mean the equality in (0.1) holds. Next, for i = 2, · · · , n − 1, we consider the convex bodies,
i.e. the 0-symmetric (n − i + 1)-cubes with edges parallel to the coordinate axes and with length 2 in the subspaces L j ⊆ L n n−i+1 (j=1, 2). For i = n, we take
By the symmetry of K and K ′ , we may assume that x · x ′ > 0, then
.
we obtain,
On the other hand, by Lemma 1.3 we have
Lemma 1.4 shows that
WhereL = span{e 1 , e 2 }. So we have
Together with (2.2) and (2.3) we have
Moreover,
Which gives the equality of (0.2). So we complete the proof. Notice that, when i = n, namely, the circumradius R(K + ϕ K ′ ). By (ii) of Theorem 1.2 and the fact R(K + K ′ ) ≤ R(K) + R(K ′ ), the reverse inequality for the circumradius holds
However, for R i (K + ϕ K ′ ) (i = 1, 2, · · · , n − 1) there is no chance to get reverse inequalities.
Proof. To show the non-existence of a reverse inequality, for i = 1, · · · , n − 1. Take the convex bodies
LetL 0 andL ′ 0 in L n i spanned by {e n−i , e n−i+2 , · · · , e n } and {e n−i+1 , e n−i+2 , · · · , e n }, respectively. Then
, so there exists no constant c > 0 such that
We complete the proof.
If take ϕ(t) = t p , we obtain the following corollaries, which is obtained by González and Hernández Cifre [14] .
which is tight, and for any i = 1, · · · , n − 1, there exists no constant c > 0 such that
More specially, if p = 1, it was shown in [13] . Now we deal with the inner radii r i . The proof of Theorem 0.3 is similar with Theorem 0.1.
Proof of Theorem 0.3: By Theorem 1.2, we have Similarly, we will show inequalities (0.3) and (0.4) are the best possible. Let K = K ′ , by (2.1), we have
For i = 1, 2, · · · , n−1, let j = 2i−n, if 2i ≥ n, and j = 0 otherwise. We consider the i−dimensional linear subspacesL 0 = span{e 1 , · · · , e j , e j+1 , · · · , e i } andL
In the following, if we can show 1/2) .
(where bd(K) denotes the boundary of K), then we immediately get (2.4).
Now we find such x, letL
On the other hand, if j = 0 thenL ′′ = R n , and so L ∩L ′′ = L. Therefore, in both case
which ensures the existence of a boundary point
x ∈ span{e j+1 , · · · e i } and x ′ ∈ span{e i+1 , · · · , e 2i−j }.
Observe that x, x ′ lie in orthogonal subspaces. Writing u = z z 2
, we have
Note that,
(u), so we have
By Lemma 1.4, we have
So we complete the proof. Similarly, by (ii) of Theorem 1.2 and the fact r 1 (K + K ′ ) ≤ r 1 (K) + r 1 (K ′ ), the reverse inequality for the diameter holds
For
there is no chance to get reverse inequalities.
Proposition 2.4. Let ϕ ∈ C and K, K ′ ∈ K n 0 , for i = 2, · · · , n, there exists no constant c > 0 such that
Proof. To show the non-existence of a reverse inequality, for i = 2, · · · , n, take the convex bodies
clearly, r i (K) = r i (K ′ ) = 0. On the other hand,
So r i (K + ϕ K ′ ) > 0, then there exists no constant c > 0 such that
If we take ϕ(t) = t p , the following corollaries is obtained by González and Hernández Crfre [14] .
All equalities are best possible.
More specially, if p = 1, it was shown in [13] .
Radii of Orlicz difference body
The Orlicz difference body of a convex body is defined as the Orlicz Minkowski addition of K and it's reflection with origin, e.g.
which is a 0-symmetric body. In [8] the Rogers Shephard inequality for the Orlicz difference body of a planar convex body is obtained. In this section we interested in the behavior of the radii regarding Orlicz difference body.
The inequality (3.1) are best possible.
Proof. By Theorem 1.2 we have 1
By the fact
3)
The similar with the proof of (3.2) by using of the fact If i = n, let K n be the n−dimensional simplex embedded in R n+1 , lying in the hyperplane {x = (x 1 , · · · , x n+1 ) ∈ R n+1 : n+1 j=1 x j = 0}, given by K n = conv{p k : p kk = n n + 1 , p kj = −1 n + 1 f or j = k, k = 1, 2, · · · n + 1}
Note that R n (K n ) = n n+1 . Since K n + ϕ (−K n ) is 0-symmetric convex body, then R n (K n + ϕ (−K n )) = max{ h Kn+ϕ(−Kn) (u) : u 2 = 1 and n+1 j=1 u j = 0}, Notice that the value of the support function of a convex body at any vector is attained in an extreme point (see [17] ). So we consider the vertices of K n . Since
Then h Kn (u) = max{u 1 , · · · , u n+1 }. Without loss of generality we may assume that u 1 ≥ u 2 · · · ≥ u n+1 . Hence by the Orlicz Minkowski addition we have ϕ h Kn (u) h Kn+ϕ(−Kn) (u) + ϕ h Kn (−u) h Kn+ϕ(−Kn) (u) = 1, Notice that ϕ is increasing and observe that u 1 ≥ 0 and u n−1 ≤ 0. Then the maximum of h Kn+ϕ(−Kn) (u) under the conditions u 2 = 1 and n+1 j=1 u j = 0, is attained in the point (1/ √ 2, 0, · · · , −1/ √ 2), therefore, R n (K n + ϕ (−K n )) = max{h Kn+ϕ(−Kn) (u) : u ∈ S n−1 } = √ 2 2ϕ −1 (1/2) .
