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Abstrat
This study deals with ontinuous limits of interating one-dimensional diusive systems, arising from stohas-
ti distortions of disrete urves with various kinds of oding representations. These systems are essentially
of a reation-diusion nature. In the non-reversible ase, the invariant measure has generally a non Gibbs
form. The orresponding steady-state regime is analyzed in detail with the help of a tagged partile and
a state-graph yle expansion of the probability urrents. As a onsequene, the onstants appearing in
Lotka-Volterraequations whih desribe the uid limits of stationary states an be traed bak diretly
at the disrete level to tagged partiles yles oeients. Current utuations are also studied and the
Lagrangian is obtained by an iterative sheme. The related Hamilton-Jaobi equation, whih leads to the
large deviation funtional, is analyzed and solved in the reversible ase for the sake of heking.
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31 Introdution
Interplay between disrete and ontinuous desription is a reurrent question in statistial physis, whih
in some ases an be addressed quite rigorously via probabilisti methods. In the ontext of reation-
diusion systems this amounts to studying uid or hydrodynami limits, and number of approahes have
been proposed, inpartiular in the framework of exlusion proesses, see [24℄,[7℄ [30℄, [22℄ and referenes
therein. As far as the above limits are at stake, all these methods have in ommon to be limited to systems
having stationary states given in losed produt form, or at least to systems for whih the invariant measure
for nite N is expliitly known. For instane, asep with open boundary are desribed in terms of matrix
produt forms (really a sort of non-ommutative produt form), and the ontinuous limits an be understood
by means of Brownian bridges [8℄. We propose to takle these problems from a dierent view-point. The
initial objets are disrete sample paths enduring stohasti deformations, and our primary onern is to
understand the nature of the limit urves, when N goes to innity: how do they evolve in time, and whih
limiting proess do they represent as t goes to innity: in other words, what are the equilibrium urves?
Following [14℄ and [15℄, we give here some partial answers to these questions.
In [14℄ a spei model was onsidered, namely paths on the square lattie, and we ould reformulate the
problem in terms of oupled exlusion proesses, to understand the thermodynami equilibrium and a phase
transition point above whih urves reah a deterministi prole, solution of a nonlinear dynamial system
whih was solved expliitly by means of ellipti funtions. Two extensions of this system were introdued in
[15℄ :
• one whih omprises multi-type exlusion partile systems enountered in another ontext (see e.g.
[12, 13℄), inluding the ABC model for whih similar features our [6℄;
• a tri-oupled exlusion proess to represent the stohasti dynamis of urves in the three-dimensional
spae.
With this extended formulation, we provided a set of general onditions for reversibility, by analyzing yles
in the state spae and the orresponding invariant measure.
This paper fouses on non-Gibbs states and transient regimes. In another work in progress [16℄, we analyze
the asymmetri simple exlusion proess (asep) on a torus. Under suitable initial onditions, the usual
sequene of empirial measures onverges in probability to a deterministi measure, whih is the unique
weak solution of a Cauhy problem. The method presents some new features, and relies on the analysis of a
family of paraboli dierential operators, involving variational alulus. This approah let hope for a pretty
large level of generalization, and we are working over its general onditions of validity.
Setions 3 and 4 are devoted to the stationary regime, for whih, from [14℄ and [15℄, the limit urves are
known to satisfy a dierential system of Lotka-Volterra type whih is the essene of the uid limits in our
ontext. Setion 3 solves the steady state regime in the reversible ase. A geometri interpretation of the free
energy is provided (involving the algebrai area enlosed by the urve), as well as an urn model desription
for the underlying dynamial system, leading preisely to a Lotka-Volterra system.
Non-Gibbs states are onsidered in setion 4. In [15℄, neessary and suient onditions for reversibility
where given, by identiation of a family of independent yles in the state graph, for whih Kolmogorov's
riteria have to be fullled. We pursue this analysis by showing that irreversibility ours as a result of
partile urrents attahed to these yles. A onnetion between reursion properties (originating matrix
solutions) and partile yles in the state-graph is found, with the introdution of loop urrents, on the
analogy with eletri iruits. These reursions at disrete level onnet together invariant measures of
systems of size N (the number of sites) and of size N − 1, and they involve oeients whih are given a
onrete meaning. Indeed, by means of a funtional approah, we map expliitly these struture oeients
onto speial onstants whih intervene in the Lotka-Volterra systems desribing the uid limit, as N →∞.
In the last setion 5, we observe that loal equilibrium takes plae at a rapid time-sale, ompared to the
diusion time whih is the natural sale of the system. We extend the iterative sheme proedure initiated
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in [14℄ and developed in [15℄, whih originally onerned only the steady-state regime. In fat, this sheme
allow us to express in transient regime partile-urrents in terms of deterministi partile densities: this is
a mere onsequene of a law of large numbers. At least when the diusion sale is idential for all partile
speies, loal orrelations are found to be absent at the hydrodynamial sale. Finally, in the spirit of the
study made in [3℄, we obtain the Lagrangian desribing the utuations of urrents, and we analyze the
related Hamilton-Jaobi equations.
2 Model denition
2.1 A stohasti lok model
The system onsists of an oriented path embedded in a bidimensional manifold, with N steps of equal size,
eah one being hosen among a disrete set of n possible orientations, drawn from the set of angles with some
given origin { 2kπn , k = 0, . . . , n− 1}. The stohasti dynamis in fore onsists in displaing one single point
at a time without breaking the path, while keeping all links within the set of admissible orientations. In
this operation, two links are simultaneously displaed. This onstrains quite strongly the possible dynamial
rules, whih are given in terms of reations between onseutive links.
For any n, we an dene
XkX l
λkl
⇄
λlk
X lXk, k ∈ [1, n], k 6= l, (2.1)
whih in the sequel will be sometimes referred to as a loal exhange proess. It is neessary to disriminate
between n odd and n even. Indeed, for n = 2p, there is another set of possible stohasti rules:

XkX l
λkl
⇄
λlk
X lXk, k = 1, . . . , n, l 6= k + p,
XkXk+p
γk
⇄
δk+1
Xk+1Xk+p+1, k = 1, . . . , n.
(2.2)
The distintion is simply due to the presene, for even n, of folds (two onseutive links with opposite
diretions), whih may undergo dierent transition rules, leading to a riher dynamis. The parameters
{λkl} represent the exhange rates between two onseutive links, while the γk's and δk's orrespond to the
rotation of a fold to the right or to the left.
2.2 Examples
1) The simple exlusion proess
The rst elementary and most studied example is the simple exlusion proess, whih after mapping partiles
onto links orresponds to a one-dimensional utuating interfae. In that ase, we simply have a binary
alphabet. Letting X1 = τ and X2 = τ¯ , the reations rewrite
τ τ¯
λ−
⇆
λ+
τ¯ τ,
where λ± is the transition rate for the jump of a partile to the right or to the left.
2) The triangular lattie and the ABC model
Here the evolution of the random walk is restrited to the triangular lattie. A link (or step) of the walk
is either 1, e2iπ/3 or e4iπ/3, and quite naturally will be said to be of type A, B and C, respetively. This
5orresponds to the so-alled ABC model, sine there is a oding by a 3-letter alphabet. The set of transitions
(or reations) is given by
AB
λba
⇆
λab
BA, BC
λcb
⇆
λbc
CB, CA
λac
⇆
λca
AC, (2.3)
where the rates are arbitrary positive numbers. Also we impose periodi boundary onditions on the sample
paths. This model was rst introdued in [12℄ in the ontext of partiles with exlusion, and, for some ases
orresponding to reversibility, a Gibbs form has been found in [13℄.
3) A oupled exlusion model in the square lattie
This model was introdued in [14℄ to analyze stohasti distortions of a walk in the square lattie. Assuming
links are ounterlokwise oriented, the following transitions an take plae.
AB
λba
⇄
λab
BA, BC
λcb
⇄
λbc
CB, CD
λdc
⇄
λcd
DC, DA
λad
⇄
λda
AD,
AC
δbd
⇄
γac
BD, BD
δca
⇄
γbd
CA, CA
δdb
⇄
γca
DB, DB
δac
⇄
γdb
AC.
We studied a rotation invariant version of this model, namely when

λ+
def
= λab = λbc = λcd = λda,
λ−
def
= λba = λcb = λdc = λad,
γ+
def
= γac = γbd = γca = γdb.
γ−
def
= δac = δbd = δca = δdb.
(2.4)
Dene the mapping (A,B,C,D)→ (τa, τb) ∈ {0, 1}2, suh that


A→ (0, 0),
B → (1, 0),
C → (1, 1),
D → (0, 1).
(2.5)
The dynamis an be formulated in terms of oupled exlusion proesses. The evolution of the sample path
is represented by a Markov proess with state spae the set of 2N -tuples of binary random variables {τai }
and {τbi }, i = 1, . . . , N , taking the value 1 if a partile is present and 0 otherwise. The jump rates to the
right (+) or to the left (−) are then given by

λ±a (i) = τ¯
b
i τ¯
b
i+1λ
∓ + τbi τ
b
i+1λ
± + τ¯bi τ
b
i+1γ
∓ + τbi τ¯
b
i+1γ
±,
λ±b (i) = τ¯
a
i τ¯
a
i+1λ
± + τai τ
a
i+1λ
∓ + τ¯ai τ
a
i+1γ
± + τai τ¯
a
i+1γ
∓.
(2.6)
Notably, one sees the jump rates of a given sequene are loally onditionally dened by the omplementary
sequene.
3 Stationary regime for reversible systems
In this setion, we quote the main harateristis of the steady state distribution when the proesses at stake
are reversible.
6 3 Stationary regime for reversible systems
3.1 The general form of the invariant measure
Up to a slight abuse in the notation, we let Xki ∈ {0, 1} denote the binary random variable representing the
oupation of site i by a letter of type k. The state of the system is represented by the array η
def
= {Xki , i =
1, . . . , N ; k = 1, . . . , n} of size N × n. The invariant measure of the Markov proess of interest is given by
πη =
1
Z
exp
[−H(η)], (3.1)
where
H(η) = 1
N
∑
i<j
∑
k,l
α(N)kl X
k
i X
l
j , (3.2)
with α(N)kl and α
(N)
lk two N -dependent oeients related by
α(N)kl − α(N)lk = N log
λkl
λlk
, (3.3)
provided that some balane onditions hold (see e.g. [21℄). For example, in the lok model (2.1), these
onditions take the simple form ∑
k 6=l
(
α(N)kl − α(N)lk
)
Nk = 0, (3.4)
and they follow indeed diretly from Kolmogorov's riteria (applied to a partile rossing the system), whih
is tantamount to detailed balane equations.
3.1.1 An example in the square lattie
To show a onrete exploitation of the form (3.1), we onsider the square-lattie model introdued in [14℄.
It does illustrate the rules (2.2). Instead of handling the problem diretly with the natural set of four letters
{A,B,C,D}, we found onvenient to represent the degrees of freedom by pairs of binary omponents. In
the symmetri version of the model dened by (2.4), when yles are absent (Na = Nb = 1/2 and γ
+ = γ−),
we ould derive the invariant measure
πη =
1
Z
exp
[
β
∑
i<j
(τai τ¯
b
j − τbi τ¯aj )
]
, (3.5)
with η = {(τai , τbi ), i = 1 . . .N} with β = log λ
−
λ+ . Let us see how this relates to the original formulation of
the model in terms of the four letters A,B,C and D.
Proposition 3.1. Under the reversibility onditions imposed on the transitions rates {λkl, γk, δk, k = 1 . . . 4, l =
1 . . . 4}, the measure given by (3.1)and (3.2) redues to
πη =
1
Z
exp
{
β
2
∑
i<j
BiAj −AiBj + AiDj −DiAj
+ CiBj −BiCj + DiCj − CiDj
}
, (3.6)
and is equivalent to (3.5).
The proof is not diult, starting from (3.5). It an also be ahieved by a diret argument, i.e. without
using (3.5), from theorem 3.2 of [15℄.
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3.2 Free energy
We onsider again the ABC model as a typial example, and the extension to other models will be straight-
forward. Assume onditions (3.4) hold, so that the invariant measure is given by
πη =
1
Z
exp
[ 1
N
N∑
i<j
α(N)ab AiBj + α
(N)
bc BiCj + α
(N)
ca CiAj
]
,
where the onstants α(N)ab , α
(N)
bc and α
(N)
ca take the values
α(N)ab = N log
λab
λba
, α(N)bc = N log
λbc
λcb
, α(N)ca = N log
λca
λac
,
while α(N)ba α
(N)
cb and α
(N)
ac are set to zero, to be onsistent with (3.3). The onstraints (3.4) now beome
NA
NB
=
α(N)bc
α(N)ca
,
NB
NC
=
α(N)ca
α(N)ab
,
NC
NA
=
α(N)ab
α(N)bc
. (3.7)
Following [6℄, we want to write a large deviation funtional orresponding to the above Gibbs measure when
N →∞. Set x = iN , J = exp(2iπ/3), and let Z(x) denote the omplex number given by
Z(x) =
1
N
[xN ]∑
i=1
(Ai
α
+ J
Bi
β
+ J2
Ci
γ
)
,
where we have introdued the parameters
α
def
= lim
N→∞
α(N)bc , β
def
= lim
N→∞
α(N)ca , γ
def
= lim
N→∞
α(N)ab .
The sequene η = {(Ai, Bi, Ci), i = 1 . . .N} is thus represented by a disrete path Γ in the omplex plane,
made of oriented links having only three possible diretions
{θ = 0, θ = 2π/3, θ = 4π/3},
depending on whether a partile A, B or C is present. The length of a link orresponding to A, B, or C is,
respetively, 1/(Nα), 1/(Nβ) or 1/(Nγ).
The equation of Γ is given by a funtion Z :
def
= x → Z(x), x ∈ C. Note that ondition (3.7) ensures Γ is
losed, that is
Z(1) =
1
α+ β + γ
(1 + J + J2) = 0.
The area A enlosed by Γ is given by
A def= 1
2i
∮
Γ
(
z¯dz − zdz¯),
and, for large N , this oinide with
A =
√
3
N2
∑
l<k
Al
α
(Bk
β
− Ck
γ
)
+
Bl
β
(Ck
γ
− Ak
α
)
+
Cl
γ
(Ak
α
− Bk
β
)
+ o(1). (3.8)
As a result,
H({η}) = Nαβγ
2
√
3
A+ 3Nαβγ
(α+ β + γ)2
+O(1).
The large deviation probability is easily obtained from the law of large numbers. It is given by
PN (ρa, ρb, ρc) =
1
Z
exp
(−NF(ρa, ρb, ρc)), (3.9)
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with the free energy
F(ρa, ρb, ρc) = αβγ
2
√
3
A(ρa, ρb, ρc)− S(ρa, ρb, ρc), (3.10)
where
A(ρa, ρb, ρc) def=
√
3
∫ 1
0
dx
∫ 1
x
dy
ρa(x)
α
(ρb(y)
β
− ρc(y)
γ
)
+
ρb(x)
β
(ρc(y)
γ
− ρa(y)
α
)
+
ρc(x)
γ
(ρa(y)
α
− ρb(y)
β
)
.
and where the entropy term omes from a multinomial ombinatorial fator
n!
na!nb!nc!
, namely the way of
arranging a box of n=[N dx℄ sites, with 3 speies of idential partiles having respetive populations ni =
ρi(x)Ndx, i ∈ {a, b, c}. Stirling's formula for large N yields
S(ρa, ρb, ρc) = −
∫ 1
0
dx[ρa(x) log ρa(x) + ρb(x) log ρb(x) + ρc(x) log ρc(x)].
Stable and metastable deterministi proles orrespond to loal minima of the free-energy. Aording to
(3.10), an optimal prole is a ompromise between a maximal entropy and a minimum of the enlosed alge-
brai area. Curves of maximal entropy are typially Brownian, and they have an area whih sales like 1/N ;
on the other hand, the opposite extreme onguration onsisting of an equilateral triangle with negative
orientation ahieves the minimum algebrai area, but belongs to a lass of proles for whih the entropy on-
tribution is equal to zero (sine ρ log ρ vanishes both for ρ = 0 and ρ = 1). Depending on the ratio αβγ/2
√
3
of the two ontributions, we obtain either Brownian (the degenerate point of the deterministi equations,
see below) or deterministi proles, both regimes being separated by a seond order phase transition.
3.3 Lotka Volterra systems
Under the saling earlier dened, letting N → ∞, we show on two examples that the limiting invariant
measure is the solution of a non-linerar dierential system of Lotka-Volterra type.
3.3.1 Urn model
Consider three speies, denoted by {A,B,C}, and let N (N)a (t), N (N)b (t) and N (N)c (t) be the orresponding
time-dependent populations. The system is losed, Na+Nb+Nc = N . At random times taken as exponential
events, individuals do meet and population transfer take plae at rates α, β, γ, assoiated with the reations

AB→
γ
BB,
BC→
α
CC,
CA→
β
AA.
This zero-range proess is an urn-type model of Ehrenfest Class, as dened in [18℄, where indivivuals, rather
than urns, are hosen at random. When N inreases to innity, we rather onsider onentrations instead
of integer numbers:
ρi(t)
def
= lim
N→∞
N
(N)
i (t)
N
,
for i = a, b, c. After a proper saling limit, the dynamis of the model is desribed by the following Lotka-
Volterra system 

∂ρa
∂x
= ρa(βρc − γρb),
∂ρb
∂x
= ρb(γρa − αρc),
∂ρc
∂x
= ρc(αρb − βρa),
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whih, after replaing x by t and densities by onentrations, is nothing else but the dierential system giving
the invariant measure of the (A,B,C) model, in the uid limit at thermodynamial equilibrium [6℄.
3.3.2 The square lattie model
From (3.6), one an write down the large deviation funtional F(ρA, ρB, ρC , ρD), [as in (3.9)℄, together with
the onditions ensuring an optimal prole. This leads again to a dierential system of Lotka-Volterra lass
∂ρA
∂x
= ηρA(ρB − ρD), ∂ρB
∂x
= ηρB(ρC − ρA),
∂ρC
∂x
= ηρC(ρD − ρB), ∂ρD
∂x
= ηρD(ρA − ρC), (3.11)
in whih the last equation follows merely by summing up the three other ones. This system is struturally
dierent from the one obtained in [14℄, whih involved only two independent proles (ρa, ρb) orresponding
to deterministi densities for the partiles τa and τb, while in the present ase there are three (ρA, ρB, ρC for
example).
It is interesting to notie that, in both models, expliit level surfaes exist. Indeed, the above system satises
ρAρBρCρD = cte, in addition to onstraint ρA+ ρB + ρC + ρD = 1. On the other hand, ρa(1− ρa)ρb(1− ρb)
is the level surfae of the former system enountered in [14℄. This an be explained by reversing the mapping
(3.13), so that
Ai = τ¯
a
i τ¯
b
i , Bi = τ
a
i τ¯
b
i ,
Ci = τ
a
i τ
b
i , Di = τ¯
a
i τ
b
i . (3.12)
This indiates that the set of 4-tuples {τai , τ¯ai , τbi , τ¯bi } onstitutes the elementary bloks of the system, and
that letters Ai, Bi, Ci, Di are omposite variables enoding orrelations of these building bloks. Therefore,
in the ontinuous limit, we are left with two dierent desriptions of the same system, related in a non trivial
manner. We propose now to explore more arefully this onnetion. In partiular, while the linear mapping{
τai = Bi + Ci, τ¯
a
i = Ai +Di,
τbi = Ci +Di, τ¯
a
i = Ai +Bi.
(3.13)
still holds in the ontinuous limit, as a relation between expeted values{
ρa = ρB + ρC ,
ρb = ρC + ρD,
(3.14)
the non-linear equations (3.12) are instead expeted to bring a dierent form, sine they involve orrelations.
Proposition 3.2. The dierential system given by

∂
∂x
[
log
ρa(x)
1− ρa(x)
]
= 2η(2ρb(x) − 1),
∂
∂x
[
log
ρb(x)
1− ρb(x)
]
= −2η(2ρa(x)− 1),
(3.15)
is related to (3.11) through the invertible funtional mapping given by{
ρA = ρ¯aρ¯b +K, ρB = ρaρ¯b −K,
ρC = ρaρb +K, ρD = ρ¯aρb −K,
(3.16)
where K is a onstant to be determined.
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Proof. First, let {ρB, ρC , ρD} be the set of independent variables in (3.11), and express them in terms of
the new triple {ρa, ρb, ρC} given by (3.14). This gives
∂(ρa − ρC)
∂x
= η(ρa − ρC)(ρa + ρb − 1),
∂(ρb − ρC)
∂x
= η(ρb − ρC)(1− ρa + ρb),
∂ρC
∂x
= ηρC(ρb − ρa). (3.17)
Combining these equations yields

∂ρa
∂x
= ηρa(ρa + ρb − 1) + ηρC(1− 2ρa),
∂ρb
∂x
= ηρb(1− ρa − ρb) + ηρC(2ρb − 1),
(3.18)
whih in turn allows to express ρC as
ρC =
1
ρa − ρb
(
ρa
∂ρb
∂x
+ ρb
∂ρa
∂x
)
.
Instantiating this last value of ρC in (3.18) and in (3.17), we obtain (3.15), after immediate reombination,
together with the relation
∂ρC
∂x
=
∂(ρaρb)
∂x
.
This last equation has its ounterpart for ρA, ρB and ρD: after integration, we are left with four onstants,
whih redue to the one given in (3.16) only when ompatibility with (3.14) is imposed.
4 Non-Gibbs steady state regime
We all non-Gibbs steady state regime, a regime for whih the invariant measure is not desribed by means
of a potential. This ours when reversibility is broken, that is when there exists at least one yle in the
state graph for whih the Kolmogorov riteria fails. A omplete set of detailed balaned equations annot
be written in suh a ase, there exist at least two states η and η′, onneted by a single partile jump, with
rate ληη′ , λη′η suh that
ληη′πη − λη′ηπη′ = φ 6= 0, (4.1)
if πη denotes the invariant measure. It is the seond member of this equation we wish to study in this
setion. In the sequel we note S the state spae, G the orresponding state graph, by assigning oriented
edges between pair of nodes (α, β) ∈ S2, when the rate λαβ is non-zero, C will denote a yle in G and we
denote T the set of spanning trees on G.
4.1 The tagged partile yle
Cyles in the state graph for the n odd model are important in the analysis of reversibility, and they are
the ones for whih at least one partile performs a omplete round-trip. For example if a given partile
makes N − 1 suessive jumps to the right, beause of the irular geometry, the initial and nal states are
idential, up to a 1-step global shift to the left of the partiles. As long as this partile is the only one in
movement, the permutation order of the remaining other N − 1 partiles is kept frozen. The orresponding
subsequene η(N−1) will in the sequel denote these spei yles. Let us examine this one partile model,
by tagging a spei partile whih is given a new label Y , and by following its motion onditionally on
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η∗ = {Xki , i = 1 . . .N, k ∈ {1 . . . n}}, the omplementary frozen set of partiles. This is equivalent to onsider
Y moving in the inter-sites {i + 1/2, i = 0 . . .N − 1} of the N − 1 frozen partiles. The question is then
to analyze the steady-state regime of a partile moving around a irular lattie in a random environment.
To all allowed transitions whih are jumps of Y between sites i − 12 and i + 12 , we let orrespond the set of
onditional transition rates given by 

λ+y (i) =
n∑
k=1
λyk X
k
i ,
λ−y (i) =
n∑
k=1
λky X
k
i .
Violation of ondition (3.4) orresponds to have,
det(η∗)
def
=
N−1∏
i=0
λ+y (i)−
N−1∏
i=0
λ−y (i) 6= 0, (4.2)
This oeient attahed to the yle η∗ is the determinant of the set of ux equations
λ+y (i)πi− 12 − λ
−
y (i)πi+ 12 = φ(η
∗), i = 0, . . . , N − 1, (4.3)
giving the invariant measure πi+ 12 whih reads,
πi+ 12 =
1
Z
N∑
l=1
exp
{n,N∑
m=1
∑
l+1<j<i
Xmj logλym +
∑
i<j<l
Xmj logλmy
}
, i = 0, . . . , N − 1,
where Z is a normalization onstant. A diagramati representation of eah term in the summation (over
l) is given in Fig. 4.1.b. Eah term is in fat a spanning tree on the redued tagged-partile state-graph,
weighted by the transitions rates and rooted at the onsiderd point (i + 12 for πi+ 12 ). The onstant Z is
therefore the sum of all spanning-trees on the redued tagged-partile state-graph. The probability urrent
between site i− 12 and site i+ 12 reads
λ+y (i)πi− 12 − λ
−
y (i)πi+ 12 =
1
Z
[
exp
( n∑
m=1
Nm logλym
) − exp( n∑
m=1
Nm logλmy
)]
,
with Nm the number of partiles of type m, a quantity independent of i. This shows that φ(η
∗) is a quantity
attahed to the yle η∗, whih will be referred to as yle urrent and reads
φ(η∗) =
1
Z
det(η∗). (4.4)
Depending on the sign of det(η∗), the diusion of partile Y is biased in the right (det(η∗) > 0) or in the
left (det(η∗) < 0) diretion. Of ourse the reversible ase is reovered when the determinant vanishes, whih
orresponds exatly to Kolmogorov's riterion.
Case of open systems: example of ASEP
Consider the well studied asymmetri simple exlusion proess asep with open boundary onditions, dened
by α the rate of partile entering to the left side and β the rate at whih partiles exit from the right side.
The generalization to open systems of our denition of the tagged partile yle (tp) is depited in gure
4.2.a. We adopt the onvention for the yle orientation that partiles move positively to the right and holes
to the left. Assume we give a tag to one of the partiles. Let it perform suessive jumps until reahing
the right side; when it leaves the system it is in fat transformed into a hole; We keep the tag attahed
to the hole whih performs suessive jumps in the opposite diretion until it reahes the left side; again it
transformed bak into a partile whih in turn performs jumps to the right until the reahing of the initial
position, to onlude the yle.
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(b)
Fig. 4.1: (a): relative motion of the tagged partile. (b): orresponding state spae and a spanning
tree ontribution to π5
Fig. 4.2: Example of a tagged partile yle in the state graph for asep with 7 partiles and open
boundary.
4.2 Combinatorial formulas for invariant measure and urrents
We give here a ombinatorial way of expressing the stationary measure on a onnex nite state spae S
of size N , the number of states. We onsider a ontinuous-time irreduible Markov hain, with a set of
transition rates λαβ between states α and β and dene the orresponding state graph G, based on S, by
assigning oriented edges between pair of nodes (α, β), when the orresponding rate λαβ is non-zero.
Proposition 4.1. The invariant measure πα is given by
πα =
∑
t∈Tα
w(t)∑
t∈T w(t)
(4.5)
where T is the set of spanning tree over G, Tα is the set of spanning tree over G rooted in α, and w(t) the
weight of a tree t given by
w(t) =
∏
(α,β)∈t
λαβ .
Proof. This follows from reexpressing the solution to the steady-state equation
παGαβ = 0, ∀β ∈ S
where G is the generator, and Gαβ = −
(∑
γ λαγ
)
δαβ + λαβ , using the Cramer relation. Indeed sine
N∑
β=1
Gαβ = 0,
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the set of steady-state equations is of rank N − 1 and πα an be written as the ratio of two determinants,
namely the ofator G˜αN of GαN and the determinant |G˜| of the matrix obtained from G by replaing GβN
by 1 for β = 1, . . . ,N . G has a struture of an admittane-matrix, as a result, expanding G˜αβ and |G˜|
amounts to sum over spanning trees,
G˜αN =
∑
t∈Tα
w(t), |G˜| =
∑
t∈T
w(t),
whih leads to formula (4.5).
From this observation we dedue a way to express the probability urrents at steady-state, whih generalizes
formula (4.3) and (4.4). First all det(C) a oeient attahed to eah yle C,
det(C)
def
=
∏
(γ,δ)∈C
λγδ −
∏
(γ,δ)∈C
λδγ ,
generalizing (4.2) and where the orientation of C is presribed by the orientation of (α, β) and the produt
over the set (γ, δ) ∈ C, is understood aording to this orientation. Let Cαβ the set of yles in G ontaining
the oriented edge (α, β). Let TC a set of subgraph of G, s.t. when C is glued into a single node αC , TC
represents the set of spanning trees rooted in αC .
Lemma 4.2. The steady state urrent between states (α, β) ∈ S2 is given by
λαβπα − λβαπβ =
∑
C∈Cαβ
∑
t∈TC
w(t)∑
t∈T w(t)
det(C) (4.6)
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Fig. 4.3: (a): state-graph with N = 8 states. Arrows indiates possible transitions. (b): a ontribu-
tion to π0. (): a ontribution to π4. (d): a ombined ontribution to J14.
Proof. When πα is multiplied by λαβ , eah spanning tree ontribution is transformed by drawing an oriented
edge between α and β. Sine the spanning tree ontains by onstrution of πα a path going from β to α, the
added edges ontributes to the forming of a yle whih ontains α and β. If eah oriented edge in this yle
have a reversed ounterpart, then in λβαπβ there is to be found a orresponding term with the same edges
but with reversed orientation in the yle (see Fig. 4.3). In any ase, det(C) fators out of an ensemble of
ontributions whih onsist in drawing trees spanning all the subgraph G with end-points on C, divided by
the global normalization onstant
∑
t∈T w(t). This omplete the justiation of formula (4.6).
Note that
∑
t∈TC
w(t) in (4.6) represents the unormalized invariant measure of αC on the redued graph
G/C. This indiates that (4.6) bears reursive properties whih ould be used for asymptoti limits when
the size of the system tends to innity. Let us all C a reversible [resp. non-reversible℄ yle if det(C) = 0
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[resp. det(C) 6= 0℄. In the loop expansion of the urrents provided by (4.6), only non-reversible yles do
ontribute. For partile system, this distintion is embedded into a topologial lassiation of yles with
respet to their orresponding determinant value det(C).
Connetion with the matrix ansatz for ASEP
For the asepmodel, a simple algorithm has been disovered [9℄ to obtain the steady-state probabilities of eah
individual state with the help of a matrix ansatz . In this representation, a given sequene η = 1010 . . .00 is
represented by a produt of matries D (for 1) and E (for 0), and the orresponding probability measure is
obtained by taking the trae
πη =
1
Z
Tr
(
WDEDE . . . EE
)
,
where W is an additional matrix whih takes into aount the boundary property. A suient ondition for
this to be the invariant measure is that D,E,W satisfy
λ10DE − λ01ED = D + E (4.7)
DW =
1
β
W
WE =
1
α
W.
If λ01 = 0, the proess is totally asymmetri (tasep), partiles an jump only to the right. Consider the
system with only 3 sites, whih graph is depited in gure 4.4. Using these rules we nd e.g. that
π000 =
1
Z
α3 (4.8)
π100 =
1
Z
(( 1
α
+
1
β
) 1
λ2
+
1
α2λ
)
. (4.9)
Comparison with the spanning tree expansion is done by ounting deletions. A spanning tree is obtained
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Fig. 4.4: (a):Graph of the state spae for a tasep with three partiles and the dual graph orre-
sponding to the possibles yles. (b) spanning tree ontributions to π000.
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from the omplete graph by the deleting of a ertain number of edges, and eah deletion is aounted for by
dividing with respet to the orresponding transition rate. The set of spanning trees ontributing to π000 is
given in gure 4.4.b. The brut result (without normalization is):
π000 ∝
( 1
αβ
+
1
αβ
+
1
βλ
)
α3 (4.10)
π100 ∝
( 1
αβ
+
1
αβ
+
1
βλ
)(( 1
α
+
1
β
) 1
λ2
+
1
α2λ
)
. (4.11)
The fator
(
1
αβ +
1
αβ +
1
βλ
)
shows up for eah state, and disapears after normalization. Nervertheless, it
indues in this simple example a fator of 3 in the enumeration of terms, by omparison with the matrix
ansatz. An underlying symmetry of the state graph is at the origin of this ombinatorial fator. Indeed for
the asep system, the steady-state probability urrent between two sequenes η and η′ separated by a single
jump between site i and i+ 1 reads,
λ10π
(N)
η − λ10π(N)η′ = π(N−1)η∗i + π
(N−1)
η∗
i+1
, (4.12)
as a onsequene of (4.7), with the subsequene η∗i [resp. η
∗′
i+1℄ of η obtained by deleting bit i [resp. i + 1℄.
We have not been able yet to ll the gap between (4.6) and (4.12). We believe that the ombinatorial
arrangement whih our is due to a hierarhial struture of the state-graph, revealed with the help of the
tagged partile. The omplete analysis of (4.6) is the subjet of another work in progress. Beforehand, in
the next setions, we simply propose a possible general form for the detailed urrent equation (4.1), whih
leads (see setion 4.4) to the orret form of the Lotka-Volterra equations desribing the uid limits at steady
state.
4.3 Cyle urrents
We interpret relation (4.12) in terms of yle urrents. A transition taking plae between two partiles of
dierent types, say AB → BA, an be viewed either as a partile A travelling to the right or, onversely,
as a partile B travelling to the left. In this exhange two joint tp are involved. In the state-graph, eah
tp denes a fae, whih we will identify with a subsequene η∗, obtained from η by removing the tagged
partile. Aordingly, we attah a set of variables {φ(η∗)} ∈ R to eah tp fae, while urrents between
states are variables attahed to the edges of the graph. Conservation of probability urrents at a given node
is automatially fullled, provided that if one write (assuming a transition between site i and i + 1), see
gure 4.5),
λabπη − λbaπη′ = φa
(
η∗i
)− φb(η∗i+1), (4.13)
whih is tantamount to hanging urrent variables into yle variables.
The right-hand side members in (4.7) and (4.12) is reminisent of the seond member of (4.13). In fat we
have
φa(η
∗
i ) = Tr
(
Wη∗i
)
φb(η
∗
i+1) = −Tr
(
Wη∗i+1
)
With eah edge of the state-graph, we assoiate suh an extended detailed balane equation. Then, elimi-
nating all φ's from this set of equations leads to the invariant measure equation. Consider the example given
in gure 4.5. The transition rules are
AB
1→BA AC 1→CA BC
1
⇄
q
CB.
The various weights orresponding to eah sequene and subsequene assoiated with yles are given in the
following table, for q = 0 and q = 1. Note that one should expet πc1 =
1
3 and πc2 =
2
3 from the subgraph of
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Ca1 : ABBC
Ca2 : ABCB
Ca3 : ACBB
Cb1 : AABC
Cb2 : AACB
Cc1 : AABB
Cc2 : ABAB
Cb3 : ABAC
E1 : AABBC
E2 : AABCB
E3 : AACBB
E4 : ABABC
E5 : ABACB
E6 : ACABB
Ca1
Ca2
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Cc1
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Cb1
Cb2
q
1
q
q
q
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Cc1 Cc2
Fig. 4.5: Graph of the state spae for a an asymmetri ABC model with ve partiles, (A,A,B,B,C)
and the dual graph orresponding to the possible yles.
gure 4.5. The orretion results from the dierent degeneray w.r.t irular permutation symmetry (4 for
C1 and 2 for C2).
π1 π2 π3 π4 π5 π6 πa1 πa2 πa3 πb1 πb2 πb3 πc1 πc2 Ca Cb Cc
q = 0 110
1
10
3
10
1
10
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5
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4
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5 0 − 15
q = 1 16
1
6
1
6
1
6
1
6
1
6
1
3
1
3
1
3
1
3
1
3
1
3
1
2
1
2
32
105 − 41210 − 41315
In this two ases one has the deomposition of the dual variables φ of relation 4.13 aording to
φx(η
∗) = Cxπη∗ with x ∈ {a, b, c} (4.14)
with the value of the struture oeient also given in the table. For example we have
π1 − qπ2 = Cbπb1 − Ccπc1.
This deomposition is however not valid for arbitrary q. A ertain number of ompatibility onstraint have
to be imposed on the φ′, beause the tp do not onstitute a omplete bases of yles in the state graph.
When onsidering the omplete system (4.13) of detailed urrents, we have at hand m equations, m being
the number of edges of the state-graph, and n + ν
tp
unknowns, where n is the number of nodes and ν
tp
the number of tp. In matrix form, this reads
MΠ = Φ, (4.15)
where
• M is a m× n matrix;
• Π a olumn vetor of size n, with the elements the invariant probability measure;
• Φ is a olumn vetor of size m, where eah omponent l is the algebrai ontribution of the (two in
general) tp having the edge orresponding to l in ommon.
To x the sign onventions, we agree that orientations of yles are given by the natural orientation of the
system, i.e. eah partile travels positively from left to right. An exeption is made for the simple exlusion
system, sine in this ase holes travel positively to the left and there is only one type of tp.
λ10πη − λ01πη′ = φ(η∗i ) + φ(η∗i+1) for asep,
λabπη − λbaπη′ = φa(η∗i )− φb(η∗i+1) for multi-type systems,
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(with (i, i + 1) the sites involved in the transition). From basi graph theory (see [2℄), the quantity giving
the number of independent yles in an arbitrary graph G is alled the ylomati number
ν(G) = m− n+ p,
where n,m and p are respetively the number of nodes, edges and omponents. In our ases, the system is
irreduible, so p = 1. Sine m is the number of equations and n+ ν
tp
the number of unknown, the system
is over-determined by a quantity
m− (n+ ν
tp
) = ν − ν
tp
− 1.
This over-determination is understood as follows. To eah line of the matrix M orresponds a transition
between two states, so that a given yle in the state-graph orresponds to some ombination of lines of M
(namely the suessive transitions taking part in the yle), and the resulting sub-matrix is a square matrix
of size the number of states visited by the yle. The orresponding determinant vanishes for all trivial
yles. Hene the number of independent equations is m−ν+ν
tp
, whih is equal to the number of unknown
minus 1, the remaining degree of freedom being related to the global normalization ondition. However, a
ertain number of ompatibility onditions have to be imposed on the φ's in order to eliminate safely all
dependent equations of our system (4.15). These onditions are somehow related to the basi reurrene
sheme whih is at the origin of matrix-solutions obtained in the ontext of asep, but also for multi-type
partile systems [1℄. Let us see how the spei form (4.14) enountered preedingly do ombine with these
ompatibility onditions.
Lemma 4.3. The form
φ(N)a (η
∗) = C(N)a π
(N−1)
η∗ , (4.16)
of the yle urrents fullls the ompatibility ondition imposed by trivial yles if and only if
C(N)a C
(N−1)
b = C
(N)
b C
(N−1)
a ∀a, b ∈ {1 . . . n}.
Proof. Instead of proving this for an arbitrary trivial yle, we do it for the one depited in gure 4.6,
the ompletion of the general ase follows by reurrene, sine any trivial yle an be onstruted as a
ombination of yle of this type. To x some notation, let η1, η2, η3 and η4 be the states visited by the
. . . AB . . . CD . . . . . . BA . . . CD . . .
. . . AB . . .DC . . .
λab
λdc
λba
λdc ()
λab
λba
λcdλcd
. . . BA . . .DC . . .
Fig. 4.6: Example of a reversible yle.
yle, with i the position of A and j the position of C in η1, so that
η1 = . . .AB . . .CD . . . η1∗i = . . .B . . .CD . . . η
1∗
i+1 = . . .A . . .CD . . .
η2 = . . .BA . . .CD . . . η2∗j = . . .BA . . .D . . . η
2∗
j+1 = . . .BA . . .C . . .
η3 = . . .BA . . .DC . . . η3∗i = . . .A . . .DC . . . η
3∗
i+1 = . . .B . . .DC . . .
η4 = . . .AB . . .DC . . . η4∗j = . . .AB . . .C . . . η
4∗
j+1 = . . .AB . . .D . . .
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The sub-system of 4.15 orresponding to this yle reads
λabπη1 − λbaπη2 = φa[η1∗i ]− φb[η1∗i+1], (a)
λcdπη2 − λdcπη3 = φc[η2∗j ]− φd[η2∗j+1], (b)
λbaπη3 − λabπη4 = φb[η3∗i ]− φa[η3∗i+1], (c)
λdcπη4 − λcdπη1 = φd[η4∗j ]− φc[η4∗j+1]. (d)
As already noted, these equations are not independent. Hene the ombination λcd(a)+λba(b)+λdc(c)+λab(d)
eliminates one equation, but with the resulting onstraint on the φ's:
λcdφa[η
1∗
i ]− λdcφa[η3∗i+1] + λdcφb[η3∗i ]− λcdφb[η1∗i+1] +
λbaφc[η
2∗
j ]− λabφc[η4∗j+1] + λabφd[η4∗j ]− λbaφd[η2∗j+1] = 0. (4.17)
η1∗i and η
3∗
i+1 are in orrespondene through the transition CD → DC at site j, j + 1, as well as η2∗j and
η4∗j+1 with respet to the transition AB → BA at site i, i+ 1 . . . . From the hypothesis of the lemma, (4.17)
rewrites
C(N)a
(
C(N−1)c π
(N−2)
η1∗∗
i,j
− C(N−1)d π(N−2)η1∗∗
i,j+1
)
+ C(N)b
(
C(N−1)d π
(N−2)
η3∗∗
i,j
− C(N−1)c π(N−2)η3∗∗
i,j+1
)
+
C(N)c
(
C(N−1)b π
(N−2)
η2∗∗
i,j
− C(N−1)a π(N−2)η2∗∗
i+1,j
)
+ C(N)d
(
C(N−1)a π
(N−2)
η4∗∗
i,j
− C(N−1)b π(N−2)η4∗∗
i+1,j
)
= 0,
where η1∗∗i,j is the sequene obtained from η
1
by suppressing letters at site i and j.The elimination of letters
in sequenes is a ommutative proess, therefore this last equality holds beause of the following identities:
η1∗∗i,j = η
2∗∗
i+1,j , η
3∗∗
i,j = η
4∗∗
i+1,j , η
2∗∗
i,j = η
3∗∗
i,j+1, η
4∗∗
i,j = η
1∗∗
i,j+1.
The omplete study to establishing the range of validity of the reurrene relation (4.13) altogether with
(4.16) is the objet of another work in progress. We expet that in general this relation to be valid only
asymptotially for large N , whih ould be proved possibly by seleting the dominant terms in the expansion
(4.6).
4.4 Fluid limits
In this setion we examine how the mirosopi oeients C(N)k , whenever (4.16) holds, an be transposed
at marosopi level and how they are related to important oeients showing up in the Lotka-Volterre
equations of the uid limit. Using the preliminary study [16℄, where a new funtional method was introdued
to handle the hydrodynami limit of a simple exlusion proess, we onsider hereafter the n-type ase.
4.4.1 Funtional approah
Let φk, k = 1 . . . n a set of arbitrary funtions in C
2[0, 1], G(N)
def
= Z/NZ the disrete torus (irle). For
i ∈ G(N), Xki (t) is a binary random variable and, at time t, the presene of a partile of type k at site i is
equivalent to Xki (t) = 1. The exlusion onstraint reads
n∑
k=1
Xki (t) = 1, ∀i ∈ G.
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The whole trajetory is represented by η(N)(t)
def
= {Xki (t), i ∈ G(N), k = 1 . . . n} whih is a Markov proess.
Ω(N) will denote its generator and F (N)t = σ(η(N)(s), s ≤ t) is the assoiated natural ltration.
Dene the real-valued positive measure
Z(N)t [φ]
def
= exp

 1
N
n∑
k=1,i∈G(N)
φk
( i
N
)
Xki

 ,
where φ denotes the set {φk, k = 1 . . . n}. In [16℄ the onvergene of this measure was analyzed for n = 2.
A funtional integral operator was used to haraterize limit points of this measure, these were shown to be
indeed the unique weak solution of a partial dierential equation of Cauhy type.
In what follows, we will be interested in the quantities

f (N)t (φ)
def
=
[
E
(
Z(N)t [φ]
)]
,
g(N)t (φ)
def
= log
[
E
(
Z(N)t [φ]
)]
,
respetively the moment and umulant generating funtion. The idea of using Z(N)t [φ] is that the generator,
when applied to Z(N)t , an be expressed as a dierential operator with respet to the arbitrary funtions φ.
Indeed, we have
Ω(N)
[
Z(N)t
]
= L(N)t Z
(N)
t ,
with
L(N)t = N
2
∑
k 6=l,i∈G(N)
λ˜kl
∂2
∂φk(
i
N )∂φl(
i+1
N )
,
after having set 

∆ψkl
( i
N
)
def
= φk
( i+ 1
N
)− φk( i
N
)
+ φl
( i
N
)− φl( i+ 1
N
)
,
λ˜kl(i, N)
def
= 2λkl(N)e
∆ψkl(
i
N
)
2N sinh
(∆ψkl( iN )
2N
)
.
We introdue now the key quantities for hydrodynami salings, by assuming an asymptoti expansion of
the form
λkl(N) = D
(
N2 +
αkl
2
N
)
+O(1), ∀k, l k 6= l,
where αkl = −αlk are real onstants. Here the system is assumed to be equidiusive, whih means there
exists a onstant D suh that, for all pairs (k, l),
lim
N→∞
λkl(N)
N2
= D.
From now on we will omit the argument of λkl(N) and retain the initial notation λkl. The oeients αkl
express the asymmetry between types k and l. Now one an write
∂f (N)t
∂t
= N2
n∑
k 6=l,i∈G(N)
λ˜kl(i, N)
∂2f (N)t
∂φk(
i
N )∂φl(
i+1
N )
. (4.18)
To rearrange the sum in (4.18), in order to selet dominant terms in the expansion with respet to 1/N , we
make use of the exlusion property, whih is formally equivalent to
n∑
k=1
∂
∂φk(
i
N )
=
1
N
.
20 4 Non-Gibbs steady state regime
Sine we are on the irle i ∈ G(N), Abel's summation formula does not produe any boundary term, so
that, skipping details, (4.18) an be rewritten as
∂f (N)t
∂t
= DN2
n∑
k=1,i∈G(N)
[
φk
( i+ 1
N
)− φk( i
N
)][ ∂f (N)t
∂φk(
i
N )
− ∂f
(N)
t
∂φk(
i+1
N )
+
1
2
∑
l 6=k
αkl
( ∂2f (N)t
∂φk(
i
N )∂φl(
i+1
N )
+
∂2f (N)t
∂φl(
i+1
N )∂φk(
i
N )
)]
+O(N−1). (4.19)
It is worth remarking that operators like
∂
∂φk(
i
N )
and φk(
i+1
N ) − φk( iN ) produe a sale fator 1/N , while
∂
∂φk(
i
N )
− ∂
∂φk(
i+1
N )
and
∂
∂φk(
i+1
N )
∂
∂φl(
i
N )
sale as 1/N2: this explains the seletion of dominant terms in
the above expansion.
Let N → ∞ and assume the onvergene of the sequene f (N)0 . Then, from the tightness of the proess,
together with a zeste of variational and omplex variable alulus, as in [16℄, we laim [the proof is omitted℄
f (N)t also onverges, in a good tempered funtional spae, and its limit ft satises the funtional integral
equation
∂ft
∂t
= D
∫ 1
0
dx
n∑
k=1
φk(x)
∂
∂x
[ ∂
∂x
∂ft
∂φk(x)
−
∑
l 6=k
αkl
( ∂2ft
∂φk(x)∂φl(x)
)]
.
Similarly, the umulant harateristi funtion is a solution of
∂gt
∂t
= D
∫ 1
0
dx
n∑
k=1
φk(x)
∂
∂x
[ ∂
∂x
∂gt
∂φk(x)
−
∑
l 6=k
αkl
( ∂gt
∂φk(x)
∂gt
∂φl(x)
− ∂
2gt
∂φk(x)∂φl(x)
)]
. (4.20)
Assume at time 0 the given initial prole ρk(x, 0) to be twie dierentiable with repet to x. Then (4.20) is
given by
gt
(
φ
)
=
∫ 1
0
dx
n∑
k=1
ρk(x, t)φk(x),
where ρk(x, t) satisfy the hydrodynami system of oupled Burger's equations
∂ρk
∂t
= D
[∂2ρk
∂x2
+
∂
∂x
(∑
l 6=k
αlkρkρl
)]
, k = 1, . . . , n,
with a set of given initial onditions ρk(x, 0), k = 1, . . . , n.
Remark It is important to note that, without dierentiability onditions for the intial proles ρk(x, 0), one
an only assert the existene of weak solutions (in the sense of Shwartz's distributions) of Burger's system.
4.4.2 Funtional equation at steady-state
Theorem 4.4. Consider a partile system of size N , with rules 2.1, with n types of partiles and periodi
boundary onditions. Assume the detailed urrent equations holds, for any pair of partile types k and l,
λ(N)kl πη − λ(N)lk πη′ = C(N)k π(N−1)η∗i − C
(N)
l π
(N−1)
η∗
i+1
, k, l = 1 . . . n, (4.21)
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Then the limit funtional f∞[φ] = lim
N→∞
f (N)∞ [φ], where
f (N)∞ [φ] =
∑
{η}
πη exp
( 1
N
n,N∑
k=1,i=1
Xki φk(
i
N
)
)
,
satises the equation
∂
∂x
∂f∞
∂φk(x)
+
∑
l 6=k
αkl
∂2f∞
∂φk(x)∂φl(x)
= ckf∞ − v ∂f∞
∂φk(x)
, (4.22)
under the fundamental saling
lim
N→∞
log
λ(N)kl
λ(N)lk
= αkl and ∀l 6= k, lim
N→∞
N2C(N)k
λ(N)kl
= lim
N→∞
C(N)k
D
= ck,
with
v
def
=
n∑
l=1
ck.
Proof. We use the notation of setion 4.4. In order to extrat additional information at steady state, we
rene our preeding variational analysis by dening the funtional
T (N)
({φ, ∂xφ}) = N2
2
[
n,N∑
k 6=l,i=1
λ˜(N)kl
∂2
∂φl(
i
N )∂φk(
i+1
N )
+ λ˜(N)lk
∂2
∂φk(
i+1
N )∂φl(
i
N )
]
f (N)∞ , (4.23)
whih orresponds to the seond member of equation (4.18) at steady state, and where it is understood that
the sets {φ} def= {φ( iN ), i = 1 . . .N} and {∂φ}
def
= {∂φ∂x ( iN ), i = 1 . . .N} are taken as independant parameters.
This funtional an be writen in two dierent manners. Realling the denitions
△ψkl(i) def= φk(i+ 1)− φk(i)− φl(i + 1) + φl(i) def= △ψk(i)−△ψl(i),
(4.23) may be rewritten in the form
T (N)
({φ, ∂xφ}) = ND n,N∑
k=1,i=1
∂xφk(
i
N
)
[ ∂f (N)∞
∂φk(
i
N )
− ∂f
(N)
∞
∂φk(
i+1
N )
+
∑
l 6=k
αkl
2
( ∂2f (N)∞
∂φk(
i
N )∂φl(
i+1
N )
+
∂2f
(N)
∞
∂φk(
i+1
N )∂φl(
i
N )
)]
+O( 1
N
), (4.24)
On the other hand, ombining the sums in (4.23) yields
T (N)
({φ, ∂xφ}) = N2 n,N∑
k,l=1,i=1
∑
{η}
e
1
N
~φ.~η+ 12N△ψkl(i) sinh
△ψkl(i)
2N
×Xki X li+1
[
λ(N)kl π
(N)
η − λ(N)lk π(N)Tiη
]
, (4.25)
where η is a given onguration, Tiη being the one obtained from η by exhanging i and i + 1, and the
shorthand notation
~φ.~η =
n,N∑
k=1,i=1
Xki φk
( i
N
)
.
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From the assumptions in the statement of the proposition, we an rewrite (4.25) as
T (N)
({φ, ∂xφ}) = N2 n,N∑
k,l=1,i=1
∑
{η}
e
1
N
~φ.~η+ 12N△ψkl(i) sinh
△ψkl(i)
2N
×Xki X li+1
[
C(N)k π
(N−1)
η∗i
− C(N)l π(N−1)η∗i+1
]
, (4.26)
where η∗i is the sequene obtained from η by removing the site i. We also have∑
{η}
Xki πη∗i e
1
N
~φ.~η = f (N−1)∞ [φ
∗
i ]e
1
N
φk(
i
N
),
where f (N−1)∞ [φ
∗
i ] means that f
(N−1)
∞ is onsidered as a funtion of the n(N − 1) variables {φk( jN ), k =
1, . . . , n; j = 1, . . . , N, j 6= i}. Using all these ingredients, expanding (4.26) in powers of 1N and keeping the
dominant terms, we get
T (N)
({φ, ∂xφ}) = N2
2
n,N∑
k,l=1,i=1
△ψkl(i)
[
C(N)k
∂f (N−1)∞
∂φl(
i+1
N )
− C(N)l
∂f (N−1)∞
∂φk(
i
N )
]
+O
( 1
N
)
. (4.27)
Now, rearranging the summation, using the exlusion property
n∑
l=1
∂
∂φl(
i
N )
=
1
N
,
omparing (4.24) and (4.27), we nally obtain
N2
n,N∑
k=1,i=1
∂xφk
( i
N
)[ ∂f (N)∞
∂φk(
i
N )
− ∂f
(N)
∞
∂φk(
i+1
N )
+
αkl
2
( ∂2f (N)∞
∂φk(
i
N )∂φl(
i+1
N )
+
∂2f
(N)
∞
∂φk(
i+1
N )∂φl(
i
N )
)]
= N2
n,N∑
k,i=1
∂xφk
( i
N
)[C(N)k
D
f (N−1)∞ −
n∑
l=1
C(N)l
D
∂f (N−1)∞
∂φk(
i
N )
]
+O
( 1
N
)
.
As the last equality holds for any ∂xφk, letting N →∞ implies easily (4.22), whih was to be proved.
4.4.3 Lotka-Volterra systems and out-of-equilibrium stationary states
Here we will make the link between the struture oeients of the urrent equations (4.21) and the uid
limit desription of stationary states. A solution is sought of the form
f∞(φ) = exp
(∫ 1
0
dx
N∑
k=1
ρ∞k (x)φk(x)
)
,
whih, instantiated into (4.22), yields gives the following equations for the ρ∞k 's .
∂ρ∞k
∂x
− ρ∞k
∑
l 6=k
αklρ∞l = ck − vρ∞k , k = 1 . . . n.
The interpretation of this system is now quite lear : it is exatly a partiular stationary solution of the
system formed by the oupled Burger's equations
∂ρk
∂t
=
∂2ρk
∂x2
− ∂
∂x
(
ρk
∑
l 6=k
αklρl
)
, k = 1 . . . n,
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where the funtions ρk are sought in the lass
ρk(x, t)
def
= ρ∞k (x− vt),
the variable (x − vt) being taken [modulo 1℄. Hene, there is a frame rotating at veloity v, in whih ρ∞k is
periodi. Moreover, in this frame, the stationary urrents do not vanish and have onstant values
Jk(x) =
∂ρ∞k
∂x
+ ρ∞k
(
v −
∑
l 6=k
αklρ∞l
)
= ck.
Therefore, while the marosopi onstants {ck, k = 1, . . . , n} are in priniple determined from the periodi
boundary onditions onstraints and from the xed average values of eah partile speies, they an also be
diretly derived from the mirosopi model.
5 Transient regime and utuations
The goal of this setion is twofold : rst, establish relationships between urrents and partile densities at
the deterministi level by means of the law of large numbers; seondly, ompute the stohasti orretions
to these relationships for large but nite systems by using entral limit theorems and large deviations.
5.1 Time-sale for loal equilibrium
In keeping with our approah, we disuss the question of loal equilibrium [30℄ by means of the following
funtional
Y (N)t
def
= exp
[
1
N
n,N∑
k,l=1,i=1
φkl(
i
N
)Xki X
l
i+1
]
.
Without entering into umbersome tehnial details, let us just notie that the expliit omputation of
L(N)t Y
(N)
t shows that L
(N)
t Y
(N)
t sales like O(N) instead of O(1) as L(N)t Z(N)t . This fat an be interpreted as
follows. The empirial measure
µ(N)t
def
=
1
N
n,N∑
k,l=1,i=1
φkl(
i
N
)Xki X
l
i+1
is a onvolution of the distribution of interfaes between partile domains with a set of arbitrary funtions. To
any given partile density distribution, drawn from the set of loal hydrodynami densities, there orresponds
an arrangement of these interfaes whih somehow haraterizes the loal orrelations between partiles. At
steady-state, at least in the reversible ase, it is easy to show that these orrelations vanish. Moreover
this saling tells us that orrelations vanish at a time-sale faster than the diusion sale, by a fator of
N . Therefore, even in transient regime, we expet orrelations to be negligible for the family of diusive
proesses under study. A more formal proof of this fat is postponed to the ompletion of the funtional
approah initiated in [16℄.
5.2 Hydrodynamial urrents
In our preeding studies, we devised a sheme to obtain a uid limit at steady state, rst for the reversible
square-lattie model in [14℄, and also for the non-reversible ab model [15℄. Here we generalize this proedure
to transient n-type partile systems, resting upon the hydrodynami hypothesis, whih will be preisely
stated. The priniple of the method is to reverse the relationship between partile and urrent variables in
a suitable manner, in order to apply a law of large numbers.
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5.2.1 Diusion models
The system orresponds to rules (2.1). For any partile-type k, the resaled disrete urrent reads
J (N)k
( i
N
)
def
= λ+k (i+ 1)X
k
i − λ−k (i)Xki+1, i = 1, . . . , N, (5.1)
with 

λ+k (i)
def
=
∑
l 6=k
λkl
N
X li + ΓkX
k
i ,
λ−k (i)
def
=
∑
l 6=k
λlk
N
X li + ΓkX
k
i ,
where arbitrary onstants Γk have been introdued (they not modify the value of Jk) to ensure that the λ
±
k 's
never vanish. To be onsistent with other salings, Γk is assumed to sale like N . Our hypothesis is that Jk
has a limiting distribution, Jk(x), suh that, for any integrable omplex-valued funtion α,
lim
N→∞
1
N
N∑
i=1
α
( i
N
)
J (N)k
( i
N
)
=
∫ 1
0
α(x)Jk(x)dx. (5.2)
In addition, the system will be said equidiusive, if there exists a single diusion onstant D, suh that, for
all pair of speies (k, l),
lim
N→∞
λkl(N)
N2
= D [equidiffusion].
To simplify the notation, onsider equation for k = 1, writing Ja
def
= J1 and replaing X
1
i by Ai. Then solving
(5.1) as a linear system yields
Ai+1 =
λ+a (i + 1)Ai − J (N)a
(
i
N
)
λ−a (i)
.
This relationship between Ai and Ai+1 an be iterated, by means of a 2 × 2 matrix produts. Indeed,
introduing the pair of numbers (ui, vi) suh that Ai =
ui
vi
, the reursion beomes

ui+1
vi+1

 =


√
λ+a (i+1)
λ−a (i)
− J
(N)
a
(
i
N
)
√
λ+a (i+1)λ
−
a (i)
0
√
λ−a (i)
λ+a (i+1)



ui
vi

 def= Mi

ui
vi

 ,
where for onveniene we divided everything by the ommon fator
√
λ−a (i)λ
+
a (i + 1). Let us dene the
matries (p being a positive integer)
G0
( i+ p
N
,
i
N
)
def
=
i+p∏
j=i


√
λ+a (j+1)
λ−a (j)
0
0
√
λ−a (j)
λ+a (j+1)

 ,
G
( i+ p
N
,
i
N
)
def
=
i+p∏
j=i
Mj,
Σ
( i
N
)
def
=

0 −
J(N)a
(
i
N
)
√
λ+a (i+1)λ
−
a (i)
0 0

 ,
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(expliit referenes to the speies (a) and the size N is omitted here, to lighten the notations). Beause of
the upper triangular struture of Σ, we may simply express G as
G
( i+ p
N
,
i
N
)
= G0
( i+ p
N
,
i
N
)
+
p∑
j=0
G0
( i+ p
N
,
i+ j + 1
N
)
Σ
( i+ j
N
)
G0
( i+ j − 1
N
,
i
N
)
.
To handle this equation in the ontinuous limit, we need an additional transformation. Dene
Li =


√
Γa
λ+a (i)
0
0
√
λ+a (i)
Γa

 , Ri =


√
λ−a (i)
Γa
0
0
√
λ−a (i)
Γa

 ,
together with 

G˜
( i+ p
N
,
i
N
)
= Li+p+1G
( i+ p
N
,
i
N
)
Ri
G˜0
( i+ p
N
,
i
N
)
= Li+p+1G
0
( i+ p
N
,
i
N
)
Ri
. (5.3)
Then G˜, G˜0 and Σ˜ verify the same relation,
G˜
( i+ p
N
,
i
N
)
= G˜0
( i+ p
N
,
i
N
)
+
p∑
j=0
G˜0
( i+ p
N
,
i+ j + 1
N
)
Σ˜
( i+ j
N
)
G˜0
( i+ j
N
,
i+ 1
N
)
,
(5.4)
but
Σ˜
( i
N
)
=

0 − ΓaJ
(N)
a (
i
N
)
λ+a (i+1)λ
−
a (i)
0 0

 .
Noting that Ai+p+1Γa/λ
+
a (i+ p+1) = Ai+p+1 and AiΓa/λ
−
a (i) = Ai, the iteration between i and i+ p gives
Ai+p+1 =
G˜11
(
i+p
N ,
i
N
)
Ai + G˜12
(
i+p
N ,
i
N
)
G˜22
(
i+p
N ,
i
N
) . (5.5)
We an now take advantage of the law of large numbers in equation (5.4). First of all, for N large, and xing
x = i/N and y = p/N , letting σ =
[
1 0
0 −1
]
, we have,
G˜0
( i+ p
N
,
i
N
)
= exp
(σ
2
i+p,n∑
j=i+1,k=2
log
λak
λka
Xkj
)
= exp
(σ
2
∫ x+y
x
du
n∑
k=2
αakρk(u) + o(1)
)
,
from the hydrodynami hypothesis. To proeed further, we have to distinguish between two situations.
[The equidiusion ase℄
Realling that Γa is a free parameter whih sales like N , it is onvenient in the equidiusion ase to impose
the limit
lim
N→∞
Γa(N)
N
= D.
Then, expanding Σ˜(i/N) with respet to 1/N yields
Σ˜
( i
N
)
=

0 −J
(N)
a (
i
N
)
ND
0 0

+O(N−2),
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and the limit
G(x+ y, x) def= lim
N→∞
G˜
( i+ p
N
,
i
N
)
is provided by equation (5.4). Hene
G(x+ y, x) = G0(x+ y, x) +
∫ x+y
x
du G0(x+ y, x+ u) Ξ(x + u) G0(x+ u, x), (5.6)
with
G0(y, x) = exp
(σ
2
∫ y
x
du
n∑
k=2
αakρk(u)
)
, and Ξ(x) =

0 −J
(N)
a (x)
D
0 0

 , (5.7)
still by virtue of the hydrodynami hypothesis (5.2). Now it is possible to lose the equations between den-
sities and urrents. Using again the hydrodynami hypothesis with the fat that G is a smooth deterministi
operator, (5.5) leads to,
ρa(x+ y) =
G11(x+ y, x)ρa(x) + G12(x+ y, x)
G22(x+ y, x) .
By dierentiating this last relation w.r.t. y, altogether with (5.6) and (5.7), we obtain the nal deterministi
expression for the urrent
Ja(x) = D
(−∂ρa
∂x
+
n∑
k=2
αakρkρa
)
, (5.8)
whih, ombined with the ontinuity equation
∂ρa
∂t
+
∂Ja
∂x
= 0,
leads again to a Burger's hydrodynami equation.
[The hetero-diusion ase℄ Here, the limit (5.4) is a bit more triky. In fat, the expansion of Σ˜ involves
orrelations between urrents and densities whih already appear in the leading terms, and we expet an
eetive diusion onstant of the form
Da(ρ) = D exp
( n∑
k=2
βakρk
)
,
with 

D
def
= lim
N→∞
1
N2
exp
( 1
n− 1
n∑
k=2
logλak(N)
)
,
βak
def
= lim
N→∞
log
( λak
N2D
)
.
We pursue no further the study of this ase, whih presumably ould be handled with blok-estimates
tehniques (see [30℄).
5.2.2 Diusion with reation
Here we treat the square-lattie model, a speial ase of (2.2),where reations take plae, in addition to
diusion. The proedure follows the lines of the preeding subsetion. Using the mapping (2.5), the model
is formulated in terms of two oupled exlusion proesses, and the urrent equations orresponding to both
speies have the form
J (N)a
( i
N
) = λ+a (i)τ
a
i τ¯
a
i+1 − λ−a (i)τ¯ai τai+1,
J (N)b
( i
N
) = λ+b (i)τ
b
i τ¯
b
i+1 − λ−b (i)τ¯bi τbi+1,
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with the rates given by (2.6), and we restrit the present analysis to the symmetri ase (see relations (2.4)).
Reversing for example the equation for Ja leads to the homographi relationship
τai+1 =
λ+a (i)τ
a
i − J (N)a
(
i
N
)
(λ+a (i)− λ−a (i))τai + λ−a (i)
,
whih again an be iterated by means of a 2 × 2 matrix produt, after dening uai and vai s.t. τai = uai /vai ,
∀i ∈ {1 . . .N}. Dene
λ(N)
def
=
λ+(N) + λ−(N)
2
, µ(N)
def
=
λ+(N)− λ−(N)
2
,
and
γ(N)
def
=
γ+(N) + γ−(N)
2
.
Then the proper salings for large N are given by
lim
N→∞
λ(N)
N2
= D, lim
N→∞
γ(N)
N2
= Γ, lim
N→∞
µ(N)
N
= η.
Letting now,
Σ
( i
N
)
=


0 − J(N)a ( iN )√
λ+a (i)λ
−
a (i)√
λ+a (i)
λ−a (i)
−
√
λ−a (i)
λia(i)
0

 .
G annot be given expliitly, it is instead solution of the following ombinatorial self-onsistent equation
G
( i+ p
N
,
i
N
)
= G0
( i+ p
N
,
i
N
)
+
p∑
j=0
G0
( i+ p
N
,
i+ j
N
)
Σ
( i+ j
N
)
G
( i+ j
N
,
i+ 1
N
)
. (5.9)
The iteration now reads, 
ui+p+1
vi+p+1

 = G( i + p
N
,
i
N
)ui
vi


For the same reason as before, the limit G of G when N →∞ does satisfy
G(x+ y, x) = G0(x+ y, x) +
∫ x+y
x
du G0(x+ y, x+ u)Σ(x+ u)G(x+ u, x), (5.10)
with
G0(y, x) = exp
(
ησ
∫ y
x
(2ρb(u)− 1)du
)
,
by just applying the law of large numbers in the formal expansion of G with respet to Σ. We leave aside the
question onerning existene and analyti properties of a solution of (5.10). We must again disriminate
between two situations.
[Case γ = λ℄
Σ(x) =

 η(2ρb − 1) −Ja(x)D
2η(2ρb − 1) η(1 − 2ρb)

 ,
whih leads to the following dierential system,
∂ua
∂x
= η(2ρb − 1)ua − 1
D
Ja(x)v
a,
∂va
∂x
= 2η(2ρb − 1)ua + η(1− 2ρb)va,
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after making use of the law of large numbers and the hydrodynami hypothesis. Combining these last two
equations to express ρ′a = (u
′
ava − v′aua)/v2a, leads to the relation
Ja(x) = −D
(∂ρa
∂x
+ 2ηρa(1− ρa)(1 − 2ρb)
)
.
[Case γ 6= λ℄
Like in the hetero-diusion ase of the last setion, the eetive diusion onstant Da(ρ) involves orrelations
between τbi and τ
b
i+1 and Ja(i/N) in the leading order term, and we expet a behavior of the form [14℄
Da(ρb) = D exp
[
2ρb(1− ρb) log γ
λ
]
,
as a result of a multipliative proess. This ould be obtained through renormalization tehniques applied
diretly to equation (5.9).
To onlude this setion, we see that, for γ = λ, the dierential system expressing, at steady state, the
deterministi limit of the square lattie model with periodi boundary onditions nally reads, setting νa,b =
2ρa,b − 1, 

∂νa
∂x
= η(1 − ν2a)νb + vνa + ϕa,
∂νb
∂x
= −η(1− ν2b )νa + vνb + ϕb,
(5.11)
where v is a possibly nite drift veloity and ϕa = ϕ(ν¯a, ν¯b) and ϕ
b(ν¯a, ν¯b) are two onstant urrents in the
translating frame. These urrents have to be determined in a self-onsistent manner, after xing the average
densities ν¯a and ν¯b and the periodi boundary onditions. For v = 0, the system (5.11) is Hamiltonian with
H =
η
2
[
ν2aν
2
b − ν2a − ν2b
]
+ ϕbνa − ϕaνb. (5.12)
Indeed, it is easy to observe that (5.11) an be rewritten as
∂νa
∂x
= −∂H
∂νb
,
∂νb
∂x
=
∂H
∂νa
.
The degenerate xed point νa,b(x) = ν¯a,b is always a trivial solution and orresponds to the relations
ϕa = η(ν¯
2
a − 1)ν¯b, ϕb = η(1 − ν¯2b )ν¯a.
5.3 Mirosopi urrents
5.3.1 Partile urrents
An important feature of our partile systems is that the number of partiles is loally onserved. This
property is reeted as N → ∞ by a ontinuity equation, whih relates loal variations of partile density
to inhomogeneous urrents. In a disretized framework, onservation of partiles is expressed aording to
the following
Proposition 5.1. Let {Jki (t, ǫ)} i = 1, . . . , N be stohasti variables orresponding to the uxes of partiles of
type k ∈ {1, . . . , n} between site i and i + 1, suh that
Jki (t, ǫ)
def
=
1
ǫ
∑
l 6=k
(
Xki (t)X
l
i+1(t)X
l
i(t+ ǫ)X
k
i+1(t+ ǫ)−X li(t)Xki+1(t)Xki (t+ ǫ)X li+1(t+ ǫ)
)
with ǫ > 0. By denition Jki (t, ǫ) are ternary variables in {− 1ǫ , 0,+ 1ǫ}. The following identity, equivalent to
partile onservation,
lim
ǫ→0
Xki (t+ ǫ)−Xki (t)
ǫ
+ Jki+1(t, ǫ)− Jki (t, ǫ) = 0 a.s., (5.13)
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holds for all i ∈ {1, . . . , N}, ∀t ∈ R+. In addition, letting η(N)(t) denote the sequene {Xki (t)}, i =
1, . . . , N ; k = 1, . . . , n}, then the variables {Jki (t, ǫ)}, i = 1, . . . , N ; k = 1, . . . , n}, have a joint onditional
Laplae transform given by
h(N)t,ǫ (φ)
def
= Et

exp( 1
N
n,N∑
k<l
i=1
φk(
i
N
)ǫJki (t, ǫ)
)∣∣∣η(t)

 =
Et
[
exp
(
ǫ
n,N∑
k 6=l
i=1
λklX
k
i X
l
i+1
(
e
1
N
ψkl(
i
N
) − 1)+ λlkX liXki+1(e− 1N ψkl( iN ) − 1))
]
+ o(ǫ), (5.14)
where φk, k = 1, . . . , n is a set of C
∞
bounded funtions, and ψkl = φk − φl.
Proof. The points are mere onsequenes of the Markovian feature of the proess and of its generator. In
partiular, (5.13) results from the fat that, almost surely, at most one jump takes plae in the time-interval
ǫ, when ǫ → 0, sine all events are due to independent Poisson proesses. In addition, on the time interval
[t, t + ǫ], the ourrene of a partile exhange between sites i and i + 1, orresponding to ǫJki (t, ǫ) = 1 is
only onditioned by the presene of a pair (k, l) at (i, i + 1), with a transition rate given by λklX
k
i X
l
i+1.
Therefore
h(N)t,ǫ (φ) = Et
(n,N∏
k 6=l
i=1
[
1 + ǫλklX
k
i X
l
i+1
(
e
1
N
ψkl(
i
N
) − 1)]),
whih, after a rst order expansion with respet to ǫ, leads to (5.14) .
5.3.2 An iterative numerial sheme
Given a sample path η(N)(t) at time t, we may generate a urrent sequene {Jki (t, ǫ)} aording to the loal
produt form enountered earlier. In turn, one the set {Jki (t, ǫ)} is known, the sequene η(t+ ǫ) is almost
surely determined, as ǫ → 0, by the identity (5.13), expressing onservation law of partiles. We therefore
have at hand an expliit stohasti numerial sheme to generate the sequene η(t) step by step.
Proposition 5.2. For any ǫ > 0, N ∈ N, the iterative sheme given by
Qn+1(η) =
∑
η′
Pǫ(η|η′)Qn(η),
where Pǫ(η|η′) is dened aording to (5.13) and (5.14), onverges when ǫ → 0 to the original probability
measure Pt=nǫ(η) orresponds to the original proess.
Proof. There is only one thing to show: ∀T > 0, the probability pǫ that ∃ t ∈ [0, T ], suh that two adjaent
transitions our within the same time-interval [t, t + ǫ], tends to 0 when ǫ → 0. This is warranted by the
fat that the total number of transitions for t < T is almost ertainly nite. Indeed, we have
pǫ ≤ 1−
(
1− (max
kl
λkl)
2ǫ2
)NT
ǫ →
ǫ→0
0.
For the hydrodynami limit the rates λkl sale like N
2
for large N . Thus, it will be onvenient to take a
single limit ǫ
def
= ǫ(N)→ 0 as N →∞, sine the ondition for the sheme to be meaningful writes
Nǫ(N)(max
kl
λkl)
2 = o(1),
so that we get a saling of ǫ(N) = o(N−5) to meet our needs. This will allow us, in the sequel, to make use
of the approximation
N∑
i=1
αki
(
Xki (t+ ǫ)−Xki (t)−
∑
l
(
Jki−1 − Jki
)
ǫ
)
= o(ǫ),
for any set of bounded omplex numbers {αki }.
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5.3.3 Central limit theorem for urrents
We are in position to exploit the onditional produt form (5.14) to perform a mapping, in the spirit of
Lemma 4.1 of [14℄ , allowing to obtain a dynamial desription of the system, in terms of some external free
random proess. To this end we assume, as a basi point, the hydrodynami limit holds and we rest on the
following lemma.
Lemma 5.3. Suppose the existene of a set of density funtions ρk, suh that
E
[
exp
( 1
N
n,N∑
k=1
i=1
Xki φk
( i
N
))]
= exp
(n,N∑
k=1
i=1
log
[
1 + ρk
( i
N
)(
eφk
(
i
N
)
− 1)]+ o(N−2)),
for any given bounded omplex funtion φk, and let φ = sup
k∈{1...n}
x∈[0,1]
(φk(x)). Then,
E
[
exp
( 1
N
N∑
k<l
i=1
φk(
i
N
)φl(
i
N
)Xki X
l
i
)]
= exp
( 1
N
N∑
k<l
i=1
φk(
i
N
)φl(
i
N
)ρk
( i
N
)
ρl
( i
N
)
+ o
( φ
N
))
.
From this we dedue the following identity,
h(N)t,ǫ (φ) = exp
(
ǫ
n,N∑
k<l
i=1
λklρ
k
( i
N
)
ρl
( i+ 1
N
)(
e
1
N
ψkl(
i
N
) − 1)+ λlkρl( i
N
)
ρk
( i + 1
N
)(
e−
1
N
ψkl(
i
N
) − 1))+ o(ǫ)
)
,
(5.15)
whih leads to reover (in our spei ontext) a formulation of the general result of [3℄ onerning utuation
laws of urrents for diusive systems.
Keeping up to quadrati terms w.r.t. to funtions φ's its argument, h(N)t,ǫ (φ) reads,
h(N)t,ǫ (φ) = exp
(
ǫ
n,N∑
k=1
i=1
φk(
i
N
)J k(ρ( i
N
)) +
Dǫ
N2
n∑
k,l=1
φk
( i
N
)
Qkl
( i
N
)
φl
( i
N
)
+ o(
φ2
N2
)
)
(5.16)
where J k are deterministi urrents expressed, in terms of densities, by
J k({ρl, l = 1 . . . n}) def= −D
(∂ρk
∂x
+
∑
l 6=k
αklρkρl
)
,
and Q is a n× n symmetri matrix 

Qij = −ρiρj , i 6= j,
Qii = ρi(1− ρi).
Q is of rank n− 1, beause due to the exlusion onstraint, urrents are not independants,
n∑
k=1
Jki (t, ǫ) = 0, ∀i ∈ {1, . . . , N}.
LetM the redued matrix obtained from Q by deleting last row and last olumn. Its determinant is
∏n
k=1 ρk,
so that it M invertible if none of the ρk vanishes, with

M−1ij =
1
ρi
+
1
ρn
, i 6= j,
M−1ii =
1
ρn
,
(5.17)
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after having taken into aount the exlusion ondition
∑n
k=1 ρk = 1. Sine every line k or olumn k sums
to ρkρn > 0, all the eigenvalues are stritly positive, and hene M(ρ) ows a real square-root matrix M
1
2 (ρ).
Proposition 5.4. Let φk, k = 1, . . . , n−1 denote a set of C∞ bounded funtions of the real variable x ∈ [0, 1],
{wki , k = 1, . . . , n−1} a set of independent identially distributed Bernoulli random variables with parameters
1/2, taking at time t values in {−1/2, 1/2}. Then there exists a probability spae, suh that
1
N
n,N∑
k=1
i=1
φk(
i
N
)Jki ǫ =
1
N
n−1,N∑
k=1
i=1
ψkn(
i
N
)
[
J k(ρ( i
N
))ǫ +
√
2Dǫ
n−1∑
l=1
M
1
2
kl
(
ρ
( i
N
))
wli
]
+O(N−2), a.s., (5.18)
The lines of arguments bare some features in ommon with the ones proposed in [14℄ (to study utuations
at steady state). Reall, by law of large numbers, that orrelations are negligible and do not aet the
expression of the deterministi urrents (5.8). This justies the mapping (5.18). On the other hand, the
alulation of oeents M
1
2
ij is done by omparing h
(N)
t,ǫ in (5.16) with
E
[
exp
( 1
N
n−1,N∑
k=1
i=1
ψkn
( i
N
)√
2DǫM
1
2
kl(
i
N
)wli
)]
= exp
(Dǫ
N2
n∑
kl
φk
( i
N
)
Qkl
( i
N
)
φl
( i
N
)
+ o(ǫ)
)
,
beause M
1
2
is symmetri and
n−1∑
kl
ψkn
( i
N
)
Mklψln
( i
N
)
=
n∑
kl
φk
( i
N
)
Qkl
( i
N
)
φl.
Setting, for k = 1, . . . , n− 1,
Y (N)k (x, t)
def
=
1√
N
[xN ]∑
i=1
wki ,
the orresponding spae time white noise proesses
W k(x, t) = lim
N→∞
dY (N)k
dx
(x, t),
desribe urrent utuations in the ontinuous limit.
5.4 Marosopi utuations
Two main quantities with be explored in this setion: the Lagrangian and the large deviation funtional.
5.4.1 The Lagrangian
The preeding setion provides us with all oeients required to ahieve an informal derivation of the
Lagrangian [3℄ desribing the urrent utuations. Given the empirial measure
ρ(N)k (x, t)
def
=
1
N
n∑
i=1
Xki (t)δ
(
x− i
N
)
,
and assuming the system admits a hydrodynamial desription in terms of a density eld ρk(x, t), the
statement in [3℄ says that there is a large deviation priniple for the stationary measure. In other words, the
probability that the measure ρ(N)k deviates from the hydrodynami density prole ρk is exponentially small
and given by
P
{
ρ(N)(t) ≃ ρˆ(t), t ∈ [t1, t2]
} ≃ e−NI[t1,t2](ρˆ),
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where
I[t1,t2](ρˆ) =
∫ t2
t1
L(ρˆ(t), ∂tρˆ(t))dt.
Here the deviation from hydrodynami solutions is due to urrent utuations.
Writing ▽−1 def= ∫ x0 , the quantity▽−1 ∂ρˆ(N)k∂t +J k(ρˆ), represents the utuations of the urrent Jk. Reversing
the relationship between urrent utuations and white noise proess leads formally to
W l(x, t) ≃
√
ǫ
2DN
n−1∑
k=1
M
− 12
lk
(
▽−1 ∂ρˆk
∂t
+ Jk(ρˆ)
)
, l = 1, . . . , n− 1. (5.19)
Then, replaing (5.19) in the joint distribution of {W k(x, t);x ∈ [0, 1], k = 1, . . . , n− 1} , we obtain
L(ρˆ(t), ∂tρˆ(t))dt = 1
2
∫ 1
0
dxdt
n−1∑
k=1
(
W k(x, t)
)2
=
1
4D
∫ 1
0
dxdt
n−1∑
k=1
(n−1∑
l=1
M
− 12
lk ▽−1
∂ρˆk
∂t
+ Jk(ρˆ)
)2
,
where ǫ has been identied with dt and dx with 1/N . Then, the symmetry of M−
1
2
, the form (5.17) of M−1
and the exlusion onstraint
n∑
k=0
▽−1 ∂ρˆk
∂t
+ Jk(ρˆ) = 0,
lead to the nal ompat form
L(ρˆ, ∂tρˆ) = 1
4D
∫ 1
0
dx
n∑
k=1
(
▽−1 ∂ρˆk∂t + Jk(ρˆ)
)2
ρˆk
.
5.4.2 Hamilton-Jaobi equation and large deviation funtional
Here we proeed as in [3℄. Let πk, the onjugate variable of ρk,
πk(x, t)
def
=
∂L(ρ, ∂tρ)
∂∂tρk(x, t)
.
The Hamiltonian is then given by
H({ρk, πk}) def=
∫ 1
0
dx
n∑
k=1
πk(x, t)∂tρk(x, t)− L.
Algebrai manipulations lead to the expression
H({ρk, πk}) =
∫ 1
0
dx
[
∂xπkJk(ρ) +Dρk
(
∂xπk
)2]
.
Then the large deviation funtional F , satisfying
P (ρ(N) ≃ ρ) ≃ e−NF(ρ),
might be derived as in [3℄, from the following regular variational priniple
F(ρ) = inf
ρˆ
I[−∞,0](ρˆ),
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where the minimum is taken over all trajetories ρˆ onneting the stationary deterministi equilibrium proles
ρ¯k to ρ. This means that F and the ation funtional I must satisfy the related Hamilton-Jaobi equation
H
(
{ρk, ∂F
∂ρk
}
)
= 0.
In addition, one an hek the relation
F = U − S,
where 

U =
∫ 1
0
dx
∫ x
0
∑
k 6=l
αklρk(x)ρl(y)dy,
S = −
∫ 1
0
dx
n∑
k=1
ρk log ρk,
a form already enountered in the reversible ase, see equation (3.10). Indeed, when the proess is reversible,
U is translation invariant (i.e. independent of the initial integration point, here set to zero), and so
∂x
∂F
∂ρk(x)
= − Jk
Dρk
.
This approah ould be used to analyse the non-reversible ase.
6 Conluding Remarks
In this report we strove to put forward some tehniques, and to extend methods to takle the problem
of mapping disrete model to ontinuous equations. Even in the ontext of a very spei model, namely
stohasti distortions of disrete urves, some diult questions remain.
• The determination of the invariant measure in the general ase, at the disrete level, whih would
generalize the totally asymmetri ase [17, 26℄.
• The analysis of Hamilton-Jaobi equations to obtain a kind of ontinuous ounterpart of the invariant
measures, namely large deviation funtionals.
With regard to hydrodynami limits, there is a puzzling issue, namely when partile-speies diuse at various
speeds, in what we alled the heterodiusive ase. For many one-dimensional models, it is well known that
a single slow partile may onsiderably modify the marosopi behavior of the system (see e.g. [25℄). For
the time being, our approah is restrited to diusive one-dimensional systems. Yet, other salings (like
Euler), as well as proesses in higher dimension, are denitely worth being studied. in partiular, it ould
be interesting to deal with more realisti exlusion proesses, for instane those enountered in the eld of
tra modelling. Besides, the analysis of irreversible invariant states in terms of yles in a state-graph
might well be extended to takle asep on losed networks.
Referenes
[1℄ P. Arndt, T. Heinzel, and V. Rittenberg, Stohasti models on a ring and quadrati algebras.
the three-speies diusion problem, J. Phys. A: Math. Gen., 31 (1998), pp. 833843.
[2℄ C. Berge, Théorie des Graphes et ses Appliations, vol. II of Colletion Universitaire des Mathéma-
tiques, Dunod, 2ème ed., 1967.
[3℄ L. Bertini, A. De Sole, D. Gabrielli, G. Jona Lasinio, and C. Landim, Current utuations
in stohasti lattie gases, Phys. Rev. Lett., 94 (2005), p. 030601.
34 Referenes
[4℄ P. Billingsley, Convergene of Probability Measures, Wiley Series in Probability and Statistis, John
Wiley & Sons In., seond ed., 1999.
[5℄ J. Burgers, A mathematial model illustrating the theory of turbulenes, Adv. Appl. Meh., 1 (1948),
pp. 171199.
[6℄ M. Cliny, B. Derrida, and M. R. Evans, Phase transition in the ABC model, Phys. Rev. E, 67
(2003), pp. 61156133.
[7℄ A. De Masi and E. Presutti, Mathematial Methods for Hydrodynami Limits, vol. 1501 of Leture
Notes in Mathematis, Springer-Verlag, 1991.
[8℄ B. Derrida, C. Enaud, and J. L. Lebowitz, The asymmetri exlusion proess and brownian
exursions, J. Stat. Phys., 115 (2004), pp. 365382.
[9℄ B. Derrida, M. R. Evans, V. Hakim, and V. Pasquier, Exat solution for 1d asymmetri exlusion
model using a matrix formulation, J. Phys. A: Math. Gen., 26 (1993), pp. 14931517.
[10℄ B. Derrida and K. Mallik, Exat diusion onstant for the one-dimensional partially asymmetri
exlusion model, J. Phys. A: Math. Gen., 30 (1997), pp. 10311046.
[11℄ S. Ethier and T. Kurtz, Markov Proesses, Charaterization and Convergene, John Wiley & Sons,
1986.
[12℄ M. R. Evans, D. P. Foster, C. Godrèhe, and D. Mukamel, Spontaneous symmetry breaking in
a one dimensional driven diusive system, Phys. Rev. Lett., 74 (1995), pp. 208211.
[13℄ M. R. Evans, Y. Kafri, M. Koduvely, and D. Mukamel, Phase Separation and Coarsening in
one-Dimensional Driven Diusive Systems, Phys. Rev. E., 58 (1998), p. 2764.
[14℄ G. Fayolle and C. Furtlehner, Dynamial Windings of Random Walks and Exlusion Models. Part
I: Thermodynami limit in Z2, Journal of Statistial Physis, 114 (2004), pp. 229260.
[15℄ , Stohasti deformations of sample paths of random walks and exlusion models, in Mathematis
and omputer siene. III, Trends Math., Birkhäuser, Basel, 2004, pp. 415428.
[16℄ , Stohasti dynamis of disrete urves and exlusion proesses. part 1: Hydrodynami limit of
the asep system, Rapport de Reherhe 5793, Inria, 2005.
[17℄ P. Ferrari and J. Martin, Stationary distribution of multi-type totally asymmetri exlusion pro-
esses. math.PR/0501291.
[18℄ C. Godrèhe and J. Luk, Nonequilibrium dynamis of urns models, J. Phys. Cond. Matter, 14
(2002), p. 1601.
[19℄ O. Kallenberg, Foundations of Modern Probability, Springer, seond edition ed., 2001.
[20℄ M. Kardar, G. Parisi, and Y. Zhang, Dynami saling of growing interfaes, Phys. Rev. Lett., 56
(1986), pp. 889892.
[21℄ F. P. Kelly, Reversibility and stohasti networks, John Wiley & Sons Ltd., 1979. Wiley Series in
Probability and Mathematial Statistis.
[22℄ C. Kipnis and C. Landim, Saling limits of Interating Partiles Systems, Springer-Verlag, 1999.
[23℄ R. Lahiri, M. Barma, and S. Ramaswamy, Strong phase separation in a model of sedimenting
latties, Phys. Rev. E, 61 (2000), pp. 16481658.
[24℄ T. M. Liggett, Stohasti Interating Systems: Contat, Voter and Exlusion Proesses, vol. 324 of
Grundlehren der mathematishen Wissenshaften, Springer, 1999.
[25℄ K. Mallik, Shoks in the asymmetry exlusion model with an impurity, J. Phys. A: Math. Gen., 29
(1996), pp. 53755386.
[26℄ K. Mallik, S. Mallik, and N. Rajewsky, Exat solution of an exlusion proess with three
lasses of partiles and vaanies, J. Phys. A: Math. Gen., 32 (1999), pp. 83998410.
Referenes 35
[27℄ J. Murray, Mathematial Biology, vol. 19 of Biomathematis, Springer-Verlag, seond ed., 1993.
[28℄ W. Rudin, Funtional Analysis, International Series in Pure and Applied Mathematis, MGraw-Hill,
seond ed., 1991.
[29℄ P. S. private ommuniation.
[30℄ H. Spohn, Large Sale Dynamis of Interating Partiles, Springer, 1991.
