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Abstract
Social media corpora pose unique challenges
and opportunities, including typically short
document lengths and rich meta-data such as
author characteristics and relationships. This
creates great potential for systematic analy-
sis of the enormous body of the users and
thus provides implications for industrial strate-
gies such as targeted marketing. Here we
propose a novel and statistically principled
method, clust-LDA, which incorporates au-
thorship structure into the topical modeling,
thus accomplishing the task of the topical in-
ferences across documents on the basis of au-
thorship and, simultaneously, the identifica-
tion of groupings between authors. We de-
velop an inference procedure for clust-LDA
and demonstrate its performance on simulated
data, showing that clust-LDA out-performs the
“vanilla” LDA on the topic identification task
where authors exhibit distinctive topical pref-
erence. We also showcase the empirical per-
formance of clust-LDA based on a real-world
social media dataset from Reddit.
1 Introduction
Targeted marketing has become one of the most
prevalent strategies among consumer brands due
to the efficiency of reaching audiences on digi-
tal media. With exponentiating numbers of on-
line users engaging in social media and social net-
work sites such as Twitter1 and Reddit2, and the
enormous volumes of content contributed by them
in real time about subjects ranging from breaking
news to trends in entertainment, social media cor-
pora possess abundant information to inform cor-
porate strategy and marketing. Efficient and ef-
fective text mining from these sources allows us
to augment human interpretation with mathemat-
ical representations of the latent structure of the
1https://twitter.com
2https://www.reddit.com
data, enabling us to gauge psychographic and be-
havioral tendencies of the underlying population,
and apply targeting strategies, such as personal-
ized advertising or niche marketing.
Probabilistic topic models such as Latent
Dirichlet Allocation (LDA) are commonly used
for analyzing the thematic structure of traditional
large text corpora (Blei, 2012). However, social
media corpora can pose distinctive challenges for
topic models. The often-short length of the doc-
uments and the informal adherence to standard
lexica induce high sparsity in the observed word
co-occurrence matrices. Meanwhile, some social
networks provide rich ancillary information about
each document such as the characteristics of and
the relationships between their authors.
Much research has been done to improve the
success of topic models on social media and sim-
ilar corpora by incorporating additional meta-data
about documents, and relationships between docu-
ments, into the model structure. The Author-topic
model, in particular, creates structure at the au-
thor level by associating each author in the corpus
with their own topic distribution (Rosen-Zvi et al.,
2004). Such structure, pooling across the high-
resolution document level to support inference at
the low-resolution author level, is particularly use-
ful in support of targeted advertising to social me-
dia users. Nevertheless, social media corpora of-
ten have few documents per author to support ac-
curate inference at the user level (Volkova et al.,
2014). The motivates inference at even lower res-
olution, such as the grouping of authors.
In this paper, we propose a new topic model,
clust-LDA, which groups authors into clusters
with differentiated topic distributions. This ap-
proach simultaneously addresses the following
motivations:
1. Jointly and coherently model both the under-
lying text structure and author group struc-
ar
X
iv
:1
81
0.
02
71
7v
1 
 [c
s.I
R]
  5
 O
ct 
20
18
ture of the corpus;
2. Aggregate information hierarchically, yield-
ing representations of the corpus at multi-
resolutions from document, to author, and to
group.
3. Pool information on the basis of authorship
and author similarity to aid in the topical in-
ference on short-length documents.
In particular, the first of these motivations fa-
cilitates targeted marketing strategies based on au-
dience segmentation. Segmented strategies differ-
entiate messaging and bidding at the group-level
based on clustering in user behavior. By directly
modeling user group-level structure in textual dis-
cussions, topic model inferences can be used for
marketing segmentation.
In the following article, we review related work,
introduce the clust-LDA model, explore its theo-
retical performance using simulated data, and fi-
nally demonstrate its application to real world data
collected from Reddit.
2 Related Work
LDA. Probabilistic models have been widely ap-
plied in the field of semantic analysis (Hofmann,
1999; Blei et al., 2003; Sun et al., 2012). In par-
ticular, LDA (Blei et al., 2003) has gained great
popularity due to its interpretability and flexibility.
LDA assumes that each document in a corpus is
structured by a unique, underlying mixture of top-
ics, where the topics are characterized by distinct
distributions over the words in the vocabulary. For
each word in a document, its topic is determined
by the document-specific mixture that comes from
a Dirichlet distribution, and subsequently the word
is sampled from the topic-specific word distribu-
tion.
The original formulation of LDA (“vanilla”
LDA) has been broadly extended for a variety of
tasks in text analysis. Blei et al. (2004) generalized
the topic structure of LDA into a hierarchy based
on the nested Chinese restaurant process. Blei and
McAuliffe (2008) introduced supervised LDA to
incorporate the value of a response variable for
each document. Blei and Lafferty (2007) imposed
correlation among topics via the logistic normal
prior in Correlated Topic Model (CTM). Roberts
et al. (2013) further extended CTM to yield the
STM, which incorporated document-level covari-
ates and has yielded a wide range of flexibility and
applications (Roberts et al., 2014a,b).
Author, community and clustering analysis. In-
ference on the authorship and the communities or
clusters within the authorship of corpora has also
attracted great interests. Rosen-Zvi et al. (2004)
first proposed the Author Topic (AT) model to
incorporate the authorship of the documents into
vanilla LDA by establishing multinomial distri-
bution over topics for each author. Seroussi
et al. (2012) extended AT to model the author-
specific topic distribution disjointly. These meth-
ods and others incorporate author-level informa-
tion about documents, but do not consider the un-
derlying structure among authors.
A number of methods have been proposed to
study the community structure among authors. Liu
et al. (2009) combined an observed community
structure of authors with LDA through a topic-
link formulation. Similarly, Lim et al. (2016) ex-
plicitly modeled follower networks alongside a
Dirichlet process formulation of text documents
and McCallum et al. (2007) modeled topics along-
side sender-recipient links. Li et al. (2011) and Yin
et al. (2012) further integrated community model-
ing and LDA to facilitate latent community detec-
tion.
Few past works have aimed at unsupervised
clustering or grouping of authors to aggregate
high-resolution information (individual, short doc-
uments) based on topic models to enable more
accurate topical inference. Most existing meth-
ods(Jin et al., 2011; Xie and Xing, 2013; Yin and
Wang, 2014; Zuo et al., 2016) focused on cluster-
ing at the document level without considering au-
thorship. Karandikar (2010) explored techniques
for clustering documents and authors in social me-
dia data independently, without seeking a joint
model.
3 Method
The clust-LDA model aims at aggregating infor-
mation across documents generated by the same
author, and inferring a shared characterization of
related authors based on the similarity in their doc-
uments. We extend the AT model by introduc-
ing an additional hierarchy, a latent author clus-
ter/group, and perform inference on a joint model
for author clustering and topic modeling.
3.1 Generative model
We provide a graphical representation of clust-
LDA in Figure 1. The generative process is as fol-
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Figure 1: Graphical representation of the clust-LDA model.
lows:
1. For topic k ∈ {1, . . . ,K} and vocabulary
size V ,
(a) Draw word distribution φk ∼
Dirichlet(β), where φk is V -length
vector;
2. For each group A ∈ {1, . . . , NA},
(a) Draw cluster-level topic weight γA ∼
NK(0, σ
2
0IK);
3. For each author a ∈ {1, . . . , Na},
(a) Draw group assignment distribution
ψa ∼ Dirichlet(η);
(b) Draw the latent group membership
Aa ∼ Multinom(ψa);
4. For each document d ∈ {1, . . . , D},
(a) Draw the document-level topic
distribution θa,d|Aa, γAa ∼
logNormal(γAa ,Σ);
(b) For each token n ∈ {1, . . . , Nd},
i. Draw the topic za,d,n ∼
Multinom(θa,d);
ii. Draw the word wa,d,n|(za,d,n =
k) ∼ Multinom(φk).
The capitalized letters Φ, Θ, Γ, Ψ, Z, W de-
note the collections of their lower-case param-
eter/observation counterparts, i.e. (φk), (θa,d),
(γAa), (ψa), (za,d,n), (wa,d,n) respectively.
3.2 Inference: Expectation Conditional
Maximization Algorithm
We adopt a Gibbs-style iterative algorithm (or ex-
pectation conditional maximization, ECM) to in-
fer the latent group label A given the topic struc-
ture, i.e., the Cluster step (C-step), and the topic
model given the group membership, i.e. the Topic
step (T-step).
3.2.1 Cluster step
Conditional on the parameters and variables from
the topic model (Φ,Θ,Γ, Z), the posterior
p(A,Ψ|Φ,Θ,Γ, Z,W ) ∝ p(Θ|Γ, A)p(A|Ψ)p(Ψ),
which is equivalent to a Gaussian mixture model
(GMM) with latent group labelA and observations
Θ such that
log(θa,d)|Aa, γAa ∼ N(γAa ,Σ)
Aa|ψa ∼ Multinom(ψa)
ψa ∼ Dirichlet(η).
The expectation maximization (EM) algorithm
provides the estimation for the posterior mode in
the C-step (see (Benaglia et al., 2009)).
3.2.2 Topic step
Conditional on the group labels,
p(Φ,Θ,Γ, Z|W,Ψ, A) ∝ p(Φ)p(Γ)
p(Θ|Γ, A)p(Z|Θ)p(W |Z,Φ),
which is equivalent to the STM under a simpli-
fied configuration, in particular, an STM with each
document’s prevalence covariate set to its author’s
categorical group label, and no topical content
modeling. Specifically, the generative process for
the equivalent STM is:
1. For topic k ∈ {1, . . . ,K},
(a) Draw word distribution φk ∼
Dirichlet(β);
2. For each document d ∈ {1, . . . , D} with its
author being a, and author group being Aa,
(a) Denote the document covariate Xd =
(xd,1, . . . , xd,NA)
T , where xd,A = 1 if
and only if A = Aa;
(b) Draw the document-level topic distribu-
tion θa,d|Xd,Γ ∼ LN(ΓXd,Σ);
(c) For each token n ∈ {1, . . . , Nd},
i. Draw the topic za,d,n ∼
Multinom(θa,d);
ii. Draw the word wa,d,n|za,d,n = k ∼
Multinom(φk).
The conditional STM can be readily inferred
through variational methods based on a partially-
collapsed EM as in Roberts et al. (2014a).
3.3 Diagnostics
Here we discuss several diagnostics for model
convergence and address the issue of multi-
modality in the joint model.
3.3.1 Convergence
One of the major concerns with LDA-based topic
model is the non-identifiability or weak identifi-
ability of the model (Roberts et al., 2016). In
the case of clust-LDA, the label-switching issue
in inferring author groups adds additional layer of
complexity. The large dimensionality of model pa-
rameters in the LDA component renders it diffi-
cult to apply to clust-LDA traditional diagnostics
for algorithm convergence, such as L2-difference
of estimated parameters in consecutive steps. As
one of our major goals is to cluster the authors
into groups, we compare the Rand index (Rand,
1971), a label-free cluster similarity measure, be-
tween successive iterations as one diagnostic of
convergence.
Define the convergence diagnostic at step t as
D
(t)
c = RI(A(t−1), A(t)), where RI is the Rand
index and A(t) is the inferred cluster labels at step
t. We halt the iteration between C-step and T-step
when D(t)c > 1− . In practice, we can take  = 0
for stability in author clustering.
3.3.2 Multi-modality
The iterative optimization and EM inference algo-
rithm for the posterior mode only guarantees dis-
covery and exploration around a local optimum,
rather than the global optimum. One common
approach for the global mode search is to per-
form multiple initializations. However, with the
strong multi-modality and non-identifiability is-
sues of LDA-based models, the variability of the
converged models is high and, while a variety of
options have been proposed (Wallach et al., 2009;
Mimno and Blei, 2011), a widely accepted quanti-
tative method to evaluate model fitness is lacking.
In practice, human-driven qualitative investigation
of the inferred topics and corresponding keywords
is common best practice (Chang et al., 2009), de-
spite obvious drawbacks of subjectivity and ineffi-
ciency. Here we propose two quantitative diagnos-
tics to evaluate fitness among the converged mod-
els from multiple initializations.
For the m-th initialization, suppose
1. The fitted logliklihood Dlikm = l(Θˆ;W,a),
where l is the logliklihood function of the
joint model, and the Θˆ is the estimates for all
parameters. We choose the best fitted model
from mlik = argmaxmDlikm ;
2. The clustering dispersion Ddipsm = SSWSSB =∑D
j=1 ‖θˆa,d−exp{γˆAa}‖2/D∑NA
i=1 ‖ exp{γˆi}− ¯exp{γˆ}‖2/NA
, which measures
the ratio between the within-cluster dis-
tance and between-cluster distance of data
points. We choose the best fitted model from
mdips = argminmD
dips
m ;
4 Experimental Results
4.1 Simulated Data
To evaluate the performance of our model and al-
gorithm, we simulate synthetic datasets from the
generative process of clust-LDA. We set K = 5
topics, NA = 3 author groups; for hyper param-
eters, we set β = 1 and vary η and σ20 . Note
that larger values of η lead to less variance in ψa,
i.e., greater similarity in topics, while larger values
of σ20 indicate stronger document-level noise. For
each dataset, we simulate D = 852 documents
from Na = 489 authors, on average Nd = 20.
The scale of the synthetic dataset is motivated by
the size of a representative thread from the Reddit
network.
We adopt the iterative algorithm described in
Section 3, and the Rand index-based diagnosticDc
for convergence. For each combination of hyper-
parameter settings (η, σ20), we simulate n = 20
datasets and, for each dataset, M = 20 initializa-
tions. We choose the best fitted model based on
the fitted log-likelihood Dlik.
First, we report the clustering accuracy of clust-
LDA based on the Rand index between the author
group membership inferred by clust-LDA and the
true simulated membership in Figure 2. In gen-
eral, clust-LDA is able to provide accurate clus-
tering with average Rand index RI > 0.9 when
the noise level and cluster topic similarity level
are mild (η < 1, σ0 < 1). As the noise in-
creases or the cluster variance decreases, the top-
ics become more similar, raising the difficulty for
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Figure 2: Efficiency of clust-LDA in recovering true author
group assignments as a function of the hyperparameters σ0
(top) and η (bottom), measured by the Rand index and aver-
aged across simulated datasets.
inference. The average RI therefore decreases in
these circumstances, as demonstrated in the figure.
Notably, the variance in the clustering accuracy
across the simulated datasets is rather consistent,
which indicates the robustness and stability of the
clustering method.
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Figure 3: The average MAE of the author-group level topic
distribution (γ) on author level across simulated datasets, for
varying values of the hyperparameters σ0 (top) and η (bot-
tom), comparing clust-LDA with vanilla LDA and AT.
We also evaluate the estimation accuracy of
clust-LDA on the cluster-level topic distribution
parameter Γ = (γ1, γ2, γ3) as measured by the
mean absolute error (MAE). We compare the per-
formance of clust-LDA with the vanilla LDA and
AT models in Figure 3. For a fair comparison with
these two benchmark methods, the MAE is de-
fined as MAE = 1Na
∑
a ‖γˆAa − γAa‖1, where,
for clust-LDA, γˆAa is the estimated topic distribu-
tion of the inferred group of author a; for AT, γˆAa
is the estimated author-level topic distribution; and
for vanilla LDA, γˆAa is estimated by the average
of the document-level topic distribution θˆd across
the documents of author a. Note that all three
methods are compared at the level of the topic dis-
tribution for each author for fairness and no extra-
neous information (e.g. the true cluster labels) is
included for the MAE evaluation of any method.
Both the AT and vanilla LDA are implemented by
the stm R package (Roberts et al., 2014a).
In general, clust-LDA shows strong advantages
over two benchmark methods in terms of the
MAE, especially when the noise level or the clus-
ter similarity are low to moderate (σ0 < 10, or
η < 2). As the noise level increases (σ0 > 10),
LDA gradually converges to the performance of
clust-LDA as the marginal value of information
provided by author clustering decreases. Such ob-
servation gives us confidence in clust-LDA for im-
proved topical inference on corpora with strong
and distinctive author grouping characterization.
4.2 Reddit Data
We confront clust-LDA with a real world sample
dataset from the Reddit network. To test the
performance of our method, we combine the
comments of three Reddit forums (“subreddits”)
of television shows, namely Evangelion (https:
//www.reddit.com/r/evangelion/),
It’s Always Sunny in Philadelphia (https:
//www.reddit.com/r/IASIP/), and The
Simpsons (https://www.reddit.com/
r/TheSimpsons/). The integrated corpus
contains 6,997 comments (documents) from
1,662 Reddit users (authors) with a vocabulary
of 1,093 words, after removing stop words and
low-frequency words (less than 10 counts in the
corpus). We run clust-LDA on the integrated
corpus (with all three shows) with the number of
topics K = 20, number of groups NA = 3, and
M = 20 initializations.
Table 1: Contingency table of inferred cluster and observed
subreddit membership by clust-LDA, in percentages (%)
Subthread Cluster I Cluster II Cluster III
Evangelion 7.56 6.19 87.22
Sunny 42.25 21.48 41.03
Simpsons 53.37 25.69 18.38
We report the results of the inferred topic model
and cluster features in Tables 2 - 1 and Figure 4.
If we take the subreddit identity to be the ground
truth of an author group, the Rand index between
the assumed group labels and our inferences is
RI = 0.63 for the model with the minimum dis-
persion (Dm). Table 1 summarizes the correspon-
dence between the inferred clusters and the orig-
inal subreddits for all the documents, while Fig-
ure 4 illustrates this relationship. Cluster III corre-
sponds closely to the subreddit of Evangelion, in-
Table 2: Top words per topic, topic distributions per cluster, and TV show associations inferred by clust-LDA (labeled when
strongly identifiable).
Topic Top words Cluster I Cluster II Cluster III TV show
1 want well right shit last 0.051 0.054 0.040 –
2 eva use seri anim evangelion 0.025 0.021 0.051 Evangelion
3 like look lot find mani 0.057 0.061 0.049 –
4 peopl charact even way still 0.049 0.042 0.050 –
5 get think never mean rememb 0.053 0.051 0.049 –
6 pretti work back sure yes 0.049 0.050 0.047 –
7 just year mayb let guess 0.047 0.048 0.046 –
8 mcdonald god bitch buy car 0.012 0.020 0.009 Sunny
9 asuka rei fuck nge unit 0.023 0.024 0.055 Evangelion
10 realli feel alway new sinc 0.043 0.035 0.039 –
11 time show got favorit tell 0.048 0.041 0.039 –
12 also actual said around bad 0.040 0.045 0.036 –
13 one watch will first two 0.058 0.046 0.048 –
14 make can thing much yeah 0.051 0.052 0.046 –
15 know now probabl play done 0.049 0.044 0.047 –
16 mac charli denni frank man 0.081 0.109 0.048 Sunny
17 shinji end need seem happen 0.027 0.025 0.057 Evangelion
18 love see good come scene 0.063 0.066 0.046 –
19 say someth thank movi reason 0.052 0.057 0.044 –
20 episod season best simpson better 0.079 0.062 0.043 Simpsons
dicating that most comments about Evangelion are
strongly clustered together under the clust-LDA
model. This observation is also reflected in Ta-
ble 2, which shows that the top weighted words
among the top topics of Cluster III include a great
number of keywords specific to Evangelion, such
as shinji, gendo, kaworu, asuka, and evangelion.
In contrast, Clusters I & II are shown to be nearly
even mixtures of content from the other two sub-
threads. The top weighted topics of Clusters I &
II overlap heavily. While the clusters are mixed,
some of the topics are strongly associated with in-
dividual shows. Topic 20 and Topic 16 contain
the keywords specific to The Simpsons and It’s Al-
ways Sunny in Philadelphia, respectively (Table
2). Such results may attribute to the varying iden-
tifiability of the three subreddits: Evangelion is a
Japanese cartoon series that contains lots of dis-
tinctive keywords in Japanese, while the other two
are American TV comedies with more common-
ality in discussion keywords, themes, and topics.
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Figure 4: Author-cluster illustration. Scatter plot of author-
level topic distributions based on the first two principle com-
ponents. Different colors and shapes indicate different clust-
LDA inferred clusters (left) and original subreddit labels
(right).
5 Discussion
Throughout the experiments on clust-LDA, we as-
sumed the number of cluster NA is known and
fixed. Yet in real application, the determination of
cluster number NA is a generic challenge for un-
supervised learning tasks and has been extensively
studied. One suggestion in practice is to adopt es-
tablished diagnostics such as AIC, BIC, silhouette
or gap statistics (Kodinariya and Makwana, 2013;
Rousseeuw, 1987; Tibshirani et al., 2001) to de-
termine NA in the C-step. Detailed discussion is
provided in the Supplement.
6 Conclusion
In this article, we present clust-LDA, a joint model
for inference on both the topic structure and the
author group/cluster of text datasets. Clust-LDA
introduces a latent author group/cluster hierarchy
to the traditional LDA model to discover and char-
acterize groups of authors in terms of their topi-
cal preferences. Through experimental studies on
synthetic data and empirical samples of Reddit so-
cial network data, we have shown that clust-LDA
is effective in extracting author groupings and the
topical preferences of authors, particularly when
author groups exhibit well-separated topical pref-
erences and the noise level is relatively low. This
indicates that clust-LDA is most useful for short-
length, non-prolific (low number of documents per
author) copora where the similarity among texts is
best characterized by grouping of authors.
With the ever-growing abundance of short-
length social media data, clust-LDA can serve
as a tool for text mining efforts that focus on
author characterization and can particularly aid
segmentation-based targeted marketing strategies.
References
Tatiana Benaglia, Didier Chauveau, David Hunter, and
Derek Young. 2009. mixtools: An R package for
analyzing finite mixture models. Journal of Statis-
tical Software 32(6):1–29. https://doi.org/
10.18637/jss.v032.i06.
David M. Blei. 2012. Probabilistic topic models. Com-
munications of the ACM 55(4):77–84. https:
//doi.org/10.1145/2133806.2133826.
David M Blei and John D Lafferty. 2007. A corre-
lated topic model of science. The Annals of Applied
Statistics 1(1):17–35. https://doi.org/10.
1214/07-AOAS114.
David M Blei, Andrew Y Ng, and Michael I Jor-
dan. 2003. Latent Dirichlet allocation. Jour-
nal of Machine Learning Research 3(Jan):993–
1022. https://doi.org/10.1162/jmlr.
2003.3.4-5.993.
Jonathan Chang, Sean Gerrish, Chong Wang, Jordan L
Boyd-Graber, and David M Blei. 2009. Reading tea
leaves: How humans interpret topic models. In Ad-
vances in Neural Information Processing Systems.
Curran Associates Inc, Red Hook, NY, pages 288–
296.
Thomas L Griffiths, Michael I Jordan, Joshua B Tenen-
baum, and David M Blei. 2004. Hierarchical topic
models and the nested Chinese restaurant process.
In Advances in Neural Information Processing Sys-
tems. MIT Press, Cambridge, MA, pages 17–24.
Thomas Hofmann. 1999. Probabilistic latent semantic
indexing. In Proceedings of the 22nd Annual Inter-
national ACM SIGIR Conference on Research and
Development in Information Retrieval. ACM, New
York, NY, pages 50–57. https://doi.org/
10.1145/312624.312649.
Ou Jin, Nathan N Liu, Kai Zhao, Yong Yu, and Qiang
Yang. 2011. Transferring topical knowledge from
auxiliary long texts for short text clustering. In
Proceedings of the 20th ACM international confer-
ence on Information and knowledge management.
ACM, New York, NY, pages 775–784. https:
//doi.org/10.1145/2063576.2063689.
Anand Karandikar. 2010. Clustering short status mes-
sages: A topic model based approach. Ph.D. thesis,
University of Maryland.
Trupti M Kodinariya and Prashant R Makwana. 2013.
Review on determining number of cluster in k-
means clustering. International Journal of Advance
Research in Computer Science and Management
Studies 1(6):90–95.
Daifeng Li, Ying Ding, Cassidy Sugimoto, Bing He,
Jie Tang, Erjia Yan, Nan Lin, Zheng Qin, and Tianxi
Dong. 2011. Modeling topic and community struc-
ture in social tagging: The TTR-LDA-Community
model. Journal of the American Society for Infor-
mation Science and Technology 62(9):1849–1866.
https://doi.org/10.1002/asi.21581.
Kar Wai Lim, Wray Buntine, Changyou Chen, and Lan
Du. 2016. Nonparametric Bayesian topic modelling
with the hierarchical Pitman–Yor processes. Inter-
national Journal of Approximate Reasoning 78:172–
191.
Yan Liu, Alexandru Niculescu-Mizil, and Woj-
ciech Gryc. 2009. Topic-link LDA: joint mod-
els of topic and author community. In Pro-
ceedings of the 26th Annual International Con-
ference on Machine Learning. ACM, New York,
NY, pages 665–672. https://doi.org/10.
1145/1553374.1553460.
Jon D Mcauliffe and David M Blei. 2008. Super-
vised topic models. In Advances in Neural Infor-
mation Processing Systems. Curran Associates Inc,
Red Hook, NY, pages 121–128.
Andrew McCallum, Xuerui Wang, and Andre´s
Corrada-Emmanuel. 2007. Topic and role discov-
ery in social networks with experiments on enron
and academic email. Journal of Artificial Intelli-
gence Research 30(1):249–272. https://doi.
org/10.1613/jair.2229.
David Mimno and David Blei. 2011. Bayesian
checking for topic models. In Proceedings
of the 2011 Conference on Empirical Meth-
ods in Natural Language Processing. Association
for Computational Linguistics, Stroudsburg, PA,
pages 227–237. http://www.aclweb.org/
anthology/D11-1021.
William M Rand. 1971. Objective criteria for the
evaluation of clustering methods. Journal of the
American Statistical Association 66(336):846–850.
https://doi.org/10.2307/2284239.
Margaret E Roberts, Brandon M Stewart, and Dustin
Tingley. 2014a. stm: R package for structural
topic models. R package version 0.6 http://
structuraltopicmodel.com/.
Margaret E Roberts, Brandon M Stewart, and Dustin
Tingley. 2016. Navigating the local modes of
big data. In R. Michael Alvarez, editor, Com-
putational Social Science: Discovery and Predic-
tion, Cambridge University Press, New York, NY,
pages 51–97. https://doi.org/10.1017/
CBO9781316257340.004.
Margaret E Roberts, Brandon M Stewart, Dustin Tin-
gley, Edoardo M Airoldi, et al. 2013. The structural
topic model and applied social science. In Advances
in Neural Information Processing Systems Workshop
on Topic Models: Computation, Application, and
Evaluation. Curran Associates Inc, Red Hook, NY.
Margaret E Roberts, Brandon M Stewart, Dustin
Tingley, Christopher Lucas, Jetson Leder-Luis,
Shana Kushner Gadarian, Bethany Albertson, and
David G Rand. 2014b. Structural topic models
for open-ended survey responses. American Jour-
nal of Political Science 58(4):1064–1082. https:
//doi.org/10.1111/ajps.12103.
Michal Rosen-Zvi, Thomas Griffiths, Mark Steyvers,
and Padhraic Smyth. 2004. The author-topic model
for authors and documents. In Proceedings of the
20th Conference on Uncertainty in Artificial Intelli-
gence. AUAI Press, Arlington, Virginia, pages 487–
494.
Peter J Rousseeuw. 1987. Silhouettes: a graphi-
cal aid to the interpretation and validation of clus-
ter analysis. Journal of Computational and Ap-
plied Mathematics 20:53–65. https://doi.
org/10.1016/0377-0427(87)90125-7.
Yanir Seroussi, Fabian Bohnert, and Ingrid Zuker-
man. 2012. Authorship attribution with author-
aware topic models. In Proceedings of the 50th
Annual Meeting of the Association for Computa-
tional Linguistics: Short Papers-Volume 2. Asso-
ciation for Computational Linguistics, Stroudsburg,
PA, pages 264–269. http://www.aclweb.
org/anthology/P12-2052.
Yizhou Sun, Hongbo Deng, and Jiawei Han.
2012. Probabilistic models for text mining.
In Charu C. Aggarwal and Chengxiang Zhai,
editors, Mining Text Data, Springer, Boston,
MA, pages 259–295. https://doi.org/10.
1007/978-1-4614-3223-4_8.
Robert Tibshirani, Guenther Walther, and Trevor
Hastie. 2001. Estimating the number of clusters in
a data set via the gap statistic. Journal of the Royal
Statistical Society: Series B (Statistical Methodol-
ogy) 63(2):411–423. https://doi.org/10.
1111/1467-9868.00293.
Svitlana Volkova, Glen Coppersmith, and Benjamin
Van Durme. 2014. Inferring user political prefer-
ences from streaming communications. In Proceed-
ings of the 52nd Annual Meeting of the Associa-
tion for Computational Linguistics. Association for
Computational Linguistics, Stroudsburg, PA, pages
186–196. https://doi.org/10.3115/v1/
P14-1018.
Hanna M Wallach, Iain Murray, Ruslan Salakhutdinov,
and David Mimno. 2009. Evaluation methods for
topic models. In Proceedings of the 26th Annual
International Conference on Machine Learning.
ACM, New York, NY, pages 1105–1112. https:
//doi.org/10.1145/1553374.1553515.
Pengtao Xie and Eric P Xing. 2013. Integrating doc-
ument clustering and topic modeling. AUAI Press,
Arlington, Virginia, pages 694–704.
Jianhua Yin and Jianyong Wang. 2014. A Dirich-
let multinomial mixture model-based approach for
short text clustering. In Proceedings of the 20th
ACM SIGKDD international conference on Knowl-
edge discovery and data mining. ACM, New York,
NY, pages 233–242. https://doi.org/10.
1145/2623330.2623715.
Zhijun Yin, Liangliang Cao, Quanquan Gu, and Jiawei
Han. 2012. Latent community topic analysis: Inte-
gration of community discovery with topic model-
ing. ACM Transactions on Intelligent Systems and
Technology (TIST) 3(4):63. https://doi.org/
10.1145/2337542.2337548.
Yuan Zuo, Junjie Wu, Hui Zhang, Hao Lin, Fei Wang,
Ke Xu, and Hui Xiong. 2016. Topic modeling of
short texts: A pseudo-document view. In Proceed-
ings of the 22nd ACM SIGKDD international con-
ference on knowledge discovery and data mining.
ACM, New York, NY, pages 2105–2114. https:
//doi.org/10.1145/2939672.2939880.
