Abstract. In this paper we present a variational approach to accurately estimate the motion vector field in a image sequence introducing a second order Taylor expansion of the flow in the energy function to be minimized. This feature allows us to simultaneously obtain, in addition, an estimation of the partial derivatives of the motion vector field. The performance of our approach is illustrated with the estimation of the displacement vector field on the well known Yosemite sequence and compared to other techniques from the state of the art.
Introduction
Optic flow estimation is a problem that has focused the attention of many researchers in the domain of image processing, probably due to the huge amount of applications in which the estimated displacement between consecutive frames is an important source of information. In this sense, many different approaches have been presented in the literature, starting from classical methods like the ones proposed by Horn and Schunck [1] or by Lucas and Kanade [2] , trying either to overcome some limitations of the existing methods or to exploit some a priori information in order to improve the accuracy on the estimation. For instance, different regularization terms have been proposed in variational approaches like in [3, 4] , pyramidal decompositions have also been proposed in order to detect large displacements [5, 6] or spatio-temporal regularization constraints have also been taken into account [7, 8] .
In this paper, we propose a variational formulation to accurately estimate the motion vector field in a image sequence introducing a second order Taylor expansion of the flow in the energy function to be minimized. This feature allows us to simultaneously obtain, in addition, an estimation of the partial derivatives of the motion vector field. This idea is quite interesting in the field of fluid dynamics, since partial derivatives is an important source of information in this field as they appear in the Navier-Stokes equations and other intersting parameter such as divergence, vorticity, strain rate tensor and dissipation rate. Moreover, since a regularity constraint is also imposed on the second order flow parameters, the estimated flow will better preserve the continuity behavior assumed in fluid dynamics.
The paper is organized as follows. In section 2, we describe the details of our variational approach and the way we have adapted the energy function to be minimized in order to directly estimate significative fluid parameters such as vorticity and strain rate tensor components. In section 3, we present numerical experiments on synthetic and real data and we analyze the behavior of the proposed method in comparison with other standard techniques described in the literature. Finally, in section 4, we present the main conclusions of the paper.
A Variational Approach for Second Order Motion Estimation
To estimate the optic flow of a given sequence we propose a variational approach based on the minimization of an energy function E(ũ) defined for each point x 0 with the special fact that it depends not only on the displacement vector compo-
T , as shown in the following equation:
where I 1 (x) is the first image of the sequence and I 2 (x) is the following frame, where the time increment from frame to frame is assumed to be normalized (Δt = 1), K σ (x − x 0 ) is a Gaussian kernel with standard deviation σ which weighs the pixels in the domain Ω(x 0 ) centered at point x 0 . Hence, the goal is to find the components of vectorũ, that is, the displacement and its partial derivatives such that minimize the error between I 1 (x) and I 2 (x) displaced by the unknown flow. At a first glance, the dependence on the partial derivatives (u x , u y , v x , v y ) might seem a redundant operation since they can be computed from the obtained motion vector field. However, it can be shown that numerical differentiation of the estimated motion vector field yields to inaccurate results mainly due to undesired numerical error amplification [9] .
Energy Minimization
In order to be able to obtain the six components vector of unknownsũ
T that minimize Eq. 1 we formulate the solution at step n + 1 as a function of the solution at step n and the six components vector of residuals
T computed at each step, as shows the following expression:ũ n+1 =ũ n +h .
Then, introducing Eq. 2 in Eq. 1 we are able to obtain an iterative operator towards the local minimum of the energy function similar to a gradient descent algorithm [10] . But first, the following approximations are still necessary to simplify the term that depends on I 2 (x) in order to obtain our iterative operator:
To simplify notation, let us define I n 2 as:
where the vector x − x 0 has been decomposed into their components (x− x 0 , y − y 0 ) T . The partial derivatives are denoted as:
Then, using the new notation, the solution at step n + 1 can be approximated by its Taylor expansion overũ n to provide:
Finally, by using vectorial notation I 2 (x) n+1 can be expressed as:
Hence, introducing Eq. 7 in Eq. 1 we obtain the approximation for the energy function shown in Eq. 9, where, in addition, we introduce a regularization term in the energy function weighted by the parameter α. The role of this regularization term is to provide at every point a smooth vector field, by means of an additional constraint on the norm of the vectorh, which is forced to be as small as possible. In this sense, the parameter α determines the importance of this additional constraint on the vector field.
This formulation allows us to easily obtain an analytical expression to compute the local minimum of the energy as a function ofh:
which is equivalent to:
This system of equations can be expressed with the standard matrix notation Ax = b, where the vector of unknowns in this case is the vectorh, while the system matrix and the independent term can be computed as:
The solution of the system of equations is given byh = A −1 b, so we only have to invert the 6 × 6 matrix A or use any other algorithm to solve the system of equations. We observe that if α > 0, matrix A is positive definite and therefore the system of equations is well-posed (it has a unique solution). It means that the parameter α avoids instabilities in the solution of the linear system of equations.
Numerical Implementation
Next, we describe the main steps we followed to derive an efficient algorithm of the method proposed in section 2, including the numerical considerations involved on the computation of integrals and spatial derivatives in the proposed method.
As it can be seen in Algorithm 1, our variational approach starts from an initial estimation of the motion vector field u 0 which can be obtained using any other optic flow estimation method. Then, we start the iterative procedure towards the local minimum of the energy function given in Eq. 1. At each iteration we check the convergence of our algorithm in order to discard the solutions that do not provide the optimal response. This algorithm is then applied for every point in the image (or a grid at a given scale) to obtain the desired first and second order flow parameters estimation, using information within a neighborhood of that point determined by the σ, parameter of the Gaussian kernel. The initialization of the energy at the first step requires the computation of the image derivatives. In our implementation, we have used central finite differences because it is a good compromise between an easy implementation, low time of computation and low error propagation [9] . 
n +h {The method converges towards the solution} Updateũ 
Results
In order to show the performance of the proposed approach, we present here the numerical experiments we have performed to evaluate the accuracy of the method, working on both synthetic and real data. It is interesting to remark that the initial estimation of the flow can be obtained by any desired method, which must be, at least, a rough approximation of the underlying motion vector field so that the algorithm is able to converge. In our work, we use the method described in [11] to achieve such initialization.
Experiment 1: Yosemite Sequence
In our first experiment we use the well-known Yosemite sequence to evaluate the performance of our approach. From a qualitative point of view, it is interesting to notice that the vector field obtained with our approach is usually smoother than the initial estimation. This is more clearly seen on Fig. 1 , where on the left side we represent the angular error between the groundtruth and the initial estimation, while on the right we show the angular error for our response. As it can be seen, this error feature is lower and more regular with our method. From a quantitative point of view, table 1 shows some statistics on the euclidean error (Eq. 14) and the angular error (Eq. 15) for that sequence according to the ideas in [12] . The error was computed removing the clouds in order to be able to provide a meaningful error measure, following the recommendation in [13] . As it can be seen in the referred table, the error rate is lower once we use our method to process the initial vector field.
Experiment 2: Satellite Sequence
Finally, we present the results we obtained with our approach using real satellite image sequence provided by the Laboratoire de Meteorologie Dynamique (LMD) from Paris (France). This data tracks the hurricane Vince that became the first known tropical cyclone to reach the Iberian Peninsula between October 8th and 11th, 2005. The main interest in processing this kind of data is to estimate the cloud motion between consecutive frames. In Fig. 2 we compare the vector field obtained with our approach (represented in yellow, light arrows) with that used to initialize our method (represented in red, dark arrows). As it can be seen, the vector field obtained is more regular than the initial estimated flow. Fig. 2 . Details of the motion vector field in the satellite sequence. In red (dark arrows), we represent the method used to initialize our algorithm and in yellow (light arrows) we display the vector field obtained with our method.
Conclusions
In this paper, we have presented a new variational method to estimate the motion vector field in a image sequence. In this sense, our variational method improves the quality of the motion vector field used as initial estimation introducing a regularity constraint on the first and second order moments of the motion vector field to be estimated. Our quantitative results on synthetic data show the encouraging results we obtain using our method as a post-processing step for the regularization process. The performance of our method is also tested with real satellite image sequences, where the vector fields we obtain also present a regular behavior.
