Abstract: This paper presents a comparative study for very short distance (less than 1 meter) electrical and optical interconnects in terms of channel characteristics. We also predict when and where optical interconnect may replace their electrical counterpart.
Introduction
In the past 10 years, the operating frequency of a CPU has increased from MHz to the GHz range. Efficient utilization of this processing power depends on how well the interconnect scales with the processor performance. Because of the ever increasing data rates, the interconnect systems have evolved from a simple digital data bus to a complicated mini-communication system. Point-to-point links are replacing conventional bus structures; fan-out is no longer the main concern; high speed electrical signaling has experienced significant improvements and I/O design techniques such as pre-emphasis and equalization have become common [1, 2] . These improvements in electrical interconnects present new obstacles for the introduction of optics into in-box interconnects. Therefore, a comparative study based on fundamental material and channel characteristics for point-to-point link is required to understand crossover point between electrical interconnect and optical interconnect.
Theory
Channel capacity is the key factor for interconnect performance evaluation. Shannon's theory, Eq. 1, dictates that the maximum information flux of an error-free channel, C, is determined by the available channel bandwidth, B, and the signal-to-noise ratio, SNR, of the transmitted data.
While electrical and optical interconnects have comparable bandwidth potential due to similarities of the underlying circuit technologies, they are susceptible to different loss and noise mechanisms, which determine their SNR deterioration. Our study focuses on these two criteria.
Electrical and Optical Channel Loss
The unit attenuation of a low loss transmission line is
where R represents the DC and skin effect resistance, G is the dielectric shunt resistance, and Z 0 is the characteristic line impedance. The resistive, skin loss and dielectric loss can be modeled as
where R DC is the DC resistance, , ρ the resistivity of the conductor, l the length of the line, W the conductor width; R s is the skin effect resistance, µ the conductor permeability, W and H the width and the height of the transmission line, f the frequency; C R is the self-capacitance per unit length, and θ is the loss tangent.
Because FR4 is the most widely used printed circuit board material, the electrical interconnects will be represented by a 5 mil FR4 printed circuit board (PCB) trace. The loss due to the presence of discontinuities, such as vias, will not be included in this analysis.
In contrast to electrical interconnects, optical channel loss is frequency independent. The loss of an optical interconnect is a function of the unit attenuation of the transmission media (A media ) and optical coupling loss (L coupling ). The transmission media of the free space system for short reach can be assumed lossless, and therefore the overall signal loss is determined by the coupling loss, which is typically less than 1.5dB per coupling point. A typical number for fiber attenuation is 0.0035dB/m, whereas polymer waveguides have considerably larger unit loss, 1 to 5dB/m.
Noise in optical and electrical channel
The presence of noise in the communication channels imposes further signal integrity degradation on the transmitted signals. There are various noise sources, such as thermal, quantum, simultaneous switching, power and ground noise. However, only the first two constitute a fundamental limit for the electrical and optical channels because the rest are highly dependent on implementation details and an explicit fundamental relation between them and channel capacity is difficult to establish.
Thermal noise is a function of temperature and quantum noise is a function of photon energy. In the electrical channel, photon energy is significantly lower than the thermal energy and therefore, the overall noise power spectral density of the electrical link is determined by the thermal noise. In contrast, optical link performance is limited by the fluctuations in the number of photons, i.e. quantum noise, as the photon energy is well above kT. [3] Fig.1 indicates that the noise power spectral density of an optical channel operating at 850nm (v = 353THz) is 18dB (almost two orders of magnitude) higher than an electrical channel operating at 290K. Consequently, in order to achieve the same bit error rate (BER) performance the optical receivers need 18dB higher signal power than the electrical ones.
Comparative Study and Discussion
Because the calculation of the exact SNR requires assumptions regarding the performance and specifications of a specific technology, which will not suitable to a scalability study, we will use SNR degradation in this analysis since the loss and noise of channel are the fundamental characteristics and they are not related to any specific technology. To explore the effect of dielectric and skin loss in electrical PCB traces, an experimental setup, which includes various length and width traces, has been designed and implemented on an FR4 PCB board. The s-parameter measurements of the traces are performed with a vector network analyzer after following a proper de-embedding methodology. As the results are in close agreement with the predictions of Eq. 2, the subsequent comparisons are based on analytical calculations. Figure 2 shows that in a 40" FR4 transmission line, the dielectric loss becomes a dominant loss factor at data rates beyond 1GHz. Therefore, reducing skin loss by changing the width of high speed electrical traces will not have a significant impact on improving the SNR degradation.
The loss of free-space, fiber, and waveguide optical channels have been evaluated at two different lengths, which represent typical intra-board (10") and backplane (40") interconnects of current multiprocessor systems. The results of subsequent calculations, based on Eq. 4, are summarized in Table 1 . The calculations assume 1.5dB loss at the two coupling points and 0.0035dB/m and 5dB/m material loss for fiber and waveguide links, respectively. The comparison between the losses of electrical and optical channels (Fig.3a) shows that if material loss were the only SNR degradation mechanism, the crossover point would have been at about 1GHz and 2GHz for 40" and 10" links, respectively. For NRZ signal, these are corresponding to 2Gbps and 4Gbps respectively. However, the 18dB difference between the noise power spectral density of the two channels shifts the crossover point to 4GHz (8Gbps NRZ) for 40" interconnects ( Fig. 3b) . For shorter links, 10", the penetration of optics in in-box interconnect can be extrapolated to occur at data rates beyond 20GHz. 4. Conclusion In this study, optical and electrical interconnects have been compared in terms of fundamental limits of their transmission medium. This methodology provides a realistic, circuit implementation independent comparison metric that takes essential signal integrity issues such as signal loss and noise into consideration. The frequency and in most cases length independent nature of optical links enhances their potential for replacing long electrical (PCB) traces in which the frequency dependent dielectric loss prohibits the routing of high speed signals over long distances. Due to the 18dB higher noise power spectral density of the optical link compared to the electrical one, the success of optics largely depends on the further improvement of the optical channel signal integrity. The conducted analyses indicates that, from material loss and noise perspective, the penetration of optics in long (40") and short (10") in-box interconnects is expected at data rates above 5 Gbs and 20 Gbs, respectively. Reliability, cost, and manufacturability are some of the other criterias that will influence the actual crossover point at the board-to-board and on-board level of interconnect. As it is the case with any new technology, even if the technical and cost issues are resolved, the barrier of acceptance will have a significant impact on the practical realization of in-box optical interconnects.
