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Landauer’s erasure principle is a cornerstone of thermodynamics and information theory. Ac-
cording to this principle, erasing information incurs a minimum energy cost. Recently, Vaccaro and
Barnett [Proc. R. Soc 467, 1770 (2011)] explored information erasure in the context of multiple
conserved quantities and showed that the erasure cost can be solely in terms of spin angular mo-
mentum. As Landauer’s erasure principle plays a fundamental role in heat engines, their result
considerably widens the possible configurations that heat engines can have. Motivated by this, we
propose here a novel optical heat engine that operates under a single thermal reservoir and a spin an-
gular momentum reservoir coupled to a three level system with an energy-degenerate ground state.
The proposed heat engine operates without producing waste heat and goes beyond the traditional
Carnot engine where the working fluid is subjected to two thermal baths at different temperatures.
I. INTRODUCTION
Maxwell’s demon, a hypothetical intelligent being that
appears to violate the second law of thermodynamics, has
been widely studied since it was proposed in 1867 [1]. In
the original formulation of this thought experiment, the
being controls a small hole in a division between two por-
tions of a vessel that contains a gas. The being opens and
shuts the hole as individual gas molecules approach it so
that fast molecules pass through the hole in one direc-
tion and slow ones in the opposite direction leading to
one portion of the gas warming up and the other cooling
down. The demon can then extract work from the gas
using a Carnot heat engine. This process contradicts the
Kelvin-Planck statement of the second law of thermody-
namics that it is impossible to extract a net amount of
work from a single thermal reservoir.
Bennett [2] proposed resolution to the paradox lay in
recognizing that the memory of the demon is changed in
the process of determining the speeds of the molecules,
and to complete a full thermodynamic cycle the memory
needs to be reset to its initial state. According to Lan-
dauers principle, any logically irreversible transformation
of classical information is necessarily accompanied by the
dissipation of at least kBT ln(2) of heat per bit, where kB
is the Boltzmann constant and T is the temperature of
the reservoir that absorbs the heat [3]. Bennett gave
a demonstration where the cost of erasing the demon’s
memory is at least as much as the work the demon has
extracted, and so the validity of the Kelvin-Planck state-
ment of the second law is restored.
The role of Maxwell’s demon in the operation of heat
engines has become more transparent over time. For ex-
ample, Mandal and Jarzynski [4] and Strasberg et al. [5]
have recently proposed heat engines in which the working
fluid interacts sequentially with a stream of systems or
reservoirs. The Maxwellian demon in these models oper-
ates autonomously, without external control, and allows
a complete analysis. Recent technological advances in
nanotechnology and photonics have allowed their experi-
mental realizations. For example, an electronic version of
Maxwell’s demon using two coupled single electron tran-
sistors realized by Koski et al. [6] in an experiment where
each SET played the role of the demon or system that the
demon interacts with. A photonic version of Maxwell’s
demon has been realized by Vidrighin et al. [7] in an ex-
periment that extracts work from thermal light. In these
realizations the erasure of the demon’s memory occurs at
a cost in terms of energy.
The association between information erasure and en-
ergy embodied in Landauer’s bound is widely accepted
as a natural one in traditional thermodynamics. How-
ever, in two classic papers, Jaynes [8, 9] formulated a
generalized theory of statistical mechanics using the max-
imum entropy principle where not only energy but all
other measurable conserved quantities can be treated on
an equal footing. In this framework the notion of heat
can be generalized to incorporate an exchange of arbi-
trary conserved quantities such as quantized spin angu-
lar momentum. In other words if there are Nk conserved
quantities associated with the generalized reservoir, then
for the conserved quantity labelled k the corresponding
heat is called the “kth” heat and the corresponding mea-
surement probe is called the “kth” meter [8, 9]. If the
“kth” conserved quantity corresponds to energy then the
corresponding meter is the thermometer.
In 2006 Vaccaro and Barnett [10–13] applied Jaynes’
maximum entropy framework to the problem of eras-
ing information when multiple conserved quantities are
present. Using the generalized Gibbs ensemble they
argued that the cost of erasure can be in terms of a
“kth” conserved quantity. In particular, they described
an information-erasure model based on an energy-
degenerate spin reservoir for which the cost of erasure,
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2Ls, is solely in terms of the dissipation of a minimum
amount of spin angular momentum given by
Ls ≥ γ−1 ln 2 (1)
per bit, where
γ =
1
~
ln
[
N~− 2〈Jˆ (R)z 〉
N~+ 2〈Jˆ (R)z 〉
]
=
1
~
ln
[
1− α
α
]
(2)
is an inverse spin temperature and α denotes the degree
of spin polarization of the spin reservoir. The quantity
Ls is called the spinlabor [14]. It is the spin equivalent
of work and is defined as the amount of spin angular
momentum that is supplied by an external source and
transferred to (i.e. dissipated in) the spin reservoir during
the erasure process. In analogy with the transfer of heat
to a thermal reservoir, the change in the spin angular
momentum of the spin reservoir is called spintherm Qs
[14]. Croucher et al. have shown that Ls is an average
over many erasure processes and that the cost for a single
erasure process has discrete fluctuations that satisfy a
Jarzynski-like equality [14]. If the energy degeneracy of
the spins is broken by a Zeeman field then the erasure will
incur costs in terms of both energy and spin polarization
[11,12].
This new method of erasure allows novel kinds of heat
engines. For example, Vaccaro and Barnett [11] proposed
a heat engine that uses a Maxwell demon to extract work
from a single thermal reservoir and an energy-degenerate
spin reservoir to erase the memory of the demon each cy-
cle. In contrast to Bennett’s resolution [2] of the Maxwell
demon paradox in which the demon produces no net work
output, the proposed spin-heat engine (SHE) gives a net
output of work for an erasure cost in angular momentum.
Following Vaccaro and Barnett’s work [11,12], a num-
ber of groups have explored thermodynamical resource
theories in which there are multiple conserved quanti-
ties and where the conventional thermal reservoir is re-
placed with one satisfying a generalized Gibbs ensemble.
For example, Guryanova et al. [15] showed that each
conserved quantity can be extracted from a generalized
reservoir provided that other conserved quantities are
supplied. In other words, a generalized Gibbs reservoir
can be used to exchange one conserved quantity for an-
other. Their result generalizes and extends the exchange
of angular momentum for work that would operate in
the heat engine proposed by Vaccaro and Barnett [11].
A heat engine that exchanges spin angular momentum
for an induced electrical current in a quantum spin Hall
device has recently been proposed by Bozkurt et al. [16].
Yunger Halpern et al. introduced an approximate mi-
crocanonical ensemble to deal with non-commuting con-
served quantities [17]. Lostaglio et al. have explored
tradeoffs between costs of information erasure in the case
of multiple conserved quantities extending the work of
Vaccaro and Barnett [12], and also highlighted difficul-
ties associated with non-commutativity [18].
In this paper we describe in more detail the concep-
tual basis of the SHE proposed by Vaccaro and Barnett
[11]. This will be the first analysis of a quantum dot heat
engine that is coupled to both thermal and nuclear spin
reservoirs. We first formalize the general operation of the
SHE and give an example in terms of an archetypical op-
tical heat engine in section II. In section III we describe
the theory underpinning a possible realization in quan-
tum dot technology and in section IV we present results
of simulations. We end with a discussion and conclusion
in section V. Technical details are left to an Appendix.
II. CONCEPTUAL BASIS
The general operation of the SHE is best explained
by comparing it to the conventional Carnot heat engine.
Unlike the Carnot heat engine, Fig. 1(a), which operates
between two thermal reservoirs at different temperatures,
the SHE, Fig. 1(b), operates between a single thermal
reservoir and a spin reservoir. In the SHE, a quantity of
heat Qh is extracted from the thermal reservoir and con-
verted entirely to optical work W = Qh which represents
an efficiency of η = W/Qh = 1. The conversion results in
lower entropy and so, by the second law, a compensatory
increase in entropy must appear elsewhere. In contrast
to the case for the Carnot engine where the increase oc-
curs in the cooler thermal reservoir via the delivery of
waste heat, in the SHE the increase occurs as a result of
information erasure which is accompanied by dissipating
an amount of spinlabor Ls as spintherm Qs in the spin
reservoir. Essentially, the entropy is decoupled from the
energy that is extracted from the thermal reservoir and
transferred to the spin reservoir as spintherm Qs. The
net effect is that the thermal reservoir cools down, the
spin reservoir gains entropy which reduces its polariza-
tion, and work is extracted. In the situation where one
considers the execution of multiple engine cycles, then a
careful accounting of the entropy change in the reservoir
becomes important. Such calculation would show how
many cycles the finite nuclear spin reservoir would sus-
tain before the need to be recharged (reset to its initial
fully polarised state). Here, we will consider that the
spin bath is large enough so that a few cycles can be
performed without the need to a reservoir reset.
In the remainder of the paper we will present an analy-
sis for a potential realization of this SHE in quantum dot
(QD) systems. Note however that this archetypical SHE
may also be realized in a number of different technolo-
gies, e.g. semiconductor heterostructures, spin polarized
gases, ion-traps and hybrid optomechanical systems. In
fact, a recent example is the model of a quantum spin Hall
heat engine proposed by Bozkurt et al [16]. Although not
previously noticed by the authors, their model operates
according to the same principles as the SHE [11] and so
we can use it to illustrate the conceptual basis of the
SHE. In their model, the electrons represent the ther-
mal reservoir, and the nuclear spins in the vicinity of the
edge spin currents represent spin reservoirs. The nuclear
spin reservoir induces electrons to undergo a spin flip and
3backscatter from one spin current into the spin current
flowing in the opposite direction. For definiteness, con-
sider spins flipping from up to down (alternatively, down
to up) with respect to an appropriate spin direction and
let the change in chemical potential be ∆. For each elec-
tron taking part in this process, the nuclear spin reservoir
absorbs spintherm of Qs = 1~ (−1~), the thermal reser-
voir supplies the energy needed as heat Q = ∆, and
work of W = ∆ and spinlabor of Ls = −1~ (1~) are
done on the spin currents.
III. QUANTUM DOT SPIN-HEAT ENGINE
A. The system
Working fluid. Three electronic states, viz. |↑〉, |↓〉
and |X〉, of the QD compose the working fluid of our
QD spin-heat engine (qdSHE). Their energy level struc-
ture is depicted in Fig. 2. The states |↑〉, |↓〉 represent
ground-level spin states and |X〉 is an excited state that
has optically allowed transitions from the ground states.
For example, in a negatively-charged self-assembled QD,
the ground states would be |↑〉 = eˆ†↑ |0〉 and |↓〉 = eˆ†↓ |0〉
and the excited state would be an exciton such as |X〉 =
eˆ†↓eˆ
†
↓hˆ
†
3/2 |0〉, where |0〉 represents the crystal ground state
and eˆ†µ, hˆ
†
µ are electron and hole creation operations as-
sociated with spin state µ.
Thermal reservoir. The phonons of the supporting
crystal play the role of the thermal reservoir in our qd-
SHE. For longitudinal acoustic phonons, which are the
main source of dephasing in self-assembled quantum dots,
the interaction between the QD and the phonons is a
Q
h
W = Q -Q
h c
hot reservoir cold reservoir
T
h
Q
c
T
c
(a) Carnot heat engine
thermal reservoir
(spatial d.o.f.)
Q
W = Q
sL
spin reservoir
(internal d.o.f.)
(b) Vaccaro-Barnett spin-heat engine (SHE)
s
spinlabor
spintherm
g
1
T
heat
   working 
fluid
FIG. 1. Conceptual diagrams for (a) a conventional Carnot
heat engine and (b) the Vaccaro-Barnett spin-heat engine that
operates between a thermal reservoir and a spin reservoir. In
(b) the thermal reservoir would typically be represented by a
spatial degree of freedom and the spin reservoir by an inter-
nal degree of freedom, and γ is the inverse spin temperature
associated with the spin reservoir.
spin-boson type [19] and is represented in Fig. 2 by a shift
of ~D1Qˆ1 in the energy of the exciton state |X〉 where Qˆ1
is the position operator of an effective phonon mode and
D1 is a coupling constant; the details of this interaction
are explained in section III C. The phonons are assumed
to be in a thermal state initially, and so the initial mean
and variance of Qˆ1 are 〈Qˆ1〉 = 0 and 〈∆Qˆ21〉 6= 0. How-
ever, laser excitation of the QD induces oscillation in Qˆ1,
and these oscillations manifest non-Markovian behavior
of the phonons over times of order 1 ps. The intense
peaks in a photoluminescence spectrum of this system
correspond to the energy of the exciton at Qˆ1 = 0 and
are called the zero phonon lines.
Spin reservoir. In a negatively-charged QD, the con-
duction band electron has a wave function that extends
over 103 to 105 nuclei [20]. These nuclei constitute the
spin reservoir for the qdSHE. The experimental manip-
ulation of the nuclear spins using conduction band elec-
trons date back to the 1960’s [21]. A technique for polar-
izing the nuclear spins, known as dynamic nuclear polar-
ization (DNP), has been proposed for QDs [20,22] with
the degree of polarization predicted to be up to 99%. In
2010 Chekhovich et al. [23] achieved 65% polarization of
the nuclear spins experimentally. We assume that a tech-
nique like DNP has been carried out prior to operating
the qdSHE and that the ideal case of near perfect nuclear
spin polarization in the z direction has been reached. The
nuclear spin reservoir is represented in the lower portion
of each panel of Fig. 2 by the mean total angular mo-
mentum I and its projection onto the z axis.
B. Operating cycle of the qdSHE
The spin-boson character of the phonon-QD interac-
tion, which is represented in Fig. 2 by the effective mode
causing a fluctuating shift in the energy of the exciton
|X〉, means that the phonons do work on the QD during
the times when the energy of the exciton is being raised.
The qdSHE exploits this property by purposely driving
population into the exciton when its energy is lower than
average, and driving it out of the exciton when its energy
has been raised. This results in a three-stage cycle con-
sisting of a heat extraction stage, a work output stage
and an erasure (or resetting) stage. A cycle of operation
of the qdSHE begins with the QD in the ground state |↑〉
as depicted in Fig. 2(a)
Heat extraction. This stage is designed to allow the
phonons to do work on the QD, on average. A laser
that is red-detuned by ∆E from the zero phonon line
of the |↑〉 ↔ |X〉 transition, as depicted in Fig. 2(b),
is directed at the QD. It induces significant population
transfer only when the fluctuating shift in the energy of
|X〉 compensates for the detuning. Any population that
is transferred to |X〉 is subject to the fluctuating energy
shifts induced by the effective phonon mode. The effec-
tive phonon mode does ∆E of work on the transferred
population, on average, in raising its energy to the time-
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FIG. 2. Stages of the qdSHE. The interaction between the
QD and the phonons is represented by a dynamic shift in the
energy of the exciton state. The nuclear spins, which are ini-
tially polarized in the direction of the z axis, are represented
by their total spin angular momentum I and its projection
onto the z axis. Panel (a) represents the beginning of a cycle,
(b) represents the extraction of ∆E of heat by a red detuned
laser, (c) represents the conversion of the extracted heat to
∆E of optical work by an on-resonance laser, and (d) repre-
sents the spin exchange between the QD and the nuclei that
erases information left in the QD. The size of the green disc
symbolizes the relative population in each state of the working
fluid.
averaged value of the state |X〉.
Optical work output. For this stage, a laser that is
resonant with the zero phonon line of the transition |↓〉 ↔
|X〉, as depicted in Fig. 2(c), transfers population from
|X〉 to |↓〉. The duration of the stage is timed so that as
much of the population in |X〉 is transferred. The work
of ∆E appears as increased coherent light.
Erasure (or resetting). The spin-exchanging hyper-
fine interaction between the nuclei and the electron of
the QD is ever present. However, it occurs on a time
scale of nanoseconds which is much slower than the tens
of picoseconds time scale of the laser pulses and picosec-
ond time scale of the phonons and so its effect is neg-
ligible during the previous stages. The erasure stage,
represented in Fig. 2(d), consists simply of waiting for
a duration of the order of tens of nanoseconds to allow
the hyperfine interaction to bring the spin of the electron
into equilibrium with the spins of the nuclei.
In the remainder of this section we describe the phonon
and nuclear spin interactions with the QD.
C. Modelling the QD-phonon interaction
There have been a number of studies of the role of
phonons in the photoluminescence induced in QDs, both
in the presence of an optical cavity or otherwise [24–
34]. The interaction between the longitudinal acoustic
phonon modes and the electronic system is described by a
spin-boson coupling whose strength depends on the elec-
tronic spatial wave functions [19]. The ground electronic
states have the same orbital wave function and so they
couple equally to the phonon modes. Provided the elec-
tron lies predominately in the ground states for a time
longer than the coherence time of the phonon modes, the
phonon modes will find an equilibrium that incorporates
the deformation due to the ground states; the details of
this argument can be found, e.g., in appendix B of [32]
and also section III of [35]. We assume that this is the
case here, and so essentially the phonon coupling to the
electronic states can be incorporated in a modified cou-
pling to the exciton state alone.
As shown in Fig. 2, at various times a coherent laser
drives the transition between one of the ground states
and the exciton state. The corresponding Hamiltonian
describing the electronic system, phonon bath and a laser
field system is given, in the rotating frame with respect
to the laser frequency and after making the rotating wave
approximation, by
Hˆep = ~Ωµ(σˆ+µ + σˆ−µ ) + |X〉 〈X|
[
~∆µ +
∑
k
~λk(bˆ†k + bˆk)
]
+
∑
k
~ωk bˆ†k bˆk, (3)
where ∆µ, Ωµ and σ
+
µ = |X〉 〈µ| = (σˆ−µ )† are the de-
tuning of the laser, Rabi frequency and raising operator
associated with the laser-driven transition |µ〉 ↔ |X〉 for
µ =↑ or ↓, λk is the modified phonon coupling param-
eter for the exciton state, and bˆ†k, bˆk are the creation
and annihilation operators of the phonon mode with mo-
mentum indexed by k. Eq. (3) shows that the coupling
between the phonon modes and the QD results in the
energy of the exciton state being shifted by a weighted
sum of phonon position operators (bˆ†k + bˆk)/
√
2. As the
position is inherently oscillating, the energy of the exci-
ton state |X〉 is represented in Fig. 2 as being attached
to the end of a spring.
The correlation time of the phonons is of the order
of picoseconds which is sufficiently long for the correla-
tions between them and the quantum dot to be impor-
tant for the operation of the qdSHE. A non-Markovian
treatment of the phonons is therefore needed. There
are many ways this can be done. For example, non-
Markovian master equations can be based on perturba-
tive expansions of a memory kernel [36]. Microscopic
methods to simulate non-Markovian dynamics include
non-equilibrium Green’s functions [37], numerically ex-
act deterministic iterative path integral schemes [38], and
path integral quantum Monte-Carlo methods [39]. How-
ever, these approaches are often numerically expensive
to implement. The chain representation of open quan-
tum systems offers an alternate technique for simulating
the short time quantum dynamics accurately with rela-
tive computational ease [40]. The philosophy behind it is
5similar to the time dependent density matrix renormal-
ization group methods where the bath is discretized and
the spectral density is evaluated recursively until the de-
sired convergence is obtained. The key advantage of the
chain representation is that the dynamics can be often
accurately obtained using a truncated Hilbert space [40].
Here we adopt the truncated chain representation de-
veloped by Burghardt and coworkers [40–48] to model
the non-Markovian QD-phonon interaction. In this ap-
proach, the weighted sum of phonon position operators
appearing in Eq. (3) is identified as the position operator
Qˆ1 of an effective mode where
Qˆ1 =
1
D1
∑
k
λk(b
†
k + bk) , (4)
D21 =
∑
k
|λk|2 . (5)
The momentum operator and angular frequency associ-
ated with the mode are given by
Pˆ1 =
i~
2D1
∑
k
λk(b
†
k − bk) , (6)
ω˜21 =
1
D21
∑
k
ω2k|λk|2 (7)
where [Qˆ1, Pˆ1] = i~. This effective mode is used to de-
fine an infinite chain of orthogonal effective modes that
comprise different linear combinations of the momentum
modes. The Hamiltonian in Eq. (3) then takes the fol-
lowing form (in mass-weighted coordinates [40])
Hˆep = ~Ωµ(σˆ+µ + σˆ−µ ) + |X〉 〈X| (~∆µ + ~D1Qˆ1)
+
1
2
∑
n
[Pˆ 2n + ω˜
2
nQˆ
2
n] , (8)
where the last term represents the phonon bath Hamil-
tonian in terms of the position and momentum operators
Qˆn and Pˆn, and frequencies ω˜n, of the effective modes
[49].
In our case, it is sufficient to retain only the most sig-
nificant non-Markovian effects and these are obtained by
truncating the chain after just the first effective mode.
Following the treatment of Hughes et al. [40], this en-
tails redefining our system Hamiltonian to include only
the phonon operators Qˆ1 and Pˆ1, i.e.
Hˆ(1)ep = ~Ωµ(σˆ+µ + σˆ−µ ) + |X〉 〈X| (~∆µ + ~D1Qˆ1)
+
1
2
[Pˆ 21 + ω˜
2
1Qˆ
2
1] , (9)
and relegating the remaining effective modes to a Marko-
vian treatment. The relegated modes constitute a resid-
ual phonon bath that induces phenomenological damping
in the first effective mode. Using J(ω) =
∑
k |λk|2δ(ω −
ωk) with the spectral function for the longitudinal acous-
tic phonons J(ω) = αpω
3e−ω
2/2ω2b , where αp is a coupling
parameter and ωb is a high frequency cutoff [28]. The
equations Eqs. (5) and (7) are calculated using the fol-
lowing integrals,
D21 =
∫ ∞
0
J(ω)dω = 2αpω
4
b (10)
ω˜21 =
∫ ∞
0
ω2J(ω)dω = 8αpω
6
b . (11)
Following Ref. [40], we use the technique known as
Markovian closure, where the chain of effective phonon
modes is terminated by its interaction with a Markovian
system that represents the residual phonon bath, to ob-
tain the master equation for the density operator describ-
ing the state, ρ, of the QD and the first effective mode
as follows:
∂ρˆ
∂t
=
1
i~
[Hˆ(1)ep , ρˆ] +
γR
2
L(σˆ−↑ ) +
γR
2
L(σˆ−↓ )
+
γph
i~
[Qˆ1, [Pˆ1, ρˆ(t)]+]− 2γphEth~2 [Qˆ1, [Qˆ1, ρˆ(t)]],
(12)
where Hˆ
(1)
ep is given by Eq. (9), L(Oˆ) = 2OˆρˆOˆ†− Oˆ†Oˆρˆ−
ρˆOˆ†Oˆ is the Lindblad superoperator, γR is the radiative
decay rate from the exciton to each ground state, γph is
the friction coefficient that represents the coupling be-
tween the first effective mode and the residual phonon
bath, [·, ·] and [·, ·]+ are the commutator and anticom-
mutator, respectively, and Eth is the mean equilibrium
energy of the first effective mode given by [40]
Eth =
~Ω˜1
2
coth
(
~Ω˜1
2kBT
)
. (13)
D. Modelling the QD-nuclear spin interaction
The third stage of the QHE, where the QD returns to
its initial state |1〉, is represented by panel (d) of Fig. 2. It
involves a controlled electron-nuclear spin flip mediated
by the spin polarised nuclei. The coupling of an electronic
spin to a nuclear spin reservoir is known as the central
spin problem and is important for quantum memories
and exploiting entanglement in quantum computing. In
our case, we are interested in the nuclear spin reservoir
serving as an entropy sink for the electron in the QD.
The scheme is, in its ideal form, a unitary one which
accumulates entropy in the nuclear spin reservoir in a way
that can be compared with algorithmic cooling [50]. The
Hamiltonian describing the interaction between the QD
electron and the nuclear spins in an external magnetic
field is given by [51]
Hˆen = g
∗µBB0Sˆz +
∑
j
[
gnµnB0Iˆ
(j)
z + 2ajSˆz Iˆ
(j)
z
+ aj(Sˆ+Iˆ
(j)
− + Sˆ−Iˆ
(j)
+ )
]
(14)
6where B0 is the magnitude of a magnetic field directed
along the z axis, j indexes each nucleus, Sˆµ and Iˆ
(j)
µ
are the spin operators for the electron and jth nucleus
where µ = z, + or − labels a component of spin, raising
or lowering operator, respectively, aj =
1
2Av0|ψ(rj)|2 is
the (real) one-electron hyperfine interaction coefficient
due to a nucleus at position rj , v0 is a volume of a unit
cell, ψ(r) is the wave function of the electron, and A is
the hyperfine contact interaction. The magnitude of the
effective magnetic field (in the z direction) seen by the
electron is given by
Bˆeff = B0 − 1
g∗µB
∑
j
aj Iˆ
(j)
z
and so
Hˆen = g
∗µBBˆeff Sˆz + gnµnB0
∑
j
Iˆ(j)z
+
∑
j
aj(Iˆ
(j)
− Sˆ+ + Iˆ
(j)
+ Sˆ−) .
We set the value of B0 to satisfy
g∗µB〈Bˆeff〉 = gnµnB0 , (15)
so that the eigenstates of Sˆz and Iˆ
(j)
z have approximately
the same energy gap and the electron-nuclei interaction
spin exchange is energy conserving. Transforming to a
rotating frame at angular frequency gnµnB0/~ and mak-
ing the rotating wave approximation gives the effective
Hamiltonian as
Hˆ(eff)en =
∑
j
aj(Iˆ
(j)
− Sˆ+ + Iˆ
(j)
+ Sˆ−) . (16)
We assume that B0 satisfies the condition in Eq. (15)
throughout the operation of the heat engine. Essentially
the field B0 counteracts the Overhauser shift in the elec-
tron states and results in degenerate electronic states as
depicted in Fig. 2.
IV. SIMULATIONS OF THE qdSHE
We have simulated the operation of the qdSHE by
numerically computing solutions of the master equation
Eq. (12) for a number of parameter regimes. In all cases
we use the following typical values [28] for self-assembled
QD: αp/(2pi)
2 = 0.06 ps2, cutoff energy ~ωb ≈ 1.48 meV,
and effective mode frequency ω˜1 =
√
5 meV/~. We ex-
amine each stage of the qdSHE separately below.
The solution ρˆ(t) of Eq. (12) allows us to monitor the
evolution of the working fluid through the populations
ρ↑↑, ρ↓↓ and ρXX in the electron states |↑〉, |↓〉 and |X〉,
respectively, where
ρµµ(t) = Tr(|µ〉 〈µ| ρˆ(t)) (17)
for µ =↑, ↓ orX. It also allows us to monitor the behavior
of the effective mode. We monitor the absorption of heat
from the phonons by calculating the value of the mean
phonon number, N(t) = Tr(Nˆ ρˆ(t)), of the first effective
mode over time. The phonon number operator is given
in terms of the mass-weighted coordinates Pˆ1 and Qˆ1 by
Nˆ = Pˆ 21 +ω˜
2
1Qˆ
2
1− 12 . The figures below display the change
in the mean phonon number
∆N(t) = N(t)−N0 (18)
where N0 = N(0). We also monitor the oscillations in
the position of the effective mode by plotting
Q1(t) = Tr(Qˆ1ρˆ(t)) . (19)
A. First stage: extracting heat
The first stage entails irradiating the QD with a laser
field of Rabi frequency Ω1 = 0.75 meV/~, and optical
frequency ωl which is red detuned from the |↑〉 ↔ |X〉
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FIG. 3. Simulations of the first stage (heat extraction) of the
qdSHE. The panels show the dynamics for different combina-
tions of temperature, T = 150 K (upper panels) and T = 60 K
(lower panels), and friction coefficient, γph = 0.001 meV (left
panels) and γph = 0.1 meV (right panels). We use ~Ω1 = 0.75
meV. The population of the ground state ρ↑↑ (blue curves)
reduces as the population of the exciton state ρXX (red) in-
creases. The change in the mean phonon number ∆N1 (ma-
genta) shows that heat is absorbed as the exciton population
ρXX increases. Oscillations in the mean position of the effec-
tive mode Q1 (black, dashed) are more damped for the higher
friction coefficient (right panels).
7transition by ∆E/~, where ∆E = 2 meV, as shown in
Fig. 2(b). The corresponding effective Rabi frequency is
Ω =
√
∆2 + Ω1
2 ≈ 2 meV/~ gives the highest frequency
of the internal dynamics of the working fluid. The associ-
ated period is commensurate with the phonon coherence
time, which is of order 1 ps, and this justifies our use of
a non-Markovian treatment of the phonons.
Figure 3 compares the ground state population ρ↑↑
(blue curve), exciton population ρXX (red curve), change
in mean phonon number ∆N1 (magenta) and mean posi-
tion of the effective mode Q1 (black, dashed) for different
combinations of temperature T and friction coefficient
γph. For T = 60 K, ~γph = 0.001 meV, panel (a), almost
50% percent of the ground state population is transferred
to the exciton state at t ≈ 10 ps, and for T = 150 K,
panel (c), approximately 60% population is transferred
at a slightly earlier time. Correspondingly, the change in
mean phonon number ∆N1 reduces showing that heat is
absorbed from the phonons. The non-Markovian nature
of the phonons is manifested in Q1 as oscillations about
a drifting mean. The absorbed heat, population trans-
fer and excursions in Q1 are all less pronounced for the
friction coefficient of γph = 0.1 meV (right panels).
The optimum duration of the first stage corresponds
to a pulse length that gives high exciton population and
phonon absorption. The first stage isn’t stopped exactly
at the maximum number of phonons absorbed as mea-
surements of the exciton population are accessed easier
experimentally. Thus we choose an exciton maxima that
coincides closely to the maximum phonon absorption.
B. Second stage: optical work output
The second stage entails a second laser field of Rabi
frequency Ω2 that is resonant with the zero phonon line
of the |↓〉 ↔ |X〉 transition, as illustrated in Fig. 2(c).
Figure 4 shows a simulation of stage two for the param-
eter combination T = 60 K and ~γph = 0.001 meV. To
minimize radiative decay from the exciton state, the sec-
ond stage begins immediately following the end of the
first stage at the optimum time of t ≈ 8.7 ps. The Rabi
frequency ΩR2 = 4.316 meV/~ is chosen to maximize the
population transfer from |X〉 to |↓〉 and, as such, the
pulse area approximates a pi pulse.
The net result of the first two stages is that ap-
proximately 50% of the population is transferred from
|↑〉 to |↓〉. In this process, thermal phonon energy of
∆E = 2 meV is converted to coherent light by stimu-
lated emission. Loss due to the spontaneous emission is
minimized since the population of |X〉 is negligible at the
end of the second stage.
C. Third stage: information erasure
We focus on the ideal case where the nuclear spins are
initially fully polarised and, to demonstrate the underly-
ing principle as simply as possible, we limit the analysis
to nuclei with a spin quantum number of I = 1/2. We
use the notation |n〉x to represent a collective state of
the nuclei in which n nuclei are in the state |↓〉 and the
remainder are in |↑〉. If n > 0 the subscript x, which is
an n-dimensional vector, is used to uniquely specify one
of many possible collective states with the same z com-
ponent of the total spin angular momentum. We assume
that each nucleus is initially polarised with a z compo-
nent of spin of ~/2 (i.e. in state |↑〉), and write the initial
collective state of all the nuclei as |0〉 ≡ |↑↑↑ · · ·〉.
For the first cycle of the qdSHE, the time evolution of
the electron-nuclear system follows [51]
Uˆ (eff)en (t) |↑, 0〉 = |↑, 0〉 (20)
Uˆ (eff)en (t) |↓, 0〉 = cos(
√
γt) |↓, 0〉 − i sin(√γt) |↑, 1〉0 (21)
where
Uˆ (eff)en (t) = exp[−iHˆ(eff)en t/~] (22)
|1〉0 = Iˆ− |0〉 (23)
Iˆ− ≡ 1√
γ
∑
j
aj Iˆ
(j)
− (24)
γ ≡
∑
j
a2j (25)
and |l, n〉0 represents the tensor product of electron state
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FIG. 4. Simulation of stages 1 and 2. Stage 1 ends at t ≈
8.7 ps and stage 2 begins immediately for panels (a) and (b).
The stage 1 ends t ≈ 9.1 ps and stage 2 begins immediately
for (c) and (d). Population transfer from ρXX to ρ↓↓. The
green curve shows the population in state ρ↓↓. Here we use
~ΩR2 = 4.316 meV.
8|l〉 and nuclear state |n〉0. Notice that the state |↑, 0〉0
is a fixed point of the hyperfine interaction Eq. (16).
Choosing the duration t = pi/(2
√
γ) results the electron
spin being flipped to |↑〉 only if it is initially in the state
|↓〉 and remaining unchanged otherwise, which erases the
memory of the electron, as represented by the mapping
|↑, 0〉 7→ |↑, 0〉 (26a)
|↓, 0〉 7→ −i |↑, 1〉0 . (26b)
The erasure stage is not complete, however, as the hy-
perfine interaction is ever present and the evolution de-
scribed by Eq. (21) beyond the time t = pi/(2
√
γ) would
undo the erasure as the qdSHE undergoes its second cy-
cle. To be more specific, at the end of stage two (panel
(c) of Fig. 2) of the second cycle the system would be in
a statistical mixture of the states |↑, 0〉, |↓, 0〉, |↑, 1〉0 and|↓, 1〉0; in the case of the state |↑, 1〉0 the system would
evolve beyond t = pi/(2
√
γ) according to Eq. (21) back
to |↓, 0〉, whereas the electron needs to remain unchanged
in this case because it is in the desired state |↑〉.
To avoid this problem and complete the erasure stage
at t = pi/(2
√
γ), we would like to perform an operation on
the nuclei that transforms both states |↑, 0〉 and |↑, 1〉0 on
the left sides of Eqs. (26) into fixed points of the hyperfine
interaction. To minimize losses, the desired operation
should not incur a cost in terms of spinlabor or work.
This leaves only the possibility of generating rela-
tive phase shifts between the terms on the right side of
Eq. (23), which can be implemented by briefly applying
an additional magnetic field Bpls that is directed along
the z direction, i.e. Bpls(rj) = Bpls(rj)kˆ where Bpls(rj)
is the magnitude of the field at the position rj of the
jth nucleus. If the duration of this magnetic pulse is
short compared to the spin flopping time of the order of
t ∼ 10 ns, we can ignore the hyperfine interaction dur-
ing the pulse to a good approximation. Experimentally
magnetic pulses can be generated as short as 3 ps [52]
which easily satisfies this condition. We therefore model
the evolution of the nuclei during the pulse according to
the Hamiltonian
Hˆpls = gnµn
∑
j
Bpls(rj)Iˆ
(j)
z . (27)
The effect of the pulse on the electron is the multiplica-
tion of its state by a trivial phase factor, which we ignore
for brevity. The effect on the nuclei is to transform the
state |0〉 into e−iΘτ |0〉, and the state |1〉0 into
|1〉τ = Uˆpls(τ) |1〉0 =
e−iΘτ√
γ
∑
j
aje
−iθjτI(j)− |0〉 (28)
where τ is the duration of the pulse, Uˆpls(τ) = e
−iHˆplsτ/~,
θj ≡ gnµnBpls(rj)/~ and Θ ≡ 12
∑
j θj . The combination
of the hyperfine interaction for t = pi/(2
√
γ) followed by
the magnetic pulse gives the mapping
|↑, 0〉 7→ e−iΘτ |↑, 0〉 (29a)
|↓, 0〉 7→ −i |↑, 1〉τ . (29b)
In Appendix B we show that further time evolution under
the hyperfine interaction results in
Uˆ (eff)en (t) |↑, 1〉τ = |↑, 1〉τ + e−iΘτ
γ˜(τ)
γ
× {[cos(√γt)− 1] |↑, 1〉0 − i sin(
√
γt) |↓, 0〉} (30)
where
γ˜(τ) ≡
∑
j
a2je
−iθjτ . (31)
For suitable choices of the magnetic field Bpls(rj) and the
pulse duration τ the factor γ˜(τ)/γ is negligible. In that
case, the state |↑, 1〉τ is an approximate fixed point of
the hyperfine interaction. As |↑, 0〉 is also a fixed point,
the erasure process is effectively halted by the magnetic
pulse.
We now estimate the condition on the magnetic
field and pulse duration as follows. Using aj =
1
2Av0|ψ(rj)|2, taking the wave function of the electron
to be a spherically symmetric Gaussian, i.e. ψ(x, y, z) =
1/(2piσ2)3/4 exp[−(x2 + y2 + z2)/(4σ2)] where σ is the
standard deviation, treating the magnetic field to vary
linearly along the x direction only, i.e. Bpls(rj) =
bplsxj + C where bpls and C are constants and xj is the
x coordinate of rj , and approximating the sum over j as
a volume integral yields, from Eq. (31),
γ˜(τ) ≈
∫
A2v20
4(2piσ2)3
e−(x
2+y2+z2)/σ2−iφτxdxdydz (32)
=
A2v20
32pi3/2σ3
e−φ
2τ2σ2/4 (33)
where φ ≡ gnµnbpls/~ and, for brevity, we have ignored
the overall phase factor due to the constant C of the
magnetic field. For comparison, the corresponding cal-
culation of γ using Eq. (25) is
γ˜(τ) ≈
∫
A2v20
4(2piσ2)3
e−(x
2+y2+z2)/σ2dxdydz (34)
=
A2v20
32pi3/2σ3
(35)
and so
γ˜(τ)
γ
≈ e−φ2τ2σ2/4 . (36)
For the magnetic pulse to be effective, the right side
should to be negligible compared to unity, and so we
need φτ  1/(2σ), and thus
bplsτ  ~
2gnµnσ
. (37)
In principle, there is no fundamental reason that
would prevent this condition from being achievable, but
whether it can be satisfied in practice is a question of
the available technology. As an example, consider the
9magnetic field generated using pulsed electrical currents.
Imagine a current of I is carried by a nanofabricated
wire that has a circular cross-section of radius R. Lin-
earising the formula for the magnetic field surrounding
a long straight wire gives bpls = µ0I/[2pi(R + r)
2] as an
estimate of the field gradient at a distance from r from
its surface. Hence, in terms of the current pulse the con-
dition Eq. (37) becomes
Iτ  ~2pi(R+ r)
2
2gnµ0µnσ
. (38)
Using R + r = 2σ ≈ 10 nm and gn ≈ 5 (proton value)
gives
Iτ  4× 10−10 As . (39)
To be consistent with our assumption that the dura-
tion of the pulse is much less than the spin flopping time
of 10 ns, we set τ ≈ 1 ns. This gives a condition on
the current of I  0.4 A which appears feasible given
that Wang et al. [52] have produced a current pulse of
20 A that lasted 3 ps. However, their experiment used a
conductor with a cross-section that is much larger than
that assumed here. The difficulty with a wire conductor
with a radius of 10 nm is ohmic heating due to its high
resistance. This issue would have to be addressed before
the erasure scheme was experimentally feasible.
The same erasure process, i.e. evolution described by
the combination Uˆpls(τ)Uˆ
(eff)
en (t) for t = pi/(2
√
γ) and an
appropriate value of τ , is applied in the third stage of
every cycle. This leads to the possibility that 1~ of spin
angular momentum is transferred from the nuclei to the
electron, as represented by the lowering operator Iˆ− in
Eq. (23), in each cycle. Taking account of the evolution
Uˆpls(τ) due to the magnetic pulse then suggests that after
m cycles, the nuclei will be in a mixture of states of the
kind |n〉t for n ≤ m, where
|n〉t =
n∏
j=1
[
Uˆpls(tj)Iˆ−
]
|0〉 (40)
and t = (t1, t2, . . . , tn) is an n-dimensional vector of var-
ious combinations of pulse durations. The order of the
factors in the product in Eq. (40) is defined to follow∏n
j=1 Qˆj = QˆnQˆn−1 . . . Qˆ1. In Appendix B we show
that, provided n is relatively small compared to the total
number of nuclei involved in the hyperfine interaction,
the time evolution of |n〉t is approximated by
Uˆ (eff)en (t) |↑, n〉t = |↑, n〉t (41)
Uˆ (eff)en (t) |↓, n〉t = cos(
√
γt) |↓, n〉t
− i sin(√γt) |↑, n+ 1〉(t,0) , (42)
to order (γ˜(τ)/γ) where
(t, 0) ≡ (t1, t2, . . . , tn, 0) (43)
is an (n + 1)-dimensional vector resulting from the con-
catenation of t with the 1-dimensional zero vector (0).
Eqs. (41) and (42) are in same form as Eqs. (20) and
(21). Applying the magnetic pulse at t = pi/(2
√
γ) yields
the approximate mapping to order γ˜(τ)/γ:
|↑, n〉t 7→ e−iΘτ |↑, n〉t′ (44a)
|↓, n〉t 7→ −i |↑, n+ 1〉(t,τ) . (44b)
where t′ = (t1, t2, . . . , tn+τ). The first and second stages
of the (m+ 1)-th cycle transfer entropy from the phonon
modes to the electron leaving it in a mixture of |↑〉 and
|↓〉. This entropy is transferred to the nuclei in the third
stage as described by Eqs. (44) with appropriate adjust-
ments in the state of the nuclei. Taken together, Eqs. (29)
and (44) confirm that the states |n〉t defined in Eq. (40)
do, in fact, represent the possible states of the nuclei gen-
erated by the operation of the qdSHE, provided the value
of m is small compared to the number of nuclei involved.
V. DISCUSSIONS AND CONCLUSIONS
We can summarise the operating principle of the qd-
SHE rather clearly in terms of the conceptual diagram
in Fig. 1(b). The phonon bath of the crystal support-
ing the QD plays the role of the thermal reservoir and
the nuclear spins play the role of the spin reservoir. The
relative amounts of heat Q, work W , spinlabor Ls and
spintherm Qs involved in the operation of the qdSHE are
as follows. For each photon of energy ~ωl absorbed in the
heat extraction stage Fig. 2(b), a photon of energy ~ωh
is emitted in the optical work output stage Fig. 2(c),
giving an optical work W output equal to the net in-
crease in the total energy of the coherent laser fields, i.e.
W = ~(ωh − ωl). By conservation of energy, the same
quantity of heat Q = ~(ωh − ωl) is absorbed from the
thermal reservoir. There are corresponding changes in
the angular momentum as well (all amounts here are im-
plicitly in terms of the z component). That is, at the end
of the optical work extraction stage, the angular momen-
tum of the electron in the QD is 1~ lower than it was at
the beginning of the cycle Fig. 2(a) and so, by conserva-
tion of angular momentum, the total angular momentum
of the coherent laser fields is larger by 1~. This increase
represents LS = −1~ of spinlabor being done on the QD
by the laser fields. In the erasure stage Fig. 2(d), the
nuclear spins lose 1~ of angular momentum in changing
the state of the QD from |↓〉 to |↑〉. This loss repre-
sents the spin reservoir absorbing spintherm of Qs = 1~.
Hence we have W = Q and Ls = −Qs. An important
point is that changes in the coherent laser fields are in-
terpreted as work W and spinlabor Ls, whereas changes
in the reservoirs are interpreted as heat Q and spintherm
Qs. Essentially, it is that fact that the laser fields are
treated classically with well-defined amplitude and phase
that allows them to be associated with work-like actions.
In contrast, the reservoirs are, in general, described by
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probabilistic properties, and so they are associated with
heat-like quantities.
To conclude, it has only been relatively recently that
attention has been given to the novel possibilities that
arise from Jaynes’ more generalised forms of statistical
mechanics [8, 9]. The first to be studied was the cost
of erasing information by Vaccaro and Barnett [11,12].
They showed that it need not be energy, as described by
Landauer’s erasure principle [3], and that this could be
used to design new types of heat engines. In this paper
we have presented a physical model of such a heat engine
that operates between a thermal and a spin reservoir. It
draws heat from the thermal reservoir and uses a polar-
ized spin reservoir as an entropy sink without producing
any waste heat. In the process, spinlabor is dissipated
as spintherm which is absorbed by the spin reservoir.
These results reinforce the importance of Jaynes’ gener-
alised framework and the potential it has for developing
new ways of dealing with energy and other resources.
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Appendix A: Numerical implementation
For our analysis we need to solve equations (7) and (8)
or (10) and (8), depending on the stage. Equations (7)
and (10) can both be described in general form:
Hˆ ≡(A+BQˆ1)|X〉〈X|+ Hˆ3 + Hˆb. (A1)
Here Hˆ3 involves interactions only within the three-level
system and Hˆb involves interactions only within the bath.
Our numerical implementation involves truncating
the Hilbert space to avoid rapidly damped high-energy
modes. We are thus able to reproduce the important
features of the model in a fast code, with minimal nu-
merical loss of accuracy. The two main features of this
scheme are discussed below.
Truncation of the bath: We first solve Hˆb analytically
to find it solution as a set of Harmonic oscillators which
we denote |n〉 with energy En = S(n+ 12 ). We then write
Hˆb ≈
∑
0≤n<Nc
En|n〉〈n|, (A2)
Qˆ1 ≈
∑
0≤n<Nc
∑
0≤m<Nc
Q1,nm|n〉〈m| (A3)
where Nc is a finite upper limit corresponding to trunc-
tation of energies greater than Ec = S(Nc − 12 ). Here
Q1,nm = 〈n|Qˆ1|m〉.
Equation (A1) can now be rewritten using the product
space |xn〉 ≡ |x〉⊗|n〉 involving all states in the three level
system |x〉 ∈ {|X〉, | ↑〉, | ↓〉} ≡ S3, and the truncated
space |n〉 for 0 ≤ n < Nc for the bath. Thus we may
write
Hˆ ≈
∑
x,y∈S3
∑
0≤n,m<Nc
Hxynm|xn〉〈ym|. (A4)
where, from the form of (A1) we see that
Hxynm =δxXδyY (Aδnm +BQ1,nm)
+H3,xyδnm + δxyδnmEn. (A5)
and H3,xy = 〈x|Hˆ3|y〉. We are thus able to reduce the
full Hamiltonian Hˆ to a 3Nc × 3Nc matrix equation.
Semi-analytic evolution: Equation (8) involves evolu-
tion of the system’s density matrix ρˆ. Using the trunca-
tion scheme described above, we write
ρˆ =
∑
x,y∈S3
∑
0≤n,m<Nc
ρxynm|xn〉〈ym| ≡
∑
I
ρI |xn〉〈ym|
(A6)
where ρxynm = ρ
∗
yxmn follows from Hermiticity. For the
second expression we use I ≡ |xn〉〈ym| for different com-
binations of x, y, n,m leading to 9N2c terms ρI . After
some work, the evolution equation (8) can be written as
∂ρI
∂t
=
∑
J
VIJρJ . (A7)
We now diagonalize 9N2c × 9N2c matrix VIJ to find∑
J
VIJρκ,J =vκρκ,I (A8)
where vκ are the eigenvalues of VIJ and ρκ,I are the ele-
ments of the corresponding eigenvectors. The properties
of the evolution equation ensure that <[vκ] < 0. Now
(A7) can be solved directly giving
ρI(t) =
∑
κ
cκe
vκ(t−t0)ρκ,I , cκ =
∑
J
ξκ,JρJ(t0), (A9)
where ξκ,I are the dual basis vectors for ρκ,I obeying∑
I ξκ,Iρκ′,I = δκκ′ , and ρI(t0) = 〈xn|ρˆ(t0)|ym〉 are the
projected components of the density matrix at initial
time t0.
Clearly any eigenstate κ with a large value for −<[vκ]
will contribute terms that decay quickly in time from
their initial value. We may thus perform a second trun-
cation here. Rather than carrying out a full diagonal-
ization of VIJ (requiring O((9N
2
c )
3) operations) we seek
only its eigenvalue/vector pairs with −<[vκ] sufficiently
small. There are typically a relatively small number Nt of
these, allowing us to evaluate this stage in O(Nt(9N
2
c )
2)
operations.
Combining both truncations allows us to solve the sys-
tem in a highly numerically tractable fashion, typically
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requiring only a few minutes for a well-converged (against
Nc) run on a laptop computer. While the size of the ac-
tive Hilbert space considered here is fairly small by mod-
ern standards, a more accurate understanding of the heat
bath will require several coupled head baths with a signif-
icantly larger active space. Our efficient implementation
will allow improvements to the model to be studied in
these more complex systems.
Appendix B: Details of the third stage
We first need to express the state of the nuclei, defined
in Eq. (40), more conveniently. Expanding the product
and judiciously factoring the unitary operators gives
|n〉t =
[
Uˆpls(tn)Iˆ−
][
Uˆpls(tn−1)Iˆ−
]
· · ·
[
Uˆpls(t1)Iˆ−
]
|0〉
=
[
Uˆpls(T
(t)
n )Iˆ−Uˆ
†
pls(T
(t)
n )
][
Uˆpls(T
(t)
n−1)Iˆ−Uˆ
†
pls(T
(t)
n−1)
]
× · · ·
[
Uˆpls(T
(t)
1 )Iˆ−Uˆ
†
pls(T
(t)
1 )
]
Uˆpls(T
(t)
1 ) |0〉
=
n∏
m=1
[
Uˆpls(T
(t)
m )Iˆ−Uˆ
†
pls(T
(t)
m )
]
Uˆpls(T
(t)
1 ) |0〉 (B1)
where
T (t)m ≡
n∑
j=m
tj (B2)
are partial sums of the elements of the n dimensional vec-
tor t = (t1, t2, . . . , tn). Recalling the definition of the col-
lective lowering operator Iˆ− in Eq. (24) and making use
of Uˆpls(τ) = e
−iHˆplsτ/~, where Hˆpls is given by Eq. (27),
yields
Uˆpls(t)Iˆ−Uˆ†pls(t) =
1√
γ
∑
j
ajUˆpls(t)Iˆ
(j)
− Uˆ
†
pls(t) (B3)
=
1√
γ
∑
j
aje
iθjtIˆ
(j)
− (B4)
where θj = gnµnBpls(rj)~. Inserting this into Eq. (B1)
and using the fact that Uˆpls(t) |0〉 = e−iΘt |0〉 where Θ =
1
2
∑
j θj then gives the desired form as
|n〉t =
e−iΘT
(t)
1
γn/2
n∏
m=1
∑
j
aje
iθjT
(t)
m Iˆ
(j)
−
 |0〉 (B5)
=
e−iΘT
(t)
1
γn/2
∑
j,k,...,`
Iˆ(j,n)Iˆ(k,n−1) · · · Iˆ(`,1) |0〉 (B6)
where the second line contains n nested summations and,
for convenience, we have defined
Iˆ(j,m) ≡ ajeiθjT (t)m Iˆ(j)− . (B7)
Next, we need to evaluate the action of the hyperfine
interaction Uˆ
(eff)
en (t) in Eq. (22), for which the series ex-
pansion is
Uˆ (eff)en (t) =
∞∑
m=0
1
m!
[
−i
√
γt
~
(
Iˆ−Sˆ+ + Iˆ+Sˆ−
)]m
, (B8)
on the states |↑, n〉t and |↓, n〉t. Taking account of the
fact that, when acting on the state |↑〉, the only nonzero
products of the operators Sˆ+ and Sˆ− are given by |↓〉 =
Sˆ− |↑〉, |↑〉 = Sˆ+Sˆ− |↑〉, |↓〉 = Sˆ−Sˆ+Sˆ− |↑〉, . . ., allows us
to write
Uˆ (eff)en (t) |↑, n〉t
=
[ ∞∑
m=0
(−1)m
(2m)!
(√
γt
~
)2m(
Iˆ−Iˆ+
)m]
|↑, n〉t
− i
√
γt
~
Iˆ+
[ ∞∑
m=0
(−1)m
(2m+ 1)!
(√
γt
~
)2m(
Iˆ−Iˆ+
)m]
|↓, n〉t .
(B9)
Similarly, an analogous consideration with respect to the
state |↓〉 leads to
Uˆ (eff)en (t) |↓, n〉t
=
[ ∞∑
m=0
(−1)m
(2m)!
(√
γt
~
)2m(
Iˆ+Iˆ−
)m]
|↓, n〉t
− i
√
γt
~
Iˆ−
[ ∞∑
m=0
(−1)m
(2m+ 1)!
(√
γt
~
)2m(
Iˆ+Iˆ−
)m]
|↑, n〉t .
(B10)
These results reduce the problem to calculating expres-
sions for terms such as Iˆ+ |n〉t, (Iˆ−Iˆ+)m |n〉t, Iˆ− |n〉t, and
(Iˆ+Iˆ−)m |n〉t.
We treat Iˆ− |n〉t first. It follows from the definition of|n〉t in Eq. (40) that
Iˆ− |n〉t = Uˆpls(0)Iˆ−
n∏
j=1
[
Uˆpls(tj)Iˆ−
]
|0〉 (B11)
= |n+ 1〉(t,0) (B12)
where (t, 0) is defined in Eq. (43) as the concatenation of
t with (0).
The analysis of Iˆ+ |n〉t is a little more involved. For this
note that as Iˆ
(r)
− Iˆ
(r)
− = 0 for any value of r, the nonzero
values of the product Iˆ
(j)
− Iˆ
(k)
− · · · Iˆ(`)− of n operators have
the property that the values of the indices j, k, . . . , ` form
a unique set of positive integers and, in particular, this
restricts j from taking on (n − 1) values. Focusing on
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these nonzero products only, we find
Iˆ
(s)
+
(
Iˆ
(j)
− Iˆ
(k)
− · · · Iˆ(`)−
)
|0〉
=
(
δs,jυˆ
(j)
∏
Iˆ
(·)
−
∣∣∣
Iˆ
(j)
− 7→1ˆ
+ δs,kυˆ
(k)
∏
Iˆ
(·)
−
∣∣∣
Iˆ
(k)
− 7→1ˆ
+ . . .
+δs,`υˆ
(`)
∏
Iˆ
(·)
−
∣∣∣
Iˆ
(`)
− 7→1ˆ
)
|0〉 (B13)
where the symbol
∏
Iˆ
(·)
− |Iˆ(m)− 7→1ˆ represents the product
Iˆ
(j)
− Iˆ
(k)
− · · · Iˆ(`)− with the factor Iˆ(m)− replaced with unity.
In deriving Eq. (B13) we have used the facts that both
Iˆ
(m)
+ and Iˆ
(m)
− commute with Iˆ
(r)
− for m 6= r, Iˆ(m)+ Iˆ(r)− =
(|↑〉 〈↑|)(r) ≡ υˆ(r) for m = r, and Iˆ(m)+ |0〉 = 0. Notice
that the right side of Eq. (B13) retains the property of
being zero unless the values of the indices j, k, . . . , ` are
unique. Expanding Iˆ+ |n〉t using the Hermitian conjugate
of Eq. (24) for Iˆ+ and Eq. (B6) for |n〉t, i.e.
Iˆ+ |n〉t =
(
1√
γ
∑
s
asIˆ
(s)
+
)
×
e−iΘT (t)1
γn/2
∑
j,k,...,`
Iˆ(j,n)Iˆ(k,n−1) · · · Iˆ(`,1) |0〉
 ,
recalling the definition Iˆ(j,n) ≡ ajeiθjT (t)m Iˆ(j)− in Eq. (B7),
and then simplifying the result using Eq. (B13) gives
Iˆ+ |n〉t =
e−iΘT
(t)
1
γ(n+1)/2
 ∑
j,k,...,`
a2je
iθjT
(t)
n υˆ(j)
∏
Iˆ(·,·)−
∣∣∣
Iˆ(n,j)− 7→1ˆ
+
∑
j,k,...,`
a2ke
iθkT
(t)
n−1 υˆ(k)
∏
Iˆ(·,·)−
∣∣∣
Iˆ(n−1,k)− 7→1ˆ
+ . . .+
∑
j,k,...,`
a2`e
iθ`T
(t)
1 υˆ(`)
∏
Iˆ(·,·)−
∣∣∣
Iˆ(1,`)− 7→1ˆ
|0〉
(B14)
where the symbol
∏ Iˆ(·,·)− |Iˆ(s,m)− 7→1ˆ represents the prod-
uct Iˆ(n,j)− Iˆ(n−1,k)− · · · Iˆ(1,`)− with the factor Iˆ(s,m)− replaced
with unity, which can be further simplified to
Iˆ+ |n〉t =
n∑
m=1
e−iΘt1δm,1
γ
∑
j
a2je
iθjT
(t)
m υˆ(j)
|n−1〉f(t,m)

(B15)
where f(t,m) = (f1, f2, . . . , fn−1) is an (n − 1)-
dimensional vector derived from t according to
fj =
 tj for 1 ≤ j < m− 1 ,(tm−1 + tm) for 1 ≤ j = m− 1 ,tj+1 for m ≤ j ≤ n− 1 . (B16)
Further simplification is hindered by the fact the state
|n− 1〉f(t,m) is not an eigenstate of υˆ(j). However,
Eq. (B15) can be simplified approximately provided n
is small compared to the total number of nuclear spins
as follows. In each summation in Eq. (B14), the state to
the right of the operator υˆ(s) represents (n− 1) nuclei in
the state |↓〉 and the remainder in |↑〉, and so the result
of the operator is zero for (n − 1) values of s and unity
otherwise. The approximation entails replacing υˆ(s) with
unity which leads to the final simplified result
Iˆ+ |n〉t =
n∑
m=1
e−iΘt1δm,1
γ˜(T
(t)
m )
γ
|n− 1〉f(t,m) , (B17)
where γ˜(t) is defined in Eq. (31), and incurs a relative
error of the order of (n/N) where N is the total number
of nuclei involved in the hyperfine interaction.
It immediately follows from Eqs. (B11) and (B17) that
Iˆ−Iˆ+ |n〉t =
n∑
m=1
e−iΘt1δm,1
γ˜(T
(t)
m )
γ
|n〉g(t,m) (B18)
where g(t,m) = (g1, g2, . . . , gn) is an n-dimensional vec-
tor given by g(t,m) = (f(t,m), 0), i.e.
gj =

tj for 1 ≤ j < m− 1 ,
(tm−1 + tm) for 1 ≤ j = m− 1 ,
tj+1 for m ≤ j ≤ n− 1 ,
0 for j = n .
(B19)
As discussed in the main text, we are interested in the
regime where γ˜(τ)/γ is negligible. As the values of T
(t)
m
are τ or larger, Eq. (B18) shows that
Iˆ−Iˆ+ |n〉t = O
(
γ˜(τ)
γ
)
, (B20)
and making use of Eqs. (B17) and (B18) multiple times
then leads to
(Iˆ−Iˆ+)m |n〉t = O
(
γ˜m(τ)
γm
)
(B21)
Iˆ+(Iˆ−Iˆ+)m |n〉t = O
(
γ˜m+1(τ)
γm+1
)
, (B22)
and substituting these results into Eq. (B9) gives
Uˆ (eff)en (t) |↑, n〉t = |↑, n〉t +O
(
γ˜(τ)
γ
)
(B23)
which appears in the main text as Eq. (41).
It also follows from Eqs. (B11) and (B17) that
Iˆ+Iˆ− |n〉t = Iˆ+ |n+ 1〉(t,0) (B24)
=
n+1∑
m=1
e−iΘt1δm,1
γ˜(T
(t′)
m )
γ
|n〉f(t′,m) (B25)
= |n〉t +O
(
γ˜(τ)
γ
)
(B26)
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where t′ = (t, 0), and in the last line we have made use
of the facts that T
(t′)
n+1 = 0 and f(t
′, n+ 1) = t, thus
(Iˆ+Iˆ−)m |n〉t = |n〉t +O
(
γ˜(τ)
γ
)
(B27)
Iˆ−(Iˆ+Iˆ−)m |n〉t = |n+ 1〉(t,0) +O
(
γ˜(τ)
γ
)
, (B28)
and using these results in Eq. (B10) gives
Uˆ (eff)en (t) |↓, n〉t = cos(
√
γt) |↓, n〉t
− i sin(√γt) |↑, n+ 1〉(t,0) +O
(
γ˜(τ)
γ
)
.
(B29)
This is the basis of Eq. (42) in the main text.
Although the preceding analysis gives the details
needed to support the calculations described in the text,
it does not make clear how the magnetic pulse generates
fixed points of the hyperfine interaction. To address this
issue we treat the simplest situation where the nuclei are
in the state |↑, 1〉0. This state occurs, potentially, during
the first cycle before the magnetic pulse is applied. Note
that for any state to be a fixed point of the dynamics, it
must be an eigenstate of the corresponding Hamiltonian.
We would, therefore, like to compare the action of the
hyperfine Hamiltonian Hˆ
(eff)
en on the state before and af-
ter the magnetic pulse is applied; these states are given
by |↑, 1〉0 and Uˆpls(τ) |↑, 1〉0 = |↑, 1〉τ , respectively.
Using the expressions for Hˆ
(eff)
en in Eq. (16), |↑, 1〉0 in
Eq. (23), Iˆ− in Eq. (24), and Uˆpls(τ) |↑, 1〉0 in Eq. (28)
we find
Hˆ(eff)en |↑, 1〉0 =
∑
j
aj Iˆ
(j)
+
( 1√
γ
∑
k
ak Iˆ
(k)
−
)
|↓, 0〉
=
1√
γ
(∑
k
a2k
)
|↓, 0〉 , (B30)
and
Hˆ(eff)en Uˆpls(τ) |↑, 1〉0 =
∑
j
aj Iˆ
(j)
+

×
(
e−iΘτ√
γ
∑
k
ake
−iθkτI(k)−
)
|↓, 0〉
=
e−iΘτ√
γ
(∑
k
a2ke
−iθkτ
)
|↓, 0〉 .
(B31)
As the parameters ak are real, the complex phase fac-
tors in the summand in the last line of Eq. (B31) allow
the magnitude of the resulting sum to be much smaller
than the corresponding sum in Eq. (B30). The dynam-
ics of the hyperfine interaction associated with Eq. (B31)
would then be significantly suppressed in comparison to
the dynamics associated with Eq. (B30). This is the con-
text in which the state Uˆpls(τ) |↑, 1〉0 is approximately a
fixed point of the hyperfine interaction. In fact, the sum-
mations in Eqs. (B30) and (B31) are the parameters γ
and γ˜(τ) defined in Eqs. (25) and (31), respectively, and
the main text shows how |γ˜(τ)|  γ can be engineered.
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