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Abstract. The problem of rectangle tiling binary arrays is defined as follows.
Given an n× n array A of zeros and ones and a natural number p, our task is to
partition A into at most p rectangular tiles, so that the maximal weight of a tile
is minimized. A tile is any rectangular subarray of A. The weight of a tile is the
sum of elements that fall within it. We present a linear (O(n2)) time ( 3
2
+ p
2
w(A)
)-
approximation algorithm for this problem, where w(A) denotes the weight of the
whole array A.
The algorithm employs the lower bound of L = dw(A)
p
e, which is the same lower
bound on the optimum that was used in all algorithms for rectangle tiling. We
prove that a better approximation factor for the binary RTILE cannot be achieved
using the same lower bound L, because there exist arrays, whose every partition
contains a tile of weight at least ( 3
2
+ p
2
w(A)
)L. The previously known approx-
imation algorithm for rectangle tiling binary arrays achieved the ratio of 2. We
also consider the dual problem of rectangle tiling for binary arrays, where we are
given an upper bound on the weight of the tiles, and we have to cover the array A
with the minimum number of non-overlapping tiles. Both problems have natural
extensions to d-dimensional versions, for which we provide analogous results.
Keywords: Rectangle tiling, RTILE, DRTILE
1 Introduction
In this paper, we study several variants of the rectangle tiling problem. These problems
belong to a very wide class of discrete optimization tiling problems. As an input, we are
given a two-dimensional arrayA[1...n, 1...n], where each cellA[i, j] has a non-negative
weight.
RTILE: Given a two-dimensional array A of size n × n and a natural number p,
we partition A into at most p rectangular subarrays, called tiles, so that the maximum
weight of any tile is minimized. In other words, we have to cover A with tiles such that
no two tiles overlap, while minimizing the weight of any tile. The weight of a tile is the
sum of the elements that fall within it.
DRTILE: A natural variant of RTILE is called the DRTILE problem. The DRTILE
problem is a dual of the RTILE problem, where we are given an upper bound W on
the weight of the tiles, and we have to cover the array A with the minimum number of
non-overlapping tiles.
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These two problems have a natural extension to d dimensions. Here the input is a
d-dimensional array A of size n in each dimension and we have to partition A into non-
overlapping d-dimensional tiles so that the optimality criterion of the RTILE/DRTILE
problem is satisfied.
In this paper we consider a special case of the RTILE/DRTILE problem, where
each cell has a binary weight, i.e., the weight of any cell is either 0 or 1. We extend our
approach to solve the d-dimensional binary RTILE/DRTILE problem.
Motivation: The RTILE/ DRTILE problem is a general problem in combinatorial
optimization that has a wide variety of applications in real life. These include load
balancing in parallel computing environments, video compression, data partitioning,
database mining, and building equisum histogram on two or more attributes. A detailed
description of the practical applications of RTILE/ DRTILE problem can be found in
[1, 7, 11].
Related Work: Both the RTILE and DRTILE problems can be solved in polyno-
mial time when the array is one-dimensional. The RTILE problem can be solved using
dynamic programming in time O(np) and the best known algorithm has the running
time O(min{n + p1+, n log n}), for any fixed  < 1 [8]. An extensive survey on the
RTILE problem in one-dimension can be found in [8]. On the other hand, the DRTILE
problem in one dimension can be solved using a greedy algorithm in linear time.
Both the RTILE and DRTILE problems have been proven to be NP-hard [7]. Grigni
and Manne [6] proved that optimal p×p tiling (which is a restricted variant of the RTILE
problem) is NP-hard even when the cell weight is binary. Charikar et al. [3] showed the
restricted variant to be APX-hard and NP-hard to approximate within a factor of 2.
Khanna et al. [7] proved that it is NP-hard to achieve a 54 -approximation for the RTILE
problem. Recently Głuch and Lorys´ [5] have improved the lower bound of the RTILE
problem to 43 . It is not known whether the binary RTILE is solvable in polynomial time
or NP-hard. Khanna et al. [7] gave the first approximation algorithm for the RTILE
problem with the ratio 52 . The approximation ratio was improved to
7
3 independently by
Sharp [15] and Lorys´ and Paluch [9]. Lorys´ and Paluch [10] gave a 94 -approximation
algorithm for this problem. Berman et al. [1] improved the approximation ratio to 115 .
Finally, Paluch [13] gave a 178 -approximation for this problem and also proved that
the approximation ratio is tight with respect to the used lower bound. As far as the
DRTILE problem is concerned, Khanna et al. [7] gave an O(n5)-time 4-approximation
algorithm using the Hierarchical Binary Tiling (HBT) technique. They improved the
approximation ratio to 2 using a modified version of the HBT technique, but the running
time of this algorithm is very high making the algorithm less practical. Lorys´ and Paluch
[9] also gave a 4-approximation for the DRTILE problem while improving the running
time to linear.
The d-dimensional version of this problem was introduced by Smith and Suri [16].
They gave a d+32 -approximation algorithm that runs in time O(n
d + p log nd). Sharp
[15] improved the approximation ratio to d
2+2d−1
2d−1 that runs in timeO(n
d+2dp log nd).
Paluch [14] gave a d+22 -approximation algorithm while matching the previous running
time. She also proved that the ratio is tight with respect to the known lower bound of
the problem.
RPACK is an extensively studied variant of rectangle tiling, in which we are given
a set of axis-parallel weighted rectangles in a n × n grid, and the goal is to find at
most k disjoint rectangles of largest weight. Khanna et al. [7] proved that this problem
is NP-hard even when each rectangle intersects at most three other rectangles. They
gave an O(log n)-approximation algorithm for RPACK that runs in O(n2p log n) time.
In [1] Berman et al. considered the multi-dimensional version of this problem. The
dual of RPACK is known to be NP-hard even when we are interested in finding a sub-
set of disjoint rectangles with total weight equal to at least some given w. Du et al.
[4] considered a min-max version of RTILE, where the weight of each tile cannot be
smaller than the given lower bound and the aim is to minimize the maximum weight
of a tile. They gave a 5-approximation algorithm for this problem and Berman and
Raskhodnikova [2] improved the approximation factor to 4 and the approximation ratio
of the binary variant to 3.
Previous Work: The binary version of the RTILE problem has also been studied.
Khanna et al. [7] gave a 94 -approximation for the binary RTILE problem. Lorys´ and
Paluch [9] and Berman et al. [1] independently improved the approximation ratio for
binary RTILE to 2.
Our Results: We improve the approximation ratio of the binary RTILE problem to
3
2 +
p2
w(A) , where w(A) denotes the number of ones in A. For the arrays A satisfying
p2
w(A) ≈ 0, it implies that the approximation ratio of the algorithm amounts to 32 . The
running time of our algorithm is linear (O(n2)). The algorithm employs the lower bound
of L = dw(A)p e, which is the same lower bound on the optimum that was used in
all algorithms for rectangle tiling. We prove that a better approximation factor for the
binary RTILE cannot be achieved using the same lower bound L, because there exist
arrays, whose every partition contains a tile of weight at least ( 32 +
p2
w(A) )L.
The general approach to solving this problem is similar to the approach of [13].
The found tiling is also hierarchical and we use the notions of boundaries and types of
columns/subarrays. However, in the present paper the types of subarrays are organized
in a somewhat different manner. In particular, the idea of shadows is new. To compute
the desired partition of A into tiles, we only check a small number of tilings of simply
defined subarrays. The subarrays are identified with the help of so called boundaries
and their shadows, which, roughly speaking, designate parts of A tileable in a certain
manner and having weight greater than 32L. To prove the tileability of subarrays com-
posed of multiple simpler subarrays we employ linear programming. Its application
here differs from the one in [13] in that each dimension is treated completely symmet-
rically and thus more ”globally” and in the method of showing the feasibility of dual
programs. We show that the binary DRTILE problem can be approximated by reducing
it to the binary RTILE problem. As for the d-dimensional binary RTILE problem, the
algorithm for the 2-dimensional binary RTILE problem can be extended to obtain an
approximation for the d-dimensional binary RTILE problem. The same approximation
ratio for the d-dimensional binary DRTILE problem can also be found analogously.
Organization: In Section 2 we recall the necessary definitions. We introduce the
notion of the boundaries and their shadows in Section 3. In Section 4, we assume that
w(A)  p2, and present a 32 -approximation algorithm for the RTILE problem. The
goal of this section is also to introduce the methods needed for the approximation of the
binary RTILE more gradually, without obscuring the presentation with many technical
aspects. In Section 5 we present a ( 32 +
p2
w(A) )-approximation algorithm for the general
case (which, in particular, applies also when p
2
w(A) is not negligible). This approximation
is achieved by applying only small modifications to the approach described in Section
4. In Section 6 we prove that the approximation factor we obtain for the RTILE prob-
lem, is tight with respect to the known lower bound. Section 7 contains our result on
the DRTILE problem. We conclude by presenting an approximation algorithm for the
multi-dimentional RTILE problem in Section 8.
2 Preliminaries
Let A be a two-dimensional array of size n× n, where each of its elements belongs to
the set {0, 1}. GivenA and a natural number p, we want to partitionA into p rectangular
subarrays, called tiles so that the maximal weight of a tile is minimized. The weight of
a tile T , denoted w(T ), is the sum of elements within T . w(A) denotes the weight of
the whole array A. Since any array element is either equal to 0 or 1, w(A) amounts to
the number of 1s in A.
First, notice that the problem is trivial when p ≥ w(A). Hence throughout the paper
we assume that p < w(A). Clearly, the maximal weight of a tile cannot be smaller than
w(A)
p . Consequently, L = dw(A)p e is a lower bound on the value of the optimal solution
to the RTILE problem.
Thus to design an α-approximation algorithm for the RTILE problem, it suffices to
demonstrate the method of partitioning A into p tiles such that the weight of each tile
does not surpass αL.
The number p of allowed tiles is linked to the weight of the array A in the following
manner.
Fact 1 Let w(A) and L be as defined above. Then, p ≥ dw(A)L e.
The proof directly follows from the assumption that L = dw(A)p e
Definition 1. An array A is said to be f -partitioned if it is partitioned into rectangular
tiles such that the weight of any tile does not exceed f .
We denote by A[i] the i-th column of A, by A[i..j] a subarray of A consisting of
columns i, i + 1, . . . , j. Thus AT [i] denotes the i-th row of A and AT [i..j] a subarray
of A consisting of rows i, i+ 1, . . . , j.
3 The Boundaries and Their Shadows
In this section we define a sequence of (vertical) boundaries and their shadows. Let us
assume that we want to design an α-approximation algorithm for the RTILE problem.
Hence the weight of any tile must not exceed αL. In other words, we want to obtain
an αL-partitioning for A. Each boundary is a distinct column of A. If boundary Bi
corresponds to column A[k], then we denote it as bi = k. Thus Bi = A[bi]. The
shadow B′i = A[b
′
i] of boundary Bi is equal to either Bi or the column succeeding Bi.
We say that boundary Bi is of type j, denoted as t(Bi) = j, if its weight satisfies
bw(Bi)αL c = j − 1.
The vertical boundaries and their shadows are defined iteratively below. The ideas
behind them are as follows. The first vertical boundary B1 indicates simply which part
of the array consisting of successive columns starting from the leftmost, exceeds αL.
This means that such subarray cannot be covered with one tile. However, the subarray
A[1..b1−1] ending on column b1−1 can form one tile, because its weight is not greater
than αL. For i > 1 the i-th boundary Bi denotes a column A[bi] such that the subarray
A[b′i−1..bi − 1] can be αL-partitioned into, respectively, t(Bi−1) tiles if Bi−1 = B′i−1
and 1 tile, if Bi−1 6= B′i−1, and the subarray A[b′i−1..bi] cannot. The reason for placing
the following boundaries in such a way is that any boundary of type j can be αL-
partitioned (horizontally) into j tiles and we want to extend such a partition as for to
the right as possible. As for the i-th shadow B′i we put it in the same column as the
boundary Bi if the subarray A[b′i−1..bi] cannot be αL-partitioned into t(Bi) tiles and
otherwise, we put it just behindBi in column bi+1. Notice that in the case of a shadow
we check the tileability into t(Bi) tiles and not t(Bi−1). Also, we observe thatBi 6= B′i
can happen only when t(Bi) > t(Bi−1) or Bi−1 6= B′i−1. If Bi 6= B′i, then it means,
as we later prove, that the subarray A[1..bi] is rather easy to partition and we could in
fact tile it with a proper number of tiles and start the process of tiling anew with the
subarray A[b′i..n].
Definition 2.
1. First boundary(B1 = A[b1]): w(A[1..b1 − 1]) ≤ αL and w(A[1..b1]) > αL.
2. First Shadow: Let t(B1) = j.
(a) B′1 = B1 iff A[1..b1] cannot be partitioned horizontally into j tiles of weight
at most αL.
(b) B′1 6= B1 iff A[1..b1] can be partitioned horizontally into j tiles of weight at
most αL.
3. (i+ 1)-th boundary(Bi+1 = A[bi+1]): Let t(Bi) = j.
(a) If Bi = B′i, then
A[bi..bi+1−1] can be partitioned horizontally into j tiles butA[bi..bi+1] cannot
be partitioned horizontally with j tiles.
(b) If Bi 6= B′i, then
w(A[bi + 1..bi+1 − 1]) ≤ αL and w(A[bi + 1..bi+1]) > αL.
4. (i+ 1)-th Shadow: Let t(Bi+1) = j.
(a) B′i+1 = Bi+1 iff A[b
′
i..bi+1] cannot be partitioned horizontally into j tiles.
(b) B′i+1 6= Bi+1, iff A[b′i..bi+1] can be partitioned horizontally into j tiles.
The horizontal boundaries can be defined analogously. To illustrate the notion of
boundaries and shadows let us consider a few examples.
. . . . . .
≤ 3
2
L
> 3
2
L
A[1] A[2] A[3] A[4] A[5] A[n]
Fig. 1. An array with column A[4] as the only boundary
Example 1. Array A has only one vertical boundary B1 = A[4] of type 1.
This means that the total weight of the first 3 columns does not exceed αL, i.e.,
w(A[1..3]) ≤ αL, and the weight of the subarray consisting of columns 1 . . . 4 does -
w(A[1..4]) > αL. Since t(B1) = 1, by the definition, the weight of B1 = A[4] is not
greater than αL and the shadow B′1 of B1 coincides with B1. Since A has only one
boundary, it means that the weight of the subarray consisting of all columns except for
the first 3 is not greater than αL, i.e., w(A[4..n]) ≤ αL.
Example 2. Array A has only one vertical boundary B1 = A[4] of type 2 and B′1 =
A[4].
Exactly as in the example above, we have w(A[1..3]) ≤ αL and w(A[1..4]) > αL.
The weight of B1 satisfies: 3L ≥ w(A[4]) > αL, because t(B1) = 2. By the fact that
B′1 = B1, we know that the horizontal partition of A[1..4] into 2 tiles of weight not
surpassing αL is impossible. Since A has only one boundary, we obtain that A[4..n]
can be partitioned into t(B1) = 2 tiles.
Example 3. Array A has only one vertical boundary B1 = A[4] of type 2 and B′1 =
A[5].
Again, we havew(A[1..3]) ≤ αL andw(A[1..4]) > αL. This time, however,B′1 6= B1,
thereforeA[1..4] can be partitioned into 2 horizontal tiles with weight αL at most. Since
A has only one boundary and B′1 6= B1, we have that w(A[5..n]) ≤ αL.
Lemma 1. Let k denote the number of vertical boundaries ofA and Tv =
∑k
i=1 t(Bi).
Then array A can be tiled with Tv + 1 tiles.
Proof. Suppose first that for each 1 ≤ i ≤ k it holds thatBi = B′i. Then by Definition 2,
each subarray A[bi..bi+1−1] can be tiled horizontally with t(Bi) tiles and the subarray
A[1..b1 − 1] can be covered by 1 tile. Therefore we indeed use Tv + 1 tiles.
For the general case, let i = min{k : Bk 6= B′k}. It means that the subarray
A[bi−1..bi] can be tiled horizontally with t(Bi) tiles. By Definition 2 for each j ≤ i−2
the subarray A[bj ..bj+1 − 1] can be tiled horizontally with t(Bj) tiles and the subarray
A[1..b1− 1] can be covered by a single tile. This way the number of used tiles amounts
to
∑i−2
j=1 t(Bj) + t(Bi) + 1 ≤
∑i
j=1 t(Bj). We continue in the same manner with the
subarray A[b′i..n]. 2
Analogously, we define a horizontal sequence of boundaries of A, i.e., a vertical
sequence of boundaries of AT .
Throughout the paper, B1, B2, . . . , Bk and C1, . . . , Cl denote, respectively, the
vertical and horizontal sequence of boundaries of A. Let Tv =
∑k
i=1 t(Bi) and
Th =
∑l
i=1 t(Ci).
Fact 2 Let T = min{Tv, Th}. Then A can be αL-tiled with T + 1 tiles.
Lemma 2. Let A′ = A[i1 . . . i2] be a subarray of A and k a natural number greater or
equal 2.
Suppose that w(A[i1])+w(A[i2])k + w(A[i1 + 1 . . . i2 − 1]) ≤ αL. Then A′ can be
partitioned into k horizontal tiles of weight at most: (i) αL+ 1 if k = 2, (ii) αL+ 2 if
k > 2.
Proof. We divide the number equal to the sum of the weights of two columns A[i1]
and A[i2] (the columns may be unconnected) by k. We check where the division
lines fall with respect to the subarray. Often they may occur in the middle of a row
(consisting of two array elements) and we have to move the division so that the
whole row is included or the whole row is excluded. If k = 2, then we choose
one of the two options - moving the division upwards or downwards, hence, in
the worst case we may have to increase the weight of one tile by 1. For k > 2,
we may have to shift the division by almost the whole row and thus increase the
weight of some tiles by 2. Next we extend this partition to include the subarray
A′′ = A[i1 + 1 . . . i2 − 1] - we do not change the partition of the two-column subarray,
but simply follow the partition lines. In the worst case the whole weight of A′′ will fall
into only one tile - yielding a tile of weight w(A[i1])+w(A[i2])k +w(A[i1+1 . . . i2−1]).2
4 A 3
2
-approximation when w(A) p2
In this section we deal with arrays such that p
2
w(A) is close to 0, which means that the
total weight of any p2 elements ofA is negligible. As mentioned in the introduction, the
aim of this section is to introduce the methods used in the approximation of the binary
RTILE problem gradually. For the general case, an approximation algorithm presented
in the next section will be only a slight modification of the one shown here.
Convention 1 Throughout this section whenever we speak about tiling and partition-
ing, we respectively mean “ 32L-partitioning” and “tiling using tiles of weight at most
3
2L”.
Remark: The total number of cells in the intersection of the horizontal and the
vertical boundaries is O(T 2). We show in Section 3 that we can always partition A into
T + 1 tiles. In this section we find the smallest α such that the weight of such an array
w(A) > TL. Since w(A) ≤ pL, we prove that TL < pL. Since both T and p are
integers, T + 1 ≤ p.
In this section, we assume that the total weight of the cells in the intersection of two
boundaries is negligible with respect to the total weight of the array. Hence we have
w(A) p2.
Given an array A we build a linear program, with the help of which we will be able
to relate the total weight of the array to the sums of types of boundaries Tv, Th.
Lemma 3. Let T = min{Tv, Th}. Then w(A) > TL.
Using Observation 1 of [12], we can assume that the whole weight of the array
A is contained in the boundaries, i.e., each element of A that does not belong to any
boundary has value 0. Each vertical boundary Bi is crossed by l horizontal boundaries
and thus cut into l + 1 parts. We assign a variable xj,i to each part, i.e., the jth part
of Bi consists of elements A[cj−1 + 1, bi], A[cj−1 + 2, bi], . . . , A[cj − 1, bi] and xj,i
denotes the sum of the weights of these elements. Similarly, each horizontal boundary
Ci is crossed by k vertical boundaries and thus cut into k+1 parts. We assign a variable
zi,j to each such part. The value of each variable xj,i or zi,j denotes the weight of the
corresponding part of the boundary.
For technical reasons we introduce a non-existent 0th column of A and set B0 =
A[0] and B′0 = A[1].
In the linear program, we minimize the sum of non-negative variables xj,i and zi,j
subject to a set of constraints associated with the boundaries. For each vertical boundary
Bi we will have either one or two constraints of the following form:
1. If t(Bi) > 1, then we add the constraint 1t(Bi)−1
∑l+1
j=1 xj,i ≥ 32L, which simply
describes the total weight of Bi.
2. (a) B′i−1 6= Bi−1.
i. t(Bi) = 1. The added constraint is
∑l
j=1 zj,i +
∑l+1
j=1 xj,i >
3
2L.
ii. t(Bi) > 1 and B′i = Bi (which means that A[b
′
i−1..bi] cannot be tiled
horizontally with t(Bi) tiles). By Lemma 2 we are justified to add the
constraint
∑l
j=1 zj,i +
1
t(Bi)
∑l+1
j=1 xj,i >
3
2L.
iii. t(Bi) > 1 and B′i 6= Bi. In this case we do not add any constraint.
(b) B′i−1 = Bi−1.
i. B′i 6= Bi. The added constraint is
∑l
j=1 zj,i +
1
t(Bi−1)
(
∑l+1
j=1 xj,i +∑l+1
j=1 xj,i−1) >
3
2L.
ii. B′i = Bi. Let Ti = max{t(Bi−1), t(Bi)}. The constraint we add is∑l
j=1 zj,i +
1
Ti
(
∑l+1
j=1 xj,i +
∑l+1
j=1 xj,i−1) >
3
2L. The constraint is a
consequence of Lemma 2.
Thus, each Bi defines either one or two constraints. Analogously, each horizontal
variable Cj also defines one or two constraints. The linear program dual to the one we
have just described has dual variables y′i, yi. For each Bi with t(Bi) > 1 let y
′
i denote
the dual variable corresponding to constraint 1t(Bi)−1
∑l+1
j=1 xj,i >
3
2L. The other
type of constraint (if it exists) defined by Bi is represented by yi. The dual variables
corresponding to horizontal boundaries are wi, w′i.
Example 4. Array A has one vertical boundary B1 of type 1 and one horizontal bound-
ary C1 of type 1 (see Figure 2).
0
z1,1 z1,2
x1,1
x2,1
0
00
B1
C1
Fig. 2. An array with one vertical and one horizontal boundary.
The linear program for A looks as follows. In brackets we give the dual variables
corresponding to respective inequalities.
minimize x1,1 + x2,1 + z1,1 + z1,2
subject to x1,1 + x2,1 + z1,1 > 32L (y1)
x1,1 + z1,1 + z1,2 >
3
2L (w1)
Example 5. Array A has two vertical boundaries and two horizontal ones, each of the
four boundaries is of type 1. The array is depicted in Figure 3.
minimize
∑2
i=1
∑3
j=1 xj,i +
∑2
i=1
∑3
j=1 zi,j
subject to
∑3
j=1 xj,1 +
∑2
i=1 zi,1 >
3
2L (y1)∑2
i=1
∑3
j=1 xj,i +
∑2
i=1 zi,2 >
3
2L (y2)∑3
j=1 z1,j +
∑2
i=1 x1,i >
3
2L (w1)∑2
i=1
∑3
j=1 zi,j +
∑2
i=1 x2,i >
3
2L (w2)
Example 6. Array A has two vertical boundaries B1, B2 and two horizontal ones
C1, C2. Their types are the following: t(B1) = t(C2) = 2 and t(B2) = t(C1) = 1.
Also B′1 6= B1 and C ′2 = C2.
B1 B2
C1
C2
0 0
0
00
0
0
00
x1,1 x1,2
x2,1 x2,2
x3,1 x3,2
z1,1
z2,1
z1,2
z2,2 z2,3
z1,3
Fig. 3. An array with two vertical and two horizontal boundaries.
minimize
∑2
i=1
∑3
j=1 xj,i +
∑2
i=1
∑3
j=1 zi,j
subject to
1
2
∑3
j=1 xj,1 +
∑2
i=1 zi,1 >
3
2L (y1)∑3
j=1 xj,1 >
3
2L (y
′
1)∑2
i=1 zi,2 +
∑3
j=1 xj,2 >
3
2L (y2)∑3
j=1 z1,j +
∑2
i=1 x1,i >
3
2L (w1)
1
2
∑2
i=1
∑3
j=1 zi,j +
∑2
i=1 x2,i >
3
2L (w2)∑3
j=1 z2,j >
3
2L (w
′
2)
Let us now build dual linear programs for some of these examples.
For the array from Example 5, the dual linear program has the following form:
maximize 32L(y1 + y2 + w1 + w2)
subject to y1 + y2 + w1 ≤ 1 (x1,1)
y1 + y2 + w2 ≤ 1 (x2,1)
y1 + w1 + w2 ≤ 1 (z1,1)
y2 + w1 + w2 ≤ 1 (z1,2)
We have omitted inequalities y2 + w1 ≤ 1 and y2 + w2 ≤ 1 corresponding to
variables x1,2 and x2,2 as they will have to be satisfied because of inequalities corre-
sponding to variable z1,2.
For the array from Example 6, the dual linear program has the form:
maximize 32L(y1 + y2 + w1 + w2)
subject to y′1 +
1
2y1 + w1 ≤ 1 (x1,1)
y2 + w1 ≤ 1 (x1,2)
y′1 +
1
2y1 + w2 ≤ 1 (x2,1)
y2 + w2 ≤ 1 (x2,2)
y1 + w1 +
1
2w2 ≤ 1 (z1,1)
y2 + w1 +
1
2w2 ≤ 1 (z1,2)
y1 + w
′
2 +
1
2w2 ≤ 1 (z2,1)
y2 + w
′
2 +
1
2w2 ≤ 1 (z2,2)
To figure out the form of constraints constituting the dual program in general, let
us consider a variable xj,i. Notice that it occurs in at most one constraint defined by
a horizontal boundary. It can possibly be contained only in the constraint defined by
Cj represented by wj , where its coefficient is 1. If t(Bi) = 1, then we do not have y′i
and xj,i occurs in constraint represented by yi and possibly in constraint represented
by yi+1. Thus the inequality in the dual program corresponding to xj,i has the form
αj,iyi + αj,i+1yi+1 + βj,iwj ≤ 1, where each of the coefficients belongs to [0, 1].
If t(Bi) > 1, then we do have y′i and xj,i occurs in this constraint with the coef-
ficient 1t(Bi)−1 . If Bi 6= B′i, then xj,i does not occur in any other constraints and the
inequality in the dual program has the form 1t(Bi)−1y
′
i+βj,iwj ≤ 1, where βj,i ∈ [0, 1].
Otherwise, xj,i may also belong to constraints represented by yi and yi+1. In each one
of them it occurs with the coefficient equal to at most 1t(Bi) . Therefore the inequality has
the form 1t(Bi)−1y
′
i + αj,iyi + αj,i+1yi+1 + βj,iwj ≤ 1, where each of the coefficients
αj,i+1, αj,i belongs to [0, 1t(Bi) ].
We are ready to prove the lower bound of the weight of array A with the aid of its
boundaries and their shadows.
(proof of Lemma 3)
Proof. Since the value of any cost function of the dual linear program described above
is a lower bound on the minimal value of the cost function of the primal linear program,
it suffices to find a feasible assignment of the dual variables such that the cost function
will be have value greater than TL.
Claim. We can satisfy all constraints of the dual program by assigning the following
values to the dual variables. Each yi and each wj is assigned 13 . If Bi defines only one
constraint y′i, then we assign
t(Bi)
3 to y
′
i. Otherwise y
′
i is assigned
t(Bi)−1
3 .
The claim follows from the fact that inequality 1T−1 · T3 + 13 ≤ 1 is satisfied by each
T ≥ 2 and that inequality T−13(T−1) + 23T + 13 ≤ 1 is also satisfied by each T ≥ 2.
This means that the total value contributed by the dual variables yi, y′i (correspond-
ing to constraints defined by boundary Bi) is at least
t(Bi)
3 .
Thus w(A) > 32L(
Tv
3 +
Th
3 ) ≥ TL. 2
We show a method to find tiling ofAwith at most T+1 tiles. By Facts 1, 2, Lemmas
1 and 3, we proved that T +1 ≤ p, when the approximation factor is 32 . In other words,
we obtain a 32 -approximation algorithm for binary RTILE.
Algorithm 1
1: A← [1 . . . n, 1 . . . n] a two-dimensional array
2: Construct the horizontal and vertical boundaries and their shadows using Definition 2.
3: B ← {B1, B2, . . . Bk} (the vertical boundaries, where each Bi = A[bi])
4: B′ ← {B′1, B′2, . . . B′k} (the shadows of Bis, where each B′i = A[b′i])
5: t(B)← {t(B1), t(B2), . . . t(Bk)} (the types of the vertical boundaries)
6: C ← {C1, C2, . . . Cl} (the horizontal boundaries, where each Ci = A[ci])
7: C′ ← {C′1, C′2, . . . C′l} (the horizontal boundaries, where each C′i = A[c′i])
8: t(C)← {t(C1), t(C2), . . . t(Cl)} (the types of the horizontal boundaries)
9: Tv ←∑ki=1 t(Bi)
10: Th ←
∑l
i=1 t(Ci)
11: if Tv ≤ Th then
12: use the vertical boundaries B as described below
13: else
14: use the horizontal boundaries C instead of the vertical ones
15: if Bk = B′k then
16: partition A[bk . . . n] horizontally into t(Bk) tiles
17: else
18: cover A[bk + 1 . . . n] with one tile
19: for i = k − 1 . . . , 1 do
20: if Bi = B′i then
21: if Bi+1 = B′i+1 then
22: tile A[bi . . . bi+1 − 1] horiz. into t(Bi) tiles (by 3a)
23: else
24: partition A[bi . . . bi+1] horiz. into t(Bi+1) tiles (by 4b)
25: else(Bi 6= B′i)
26: if Bi+1 = B′i+1 then
27: cover A[bi + 1 . . . bi+1 − 1] horiz. with one tile (by 3b)
28: else
29: partition A[bi + 1 . . . bi+1] horiz. into t(Bi+1) tiles (by 4b)
30: if B1 = B′1 then
31: cover A[1 . . . b1 − 1] with one tile (by 2a)
32: else
33: partition A[1 . . . b1] horiz. into t(B1) tiles (by 2b)
Theorem 1. For arrays A satisfying p
2
w(A) ≈ 0, there exists a linear time 32 -
approximation algorithm for binary RTILE.
5 A (3
2
+ β)-approximation
In this section we examine the general case, arrays such that p
2
w(A) is not negligible.
We will aim at a ( 32 + β)-approximation. When β <
1
2 , the approximation ratio of
our algorithm is better than 2. Throughout the section, whenever we refer to tiling and
partitioning, we mean ( 32 + β)L-partitioning and tiling using tiles of weight at most
( 32 + β)L.
We define a sequence of boundaries and shadows analogously as in the previous
section, but with respect to ( 32 + β)L, i.e., we replace each occurrence of “
3
2L” with
“( 32 +β)L” and modify the meaning of tiling and partitioning accordingly, i.e., to (
3
2 +
β)L-partitioning.
Observe that Lemma 1 still holds.
We want to prove an analogue of Lemma 3. To this end we will consider an analo-
gous linear program, in which we have all the variables occurring in the previous section
and additionally we have a variable si,j for each pair (Bi, Cj), which denotes the ele-
ment of A at the intersection of the vertical boundary Bi and the horizontal boundary
Cj . The function we minimize is
∑k
i=1 xj,i +
∑l
j=1 zi,j +
∑k
i=1
∑l
j=1 si,j . For each
variable si,j we have an additional constraint: −si,j ≥ −1. The variable si,j is also
included in all those constraints which refer to the part of A covering the intersection
of Bi with Cj .
For instance, the linear program for the array from Example 4 is modified as follows:
minimize x1,1 + x2,1 + z1,1 + z1,2 + s1,1
subject to x1,1 + x2,1 + z1,1 + s1,1 > ( 32 + β)L (y1)
x1,1 + z1,1 + z1,2 + s1,1 > (
3
2 + β)L (w1)−s1,1 ≥ −1 (t1,1).
The linear program for the array from Example 5 in the new scenario looks as
follows:
min
∑2
i=1
∑3
j=1 xj,i +
∑2
i=1
∑3
j=1 zi,j +
∑2
i=1
∑2
j=1 si,j
s.t.
∑3
j=1 xj,1 +
∑2
i=1 zi,1 +
∑2
j=1 s1,j > (
3
2
+ β)L (y1)∑2
i=1
∑3
j=1 xj,i +
∑2
i=1 zi,2 +
∑2
i=1
∑2
j=1 si,j > (
3
2
+ β)L (y2)∑3
j=1 z1,j +
∑2
i=1 x1,i +
∑2
i=1 si,1 > (
3
2
+ β)L (w1)∑2
i=1
∑3
j=1 zi,j +
∑2
i=1 x2,i +
∑2
i=1
∑2
j=1 si,j > (
3
2
+ β)L (w2)
−si,j ≥ −1(ti,j), for each 1 ≤ i, j ≤ 2.
Correspondingly, in the dual program we maximize ( 32 + β)L(
∑
yi +
∑
wj) −∑
ti,j and we have an additional constraint for each primal variable si,j .
The dual linear program for the array from Example 5 contains the following
additional inequalities.
y1 + y2 + w1 + w2 − t1,1 ≤ 1 (s1,1)
y1 + y2 + w2 − t1,2 ≤ 1 (s1,2)
y2 + w1 + w2 − t2,1 ≤ 1 (s2,1)
y2 + w2 − t2,2 ≤ 1 (s2,2).
We can see that if we want to assign 13 to each variable yi, wj , then we sometimes
also have to assign 13 to variables ti,j to ensure the feasibility - compare the first in-
equality in the set of additional inequalities above. We can notice that we have to assign
1
3 to ti,j only if both i < k and j < l, i.e. when si,j does not belong to Bk or Cl.
Lemma 4. Let T = min{Tv, Th}. Then for β = p
2
w(A) , it holds that w(A) > TL.
Proof. We can satisfy all constraints of the dual program by assigning the following
values to the dual variables. Each yi and each wj is assigned 13 . If Bi defines only one
constraint y′i, then we assign
t(Bi)
3 to y
′
i. Otherwise y
′
i is assigned
t(Bi)−1
3 . Also, each
ti,j such that i < k and j < l is assigned 13 .
Some of the constraints in the primal program have value ( 32 +β)L− 2 on the right
hand side. Such constraints correspond to some borders of type greater than 2, when
we use Lemma 2. Let us analyze such cases in more detail. Assume that for a boundary
Bi of type k > 2 we indeed use Lemma 2. Then the primal linear program contains a
constraint with value ( 32 + β)L− 2 on the right hand side. This constraint corresponds
to the dual variable yi. We notice that Bi also defines a constraint of type 1, which has
( 32+β)L on the right hand side and corresponds to the dual variable y
′
i. Hence each such
boundary contributes at least t(Bi)−13 (
3
2 + β)L+
1
3 (
3
2 + β)L− 2) ≥ (
( 32+β)L− 23 t(Bi)
3 )
to the cost function of the dual linear program.
Similarly, some of the constraints in the primal program have value ( 32 + β)L − 1
on the right hand side. Such constraints correspond to some borders of type equal to 2,
when we use Lemma 2. Each such boundary contributes at least ( (
3
2+β)L− 12 t(Bi)
3 ) to
the cost function of the dual linear program.
Thus the value of the cost function of the dual linear program is lower bounded by
(( 32+β)L− 23 )(Tv3 + Th3 )− (Th−1)(Tv−1)3 ≥ TL+pTv+Th3 − 23 (Tv+Th)− (Th−1)(Tv−1)3 .
Since L ≥ w(A)p , we get that w(A) ≥ TL + p(Tv+Th)3 +Tv+Th9 − TvTh3 − 13 . Because
p ≥ T , we obtain that p(Tv+Th)3 +Tv+Th9 − TvTh3 − 13 ≥ T
2
3 +
Tv+Th
9 − 13 > 0.
Therefore, w(A) > TL. 2
Theorem 2. There exists a ( 32+
p2
w(A) )-approximation algorithm for binary RTILE that
has a linear (O(n2)) running time.
6 Tightness of approximation
In this section, we prove that the approximation ratio for the RTILE problem is tight
with respect to the only known lower bound. Percisely, we prove the following theorem.
Theorem 3. Let p = 2k, for some k ∈ N. Then, there exists a binary array Ak such
that the maximum weight of a tile in any tiling of Ak into p tiles has weight at least
3
2 · w(Ak)p + 1.
(a)
(b)
Fig. 4. The empty squares denote a value of 0, while the ones are colored black. (a) On tiling this
array with 3 tiles, one tile will always contain 5 ones, giving an approximation factor of 5
3
. (b)
4-crosses placed in an array for proving an approximation lower bound of 3
2
.
We define an L-cross to consist of 2L+1 ones, it is obtained by taking a (L+1)×
(L+1) array, and filling the (L2 +1)
th row as well as the (L2 +1)
th column with ones,
finally the rest of the entries are filled with zeros. The coordinate (L2 + 1,
L
2 + 1) is
referred to as the center of the L-cross defined above. An L-cross centered at (x, y) is
obtained by translating the center of an L-cross to the coordinate (x, y). Note that an L-
cross consists of four contiguous segments of ones, referred to as arms, each containing
L
2 ones.
(proof of Theorem 3)
Proof. Suppose that p is even, therefore p = 2k, for some k ∈ N; our input binary array
Ak is obtained as follows. We place k many L-crosses centered at (j · (L+ 1)− L2 , j ·
(L + 1) − L2 ), for each 1 ≤ j ≤ k, the rest of the entries of Ak are zero. Note that
the L-crosses are placed diagonally in a non-overlapping manner, and w(A)p = L. The
array for L = 4 is illustrated in Figure 4(a).
If p = 2, then it is obvious that one tile will have to contain 3 arms of the cross and
thus have weight 32L+ 1. We will prove that for every k ∈ N, one of the tiles will have
weight at least 32L+ 1.
Suppose that for k crosses and 2k tiles the thesis holds by induction. We will now
prove it for k + 1 crosses and 2k + 2 tiles. Let T1 be the tile that contains the cell
Ak+1[1, 1]. If this tile has weight smaller than 32L, then we have the following two
cases:
1. If T1 does not contain the center of the lower left cross Ak+1[L2 + 1,
L
2 + 1], then
T1 is formed either by the first L2 columns or the first
L
2 rows. Due to symmetry, it
is enough to consider the case when T1 is formed by the first L2 columns. Let T2
be the tile that contains Ak+1[L2 + 1, 1]. If T2 has weight smaller than
3
2L, then its
upper right corner Ak+1[x, y] is such that either x < L + 1 or y < L + 1. Due
to symmetry, it is enough to consider the case when x < L + 1. In this case, if
y < n, then we can extend T2 so that y = n without increasing the weight of T2 as
it would not intersect any new L-cross.
Thus, we are left with 2k tiles, and an array which has Ak as a subarray, therefore
by the induction hypothesis we get that the weight of maximum weight tile is at
least 32L+ 1.
2. If T1 contains the center of the cross Ak+1[L2 + 1,
L
2 + 1], then its right upper
corner Ak+1[x, y] is such that x < L+1 or y < L+1. Notice that we may assume
that either one tile will be formed by subarray Ak+1[x + 1, 1, n, y] or by subarray
Ak+1[1, y+1, x, n]. This is because the tile that containsAk+1[x+1, y+1] cannot
contain both Ak+1[1, y + 1] and Ak+1[x + 1, 1]. Suppose w.l.o.g. that the tile T2
that contains Ak+1[x + 1, 1] does not cover any cell of row y + 1. We may then
extend the upper right corner of T2 tillAk+1[n, y], without increasing the weight of
any tile. We are left with 2k tiles, and the induction hypothesis gives us the result.
In the case when p is odd, the input binary array A′p is obtained from Ak+1 by deleting
any rows and columns in it with index at least k(L + 1) + L2 + 2. This, in effect adds
an extra half L-cross near the upper right corner of Ak. Clearly, for p = 3 it is not
possible to tile A′3 with 3 tiles such that the weight of maximum weight tile is less than
3
2L. The rest of the proof follows from arguments similar to the case when p is even. 2
7 DRTILE
In this section, we present an approximation algorithm for the DRTILE problem. We
have presented a 32 + β-approximation algorithm for the RTILE problem in Section 3.
Now we show how to reduce an instance of the DRTILE problem to an instance of the
RTILE problem to achieve an approximation ratio for the DRTILE problem. Before we
proceed, let us recall the definition of the DRTILE problem.
– the DRTILE problem
• Input: A two-dimensional array A and a weight upper bound W .
• Goal: Partition A into a minimum number of non-overlapping tiles, where the
weight of each tile must not be larger than W .
Let us consider an array A with w(A) = n. Suppose W , provided as input, is the
maximum allowed weight of any tile. Clearly, the minimal number of tiles we need to
use to cover A is d nW e. Consequently, d nW e is a lower bound to the optimal solution
of the DRTILE problem. Our goal is to obtain a γ-approximation algorithm, where γ
depends on W . Therefore, the number of tiles we are allowed to use to cover A with
this approximation is γ × d nW e.
We construct an instance of the the RTILE problem as follows: as an input we have
the same array A, and we are allowed to use at most p = γ × d nW e tiles. Hence from
Section 2, the lower bound on the maximum weight of a tile is d nγ×d nW ee. Hence the
maximum weight of a tile with approximation factor of 32 + β is,
⌈ n
γ × d nW e
⌉
× (3
2
+ β) ≤
⌈ n
γ × nW
⌉
× (3
2
+ β) =
⌈W
γ
⌉
× (3
2
+ β).
For the solution returned by RTILE to be a valid solution of DRTILE, the value of
dWγ e × ( 32 + β) must not exceed W . This allows us to derive a bound on the value of
the approximation factor γ, we have,
dW
γ
e × (3
2
+ β) ≤W
⇒dW
γ
e ≤ W
( 32 + β)
⇒W
γ
≤ W
( 32 + β)
+ 1
⇒γ ≥ (3
2
+ β) · W
W + ( 32 + β)
.
This gives us the following theorem.
Theorem 4. There exists a ( 32 + β) · WW+( 32+β) -approximation algorithm for the DR-
TILE problem where ( 32 + β) is the approximation factor for the RTILE problem. The
approximation factor of the DRTILE problem tends to 32 as the value ofW is increased.
8 The multidimentional RTILE problem
In section 3, the algorithm presented for the RTILE problem was restricted to two di-
mensions. In this section, we generalize that algorithm for the d-dimensional RTILE
problem, where d ≥ 2. In the d-dimensional RTILE problem, we are given a d-
dimensional array of size n in each dimension, containing 0/1 as entries, and we have
to partition the array into p non-overlapping d-dimensional tiles such that the maximum
weight of a tile in a tiling is minimized. Similarly to Section 3, we assume that p
d
w(A)
is close to 0 and give a 2d−1d -approximation algorithm for the d-dimensional RTILE
problem. Notice that the approximation ratio converges to 2 as we increase the value of
d.
Boundaries and Shadows The definition of the boundaries and their shadows are
a generalization of the definitions in Section 3. The type of the boundaries in a d-
dimensional array can be defined analogously. By [i], we define the set of boundaries of
dimension n× n× . . .× 1× . . .× n, where ith dimension has size 1.
Let B1, B2, ..Bk ∈ [i] , we define Ti =
∑k
i=1 t(Bi). Finally T is defined as
min{T1, T2, ..., Td}. The following lemma is analogous to Fact 2.
Lemma 5. Let T = {T1, T2, ..., Td}, then the array can be 2d−1d -tiled with T +1 tiles.
We can estimate the minimal weight of the array using the linear program. The
constraints of the linear program have a similar form as mentioned in Section 3. In two
dimensional problem, each constraint is greater than 1.5L. In the d-dimensional RTILE
problem, each constraint is greater than 2d−1d L, instead of 1.5L.
Lemma 6. Let T = {T1, T2, ..., Td}, then w(A) > TL.
The proof of this lemma is analogous to Lemma 4.
Theorem 5. There exists a 2d−1d -approximation algorithm for the multi-dimensional
RTILE problem assuming p
d
w(A) is negligible.
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