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Abstract
The aim of a spatial classiﬁcation is to position the units on a spatial network and to give simultaneously a set of structured classes
of these units “compatible” with the network. We introduce the basic needed deﬁnitions: compatibility between a classiﬁcation
structure and a tessellation, (m, k)-networks as a case of tessellation, convex, maximal and connected subsets in such networks,
spatial pyramids and spatial hierarchies. As like Robinsonian dissimilarities induced by indexed pyramids generalize ultrametrics
induced by indexed hierarchies we show that a new kind of dissimilarity called “Yadidean” induced by spatial pyramids generalize
Robinsonian dissimilarities. We focus on spatial pyramids where each class is a convex for a grid, and we show that there are
several one-to-one correspondences with different kinds of Yadidean dissimilarities. These new results produce also, as a special
case, several one-to-one correspondences between spatial hierarchies (resp. standard indexed pyramids) and Yadidean ultrametrics
(resp. Robinsonian) dissimilarities. Qualities of spatial pyramids and their supremum under a given dissimilarity are considered.
We give a constructive algorithm for convex spatial pyramids illustrated by an example. We show ﬁnally by a simple example that
spatial pyramids on symbolic data can produce a geometrical representation of conceptual lattices of “symbolic objects”.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Spatial classiﬁcation concerns any ﬁnite set, denoted , of units described by a ﬁnite set of standard or symbolic
variables and for which a dissimilarity, denoted d, can be given. We recall that a tessellation is a tilling pattern that
covers space without leaving any gap. The shapes used are not always regular. The aim of a spatial classiﬁcation is to
associate each unit to a vertex of a tessellation and to produce simultaneously a classiﬁcation structure “compatible”
with the tessellation and which induces a dissimilarity d ′ ﬁtting d as best as possible. It should be noticed that “spatial
classiﬁcation”, as it can be applied to any kind of standard or symbolic data, is not “classiﬁcation of spatial data”
even if it can be applied to such data, like geographical data, by using a tessellation respecting as best as possible
the geographical positions of the units. Standard classiﬁcation structures are for instance, indexed hierarchies [22] or
indexed pyramids [10,11]. Each class of the hierarchy or the pyramid has a height given by a mapping called “index”.
For example, in the indexed hierarchy given in Fig. 2, like in the indexed pyramid given in Fig. 3, the height of the class
{A,B} is 1. In standard indexed hierarchies or pyramids, the tessellation is reduced to a chain on a straight line (deﬁned
by the positions of A, B, C, D on the straight line given in Figs. 2 and 3). It is always possible to induce a dissimilarity
from such classiﬁcation structures by associating to any couple (x1, x2) of elements of  their dissimilarity d ′(x1, x2),
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Fig. 1. A square cell of a grid and the distances d between its vertices.
Fig. 2. A single hierarchy with d as input and its induced ultrametric d ′: two values differ from d.
Fig. 3. A single pyramid with d as input and its induced Robinsonian dissimilarity d ′: one value differs from d.
deﬁned by the height of the class of lowest height containing them (for instance, the indexed pyramid, shown in Fig. 3,
induces d ′(B,C) = 1 and d ′(A,C) = √2). Johnson [22] has shown that a hierarchy induces an ultrametric by this
way and Diday [10] has shown that a pyramid induces a Robinsonian dissimilarity by the same way which contains
ultrametrics as a special case. We show in this paper that a spatial pyramid induces (also, by the same way) a new kind
of dissimilarity called “Yadidean” (“Yadid” means “friend” for the people of the Bible who has contributed in building
the Egyptian Pyramids). A dissimilarity, denoted dT , can also be induced from a tessellation T. For instance, the length
of the shortest path connecting the vertices associated to two units measures their dissimilarity. The length of a path is
considered to be the sum of the lengths of the edges which link two nodes of the path. This will be our choice in the
following. The “compatibility” between a classiﬁcation structure and a tessellation (where each vertex is associated to
an unit) can then be measured by the “compatibility” between the dissimilarity induced by the classiﬁcation structure d ′
and dT . The “compatibility” between two dissimilarities d1 and d2 denoted Comp(d1, d2) can be measured for instance,
by the number of times where the largest (or smallest) dissimilarity among a pair in a triple of units is the same one
for d1 and d2. The ﬁt between d1 and d2 can be measured by |d1 − d2| or the number of different dissimilarity values.
Hence, the “quality” of a classiﬁcation structure can be measured by the compatibility and ﬁt between d, d ′ and dT .
In order to gain insight by an example, for all these notions which will be developed in this paper, we use as input
the dissimilarities induced by a square of side of length equal to 1. This square and the dissimilarities (which is the
Euclidean distance) between its four vertices A, B, C, D are given in Fig. 1. In Fig. 2 a “complete linkage” hierarchy
is shown. As usual, “complete” means that the classes are aggregated bottom up by the largest dissimilarity d between
the units of the two classes, until all units become aggregated. This indexed hierarchy induces an ultrametric d ′, also
given in Fig. 2. It results in two values of d ′ that differ from d(d ′(B,C) and d ′(A,C)). A “complete linkage” pyramid
with d as input and its induced Robinsonian dissimilarity is given in Fig. 3. It results in only 1 value that differs from
d as 1 = d(A,D) = d ′(A,D) = √2. A complete linkage spatial pyramid from a top view with d as input and its
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Fig. 4. A single spatial pyramid with d as input and its induced Yadidean dissimilarity d ′: no values differ from d.
induced Yadidean dissimilarity d ′ are given in Fig. 4. This spatial pyramid has two levels, the height of the ﬁrst level
is 1, the height of the second is
√
2. No value of its induced dissimilarity d ′ differs from d. Hence, this result shows,
in this example, that with a smaller number of levels (2, instead of 3 for the standard hierarchy and 4 for the standard
pyramid), the spatial pyramid gives the best result in comparison with the standard approaches.
It can also be shown that not only the ﬁt between d and d ′ is the best for the spatial pyramid for this example, but also
the “compatibility” between d and dT measured here by the number of triples having the same largest couples for both
dissimilarities. Let the tessellation T be deﬁned by the sequence of segments (A,B), (B,C), (C,D) on the straight line
induced by the hierarchy and the pyramid. We get dT (A,D)= 3 as there are three segments between A and D: AB, BC
and CD (see Figs. 2 and 3) . Therefore, dT (A,D) is maximal among the couples of the triples (A,C,D) and (D,A,B).
This is not the case, for the tessellation deﬁned by the square ABCD and denoted M induced by the spatial pyramid as
dM(A,D)= 1, like for the initial dissimilarity d as d(A,D)= 1. The maximal value for d and dM among the couples
of the triples (A,C,D) (resp. (D,A,B)) is AC (resp. BD). For the three dissimilarities the maximal value among the
couples of the triples (A,B,C) (resp. (B,C,D)) is AC (resp. BD). Therefore, we obtain ﬁnally Comp(d, dT )= 2 and
Comp(d, dM) = 4. This means that the compatibility induced by the tessellation associated to the spatial pyramid is
better than the one induced by the standard hierarchy and pyramid.
In order to be able to compare a classiﬁcation structure to the initial dissimilarity d by using their induced dissimilarity
d ′ it is necessary to show ﬁrst that the set of induced dissimilarities is in one-to-one correspondence with the set of
classiﬁcation structures. Several results are already known for standard structures like hierarchies and pyramids. Here,
we extend them to spatial structures.
More precisely, indexed hierarchies and ultrametrics yield a one-to-one correspondence shown by Johnson [22] and
Benzecri [2]. Diday [10,11] has shown a one-to-one correspondence between indexed clustering pyramids and Robin-
sonian dissimilarities which generalize the one-to-one correspondence between indexed hierarchies and ultrametrics.
These one-to-one correspondences have been studied by several authors, for example Bertrand [3,4] Durand and Fichet
[21], Bertrand and Janowitz [5]. In order to build a clustering pyramid, several algorithms have been proposed by Diday
[10,11], Bertrand [3,4], Aude [1] for the standard case of classical variables and by Brito and Diday [9], Brito [7,8],
Rodriguez [24], for the symbolic data case.
We introduce in Section 2 a case of tessellation called (m, k)-network. It is a grid when m = k = 4. When the
tessellation is reduced to a chain with edges of equal size on a straight line we say that it is a (2, 2)-network. Spatial
pyramids are based on a graph deﬁned by a m/k-network for which each cluster of the pyramid is “convex”, “maximal”
or “connected”. The “compatibility” between an order O and a dissimilarity which is expressed by a Robinsonian matrix
ordered by O, is generalized to the “compatibility” between a dissimilarity and a grid M expressed by a “Yadidean
matrix” “ordered” by M. “Yadidean dissimilarities” generalize Robinsonian dissimilarities as a Yadidean dissimilarity
is a Robinsonian dissimilarity in the case of a (2, 2)-network. The one-to-one correspondence given in Diday [16]
between a family of “ indexed spatial pyramids” and a family of Yadidean dissimilarities is generalized to one-to-
one correspondences between several kinds of equivalence classes of indexed spatial pyramids and several kinds of
Yadidean dissimilarities called “large”, “strict”, “weakly large”, “weakly strict”. We extend standard hierarchies to
spatial pyramids and ultrametrics to Yadidean ultrametrics. Then, we show that these results lead to several kinds of
one-to-one correspondences between indexed hierarchies and ultrametrics, between indexed pyramids and Robinsonian
dissimilarities and between spatial hierarchies and Yadidean ultrametrics. We show that the supremum of the set of
Yadidean ultrametrics lower than a given dissimilarity is a Yadidean dissimilarity. We give a constructive algorithm for
convex spatial pyramids illustrated by an example. Finally, we show by a simple example that spatial pyramids can
give a geometrical representation of a conceptual lattice.
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Fig. 5. (a) Part of a tessellation; (b) part of a 63 -network, 36 -network and 44 -network.
2. A kind of tessellation: a “m/k-network”
A m/k-network is deﬁned as a network where (i) m edges deﬁning m equal angles, meet at each node and (ii) the
smallest cycles contain k edges of equal length. It is a kind of tessellation since it is a tiling pattern that covers the
space without leaving any gaps. It can be noticed that any tessellation is not necessarily an m/k-network as shown in
Fig. 5(a) which is a tessellation but not an m/k-network (as the three angles at each node are not equal) and Fig. 5(b)
where three m/k-networks are shown.
Instead of representing the clustered units on a straight line as in standard hierarchical or pyramidal clustering, our
objective in this paper is to represent them on a surface or on a volume. It can be shown that on a surface there are only
three possibilities for such a network: (m, k) = (6, 3), (m, k) = (3, 6), (m, k) = (4, 4), which are shown in Fig. 5. If
(m, k) = (4, 4), we get a usual grid of two dimensions where each smallest cycle is a square. If (m, k) = (6, 12) we
get a grid of three dimensions where the smallest cycles are cubes. In order to simplify the presentation, most of the
following results are expressed in the case (m, k) = (4, 4) (i.e., a grid). In the following, we consider that m and k are
larger than 2. When m = k = 2, we consider by deﬁnition that the network is reduced to a straight line were the cells
are intervals of equal length and the nodes deﬁne a total order on the set of units.
3. Dissimilarity induced by a network and convex, maximal and connected subsets
We imbed  in an m/k-network M by associating to each element of  a node of M. In practice, this can be done
always in a “compact” way (i.e., without holes) which means that there are no nodes of M not associated with an
element  surrounded by nodes associated with elements of . In order to simplify, the name of a node is the name
of its associated element in . Also, in the case of a grid we consider that || = np where n is the number of rows
and p the number of columns. This is always possible in two steps. First by using (on the set of elements ) a k-means
or a Dynamical Clustering Algorithm [25] with np clusters. Both approaches lead to np centers (means for k-means
or “prototypes” for Dynamic clustering). Second, by building the spatial pyramid obtained from these np centers (for
instance, by the algorithm given in Section 13 or 14). Other approaches can be considered by duplicating, adding or
deleting elements. For all these methods the questions of how to choose these elements (randomly, outliers, etc.) and
how the results are affected by these choices remain opened.
A dissimilarity d deﬁned on a ﬁnite set of units is a mapping:× → [0,∞) such that d(a, b)=d(b, a)d(a, a)=
0 for all a, b ∈ . When d(a, b) = 0 implies a = b, d is called proper.
The length of a chain in an m/k-network will be considered to be the sum of the lengths of the edges which link two
nodes of the chain. In the following, in order to simplify, all edges are considered to have the same length equal to 1.
G(M) is the graph which has the same nodes and edges as M.
If we denote by M an m/k-network, the dissimilarity induced by M, denoted dM , is deﬁned for any nodes i and j of
M by: dM(i, j) = {the length of the smallest chain connecting i and j in G(M)}.
Deﬁnition of a “diameter”: The “diameter” of a subset A for a dissimilarity d, denoted by D(A, d), is the greatest
dissimilarity among all the dissimilarities between two units of A.
Deﬁnition of a “convex of an m/k-network M”: A “convex of an m/k-network M” is a singleton or a subset A of 
such that any couple of elements (xi, xj ) of A are such that all the nodes of any smallest chain in G(M) connecting xi
to xj belong to A. Therefore, any rectangle of a grid M is a convex.
Deﬁnition of a “connected” in the graph G(M): We say that a subset of  is “connected” in the graph G(M) iff any
pair of its elements can be connected by at least one chain of elements of this subset.
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Fig. 6. Convex, connected and maximal subsets in a (4, 4)-network (i.e., a grid).
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Fig. 7. Cardinality of maximal subsets when the diameter  is odd or even. (a) =3|A|=8; (b) =3, |A|=8; (c) =4, |A|==12; (d) =4, |A|=13.
Deﬁnition of a “maximal” of an m/k-network: We say that a subset A of  is a “maximal” of an m/k-network M
when an element belongs necessarily to A if its dissimilarity dM to all the elements of A is lower than its diameter.
We present in Fig. 6 an example of connected, convex and maximal subset in a grid (i.e., in a 44 -network).
When m = k = 2, the network is reduced to a straight line were the units are ordered. It is then easy to see that a
subset of  is a convex, a maximal or a connected iff it is an interval for this order.
4. Some properties of convex, connected and maximal subsets
It is easy to see that the set CM of convexes of an (m, k)-network M is stable by intersection, which is not the case
for the set XM of maximal and the set NM of connected subsets. We have also CM ⊂ NM and XM ⊂ NM .
Deﬁnition of a “diameter set conservative”: We say that a set of subsets QM of an (m, k)-network M is diameter set
conservative iff when i, j ∈ A ∈ QM with D(A, dM) = dM(i, j) and i, j belong to B ∈ QM , we have A ⊆ B.
For example, the set of rectangle of a grid is “diameter set conservative” as when a rectangle B of a grid contains a
main diagonal of another rectangle A, then A is included in B. More generally, we have the following result:
Proposition 1. In a grid, the set of convexes is diameter set conservative.
Proof. This results from the fact that any convex in a grid is a rectangle and any node of such rectangle, denoted A,
is on a shortest pathway connecting i to j such that D(A, dM) = dM(i, j). Hence, if B is another convex of the grid
containing i and j, it will contain all the shortest pathways connecting i to j and so it will contain all the nodes of A.
Therefore, A is included in B.
Concerning maximal sets, it can be shown that if the diameter D(h(i, j), dM) =  is odd, then the cardinality of a
Maximal subset A is |A| = (+ 1)2/2. For instance, with = 3, |A| = 8 as shown in Fig. 7(a) and (b). When  is even,
there are two possibilities, one gives |A| = ( + 1)2/2 and the other gives |A| = (( + 1)2 − 1)/2. For instance, as
shown in Figs. 7(c) and (d) when = 4, we get a maximal with |A| = =12 and another with |A| = =13. 
5. Dissimilarity matrix induced by a grid
5.1. Yadidean matrices
Deﬁnition of a “d-grid matrix”: A dissimilarity matrix induced by a grid (i.e., a 44 -network) M for a dissimilarity d
called a “d-grid matrix” is deﬁned in the following way. Let M be a grid of n rows and p columns, Xi = (xi1, . . . , xin)T
and Xj = (xj1, . . . , xjn)T be two row matrices associated with two columns of M (see Fig. 8).
We denote by XiXTj (d), the matrix n× n which contains in its generic term (i.e., in the entry of its kth row and mth
column) the value d(xik, xjm). An example of such matrix is given in Fig. 9(a) and (b).
1276 E. Diday / Discrete Applied Mathematics 156 (2008) 1271–1294
x11 x21 x31 x41
X1 X1 T(d) X1 X2 T (d) X1 X3 T(d) X1 X4 T(d) 
x12 x22 x32 x42
X2 X1 T(d) X2 X2 T(d) X2 X3T(d) X2 X4T(d)
x13 x23 x33 x43
X3 X1 T(d) X3 X2 T(d) X3 X3 T(d) X3 X4 T(d) 
X4 X1 T(d) X4X2 T(d) X4 X3 T(d) X4 X4 T(d) 
Fig. 8. The 12 nodes of a 3 × 4 grid and its associated “d-grid blocks matrix” Z(d).
x11 x12 x13 x21 x22 x23 x31 x32 x33
x11 0
a
b
1 4 3 4 7 4 5 8 d (x21, x31) d (x21, x32) d (x21, x33)
x12 0 3 4 4 5 5 5 6 X2 X3T(d) = d (x22, x31) d (x22, x32) d (x21, x33)
x13 0 7 5 5 8 6 6 d (x23, x31) d (x23, x32) d (x23, x33) 
x21 0 1 5 3 1 5
x22 0 2 1 2 4
x23 0 5 4 1
x31 0 1 5 3 1 5 
x32 0 2 X2 X3
T(d) = 1 2 4 
x33 0 5 4 1 
x11 x12 x13 x21 x22 x23 x31 x32 x33
x11 0 4 v 4 4 v v v v 
x12 0 5 4 4 5 v v v 
x13 0 v 5 5 v v v 
x21 0 1 v 1 1 v 1 1 v 
x22 0 3 1 1 3 X2 X3T(d) = 1 1 3 
x23 0 v 3 1 v 3 1 
x31 0 1 v 
x32 0 3 
x33 0 
Fig. 9. (a) The upper part of a Yadidean matrix Y (d) of a 3 × 3 grid and the block matrix X2XT3 (d); (b) The upper part of a Yadidean matrix Y (d)
of a 3 × 3 grid where v5 and the block matrix X2XT3 (d) of its associated Robinsonian by blocks matrix.
Deﬁnition of a “block matrix”: The “block matrix” induced by M for a dissimilarity d (also called a “d-grid blocks
matrix”) is deﬁned by a matrix Z(d) = {Zij (d)}i,j∈{1,...,p} where each term Zij (d) is a “block” deﬁned by the matrix
Zij (d) = XiXTj (d). In other words, Z(d) = {XiXTj (d)}i,j∈{1,...,p}. A “d-grid matrix” is a matrix W(d) whose terms
are the dissimilarities which are inside the blocks XiXTj (d), (see Fig. 10). More precisely, a d-grid matrix W(d) is
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i j 1….. k k' m' m 
1 d(xi1,xj1)
….
k d(xik, xjk) d(xik, xjm)
k' d(xik', xjk')
m' d(xim',xjm')
m d(xim, xjk) d(xim, xjm)
xi1
xik
xik'
xim'
xim
xin
Xi Xi' Xj' X j Xp
xp1
xpk
xpk'
xpm'
xpm
xin
xi'1
xi'k
xi'k'
xi'm'
xi'm 
xi'n
xj1
xjk
xjk'
xjm'
xjm
xjn
xj'm'
xj'1 
Fig. 10. (a) Each xij is a node of the grid where the two diagonals of the convex xik , xim, xjm, xjk of the grid are represented. (b) This array
represents some terms of the matrix XiXTj (d).
deﬁned by W(d) = {d(xik, xjm)}i,j∈{1,...,p},k,m∈{1,...,n}. We recall that a Robinsonian matrix is symmetrical, its terms
increase in row and column from the main diagonal and the terms of this diagonal are equal to 0. Our aim is now to
extend standard Robinson matrices to the case where their terms are matrices instead of numbers. To do so, we use an
order between matrices deﬁned in the following way: let A and B be two matrices such that A = {aij }i,j∈{1,...,p} and
B = {bij }i,j∈{1,...,p}, we say that A is lower than B and denote AB iff ∀i, j ∈ {1, . . . , p} we have aij bij .
Deﬁnition of a “Robinsonian by blocks matrix”: A “Robinsonian by blocks matrix” is a d-grid block matrix Z(d)
such that: (i) it is symmetrical, (ii) the matrices of its main diagonal Zii(d) = XiXTi (d) are Robinsonian. (iii) The
matrices Zij (d) = XiXTj (d) with i = j are symmetrical and increase in row and column from the main diagonal.
More precisely, the Zij (d) increase in j and decrease in i when i < j (i.e., Xi+1XTj (d)XiXTj (d), XiXTj (d)
XiX
T
j+1(d), in the upper part of Z(d)). It can be considered as a “Robinsonian matrix by blocks” as (by analogy with
a standard Robinsonian matrix), the blocks Zij (d) = XiXTj (d) increase from the main diagonal of Z(d) deﬁned by{Zii(d)}i=1,n, which means as before that they increase in j and decrease in i when i < j which means also that all the
corresponding terms of these matrices increase when j increases or decreases when i increases, when i < j .
Deﬁnition of aYadidean d-grid matrix: We say that a d-grid matrix Y (d)={d(xik, xjm)}i,j∈{1,...p},k,m∈{1,...n}, induced
by a grid M is Yadidean, when the d-grid blocks matrix Z(d) = {XiXTj (d)}i,j∈{1,...,p} induced by M is Robinsonian
by blocks. In Fig. 9(a) and (b), we show examples of such a matrix.
5.2. Different kinds of convexes induced by a Yadidean dissimilarity
Deﬁnition of a “maximal (M, d)-convex”
A convex C of M is called a “maximal (M, d)-convex” if there is not a convex C′ of M such that C ⊂ C′ (strictly)
and D(C′, d) = D(C, d).
In a Yadidean matrix Y = {d(xik, xjm)}i,j∈{1,...p},k,m∈{1,...n}, such a convex C is easy to ﬁnd as it is characterized by
the fact that if its diameter is D(C, d) = d(xik, xjm) and if i < j and k <m, then, the same value does not exist (see
Fig. 10):
• in any row or column smaller than k and higher than m if i and j are ﬁxed (i.e., among the terms d(xik′ , xjm′) where
k′k and m′m in the matrix XiXTj (d)),
• in any row or column lower than i and higher than j if k and m are ﬁxed (i.e., among the matrices Xi′XTj ′(d) with
i′ i and j ′j).
For example, in the Yadidean matrix shown in Fig. 9(b), if v > 5 then the convexes C1, C2, C3 of diameter D(C1, d)=
d(x11, x33)=v,D(C2, d)=d(x12, x23)=5, D(C3, d)=d(x21, x32)=1 deﬁned by their diagonal (x11, x33), (x12, x23),
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Fig. 11. (a) The different cases of Yadidean dissimilarities, (b) spatial indexed pyramids and (c) equivalence classes of spatial indexed pyramids. We
use the index i such that i = 1 when C1 is empty, i = 2 when C1 may be empty or not empty, i = 3 when C1 is not empty.
(x21, x32), (in the grid of Fig. 8 reduced to the columns X1, X2, X3), are maximal (M, d)-convexes. If v = 5 then C2
is not a maximal (M, d)-convex as it is strictly included in C1 and both have the same level.
The terms of a Yadidean matrix Y (d) = {XiXTj (d)}i,j∈{1,...,p} may satisfy several properties:
(i) Two consecutive terms in a row or in a column of any matrix XiXTj (d) can be equal.
(ii) Two terms at the same position d(xik, xjm), d(xi′k, xj ′m) in two matrices XiXTj (d) and Xi′XTj ′(d) can be equal
if the two matrices are consecutive in row or in column in the associated blocks matrix Z(d).
If condition (i) or condition (ii) is satisﬁed, it means that there exists a convex C′ strictly included in another
convex C with the same diameter. In other words, this means that there exists a convex C′ which is not a maximal
(M, d)-convex. In that case the following third condition may be satisﬁed:
(iii) C′ is the intersection of at least two maximal (M, d)-convexes A and B with C′ = A, C′ = B.
We denote by C, the set of convexes of the grid M strictly included in other convexes with same diameter for d.
Therefore, C is not empty if the conditions (i) or (ii) are satisﬁed, as there exists a convex C′ strictly included in another
convex with same diameter for d . If C is not empty we deﬁne two complementary subsets of C: C1 and C2. We denote by
C1 the set of convexes C ∈ C which are the intersection of at least two maximal convexes different from C. Therefore,
C1 is not empty if the condition (iii) is satisﬁed. We denote by C2 the complementary of C1 in C.
In Fig. 11, the set of most general Yadidean matrices is denoted Y i1. It can be partitioned into two subsets denoted
Y i2 if C2 = ∅ and Y i3 if C2 = ∅.. From Fig. 11(a) several cases can be considered depending on the subset C1. We use
the index i such that i = 1 when C1 is empty. In this case the Yadidean matrices are called “strict”. When i = 2, C1
may be empty or not. In this case, the Yadidean matrices are called “large”. Finally, i = 3 when C1 is not empty. In
the case i = 1 where C1 is empty (see Fig. 12) the set of most general Yadidean matrices is Y 11 . This means that the
condition (iii) is never satisﬁed in the matrices of Y 11 . We say that such matrices are “weakly strict”. When C1 is empty
and also C2 is empty we get the subset Y 13 of “strict” Yadidean matrices where C is empty. When C1 is empty and C2
is not empty we get the subset Y 12 of “strict” Yadidean matrices which can produce “arched” pyramids (this will be
explained later), that is why such Yadidean matrices which deﬁne a subset Y 12 are called “strictly arched”. When i = 2
(see Fig. 13) C1 and C2 are empty or not among the Yadidean matrices of Y 21 which are said “weakly large”. These
matrices are the most general kind of Yadidean matrices. Among these matrices, Y 22 is the subset of Yadidean matrices
where C2 is empty. This means that the condition (iii) is satisﬁed by any element of C, we say that such Yadidean
matrices are “large”.
Deﬁnition of a “Yadidean dissimilarity”: A “Yadidean dissimilarity” is a dissimilarity for which there exists a grid
M such that its induced d-grid matrix Y (d) = {d(xik, xjm)}i,j∈{1,...p},k,m∈{1,...n} is Yadidean.
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Fig. 12. The “strict” case where i = 1: C1 is empty.
Fig. 13. The “large” case where i = 2: C1 may be empty or not empty.
Deﬁnition of a “strict (resp. large, weakly large, weakly strict) Yadidean dissimilarity: A “strict (resp., large, weakly
large, weakly strict) Yadidean dissimilarity” is a dissimilarity for which there exists a grid such that its induced d-grid
matrix is strictly ((resp., large, weakly large, weakly strict))Yadidean. Let the sets of weakly strict, strict, strictly arched
and weakly Large, large, largely arched Yadidean dissimilarities be, respectively, denoted by WSYD, SYD, SAYD
and WLYD, LYD, LAYD. From their deﬁnition, it results that SYD ⊂ WSYD ⊂ WLYD, SYD ⊂ LYD ⊂ WLYD,
SAYD ⊂ WSYD ⊂ WLYD and SAYD ⊂ LAYD ⊂ WLYD.
When i = 3 we have C1 = ∅, each subset of Yadidean matrices Y 3j is the complementary of Y 1j in Y 2j it takes the
same name as Y 1j preceded by the letter “C” for “Complementary”. For example CWSYD is the complementary of
WSYD in WLYD as we have: Y 31 = Y 21 \Y 11 = WLYD\WSYD = CWSYD.
6. Some properties of a Yadidean matrix
A Yadidean matrix is not Robinsonian as its terms (the d(xik, xjm) for i, j ∈ {1, . . . , p} and k,m ∈ {1, . . . , n}) do
not necessarily increase in row and column from the main diagonal as shown by the Yadidean dissimilarity given in
the Figs. 9(a) and (b). Also, the number of terms of a Yadidean matrix satisﬁes the following result:
Proposition 2. The maximal number of different terms in a Yadidean matrix is lower than in a Robinsonian matrix of
the same size. Moreover, the number of different dissimilarities in a Yadidean matrix tends to be two times less then in
a dissimilarity or a Robinson matrix, where all values are different in the upper part of these symmetrical matrices.
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Proof. In a grid of n rows and p columns where there are np elements of , there are np(np − 1)/2 dissimilarities
which can be different due to the symmetry of a Robinsonian matrix of (np)2 elements. In a Yadidean matrix the
p(p−1)/2 matrices XiXTj (d) are symmetrical which implies the equality of (p(p−1)/2)(n(n−1)/2) dissimilarities.
Hence, the number of possible different terms in such a Yadidean matrix is only K(n, p) = np(np − 1)/2 − (p(p −
1)/2)(n(n− 1)/2)= (np/4)(n+ 1)(p+ 1)− np. A Yadidean matrix is a Robinsonian matrix in the case where p= 1,
in this case K(n, 1) = n(n − 1)/2 as expected. If n = p the greatest number of different terms is K(n, n) = n2(n2 −
1)/2−[n(n−1)/2]2 =n2(n+3)(n−1)/4. Therefore, the maximal percentage of different values in aYadidean matrix
among all possible dissimilarities is x = K(n, p)200/np(np − 1) = 50 + 100(n + p − 2)/2(np − 1) in the general
case and x = 100K(n, n)(2/n2(n2 − 1))= 50 + 100/(n+ 1) when p = n. Therefore, when n and p increase towards
inﬁnity, the number of different dissimilarities in a Yadidean matrix tends to be two times less then in a dissimilarity or
a Robinson matrix, where all values are different in the upper part of these symmetrical matrices. 
Deﬁnition of a “diameter conservative” dissimilarity: We say that a dissimilarity d is “diameter conservative” for a
m/k-network M when for any convex C of M we have D(C, dM) = dM(i, k) ⇒ D(C, d) = d(i, k). In that case we
say that d is “compatible” with M .
Proposition 3. A dissimilarity is compatible with a grid if and only if it is Yadidean.
Proof. First, let us show that if a dissimilarity is compatible with a grid, then it is Yadidean. Let d be a compatible
dissimilarity with a grid M of n rows and p columns. We have to show, by deﬁnition of a Yadidean matrix Y (d), that
the d-grid blocks matrix Z(d) induced by M satisfy the three conditions of a Robinson by blocks matrix: (i)–(iii). The
Fig. 8 and 11 can be used to follow the proof more easily.
(i) To show that Y (d) is symmetrical, we have to prove that for any i and j in {1, . . . p} and m, k in {1, . . . n} that
d(xim, xjk) = d(xjk, xim) which is true by deﬁnition as d is a dissimilarity.
(ii) The matrices XiXTi (d) are Robinsonian as they are symmetrical as d is symmetrical by deﬁnition, the terms
of its main diagonal are equal to 0 as d(xik, xik) = 0. The other terms increase in row and column from the
main diagonal as on a column Xi of the grid if k < l <m and C is the connected set containing all the nodes xil
of this column of the grid which are between xik and xim, we have D(C, dM) = dM(xik, xim). The connected
sets are also convex in a row or a column of a grid. So we have D(C, d) = d(xik, xim) as d conserves the
diameters for the convexes. Therefore, d(xik, xim)Max(d(xik, xil), d(xil, xim)), so XiXi(d) increases in row
(resp. in column) from the main diagonal as d(xik, xim)d(xik, xil) (resp. d(xik, xim)d(xil, xim)) for any
i ∈ {1, . . . p}, k, l, m ∈ {1, . . . n} with k < l <m.
(iii) To prove that the matrices XiXTj (d) are symmetrical we have to prove that XiXTj (d)=XjXTi (d). As the generic
term ofXiXTj (d) is d(xik, xjm) for k=1, n,m=1, nwhen i is smaller then j , we have now to show that the matrix
XiX
T
j (d) increases in j . As its generic term is d(xik, xjm), we have to show that d(xik, xj ′m)d(xik , xjm) if
j ′ <j . This comes from the fact that the convex C of the grid deﬁned by its diagonal xik, xjm contains the convex
C′ of the grid deﬁned by the diagonal xik, xj ′m, we have D(C′, dM)=dM (xik, xj ′m)D(C, dM)=dM(xik, xjm)
from which it results that D(C′, d) = d(xik, xj ′m)D(C, d) = d(xik, xjm) as d is diameter conservative and
C′ ⊆ C. In the same way we can show that XiXTj (d) decreases in i.
Now we have to show that if a dissimilarity is Yadidean, then it is compatible with a grid. Let d be Yadidean for a grid
G. If d was not compatible with G, a convex C would exist in the grid with diagonal (xik , xjm) and another convex
C′ ⊂ C with a diagonal (xi′k′ , xj ′m′ ) (see Fig. 10), such that the diameter would not be conserved, which means that:
D(C′, dM)D(C, dM) but D(C, d)<D(C′, d) which implies that we have:
d(xik, xjm)< d(xi′k′ , xj ′m′) (1)
But as the d-grid matrix induced from G is Yadidean, when i < j (i.e., in the upper part of the matrix Y ) we have
XiX
T
j (d) decreasing in i and increasing in j . Moreover, inside XiX
T
j (d), d(xik, xjm) is decreasing in k and increasing
in m when k <m (i.e., in the upper part of this matrix). Therefore, it results that d(xi′k′ , xj ′m′)d(xik′ , xj ′m′) as
Xi′XTj ′(d)XiXTj ′(d) when i < i′ in the upper part of a Yadidean matrix.
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For the same reason, we have also, d(xik′ , xj ′m′)d(xik′ , xjm′) as XiXTj ′(d)XiXTj (d) when j ′ <j . We have also,
d(xik′ , xjm′)d(xik, xjm′) as k < k′ in the matrix XiXTj (d) where k <m (i.e., in the upper part of the matrix XiXTj (d))
and ﬁnally d(xik, xjm′)d(xik, xjm) as m′ <m in the same matrix XiXTj (d). Therefore, d(xi′k′ , xj ′m′)d(xik, xjm)
which is in contradiction with the inequality (1) and shows that d must be compatible with the grid if it is
Yadidean. 
7. Spatial pyramid
Deﬁnition of a spatial pyramid: A spatial pyramid on a ﬁnite set  is a set P of non-empty subsets (called “classes”)
of  satisfying the following conditions:
(1)  ∈ P .
(2) ∀w ∈ , {w} ∈ P .
(3) ∀(h, h′) ∈ P × P we have h ∩ h′ ∈ P ∪ ∅.
(4) An m/k-network M of  exists for which any element of P belongs to the set QM of convexes (resp. maximal,
connected) of M .
WhenQM is a set of convexes or maximal or connected ofM ,P is called, respectively, a convex, maximal, or connected
pyramid compatible with M . Moreover, such an m/k-network M is called convex, maximal or connected compatible
with P . From the deﬁnition of a 22 -network given in Section 2, it is easy to see that the standard hierarchies are a special
case of convex, maximal, or connected spatial pyramids as hierarchies are deﬁned by the conditions (1)–(3′) where
∀(h, h′) ∈ P ×P we have h∩h′ =∅ or h ⊆ h′ or h′ ⊆ h which implies that there exist orders for which any element of
P is an interval. Such order can be obtained by a top-down process starting from  and cutting it by the largest classes
of the hierarchy until the singletons. In case of binary hierarchies this process induces 2n−1 orders where n= card().
Standard pyramids are deﬁned by the conditions (1)–(4′) and there exists a linear order where every element of P is
an interval. It is then easy to show that any interval of a given order is a convex, maximal and connected subset for the
2
2 -network induced by this order.
In the following we restrict the condition (4) to the case where QM is the set of convexes in a square grid M .
Therefore, QM is closed for intersection and diameter set conservative. We call ancestor of a class A, a class B which
contains A if there is no class C such that A ⊂ C ⊂ B. It is easy to show that any class of such spatial pyramid has no
more than four ancestors as any ﬁfth class, which contains A and not any ancestor of A, would be not connected and
so not convex. If the grid is hexagonal (resp. triangular) the maximum number of ancestors is 3, (resp. 6).
8. Several kinds of indexed convex spatial pyramids
If we wish to give a height to each class of a pyramid, we need to introduce a mapping f from Q, a set of subsets
of , in [0,∞). When Q is a spatial pyramid (resp. a set of convexes of M), we deﬁne an indexed spatial pyramid in
the following way.
Deﬁnition of an “indexed spatial pyramid”: We say that a spatial pyramid Q (resp. a set of indexed convexes of M)
is “indexed” by f and (Q, f ) is an “indexed spatial pyramid” (resp. a set of indexed convexes of M) if f :Q → [0,∞)
is such that
(i) ∀A,B ∈ Q,A ⊂ B (strict inclusion) ⇒ f (A)f (B),
(ii) f (A) = 0 ⇔ |A| = 1.
We say that f (A) is the “level” of A. Several kinds of indexed spatial pyramids which are convex on a grid M
may be deﬁned. Given an indexed spatial pyramid (Q, f ), we denote C the set of convexes of the grid M strictly
included in an element of Q and with same level. We extend Q to a subset denoted C ∈ C stable by intersection in
Q ∪ C. Therefore, (Q′, f ′) = (Q ∪ C, f ) is also a spatial convex pyramid. More precisely, for any A ∈ Q we deﬁne
f ′ : Q ∪ C → [0,∞) such that f ′(A) = f (A) for A ∈ Q and for the element b of C which are not in Q we set
f ′(b) = Min{f (A)/A ∈ Q, b ⊂ A}. By this way we can add or delete new convexes in the pyramid without any
modiﬁcation of the level of the other convexes of the pyramid.
1282 E. Diday / Discrete Applied Mathematics 156 (2008) 1271–1294
Fig. 14. Six examples of indexed pyramids of different kinds. (a) C1 =, C2 ∩Q1 = , (b) C1 =, C2 ∩Q2 =, (c) Strict C1 =, C2 ∩Q2 =,
C2 = , (d) h3 ∈ C1 = , h ∈ C2 ∩ Q4 = C2, (e) C1 = , {h} ≡ C2, C2 ∩ Q5 = , (f) C1 = , C2 = .
Among C we deﬁne two complementary subsets C1 and C2, by setting that C1 is the set of elements C of C which
are the intersection of at least two elements of Q different from C and C2 are the other elements of C. Now, we can
deﬁne four kinds of indexed spatial pyramids.
In Fig. 11(b), the set of most general spatial pyramids is denoted P i1 . It can be partitioned into two subsets denoted
P i2 if C2 ∩ Q = ∅ and P i3 if C2 ∩ Q = ∅. Then, P i3 can be partitioned into P i4 if C2 = ∅ and P i5 if C2 = ∅, P i2 can be
partitioned into P i6 if C2 ∩Q=C2 and P i7 if C2 ∩Q = C2. From Fig. 11 (a) several cases can be considered depending
on the subset C1. We use the index i such that i = 1 when C1 is empty, i = 2 when C1 may be empty or not empty,
i = 3 when C1 is not empty. When C1 is empty the pyramids are called “strict”. The set of most general strict spatial
pyramids is P 11 called the set of “strictly indexed spatial pyramids” and denoted SISP. See the Fig. 12 and 13 for all
the denotations of the P ij . If C1 may be empty or not empty, the pyramids are called “large”. The set of most general
spatial pyramids is P 21 called the set of “largely indexed spatial pyramids” and denoted LISP. If C1 and C2 ∩ Q are
empty the spatial pyramids belong to the subset P 13 , and we say that (Q, f ) ∈ P 13 is “weakly strict”. The subset of such
pyramids is called “weakly strict indexed spatial pyramids” denoted WSSP. If C is empty (i.e., C1 and C2 are empty),
we are in the case of P 14 , and we say that (Q, f ) ∈ P 14 is strict. The subset of such pyramids is called “strict spatial
pyramids” denoted SSP. It can be noticed that an equivalent way to deﬁne a strict (Q, f ) is to replace the condition (i)
by (j) where ∀A,B ∈ C, A ⊂ B (strict inclusion) ⇒ f ′(A)<f ′(B) as it means also that C is empty.
If C1 is empty or not empty and C2∩Q is empty the spatial pyramids belong to the subsetP 23 , we say that (Q, f ) ∈ P 23
is “weakly large”. The subset of such pyramids is called “weakly large spatial Pyramids” denoted WLSP. If moreover,
C2 is empty we are in the case where i = 2 and j = 4, and we say that (Q, f ) ∈ P 24 is “large”. The subset of such
pyramids is called “large spatial pyramids” and denoted LSP.
When C2 = ∅, “arches” may appear in the pyramid. This is the case for example, in Fig. 14(b) where h ∈ C2 is
deleted and so an “arch” appears between h1 and h2. Pyramids may be more or less “arched” like in the Figs. 14(d)
and (e). In the case where C1 = ∅,C2 ∩ Q = ∅ and C2 = ∅ we say that (Q, f ) ∈ P 15 is “strictly arched”. The subset
of such pyramids is called “strictly arched spatial pyramids” denoted SASP. When C1 = ∅, C2 ∩ Q = ∅ we obtain
the set P 12 of “strictly arched spatial pyramids” denoted WSASP. When C1 = ∅,C2 ∩Q= C2 we obtain the set P 16 of
“strict non-arched spatial pyramids” denoted SNASP. When C1 = ∅,C2 ∩ Q = C2 and C2 = ∅, we obtain the set P 17
of “strict partially arched spatial pyramids” denoted SPASP.
In the case where C1 can be empty or not, C2 ∩ Q = ∅ and C2 = ∅ we say that (Q, f ) ∈ P 25 is “largely arched”.
The subset of such pyramids is called “largely arched spatial pyramids” denoted LASP. When C1 is empty or not,
C2 ∩ Q = ∅ we obtain the set P 22 of “weakly large arched spatial pyramids” denoted WLASP. When C1 is empty or
not, C2 ∩Q= C2 we obtain the set P 26 of “large non-arched spatial pyramids” denoted LNASP. When C1 is empty or
not, C2 ∩ Q = C2 and C2 = ∅, we obtain the set P 17 of “large partially arched spatial pyramids” denoted LPASP.
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If C1 is not empty the set of most general pyramids is P 31 is the complementary of P 11 in P 21 . In other words, we
have P 11 = P 21 \P 11 = LISP\SISP. That is why we call it “complementary of SISP in LISP” denoted CSISP.
More generally, we have P 3i =P 2i \P 1i and so, in this case the name of each subset is obtained by adding the letter C at
the beginning of the corresponding “strict” subset. Hence, P 22 , P 23 , P 24 , P 25 , P
2
6 , P
2
7 are, respectively, called CWSASP,
CWSSP, CSSP, CSASP, CSNASP, CSPASP.
Many inclusions between the different kinds of spatial pyramids exist. For example, strict spatial pyramids are a case
of large spatial pyramids which are a case of weakly large spatial pyramids which are a case of indexed spatial pyramids.
In other words SSP ⊂ LSP ⊂ WLSP ⊂ LISP. Also, the weakly strict spatial pyramids are a case of strictly indexed
spatial pyramids which are a case of largely indexed spatial pyramids, so we get: SSP ⊂ WSSP ⊂ SISP ⊂ LISP. In the
case of arched pyramids (i.e., C2 is not empty), we have SASP ⊂ LASP ⊂ WLSP ⊂ LISP and SNASP ⊂ LNASP ⊂
WLASP ⊂ LISP.
Examples. In Fig. 14 we illustrate six cases of spatial pyramids. Here, in order to simplify we use the simpler case
of spatial pyramids: standard linear pyramids and hierarchies. In the spatial pyramid reduced to a standard pyramid
(Q1, f1) given in Fig. 14(a) we can see that there exists an element h={x2, x3} which is strictly contained in h3 and at
the same level and is not the intersection of two classes of Q1. Hence, C2 is not empty as it contains h. Moreover, C1 is
empty. Therefore, (Q1, f1) ∈ P 11 is a strict indexed spatial pyramid (i.e., (Q1, f1) ∈ SISP). As C2 ∩Q = ∅ we can say
more precisely that (Q1, f1) ∈ P 12 ≡ SISP\WSSP = WSASP. The spatial pyramid (Q2, f2) reduced to a hierarchy,
given in Fig. 14(b) is weakly strict (i.e., (Q2, f2) ∈ WSSP ≡ P 13 ) as C1 is empty and C2 ∩ Q = ∅. Moreover, as C2
is not empty (as it contains h) we can say more precisely that (Q2, f2) ∈ P 15 ≡ WSSP\SSP = SASP. The pyramid
(Q3, f3) (given in Fig. 14(c) is strict as C1 and C2 are empty. More precisely, we have (Q3, f3) ∈ SSP ≡ P 14 . In the
pyramid (P4, f4) given in Fig. 14(d) we have h5 = {x1, x2, x3, x4, x5} and h4 = {x4, x5, x6}.
This row must remain at the same level than the row 26 so C1 is not empty as it contains h3 = h4 ∩ h5 = {x4, x5}
which is strictly included in h2 ={x3, x4, x5} and at same level. Therefore, (Q4, f4) is a spatial pyramid which belongs
to the subset P 31 of spatial pyramids denoted CSISP (i.e., (Q4, f4) ∈ CSISP). We can see that there exists an element
h={x2, x3} which is strictly contained in h5 and at the same level. So, C2 ∩Q4 is not empty as it contains h. Therefore,
we can say that (Q4, f4) ∈ P 32 =CWSASP. Due to h′′ = {x5, x6}, C2 ∩Q4 = C2, therefore, more precisely (P4, f4) ∈
P 37 = CSPASP. The pyramid (Q5, f5) given in Fig, 14(e) belongs to CSISP, as C1 (due to h3 = h4 ∩ h5 = {x4, x5}) is
not empty. It contains no element of C2 even if C2 (due to h = {x2, x3}) is not empty.
Therefore C2 ∩Q=∅ and C2 =∅ give more precisely (Q5, f5) ∈ P 35 =CSASP. Finally, the pyramid (Q6, f6) given
in Fig. 14(f) belongs to CSISP as C1 is not empty, due to h3 = h4 ∩ h5 = {x3, x4}. More precisely, as C2 is empty we
have (Q6, f6) ∈ P 34 ≡ CSSP.
9. Characterization of several kinds of indexed spatial pyramids by equivalence relations
We say that C is a “maximal class” of a convex pyramid or an “f -maximal” if it is a class of the pyramid for which
there does not exist a class C′ such that C would be strictly included in C′ and f (C) = f (C′).
The binary relation R deﬁned by “(P ′, f )R(P ′′, f )iff(P ′, f ) and (P ′′, f ) have the same f -maximal classes”, is
an equivalence relation on the set LISP. In the following, the set of equivalent classes deﬁned on the set P ij of spatial
pyramids is denoted Eij in Fig. 11(c). The name of an equivalence class is induced from the name of the set of pyramids
on which it applies by adding the letter E at the beginning in Fig. 12 and 13. For example, the set of equivalence
classes deﬁned on LISP is denoted ELISP as shown in the Fig. 13. The Fig. 15 detailed in the Fig. 16 for i = 1, 2, 3
summarizes the following results concerning the one-to-one correspondences between several kinds of equivalence
classes and spatial pyramids.
Proposition 4. For i = 1, 2, 3 and j = 3, 4, 5, 6, P ij is in one-to-one correspondence with Eij , moreover P i5 (resp. Ei1,
Ei5, E
i
7) is in one-to-one correspondence with P i6 (resp. Ei3, Ei6, Ei2).
Proof. By deﬁnition each equivalence class resulting from the binary relation R is characterized by the pyramids of
same maximal classes and their intersections. Therefore, there are three cases to consider depending on the fact that
the equivalence classes are obtained from a set of indexed spatial pyramids with arches or not.
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Fig. 15. The one-to-one correspondences between the different kinds of equivalence classes, Yadidean dissimilarities and spatial pyramids.
Fig. 16. The main one-to-one correspondences between indexed spatial pyramids,Yadidean dissimilarities and equivalence classes. Here, 9 one-to-one
correspondences between Yadidean dissimilarities and indexed spatial pyramids are shown among 12 as three more can be added between P i6 and
Y i2 for i = 1, 2, 3.
In the ﬁrst case, we consider the set P i1 where the pyramids can be arched or not (i.e., C2 is empty or not). In this case,
any equivalence class contains partially arched or non-arched pyramids when C2 ∩Q = ∅ and a unique indexed spatial
pyramid Q deﬁned by the set of its f -maximal and their intersections, when C2 ∩Q=∅. Therefore, each equivalence
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class of Ei1 contains a unique pyramid of P
i
3 which is the set of all indexed spatial pyramids deﬁned by their maximal
classes and their intersections as C2 ∩Q=∅. Reciprocally, each pyramid Q of P i3 is contained in a unique equivalence
class of Ei1 deﬁned by the set of arched or not arched pyramids of same maximal classes than the one of Q. Therefore,
Ei1 and P
i
3 are in one-to-one correspondence. Moreover, E
i
3 and P
i
3 are also in one-to-one correspondence as each
equivalence class of Ei3 contains a unique pyramid which is in P
i
3 and reciprocally each pyramid of P
i
3 deﬁnes by itself
a unique equivalence class of Ei3 as P
i
3 does not contain any pyramid such that C2 ∩ Q = ∅.
In the second case, we consider the set P i4 where the indexed spatial pyramids can not have arcs as C2 = ∅. In this
case, each equivalence class of Ei4 contains a unique indexed spatial pyramid which is in P
i
4 and each element of P
i
4
deﬁnes by itself a unique equivalence class, therefore Ei4 is in one-to-one correspondence with P
i
4 .
The third and last case concerns the set of indexed spatial pyramids where C2 is not empty (i.e., arches can appear).
This is the case of the indexed spatial pyramids of P i2 , P
i
5 ,P
i
6 and P
i
7 . As each element of P
i
6 contains all the elements of
C2, the elements of classes of Ei6 are reduced to only one element as they cannot contain any partially arched pyramid.
Therefore, P i6 and E
i
6 are in one-to-one correspondence. Moreover, each equivalence class of E
i
2 or E
i
5 contains a
unique indexed spatial pyramid which is in P i6 as it is always possible to complete a partially arched pyramid contained
in an equivalence class of Ei2 or E
i
5, by adding to this pyramid all the remaining elements of C2 in order to obtain an
element of P i6 which is necessarily unique.
Therefore, Ei2 and E
i
5 are in one-to-one correspondence together and with E
i
6. Moreover, as each equivalence class
of Ei5 is reduced to a unique element of E
i
5 (due to the fact that P i5 does not contain partially arched pyramids), Ei5 and
P i5 are in one-to-one correspondence. To each class of E
i
7 it is possible to associate a unique element of P
i
6 and vice
versa, therefore, Ei7 is in one-to-one correspondence with P
i
6 and so with E
i
6, E
i
2 and E
i
5. These last results prove the
proposition. 
Example. In Fig. 14(d) the pyramid (Q4, f4) belongs to an equivalence class which contains also several other indexed
arched or non-arched spatial pyramids, due to h= {x2, x3}, h′ = {x3, x4} and h′′ = {x5, x6}. These pyramids deﬁne an
equivalence class of pyramids obtained by adding or deleting h, h′ or (and) h′′. This class contains a unique weakly
large spatial pyramid which is (Q′4, f ′4) ∈ P 35 obtained by deleting h, h′ and h′′ which constitute an equivalence class
of E35 reduced to this pyramid. Now, if we add h, h
′ to (Q5, f5) we obtain another representative of the class denoted
(Q′5, f ′5) which belongs to P 36 as it contains all the elements of C2 = {h, h′} and so C2 ∩Q′5 =C2. Moreover, (Q′5, f ′5)
constitutes the unique element of an equivalence class of P 36 .
The next section is devoted to the one-to-one correspondences (shown in Figs. 15 and 16) between the Yadidean
dissimilarities Y ij and the different kinds of convex spatial pyramids P
i
j and equivalence classes E
i
j .
10. One-to-one correspondence between weakly indexed convex pyramids and Yadidean dissimilarities
We recall that LISP is the set of large indexed spatial pyramids which are convex compatible with an m/k-network
M . Hence, if (P, f ) ∈ LISP, P ⊆ CM (the set of convexes of M) and f is a mapping CM → [0,∞).
Let  be a mapping deﬁned from LISP in a set of dissimilarities d on  ×  deﬁned by ({P, f }) = d such that
d(i, j) = Min{f (A)/A ∈ P, i ∈ A, j ∈ A}. We show below that with such a deﬁnition, d is a proper Yadidean
dissimilarity.
In this section the different kinds of Yadidean dissimilarities Y ij which have been deﬁned in 5.2 are considered to be
proper. Hence, WLYD is the set of proper Yadidean dissimilarities compatible with a grid M . We denote IC the set of
indexed convexes of M .
The mapping : WLYD → IC is deﬁned by (d) = (Q, f ), where Q is the set of maximal (M, d)-convexes and
their intersections and the index is deﬁned by the mapping f : CM → [0,∞) such that f (A) = D(A, d) for any A in
CM . We show below that with such a deﬁnition, (Q, f ) is an indexed spatial pyramid.
In the following, in order to simplify notations we denote ({P, f }) by (P, f ). In order to simplify the proof of
the following result, we give it when M is a grid, but it can be generalized to the other m/k-networks.
Lemma 1. If(P, f )=d then, for any convexA inQM wehavef (A)=D(A, d). Moreover, d is diameter conservative.
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Proof. Let (P, f ) = d . We denote h(i, k) a class of the pyramid containing i and k and such that f (h(i, k)) =
Min{f (B)/B ∈ P, i ∈ B, k ∈ B} = d(i, k) by deﬁnition. Let A be a convex of M , with i, k ∈ A such that
D(A, dM) = dM(i, k). As the convex h(i, k) contains the diagonal of A in the grid we have necessarily A ⊆ h(i, k)
as the set of convexes CM is diameter set conservative for dM and so f (A)f (h(i, k)) = d(i, k) (1). Therefore,
f (A)D(A, d) (2) as d(i, k)D(A, d). We have also for any i′, k′ ∈ A, d(i′, k′)= f (h(i′, k′))f (A) by deﬁnition
of h. Therefore, d(i, k)f (A) (3) and D(A, d)f (A) (4). Hence, from (1) and (3) we get d(i, k) = f (A) and from
(2) and (4) we get D(A, d)= f (A). Hence, d(i, k)=D(A, d) and we have proved that D(A, dM)= dM(i, k) implies
D(A, d)= d(i, k) for any A in CM which by deﬁnition contains the set of the convexes of M . Therefore, d is diameter
conservative. 
Lemma 2. (1) If (P, f ) is SSP, WSSP, SASP, LSP, WLSP, LASP, CSSP, CWSSP, CSASP, then the Yadidean dis-
similarity d = (P, f ) is, respectively SYD, WSYD, SAYD, LYD, WLYD, LAYD, CSYD, CWSYD, CSAYD. Moreover,
when the spatial indexed pyramid (P, f ) is LNASP, SNASP, CSNASP then d =(P, f ), is respectively LAYD, SAYD,
CSAYD.
(2) If d is SYD, WSYD, SAYD, LYD, WLYD, LAYD, CSYD, CWSYD, CSAYD, then (d)= (P, f ) is, respectively SSP,
WSSP, SASP, LSP, WLSP, LASP, CSSP, CWSSP, CSASP. Moreover, when d is LAYD, SAYD, CSAYD, (d) = (P, f )
is LNASP, SNASP, CSNASP.
Proof. (1) First, if (P, f ) is a weakly large convex spatial pyramid (i.e., (P, f ) ∈ WLSP), then(P, f )=d is a proper
and weakly largeYadidean dissimilarity (i.e., d ∈ WLYD). This can be proved in the following way. It is easy to see that
d is a proper dissimilarity as the symmetry comes directly from its deﬁnition and we have d(x, x)= 0 as by deﬁnition
f ({x}) = 0. Moreover, d is proper as from the deﬁnition of an index, we get for i and j in A : d(i, j) = f (A) = 0 ⇔
|A| = 1 ⇔ i ≡ j . From Lemma 1 we know that d is diameter conservative so d is compatible with the grid and
therefore, from Proposition 3, it is Yadidean. Moreover, due to the Lemma 1, we know that the height of any convex A
of (P, f ) is its diameter for d . Therefore, if in the pyramid (P, f ) a convex C′ is strictly included in another convex C
with same diameter (i.e., C is not a maximal (M, d)-convex), it means that the condition (i) or (ii) deﬁned in Section
5.2 is satisﬁed. If moreover, C′ is the intersection of at least two maximal (M, d)-convexes A and B with C′ = A,
C′ = B the condition (iii) deﬁned in Section 5.2 is also satisﬁed. In other words, this means that the subset of convexes
C, C1,C2 deﬁned in Sections 8 and 5.2, respectively, induced by the pyramid (P, f ) and the Yadidean dissimilarity
d = (P, f ) are identical. Therefore, when the spatial indexed pyramid (P, f ) is SSP, WSSP, SASP, LSP, WLSP,
LASP, CSSP, CWSSP, CSASP, the Yadidean dissimilarity d = (P, f ) is, respectively SYD, WSYD, SAYD, LYD,
WLYD, LAYD, CSYD, CWSYD, CSAYD. Moreover, when the spatial indexed pyramid (P, f ) is LNASP, SNASP,
CSNASP then d = (P, f ) is, respectively LAYD, SAYD, CSAYD.
(2) Second, (d) = (P, f ) is a spatial indexed pyramid. This comes from the fact that  and the singletons are in
P as they are maximal (M, d)-convexes because they cannot be strictly included in a convex of same diameter. The
third condition of the deﬁnition of a convex pyramid is satisﬁed as any intersection of the two elements of P is in P
as it is the intersection of a ﬁnite number of maximal (M, d)-convexes. Therefore, by the deﬁnition of  it is in P .
Moreover, the fourth condition is satisﬁed as the elements of P belong to CM , as they are maximal (M, d)-convexes
or intersection of such convexes (the intersection of convexes of a grid is empty or convex). Now one needs to prove
that (P, f ) is an indexed spatial pyramid if d is a Yadidean dissimilarity. This comes from the fact that as f (A) is by
deﬁnition the diameter of A for d , we have necessarily A ⊂ B ⇒ f (A)f (B) and f (A) = 0 ⇔ {A is a singleton}
as d is proper. Hence, f satisﬁes the conditions (i) and (ii) given in Section 8 and therefore (P, f ) is an indexed
pyramid.
From the deﬁnition of , we know that the height of any convex A of (P, f ) = (d) is its diameter for d. the
subset of convexes C, C1, C2 deﬁned in Sections 8 and 5.2, respectively, induced by the pyramid (P, f ) = (d) and
the Yadidean dissimilarity d are identical. Therefore, when d is SYD, WSYD, SAYD, LYD, WLYD, LAYD, CSYD,
CWSYD, CSAYD, then (d)= (P, f ) is, respectively SSP, WSSP, SASP, LSP, WLSP, LASP, CSSP, CWSSP, CSASP.
Moreover, when d is LAYD, SAYD, CSAYD, (d) = (P, f ) is LNASP, SNASP, CSNASP. 
Theorem. The set of weakly large (resp. large, largely arched, weakly strict, strict, strictly arched) spatial pyramids
is in a one-to-one correspondence with the set of weakly large (resp. large, largely arched, weakly strict, strict, strictly
arched) Yadidean dissimilarities. Moreover, CSSP (resp. CWSSP, CSASP) is in one-to-correspondence with CSYD
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Fig. 17. Inclusions and one-to-one correspondences between Yadidean dissimilarities, indexed spatial pyramids and equivalence classes of spatial
pyramids.
(resp. CWSYD, CSAYD) and LNASP (resp. SNASP, CSNASP) is in one-to-correspondence with LAYD (resp. SAYD,
CSAYD). This one-to-one correspondence is deﬁned by  or  and moreover = −1, = −1.
Proof. One needs to prove ﬁrst that  ◦  (P, f ) = (P, f ) when (P, f ) is a weakly large indexed spatial pyramid
(WLSP) and  ◦ (d) = d when d is a weakly large Yadidean dissimilarity (WLYD), from which it results that  and
 are a one-to-one correspondence between WLYD and WLSP and moreover = −1, = −1.
First we have to prove that  ◦ (P, f )= (P, f ) when (P, f ) is weakly large indexed . If we set (P, f )= d and
(d) = (P ′, f ′) then, we have to prove that (P, f ) = (P ′, f ′). It results in the following equivalence from Lemma 1:
{A is maximal (M, d)-convex} ⇔ { there does not exist B such that A ⊂ B (strictly) and D(A, d) = D(B, d)} ⇔
{ there does not exist B such that A ⊂ B (strictly) and f (A) = f (B)} ⇔ {A is f -maximal}. Therefore, the set of
all maximal (M, d)-convexes and their intersections which by deﬁnition of  is P ′ is identical to the set of all
f -maximal and their intersections which is P as by deﬁnition (P, f ) is weakly large indexed. So P ≡ P ′. We
have also f ≡ f ′ from Lemma 1, we know that f (A)=D(a, d) and for any convex A of M we have by the deﬁnition
of f ′, f ′(A) = D(A, d). Hence, we have (P, f ) ≡ (P ′, f ′) when (P, f ) is weakly large. As strict, weakly strict and
large are special cases of weakly large spatial pyramids, we getthe same identity when (P, f ) is strict, weakly strict and
large.
Secondly, one needs to prove that  ◦ (d) = d when d is a weakly large Yadidean dissimilarity. If we set (d) =
(P, f ) and (P, f ) = d ′, then we have to prove that d = d ′. For any i, j ∈ , there exists a convex C of M
such that dM(i, j) = D(C, dM). As  is deﬁned on the set of Yadidean dissimilarities on the grid M , it results from
Proposition 3 that d is compatible with M and so it is diameter conservative. Hence, as dM(i, j)=D(C, dM) we have
d(i, j)=D(C, d). By deﬁnition of f when(d)=(P, f ), we get f (C)=D(C, d). Therefore in any case, f (C)=d(i, j)
(1). Now, from (P, f ) = d ′ and Lemma 1 we know that d ′ is diameter conservative. Therefore d ′(i, j) = D(C, d ′)
as dM(i, j)=D(C, dM). We know also from Lemma 1 that f (C)=D(C, d ′). Hence, f (C)= d ′(i, j) and from (1) it
results ﬁnally that d(i, j) = d ′(i, j) and d ≡ d ′ when d is a weakly large Yadidean dissimilarity. Therefore, we have
proved that the set of weakly large spatial pyramids is in a one-to-one correspondence with the set of weakly large
Yadidean dissimilarities. This one-to-one correspondence is deﬁned by  or  and moreover =−1, =−1. Due to
Lemma 2 we know that if the support of is restricted to large (resp. largely arched, weakly strict, strict, strictly arched)
indexed spatial pyramids (P, f ), then (P, f ) is a large (resp. largely arched, weakly strict, strict, strictly arched)
Yadidean dissimilarities. From the same lemma we know support of  is restricted to large (resp. largely arched,
weakly strict, strict, strictly arched) Yadidean dissimilarities d (P, f ), then  (d) is a large (resp. largely arched,
weakly strict, strict, strictly arched) indexed spatial pyramids. Therefore,  and  are one-to-one correspondences
between the large (resp. largely arched, weakly strict, strict, strictly arched) Yadidean dissimilarities and the large
(resp. largely arched, weakly strict, strict, strictly arched) indexed spatial pyramids. In the same way we can prove
that  and  are one-to-one correspondences between CSSP (resp. CWSSP, CSASP) and CSYD (resp. CWSYD,
CSAYD) and moreover LNASP (resp. SNASP, CSNASP) is in one-to-one correspondences with LAYD (resp. SAYD,
CSAYD). 
The “main” one-to-one correspondences obtained from Proposition 4 and this theorem are summarized in Fig. 17.
We say that they are the main ones because the others can be obtained by complementarities.
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11. Spatial hierarchies
Déﬁnition of a Spatial hierarchy:A spatial hierarchy on a ﬁnite set is a setP of non-empty subsets (called “classes”)
of  satisfying the following conditions:
(1)  ∈ P .
(2) ∀w ∈ , {w} ∈ P .
(3) ∀(h, h′) ∈ P × P we have h ∩ h′ ≡ ∅ or h ⊂ h′ or h′ ⊂ h.
(4) An m/k-network M of  exists for which any element of P belongs to the set QM of convexes (resp. maximal,
connected) of M .
If QM is a set of convexes (resp. maximal, connected) of M , such an m/k-network M is called “convex (resp. maximal,
connected) compatible” with P and P is called a “convex (resp. maximal, connected) spatial hierarchy” compatible
with M . A spatial hierarchy is a case of spatial pyramid as the third condition of the deﬁnition of a hierarchy implies
that ∀(h, h′) ∈ P × P we have h ∩ h′ ≡ h or h ∩ h′ ≡ h′ which means that h ∩ h′ ∈ P .
As standard hierarchies (resp. pyramids ) are a case of spatial pyramids and it is known [22], (resp. Diday [10,11])
that by  they produce an ultrametric (resp. a Robinsonian) dissimilarity, and that =−1, =−1 as in Section 10,
we get this corollary of the one-to-one correspondence theorem concerning standard hierarchies and
pyramids.
Corollary 1. The set of weakly large (resp. large, weakly strict, strict) standard hierarchies (resp. pyramids) is
in a one-to-one correspondence with the set of weakly large (resp. large, weakly strict, strict) ultrametric (resp.
Robinsonian) dissimilarities. This one-to-one correspondence is deﬁned by  or  and moreover  = −1,
= −1.
Deﬁnition of a Yadidean ultrametric: A Yadidean ultrametric dissimilarity is a Yadidean dissimilarity for which the
following ultrametric inequality is satisﬁed for any triple (a, b, c) of  : d(a, c)Max{d(a, b), d(b, c)}.
From the theorem given in Section 10 we get the following corollary:
Corollary 2. The set of weakly large (resp. large, weakly strict, strict) spatial convex hierarchies (resp. pyramids) is
in a one-to-one correspondence with the set of weakly large (resp. large, weakly strict, strict) Yadidean ultrametric
dissimilarities. This one-to-one correspondence is deﬁned by  or  and moreover = −1, = −1.
Proof. Let (H, f ) be an indexed spatial hierarchy. We know from the theorem given in Section 10 that (H, f ) is a
Yadidean dissimilarity, as a spatial hierarchy is a case of spatial pyramid. Moreover, it is an ultrametricYadidean dissim-
ilarity as for any triple (a, b, c) we can have f (h(a, b))f (h(a, c))f (h(c, b))f (h(a, b, c)) where h(a, b, c) is
the class of the hierarchy of smallest level which contains a, b, c. If f (h(a, b))=f (h(a, c))=f (h(c, b))=f (h(a, b, c)
this means that d(a, b)=d(a, c)=d(c, b) and the ultrametric inequality is satisﬁed. If one couple, for instance (a, b) is
such that f (h(a, b))<f (h(a, b, c)), then h(a, c) and h(b, c) different from h(a, b, c) cannot exist as by deﬁnition of a
spatial hierarchy h(a, c) and h(b, c) would be included in h(a, b) or would contain h(a, b). Therefore, c is necessarily
such that f (h(a, c))=f (h(c, b))=f (h(a, b, c)) and we have f (h(a, b))<f (h(a, c))=f (h(c, b)) and therefore the
ultrametric inequality remains satisﬁed in any case.
We can prove also that (d)= (H, f ) is a spatial convex hierarchy if d is a Yadidean ultrametric dissimilarity. This
comes from the fact that if two maximal (M, d)-convexes A and B of H have an intersection A ∩ B = ∅ without
A ⊆ B or B ⊆ A we have a contradiction with the assumption that d is a Yadidean ultrametric. If such A and B exist,
this means that there exists at least one element in A ∩ B denoted c. Let C be the maximal (M, d)-convex of smallest
height containing A and B. Its height is necessarily the diameter of A ∪ B. Let f (C) = d(a, b), we have necessarily
d(a, b)> d(a, c) and d(a, b)> d(c, b) as A and B are by deﬁnition strictly included and not at the same height than C.
So, we get d(a, b)>Max{d(a, c), d(c, b)} which is contradictory with the ultrametric inequality that d is supposed to
satisfy. This proof remains true for any kind of one-to-one correspondence between weakly large (resp. large, weakly
strict, strict) spatial convex hierarchies (resp. pyramids) and weakly large (resp. large, weakly strict, strict) Yadidean
ultrametric dissimilarities. 
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12. Quality of a spatial pyramid
12.1. By a supremum approximation lower than the initial dissimilarity
An interesting question in the framework of the quality of an indexed spatial pyramid (P, f ), is how to approximate
as best as possible the initial dissimilarity d by (P, f ). Due to the one-to-one correspondence , the question can
be settled in the following way: how to approximate as best as possible the initial dissimilarity d by the Yadidean
dissimilarity (P, f ). This is a difﬁcult question for which we have no answer now. A simpler question is the fol-
lowing: how to approximate d as best as possible by a Yadidean dissimilarity lower than d. We have the following
result:
Proposition 5. The supremum of the set of properYadidean dissimilarities lower than a given dissimilarity, for a given
position of the elements of  on a grid M, is a proper Yadidean dissimilarity.
Proof. Let d ′ = Sup{ ∈ YD/d} where YD is the set of proper Yadidean dissimilarities compatible with a grid
M . First, it is easy to see that d ′ is a proper dissimilarity. Due to Proposition 3, it sufﬁces to prove that d ′ is a
diameter conservative dissimilarity for M . We have to prove that for any convex C, D(C, dM) = dM(a, b) implies
D(C, d ′) = d ′(a, b). As  ∈ YD, we know from Proposition 3, that D(C, dM) = dM(a, b) implies D(C, ) = (a, b)
and therefore D(C,Sup{ ∈ YD/d}) = Sup{ ∈ YD/d}(a, b), from which we get from the deﬁnition of d ′
thatD(C, d ′) = d ′(a, b). 
It can be noticed that if the position of the elements of  are not ﬁxed d ′ = d and so the supremum is not necessarily
Yadidean. This supremum is called “sub-dominant”.
Corollary 3. The sub-dominant for a given position of the elements of on a grid M, is a properYadidean ultrametric
dissimilarity.
Proof. Let d ′ = Sup{ ∈ YD/d}. Due to Proposition 5, it remains to prove that d ′ is an ultrametric. This comes
from the fact that if  belongs to the set of proper Yadidean ultrametric dissimilarities, it is an ultrametric and so,
we have (a, b)Sup{(a, c), (c, b)} from which we get Sup{ ∈ YD/d(a, b)Sup{Sup{ ∈ YD/d(a, c),
Sup{ ∈ YD/d(c, b)} and so for any triple (a, b, c) we get d ′(a, b)Sup{d ′(a, c), d ′(c, b)}. Therefore, the sub-
dominant d ′ is an ultrametric.
It can be noticed that any ultrametric can induce not only a standard hierarchy whose classes are intervals for an
order but also a spatial hierarchy whose classes are convexes of a grid. 
12.2. By a ﬁt between dissimilarities
The quality of an indexed spatial pyramid (P, f ) can also be measured by a distance between the initial dissimilarity
d and the Yadidean dissimilarity (P, f ) = . Many such distances can be used like for instance the Minkowsky:
(d, ) = 	(a,b)∈x[|d(a, b) − (a, b)|1/] for > 0. We have the following result:
Corollary 4. Among the set of proper Yadidean ultrametric dissimilarities  lower than d, the sub-dominant
d ′ = Max{ ∈ YD/d} minimizes (d, ).
Proof. By deﬁnition of a sub-dominant we have d−d−d ′ for anyYadidean ultrametric dissimilarity . Therefore,
for > 0, we get (d, )(d, d ′). As d ′ is a Yadidean ultrametric, we get Min (d, ) = (d, d ′). 
12.3. By a measure of compatibility extending the Kendall 

The quality of an indexed spatial pyramid (P, f ) can also be measured by the “compatibility” between two dis-
similarities d1 and d2. This “compatibility” can be measured for instance, by the number of times A+ (resp. A−)
where the largest dissimilarity among a pair in a triple of units is (resp. is not) the same one for d1 and d2. Hence,
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the “quality” of a clustering structure can be measured by a generalized 
 denoted 
G deﬁned when n = card()
by: 
G =2(A+ −A−)/n(n−1)(n−2) which varies between −1 and +1 as the number of pairs among a triple is 3 and
the number of triples is the number of combinations of three elements among n: Cn3 =n!/3!(n−3)!=n(n−1)(n−2)/6.
When the concordance is complete we have A+ = n(n − 1)(n − 2)/2 and A− = 0 , so 
G = 1. When the discordance
is complete we have: A− = n(n − 1)(n − 2)/2 and A+ = 0 so 
G = −1.
Finally, we can suggest that the quality of a spatial pyramid be measured by the ﬁt and the compatibility between
d, d ′ and dM or any combination of these measures.
13. A spatial convex pyramidal clustering algorithm
We denote P() the power set of . An aggregation index is a mapping  : P()xP () → [0,∞) which is
symmetrical and such that ({x}, {x′}) = d(x, x′) where d is a given dissimilarity. There are many possible choices
for , for instance, Max (A,B) = Max{d(a, b)/a ∈ A, b ∈ B}, for the “complete linkage”. Two subsets A and B are
called “Mutual neighbors” in a set C of subsets of , iff (A,B)= Min{(A,B ′)/B ′ ∈ C} = Min{(A′, B)/A′ ∈ C}.
Given an aggregation index  and a dissimilarity d , the index f is deﬁned by f (hi ∪ hj ) = (hi , hj ). A bottom-up
convex spatial pyramidal clustering algorithm called SCAP, generalizing the CAP algorithm given in Diday [10,11],
is deﬁned by the following steps where we say that “two classes can be merged” if their union is a new convex. At the
beginning the convex spatial pyramid P is empty:
(a) Each element of  is considered as a class and added to P .
(b) Each mutual neighbor classes which can be merged in a new convex, among the set of classes already obtained
and which have not been merged four times, are merged in a new class and added to P .
(c) The process continues until all the elements of  have been merged.
During the process:
• Each time a new convex is created an order is ﬁxed for its rows and columns.
• Two convexes cannot be merged if they are not connected.
• A convex C′ which is contained in another convex C and which does not contain a row or a column of the border
of C, cannot be aggregated with any convex external to C.
This algorithm can be applied to any kind of dissimilarity and aggregation index. By deleting all the classes which are
not intersections of two different classes of P the algorithm SCAP produces a weakly large spatial pyramid (P, f ). As
a simple example, we apply SCAP in the case of a Yadidean dissimilarity.
Example. We take the Yadidean dissimilarity d given in Fig. 9(b) and the aggregation index Max, we obtain the
following clusters at each step of the algorithm (see Fig. 18).
Step 1: all the {xij } constitute the ﬁrst classes of the spatial pyramid with f ({xij }) = 0, for i, j ∈ {1, 2, 3}.
Step 2: the obtained mutual neighbor convexes are h1 = {x11, x12}, h2 = {x12, x13}, h3 = {x21, x22}, h4 = {x22, x23},
h5 = {x31, x32}, h6 = {x32, x33}, h7 = {x11, x21}, h8 = {x21, x31}, h9 = {x12, x22}, h10 = {x22, x32}, h11 = {x13, x23},
Fig. 18. Spatial convex pyramid obtained from the dissimilarity deﬁned in Fig. 9(b).
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h12 = {x23, x33} with f (h1) = 4, f (h2) = 5, f (h3) = 1, f (h4) = 3, f (h5) = 1, f (h6) = 3, f (h7) = 4, f (h8) = 1,
f (h9) = 4, f (h10) = 1, f (h11) = 5, f (h12) = 3.
Step 3: the new obtained mutual neighbor convexes are h13 = h1 ∪ h3 = {x11, x12, x21, x22}, h14 = h3 ∪ h5 =
{x21, x22, x32, x31}, h15 = h2 ∪ h4 = {x12, x13, x23, x22}}, h16 = h4 ∪ h6 = {x22, x23, x33, x32} with f (h13) = 4 ,
f (h14) = 1, f (h15) = 5, f (h16) = 3.
Step 4: we obtain h17 = h13 ∪ h14, (h18 = h15 ∪ h16 with f (h17) = v, f (h18) = v.
Step 5: we obtain h19 = h17 ∪ h18 = , f (h19) = v.
With this information we can build the weakly large spatial pyramid given in Fig. 18. This spatial convex pyramid
is deﬁned by P ={{xij }i,j∈{1,2,3}, h3, h4, h9, h10, h13, h14, h15, h16, h19} obtained by deleting all the convexes strictly
included in an obtained convex of the same diameter and not the intersection of maximal (M, d)-convexes, where d is
the initial dissimilarity and M is the 3 × 3 grid. If we change the height of h3, h4, h9, h10 such that f (h3) = f (h4) =
f (h9) = f (h10) = 12 and v = 5, (P, f ) is weakly large. If v > 5, P is weakly strict. If we add to P the convex h1 for
instance, we obtain a new spatial pyramid P ′ =P ∪h1 such that (P ′, f ) which is equivalent to (P, f ) in the equivalent
relation R deﬁned in Section 9 as both pyramids have the same f-maximal. It can be noticed also that (P ) and (P ′)
induce the sameYadidean matrix and so the sameYadidean dissimilarity. This would be the case for any spatial pyramid
P ′′ equivalent to P built by adding to P any class among h2, h5, h6, h7, h8, h11, h12 or all of them.
As the initial dissimilarity matrix is Yadidean, it would also be possible to apply a top-down algorithm in order to
build P, by taking at each step the highest convex class (which is maximal (M, d)-convex or intersection of maximal
(M, d)-convexes) and its associated nodes in the 3 × 3 grid.
14. A basic symbolic spatial pyramidal algorithm
This algorithm can be extended to the case of a symbolic indexed pyramid in the symbolic data analysis framework,
see Bock and Diday [6] where the index is a mapping f : QM → S where S is a set of symbolic objects partially
ordered. We recall that a symbolic object is a model for the intent of a concept able to calculate its extent (see Diday
[13–15] . It can be deﬁned by a triple (a, R, d) where a is a membership function able to calculate the ﬁt between a unit
and a symbolic description d of a concept by using the relation R. It can be an assertion of the form: a(w)=[y(w)Rd],
where R measures the ﬁt between y(w) which is the symbolic description of the unit w and d. When y is a vector of
variables y = (y1, . . . , yp), R = (R1, . . . , Rp), d = (d1, . . . , dp), the assertion can be written in the Boolean case:
a(w) = [y1(w)R1d1] ∧ · · · ∧ [yp(w)Rpdp].
In this case the same algorithm can be applied with the restriction that each class of the spatial pyramid is modeled
by a “complete symbolic object” [12,17,8,24], which means that the symbolic object associated to each class of the
spatial convex pyramid must have an extent whose intent is itself. As input we have a symbolic data table where each
unit is described by symbolic variables whose values can be intervals, distributions, diagrams, subsets of categorical
values, etc. We need also a dissimilarity which can be calculated from symbolic data (several such dissimilarities are
given in Bock and Diday [6]. This dissimilarity can also be provided from some external constraints as for instance the
geographical position of the units. The basic algorithm can the be deﬁned in the following way:
Starting with single units considered as classes, at each step merge two classes C1 and C2 in order to form a new class
C whose symbolic description is obtained by “merging” (see below), the values taken by each variable for each unit of
the two classes. The class C is considered as a new class of the spatial pyramid if it satisﬁes the following conditions:
(i) C1 or C2 have no more than four (resp. 1 or 2, 3, 6) ancestors in a square (resp. linear, hexagonal, triangular) grid,
(ii) it can be associated to a “complete symbolic object”, (iii) its diameter for the given dissimilarity is the smallest.
When Ci has no more than 1 (resp. 2) ancestors, we get a linear symbolic hierarchy (resp. pyramid).
The merging process uses an operator of generalization T (generally a T-norm) between symbolic objects. Under
some assumptions on the choice of R and T (for instance, T ≡ ∪ if R ≡⊆ and T ≡ ∩ if R ≡⊇ in the case of set
values data, and T ≡ Max if R ≡  and T ≡ Min if R ≡  in the case of distributional data) it can be shown that
the underlying structure of a set of symbolic objects is a Galois lattice [12,7,8,18–20].
Example. The symbolic data table is given in Fig. 19. The Galois lattice obtained from this table is given in the same
ﬁgure (the theory and algorithm for building such lattice is given for instance, in Diday [14]. Here, we choose the operator
of generalization T ≡ ∪ andR ≡⊆. For example, from s6 : a6(w)=[y1(w) ⊆ {a, b}]∧[y2(w)=∅]∧[y3(w) ⊆ {g}] and
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Fig. 19. The conceptual lattice obtained from the symbolic data table.
Fig. 20. The given dissimilarity and the associated symbolic linear hierarchy and pyramid.
s7 : a7(w)= [y1(w)={∅}] ∧ [y2(w)=∅]∧ [y3(w) ⊆ {g, h}], we get s6T s7 = s6 ∪ s7 = s4 with s4 : a4(w)= [y1(w) ⊆
{a, b}] ∧ [y2(w) = ∅] ∧ [y3(w) ⊆ {g, h}] obtained by the union of the symbolic descriptions associated to each
value. The extent of s4 is the set of elements w ∈  = {w1, w2, w3, w4} such that a4(w) is true. Therefore, we get
Ext(s4) = {w1, w2}.
The complete symbolic objects and their extent which are the nodes of this lattice are the following (the missing
variables come from the fact that in order to simplify, we have deleted the events [yi(w) ⊆ Oi] (except for s1), as when
this event is deleted the extent of si for i = 2, . . . , 8 does not change):.
s1 : a1(w) = [y1(w) ⊆ O1] ∧ [y2(w) ⊆ O2] ∧ [y3(w) ⊆ O3], Ext(s1) = {w1, w2, w3, w4}
s2 : a2(w) = [y2(w) ⊆ {e}] ∧ [y3(w) ⊆ {g, h}], Ext(s2) = {w1, w2, w4}
s3 : a3(w) = [y1(w) ⊆ {c}], Ext(s3) = {w2, w3}
s4 : a4(w) = [y1(w) ⊆ {a, b}] ∧ [y2(w) = ∅] ∧ [y3(w) ⊆ {g, h}], Ext(s4) = {w1, w2}
s5 : a5(w) = [y2(w) ⊆ {e}] ∧ [y3(w) ⊆ {h}], Ext(s5) = {w4}
s6 : a6(w) = [y1(w) ⊆ {a, b}] ∧ [y2(w) = ∅] ∧ [y3(w) ⊆ {g}], Ext(s6) = {w1}
s7 : a7(w) = [y1(w) = {∅}] ∧ [y2(w) = ∅] ∧ [y3(w) ⊆ {g, h}], Ext(s7) = {w2}
s8 : a8(w) = [y1(w) = ∅] ∧ [y2(w) = ∅] ∧ [y3(w) = ∅], Ext(s8) = {∅}
In order to build the linear hierarchy and linear pyramid given in Fig. 20 and the spatial pyramid given in Fig. 21 we
use the dissimilarity given in the data table of Fig. 20. This dissimilarity associated to two elements wi , wj of the table
given in Fig. 20, is the sum of the cardinality of the union minus the intersection of each variable value. For example
d(w1, w3) = |{a, b} ∪ {c}\{a, b} ∩ {c}| + |∅ ∪ {e, f }\∅ ∩ {e, f }| + |{g} ∪ {g, h, i}\|{g} ∩ {g, h, i}|
= 3 + 2 + 2 = 7.
From the symbolic spatial pyramidal algorithm (deﬁned at the beginning of this section), we obtain the symbolic
spatial convex pyramid given in Fig. 21. The obtained clusters are successively: {w1, w2}. {w1, w2, w4}, {w2, w3},
{w1, w2, w3, w4}, They are, respectively, associated to the following complete symbolic objects: s4, s2, s3, s1. The
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Fig. 21. Spatial representation of symbolic data by a symbolic spatial convex pyramid.
symbolic linear hierarchy and pyramid given in Fig. 20 are a special case of this algorithm. For the linear symbolic
hierarchy, the obtained clusters are successively: {w1, w2}. {w1, w2, w4}, {w1, w2, w3, w4}, they are, respectively,
associated to the following complete symbolic objects: s4, s2, s1. For the linear symbolic pyramid, the obtained
clusters are successively: {w1, w2}. {w1, w2, w4}, {w2, w3}, {w1, w2, w3, w4}, They are, respectively, associated to the
following complete symbolic objects: s4,s2, s3, s1. Notice that in the linear hierarchy the symbolic object s3 cannot
appear. Moreover, the spatial pyramid given in Fig. 20 produces the same symbolic objects than the lattice and the
linear pyramid but moreover, with a three-dimensional spatial representation.
15. Conclusion
A wide ﬁeld of research is opened by extending the results already obtained in standard hierarchies and pyramids to
spatial pyramids compatible with a grid, then, by extending these new results to other kinds of classes (for instance, of
maximal or connected classes instead of convex), to other kinds of grids (as triangular or hexagonal) and to multidi-
mensional grids. For instance, in the case of a cubic grid we can obtain a 3D Yadidean dissimilarity deﬁned by blocks
which are 2D Yadidean dissimilarities increasing from the main diagonal in rows and columns. In that way, we can go
more generally, from a nD Yadidean dissimilarity to a (n+ 1)-D one. In the 3D Yadidean dissimilarity case, the classes
of the associated classiﬁcation structure are volumes as they merge cells of the 3D grid. They form a partitioning or an
overlapping of the 3D grid depending on the fact that the 3D associated Yadidean dissimilarity is “ultrametric” or not,
etc. Many other directions remain open, such as how to get the closest Yadidean dissimilarity of a given dissimilarity
and what is the statistical distribution of a quality criterion between a given dissimilarity and different kinds ofYadidean
dissimilarity (weakly large, large, weakly strict, strict, etc.)? Much theory, algorithms and software as in K. Pak [23]
have to be developed in order to solve these problems. It is possible to do a spatial classiﬁcation of spatial units, for
example, what is the three-dimensional spatial pyramidal structure of the concepts of our brain by using as input a
dissimilarity between their dictionary deﬁnition? What is the three-dimensional spatial pyramidal structure of the stars
of the sky by using their distances as input?
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