A hybrid space and spatial transform convolution method is developed for computing source time functions based on numerically solving an integral equation formulation of the mixed boundary value problem for fault displacements and tractions. The space domain method is an adaptation of the method of Das (1980) in which the displacements on the broken region of the crack and the tractions on the unbroken region of the crack are computed by convolving the Green's function for a point source with the tractions from all times back to the onset of faulting. The spatial transform domain method performs the convolutions by obtaining the 2-D Fourier transform of the stresses and Green's functions; multiplying them in the transform domain; and then inverse transforming back to the space domain. The space domain method is more accurate and rapid for small grid sizes; it is used for convolving over the tip of the Green's function cone. The spatial transform method is more rapid, and reproduces the old spatial domain method it replaces within 1 per cent; it is used for convolving over the higher times of the Green's function cone.
INTRODUCTION
Over the past several years, several workers have constructed fully dynamic crack models of earthquake sources. Archuleta & Frazier (1978) constructed a half-space model based on a finite difference code. Mikumo & Miyatake (1979) used a finite difference approach to study the effect of non-uniform friction on a'fault plant, while Day (1982) studied the effects of non-uniform prestress. Hamano (1974) and Das (1980) developed a faulting model based on boundary integral equation formulation of the mixed boundary value problem for fault tractions and displacements. This method has been shown to be versatile and numerically accurate. It has been used successfully to investigate numerically a number of different aspects of the faulting process. However, because the computation time of this space domain stress convolution method grows as the sixth power of the number of time steps, it is impractical for modelling large and complex ruptures or for generating the large number of rupture models necessary for modelling recorded body-waves. Recently, Das & Kostrov (1987) has developed a boundary integral faulting model which convolves over displacements rather than tractions, and which is more rapid than the model presented in this paper for small numbers (below about 100) of time steps. However, the method described in this paper is still of interest, as it represents an improvement over the original stress convolution method, and also appears promising for adaptation to the displacement convolution method for rapid computation of fault displacements.
The modification of the boundary integral method we present in this paper is useful both for studying seismic radiation and for modeling large and complex ruptures. It is based upon a hybrid space and spatial transform domain method for computing the fault displacements. The spatial domain method is similar to the space domain method of Das; however, the order of integration has been changed. The original programme does a complete and separate convolution over all past times for each point on the fault plane. The modified method convolves over the entire fault plane for each time step in the past, and then adds all of the results together for all of the past times.
The spatial transform method does the convolution using 2-D Fourier transforms. It is sufficiently accurate (within 1 per cent of the original method for displacements) to be used for summing over all time steps before the current one except for the first four. This method of computation is tested against the known analytic results of Kostrov (1964) for a circular crack which grows without stopping, and good agreement is found.
FORMULATION OF THE CRACK PROBLEM
The formulation of this problem is discussed extensively by Das (1980) . The important points are recapitulated here. The earthquake is modelled as a growing planar shear crack in a homogeneous, isotropic unbounded medium. Initially, all displacements are zero. The fault plane x3 = 0 is subject to an initial shear stress a,,, and an initial normal stress a,,,. (Fig. 1 ) At time t = 0, a crack appears at the origin and begins spreading either as a specified function of time, or at a rate controlled by a numerical fracture criterion. On the crack itself, the boundary conditions are that the stress is equal to the dynamic frictional stress on the rupture area while the displacement is unknown. Off the crack, the shear stress is unknown, while the displacements are zero.
This gives the following mixed boundary value problem for the fault displacements and incremental tractions: On the broken part of the fault:
where ly is the angle between the direction of slip at a given point and the x-axis, t i 3 and tZ3 are the stress change due to the motion, and pd is the dynamic coefficient of friction. On the unbroken part of the fault: T ,~, t 2 3 are unknown t 3 3 = 0, u, = u2 = 0.
SOLUTION OF THE PROBLEM
The solution begins in a manner similar to that described by Das (1980) . In the absence of body forces we can write where the Green function g:y(x, t ; y , s ) is the displacement in the n direction at the point ( x l , x 2 , 0) at time t at the free surface x 3 = 0 due to an impulse acting in the i direction at ( y , , y2, 0) at time s at the free surface, and S is the bounding surface of the elastic half space (the plant of the fault). Since the normal stress change due to the motion is zero for a planar fault, using the condition of causality for a fault whose motion begins at time zero and the symmetries implied by homogeneity of the medium, the above becomes for the shear displacements,
The surface S is determined by the causality conditions that all of the points at which stress is applied be within a circle of radius (ys from the point of origin of faulting. To achieve the hybrid which is the basis for our method we break the time interval up into a part from 0 to t , , and another part from t , to t. In the first, we take the 2-D Fourier transform of the Green's functions and the stress functions: Figure 2 . Region of integration in the space and transform domains. The stress (lower) pyramid is bounded by the P-wave line of causality along the x, and x,-axes below. The upper (Green's function) pyramid is bounded by an inverted P-wave line of causality along the axies defined by the coordinates of the point being summed ovcr
NUMERICAL METHOD OF SOLVING THE EQUATIONS
The discussion here parallels that of Das (1980) . The Green's functions are the same ones described in that paper, and they are discretized in the same manner, by averaging g over a given space and time volume element. These Green's functions were computed by Richards (1979) . The Green's functions for each time step are computed for a square equal in width to the diameter of the P-wave circle of causality at that time. While the use of squares increases by about half the amount of storage space required over that used when only the area between the Rayleigh and P-wave circles is included, it greatly increases the simplicity of the time domain calculations, and makes the transforms much easier to set up. The Green's functions are transformed numerically using a 2-D fast fourier transform. The transform size varies depending upon the size of the crack being studied. The slip on the fault is determined by solving the discretized equation for the displacements, giving 
x (kl,, kzm, t n ) ) e -1 2 " r ( k~r " x~, + k~" x z , ) where i, j , k refer to the point in time and space at which the sum is taken and I, m and n refer to the coordinates of the past space, spatial transform, and time domain elements over which the sum is taken.
The stresses off the crack are determined by applying the boundary conditions that the displacement is zero in unbroken regions. These stresses are computed by summing over all previous time steps for the displacement and dividing by the negative of the Green's function for the current time step, as described in Das (1980) .
In practice, at each time level, the top four time steps in the Green's function cone are calculated in the space domain while the lower time steps in the Green's functions cone are calculated in the transform domain. This choice of the time step number optimizes the model execution time; in addition, the space domain method is slightly more accurate than the transform domain for the small grid sizes. While a simple triple transform domain formula for the Green's functions does exist, (Andrews 1980) , it is not possible to solve the problem in the frequency domain, due to the time-stepping nature of the algorithm; that is, since the time history of the stress functions is not known for all times, a simple convolution using multiplication in the temporal frequency domain cannot be attempted. A major disadvantage of the mixed domain method is the lack of any symmetry of the Green's function transforms, which means that the transforms have to be computed and stored for the entire transform domain plane for each time step, a requirement which greatly increases the amount of storage space required.
A fast and simple method for extending the number of time steps was also implemented using the causality conditions for a finite fault. Consider a point on the edge of a crack of finite size (Fig. 3) . The size of the stress circle influencing this point for a previous time over which convolution is being computed is directly proportional to the number of time steps between the time of the stress circle and the time at which the displacement is computed. Thus at the time the P-wave cone of causality reaches the edge of the grid, a point on the edge of the crack 'sees' stresses only as far as a point halfway between the crack edge and the grid edge. Thus it takes an additional (N2 -NJ AxfAtcu time steps after P-wave cone of causality intersects the edge of the grid, where N, is the number of points of half of the grid and N , is the number of points of the crack radius, for a point on the edge of the crack to be influenced by radiation coming from the stresses on the edge of the grid.
This fact can be exploited to increase the number of time steps computed without increasing the grid size, which would require a larger and slower transform. After the time the P-wave cone of causality reaches the edge of the grid, the sue of the convolved region which affects the crack shrinks down with each time step at the P velocity, until finally it has shrunk down to the size of the crack, at which time rupture is terminated. With this method we can add anywhere between 20 and 40 more time steps for a 64 x 64 grid without any loss of causality, depending on the size of the crack we are studying. The number of time steps added decreases as the size of the crack increases.
The limiting factor on the computation time is the time involved in doing the convolutions. Suppose that we run the model N time steps. For a purely space domain calculation, the number of points over which a convolution is to be taken is proportional to N3; the average number of multiplications required per point is proportional to N 3 also.
The total number of operations is then proportional to N6. For a hybrid calculation, the number of points over which a convolution is to be taken is proportional to N3. The number of space domain multiplications required is proportional to N 2 (the fault area) for each time step, as the size of the Green's function pyramid is a constant beyond the first few time steps, and there are N time steps, so a total of k,N3 multiplications is required. A 2-D Fourier transform of size equal to a power of two requires k,N2 log (N') operations. If the Green's functions are transformed initially, and the stress and displacement transforms are stored after every time step, then a total of seven transforms are required for every time level, and there are N time levels, so a total of 14k,N310gN operations are required to obtain the transforms. For the transform domain multiplications, the number of multiplications is proportional to N 3 for each time step, and there are N time steps, so the number of multiplications required is k3N4. This gives a total of k,N3+ 14k,N310gN+k3N4 operations where k, >> k , or k,. These results indicate that the execution time for the space domain solution grows two powers of the number of time steps faster than that of the hybrid solution.
Boatwright (private communication) has run a comparison of the two methods for 32 time steps on a VAX 780. He finds that the hybrid method runs in 2 min 50 s while the original Das stress convolution method requires 4 min 12 s.
Even for relatively small grids, then, the hybrid method is faster. When we go to larger grids, the difference is more pronounced; the hybrid method does 63 time steps in less than 12min while the Das stress convolution method is estimated to require 4.5 hr.
The hybrid boundary integral method is not, however, more rapid than the displacement convolution method of Das & Kostrov (1987) . This new method has a greatly decreased execution time due to a smaller space domain convolution area and a parallel processing algorithm; the convolution is taken only over the broken region of the fault, since that is the only region where displacement (i.e. offset) occurs. This suggests the possibility of construction of a hybrid displacement convolution method, utilizing spatial transforms for intermediate time steps. Such a method would not be significantly faster than the hybrid stress convolution method for a given number of time steps below the maximum obtainable from the original method, as the number of time steps involved in doing the transform computations would only be partially decreased; however, it could be used to approximately double the number of time steps and the size of crack examined without requiring a larger fourier transform.
NUMERICAL RESULTS: CRACK DISPLACEMENTS
The program was tested against the analytic solution of Kostrov (1964) for a circular crack which grows without stopping at a constant rupture velocity of a/2. The program was tested for three different time step sizes, At = 1.0 h / a , At = 0.5 h / a , and At = 0.25 h / a . For the first case, the solution was not numerically stable; the displacements begin growing without limit on the edge of the crack. For the second case, (Fig. 4) , the numerical solution shows good agreement with the analytic solution, although it consistently overshoots the analytic solution by about 5 per cent. In the critical region behind the crack tip, the numerical results overshoot the analytical solution, but not so much as to make this method unfeasible for the computation of slip velocities. For the case At = 0.25 Axla the slip overshoots the analytic solution in the region directly behind the crack tip, while staying fairly close to the analytic solution for regions further from the rupture front. The displacement also shows the expected azimuthal symmetry about the origin, varying about 5-10 per cent over a given radius. As a further test, we compared the slip computed using the hybrid technique against the slip determined by pure spatial domain computations. The displacements computed by the two methods agree within an average of 1 per cent for all points except in the middle sixteen points of the grid, where the transform calculations show oscillations of up to 6 per cent away from the pure spatial domain calculations. As a check on the numerical noise from this technique, we examine the displacements and stresses in the u2 direction, which should be zero. We find that they are less than 1 per cent of the values in the u, direction on the interior of the crack, and no more than 5 per cent on the crack edges.
NORMALIZED TIME The numerical solution falls off more rapidly than the analytic one initially, and then oscillates around it. Note that the oscillations are initially at about a time interval of five time steps, which grows in time. The oscillations are the result of the granularity of the rupture process for a fixed rupture velocity; every four time steps an annulus of points breaks, releasing the negative stress concentration at the crack edge. A point on the interior of the fault 'sees' the edge advance with a delay for the stress wave to propagate inward. The velocity noise pulses increase slowly with time as the edge recedes. These results indicate that the limiting factor on the accuracy of slip velocities determined from this model is not the computational accuracy of the convolution routine, but the granularity of the discretization of the problem. Figure 6 shows the normalized slip velocities on the fault plane after 29 time steps. This figure shows that the numerical noise of the slip velocities on the fault plane averages about 1/5-1/10 the maximum slip velocities on the edge of the crack. Fig. 7 shows the normalized stress change due to the motion for the case At = 0.5 Ax/& after 29 time steps. Note the lack of stress in the antiplane direction outside the crack edge. This is again due to the granularity of the problem; the stress concentration is entirely unloaded in one time step. If the stress were examined a couple of time steps later, we would discover that it had 'caught up' to the crack edge and produced the expected stress peak along the edge.
NUMERICAL RESULTS: GRID SIZE DEPENDENCE O F T H E F R A C T U R E CRITERION
In order to study fully dynamic rupture propagation, we must have a method for determining when the fault plane has broken. In this paper, we study the use of a critical dynamic shear stress level as a fracture criterion. One of the problems involved with using a critical stress level fracture criterion is that it is highly grid size dependent; smaller grid sizes yield higher strength values for a given rupture velocity and dynamic stress drop, due to the nature of the stress singularity in front of the crack. For a linear anti-plane rupture, (Aki & Richards 1980) , this singularity exhibits an inverse square root dependence; if the area in front of the rupture front is discretized, the critical stress level is given by t , = k Ax-'". For an in plane rupture, Burridge (1973) shows that a plane strain rupture propagating at less than the Rayleigh wave speed should have this form of singularity, while a rupture front accelerating to the P-wave velocity should show a lower order singularity. Therefore, we would expect given two grid sizes Ax, and Ax2, that the ratio of stresses required to break each grid point should be for rupture velocities below the shear wave velocity. This relationship was verified numerically by Virieux & Madariaga (1982) for a finite difference 2-D crack model for both in-plane and anti-plane linear rupture. Kostrov (1964) showed that this scaling relation also held for a circular rupture propagating at a constant sub-Rayleigh rupture velocity. We test this relation by running two different types of self-similar rupture geometry, a circle and an ellipse, and examine the stress concentrations in front of the rupture front (Fig. 8) . For the circle, we choose the rupture velocity to be 0.25a, 0 . 3 7 5~~ and OSa, corresponding to a slow rupture, a rupture whose velocity is typical of that found in the Earth, and a rupture just below the Rayleigh wave speed. For the ellipse, we choose the in plane rupture velocity to be 0.75a and the anti-plane rupture velocity to be 0 . 5 q giving a supershear rupture velocity in the in-plane direction. (While the case of 0 . 7 5~~ is physically not a stable rupture velocity for a cohesionless crack, (Burridge 1973) , we have included it so that the scaling results can be examined for transonic transitional rupture velocities). With lesser grid points (below 8 per radius) the scaling of the critical stress level varies with rupture velocity; the lower rupture velocities show a steeper falloff. However, for all rupture velocities the falloff in the grid size dependence of the fracture criterion is greater than an inverse square root. The finer grid sizes show a less rapid falloff however, they do not approach the expected inverse square root dependence. By comparison, Virieux & Madariaga (1982) do not find a very exact stress scaling relationship in their study of circular crack propagation by a finite element method. Figure 10 shows the stress time histories for points with break times closest to normalized times 16, 32 and 64. The coarser grid sizes show a more rapid falloff in the stress due to low stress region in front of the rupture, and the relatively large time interval over which the stresses are computed.
For the case of the elliptical rupture, an inverse square root scaling relation, which is predicted for rupture velocities below the Rayleigh wave velocity by the analytic continuum theory, is not predicted in the in-plane direction. We find that the critical stress in the in-plane direction increases with decreasing grid size somewhat more rapidly than an inverse square root for the larger grid sues, but begins to fall off less rapidly as the grid size decreases. It does not, however, approach an inverse square root dependence. Our results suggest that the grid size scaling of the fracture criterion should be controlled by the average rupture velocity for large grid sues. We checked this hypothesis by examining the model for a constant rupture velocity of 0.5a which abruptly accelerates to a or decelerates to w/4, and a rupture which accelerates from 0.375~~ to O S a ; and examined the grid size scaling of the stress in front of the ruptures. We find that the grid size scaling of the rupture in the region beyond the rupture velocity change is approximately that of the grid size scaling of the average rupture velocity of the entire rupture; however, considerable scatter exists. Therefore, we are sceptical about extrapolating stress results in regions of changing rupture velocity and coarse grid size.
NUMERICAL RESULTS: SEISMIC RADIATION
Synthetic acceleration, velocity and displacement pulse shapes were computed from slip functions generated by this model. The model was run for 60 time steps for a circular crack which grows at a rupture velocity of (u/2 and abruptly stops and heals. The synthetic displacement pulse shapes were computed using the formulas for far field radiation in a homogeneous, isotropic whole space (Aki & Richards 1980) . The slip velocity functions on the fault were obtained by differencing over a single time step. Radiated velocity and acceleration were obtained from central-difference derivatives of the displacement waveforms. For the purposes of comparing the radiation from our model with data from real earthquakes, the grid spacing on the fault was set at 0.1 km, which gave a sample rate of 100 samples s-l for a P-wave velocity of 5.0 km s-'.
The displacement pulse shapes from this model are compared with those generated from similar models by Sat0 & Hirasawa (1973) for a source in a vertical fault plane at an epicentral distance of 20km for five different angles (0,30,45,60,85) from the normal and a shear stress field oriented parallel to the strike of the fault (Fig. 11) . Sat0 & Hirasawa computed the integral over the fault of the slip velocity function generated by the analytic solution for the far field displacement waveforms, and determined that these waveforms should be directly proportional to t2 both in the region dominated by rupture nucleation, and in the region dominated by rupture termination, multiplied by a function of azimuthal angle. Our numerical results match their waveforms, although they are noisier in the intermediate frequency range. The jaggedness of the numerical pulse shapes is again due to the granularity of the rupture process; every four time steps a large number of point breaks, creating regions of high slip velocity, which a point 'sees' as a peak in the displacement waveform. The granularity of the rupture process determines the upper limit on the usable frequency bandwidth of radiation produced by this model. usable spectral bandwidth of the radiated waveforms; however, we do not discuss it here.
SH velocity and acceleration pulse shapes were computed for the same suite of angles as the displacement pulse shapes (Figs 12 and 13) Spectra of these pulse shapes were computed, and corner and maximum frequencies were determined. The spectra exhibit a dynamic bandwidth (fres/fc) of about 10 in all directions. The S corner frequency is consistently about 0.8Hz for all azimuthal angles. By comparison, a calculation using the Brune (1970) formula, f, = 2.34/3/2m, gives for a source radius of 1.65 km and a shear-wave velocity of 3.0kms-', a corner frequency of 0.68. Above f,,, distinct noise spikes on all the spectra are visible. The one at about 25Hz is due to grid noise; a rupture velocity of a/2 corresponds to the rupture of a large number of points at every 1/25 of a second. The peak at about 15 Hz corresponds to the peak in the spectrum of the fault slip velocities. These results indicate that radiation computed from this source model has a dynamic bandwidth of about 1 decade. Archuleta & Frazier (1978) used the requirement that a numerical model should resolve wavelengths down to a size of six grid points. By this criteria, fres = /3/6 Ax. For a /3 of 3 kms-', and a Ax of 0.1 km, this gives an f,,. of 5Hz.
Archuleta's criteria is a conservative estimate.
The accelerations (Fig. 13 ) are shown after being low-pass filtered with a four-pole Butterworth Filter with a corner frequency of 1OHz. The theoretical result for this kind of crack (Sato & Hirasawa 1973) indicates that the acceleration field should be a step function during the rupture growth, followed by a negative spike when the rupture is halted (i.e. a stopping phase). The waveforms shown here are a rough approximation to that result. This example indicates even for this ideal case the difficulty of modeling accelerogram waveforms. These results indicate that the model results match the analytic ones better in the phases of rupture which a point on the surface 'sees' as having a shorter duration; for the phases having longer duration, a point on the surface 'sees' the granularity of the rupture process. For waveform modeling purposes, it would appear that the best approach would be to use the displacement waveforms. The velocity waveforms are usable; however, careful filtering is required. The acceleration waveforms are too noisy to be useful for modeling any realistic data; it would appear that the combined noise effects of rupture discretization and numerical differentiation are too great. However, the overall frequency characteristics and amplitude of the acceleration waveforms are usable for comparison against similar characteristics of observed strong motion data. If the model is to be used for studying accelerations, it would appear that the frequency domain should be used primarily.
CONCLUSIONS
The hybrid boundary integral equation method has been tested and proven useful for the computation of source time functions for 3-D rupture propagation. The grid size dependence of the fracture criterion is somewhat greater than the expected fall-off of h-ln for all rupture velocities. Figure 12 . SH velocity waveforms and spectra computed for the same source receiver conditions as Fig. 11 .
The frequency characteristics of the radiation produced by radiation from seismic sources. The hybrid method also this model are within the limits needed for modelling looks promising for modelling large and complex ruptures on observed data. The model appears to be useful for modelling large grids, due to the nature of the time scaling of the displacement and velocity waveforms. The ease with which computation time. This hybrid boundary integral method grid sizes, rupture characteristics and initial stress also could be adapted to compute source time functions by configurations can be changed make this a useful tool for doing a convolution over displacements on the broken investigating the nature of rupture characteristics and region of the fault. 
