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Synthesis of Nonseparable 3-D Spatiotemporal
Bandpass Filters on Analog Networks
Henry Man D. Ip, Member, IEEE, Emmanuel M. Drakakis, Member, IEEE, and Anil Anthony Bharath, Member, IEEE
Abstract—Linear cellular neural networks (CNNs) are capable
of performing efficient spatiotemporal filtering operations as re-
cursive infinite impulse response (IIR) filters. Particularly, linear
CNNs can be characterized as a spatial frequency-dependent re-
cursive temporal filter with complex coefficients. Based on a mod-
ified version of the CNN paradigm recently proposed by the au-
thors, nonseparable spatiotemporal bandpass filters with tunable
spatiotemporal passband volumes are synthesized. The filters re-
ported here qualitatively resemble spatiotemporal receptive field
models for the primary visual cortex. Numerical simulation results
confirm the bandpass characteristics of our filtering network.
Index Terms—Cellular neural networks (CNNs), multidimen-
sional recursive filter design, spatiotemporal filtering.
I. INTRODUCTION
I N AN INSPIRING article published in 1993, Shi et al.[1] introduced the notion of linear cellular neural networks
(CNNs) as a spatial frequency-dependent temporal filter and ex-
tended the original CNN proposed by Chua and Yang (CYCNN)
[2] to include higher order temporal filters at each cell. Re-
cently, the authors further generalized the work presented in
[1] to enable a potentially larger number of spatiotemporal
responses to be created [3]. For the convenience of discussion,
we will thereafter refer to our modified CNN presented in [3]
as temporal derivative diffusion CNNs (TDCNNs).
The implementation of 3-D spatiotemporal filters on digital
platforms, while flexible, is extremely computationally expen-
sive due to the requirement of implementing 3-D convolution
masks which sample an ideal spatiotemporal impulse response.
One attractive approach for spatiotemporal filtering is to em-
ploy low-power analog recursive networks that operate in real
time in the continuous-time domain. The recursive structure of
analog networks results in recursive filters with infinite impulse
reponses (IIRs), which further increases the computational effi-
ciency compared with the approach based on 3-D convolution
masks. A drawback of the recursive processing approach is
the complex design process of synthesizing recursive filters,
particularly in higher dimensions. The contribution of the work
described here is threefold. First, we demonstrate how the tech-
nique of spatial frequency-dependent temporal pole (SDTP)
placement in 3-D recursive filters design [1] can be exploited
Manuscript reveived December 10, 2005; revised April 12, 2007. This
work was supported in part by the U.K. Research Council under Grant
GR/R87642/01. This paper was recommended by Associate Editor G. Cauwen-
berghs.
The authors are with the Department of Bioengineering, Imperial College
London, London, SW7 2AZ U.K. (e-mail: man.ip@imperial.ac.uk; e.drakakis
@imperial.ac.uk; a.bharath@imperial.ac.uk.
Digital Object Identifier 10.1109/TCSI.2007.910639
to produce spatiotemporal bandpass filters based on TDCNNs.
Second, we demonstrate the possibility of producing space–time
nonseparable cortical type spatiotemporal responses with re-
spective single-layered and two-layered TDCNN architectures.
Furthermore, our filter synthesis approach sheds light on the
area of analytical nonseparable multidimensional recursive
filters design, which is often overshadowed by computational
design techniques.
In the remainder of this section, we provide a concise intro-
duction of linear CNNs as a spatiotemporal filtering tool and the
TDCNN framework. The remainder of this paper is organized
as follows. In Section II, we elaborate on the work presented
in [1] on 3-D spatiotemporal pole placement using a first-order
(temporal) CNN example [4]. Since the examples given in [1]
are based on respective single spatial and temporal dimensions
(2-D spatiotemporal), the authors bear the view that the 3-D
analysis presented here would elicit considerable interest in the
community. Section III presents how we use spatiotemporal
pole placement to design a stable bandpass filter based on a
first-order (temporal) TDCNN architecture. Section IV intro-
duces a complex bandpass filter implemented by a two-layer
(complex) TDCNN, based on the frequency-shifting concept in-
troduced by Shi in [5]. Section V gives numerical simulation re-
sults of the spatially coupled continuous-time signal flow graphs
(SFGs) [3] that implement our bandpass TDCNNs. Section VI
summarizes this work.
CNNs are recurrent nonlinear neural networks first pioneered
by Chua and Yang in the late 1980s [2]. A CNN consists of pro-
cessing cells arranged in a regular manner and inter-cell interac-
tions are restricted to neighboring cells only. A CNN operating
in its linear region forms a spatiotemporal filtering paradigm
called the CNN filtering array [1]. For spatiotemporal filtering,
CNNs in their analog very large-scale integration (VLSI) im-
plementation exhibit considerable advantage due to the general
spatial support nature of the system. This leads to a wider range
of implementable filters with a relatively slack stability criterion
[16]. At the network level, we assume that each cell has voltage
inputs and a voltage output. Interactions (or “diffusion”) be-
tween cells are carried out by voltage-controlled current sources
or ideal operational transconductance amplifiers (OTAs), with
the inputs of the OTAs being the input or output voltage of one
cell and the output current of the OTA contributing to the input
of a continuous-time filter at a neighboring cell [1]. With TD-
CNNs, we proposed a new type of temporal derivative interac-
tion between neighboring CNN cells to further generalize the
spatiotemporal operation carried out by the linear CNN filtering
array. This corresponds to an extra “derivative transconductor”
in addition to the OTAs presented in the original CNN paradigm.
1549-8328/$25.00 © 2008 IEEE
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In terms of state-space representations, TDCNN facilitates arbi-
trary coupling between the input/outputs of neighboring cells to
the current cells’ state-space, hence allowing a wide range of
spatiotemporal characteristics to be realized.
A TDCNN is capable of realizing the following general spa-
tiotemporal transfer function (STTF) [3], [16]:
(1)
where the region of support is defined by the -ball
(2)
and and and are in general complex constants and spatial
index for . The quantity is a positive
integer with system output and input denoted by
and , respectively. are -domain spatial
variables in the respective - and -directions whereas is the
temporal Laplace variable. The general filtering capability of
TDCNNs is dictated by the product terms of spatial and tem-
poral variables in the STTF: , which, to the best of our
knowledge, have not been reported in analog network linear fil-
tering literature at the time we submitted our initial manuscript
(see [3], [15], and [16]). A recent interesting publication by Shi
[18] describes an eight-layered CNN producing a spatiotem-
poral filter with STTF terms which is similar to (1).
However, that piece of work was not available prior to com-
mencing and submitting this work.
The differential equation governing the dynamics of each
TDCNN cell is given by
(3)
where and and are the are the cell
parallel resistance and capacitance as originally defined for CY-
CNNs. The matrixes and
are feedback and feedforward CNN cloning templates, respec-
tively. The derivative templates that describe the time-deriva-
tive diffusion from neighboring cells [16] are given by
and . The differential equation
and STTF coefficients are related by
otherwise (4)
otherwise (5)
(6)
for (7)
Details on the derivation of the TDCNN differential (3) and
STTF (1) are given elsewhere [16]. This study focuses on filter
synthesis procedures using 3-D spatiotemporal bandpass filters
as a show case. Section II details the spatiotemporal pole place-
ment technique we used for filter synthesis and analysis.
II. 3-D SPATIOTEMPORAL POLE PLACEMENT
The optimal starting point of our discussion here is to con-
sider one-dimensional (1-D) systems. With some imagination,
we can migrate smoothly from 1-D to 3-D. The role of the
pole placement technique in continuous-time analog filters de-
sign is simple: the location of the poles dictates both the sta-
bility and the filter’s frequency response. Poles with negative
real parts contribute to system stability. The closer the pole is
to the imaginary axis, the stronger the response at the frequency
corresponding to the imaginary part of the pole. For 3-D spa-
tiotemporal filters, the temporal pole location is a function of
the spatial frequencies [1] (Note that this also implies
that the spatial and temporal characteristics of the filter are not
separable.) Our approach here is to visualize the temporal pole
as 2-D surfaces with axis . This is particularly conve-
nient for mixed-domain systems, as are periodic due to
the discrete spatial indexes. On the other hand, for spatially sep-
arable spatiotemporal systems one could apply 2-D pole place-
ment on the and spatial directions, respectively (temporal
pole as a function of one spatial frequency variable only) and
express the resulting filter as the product of two 2-D spatiotem-
poral filters. A direct treatment in 3-D could result in nonsepa-
rable filters but naturally requires more effort to visualize 2-D
sinusoidal functions.
For example, we analyze a velocity selective filter based on
linear CNNs [4] with a trivial feedforward template and a feed-
back template given by
(8)
The quantities , for , are real constants. The ve-
locity-selective filter implements the following mixed-domain
STTF:
(9)
where is the parallel capacitance at each CNN cell as de-
scribed in Section I, with and relating to the spatial
frequencies and the temporal frequency as follows:
(10)
(11)
(12)
300 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 55, NO. 1, FEBRUARY 2008
Note that we have a second-order general support spatial and
first-order causal temporal system here. Substituting (11) and
(12) into (9), we have
(13)
If we consider (13) as a temporal filter with Laplace variable ,
then the “pole” of the filter is given by
(14)
Hence, we have a spatial frequency dependent tem-
poral pole (SDTP), with the real and imaginary parts of the pole
given by
(15)
(16)
The visualization of the real (15) and imaginary (16) parts of the
SDTP are shown in Figs. 1 and 2, respectively.
For a 3-D spatiotemporal frequency response, we have a re-
sponse vortex with a magnitude and a phase at each point in
the 3-D Fourier space . The question to ask is: at
what regions in this spatiotemporal volume do we have strong
responses? As with 1-D systems, the real part of a pole dictates
the strength of the peak of the spatiotemporal response, whereas
the imaginary part determines the peak’s location as we move
parallel to the plane and along the temporal axis .
As observed in Fig. 1, we have strong amplitude response at
low spatial frequencies. Fig. 2 reveals the location of the peaks
along the temporal frequency axis . At one half of the spatial
frequency plane (separated by line ), we have strong response
at positive temporal frequencies; on the other half of the spatial
frequency plane, we have strong response at negative temporal
frequencies. Therefore, as we move on the frequency plane and
perpendicular to the line in Fig. 2, the region of strong re-
sponse shifts from positive temporal frequencies (above the spa-
tial plane ) to negative temporal frequencies (below the
spatial plane ). Hence, the principle axis of the pass-
band with strong response lies oriented in the spatiotemporal
frequency space. If we are interested in the passband character-
istic of the filter, it is sufficient to only pay attention to Fig. 2
within the regions that the real part of the SDTP (Fig. 1) is suffi-
ciently large to give a stronger response. This region is roughly
Fig. 1. Typical real part of the SDTP for a velocity-selective linear CNN [4].
Fig. 2. Typical imaginary part of the SDTP for a velocity-selective linear
CNN [4].
Fig. 3. Typical  3-dB magnitude response isosurface plot of a linear CNN-
based velocity-selective filter [4].
indicated as the area within the dotted circle in Fig. 2. A typ-
ical -dB isosurface of the filter is plotted in Fig. 3. Observe
its expected orientation in the spatiotemporal frequency space.
The -dB passband approximates a plane, which confirms the
velocity-selective nature of the filter [6].
The above analysis reveals a convenient way of designing
nonseparable spatiotemporal recursive filters with linear CNNs
[1]. More specifically, with a desired spatial frequency-depen-
dent temporal pole (SDTP) “footprint,” one could aim at fitting
2-D sinusoidal functions to the real and imaginary parts of the
desired SDTP. For filters with real coefficients, we have the real
part spatial function restricted to the sum of a constant and co-
sine functions of the spatial frequencies. Likewise, the imagi-
nary part of the SDTP is restricted to the sum of sine functions
of the spatial frequencies. This is obvious when we inspect the
STTF of a single layer CNN with real feedback templates. For
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the convenience of discussion, we assume the trivial feed-for-
ward template that results in unity in the numerator of the STTF
(17)
The SDTP of the linear CNN described by (17) is as follows:
(18)
(19)
It can be seen that the real part of the SDTP equation (18)
that describes the strength of the response as we vary the spa-
tial frequencies is restricted to having even symmetry
due to its cosine function composition. Likewise, the imaginary
part of the SDTP which describes the location with stronger re-
sponses (along the -axis) is restricted to having odd symmetry
due to its sine composition. Now consider a first-order (tem-
poral) TDCNN [3] with its filtering function described by the
following STTF:
(20)
Assume the following variables:
(21)
(22)
(23)
(24)
then the SDTP of the TDCNN is given by
(25)
(26)
From (25) and (26), we observe two additional features of the
first-order (temporal) TDCNN when compared with the linear
CNN equations (18) and (19). First, we have cross terms of
odd and even functions in the SDTP dynamics of the TDCNN.
Second, the TDCNN SDTP consists of not just linear combi-
nations of sinusoidal 2-D functions of the frequency variables
, but a rational function of such sinusoidal functions.
Some TDCNN filtering examples that have not been modeled by
linear CNNs are given in [16]. This work focuses on the process
of filter synthesis, using two bandpass filtering examples. One
of these has not been implemented in linear CNNs (Section III),
while the other allows us to demonstrate the opportunity of com-
plex filtering with TDCNNs (Section IV.)
We have derived the SDTP of (20) by considering the solution
for its denominator as a polynomial of the time-Laplace variable
. However, the SDTP “locus” (25) and (26) do not completely
characterize the behavior of (20). To explain why this is the case,
consider first-order temporal filters specified by the following
1-D transfer functions:
(27)
(28)
where and are constants. Both (27) and (28) have the same
pole location at . However, they differ by a factor of
. For the 1-D case, the two systems have practically iden-
tical frequency response except for a constant gain factor. How-
ever, for systems of TDCNNs, since all coefficients are spatial
frequency-dependent, the response of (20) will not be only de-
termined by SDTP equations (25) and (26). Contrary to the 1-D
case, the frequency response of (20) is also affected by a spatial
frequency dependent gain factor of the form
(29)
which is the reciprocal of the coefficient of in (20) evalu-
ated on the dual unit circles. This additional gain factor must be
taken into account when designing nonseparable spatiotemporal
filters by means of the visualization of SDTPs.
III. TDCNN 3-D SPATIOTEMPORAL BANDPASS FILTER DESIGN
As implied in Section II, we will design nonseparable spa-
tiotemporal filters based on visualizing SDTPs as 2-D functions
of the spatial frequencies that describe the response strength and
passband locations. The filters of interests here are spatiotem-
poral bandpass filters with frequency localization that could be
used to construct velocity-selective processing systems based on
computational biological models [17]. Consider the following
single-layer TDCNN with a trivial input template and feedback
template (30) and a first derivative feedback template conve-
niently presented in Table I:
(30)
where , , , , , , and are real constants. The
STTF of the TDCNN with the above templates can be derived by
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TABLE I
COEFFICIENT OF FIRST DERIVATIVE FEEDBACK TEMPLATE AR1 OF THE
SINGLE-LAYERED BANDPASS TDCNN
The first derivative feedback template AR1 is of size 5 5. The coefficients
not indicated above are all set to zero.
Fig. 4. Typical 3-dB passband isosurface plot of a 3-D spatiotemporal band-
pass TDCNN with real coefficients.
successively applying and Laplace transforms upon the KCL
expression governed by the above templates to yield
(31)
where the quantities and are functions of the -vari-
ables , defined by
(32)
(33)
The -dB isosurface plot of a typical spatiotemporal mag-
nitude response corresponding to (31) is shown in Fig. 4. The
filter passbands correspond to localized “blobs” in the 3-D fre-
quency space , verifying a bandpass characteristic.
Note that the filter response qualitatively resembles the spa-
tiotemporal kernels extracted from analyzing the spatiotemporal
composition of natural scenes [7] and is similar to V1 spatiotem-
poral receptive fields reported in neurobiological research liter-
Fig. 5. 3-D spatiotemporal bandpass filter design, based on a single-layer
TDCNN, with SDTP placement.
ature [12]. We first analyze (31) in terms of its SDTP and defer
the discussion of the extra spatial gain factor to the end of this
section. To analyze the SDTP of (31), we must first evaluate the
coefficients on the dual unit circles. Now (32)
and (33) become
(34)
(35)
Hence, the SDTP locus derived from (31) is given by
(36)
(37)
Equations (36) and (37) are respectively the real and imagi-
nary parts of the SDTP that represent the response strength
and location of the passband of our TDCNN filter. Note that,
from (31)–(33), we have a fourth-order spatial system with
maximum spatial powers for the -domain variables. Con-
sequently, the SDTP is created by dividing squared sinusoidal
functions of spatial frequencies . Now, we turn to
the SDTP described by (36) and (37) and bear in mind (34)
and (35). It is best to understand its composition with the aid
of a diagram. This is shown in Fig. 5. Despite the presenta-
tion being a rather crude approximation of the actual spatial
functions and , Fig. 5 captures the essence of
how spatiotemporal bandpass characteristics can be achieved
with only first=order temporal characteristics (single capac-
itor). The squared drawings represent visualizations of the
spatial frequency-dependent coefficient terms , ,
, , , ,
and . Shaded areas represent positive
or negative surfaces and the signs of the surfaces are labeled
unambiguously. Spatial areas which are not shaded represent
a relatively smaller absolute value compared with the shaded
areas. The difference of the squared terms
produces a rational SDTP. When divided by ,
is attenuated near the origin due to the higher values of
at low-frequency areas. Hence, the real part
of the SDTP, linearly related to ,
is only large at spatial frequencies around areas centered at
higher values of . This suggests we only have larger
responses at spatial frequencies away from the origin, and
therefore a bandpass characteristic is created. The location of
the stronger response points as we move parallel to the
plane and move along the axis, is given by the values of the
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Fig. 6. Tuning of the bandpass single-layer TDCNN can be achieved via
varying the spatial frequency function b ; in denominator of the rational
SDTP.
imaginary part of the SDTP. As seen
in Fig. 5, we have created passbands at positive and negative
temporal frequencies, respectively. This agrees with the -dB
isosurface plot of the filter in Fig. 4.
The proposed 3-D spatiotemporal bandpass filter is tunable
for a range of passband locations. The tuning mechanism is
shown in Fig. 6. The two graphs in the first column indicate
the change in as we vary in (35). This causes
a “rotation” of the denominator , which subse-
quently causes a rotation in the passband spatial location since
the SDTP is a rational function of . Note that
only the tuning of the real part of the SDTP is shown in Fig. 6.
The spatial distance of the passbands and the origin is controlled
by varying versus . The larger is
relative to , the closer is the passband to the axis.
The constant in (34) is then adjusted accordingly for a band-
pass characteristic. The values of the positive and negative peaks
of (37) (see Fig. 5) indicate how far the passband is away from
the plane. This can be adjusted by the constant multi-
plier .
We have analyzed the real TDCNN filter with respect to its
SDTP. Recall from Section II that TDCNNs with STTFs given
in the form of (20) behave as filters with SDTP (21)–(26), but
with a modification gain factor (29). For our filter in this section,
the SDTP is given by (34)–(37) and an extra gain factor of
(38)
The visualization of is shown in Figs. 5 and 6.
Its reciprocal equation (38) would have the shape of two peaks
located at spatial frequencies enclosed by dotted circles in the
third column of Fig. 5 (or dotted ovals in the third column of
Fig. 6). This coincides with spatial frequencies at higher values
in the real part of the SDTP. Therefore, the inclusion of (38)
would not alter the results of the previous analysis based on the
elaboration of SDTP expressions (36) and (37).
As seen from Table I and (30), there are a maximum of
12 nonzero elements in the feedback and first-order temporal
derivative feedback template. i.e., we require the interaction
of each cell with its 12 neighbors. In physical hardware im-
plementations, we would need 12 transconductors and 12
differentiators. This requires more resources than a nonzero
3 3 input/output template-based CNN core with 17 transcon-
ductors. Therefore, we achieve 3-D tunable spatiotemporal
filtering with a single-layered network, which has not yet been
proposed for the linear CNN, at the expense of implementation
complexity.
For our 3-D bandpass TDCNN to be stable [16], the value of
(36) has to be negative regardless of spatial frequencies. Hence,
by choosing appropriately, we have a stable filter. The con-
stant also controls the strength of the response in the pass-
bands. A natural way is to set such that the maximum value
of (36) is close to .
IV. COMPLEX BANDPASS SPATIOTEMPORAL FILTERING WITH A
TWO-LAYER TDCNN
The network presented in the previous section implements a
nonseparable spatiotemporal recursive filter with real template
coefficients, hence only a single-layer TDCNN is required.
However, the resulting network requires connections with
twelve neighbors. This translates to 24 connections per cell for
bi-directional interactions. This poses considerable practical
difficulties for VLSI implementations. Here, we introduce the
use of a two-layered network [5] with simpler neighboring
interactions to implement a complex space-time nonsepa-
rable bandpass filter with TDCNNs. A two-layer first-order
(temporal) network would require two capacitors per cell and
effectively increases the temporal complexity of our filter. This
could be considered as trading off temporal complexity for
reduced spatial connections per cell. Furthermore, the notion
of complex filters implies that we could have a pair of filters
in near quadrature, with the passband energy concentrated
in half of the spatiotemporal frequency space [10], [11]. The
realization of the pair of filters requires interaction between the
coefficients of the filter pair.
We first design a low-pass oriented filtering TDCNN using
SDTP placement techniques. The low-pass filter is then shifted
to the desired bandpass center frequency . This
practice is analogous to 1-D analog polyphase filter design (see
[10] for a review); it was first exploited by Shi [5] for use with
linear CNNs and was later employed by Torralba [9] to produce
nonseparable space-time characteristics. The frequency transla-
tion naturally results in complex filter coefficients [10], hence
requires a two-layered network for implementing the complex
cloning templates. The two network layers respectively pro-
duce the real and imaginary parts of the filter’s output. Since
the resultant bandpass filter after frequency translation has to be
complex, we have the design freedom of realizing the low-pass
prototype as a complex filter with possibly no extra network
complexity over the final translated bandpass filter. Consider
a two-layered network with a trivial input template and first
derivative complex feedback template as given in (39), shown
at the bottom of the next page, and complex feedback template
given in (40), shown at the bottom of the next page.
The quantities , , , , , , , , , , ,
, , and are real constants.
As with the real network, an STTF can be obtained by ap-
plying and Laplace transforms on the KCL equation governed
by the aforementioned complex templates to yield
(41)
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Fig. 7. Typical  3-dB isosurface of the magnitude response of a two-layered
complex low-pass TDCNN. The passband of the filter resembles an oriented
“filled donut” shape.
where , , , and are complex polyno-
mials of the -domain variables given by
(42)
(43)
(44)
(45)
The complex TDCNN with the above complex templates is ca-
pable of implementing a nonseparable low-pass spatiotemporal
filter, as indicated by its -dB isosurface plot in Fig. 7. We will
Fig. 8. Indicative  3-dB isosurface of the magnitude response of a two-lay-
ered complex bandpass TDCNN. Both the orientation of the passband “donut”
volume and the location of the center of the passband are tunable.
later see that the translation from low-pass to bandpass does not
affect the network topology but only the strength of the coupling
between cells of our complex TDCNN. Therefore, our complex
network could also be tuned to produce bandpass characteris-
tics (resulting from a frequency shift of the network’s low-pass
filter) as shown in Fig. 8.
Meanwhile, our analysis is focused on the spatiotemporally
oriented low-pass filter. Unlike the spherical-like-shaped pass-
band produced by the network we proposed in the previous sec-
tion (see Fig. 4), note that in Fig. 7 the passband has some ori-
entation with its axis. A closer inspection of the spatiotemporal
kernels extracted from natural scenes [7] would reveal a pass-
band orientation rather than a sphere-like isotropic response.
Following the method introduced in Section III, we start our
analysis by examining the SDTP of (41) and evaluate (42)–(45)
on the dual unit circles to yield
(46)
(47)
(48)
(49)
(39)
(40)
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Fig. 9. Real part of the SDTP of a low-pass complex TDCNN.
Now the SDTP of (41) is given by
(50)
Note that subscripts in (50) are dropped for convenience. In
(50), we have fourth-order characteristics in both the numer-
ator and denominator from the normalization process. This is
due to the time derivative “diffusion” in TDCNNs as only con-
nections from the nearest neighbors are required [i.e., a second-
order system in the spatial domains, see (42)–(45)]. The real and
imaginary parts of the SDTP are given by
(51)
(52)
Figs. 9.1)–9.4) and 10.1)–10.4), respectively describe a simpli-
fied version of the quantities present in the numerators of the
SDTP terms (51) and (52). The quantities , , , ,
, , , , , , , , , and are chosen such that the
spatial frequency functions (46)–(49) are represented by the first
row of Figs. 9 and 10. The notation used here follows on from
those in the last section (Figs. 5 and 6). The use of a smaller sign
indicator implies a smaller absolute value compared to the areas
with a larger sign indicator. For example, in Fig. 9.1) we have the
areas labeled with a small “ ” sign being smaller in magnitude
compared to the areas labeled with a larger “ ” sign. This is in-
dependent of the size of the enclosed shaded area. The first rows
of the diagrams show a rough visualization of the spatial func-
tions . The second to fourth rows show how and
“modulate” to create the numerator terms
[Fig. 9.4)] and [Fig. 10.4)]. As expected, the areas
of multiplying with the small “ ” areas in are
Fig. 10. Imaginary part of the SDTP of a low-pass complex TDCNN.
attenuated and the areas overlapping with the large “ ” are en-
hanced. The broken lined circles shown in Figs. 9.4) and 10.4)
indicate iso-contours of the denominator term . The
denominator term is smallest at the origin and as we move away
from the origin, its magnitude increases. Therefore, when di-
vided by , Figs. 9.4) and 10.4) would have their center
enhanced and attenuated away from the origin. The net result is
shown in Figs. 9.5) and 10.5).
The tuning of the orientation of the low-pass filter is achieved
by varying and in (48)–(49). This causes a
“stretch” in the cosine functions and . Hence, the stretching
of the SDTP terms that involves the products of , , , and
. The stretching of the spatial functions and is illustrated
in Figs. 12.1) and 13.1). This causes a rotation of the line sep-
arating the positive and negative regions [Figs. 12.2)–12.4) and
13.2)–13.4)]. Since the division by the denominator term
enhances the center regions around the same line of sym-
metry, we have the overall SDTP rotated as shown in Figs. 12.5)
and 13.5). This causes a change in the orientation of the low-pass
passband.
The overall effect of orientation tuning of the low-pass pass-
band “donut” and frequency shifting for bandpass characteris-
tics in our complex two-layered TDCNN is illustrated in Fig. 8.
The tuning of the orientation of the low-pass filter corresponds
to orientation tuning of the bandpass passband and the passband
center frequency depends on the frequency shifting.
To achieve a bandpass characteristic, we replace
in (41)–(45) with . The pass-
band center is now shifted to the location . The
TDCNN templates after frequency translation is given by (53)
and (54), shown at the bottom of the next page.
The overall bandpass STTF after frequency translation is
given by
(55)
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with
(56)
(57)
(58)
(59)
The frequency-translated STTF (55) involves the same terms
but with different complex coefficients as the original low-pass
STTF (41). Since we have a one-to-one correspondence be-
tween the terms in the STTF and network connections [3], [16],
we have the same network topology for both low-pass and band-
pass filters. This is reflected by the fact that the frequency-trans-
lated templates have the same form as the original templates be-
fore translation.
We have so far discussed the SDTP of our complex network
without mentioning the frequency-dependent gain factor intro-
duced in Section II. In the low-pass case, we have the gain factor
(60)
Fig. 11 illustrates the spatial dependence of . The
overall response of our network is given by cascading
Fig. 11. Visualization of the spatial multiplication factor (60) of the low-pass
complex TDCNN.
the low-pass spatiotemporal filter with the SDTP given by
(51)–(52) and the spatial frequency response (60). Therefore,
the inclusion of (60) in our analysis yields a more rounded
“filled-donut” shape passband rather than the “flat egg”-like
passband as suggested by the real part of the SDTP. In other
words, the spatial frequency response gain factor (60) modi-
fies the real part of the SDTP to include slightly less spatial
frequencies in the passband. When we incorporate frequency
domain shifting to create a bandpass filter, the spatial fre-
quency factor (60) is also shifted with other terms in the STTF
(41) [as shown in (56) and (57)]. This places the modified
passband to the desired bandpass location not centered at the
origin. The additional spatial gain factor (60) in the STTF
produced by the complex TDCNN creates a more “compact”
passband without introducing higher spatial orders such as the
fourth-order real TDCNN introduced in the previous section.
A compact low-pass frequency response poses considerable
advantage when creating bandpass characteristics by frequency
shifting low-pass prototypes. If the center spatial frequency of
the bandpass filter is close to , a more compact low-pass
response is required to ensure sufficient attenuation at to
avoid creating a high-pass function. The linear CNN based
low-pass velocity filtering example analyzed in Section II could
(53)
(54)
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Fig. 12. Spatiotemporal orientation tuning via orientation tuning of the real
part of the SDTP, on a low-pass complex TDCNN.
Fig. 13. Spatiotemporal orientation tuning via orientation tuning of the imagi-
nary part of the SDTP, on a low-pass complex TDCNN.
also be shifted in frequency to produce bandpass filters [9].
However, for compact frequency responses, the real part of the
SDTP (15) must be “stretched” by increasing the coefficients
and by sufficiently large amounts. This
might be limited by the tuning range of circuit components in
VLSI implementations.
In contrast with our single-layered TDCNN in Section III,
the complex two-layered network requires interaction with only
four immediate neighbors. Therefore, compared with the real
network, the routing required between each complex cell and
its neighbors is minimal. However, the local processing in the
complex network is considerably more complicated as both the
real and imaginary outputs are to be produced. For analog im-
plementations, each cell of the complex TDCNN could require
17 transconductors and differentiators, respectively, and two ca-
pacitors. Further details of a possible analog VLSI implementa-
tion can be found in [15].
Fig. 14. Continuous-time SFG for each cell of our real bandpass TDCNN.M
and M involves the sum of scaled outputs of 12 neighbors. The input at the
current cell is summed with other terms inM before it is fed into the integrator,
whereas the cell output is the sum of the integrator output and M to realize
the temporal derivative diffusion terms. For practical circuit implementations,
this would require extra “buffer” blocks to add signals from the output of the
integrator and signals from neighboring cells.
Fig. 15. Continuous-time SFG for each cell of our complex bandpass TDCNN.
W ,W ,W andW involve the sum of scaled outputs of eight neighbors (from
the same or the other layer of the network). The real input at the current cell is
summed with other terms inW before it is fed into the appropriate integrator,
whereas the cell outputs are the sum of the integrator outputs and signals di-
rectly from neighboring cellsW andW , respectively, for real and imaginary
parts. As with the real filter’s SFG in Fig. 14, practical circuit implementation
would call for appropriate circuitry to realize the summation at the output of the
integrators.
As with the real filter case, stability requires the real part of
the SDTP to be negative across all spatial frequencies. The real
part of the bandpass SDTP is given by
(61)
Therefore, adjusting the negative constant appropriately
such that the maximum value of (61) is close to would once
again ensure the system’s stability.
V. NUMERICAL SIMULATION RESULTS
Here, we present numerical simulation results for the real and
complex bandpass networks, respectively. The networks are
simulated in their continuous-time signal flow graph (SFG) rep-
resentations [3], [16]. Schematics of the SFG representing each
TDCNN cell are shown in Figs. 14 and 15 for the respective real
and complex bandpass networks. The SFGs presented here are
for numerical purposes and stem directly from the mathematics
developed for describing our filtering networks in previous
sections. Actual circuit realizations of the dynamics allow more
freedom in manipulating the SFGs. Note that signals from neigh-
boring cells appears not only at the summing node before the
input of the integrators but also at the output of the integrators.
This realizes the temporal derivative diffusion from neighboring
cells [16]. Consider (3) from Section I as the general differential
equation for first-order (temporal) TDCNNs when . An
integral equation is obtained by taking the time integral of both
sides of the equation. This results in the left-hand side being
the cell output . The right-hand side now has two types
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Fig. 16. Filter output of the real bandpass filter for inputs of constant tem-
poral frequency 
 = 8 rad/s. The filter is tuned to passbands centered
at (! ; ! ;
 ) = (0:9784;0:9784;8). The corresponding spatial
frequencies to the index values a–h are given in Table II. Note that there is
more spatial frequency distance between indexes a, b, and c than the others.
of expressions: the original temporal derivative terms are now
derivative free due to the integration whereas the non temporal
derivative terms would appear inside an integral. Therefore, the
SFG governing the dynamics of each cell would have the cell
output being the sum of integrated terms and nonintegrated
terms directly from neighbors [16] as shown in Figs. 14 and 15.
Note that the SFG of the real network in Fig. 14 seems simpler
than the SFG of the complex network in Fig. 15. However, when
compared with the complex network, the signals M1 and M2 in
the real network are formedby connections from more neighbors.
We apply a real spatiotemporal sinusoid at the input of the
respective real and complex filters
(62)
with discrete spatial variables for a
network and , , and are spatial frequencies in the -
and -directions and temporal frequency of the input sinusoid,
respectively.
A 40 40 cell real network is simulated in Simulink. To avoid
tedious and error-prone manual connections (in the thousands),
netlists of an array of coupled cells are automatically generated
with Matlab scripts. Each cell comprises an integrator (two inte-
grators for the complex network) and multipliers and summers.
A typical output with input centered at the filter’s passband is
shown in Fig. 19. Observe how the boundary effect causes the
output to “bend” around the boundaries. This happens because
the real network has a rather narrow passband, as seen in Fig. 4,
which suggests an impulse response of a larger scale. However,
we hesitate to provide results for a larger network due to the
high computational cost in simulating the networks (a 40 40
real network requires five days to simulate a few temporal cy-
cles on a 2.8-GHz PC workstation with 512 MB of RAM).
Fig. 17. Filter output of the real bandpass filter for inputs of con-
stant spatial frequency (! ; ! ) = (0:9784;0:9784) when the tem-
poral frequency is varied. The filter is tuned to passbands centered at
(! ; ! ;
 ) = (0:9784;0:9784;8).
TABLE II
INPUT SPATIAL FREQUENCIES FOR FIG. 16
TDCNNs introduce arbitrary input/output coupling towards
the state-space of neighboring cells which results in extra alge-
braic constraints between the governing differential equation of
adjacent cells [16]. When algebraic loops are present and ideal
components are used in simulations, and optimization tools have
to be employed for the system to converge to a solution. This ac-
counts for the long simulation time of our TDCNNs. In practical
analog VLSI implementations, however, each device operates
according to physical laws, and the input/output coupling and
state evolution are automatically carried out and constrained by
KCL equations [15].
The 40 40 network is sufficiently large for us to observe the
results presented in Figs. 16 and 17, which confirms the band-
pass characteristics of our real filtering network. Fig. 16 shows
the result of a spatial frequency sweep across the passband of
the filter by varying , whereas is kept constant. Input
spatial frequencies are given in Table II. Fig. 17 shows the result
of a temporal frequency sweep whereas the spatial frequency of
the input is kept constant. As seen, the response peaked at an
input temporal frequency of 8 rads/second. This is the center
temporal frequency of the passband of our filter.
In simulating the complex network, similar computational
complexity is encountered. Since each local cell in the complex
network has roughly twice the complexity of the real network
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Fig. 18. Real and imaginary parts of the filter output of the complex bandpass
filter for inputs of a variety of spatiotemporal frequencies. The corresponding
spatiotemporal frequencies to the index values a–h are given in Table III.
The filter is tuned to a passband centered at the spatiotemporal frequency
(! ; ! ;
 ) = ( 1:4916; 1:5084;35:55).
Fig. 19. Typical output pattern (at a particular time instant) observed from the
simulation of a 40 40 real bandpass TDCNN network when a spatiotemporal
sinusoidal input is presented.
(despite the real network having more complicated neighboring
connections), we are restricted to a smaller complex network in
simulation. However, by comparing Fig. 4 against Fig. 8, the
complex network has a larger passband volume compared with
the real network. This implies that the spatial (and temporal)
extent of the complex impulse response is smaller than the spa-
tiotemporal extent of the response of the real network. There-
fore, simulating a relatively small complex network is sufficient
to demonstrate the bandpass behavior of the complex TDCNN.
We provide confirming simulation results of a 20 20 complex
network in Figs. 18 and 20.
We perform a spatiotemporal frequency sweep in the 3-D fre-
quency space across the passband of the filter. The
Fig. 20. Real and imaginary parts of the filter output for the complex bandpass
filter for inputs of constant spatial frequency (! ; ! ) = ( 1:4916;1:5084)
and varying the temporal frequency. The filter is tuned to a passband centered at
the spatiotemporal frequency (! ; ! ;
 ) = ( 1:4916;1:5084;35:55).
TABLE III
INPUT SAPTIOTEMPORAL FREQUENCIES FOR FIG. 18
output of the complex filter as we perform the spatiotemporal
frequency sweep is shown in Fig. 18. The spatiotemporal fre-
quencies of the input sine waves are given in Table III. Fig. 20
presents the output of the complex filter as we vary the input
temporal frequency while keeping the input spatial frequency
constant. From Figs. 18 and 20, we observe maximal output
amplitude as we reach the peak of the passband of our com-
plex filter. This confirms the operation of our complex bandpass
TDCNN.
VI. CONCLUSION
The analytical designs of nonseparable 3-D spatiotemporal
bandpass filters on TDCNNs are demonstrated. Two filters, a
real and a complex are presented. In particular, we extend the
spatiotemporal pole placement technique originally used to de-
sign linear CNN filters, to the synthesis of TDCNN filters. Nu-
merical simulation results confirm the correct operation of our
bandpass TDCNN filters.
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