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We apply a recently developed quasi-diabatic (QD) scheme to the symmetric quasi-classical (SQC) approach
for accurate quantum dynamics propagation. By using the adiabatic states as the quasi-diabatic states
during a short-time quantum dynamics propagation, the QD scheme allows directly interfacing diabatic
SQC method with commonly used adiabatic electronic structure calculations, thus alleviate any non-trivial
theoretical efforts to reformulate SQC in the adiabatic representation. Further, the QD scheme ensures a stable
propagation of the dynamics and allows using a much larger time step compared to directly propagating SQC
dynamics in the adiabatic representation. This is due to the fact that the QD scheme does not explicitly require
non-adiabatic couplings that could exhibit highly peaked values during non-adiabatic dynamics propagation.
We perform the QD-SQC calculations with a wide range of model non-adiabatic systems to demonstrate
the accuracy of the proposed scheme. This study opens up the possibility for combining accurate diabatic
quantum dynamics methods such as SQC with any adiabatic electronic structure calculations for non-adiabatic
on-the-fly propagations.
I. INTRODUCTION
The recently developed symmetric quasi-classical
(SQC) approach1,2 has shown great promise for provid-
ing accurate non-adiabatic dynamics.3–6 By using the
window function as the population estimator, SQC can
significantly reduce the number of trajectories required
for convergence,2 while at the same time, recovers de-
tailed balance with a reasonable accuracy7,8 and provide
a full description of the electronic density matrix.5,9 New
developments based on this scheme, such as coherence-
controlled SQC10,11 or extended SQC12 have further im-
proved the accuracy of this approach. That being said,
SQC still faces some intrinsic deficiencies, such as in-
verted potential8 that impact its numerical performance
in recovering exact thermal equilibrium populations, or
failed to achieve convergence for describing vibrational
relaxation process.13 Nevertheless, the quasi-classical na-
ture of the SQC dynamics, together with many appealing
features mentioned above make it a promising method to
simulate non-adiabatic on-the-fly dynamics of complex
molecular systems,2 providing an attractive alternative
that departs from the commonly used fewest-switches
surface hopping (FSSH) approach.14
When performing on-the-fly simulations, the adia-
batic representation is convenient for electronic struc-
ture calculations. Thus, the typical strategy for apply-
ing SQC (or other recently developed diabatic dynamics
methods15–17) to “real” molecular systems is to reformu-
late them in the adiabatic representation,18 which usually
requires additional non-trivial theoretical efforts. More-
over, the adiabatic version of these methods are compu-
tationally inconvenient due to the presence of the first
and second-order derivative couplings,18 which could po-
a)Electronic mail: pengfei.huo@rochester.edu
tentially lead to numerical instabilities during dynam-
ical propagations. Recently developed kinematic mo-
mentum (KM)-SQC approach18 uses the kinematic mo-
mentum instead of the canonical momentum as the dy-
namical variable, and explicitly eliminates the presence
of the second-derivative coupling inside the equation of
motion, thus significantly reducing the numerical cost.
However this approach as well as other adiabatic map-
ping approaches15–17 do require computing the time-
dependent non-adiabatic coupling, therefore, it might en-
counter numerical instabilities when these couplings are
highly peaked.
An alternative route is to employ diabatic elec-
tronic structure approaches19–23 or diabatization
procedures24,25 to construct globally well-defined dia-
batic states. Under this representation, the derivative
couplings explicitly vanish, providing a convenient
representation for developing various dynamics ap-
proaches and propagating quantum dynamics. However,
these diabatic based electronic structure approaches
are not routinely available despite recent theoretical
progress.19,20 Further, the diabatization procedures that
construct globally defined diabatic models by fitting
the adiabatic surfaces might introduce additional error.
At this point, it almost seems that (1) if we want
to use diabatic-based dynamics approach, we need to
construct globally well-defined diabatic states for the
system, (2) if we want to use adiabatic energies and
gradients to perform on-the-fly simulation, we have to
use dynamics approaches that are explicitly formulated
in the adiabatic representation.15–18
However, we realize26 that in order to use diabatic
approaches for quantum dynamics propagation, we do
not actually need a globally well-defined diabatic sur-
face; rather, we only need a set of locally defined dia-
batic states. To this end, we have developed the quasi-
diabatic (QD) propagation scheme26 which uses the adi-
abatic states as the quasi-diabatic states (local diabatic
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2states) during a short-time propagation, and dynam-
ically update the QD states between two consecutive
short-time propagations. This propagation scheme ex-
plicitly addresses the discrepancy between accurate dia-
batic quantum dynamics approaches and routinely avail-
able adiabatic electronic structure methods, allowing a
seamless interface between them without any additional
non-trivial efforts.
In this work, we apply the QD propagation scheme26
with the diabatic SQC approach for non-adiabatic dy-
namics simulations. We refer to this approach as QD-
SQC throughout this work. By using the QD scheme,
we avoid any additional non-trivial effort to reformulate
the diabatic SQC approach back into the adiabatic rep-
resentation. Further, by avoiding the explicit presence of
non-adiabatic couplings, the QD scheme provides a more
robust approach for dynamical propagation compared to
the other adiabatic schemes. We demonstrate the accu-
racy and the stability of QD-SQC dynamics with a vari-
ety of non-adiabatic models. For model calculations with
the strict diabatic models, QD-SQC provides the exactly
the same results as obtained from the diabatic SQC, and
provide a robust propagation regardless of the presence
of highly peaked or diverging non-adiabatic couplings.
We further demonstrate the applicability and accuracy of
QD-SQC by using adiabatic vibronic states of a coupled
proton-electron model as the QD states,27,28 where obvi-
ous low-dimensional diabatic vibronic states are not read-
ily available, without non-trivial diabatization schemes.
This study opens up the possibility for using QD-SQC to
perform accurate on-the-fly non-adiabatic quantum dy-
namics for realistic and complex molecular systems.
II. THEORY AND METHOD
A. MMST Mapping Hamiltonian
We begin with a brief outline of the Meyer-Miller-
Stock-Thoss mapping Hamiltonian,29–31 which is one of
the basic ingredients for many non-adiabatic dynamics
approaches. The total Hamiltonian for a given molecular
system can be expressed as a sum of the nuclear kinetic
energy operator Tˆ and the electronic Hamiltonian oper-
ator Vˆ (rˆ, Rˆ) as follows
Hˆ = Tˆ + Vˆ (rˆ, Rˆ). (1)
Here, rˆ represents the coordinate operator of the elec-
tronic degrees of freedom (DOF), and Rˆ represents the
coordinate operator of the nuclear DOF.
We start by expressing the total Hamiltonian in Eqn. 1
with strict diabatic basis {|i〉, |j〉}, i.e., a set of basis that
does not explicitly depend on nuclear positions. With
the diabatic basis, the total Hamiltonian is expressed as
follows
Hˆ = Tˆ +
∑
ij
Vij(Rˆ)|i〉〈j|, (2)
where Vij(Rˆ) = 〈i|Vˆ (rˆ, Rˆ)|j〉 is the state-dependent po-
tential. By using the mapping representation of Meyer-
Miller-Stock-Thoss29–31 to transform the discrete elec-
tronic states into continuous variables, we have
|i〉〈j| → aˆ†i aˆj , (3)
where aˆ†i = (qˆi − ipˆi)/
√
2 and aˆj = (qˆj + ipˆj)/
√
2. With
this transformation, the original diabatic Hamiltonian is
transformed into the following MMST mapping Hamil-
tonian
Hˆm = Tˆ +
1
2
∑
ij
Vij(Rˆ) (pˆipˆj + qˆiqˆj − 2γδij) , (4)
where γ = 0.5 is the zero-point energy (ZPE) for the
mapping harmonic oscillators (historically, it is recog-
nized as the Langer correction by Meyer and Miller29
for the quasi-classical description). Up to here, there is
no approximation.
Instead of solving the equation of motion quan-
tum mechanically, SQC assumes that the coupled
electronic-nuclear dynamics is governed by the following
Hamiltonian2
Hm =
P2
2M
+
1
2
∑
ij
Vij(R) (pipj + qiqj − 2γδij) . (5)
Classical trajectories are generated based on the follow-
ing Hamilton’s equations of motion
q˙i = ∂Hm/∂pi; p˙i = −∂Hm/∂qi (6)
R˙ = ∂Hm/∂P; P˙ = −∂Hm/∂R = F,
with the nuclear force expressed as
F = −1
2
∑
ij
∇Vij(R)
(
pipj + qiqj − 2γδij
)
. (7)
Thus, MMST mapping Hamiltonian provides a consistent
classical footing for both electronic and nuclear DOFs.
The non-adiabatic transitions among electronic states are
mapped onto the classical motion of fictitious harmonic
oscillators.
B. Symmetric Window Function Estimator
The equation of motion generated from Hˆm (Eqn. 6)
is equivalent to the Enhrefest dynamics.15 However, by
using a window function1 to restrain the initial map-
ping conditions and estimate the time-dependent popula-
tion, SQC approach can significantly improve the numer-
ical performance of non-adiabatic dynamics calculations,
even with a Ehrenfest type equation of motion.
The SQC window function is formulated with the
action-angle variables, {ni, θi}, which are related to the
3canonical mapping variables through the following rela-
tions
ni =
1
2
(
p2i + q
2
i − 2γ
)
; θi = − tan−1
(
pi
qi
)
, (8)
and the inverse relations
qi =
√
2(ni + γ) cos(θi); pi = −
√
2(ni + γ) sin(θi). (9)
The SQC approach can be viewed as the classical
Wigner model of the action-angle mapping variables2,9
for computing population dynamics with the following
expression
ρjj(t) = TrR
[
ρˆR|i〉〈i|eiHˆt/~|j〉〈j|e−iHˆt/~
]
(10)
≈ 1
(2pi~)N+M
∫
dτWR(P,R)Wi(n(0))Wj(n(t)).
Here, ρˆ(0) = |i〉〈i| ⊗ ρˆR is the initial density operator,
WR(P,R) is the Wigner density of ρˆR that contains
M total nuclear DOF, n = {n1, n2, ...nN} is the action
variable vector for N electronic states, with the corre-
sponding angle variable vector θ = {θ1, θ2, ...θN}, and
dτ ≡ dPdRdndθ. Further, Wi(n) is the Wigner trans-
formed action variables9
Wi(n) = δ(ni − 1)
∏
i6=j
δ(nj), (11)
The above results can be viewed as the Bohr-Sommerfeld
quantization rule.9
In the SQC approach where the classical dynamics is
used to solve Eqn. 6-7, the delta functions are better
to be broadened by “pre-limit” delta functions, i.e., the
window functions that center at the integer values of the
initial and final action variables, in order to facilitate the
numerical convergence.2 Further, in SQC approach, γ in
Eqn. 5 is viewed as a parameter1,32 instead of the ZPE
of the mapping oscillator (with a value of 0.5).
Because these window functions are viewed as pre-limit
delta function, i.e., an approximation of Eqn. 11, they do
not have a unique form,5 and thus allowing the engineer-
ing aspect of the SQC approach. One can choose the
following square window function1
Wi(t) = w1(ni)
∏
j 6=i
w0(nj), (12)
where wn is the square window function expressed as
follows
wn(nj) =
1
2γ
h (γ − |nj − n|) . (13)
Here, h(z) is the Heaviside function and n (either 0 or 1)
is the electronic quantum number.
Fig. 1a depicts the above window function for a system
with two electronic states, with the width γ = 12 (
√
3 −
1) ≈ 0.366 suggested by Cotton and Miller.1 Numerical
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FIG. 1. Two possile choices for the window function in
the action space: (a) square histogram windows with γ =
1
2
(
√
3 − 1) ≈ 0.366 and (b) triangle histogram windows with
γ = 1
3
. Here, the blue windows are used to estimate the pop-
ulation of state 1, and the red windows are used to estimate
the population of state 2.
results obtained from this window function have shown
excellent agreement with the exact quantum dynamics
for various model non-adiabatic systems.2,4
Fig. 1.b illustrates a recently proposed triangle window
function.5 For two-level systems, this triangle windowing
function can be described with the following expression
W1(t) = 2h(n1 + γ − 1)h(n2 + γ)h(2− 2γ − n1 − n2)
(14)
W2(t) = 2h(n1 + γ)h(n2 + γ − 1)h(2− 2γ − n1 − n2),
with the width γ = 13 . This window function has shown a
consistently better performance for two-level systems2,5
compared to the square window function, as well as a
more accurate description for the non-adiabatic transi-
tion rate over a broad range of electronic couplings.5
The time-dependent population at time t is then cal-
culated by applying the window function estimator to
actions variables {nj(t)} for an ensemble of trajecto-
ries. Starting from the initial diabatic state |i〉, the time-
dependent population of the states |j〉 is computed with
Eqn. 10. However, by using the window function esti-
mator, the total population is no longer properly nor-
malized due to the fraction of trajectories that move out
of any given window.1 Thus, the population has to be
normalized1 with the following procedure
ρjj(t)/
N∑
k=1
ρkk(t)→ ρjj(t). (15)
It should be noted that SQC is different compared to
“Ehrenfest dynamics”, despite that they use the same
equation of motion for the coupled electronic-nuclear
DOFs.2,8 The boundary conditions enforced by the win-
dow functions in SQC helps to eliminate several well-
known deficiencies in Ehrenfest dynamics, such as the
breakdown of detailed balance.7,8,33
Despite its simplicity, SQC has shown accurate de-
scription for non-adiabatic dynamics in a broad range
4of model systems.3–6 It can also recover detailed balance
with reasonable accuracy7,8 and reach convergence with
just a few thousand of trajectories.1,2,4 It thus show great
promise to accurately and efficiently perform ab-initio on-
the-fly simulations for molecular systems.
C. Quasi-Diabatic (QD) Propagation Scheme
For real molecular systems, strict diabatic states
{|i〉, |j〉} are neither uniquely defined nor routinely avail-
able, despite recent theoretical progress.19–23 Rather, it
is convenient to solve the electronic structure problem
under the adiabatic representation with the following
eigenequation
Vˆ (rˆ,R)|Φα(R)〉 = Eα(R)|Φα(R)〉. (16)
Here, Vˆ (rˆ; R) is the electronic Hamiltonian operator de-
fined in Eqn. 1 at a given nuclear configuration R, and
|Φα(R)〉 is the adiabatic state, i.e., the eigenstate of
Vˆ (rˆ; R), with the corresponding eigenvalue Eα(R). Most
of the commonly used electronic structure methods are
based on solving the above equation, providing eigenen-
ergies and eigenfunctions under this representation.
The total Hamiltonian Eqn. 1, on the other hand, has
a rather complicated expression (see Appendix A) un-
der the adiabatic representation. This is due to the fact
that adiabatic states are not the eigenfunctions of the
nuclear kinetic energy operator Tˆ . It is more convenient
to develop new quantum dynamics methods in the strict
diabatic representation (such as the diabatic SQC intro-
duced in Sec. II A-II B). Thus, the typical strategy for
applying new quantum dynamics approaches (like SQC)
to “real” molecular systems is to reformulate them in
the adiabatic representation.18 However, this reformu-
lating process usually requires additional non-trivial the-
oretical efforts,15–18 and the resulting adiabatic version
of these methods are computationally inconvenient due
to the presence of the first and second-order derivative
couplings,18 which could lead to numerical instabilities
during dynamical propagations.
To address this discrepancy between accurate quantum
dynamics methods in the diabatic representation and the
electronic structure methods in the adiabatic representa-
tion, we have developed quasi-diabatic (QD) propaga-
tion scheme.26 Here, we briefly summarize it by consid-
ering a short-time propagation of the nuclear DOF dur-
ing t ∈ [t1, t2], where the nuclear positions evolve from
R(t1) to R(t2), and the corresponding adiabatic states
are {|Φα(R(t1))〉} and {|Φµ(R(t2))〉}.
The essential idea of the QD scheme is to use the
nuclear geometry at time t1 as the reference geometry,
R0 ≡ R(t1), and use the adiabatic basis {|Φα(R(t1))〉}
as the quasi-diabatic basis during this short-time quan-
tum dynamics propagation, such that
|Φα(R0)〉 ≡ |Φα(R(t1))〉, for t ∈ [t1, t2]. (17)
With the above QD basis (often called the “crude adi-
abatic basis”), the derivative couplings vanish in a triv-
ial way, and Vˆ (rˆ; R) has off-diagonal elements. Because
the electronic wavefunction changes rapidly with the mo-
tion of the nuclei, the QD basis is only convenient when
the nuclear geometry R is close to the reference geom-
etry R0. Thus, during the next short-time propaga-
tion segment t ∈ [t2, t3], we choose to use a new ref-
erence geometry R′0 ≡ R(t2) and quasi-diabatic basis
|Φ′µ(R′0)〉 ≡ |Φµ(R(t2))〉.
We emphasize that there is always a non-removable
part of the derivative coupling over the entire configu-
rational space for polyatomic systems.34 This is a well-
known result in literature.19,20 Here, the QD scheme cir-
cumvents this challenge by only requiring a set of locally-
defined diabatic states, such that the derivative couplings
vanish within the configurational subspace during a given
short-time propagation.
Compared to the adiabatic representation, the advan-
tage of the QD basis is that all of the derivative couplings
vanish. As a consequence, the total Hamiltonian operator
and the corresponding quantum dynamics propagation
adapt a simpler form in the QD representation. With the
nuclear geometry close to the reference geometry in each
step, the QD states remains to be a convenient and com-
pact basis in each short-term propagation segment. In
addition, because of the diabatic nature of the QD basis,
one can use any diabatic based approach to propagate the
quantum dynamics. These approaches usually require di-
abatic energies, electronic couplings, and nuclear gradi-
ents. Between [t1, t2] propagation and [t2, t3] propagation
segments, all of these quantities will be transformed from
{|Φα(R0)〉} basis to {|Φ′µ(R′0)〉} basis.
With the above idea in mind, it is straightforward to
obtain electronic couplings and nuclear gradients in the
QD basis. During the t ∈ [t1, t2] short-time propagation,
the electronic Hamiltonian operator Vˆ (rˆ; R(t)) is evalu-
ated under the QD states as
Vαβ(R(t)) = 〈Φα(R0)|Vˆ (rˆ; R(t))|Φβ(R0)〉. (18)
In practical on-the-fly calculations, the above quantity
can be obtained from a linear interpolation between
Vαβ(R(t1)) and Vαβ(R(t2)) as follows
35
Vαβ(R(t)) = Vαβ(R(t1))+
(t− t1)
(t2 − t1)
[
Vαβ(R(t2))−Vαβ(R(t1))
]
.
(19)
Here, the matrix elements Vαβ(R(t1)) =
〈Φα(R0)|Vˆ (rˆ; R(t1))|Φβ(R0)〉 = Eα(R(t1))δαβ , and the
matrix elements Vαβ(R(t2)) can be easily computed as
follows
Vαβ(R(t2)) =
∑
µν
bαµ〈Φµ(R(t2))|Vˆ (rˆ; R(t2))|Φν(R(t2))〉b†βν ,
(20)
where 〈Φµ(R(t2))|Vˆ (rˆ; R(t2))|Φν(R(t2))〉 =
Eµ(R(t2))δµν , bαµ = 〈Φα(R0)|Φµ(R(t2))〉, and
b†βν = 〈Φν(R(t2))|Φβ(R0)〉.
5Similarly, the nuclear gradients on electronic Hamilto-
nian matrix elements ∇Vαβ(R(t2)) ≡ ∂Vαβ(R(t2))/∂R
are evaluated as
∇Vαβ(R(t2)) = ∇〈Φα(R0)|Vˆ (rˆ; R(t2))|Φβ(R0)〉 (21)
= 〈Φα(R0)|∇Vˆ (rˆ; R(t2))|Φβ(R0)〉
=
∑
µν
bαµ〈Φµ(R(t2))|∇Vˆ (rˆ; R(t2))|Φν(R(t2))〉b†βν .
Here, we have used the fact that {|Φα(R0)〉} is a
diabatic basis during the [t1, t2] propagation, which
allows moving the gradient operator to bypass 〈Φα(R0)|.
Moreover, we have inserted the resolution of identity∑
µ |Φµ(R(t2))〉〈Φµ(R(t2))| = 1, where we explicitly
assume that the QD basis at nuclear position R(t2)
is complete. We emphasize that Eqn. 21 includes
derivatives with respect to all possible sources of the
nuclear dependence, including those from the adiabatic
potentials as well as the adiabatic orbitals. This can
be simply verified by using the basic property of the
adiabatic states 〈Φµ(R(t2))|∇Vˆ (rˆ; R(t2))|Φν(R(t2))〉 =
∇Vµν(R(t2)) + Eν(R(t2))〈Φµ(R(t2))|∇Φν(R(t2))〉 +
Eµ(R(t2))〈∇Φµ(R(t2))|Φν(R(t2))〉, where Vµν(R(t2)) =
〈Φµ(R(t2))|Vˆ (rˆ; R(t2))|Φν(R(t2))〉. Plugging the above
equality into the last line of Eqn. 21, and noticing the
resolution of identity
∑
µ |Φµ(R(t2))〉〈Φµ(R(t2))| = 1,
we can easily verify that the nuclear gradient in Eqn. 21
is equivalent to the following expression∑
µν
bαµ〈Φµ(R(t2))|∇Vˆel(rˆ; R(t2))|Φν(R(t2))〉b†βν
=
∑
µν
bαµ∇Vµν(R(t2))b†βν (22)
+
∑
ν
Eν(R(t2))〈Φα(R0)|∇Φν(R(t2))〉b†βν
+
∑
µ
Eµ(R(t2))bαµ〈∇Φµ(R(t2))|Φβ(R0)〉.
With Vµν(R(t2)) = Eµ(R(t2))δµν , we realize that
Eqn. 22 is nothing more than directly applying ∇ on
the energy expression Vαβ(R(t2)) in Eqn. 20, result-
ing three terms based on the chain rule. The first
term on the right hand side of Eqn. 22 is the re-
sult of the nuclear dependence on the adiabatic en-
ergy, and the last two terms on the right hand side of
Eqn. 22 are the results of the nuclear dependence on
adiabatic orbitals (adiabatic states), weighted by the
corresponding adiabatic energies. We emphasize that
Eqn. 21 is an equivalent but more compact expression
compared to Eqn. 22, which naturally indeed includes
derivatives with respect to all possible sources of the
nuclear dependence. Further, we emphasize that in
the QD propagation scheme, the derivative couplings
dµν(R) = 〈Φµ(R)|∇Φν(R)〉 are not explicitly required.
That being said, we do not omit the derivative cou-
pling; the gradient 〈Φµ(R(t2))|∇Vˆel(rˆ; R(t2))|Φν(R(t2))〉
used in the QD scheme (Eqn. 21) is reminiscent
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FIG. 2. (a) Diabatic potentials and the corresponding time-
dependent potentials and couplings for a one-dimensional
model system, in (b) diabatic representation, (c) adiabatic
representation, and (d) quasi-diabatic representation.
of the derivative coupling. One should note that
dµν(R) = 〈Φµ(R)|∇Vˆel(rˆ; R)|Φν(R)〉/[Eν(R) − Eµ(R)]
can become singular due to the degeneracy of eigen-
values, i.e., Eν(R) − Eµ(R) = 0, even when
〈Φk(r; R)|∇Vˆel(rˆ; R)|Φl(r; R)〉 is finite. Thus, the
method that directly requires derivative couplings might
suffer from numerical instabilities, whereas the method
only requires the gradient (such as the QD scheme) will
likely not.
Fig. 2 presents a simple two-level model system in
panel (a) and its time-dependent electronic potential in
the (b) diabatic, (c) adiabatic, and (d) quasi-diabatic
representation. In Fig. 2a, the motion of the nuclear
trajectory (indicated by the gray double-sided arrow) is
confined on the diabatic state 1 (red surface). The dia-
batic potential energy surfaces V11(R(t)) and V22(R(t))
presented in panel (b) evolve smoothly in time, and the
diabatic electronic coupling V12 is a small constant in this
model. In panel (c), under the adiabatic representation,
the derivative coupling vector d12(R) = 〈Φ1(R)|∇Φ2(R)〉
starts to exhibit large peaks at the avoided crossing re-
gions, where the adiabatic wavefunctions rapidly change
their characters. These rapid changes of derivative cou-
plings usually cause numerical challenges and require a
very small time step for a stable quantum dynamics prop-
agation. The QD representation presented in panel (d),
on the other hand, vanishes the derivative couplings; the
non-adiabatic transitions are induced by the overlap be-
tween two consecutive QD bases 〈Φ1(R(t2))|Φ2(R(t1))〉.
The off-diagonal electronic coupling V12(R(t)) under QD
has small values due to the varying QD basis along the
propagation (see Eqn. 19), and will decrease to zero un-
der the limit that (t2 − t1)→ 0.
Thus, the QD representation provides several unique
advantages over the strict diabatic or adiabatic repre-
6sentation for quantum dynamics propagations. On one
hand, the QD basis are constructed from the crude adi-
abatic basis, which can be easily obtained from any
commonly used electronic structure calculations. On
the other hand, the diabatic nature of the QD basis
makes derivative couplings explicitly vanish and allows
using any diabatic dynamics approaches to perform on-
the-fly propagation. Further, the QD scheme ensures
a stable propagation of the quantum dynamics com-
pared to directly solving it in the adiabatic representa-
tion. This is due to the fact that directly solving elec-
tronic dynamics in the adiabatic state requires the non-
adiabatic coupling 〈Φβ(R(t))| ∂∂tΦα(R(t))〉 = dβα(R)R˙,
which might exhibit highly peaked values and cause
large numerical errors36,37 when using the linear inter-
polation scheme.38 The QD scheme explicitly alleviates
this difficulty by using the well behaved transforma-
tion matrix elements 〈Φβ(R(t1))|Φα(R(t2))〉 instead of
〈Φβ(R(t))| ∂∂tΦα(R(t))〉.
Further, we note that the QD scheme was histori-
cally introduced for propagating the electronic ampli-
tudes in surface hopping calculations.35,39–41 It has also
been used in scattering probability calculations42 and re-
cently, gaussian wave packet dynamics approaches,43–47
and is referred as the moving crude adiabatic scheme.47
Here, we significantly expand the scope of this scheme26
by using it as a general framework to interface any dia-
batic trajectory-based dynamics methods with any adia-
batic electronic structure calculations.
Finally, we note that in a real molecular system, the
QD state at the nuclear position R(t2) may no longer
be a complete basis set. As a consequence, the total
population will decay from unity during the dynamical
propagation after applying many of the basis transforma-
tions. This problem, however, can be easily addressed by
performing orthonormalization procedure26 among vec-
tors {〈Φ(R(t1))|Φµ(R(t2))〉}. The details of this proce-
dure, as well as one specific example can be found in a
charge transfer QD dynamics simulation in our original
QD work.26 This procedure has not been applied to any
of the model calculations in this paper.
D. Algorithm for QD-SQC propagation
Combining the diabatic SQC approach and the QD
propagation scheme described above, we formulate the
following algorithm for the QD-SQC quantum dynamics
propagation:
1. sample the initial conditions of the nuclear DOF
R(t1) and P(t1 +
∆t
2 ) based on the Wigner distribution
WR(R,P); uniformly sample the mapping action based
on the window function Wj(n), and the mapping angle
variables θj ∈ [0, 2pi] for all electronic states |j〉.
2. perform electronic structure calculations at t1 to
obtain the QD basis |Φα(R0)〉 ≡ |Φα(R(t1))〉.
3. propagate nuclear positions as R(t2) =
R(t1) + P(t1 +
∆t
2 )∆t/M , perform electronic structure
calculations at R(t2) to obtain the adiabatic basis
{|Φµ(R(t2))〉}.
4. compute the electronic Hamiltonian elements
Vαβ(R(t)) based on Eqn. 19 for t ∈ [t1, t2], as well as
the nuclear gradients ∇Vαβ(R(t2)) based on Eqn. 21.
5. propagate the canonical mapping variables {q,p}
by solving Eqn. 6 with the electronic elements Vαβ(R(t))
computed from step 4; propagate the nuclear momenta
as P
(
t2 +
∆t
2
)
= P(t1 +
∆t
2 ) + F(R(t2))∆t/M , with
the force computed at nuclear position R(t2) based on
Eqn. 7.
6. transform the canonical mapping variables from
the instantaneous QD basis {qα, pα} back to the strict
diabatic basis {qi, pi}, with qi =
∑
α〈Φα(R0)|i〉qα and
pi =
∑
α〈Φα(R0)|i〉pα; compute the action variables
based on ni =
1
2
(
p2i + q
2
i − 2γ
)
; evaluate the strict di-
abatic populations with the Window function estimator
in Eqn. 12 or Eqn. 14, and renormalize population based
on Eqn. 15.
7. transform the mapping variables into the
new QD basis |Φ′µ(R′0)〉 ≡ |Φµ(R(t2))〉 for the
[t2, t3] propagation step, with the following ex-
pressions:
∑
α qα〈Φα(R(t1))|Φµ(R(t2))〉 → qµ and∑
α pα〈Φα(R(t1))|Φµ(R(t2))〉 → pµ.
8. repeat steps 3-7.
Here, we want to comment on three technical de-
tails for the QD propagation scheme. First, we have
transformed the mapping variables between two bases
in step 6 and 7. This process is valid because the rela-
tion between two QD bases in step 7 are |Φµ(R(t2))〉 =∑
α〈Φα(R(t1))|Φµ(R(t2))〉|Φα(R(t1))〉. Since the map-
ping relation between the physical state and the singly
excited oscillator state is |Φµ(R(t2))〉 = a†µ|0〉 = 1√2 (qˆµ+
ipˆµ)|0〉, the relations for the mapping variables associ-
ated with two bases are |Φµ(R(t2))〉 = 1√2 (qˆµ+ ipˆµ)|0〉 =∑
α〈Φα(R(t1))|Φµ(R(t2))〉 1√2 (qˆα + ipˆα)|0〉. For molecu-
lar systems, one can always find a suitable choice for the
basis set in order to make 〈Φα(R(t1))|Φµ(R(t2))〉 real,
which guarantees that the mapping variables are trans-
formed with the same relations as the bases. Similarly,
in step 6, we transform the time-dependent mapping
variables from the instantaneous QD basis, {qα, pα}, to
the strict diabatic basis, {qi, pi}. Note that the relation
between the strict diabatic {|i〉} and QD {|Φα(r; R0)〉}
states are |i〉 = ∑α |Φα(R0)〉〈Φα(R0)|i〉, which leads to
the following transformations for mapping variables as-
sociated with two bases
qi =
∑
α
〈Φα(R0)|i〉qα; pi =
∑
α
〈Φα(R0)|i〉pα. (23)
Second, the nuclear force evaluated in the QD basis
in step 5 has the same form of the nuclear force in the
strict diabatic basis {|i〉, |j〉}. This is valid based on
the following analysis. Consider expanding the strict
diabatic basis as the linear combination of QD basis,
with |i〉 = ∑α |Φα(R0)〉〈Φα(R0)|i〉 = ∑α Ciα|Φα(R0)〉.
7This implies that qi =
∑
α Ciαqα and pi =
∑
α Ciαpα.
Plugging in these two expressions into the nuclear force
F = − 12
∑
ij
∇Vij(R)[pipj + qiqj − 2γδij ] in the diabatic
representation, and noticing the fact that δij = 〈i|j〉 as
well as explicitly using the transformation relation among
states, we obtain the nuclear forces in the QD represen-
tation as follows
F = −1
2
∑
ijαβ
Ciα∇Vij(R)Cjβ
× [pαpβ + qαqβ − 2γ〈Φα(R0)|Φβ(R0)〉]
= −1
2
∑
αβ
∇Vαβ(R) [pαpβ + qαqβ − 2γδαβ ] ,
which indeed has the nuclear force expression in
the diabatic representation as described in Eqn. 7.
Note that in the above equation, we use the fact
that
∑
ij Ciα∇Vij(R)Cjβ =
∑
ij Ciα〈i|∇Vˆ (R)|j〉Cjβ =
〈Φα(R0)|∇Vˆ (R)|Φβ(R0)〉.
Third, in step 6 we evaluate the population with
the window function defined in the strict diabatic ba-
sis {|i〉, |j〉}, despite that the mapping trajectories are
propagated in the quasi-diabatic basis (in QD-SQC). For
strict diabaitc model systems, we use the above proce-
dure to demonstrate that when the populations are eval-
uated with the same diabatic window functions, the re-
sults obtained from QD-SQC propagations are exactly
the same as those obtained from the diabatic SQC prop-
agations. In real molecular systems, however, the strict
diabatic states are not easily obtained. Thus, one might
have to compute the population with the window func-
tion defined in the QD states, which are those instan-
taneous adiabatic states used to define the QD states.
In this paper, we test the performance of QD-SQC in
this scenario with a photoinduced proton-coupled elec-
tron transfer (PI-PCET) model system,27,28 where the
proton-electron adiabatic vibronic states are used as the
QD states, and there is no obvious exact low-dimensional
diabatic vibronic state without further applying diaba-
tization procedures.24,25 For this particular application,
we use the window function defined in the QD basis
(or equivalently in the instantaneous adiabatic states).
Thus, the shape of the window function will change along
the nuclear trajectory R(t), instead of a fixed shape when
it is defined in the strict diabatic states (Fig. 1). We will
fully explore the consequence of using such adiabatic win-
dow functions in future investigations.
Finally, we would like to emphasize that the accu-
racy of QD-SQC will be limited by the accuracy of SQC
itself, i.e., the validity of using a window function as
an approximate pre-limit delta function, as well as the
Ehrenfest-type mean-field dynamics. The QD propaga-
tion scheme is rather general and provides a convenient
framework that allows interfacing diabatic dynamics ap-
proaches with adiabatic electronic structure calculations
for on-the-fly propagation.26
III. DETAILS OF MODEL CALCULATIONS
A. Diabatic Models
Here, we provide details of the calculations with the
strict diabatic model systems. These models are care-
fully chosen to include a wide range of scenarios in non-
adiabatic dynamics, such as weak/strong avoid crossings,
conical intersection, and many-state system, in order to
fully assess the performance of the QD scheme. In this
section, we provide details of the spin-boson model (Fig. 3
and Fig. 9) and an excitation energy transfer model48
(Fig. 7). The conical intersection model32,49 (Fig. 6) is
discussed in the result section, and the details for Tully’s
avoid crossing Model systems can be directly found in
literature.14
Model Hamiltonians. The spin-boson model has
the Hamiltonian Hˆ =
∑
k[Pˆ
2
k /2 + ω
2
kRˆ
2/2 + ckRˆkσˆz] +
σˆz/2 + ∆σˆx, with electronic bias , electronic coupling
∆, and the system-bath coupling ck for a given spectral
density J(ω) = pi2
∑
k
c2k
ωk
δ(ω−ωk). Here, we use 100 dis-
cretized harmonic modes to sample50 the spectral density
J(ω) = pi2 ξωe
−ω/ωc , where ξ is the Kondo parameter and
ωc is the cut-off frequency (peak of the spectral density).
For the model calculations in this paper, we use ∆ = 1
and ωc = 2.5 (Fig. 9a-c) or ωc = 1 (Fig. 9d). The ini-
tial Wigner distribution for the bath modes is centered
around Rk(0) = −ck/ω2k and Pk(0) = 0.
For simulating singlet excitation energy transfer in a
dissipative environment, we use the following Frenkel ex-
citon model Hˆ = Hˆex + Hˆsb. The exciton part of the
Hamiltonian is Hˆex =
∑
i i|i〉〈i| +
∑
i 6=j ∆ij |i〉〈j|, with
singlet excitation energy i on chromophore i and the
electronic coupling ∆ij between two single excitations |i〉
and |j〉. The system-bath Hamiltonian that describes the
exciton-phonon interactions is Hˆsb =
∑
i
∑
ki
[ 12 (Pˆ
2
ki
+
ω2kiRˆ
2
ki
)+ckiRˆki |i〉〈i|], where each state |i〉 is coupled to a
set of independent harmonic bath modes {Rki}. Here, we
use the model parameters of the Fenna-Matthews-Olson
(FMO) complex that contains seven chromophores.48 In
addition, we use 60 modes to sample the spectral density
J(ω) = 2λωτ/(1+(ωτ)2) for each bath, where the reorga-
nization energy is λ = 35 cm−1, and the solvent response
time is τ =50 fs. The parameters for Hˆex can be found
in Ref. 48 and the sampling procedure for the spectral
density can be found in Ref. 4. The initial Wigner distri-
bution for each bath mode is centered around R(0) = 0
and P(0) = 0.
Electronic Matrix Elements for the QD prop-
agation. For these diabatic model systems, the ma-
trix elements of the electronic Hamiltonian Vij(R(t))
and the nuclear gradients in the diabatic representation
∇Vij(R(t)) are available and directly used in SQC prop-
agations. For QD-SQC propagations, the adiabatic ba-
sis {|Φα(r; R(t))〉} is obtained by diagonalizing Vij(R(t))
matrix, which is used as the QD basis. The matrix el-
ements of the electronic Hamiltonian and nuclear gra-
8dients are evaluated using Eqn. 18-20 and Eqn. 21, re-
spectively. Alternatively, these elements can be easily
computed by taking advantage of the available diabatic
basis in all of our model calculations, for example, as
Vαβ(R(t)) =
∑
ij〈Φα(R0)|i〉Vij(R(t))〈j|Φβ(R0)〉. Both
protocols generate the same results.
Initial Conditions. The initial conditions for all of
the model calculations are ρˆ(0) = |i〉〈i| ⊗ ρˆR, where
|i〉 indicates the initial electronic diabatic state and
ρˆR represents the initial nuclear density operator. For
non-adiabatic scattering and photo-dissociation calcula-
tions presented in Fig. 5-6, we use ρˆR = |χ〉〈χ|, where
〈R|χ〉 = ( 2Γpi )1/4 e−(Γ/2)(R−R0)2+ i~P0(R−R0) represents
a Gaussian wavepacket centered around R0 and P0
with a width Γ. The corresponding nuclear Wigner
density is WR(P,R) =
1
pi e
−Γ(R−R0)2−(P−P0)2/Γ. For
the condensed-phase model calculations presented in
Fig. 7-9, we assume that each nuclear DOF is rep-
resented by a harmonic mode. The canonical ther-
mal density for the kth nuclear DOF Rk is thus
ρˆR(Pˆk, Rˆk) =
1
Z e
− 1kBT [Pˆ
2
k/2M+
1
2Mω
2
kRˆ
2
k)]. The corre-
sponding nuclear Wigner density is then WR(Pk, Rk) =
2 tanh( ωk2kBT )e
− tanh( ωk2kBT )[mωk(Rk−Rk(0))
2+Pk(0)
2/(mωk)].
Window Functions and Convergence. In this
paper, all of the calculations for two level systems are
performed with the triangle window function (Eqn. 14),
which has been shown to provide the accurate elec-
tronic dynamics across a broad range of the electronic
couplings.5 The only results obtained with square win-
dow function are the seven-states excitation energy trans-
fer calculations48 presented in Fig. 7, and the adiabatic
vibronic dynamics of the model PI-PCET system pre-
sented in Fig. 8. All of the results for diabatic model
Hamiltonian are obtained with 24,000 trajectories, ex-
cept those in FMO model (Fig. 7) where 200,000 trajec-
tories are used. The same time step dt are used for both
SQC and QD-SQC calculations.
B. Adiabatic Vibronic Model
Here, we provide details of the adiabatic vibronic dy-
namics calculations with a PI-PCET model system,27,28
presented in Fig. 8. More details about this model can
also be found in our recent work.51 Despite its simple
form (which contains strict diabatic electronic states),
this model provides a more stringent test of the QD-SQC
approach because (without further diabatization proce-
dure) there is no obvious low-dimensional diabatic vi-
bronic states.
Model Hamiltonian. The PI-PCET model used in
this study is expressed as Hˆ = Hˆep + Hˆsb, where Hˆep de-
scribes the electron-proton free-energy surfaces, and Hˆsb
describes the solvent-bath interaction. In this paper, we
focus on a symmetric PI-PCET system with zero driving
force (bias) of the reaction. The electron-proton Hamilto-
nian Hˆep defined in the electronic diabatic representation
{|D〉, |A〉} is expressed as
Hˆep = Tˆp+
[
UD(rˆp) +
1
2Msω
2
sR
2
s VDA
VDA U
A(rˆp) +
1
2Msω
2
s (Rs −R0s )2
]
.
(24)
Here, Tˆp represents the kinetic energy operator of the
proton, rˆp is the proton coordinate operator, and Rs rep-
resents the collective solvent coordinate that character-
izes electron transfer. In addition, Ms and ωs =
√
f0/Ms
are the mass and the frequency of this solvent coordi-
nate, with f0 as the force constant, and R
0
s =
√
2λ/f0,
with λ as the solvent reorganization energy. The second
term of Eqn. 24, i.e., Hˆep − Tˆp operator, represents the
electron-proton interaction potential in the electronic di-
abatic donor |D〉 and acceptor |A〉 excited states, with
VDA = 0.03 eV as the coupling between the two elec-
tronic states. The excited adiabatic states |S1(Rs, rp)〉
and |S2(Rs, rp)〉 are the eigenstates of the Hˆep − Tˆp op-
erator, i.e., they are linear combinations of |D〉 and |A〉
states, and are parametrically dependent on both the sol-
vent and the proton coordinates. The electronic ground
state |S0(Rs, rp)〉 of the system, on the other hand, is
not explicitly included in this Hamiltonian, but it will
dictate the initial conditions of the system before the
Franck-Condon photoexcitation.
Further, UD(rˆp) =
1
2mpω
2
p(rˆp − rDp )2 and UA(rˆp) =
1
2mpω
2
p(rˆp−rAp )2 represent the proton free-energy profile
associated with |D〉 and |A〉 states. In this work, we use
rDp = 0 and r
A
p = 0.5 A˚ as the minima of proton free-
energy profile associated with the electronic donor and
acceptor states. mp = 1.0073 amu and ωp = 3000 cm
−1
are the mass and vibrational frequency of the proton. In
this model, the proton and the solvent DOF do not ex-
plicitly interact with each other; rather, rˆp directly inter-
acts with various electronic states, which in turn interact
with the solvent. All the other parameters are provided
in Appendix B.
The solvent-bath Hamiltonian Hˆsb is expressed as fol-
lows
Hˆsb =
P 2s
2Ms
+
∑
k
[
P 2k
2Mk
+
1
2
Mkω
2
k
(
Rk − ckRs
Mkω2k
)2]
.
(25)
In the above equation, Rk represents the kth bath mode,
with the corresponding coupling constant ck and fre-
quency ωk sampled from the following spectral density
J(ω) = pi2
∑
k
c2k
Mkωk
δ(ω − ωk) = f0τLωe− ωωc . Here, τL is
the solvent response time (see Appendix B), Mk is the
mass of the kth bath mode, and ωc is the characteristic
frequency of the bath that is much faster than the motion
of Rs. Here, we choose ωc = 10ωs and Mk = Ms for all
k. One can thus perform QD-SQC simulation with the
above total Hamiltonian.
Instead of treating the bath DOF explicitly, we can
perform the following equivalent Langevin dynamics27 to
implicitly treats the influence of the bath, with the equa-
tion of motion for the collective solvent coordinate Rs as
9follows
MsR¨s = Fep(Rs)− f0τLR˙s + Fr(t). (26)
In the above Langevin equation, Fep(Rs) is the SQC nu-
clear force (see Eqn. 7) evaluated with Hˆep, the friction
force is −f0τLR˙s with the friction constant f0τL, and
Fr(t) is the random force bounded by the fluctuation-
dissipation theorem through equation 〈Fr(t)Fr(0)〉 =
2kBTf0τLδ(t). Here, Fr(t) is modeled as a Gaus-
sian random force with the distribution width52 σ =√
2kBTf0τL/dt, where kB is the Boltzmann constant and
dt is the nuclear time step. The details for generating τL
for a given solvent is provided in Appendix B. As a con-
sistency check, in our previous work of using QD partial-
linearized density matrix (QD-PLDM) approach for sim-
ulating this model,51 we have verified that equivalent re-
sults (for time-dependent electron-proton reduced den-
sity matrix) are obtained with either explicit bath (dy-
namics with the full Hamiltonian Hˆep + Hˆsb) or implicit
bath (Langevin dynamics in Eqn. 26) approach. The
equivalency of both approaches have also been recently
explored in the condensed-phase ET dynamics.53,54
Adiabatic Vibronic Surfaces for QD-SQC prop-
agation. Here, we treat both electron and proton
quantum mechanically with their corresponding vibronic
states. The “electronic Hamiltonian” Vˆ in Eqn. 16
is then defined as Hˆep in Eqn. 24, such that Vˆ ≡
Hˆep(Tˆp, rˆp, rˆe, Rs). Thus, the “electronic Hamiltonian”
Vˆ includes proton kinetic energy, electronic potential, as
well as electron-proton and electron-solvent interactions,
except the nuclear kinetic energy of the solvent (which is
treated as the classical DOF).
In order to obtain the adiabatic vibronic states
|Φα(Rs)〉 for the coupled electron-proton Hamiltonian
Hˆep, we express |Φα(Rs)〉 with a set of two-particle basis
functions as follows
|Φα(Rs)〉 =
∑
i,m
cαim(Rs)|φie〉|φmp 〉, (27)
where |φie〉 ∈ {|D〉, |A〉} and |φmp 〉 is chosen to be the mth
eigenfunction of a quantum harmonic oscillator, with the
total Hamiltonian Hˆ = Tˆp +
1
2mpω
2
prˆ
2
p. Thus, by us-
ing M harmonic basis functions for proton and two ba-
sis states for electron, the total number of vibronic ba-
sis is N = 2M , and Hˆep contains 2M × 2M Hamilto-
nian matrix 〈φnp |〈φje|Hˆep|φie〉|φmp 〉 under this representa-
tion. In the model calculation presented in this study,
the total number of vibrational basis {|φmp 〉} is 30, i.e.,
m = 0, 1, ...29 for the Harmonic oscillator eigenstates.
Because both UD(rˆp) and U
A(rˆp) are just simple dis-
placed harmonic oscillator potentials, the matrix ele-
ments of Hˆep can be obtained analytically by recognizing
the basic property of harmonic oscillator as follows
〈φnp |Tˆp +
1
2
mpω
2
prˆ
2
p|φmp 〉 =
(
n+
1
2
)
~ωpδnm
〈φnp |rˆp|φmp 〉 =
√
~
mpωp
1√
2
(√
mδn,m−1 +
√
m+ 1 δn,m+1
)
.
The eigenvalues and the eigenvectors (adiabatic vibronic
basis) are then obtained through direct diagonalization
of the Hˆep matrix under the above two-particle basis.
Initial Conditions. The system is initially prepared
in the proton vibrational ground state |φ0p〉 of the elec-
tronic ground state |S0〉. The system is then excited
to the |D〉 state (which is an electronic excited state)
through Franck-Condon process, which generate the ini-
tial state described by the total density operator ρˆ(0) =
|Φ(0)〉〈Φ(0)|⊗ ρˆs. Here, the initial electron-proton quan-
tum state is expressed as |Φ(0)〉 = |D〉|φ0p〉, and ρˆs is the
density operator of the solvent.
In order to initialize the SQC calculation, we need to
give a initially occupied state, as the current SQC ap-
proach is developed to handle such initial condition.1 In
the model system we studied here, we find that |Φ(0)〉
are always nearly identical to one specific adiabatic vi-
bronic state, |Φα(Rs)〉, such that 〈Φ(0)|Φβ(Rs)〉 = δαβ .
Note that with different solvent coordinate Rs, the cor-
responding initially occupied adiabatic vibronic states
|Φα(Rs)〉 are different. Nevertheless, it allows using the
normal SQC procedure to sample the initial action vari-
ables with the square window function Wα (Eqn. 12) that
corresponds to initially occupied adiabatic vibronic state
|Φα(Rs)〉 for every single trajectory.
The initial configuration of the solvent co-
ordinate is sampled through Wigner density
ρWs = ωsΓse
−Γs
[
P2s
2Ms
+ 12Msω
2
s (Rs−R0s )2
]
. Here,
Γs = (2/ωs) tanh(ωs/2kBT ) and ωs =
√
f0/Ms. In
this study, we choose R0s =
√
2λ/f0 that corresponds to
the minimum of the proton acceptor free energy diabatic
surface.
Window Functions and Convergence. For the
PI-PCET model calculation, we use the square window
scheme. The converged QD-SQC results of the vibronic
dynamics are obtained with 4000 trajectories and a time
step of dt = 0.024 fs (1 a.u.). The trend of the population
dynamics, on the other hand, can be obtained with just
a few hundred trajectories for this model, comparable to
the numerical cost of the widely used fewest-switches sur-
face hopping (FSSH) approach.27 Instead of mapping a
large number of diabatic vibrational basis {|φmp 〉} (with
30 total vibrational basis in Eqn. 27) as been done in re-
cent SQC13,55 or extended SQC12 studies, here, we map
the adiabatic electron-proton vibronic states {|Φα(Rs)〉}
with the MMST mapping variables through Eqn. 3. With
the QD-SQC approach developed in this work, we can
directly use the diabatic SQC approach1,2 to propagate
dynamics with quantities evaluated in the adiabatic vi-
bronic state through the QD scheme.26 Further, we are
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FIG. 3. Population dynamics of the spin-boson model in (a)
strong (b) weak diabatic electronic coupling regime, obtained
from SQC calculation in the diabatic (open circles), adia-
batic (dash), and quasi-diabatic (solid) representation. In the
adiabatic SQC calculation, the second derivative couplings
are ignored.18 Derivative coupling d12(R) and its derivative
∇d12(R) are calculated for both scenarios and presented in
panels (c) and (d). The R coordinate is chosen based on its
frequency, which is closest to ωc.
aware that by including more vibronic states, SQC might
encounter intrinsic difficulties to fully converge, as been
demonstrated by a recent study of vibrational relaxation
process in a simple harmonic oscillator.13 To avoid this
potential issue, here we only included the lowest four adi-
abatic vibronic states, as the photoinduced vibrational
relaxation dynamics mainly occurs within these states in
this model.27,51 To compute the adiabatic vibronic pop-
ulation, we use the window function defined in the in-
stantaneous adiabatic vibronic states (which are also the
QD states) to bin the mapping action variables, as op-
pose the step 6 in the QD-SQC propagation algorithm
in Section. II D when well-defined diabatic states exist.
IV. RESULTS AND DISCUSSIONS
Fig. 3 presents the results of the spin-boson model. In
these model calculations, the temperature is (kBT )
−1 =
5, the energy bias is  = 1, and the parameters for the
bath are ωc = 2.5 and ξ = 0.1. The diabatic elec-
tronic coupling is (a) ∆ = 1 for the adiabatic regime
(such that (kBT )
−1∆  1) or (b) ∆ = 0.1 for the non-
adiabatic regime (such that (kBT )
−1∆  1). The re-
sults are obtained from the original diabatic SQC (open
circles), QD-SQC (solid lines), and the adiabatic SQC
propagation18 (dash lines), with the details of adiabatic
mapping Hamiltonian provided in Appendix A. For the
adiabatic SQC approach, the gradient of the derivative
coupling term ∇d12(R) has been ignored in the dynami-
cal propagation,18 because they are equivalent to second-
order derivative couplings and very expensive to obtain
in regular electronic structure calculations.18 It can be
clearly seen that, while SQC and QD-SQC provide iden-
tical results (with the same numerical cost), the adiabatic
SQC completely breakdown in the non-adiabatic regime
presented in panel (b). This due to the fact that∇d12(R)
is much larger in the non-adiabatic regime (weak dia-
batic coupling regime) compared to the adiabatic regime
(strong diabatic coupling regime). Fig. 3c and Fig. 3d
depict both the first derivative coupling term d12(R) and
its derivative ∇d12(R) for a particular nuclear mode R
that has the closest frequency compared to ωc, with the
corresponding electronic coupling in (a) and (b). One
can clearly see that the derivative coupling d12(R) exhibit
large peaks and a rapidly change near the avoiding cross-
ing regions, which is even more pronounced for ∇d12(R),
especially in the non-adiabatic regime. Thus, simply ig-
nore it will cause large numerical error for dynamics,18
especially when it is even larger than derivative coupling
itself. Comparisons between the SQC-based approaches
and the numerically exact results are also provided in
Appendix C.
We should note that, with the recently developed KM-
SQC approach18 (with details provided in Appendix A),
the kinematic momentum transform explicitly eliminates
the presence of ∇d12(R) term in the nuclear force (in-
stead of ignoring it), thus help achieving accurate re-
sults in the non-adiabatic regime presented in panel (b).
However, KM-SQC explicitly contains the derivative cou-
plings in the mapping equations (see Eqn. 33 in Ap-
pendix A). Thus, it might exhibit numerical challenge
when derivative couplings are highly peaked and requires
a much smaller time step for a stable propagation.
Fig. 4 presents the relative error of the action vari-
able nj =
1
2
(
p2j + q
2
j − 2γ
)
associated with the diabatic
electronic state |j〉 at a long time (t → ∞), under vari-
ous nuclear time step dt used for the dynamics propaga-
tion. To demonstrate the performance of various prop-
agation schemes, here we use the original Tully’s Model
I (single avoided crossing model14), as well as a modi-
fied version of it which contains a much narrower deriva-
tive coupling (i.e., a weak avoid crossing model). The
Hamiltonians of these two models and the correspond-
ing parameters are provided in Appendix D. The adia-
batic potentials and derivative couplings are presented in
panel (a) and (b). In these simple avoid crossing mod-
els, the long-time population plateaus at a given value
even at the single-trajectory level, allowing us to conve-
niently assess the numerical error generated from vari-
ous propagation schemes. The relative error is defined
as Perror = [nj(dt) − nj(dt → 0)]/nj(dt → 0), where
nj(dt) is the action obtained with a nuclear time step
dt, and nj(dt → 0) is the action obtained with a very
small nuclear time step, such that the time-dependent
action along a given trajectory as well as its long-time
value converge. The electronic time step for integrating
the mapping equation of motion, on the other hand, is
11
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FIG. 4. The relative error of the action variable in simple
avoided crossing models. The adiabatic potentials (red and
blue) and the derivative couplings (black) for the model with
(a) strong and (b) weak avoid crossing are presented. The
corresponding relative error are presented in (c) and (d), ob-
tained from KM-SQC (open circle) and QD-SQC (filled circle)
propagation schemes.
chosen to be as small as required to converge the corre-
sponding action nj at a given nuclear time step dt. For
propagating mapping variables, no additional derivative
couplings (for KM scheme) or electronic Hamiltonian ma-
trix elements (for QD scheme) are computed; they are
obtained based on simple linear interpolation schemes
(such as Eqn. 19). This is consistent with most of the on-
the-fly quantum dynamics propagation procedures,35–38
where the electronic structure calculations are performed
only at various nuclear time steps and the quantities at
electronic time steps are interpolated. This is a compro-
mise in order to address the expensive numerical cost of
expensive electronic structure calculations. The relative
error is computed from a single SQC trajectory, with ini-
tial nuclear condition R0 = −9.0 a.u. and P0 = 30. a.u.,
and initial mapping condition n1 = 1.0, n2 = 0.0, and
θ1 = θ2 = pi/4; consistent numerical behaviors of the
error with other initial conditions are also observed.
Fig. 4c-d presents the relative errors of the action vari-
able obtained from KM-SQC (red open circles) and QD-
SQC (black filled circles). In Fig. 4c it is clear that for the
model system presented in panel (a), both QD-SQC and
KM-SQC provide stable propagations, generating very
small numerical error even with a relatively large nu-
clear time step dt. This is because that the model in
Fig. 4a has a broad derivative coupling, such that it does
not change significantly on a typical time-scale that the
nucleus moves. Under this scenario where the deriva-
tive coupling is well-behaved, the QD scheme does not
significant numerical advantage compared to the adia-
batic propagation scheme that directly uses derivative
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FIG. 5. Diabatic state population of Tully’s scattering mod-
els, with (a) Model I, (b) Model II, and (c) Model III. Results
are obtained from SQC (open circles), QD-SQC (solid) and
numerical exact calculations (dash). (d) Asymptotic diabatic
population of model II as a function of various center mo-
menta P0 = ~k of the initial nuclear wavepacket.
couplings.
In Fig. 4d, however, there is a large difference between
the numerical error generated from KM-SQC and QD-
SQC, especially when a large dt is used. This is be-
cause that the system presented in panel (b) has a very
narrow derivative coupling, such that it can spikes on a
time-scale that is shorter than the nuclear time step dt.
When using large dt in KM-SQC, the nuclear position can
step on different values of the derivative coupling spike
or even completely step-over it and miss it,36 resulting
different long time populations and an oscillatory behav-
ior of errors. The details of the nuclear positions along a
trajectory with various dt are presented in Appendix D,
clearly demonstrating the above mentioned behavior. We
emphasize that even thought the error defined from long-
time action value seems to be reduced with some larger
dt, the overall time-dependent action variable, especially
the value at the avoid crossing region are erroneous.
Thus, the approaches that explicitly require derivative
couplings (and use a simple linear interpolation scheme
for obtaining them, as here we implemented for the KM
scheme) either encounter numerical challenges or start to
accumulate numerical errors.36 The QD scheme, on the
other hand, provides more accurate results even when
using a relatively larger dt, simply because that the
QD schemes only requires the well-behaved transforma-
tion matrix elements 〈Φ1(R(t1))|Φ2(R(t2))〉 instead of
the highly peaked derivative coupling d12(R). That be-
ing said, there might be good alternative approaches to
achieve the same attractive features for dynamics propa-
gation, such as those recently developed norm-preserving
interpolation schemes.36,37 The QD scheme is perhaps,
still the most straightforward one that allows robust dy-
namical propagation and enables a seamless interface be-
12
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FIG. 6. Quantum dynamics in a conical intersection model of
pyrazine, with (a) diabatic population of state |2〉, (b) aver-
age momentum of the 6a mode, (c) average position of the 6a
mode and (d) average momentum of the symmetric mode. Re-
sults are obtained from SQC (open circles), QD-SQC (solid),
and numerical exact calculations (dash).
tween the diabatic quantum dynamics approach (such as
SQC) and adiabatic electronic structure calculations.
The extreme scenarios are systems with trivial cross-
ings or conical intersections, where the derivative cou-
plings become singular. Under these circumstances, the
QD scheme becomes more appealing compared to the
other schemes that explicitly requires derivative cou-
plings (regardless of the detailed interpolation schemes),
as they might encounter intrinsic difficulties no matter
how small the dt is used, due to the diverging derivative
couplings. Under these circumstances, the QD scheme
still provides more robust propagation of the dynamics
regardless of the shape of derivative couplings, simply
because it does not use the information of derivative cou-
plings. In real molecular systems, weak avoid crossings,
trivial crossings, or conical intersections are commonly
encountered, making the QD scheme appealing due to
its robustness.
Fig. 5 presents the results of Tully’s three non-
adiabatic scattering models,14 with (a) single avoided
crossing (Tully’s Model I), (b) dual avoided crossing
(Tully’s Model II), and (c) extended coupling with reflec-
tion (Tully’s Model III). These results are obtained from
the diabatic SQC (open circles), QD-SQC (solid lines),
and numerical exact split-operator Fourier transform
method (dash lines). Initial nuclear conditions are sam-
pled from the Wigner transformed Gaussian wavepacket,
with Γ=1 a.u., R0 = −9.0 a.u., and P0 = 30. a.u. Fig. 5a-
c provide the population ρ11(t) (red) and ρ22(t) (blue).
QD-SQC gives the same results as those obtained from
diabatic SQC; both are close to the numerically exact
results. Fig. 5d presents the asymptotic diabatic popu-
lation of Tully’s model II as a function of the center mo-
menta P0 = ~k for the initial nuclear wavepacket. Again,
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FIG. 7. Excitation energy transfer (EET) dynamics in a
model Fenna-Matthews-Olson (FMO) complex. Diabatic
state populations with an initial excitation on (a) state |1〉
or (b) state |6〉 are presented. Results are obtained from SQC
(open circles), QD-SQC (solid lines), and numerical exact cal-
culations (dash lines).
QD-SQC provides the same results as the diabatic SQC,
and both are close to the numerical exact ones.
Fig. 6 presents the results for a two-state, three-mode
conical intersection model.32,49 Here, the three modes
are indicated as Rk ∈ {R1, R6a, R10a}, and the model
Hamiltonian has the form Hˆ =
∑
k
1
2
[
P 2k + ω
2
kR
2
k
]
+∑
i [Ei +
∑
k cikRk] |i〉〈i| + λR10a [|1〉〈2|+ |2〉〈1|]. The
parameters can be found in Ref. 32. Both the non-
adiabatic coupling element 〈Φ1(R(t))| ∂∂tΦ2(R(t))〉 and
the derivative coupling vector diverge near the conical
intersection, creating numerical challenges for directly
propagating dynamics in the adiabatic representation.
The QD scheme avoids this challenge because it only re-
quires 〈Φ1(R(t1))|Φ2(R(t2)〉 for the basis transformation
during the dynamical propagation. Fig. 6 demonstrates
that QD-SQC exactly reproduces the diabatic SQC re-
sults, with (a) the diabatic population of state |2〉 and
(b)-(d) expectation values of the nuclear positions and
momenta. In addition, both SQC and QD-SQC provide
reasonably accurate results compared to the numerical
exact ones.
Fig. 7 presents the quantum dynamics results for an
excitation energy transfer (EET) model system.48 Here,
instead of using the triangle shaped window function,
we use the original square shaped window function with
a width γ = 0.336. The diabatic state population are
obtained from the SQC (open circles), QD-SQC (solid
lines), as well as exact results (dash lines) from hierarchy
equations of motion (HEOM) approach.48 Two different
initial excitation conditions are considered, with (a) state
|1〉 and (b) state |6〉. As can be clearly seen, QD-SQC
exactly reproduces SQC results, which are reasonably ac-
curate compared to the numerical exact results.
Fig. 8 presents the adiabatic vibronic population dy-
namics in a PI-PCET model, with the adiabatic vibronic
surfaces provided in panel (a). The initial photoexcita-
tion is illustrated with the black arrow, and the subse-
quent vibrational relaxation process is illustrated with
the gray arrow. The corresponding adiabatic vibronic
state populations calculated using QD-SQC (solid lines)
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model system. (a) Adiabatic vibronic free energy surfaces as
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sponding adiabatic vibronic populations obtained from QD-
SQC (solid lines), QD-PLDM (dash lines), and FSSH (open
circles).
are presented in panels (b), with the same color cod-
ing used in the adiabatic vibronic potential in panel
(a). Without diabatization procedure24,25 or using a
large number of proton vibrational basis,12,13 there is no
obvious exact low-dimensional diabatic vibronic states
available in this model. To assess the accuracy of the
QD-SQC result, we choose to use QD-Partial Linearized
Density Matrix (PLDM) path-integral approach51 (dash
lines) as well as widely used FSSH approach27 (open cir-
cles) to simulate the same dynamical process. These
two alternative approaches are proven to be accurate,
at least for simulating short-time vibrational relaxation
dynamics.27,51 The results presented in Fig. 8b clearly
suggests that all three approaches generate consistent
dynamics, demonstrating the accuracy of the QD-SQC
method. Note that the model calculations presented here
with QD-SQC are different compared to the calculations
with the extended-SQC.12 The latter relies on mapping
the strict diabatic vibrational basis with MMST formal-
ism, whereas QD-SQC directly uses adiabatic vibronic
states to propagate dynamics. Thus, the QD propaga-
tion scheme significantly expands the scope and appli-
cability of the SQC approach. That being said, we are
aware of the recently discovered13 convergence difficulties
of SQC when including more vibrational (or vibronic)
states with higher energies. Here, we explicitly avoid
this issue by only including the first four adiabatic vi-
bronic states in our QD-SQC dynamics propagation. We
expect a similar issue for converging QD-SQC by includ-
ing more adiabatic vibronic states; we plan to investigate
this in future studies. Nevertheless, we want to empha-
size that by applying the QD framework, diabatic SQC
can now be directly used to propagate dynamics with
adiabatic vibronic states even when there are no obvious
exact low-dimensional diabatic states.
V. CONCLUSIONS
We apply the recently developed quasi-diabatic (QD)
scheme26 to propagate quantum dynamics with symmet-
ric quasi-classical (SQC) approach.1 Using the instanta-
neous adiabatic states as the QD states during a short-
time propagation, we can directly apply the diabatic SQC
to propagate quantum dynamics, avoid any additional
non-trivial efforts for redeveloping this approach in the
adiabatic representation. The QD states are dynamically
updated for each nuclear propagation step, and remain
to be a convenient and compact basis for quantum dy-
namics propagation. In addition, the QD scheme pro-
vides a much more stable propagation compared to the
adiabatic scheme as it does not explicitly require deriva-
tive couplings in the equation of motion. Further, be-
cause QD states are just the adiabatic states, they can
be easily obtained from any routinely available electronic
structure calculation. That being said, there might be
good alternative approaches for achieving the same at-
tractive features to propagate quantum dynamics,36,37
but the QD scheme is, perhaps, the simplest and the
most straightforward one that allows a seamless interface
between diabatic quantum dynamics approaches (such as
SQC) and adiabatic electronic structure calculations. As
SQC becomes an attractive approach2,10–12 with many
appealing features,1,2 one of the last missing ingredients
for real molecular applications is to efficiently interface
it with on-the-fly electronic structure calculations. Thus,
the QD-SQC approach developed in this work opens up
many possibilities to perform accurate and efficient ab-
initio on-the-fly simulations in complex molecular sys-
tems in future.
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VII. APPENDIX A: ADIABATIC MMST HAMILTONIAN
AND KINEMATIC MOMENTUM TRANSFORMATION
Here we provide the detailed expression of the adia-
batic MMST Hamiltonian. In the adiabatic representa-
tion, the total Hamiltonian in Eqn. 1 is expressed as the
following “vibronic” Hamiltonian operator (with ~ = 1)
Hˆ =
Pˆ2
2M
+
∑
α
Eα(R)|Φα(R)〉〈Φα(R)| (28)
−
∑
αβ
[
i
Pˆ
M
dαβ(R) +
Dαβ(R)
2M
]
|Φα(R)〉〈Φβ(R)|,
where dαβ(R) = 〈Φα(R)|∇|Φβ(R)〉 is the deriva-
tive coupling vector, Dαβ(R) = 〈Φα(R)|∇2|Φβ(R)〉 is
the second-derivative coupling, and the diagonal terms
Dαα(R) are usually referred as the Born-Oppenheimer
(BO) corrections.
Note that this vibronic Hamiltonian in Eqn. 28 can
also be written as18
Hˆ =
∑
α
Eα(R)|Φα(R)〉〈Φα(R)| (29)
+
∑
αβ
1
2M
(
Pˆδαβ − i~dαβ(R)
)2
|Φα(R〉〈Φβ(R)|,
where the second-derivative coupling does not explicitly
appear, but will indeed arise18 through the noncommu-
tivity between Pˆ and dαβ(R).
Applying mapping representation |Φα(R)〉〈Φβ(R)| →
aˆ†αaˆβ for the adiabatic states of the above vibronic Hamil-
tonian in Eqn. 29 leads to the standard adiabatic MMST
Hamiltonian15,18 as follows
Hˆ =
1
2M
(
Pˆ+
∑
αβ
qˆαpˆβdαβ(R)
)2
+
1
2
∑
α
Eα(R)
(
qˆ2α+pˆ
2
α−2γ
)
,
(30)
where γ = 0.5 is the ZPE of the mapping oscillator.
Replacing quantum mechanical operators with classi-
cal variables, we have the following classical Hamiltonian
H =
1
2M
(P + ∆P)2 +
1
2
∑
α
Eα(R)
(
q2α + p
2
α − 2γ
)
,
(31)
where ∆P(R,p,q) =
∑
αβ qαpβdαβ(R). Classical equa-
tion of motion can thus be generated from the above
Hamiltonian. However, it is computationally inconve-
nient, as the nuclear gradient explicitly dependents upon
the derivative of the derivative coupling, ∇dαβ(R) =
∂dαβ(R)/∂R. Evaluating this term with electronic
structure calculations is equivalent to compute the sec-
ond derivative couplings, which remains extremely ex-
pensive. Thus, the MMST theory in the adiabatic repre-
sentation significantly increases the complexity for quan-
tum dynamics propagations.
In order to avoid the presence of ∇dαβ(R) in the equa-
tion of motion, Cotton and Miller18 developed the kine-
matic momentum (KM) transformation approach. The
kinematic momentum P˜ is obtained through the follow-
ing transformation
P˜ = P + ∆P. (32)
With this new set of the canonical variables, {R, P˜}, one
can generate an equivalent set of EOMs as follows
q˙α =
∂Vad
∂pα
+
∑
β
qβdβα(R) · P˜
M
p˙α = −∂Vad
∂qα
+
∑
β
pβdβα(R) · P˜
M
R˙ =
P˜
M
(33)
˙˜P = −∂Vad
∂R
+
∑
αβ
(q˙αpβ + qαp˙β) dαβ(R).
Here, the adiabatic potential is defined as Vad (q,p,R) =
1
2
∑
α
(
p2α + q
2
α − 2γ
)
Eα (R). On the other hand, the
EOMs explicitly contain dβα(R), which could lead to nu-
merical instabilities when these derivative couplings are
highly peaked.
VIII. APPENDIX B: SOLVENT PARAMETERS FOR
THE PI-PCET MODEL
We provide the details of the parameters used in the
PI-PCET model. The force constant for the collec-
tive solvent DOF (so-called “inverse Pekar factor”) is
f0 = 4pi0∞/(0− ∞), where 0 and ∞ are the inertial
and optical dielectric constants characterizing the polar-
izability of the solvent. Here, we chose these parameters
that correspond to water as the solvent.28
Further, τL = ∞(τ0 + τD)/0 is the longitudinal re-
laxation time accounting for the long-time solvent re-
sponse function, where τD is the Debye relaxation time
and τ0 is the characteristic rotational time of the solvent
molecules. All of the parameters used in this paper are
tabulated in Table I and a full description of them could
be found in Ref. 28.
TABLE I. Parameters used in Langevine dynamics.
Parameter Water at 298 K
0 79.2
∞ 4.2
f0 55.7
τ0 (ps) 0.0103
τD (ps) 8.72
Ms (ps
2) 0.265
λ (eV) 0.65
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FIG. 9. Population dynamics of the spin-boson model with elec-
tronic coupling ∆ = 1 and various bias  and temperature with (a)
 = 0, (kBT )
−1 = 0.1, ξ = 0.09 (b)  = 1, (kBT )−1= 5, ξ = 0.25,
(c)  = 1, (kBT )
−1 = 0.25, ξ = 0.1, and (d)  = 5, (kBT )−1 = 0.1,
ξ = 0.4. Results are obtained from SQC (open circles), QD-SQC
(solid lines), and numerical exact calculations (filled circles).
IX. APPENDIX C: QD-SQC RESULTS FOR
SPIN-BOSON SYSTEM
Here, we provide additional results of spin-boson model
calculations with various electronic biases and tempera-
tures, compared to the numerical exact results. Fig. 9
presents the population dynamics obtained from SQC,
QD-SQC, and numerical exact quasi-adiabatic propaga-
tor path integral (QUAPI) calculations.56,57 In all test
cases, QD-SQC (solid lines) provides identical results
compared to SQC (open circles), which are close to the
exact QUAPI results (filled circles).
X. APPENDIX D: MODEL POTENTIAL USED IN FIG. 4
Here, we provide the Hamiltonian of the Tully’s Model
I used in Fig. 4, which has the following form
V11(R) = A(1− e−BR) (for R > 0)
V11(R) = −A(1− eBR) (for R < 0)
V22(R) = −V11(R)
V12(R) = V21(R) = Ce
−DR2 (34)
The Mass of the nuclear DOF is M = 2000 a.u. The
parameters of the potential (in a.u.) for the both models
are tabulated in the following table.
TABLE II. Parameters for the models presented in Fig. 4.
Parameter A B C D
Model 1 0.01 1.6 5× 10−3 1.0
Model 2 0.01 1.6 5× 10−5 1.0
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FIG. 10. (a) The relative error of the action variable in model
2, obtained from QD-SQC (black filled circles) and KM-SQC
(red filled circles). Several dt (in a.u.) used in the propaga-
tion are highlighted with open squares. (b)-(d) The derivative
coupling (black) of model 2 and the nuclear position propa-
gated with KM-SQC method with various nuclear time step.
These nuclear position are presented during a time interval
that the trajectory pass over the derivative coupling region,
with the same color coding of the dt used in panel (a).
In model 2 presented in Fig. 4(b), all of the parame-
ters are the same as in model 1 (i.e., the original14 Tully’s
Model I), except that the diabatic coupling (modeled by
parameter C) is reduced by 100 times, resulting a very
weak avoid crossing and a highly spiked derivative cou-
pling as depicted in Fig. 4(b).
Further, in Fig. 10 we present the derivative coupling
(black) of model 2 and the nuclear position propagated
with the KM-SQC approach with various nuclear time
step. In panel (a), the relative error with different dt
are shown (same as Fig. 4(d)). In panel (b)-(d), one can
clearly see that when various dt is used, the nuclear posi-
tion can either step on or step over the spike of the deriva-
tive coupling, resulting in a large numerical error for in-
terpolating derivative coupling when a linear scheme is
used.36 That being said, the recently developed norm pre-
serving interpolation scheme36,37 can significantly reduce
the numerical error compared to the simple linear inter-
polation scheme.38 The QD scheme, on the other hand,
explicitly avoid this issue by using the overlap integrals
instead of the derivative couplings,26 as discussed in Sec-
tion II C.
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