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Re´sume´ :
L’usage des coefficients partiels de se´curite´ en inge´nierie est fre´quent en raison de la simplicite´ d’utilisation
pour tenir compte des incertitudes et se pre´munir des e´carts impre´visibles des performances me´caniques.
Toutefois, l’application de ces coefficients conduit souvent a` des structures surdimensionne´es et couˆteuses.
L’optimisation fiabiliste est de´veloppe´e pour e´tablir le meilleur compromis entre la re´duction des couˆts d’une
conception et l’assurance de la fiabilite´, par la conside´ration des incertitudes. Dans cette communication, le
formalisme de l’optimisation fiabiliste nous a servi a` de´velopper une nouvelle me´thode permettant l’obtention
des coefficients de se´curite´ garantissant le niveau de fiabilite´ cible´ et d’approcher la solution optimale. Une
application nume´rique nous permet d’e´tudier l’efficacite´ et la validite´ de la me´thode propose´e.
Abstract :
The use of partial safety factors is a common practice in engineering in order to take into account the un-
certainties. These factors, although convenient and garanteeing a reliability level, often leads to costly and
over-designed structures. The Reliability-Based Design Optimization (RBDO) is developed to search the best
compromise between cost reduction and reliability assurance, by considering uncertainties. In this paper, the
RBDO framework is used to propose a new approach, where the optimal safety factors are provided to reach
an approximated optimal solution with the required target reliability. A numerical application in engineering
is discussed and shows the efficiency and the interest of the proposed method.
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Lors de la fabrication d’une structure, le comportement me´canique du produit fini peut eˆtre relativement
diffe´rent de celui pre´vu lors de sa conception. En effet, les conditions de re´alisation et de fonctionnement
sont entache´es d’ale´as et d’incertitudes.
Pour s’assurer du bon fonctionnement de la structure, il est ne´cessaire de prendre en compte ces incertitudes
de`s la phase de conception. Il existe dans la litte´rature plusieurs manie`res de traiter ces incertitudes [8]. La
the´orie des probabilite´s offre un cadre mathe´matique rigoureux permettant de mode´liser les ale´as des donne´es
d’entre´e telles que les proprie´te´s me´caniques et les chargements, par des variables ale´atoires. La the´orie de la
fiabilite´ des structures consiste a` de´finir la probabilite´ de de´faillance d’une structure par la probabilite´ que les
conditions de bon fonctionnement ne soient pas respecte´es. On appelle souvent cette e´tude analyse de fiabilite´.
La forte compe´titivite´ e´conomique des entreprises conduit celles-ci a` toujours tirer le plus de profit possible des
ressources a` disposition. Pour cela, les outils de l’optimisation sont utilise´s pour rechercher des conceptions
e´conomiques (le´ge`rete´, couˆt, robustesse, ...) ve´rifiant les limitations e´tablies par les concepteurs. Toutefois, ce
processus d’optimisation a tendance a` re´duire les marges des contraintes a` leurs bornes infe´rieures. En outre,
la structure optimale est souvent tre`s sensible aux incertitudes. Ainsi de faibles perturbations par rapport aux
conditions de conception peuvent conduire a` des e´carts importants entre les performances re´elles et espe´re´es.
L’optimisation fiabiliste (RBDO) est la de´marche rationnelle visant a` conside´rer la propagation des incerti-
tudes dans les performances me´caniques en s’appuyant sur une mode´lisation probabiliste des fluctuations des
parame`tres d’entre´e. La me´thodologie de la RBDO consiste a` coupler le processus d’optimisation a` l’analyse
de fiabilite´.
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1 Fiabilite´ et optimisation fiabiliste
Dans le cadre de l’analyse de fiabilite´, on cherche ge´ne´ralement a` quantifier une probabilite´ de de´faillance
Πf d’une structure. Cette probabilite´ de´pend du vecteur de´terministe x = (x1, ..., xI)t ∈ RI des variables
de conception et du vecteur ale´atoire Y dont les re´alisations sont note´es y = (y1, ..., yJ)t ∈ RJ . Pour
calculer cette probabilite´, on mode´lise un sce´nario de de´faillance par une ou plusieurs fonctions de perfor-
mance Gk(x,Y), 1 ≤ k ≤ K de´crivant l’e´tat de la structure et on appelle e´tat limite la surface de´finie par
Gk(x,Y) = 0 (figure 1(a)). Cette fonction peut par exemple correspondre a` des re`gles de dimensionnement ou
a` des modes de re´sonance a` e´viter. On dit qu’un syste`me est de´faillant par rapport a` l’e´tat limite Gk pour une
re´alisation y donne´e siGk(x,y) ≤ 0. Lorsque les modes de de´faillance sont en se´rie, le syste`me est de´fectueux
si au moins un e´tat limite n’est pas satisfait.
La probabilite´ de de´faillance Πf est calcule´e en e´valuant l’inte´grale
Πf = PY
[
K⋃
k=1
Gk(x,Y) ≤ 0
]
=
∫
Gk(x,Y)≤0
fY(y)dy1...dyJ (1)
ou` fY(y) est la densite´ de probabilite´ jointe du vecteur Y. Une me´thode simple et robuste pour e´valuer cette
inte´grale est la me´thode de Monte Carlo [10]. Malheureusement cette me´thode devient tre`s couˆteuse lorsque
l’on cherche a` e´valuer des probabilite´s de de´faillance tre`s faibles. Certaines me´thodes de simulation comme le
tirage d’importance peuvent alors se re´ve´ler plus avantageuses [2].
Toutefois, de nombreux travaux ont e´te´ re´alise´s pour s’affranchir des me´thodes de simulation. Afin de fournir
un cadre ge´ne´ral d’e´tude, il est fre´quent de se ramener a` un espace normalise´ en exprimant les incertitudes
avec un vecteur de variables ale´atoires inde´pendantes gaussiennes centre´es norme´es U (figure 1(b)). On utilise
pour cela une transformation isoprobabiliste T telle que U = T (x,Y). Lorsque les variables ale´atoires sont
de´ja` inde´pendantes, cette transformation est facile a` construire. Autrement, les transformations de Nataf ou de
Rosenblatt fournissent un outil puissant pour construire la bijection [6]. Les fonctions de performance peuvent
alors eˆtre e´crites dans ce nouvel espace et on de´finit Hk(x,U) = Gk(x, T−1(U)).
Plusieurs indicateurs tels que l’indice de fiabilite´ ou la mesure de performance existent pour caracte´riser la pro-
babilite´ de de´faillance dans cet espace. Dans cet article, nous nous inte´ressons a` l’indice de fiabilite´ d’Hasofer-
Lind [4]. Cet indice βk, caracte´rise le point de de´faillance le plus probable pour le mode de de´faillance k dans
l’espace norme´ :
βk(x) = ‖u˜k(x)‖ = Min {‖u‖ : Hk(x,u) = 0} (2)
Ce point u˜k est appele´ point de de´faillance le plus probable (MPFP en anglais) associe´ a` x pour le mode de
de´faillance k (figure 1(b)). Ce proble`me peut eˆtre re´solu a` l’aide des algorithmes classiques de l’optimisation
non-line´aire ou d’adaptations particulie`res prenant en compte les spe´cificite´s de ce proble`me [7].
(a) Espace physique (b) Espace normalise´
FIGURE 1 – Relation entre espaces physique et normalise´
Ces indicateurs vont permettre de fournir une approximation de la probabilite´ de de´faillance sans le calcul de
l’inte´grale (1). Les approximations FORM ou SORM fournissent alors une bonne estimation de la probabilite´
de de´faillance pour chaque mode. Dans le cadre de la me´thode FORM, chaque e´tat limite est remplace´ par un
hyperplan tangent au point de conception. La probabilite´ de de´faillance par rapport a` la fonction de performance
k peut eˆtre approche´e par Πfk ≈ Φ(−βk), ou` Φ est la fonction de re´partition de la loi normale centre´e re´duite.
2
20e`me Congre`s Franc¸ais de Me´canique Besanc¸on, 29 aouˆt au 2 septembre 2011
Le calcul de la probabilite´ de de´faillance du syste`me entier est plus complexe [9] et notre objectif ici n’est
pas de le traiter avec pre´cision. Nous ferons donc dans la suite de ce travail l’hypothe`se que la probabilite´ de
de´faillance est obtenue par rapport a` chaque e´tat limite.
Un proble`me d’optimisation fiabiliste peut eˆtre pose´ comme un proble`me d’optimisation de´terministe auquel
on rajoute des contraintes de satisfaction d’une probabilite´ de de´faillance cible. En prenant en compte les
hypothe`ses simplificatrices pre´ce´dentes, ce proble`me s’e´crit :
min f(x) (3)
tel que : gkdet(x) = 0 1 ≤ kdet ≤ Kdet (4)
PY [Gk(x,Y) ≤ 0] ≤ Πf? 1 ≤ k ≤ K (5)
ou`PY est une mesure de probabilite´ associe´e au vecteur ale´atoireY, gkdet correspond au contraintes de´terministes
et Πf? est la probabilite´ de de´faillance maximale admise. En re`gle ge´ne´rale, en raison du couˆt des me´thodes de
simulation, on remplace les contraintes de fiabilite´ par des formulations approche´es utilisant l’approximation
FORM. Par exemple, dans le cadre de l’approche par indice de fiabilite´, on cherche a` atteindre un indice de
fiabilite´ cible βc. Le proble`me peut ainsi eˆtre e´crit comme l’imbrication deux proble`mes d’optimisation :
1. Proble`me d’optimisation dans l’espace physique :
Min f(x) (6)
subject to : gkdet(x) = 0 1 ≤ kdet ≤ Kdet (7)
βk(x,Y) ≥ βc 1 ≤ k ≤ K (8)
2. L’analyse de fiabilite´ :
βk(x) = ‖u˜k(x)‖ = Min {‖u‖ : Hk(x,u) = 0} (9)
La re´solution de ce proble`me ne´cessite des ressources de calcul conside´rables. Pour cela, plusieurs approches
ont e´te´ de´veloppe´es. On distingue alors souvent les me´thodes a` un niveau et les me´thodes se´quentielles
de´couple´es [1]. Dans les premie`res, une relaxation du proble`me de fiabilite´ est utilise´e afin de ne re´soudre
qu’un seul proble`me d’optimisation dans lequel la convergence des variables d’optimisation et de fiabilite´
se fait simultane´ment. Dans les secondes, on re´sout de fac¸on se´quentielle le proble`me d’optimisation et le
proble`me de fiabilite´ (me´thodes SORA [3] ou SFA [11] par exemple).
L’obtention du re´sultat optimal du proble`me d’optimisation fiabiliste demeure couˆteuse en temps de calcul.
Nous nous sommes inte´resse´s a` la mise en oeuvre d’une alternative fournissant une solution approche´e.
2 Un sche´ma ite´ratif pour l’obtention de coefficients de se´curite´ optimaux
Le principe de cette nouvelle me´thode est d’appliquer des coefficients de se´curite´ a` une structure pre´sentant
de´ja` un dimensionnement optimal x?. Cette strate´gie, couramment utilise´e en inge´nierie, pre´sente souvent
l’inconve´nient d’eˆtre trop conservatrice.
Ici, le cadre de la fiabilite´ permet de choisir des coefficients de se´curite´ impliquant la ve´rification des contraintes
de fiabilite´ (8). Ces coefficients de se´curite´ correspondent alors a` des fractiles des variables ale´atoires qui
de´gradent le plus la structure. Le calcul de ces coefficients est bien connu en optimisation fiabiliste et s’effectue
d’abord dans l’espace normalise´. Pour chaque mode de de´faillance k, on trouve un point de l’espace normalise´
u˘k, c’est a` dire une re´alisation y˘ des variables ale´atoires, satisfaisant le niveau de fiabilite´ requis βc. Ce point
critique correspond a` une approximation du MPFP que l’on souhaiterait avoir pour que le niveau de fiabilite´
soit atteint (figure (2(a))). Apre`s avoir de´terminine´ le MPFP u˜k et l’indice de fiabilite´ βk(x) par une analyse
de fiabilite´ standard, le point u˘k ve´rifie
u˘k = u˜k − (βc − βk(x?)) ∇uHk(x
?, u˜k)
‖∇uHk(x?, u˜k)‖ (10)
ou` ∇uHk(x, u˜k) est le gradient de la fonction de performance Hk par rapport aux variables normalise´es. Le
plus souvent, ce calcul est effectue´ dans l’espace physique, le gradient dans l’espace normalise´ e´tant obtenu
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par les re`gles classiques de de´rivation de fonctions compose´es. Le point correspondant a` u˘k est e´galement
obtenu par l’inverse de la transformation isoprobabiliste y˘k = T−1(x?, u˘k). Ce point critique correspond a`
une approximation d’une re´alisation des variables ale´atoires ayant une probabilite´ e´gale a` la probabilite´ cible
et rendant la structure la plus de´faillante possible.
(a) Recherche du point critique (b) Identification du nouveau design x˘
FIGURE 2 – Algorithme ite´ratif
Pour que le niveau de fiabilite´ requis soit atteint on cherche alors la configuration x˘ telle que pour la re´alisation
y˘k la structure soit toujours ope´rationnelle (figure (2(b)), c’est a` dire
Gk(x˘, y˘k) = 0 1 ≤ k ≤ K (11)
Les me´thodes classiques d’optimisation fiabiliste base´es sur les coefficients de se´curite´ obtiennent cette nou-
velle configuration par la re´solution d’un nouveau proble`me d’optimisation de´terministe en prenant pour
chaque e´tat limite Y = y˘k. Toutefois, la re´solution de ce nouveau proble`me est couˆteuse en temps de cal-
cul. Nous proposons ici une alternative permettant d’obtenir une approximation de x˘ ne ne´cessitant qu’un
calcul des sensibilite´s. On cherche les corrections dx a` appliquer a` la configuration optimale x? afin que la
nouvelle configuration x˘ = x? + dx ve´rifie les e´quations (11). Un de´veloppement de Taylor au voisinage de
x? nous permet de montrer que dx doit ve´rifier une e´quation line´aire pour chaque e´tat limite k :
∇txGk(x?, y˘k)dx = −Gk(x?, y˘k) , 1 ≤ k ≤ K (12)
Lorsque ce syste`me est sous-de´termine´ (souvent le cas en pratique), on peut choisir la solution de norme mini-
male. Aucune phase d’optimisation n’e´tant re´alise´e par la suite, cette solution permet d’e´viter les corrections
modifiant trop la structure par rapport a` l’optimal de´terministe.
Toutefois, les diffe´rentes line´arisations conduisent a` des valeurs approche´es des y˘ et x˘. Il est donc souvent
ne´cessaire d’ite´rer ce proce´de´ jusqu’a` obtention du niveau de fiabilite´. Le point critique et le MPFP calcule´s a`
l’ite´ration it pour l’e´tat limite k sont note´s respectivement y˘(it)k et u˜
(it)
k . La configuration fiable qui correspond
a` ces valeurs est note´e x˘(it). L’algorithme que nous proposons est donc le suivant :
Initialisation : x˘(0) = x? et it = 0
Ite´ration it
1. Analyse de fiabilite´ : obtention des points de de´faillances les plus probables u˜(it)k pour chaque fonction
de performance Gk et des niveaux de fiabilite´ βk(x˘(it)) correspondants
2. Pour chaque fonction de performance, calcul du point critique u˘(it)k = u˜
(it)
k − (βc − βk(x(it)))α(it)k . Le
vecteur α(it)k est le vecteur des cosinus directeurs α
(it)
k = ∇uHk(x(it), u˜(it)k )/‖∇uHk(x(it), u˜(it)k )‖.
3. Calcul de la matrice jacobienne∇txG =
(
∂Gk/∂xi(x˘
(it), y˘
(it)
k )
)
k=1..K,i=1..I
et du vecteurG =
(
Gk(x˘
(it), y˘
(it)
k )
)
4. Calcul du nouveau design x˘(it+1) = x˘(it) + d(it)x avec d
(it)
x solution de l’e´quation (12)
5. Si le niveau de fiabilite´ requis est atteint : x˘ = x˘(it) et y˘k = y˘
(it)
k sinon it = it+ 1
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Bien que les coefficients partiels n’interviennent pas directement dans les calculs, ils fournissent une in-
terpre´tation aise´e des re´alisations y˘k. Le coefficient de se´curite´ γk,j est en effet le coefficient a` appliquer a`
la valeur nominale y¯j d’une variable ale´atoire Yj (son espe´rance ou un fractile) afin d’obtenir la valeur critique
pour un e´tat limite k donne´. En notant y˘k,j la composante j du point critique y˘k, le coefficient de se´curite´
s’obtient par :
γk,j =
y˘k,j
y¯j
(13)
3 Application nume´rique
Une e´querre en acier est optimise´e afin de ve´rifier des limitations me´canique et dynamique. La configuration,
pre´sente´e dans la figure 3(a), est inspire´e par Kharmanda [5]. L’e´querre, d’e´paisseur e = 10mm est bloque´e au
(a) Ge´ome´trie (b) Optimisation de´terministe (c) Optimisation fiabiliste
FIGURE 3 – Optimisation fiabiliste d’une e´querre : ge´ome´trie, de´forme´e (coefficient ×30) et champ de
contrainte e´quivalente (en MPa) pour les re´sultats de l’optimisation de´terministe et fiabiliste
niveau des deux trous de rayon r = 6mm et dont les centres respectifs ont pour coordonne´es (l1/2, H − l1/2)
et (l1/2, l1/2). La hauteur et la longueur valent respectivement H = 100mm et L = 175mm. Les longueurs
l1, l2 et h sont prises e´gales a` 25mm. Le rayon de raccordement du perc¸age est R = 8mm. Les hauteurs x1 et
x2 constituent alors les variables d’optimisation du proble`me et forment les deux composantes du vecteur x.
Le mate´riau de la structure est un acier dont le module d’Young E est une variable ale´atoire normale de
moyenne mE = 200GPa et de coefficient de variations cvE = 10%. Le coefficient de Poisson ν est pris
e´gal a` 0.2. La masse volumique de l’acier est prise e´gale a` 7850kg.m−3. La structure, encastre´e au niveau des
trous de rayon r, est soumise a` un chargement uniforme P sur le bord supe´rieur. La norme de ce chargement est
e´galement incertaine. Elle est mode´lise´e par une variable ale´atoire gaussienne de moyennemP = 5.103N.m−1
et de coefficient de variation cvP = 15%.
Deux e´tats limites sont pris en compte. Le premier mode de de´faillance est de´fini par la contrainte e´quivalente
maximale σeq(x) calcule´e dans la structure qui doit eˆtre infe´rieure a` la limite e´lastique σmax = 202MPa. Le
mode de de´faillance est fixe´ par le comportement dynamique de la structure. Pour satisfaire les conditions de
fonctionnement, on exige que la premie`re fre´quence propre f1 de la structure soit supe´rieure a` fmin = 57Hz.
On cherche alors a` de´terminer le vecteur x qui permet de minimiser la masse de la structure en satisfaisant ces
contraintes de fiabilite´. Formellement, le proble`me est de´fini par les e´quations 14.
min masse(x) (14)
tel que : Py [f1(x,Y)− fmin ≤ 0] ≤ Φ(−βc)
Py [σmax − σeq(x,Y) ≤ 0] ≤ Φ(−βc)
avec masse(x) la masse de la structure pour la configuration x donne´e. L’indice de fiabilite´ cible requis est
βc = 3. Les dimensions initiales sont x1 = x2 = 25mm ce qui correspond a` une masse de 760g. Ici,
l’e´valuation des fonctions de performance requiert l’utilisation d’un logiciel de calcul de structures. L’opti-
misation de´terministe est effectue´e par une me´thode de Programmation Se´quentielle Quadratique, l’analyse
de fiabilite´ par un algorithme HL-RF [7]. Le proble`me d’optimisation fiabiliste est ainsi re´solu d’abord avec
l’approche des Coefficients de Se´curite´ Optimaux (CSO). Puis ces re´sultats sont compare´s a` des re´sultats de
re´fe´rence obtenus a` l’aide de la me´thode SORA.
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De´terministe Fiabilite´
x?1 x
?
2 masse(x
?) x˘1 x˘2 masse(x˘) β(x˘) G eval
CSO 24.8mm 7.6mm 583g 27.8mm 11.5mm 658g (2.99 ; 2.99) 145
SORA 24.8mm 7.6mm 583g 27.9mm 11.4mm 658g (2.99 ; 2.98) 236
TABLE 1 – Re´sultats de l’optimisation fiabiliste d’une e´querre
Les deux me´thodes conduisent aux meˆmes coefficients de se´curite´. Pour la restriction sur les contraintes ad-
missibles, nous trouvons γE = 1 et γF = 1.4. Quant a` la restriction sur la premie`re fre´quence propre, les
coefficients de se´curite´ a` appliquer pour obtenir le niveau de fiabilite´ requis sont γE = 0.7 et γF = 1.
Le tableau 1 re´capitule les re´sultats obtenus avec les me´thodes CSO et SORA. Nous pouvons constater que
les deux re´sultats sont tre`s proches et satisfont le niveau de fiabilite´. Cette observation est satisfaisante car
l’approche des Coefficients de Se´curite´ ne fournit qu’une solution approche´e du proble`me de RBDO. Nous
voyons ici que cette solution reste malgre´ tout de bonne qualite´.
La dernie`re colonne du tableau pre´sente le nombre d’appels au code e´le´ments finis ne´cessaire a` la re´solution
du proble`me d’optimisation fiabiliste. L’approche par Coefficients de Se´curite´ pre´sente ainsi une re´duction de
ce nombre de simulations de l’ordre de 35%. Ces performances sont donc tre`s satisfaisantes.
4 Conclusion
Une nouvelle me´thode d’optimisation fiabiliste permettant de prendre en compte plusieurs fonctions de perfor-
mances a e´te´ pre´sente´e. Son originalite´ re´side dans le calcul ite´ratif d’approximation de coefficients de se´curite´
optimaux et des parame`tres de conception satisfaisant ces restrictions fiabilistes.
Son application a` un proble`me de dimensionnement en inge´nierie a montre´ sa capacite´ a` fournir une solution
de bonne qualite´. Ces exemples montrent e´galement que la se´paration entre les phases d’optimisation et de
traitement fiabiliste s’ave`re eˆtre une strate´gie inte´ressante pour re´duire le temps de calcul.
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