Person re identification is a challenging retrieval task that requires matching a person's acquired image across non overlapping camera views. In this paper we propose an effective approach that incorporates both the fine and coarse pose information of the person to learn a discriminative embedding. In contrast to the recent direction of explicitly modeling body parts or correcting for misalignment based on these, we show that a rather straightforward inclusion of acquired camera view and/or the detected joint locations into a convolutional neural network helps to learn a very effective representation. To increase retrieval performance, re-ranking techniques based on computed distances have recently gained much attention. We propose a new unsupervised and automatic re-ranking framework that achieves state-of-the-art re-ranking performance. We show that in contrast to the current state-of-the-art re-ranking methods our approach does not require to compute new rank lists for each image pair (e.g., based on reciprocal neighbors) and performs well by using simple direct rank list based comparison or even by just using the already computed euclidean distances between the images. We show that both our learned representation and our re-ranking method achieve state-of-the-art performance on a number of challenging surveillance image and video datasets.
Introduction
Person re-identification (re-id) in non-overlapping camera views poses a difficult matching problem. Most previous solutions try to learn the global appearance of a person using Convolutional Neural Networks (CNNs) by either applying a straightforward classification loss or using a met- Figure 1 . Camera view and body pose can significantly alter the visual appearance of a person. A different view might show different aspects of the clothing (e.g. a backpack) while an altered pose may lead to body parts (e.g. arms or legs) being located at different positions of the image. Pose information can also help guide the attention of a re-id approach in case of mis-aligned detections. ric learning loss. To better learn local statistics, the same has been applied to image regions, e.g. by using horizontal stripes or grids [22, 6] . Because of the inherent challenge of matching between different views and poses of a person, there is no implicit correspondence between the local regions of the images (see Figure 1 ). This correspondence can be established by explicitly using full body pose information for alignment [37] or locally through matching corresponding detected body parts [47, 48] . Using this local or global person description by incorporating the body pose or body parts information can strongly benefit person re-id.
In this work we show that incorporating a simple cue of the person's coarse pose (i.e. the captured view with respect to camera) or the fine body pose (i.e. joint locations) suffice to learn a very discriminative representation with a simple classification loss. We present an appealing design choice to incorporate these cues and show its benefit in the performance gain over state-of-the-art methods on large and challenging surveillance benchmarks. We demonstrate that learning and combining view specific feature maps on a standard underlying CNN architecture results in a significantly better re-id embedding. Similarly an incorporation of body joint locations as additional input channels helps to increase the re-id accuracy.
After an initial retrieval, a re-ranking step can often improve ranking quality by a good margin. Re-ranking for improving person re-id has seen a renewed interest in recent years [27, 12, 18, 43, 57] . The re-ranking problem is formulated as re-estimating the distances between probe and gallery images such that more correct results are ranked at the top of the returned lists. In recent proposals this was generally achieved by exploiting the similarity of the lists of top k nearest neighbors of both the probe and gallery image in question. Among the state-of-the-art re-ranking methods these neighborhood lists are often recomputed for each image pair, based on the common or reciprocal neighbors [42, 1, 57] . This makes it more computationally demanding to recompute the distances between these varying length lists.
A second contribution of this work is a new re-ranking method that introduces the concept of expanded cross neighborhood distance. The method aggregates the distances of close neighbors of the probe and the gallery image, where the distance can simply be the direct euclidean distance or the distance based on the rank lists. We show that within this more general framework of re-ranking, simple rank list comparison based on the directly obtained ranklists achieves state-of-the-art re-ranking performance without the requirement to recompute new rank lists.
In summary, our contributions are threefold: 1) We propose a new CNN embedding which incorporates coarse and fine-grained person pose information. 2) We propose a new unsupervised and automatic re-ranking method that achieves larger re-ranking improvements than previous methods. 3) Our pose-sensitive person re-id model and our re-ranking method set a new state-of-the-art on three challenging datasets. We also demonstrate the scalability of our approach with very large gallery sizes.
Related Work
In recent years many state-of-the-art re-id results have been achieved by approaches relying on feature embeddings learned through CNNs [47, 13, 46, 23] . We focus our discussion of related approaches to those which include a degree of pose information, as well as re-ranking methods.
Re-Id using Pose A person's body pose is an important cue for successful re-identification. The popular SDALF feature by Farenza et al. [11] uses two axes dependent on the body's pose to derive a feature description with pose invariance. Cho et al. [9] define four view angles (front, left, right, back) and learn corresponding matching weights to emphasize matching of same-view person images. A more fine-grained pose representation based on Pictorial Structures was first used by Cheng et al. [8, 7] to focus on matching between individual body parts. More recently, the suc-cess of deep learning architectures in the context of re-id has lead to several works that include pose information into a CNN-based matching. In [49] Zheng et al. propose to use a CNN-based external pose estimator to normalize person images based on their pose. The original and normalized images are then used to train a single deep re-id embedding. A similar approach is described by Su et al. in [37] . Here, a sub-network first estimates a pose map which is then used to crop the localized body parts. A local and a global person representation are then learned and fused. Pose variation has also been addressed by explicitly detecting body parts through detection frameworks [47] , by relying on visual attention maps [30] , or body part specific attention modeling [48] .
In contrast to our proposed method, all of these works mostly rely only on fine-grained pose information. Furthermore, these approaches either include pose information by explicitly normalizing their input images or by explicitly modeling part localization and matching these in their architecture. In contrast to this, our approach relies on confidence maps generated by a pose estimator which are added as additional channels to the input image. This allows a maximum degree of flexibility in the learning process of our CNN and leaves it to the network to learn which body parts are relevant and reliable for re-id. Apart from this finegrained pose information we show that a more coarse pose cue turns out to be even more important and can be effectively used to improve the re-id performance. Re-Ranking In the recent years, re-ranking techniques are drawing more and more attention in the area of person re-id. Shen et al. [35] use k-nearest neighbors (k-NN) to produce new rank lists and recomputing distances based on these. Garcia et al. [12] propose to jointly learn the context and content information in the ranking list to remove candidates in the top neighbors and improve performance of person reid. [18] extends this to revise the initial ranking list with a new similarity obtained from fusion of content and contextual similarity.
Li et al. [21] first proposed to use the relative information of common nearest neighbors of each image to improve re-ranking. Ye et al. [42] combined the common nearest neighbors of global and local features as new queries and revise the initial ranking list by aggregating these into new ranking lists. Using the similarity and dissimilarity cues from the neighbors of different baseline methods [43] proposes a ranking aggregation algorithm to improve person re-id. In contrast to common neighbors, Jegou et al. [17] use reciprocal neighbors (i.e. common neighbors that reciprocate in a k-neighborhood sense) and propose to compute a contextual dissimilarity measure (CDM). [29] formally uses the k-reciprocal neighbors to compute ranking lists. Recently, Zhong et al. [57] used these to design an effective re-ranking distance by incorporating query expansion, and fusion of rank and euclidean distances.
In contrast to common or reciprocal neighbors and producing new rank lists based on these, we propose the concept of expanded neighbors and aggregating their cross distances among the images in a pair. We will show that this results in a more effective re-ranking framework.
Pose-Sensitive Embedding
A person's pose and orientation to the camera can greatly affect the visual appearance in the image. Explicitly including this information into the learning process of a reid model can thus often increase the resulting accuracy. Previous works have relied on either fine-grained pose information (e.g. joint keypoints) or coarse information (e.g. orientation to the camera). In this section we describe two methods for including both levels of granularity into a pose-sensitive embedding. Both methods can be simultaneously incorporated into the same baseline CNN architecture and our experiments show that a combination of the two achieves a higher accuracy than either one alone. An overview of our CNN architecture with both types of pose information is depicted in Figure 2 .
View Information
We use the quantization ['front', 'back', 'side'] of a person's orientation to the camera as coarse pose information. Since this information is dependent on the camera, as well as the person, we call it view information in the remainder of this work.
Our inclusion of view information into the reidentification embedding is inspired by a recent work of Sarfraz et al. [32] on semantic attribute recognition. A ternary view classifier is added as a side-branch of our main re-id CNN. The tail part of the main CNN is then split into three equivalent units by replicating existing layers. The view classifier's three view prediction scores are used to weight the output of each of these units. This modulates the gradient flowing through the units, e.g. for a training sample with a strong 'front' prediction, mainly the unit weighted by the front-weight will contribute to the final embedding and thus only this unit will receive a strong gradient update for the current training sample. This procedure allows each unit to learn a feature map specialized for one of the three views. Importantly, and in contrast to [32] , we do not weight and fuse final embeddings or prediction vectors but apply the weights to full feature maps which are then combined into the final embedding. This achieves a more robust representation.
We cannot generally assume to have view annotations available on the re-id dataset we want to train our embedding on. Thus, we pretrain a corresponding view classifier on the separate RAP [20] pedestrian dataset which provides such annotations. We then directly transfer the classifier to our re-id model. Low-level features (i.e. early layers) can be shared between the view predictor and the re-id network in order to reduce model complexity.
In our default ResNet-50 architecture the view predictor branch is split off from the main network after the third dimensionality reduction step (i.e. at feature map dimensions 28 × 28 × 256). We then apply three consecutive convolutions with step sizes 2, 2, and 5 to reduce the dimension further (to 1 × 1 × 1024). The resulting feature vector is used to predict the view using a three-way softmax. As view units we use three replications of the ResNet Block-4. The 7 × 7 × 2048 dimensional fused output of the units is pooled and fed to a fully connected layer which yields our 1536 dimensional embedding.
Full Body Pose
As fine-grained representation of a person's pose we use the locations of 14 main body joint keypoints. To obtain this information we use the off-the-shelf DeeperCut [15] model. In contrast to prior use of pose information for re-id, we do not use this information to explicitly normalize the input images. Instead, we include the information into the training process by adding an additional input channel for each of the 14 keypoints. These channels serve to guide the CNN's attention and give it full flexibility to learn by itself how to best apply the joint information into the resulting embedding. To further increase this flexibility, we do not rely on the final keypoint decisions of the DeeperCut approach, but instead provide our re-id CNN with the full confidence map for each keypoint. This prevents any erroneous input based on hard keypoint decisions and leaves our model the chance to compensate for, or at least recognize, unreliable pose information.
Training Details
We initialize all our CNNs with weights pretrained for ImageNet classification. In order to train a model with view information (Section 3.1) we start by fine-tuning only the view-predictor branch on the RAP dataset [20] . Next we train only the view units and the final person identity classification layer on the target re-id dataset. The weights of the view predictor and all layers before the view units are fixed for this stage. This allows the randomly initialized view units and final layers to adapt to the existing weights of earlier layers. Finally, we fine-tune the full network until convergence.
When training an embedding including full body pose information (Section 3.2) the ImageNet weights do not match the size of our input, due to the additional 14 keypoint channels. To adapt the network for 17 channel inputs we start our training by fine-tuning only the first layer (Layer 0 in Figure 2 ), and the final person identity classification layer which are both initialized randomly. The remainder of the network remains fixed. Once these two layers are adapted to the rest of the network (i.e. convergence is observed), we proceed by fine-tuning the entire network.
For our final pose sensitive embedding (PSE) we combine both types of pose information into one network as depicted in Figure 2 . We initialize our training with the full body pose model described in the previous section and add the view predictor onto it. The view predictor is fine-tuned on the RAP dataset with pose maps and can benefit from the additional full body pose information. Further fine-tuning of the re-id elements of the network is then performed on the target re-id dataset as described above.
For all our CNN embeddings we employ the same training protocol. Input images are normalized to channel-wise zero-mean and a standard variation of 1. Data augmentation is performed by resizing images to 105% width and 110% height and randomly cropping the training sample, as well as random horizontal flip (this is the main reason why we do not differentiate between left and right side views). Training is performed using the Adam optimizer at recom-mended parameters with an initial learning rate of 0.0001 and a decay of 0.96 every epoch.
Expanded Cross Neighborhood Distance based Re-Ranking
The re-ranking process primarily hinges upon computing the rank lists based distance. A local query expansion step is often included to be robust against false positives in the top neighborhood. The query expansion process is generally achieved by expanding the local probe vector with its few top neighbors (e.g., by averaging [10] ) and then use this to query the database (gallery set) again. The ranked lists that are obtained from the direct or expanded local probegallery distances are compared to obtain the final ranked distance between the corresponding image pair. Almost all of the previous re-ranking proposals follow this general framework. However, they differ in the design choices on obtaining the top k neighbor lists, employed rank-list comparison distance, and the methods used for the local query expansion process.
Among the recent state-of-the-art re-ranking methods, the rank-list comparison is obtained by computing a generalized Jaccard distance. To overcome the associated complexity of computing intersection and unions of underlying variable length lists, Sparse Contextual Activation (SCA) [1] encodes the neighborhood set into a sparse vector and then computes the distance. To reduce the false positives and noise in the original ranked lists, more context is included by forming new rank lists based on reciprocal neighbors [17] [29] [57] . Zhong et al [57] use the k-reciprocal lists and compute the Jaccard distance by using SCA encoding. They then propose to fuse this distance with the original distance to obtain the final re ranking. Note, while reciprocal list based comparisons provides the current best re-ranking scores, it requires an additional complexity of recomputing the reciprocal rank lists for each image pair.
Different from these methods we introduce the concept of Expanded Cross Neighborhood (ECN) distance which can provide a very high boost in performance while not strictly requiring rank list comparisons. We show that, for an image pair, accumulating the distances of only the immediate neighbors of each image with the other image results in a promising re-ranking. Within this cross neighborhood based distance framework, the underlying accumulated distances can be just the original euclidean distances or the re-calculated rank-list based distances. We also show that within this framework using a simple list comparison measure on the initially obtained rank lists achieves the state of the art re-ranking performance. Our proposal is fully automatic, unsupervised and can work well without requiring to compute new rank lists.
Formally, given a probe image p and a gallery set G with N images G = {g i | i = 1, 2, · · · , N }, the euclidean distance between p and each of the gallery g i is p − g i 2 2 . Computing pairwise distance between all images in the gallery and probe sets, the initial ranking L(p, G) = {g o 1 , · · · , g o N } for each image is then obtained by sorting this distance in an increasing order.
Given such initial rank lists L of all the images in the gallery and probe sets, we define the expanded neighbors of the probe p as the multiset N (p, M ) such that:
where N (p, t) are the top t immediate neighbors of probe p and N (t, q) contains the top q neighbors of each of the elements in set N (p, t):
A similar expanded neighbors multiset can be obtained for each of the gallery images N (g i , M ) in terms of its immediate neighbors and their neighbors. The total number of neighbors M in the set N (p, M ) or N (g i , M ) is M = t + t × q. Finally the Expanded Cross Neighborhood (ECN) distance of an image pair (p, g i ) is defined as
where pN j is the jth neighbor in the probe expanded neighbor set N (p, M ) and g i N j is the jth neighbor in the ith gallery image expanded neighbor set N (g i , M ). The term d(·) is the distance between that pair. One can see that the ECN distance, above, just aggregates the distances of the expanded neighbors of each of the image in pair with the other. While we show in our evaluation that using the direct euclidean distance in Equation 3 results in a similar improvement in the rank accuracies, one can also use a more robust rank-list based distance to further enhance the performance, especially in terms of the mean average precision (mAP). These distances can be computed directly from the initial paired distance matrix or the resulting initial rank lists. Recent re-ranking proposals use the Jaccard distance for the list comparison which is computationally expensive, here we propose to use a rather simple list comparison similarity measure proposed by Jarvis and Patrick [16] , and also successfully employed in a face verification task in [33] . The list similarity is measured in terms of the position of top K neighbors of the two lists. For a rank list with N gallery images, let pos i (n) denote the position of image n in the ordered rank list L i . In terms of considering only the first K neighbors in the list, the Rank-list similarity R is given by:
Here, [·] + = max(·, 0). This measure ensures to base similarity in terms of top K neighbors while taking into account their position in the list. From an implementation point, this rank list similarity can effectively be computed from the initially obtained rank lists by single matrix multiplication and addition operations. To use this in Equation 3, we convert it into the distance d = 1−R * where R * denotes the minmax scaling of values in R. Finally the parameters t, q and K (in case of using the rank-list distances) for computing the final ECN distance are set to t = 3, q = 8 and K = 25. while we show that these parameters choices are very stable in terms of performance on a number of different sized datasets, one can intuitively also see that using the strongest top neighbors in the first level (t) and expanding these to few more at the second level (q) makes sense. Note since our neighbors' of neighbor expansion only looks for the first and second level of neighbors, we do not need to compute an expensive KD-tree or neighborhood graphs to get these expanded sets in Equation 1, we can readily obtain these from the initially computed ordered rank list matrix.
Evaluation
We report results using the standard cross camera evaluation in the single-query setting. The performance is measured in terms of rank scores, obtained from cumulated matching characteristics (CMC), and mean average precision (mAP). We split the evaluation of our approach into four parts. In Section 5.1 we compare our proposed embedding and re-ranking with state-of-the-art approaches. In Sections 5.2 and 5.3 we investigate key components of our pose-sensitive embedding and re-ranking, respectively. Finally, in Section 5.4 we demonstrate the robust performance and scalability of our approach for very large galleries.
State-of-the-art
We compare the performance of our approach with the best published state-of-the-art on three popular public datasets: Market-1501 [50] (Market), Duke-MTMC-reID [31] (Duke), and MARS [36] .
The occurring persons. Including 3,248 distractor tracklets this brings the total number of person images in the dataset to 1,191,993 with a train/test split of 509,914/681,089 images of 625 and 636 persons, respectively. This dataset is well suited to evaluate the performance of a re-id approach for person track retrieval.
In Table 1 we compare the performance of our approach with the published state-of-the-art on all three datasets. In the top section of the table we compare approaches without any re-ranking to our pose-sensitive embedding. The embedding achieves top accuracy on both MARS and Duke datasets. On the Market dataset our embedding performs slightly worse than the DPFL [5] approach which employs two or more multi-scale embeddings. Across all three datasets the relative increase in mAP achieved by including pose information on the base ResNet CNN is very significant and ranges from 7.4% to 11.7%. In the bottom section of Table 1 we include the best published methods with re-ranking. In combination with our proposed re-ranking scheme we set a new state-of-the-art on all three datasets by large margins. On Market we increase mAP by 11.4%, on Duke by 19.2%, and on MARS by 4.5%.
Study of Pose Information
We investigate the usefulness of including different granularities of pose information into the CNN by performing separate experiments with only view information, only pose information, and a combination of both. Experiments are performed across two datasets, Market and Duke. To show that our proposal is not strictly dependent on the underlying CNN architecture, besides using our main ResNet-50 base CNN, we also show results on the popular Inception-v4 CNN. For Inception-v4, the view predictor is branched out at the earlier Reduction-A block and view units are similarly added by using three Inception-C blocks at the end. The results of our experiments are given in Table 2 .
Compared to a baseline without any explicitly modeled pose information, inclusion of either views or pose significantly increases the accuracy of the resulting feature embedding. This observation holds across both datasets, as well as both network architectures. For the ResNet model, the view information results in a larger absolute improve- ment of about 6-7% in mAP on both datasets while the pose information leads only to an improvement of about 2-3% in mAP. Results for the Inception-v4 model are less consistent. Both types of information still achieve large improvements but on the Market dataset the absolute improvement for both types lies around 10% in mAP while on Duke the 11% mAP improvement through pose information clearly outperforms the 4% gained by including view information.
Finally, a combination of the two types of information leads to a further consistent increase in mAP compared to the best result of either individual pose information. For instance, on the base ResNet-50 model, the combination achieves a further improvement in mAP of 2.1% and 5.3% on Market and Duke, respectively. Similarly, on the base Inception-v4 model the combination further improves the mAP by 3% on Market and 2.2% on Duke. This clearly indicates that our methods of including different degrees of pose information complement each other.
The performance of the trained ResNet-50 view predictor on the annotated test set of RAP dataset is 82.2%, 86.9% and 81.9% on front, back, and side views, respectively. In order to illustrate its performance on our target re-id dataset we display mean images in Figure 3 . These are obtained by averaging all images, on the test set of the target dataset, which are classified as front, left, or side. This visualization gives an impression of the view prediction accuracy on the target re-id data in the absence of annotated view labels. In the frontal mean image a skin-colored face region is clearly discernible, indicating that the majority of images were in fact frontal ones. Similarly, the back mean image correctly shows the backside of a person. The side view is more ambiguous, aside from the possible view predictor errors, mainly because we group left and right side into one combined class.
Study of Re-Ranking
In Table 3 we compare several configurations of our proposed ECN re-ranking with other popular re-ranking methods across the Market, CUHK03 (detected) [22] and MARS datasets. Note that the CUHK03 includes both the labeled and detected (using a person detector) person bounding boxes. We chose the CUHK03 (detected) as it is more challenging and we can show the effectiveness of our method in the presence of person detection errors. We evaluate CHUK03 under the new fixed train/test protocol as used in [57] [45] . To compare with the published results of several re-ranking methods on these datasets, we use the same baseline features, 2,048-dim ID-discriminative embedding provided by [57] . We compare with the previous re-ranking techniques for object retrieval and person re-id including contextual dissimilarity measure (CDM) [17] , spatially constrained (k-NN) re-ranking [35] , Average query expansion (AQE) [10] and the current state-of-the-art Sparse Contextual Activation (SCA) [1] , k-reciprocal encoding (kreciprocal) [57] and its direct multiplicative application Divide and Fuse (DaF) [45] . As shown our ECN re-ranking achieves a consistent improvement in performance across all three datasets on both mAP and rank-1 metrics.
We provide the performance of the different components of our ECN framework. As shown in Table 3 , the performance of only using the rank-list comparison of Equation 4 (rank-dist) still provides meaningful performance gains. Within the ECN framework just using the direct euclidean distances in Equation 3 'ECN (orig-dist)' results in similar high performance gains in the rank-1 scores, in fact better than the state-of-the-art k-reciprocal [57] method that uses the reciprocal list comparisons with local query expansion Table 3 . Comparison of the proposed ECN re-ranking method with state-of-the-art on three datasets, Market-1501, CHUK03 (detected) and MARS. Baseline features: 2,048-dim IDdiscriminative Embedding fine tuned on Resnet (IDE-R) and Caf-feNet (IDE-C) [57] . and fusion of rank and euclidean distances. As this does not involve computing any rank list based comparison, this result is an additional very attractive outcome of our proposal. Finally our ECN re-ranking using the simple rank-list comparison of Equation 4 as distance in the ECN Equation 3 provides the best results and improves the mAP further.
Parameters impact: In all of our evaluations presented in Table 3 as well as in Table 1 , the ECN parameters are set to t=3 and q=8. Given the very different number of images in query and test sets of the used datasets, the results show the stability of these parameters. We studied the impact of changing these on Market and Duke datasets and found that it is subtle in the range for t ∈ [2, 4] and q ∈ [4, 10] , the performance drops between ∼0.2-0.8% on different combinations within this range. Similarly the impact of parameter K in Equation 4 works well within K ∈ [10, 30] , with better performance when K > 20 on all three large datasets Market, MARS and Duke. The jitter in accuracies with changing K in this range stays within ∼±2%.
Note that the method DaF, while providing close improvements, use the k-reciprocal re-ranking on multiple parts of each vector and then fuse the results. Since CUHK03 is a relatively small dataset with at most ∼2 images per person in the query set and ∼8 per person in the gallery set, both DaF [45] and k-reciprocal [57] report results on CUHK03 by using different parameters values for their methods than used for the other datasets. While we used the same ECN parameters of t=3, and q=8 on CUHK03, we obtained higher performance with the parameter K=10 instead of K=25 (as used on all other datasets) for the rank-list distance in Equation 4. The reported results in table 3 on CHUK03 dataset are with K=10, however with K=25, we still get better performance than the most state-of-the-art methods with mAP of 28.4% and rank-1 of 26.0%. Table 4 . Results of the PSE embedding on the Market-1501+500k distractors dataset ( † = unpublished works, * = additional attribute ground truth, § = x10 test-time augmentation).
Scalability: Large Gallery Sizes
To investigate the scalability of our proposed PSE model, we evaluate on the Market-1501+500k dataset to judge its robustness in real world deployment with very large galleries. The Market-1501+500k dataset extends the Market-1501 dataset by including up to 500,000 distractor persons images. The relative change in mAP and rank-1 accuracy of our PSE model in comparison to other state-of-the-art approaches is depicted in Figure 4 and Table 4 . While our embedding outperforms the published state-of-the-art without any distractors, the drop in accuracy observed when adding distractors is also notably less steep than that of other approaches. At 500,000 distractors our PSE's mAP has dropped by 12.5% while related approaches dropped by more than 14%, similarly PSE drops in rank-1 accuracy by ∼7% while the related approaches drop by ∼10%. This shows the quality of our PSE model for this more realistic setting.
Conclusion
We have presented two related but independent contributions for person re-id and retrieval applications. We showed that both the fine and coarse body pose cues are important for re-id and proposed a new pose-sensitive CNN embed-ding which incorporates these. Our proposed re-ranking method is effective and can work without recomputing the rank lists or even the rank-list based distances. The reranking method is unsupervised and indeed can be used for general image and video retrieval applications. Both our person re-id model and re-ranking method set new state-ofthe-art on a number of challenging datasets independently and in concert with each other.
