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Abstract
The joint learning of a feature representation and a clus-
tering of the training data is a powerful approach for un-
supervised learning in which data is automatically divided
in clusters that represent semantic classes. Recent cluster-
ing approaches based on mutual information maximization
have achieved excellent results, sometimes comparable with
fully-supervised approaches. In this work, we present a gen-
eralization of information-based deep clustering where two
key factors are evaluated: i) the variables for which we
want to maximize the mutual information, ii) the regular-
ization of the mutual information loss by the use of image
transformations. Through an extensive analysis, we show
that maximizing the mutual information between a sample
and its transformed version, with an additional regulariza-
tion to make the learning smoother, outperforms previous
approaches and leads to state of the art results on three dif-
ferent datasets. Additional experiments show that the pro-
posed method largely outperforms disentangling methods
for classification tasks and is useful as unsupervised initial-
ization for supervised learning.
1. Introduction
In deep learning, supervised methods have shown excel-
lent performance, sometimes even surpassing human level
[23, 12]. However, these methods require large datasets
with fully annotated data, which cannot be afforded in many
cases [46]. Instead, unsupervised methods can learn from
data without annotations, which is very appealing given the
large amount of data that can easily be collected from var-
ious sources such as social media [41]. In this paper, we
are interested in the unsupervised learning problem of deep
clustering, which consists in learning to group data into
clusters, while at the same time finding the representation
that best explains the data. Jointly learning to group data
(clustering) and represent data (representation learning) is
an ill-posed problem which can lead to poor or degener-
ate solutions [50, 49, 5]. A principled way to avoid most
of these problems is mutual information [35]. Mutual in-
formation is a powerful approach for clustering because it
does not make assumptions about the data distribution and
reduces the problems of mode collapse, where most of the
data is grouped in a single large cluster [5].
In recent publications, two papers obtained outstanding
results for deep clustering by using mutual information in
different ways. The first one, IMSAT [48] maximizes the
mutual information between input data and the cluster as-
signment, and regularizes it with virtual adversarial samples
[30] by imposing that the original sample and the adversar-
ial sample should have similar cluster assignment probabil-
ity distribution (by minimizing their KL divergence). The
second one, IIC [15], maximizes the mutual information
of the cluster assignment between a sample and the same
sample after applying a geometrical transformation and no
additional regularisation is used.
In this paper, we aim to analyze and better understand
these algorithms by decomposing them in two basic build-
ing blocks: the information-based loss and a regularization
term based on image transformations. We build a gen-
eralization of information-based clustering approaches in
which IMSAT and IIC are special cases. We consider the
two different ways to use mutual information for clustering
and we evaluate the effect of a regularization based on dif-
ferent image transformations currently used for data aug-
mentation such as Geometrical transformations, Gaussian
noise, Virtual Adversarial Training (VAT) [30], Mixup [52],
Cutout [8]. Form our extensive evaluation on three dif-
ferent datasets we found that: i) maximizing the mutual
information between a cluster distribution and its trans-
formed version seems to be more robust than other ap-
proaches when dealing with challenging datasets; ii) adding
a transformation-based regularization to the mutual infor-
mation loss can make the training smoother and leads to
better clusters; iii) using geometrical transformations for
the mutual information loss together with a regularization
based on VAT [30] leads to improved results in most of the
datasets. Additionally, our best model outperforms popular
methods for disentangling representations and can be used
as initialization to improve supervised training.
In the reminder of this paper, we first introduce related
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work in section 2, with special attention to the two men-
tioned methods. Then, in section 3, we propose the experi-
mental protocol by defining the different components of our
experiments. Finally, we report results in section 4 and draw
conclusions in section 6.
2. Related work
Mutual information Mutual information I(X,Y ) is a
information-theoretic criterion to measure the dependency
between two random variables X,Y [4]. It is defined as
the KL divergence between the joint distribution p(X,Y ) of
two variables and the product of their marginal: I(X;Y ) =
DKL(p(X,Y ), p(X)p(Y )). The criterion of maximizing
mutual information for clustering is first introduced in [4],
as the firm but fair criterion. In this case the mutual infor-
mation between input data (i.e, image or representation) and
output categorical distribution is maximized, believing that
the class distribution can be deduced given the input. This
principle is extended in [21], in which mutual information
is maximized with additionally an explicit regularization,
such as L2 loss. This helps to avoid too complex decision
boundaries.
In [45, 39, 44], mutual information is used to align in-
puts with different modalities [45, 39, 44], since with dif-
ferent modalities normal distances are meaningless. Finally,
mutual information is also used as regularization in a semi-
supervised setting [29]. Recently, DeepInfoMax [14] simul-
taneously estimates and maximizes mutual information be-
tween images and learns high-level representations. How-
ever, estimating the mutual information of images is chal-
lenging and requires complex techniques [3]. Finally, two
recent techniques for deep clustering based on mutual in-
formation are IMSAT [48] and IIC [16]. As these are the
starting point of this study, they will be analyzed in more
detail in section 3.
Self-supervised approaches Self-supervised learning has
recently emerged as a way to learn a representative knowl-
edge based on non-annotated data. The main principle is
to transfer the unsupervised task to a supervised one by
defining some pseudo labels that are automatically gener-
ated by a pretext task without involving any human anno-
tations [17]. The network trained with the pretext task is
then used as the initialization of some downstream tasks,
such as image classification, semantic segmentation and ob-
ject detection. It has been shown that a good pretext task
can help improve the performance of the downstream task
[36, 9, 33, 6, 1]. Without the access to label information,
the pretext task is usually defined based on the data struc-
ture and is somewhat related but different from the down-
stream tasks. Various pretexts have been proposed and in-
vestigated. Similarity-based methods [33, 6] design a pre-
text task that let the network learn the semantic similarities
between image patches. Likewise, [32, 1, 47] trained a net-
work to recognize the spatial relationship between image
patches. See [17] for a complete survey on such methods.
In this work, we argue that if the task we want to learn
with non-annotated data is classification then the best pre-
text task is clustering. With clustering, the pretext task is
very close to the downstream task of classification. In fact,
clustering aims to group the data in a meaningful way and
therefore split the data into categories. If these categories
are not only visually similar but also semantically, clas-
sification and clustering become the same task. In other
words, with clustering, there is not need for a downstream
task. By assigning the most likely category to each clus-
ter, our clustering method becomes a classifier. In the ex-
perimental evaluation, we will compare the performance of
our information based clustering with state-of-the-art self-
supervised learning approaches. For doing that, we use two
simple assumptions: i) the sample distribution per class
is known (normally uniform) and ii) the exact number of
classes, which corresponds to the number of clusters is also
known.
Clustering approaches Clustering has been long time stud-
ied before the deep learning era. K-means [19] and GMM
algorithms [2] were popular choices given representative
features. Recently, much progress has been made by jointly
training a network that perform feature extraction together
with a clustering loss [49, 26, 11, 6]. Deep Embedded
Clustering (DEC) [49] is a representative method that uses
an auto-encoder as the network architecture and a cluster-
assignment hardening loss for regularization. Li et al. [26]
proposed a similar network architecture but with a boosted
discrimination module to gradually enforce cluster purity.
DEPICT [11] improved the clustering algorithm’s scalabil-
ity by explicitly leveraging class distributions as prior in-
formation. DeepCluster [6] is an end-to-end algorithm that
jointly trains a Convnet with K-means and groups high-
level features to N pseudo labels. Those pseudo labels are
in turn used to retrain the network after each iteration. In
this work, we focus on two state of the art information-
based clustering approaches [48, 16] and analyze their dif-
ferent components and how they can be combined in a
meaningful way.
3. Information-based clustering
We consider information-based clustering as a family of
methods having two main components: the mutual infor-
mation loss and possibly a regularisation based on image
transformations. The maximization of the mutual informa-
tion aims to produce meaningful groups of data, i.e. clus-
ters with a similar representation and with a even number
of samples. On the other hand, transformations are used to
make the learned representation locally smooth and ease the
optimization in a similar way as in data augmentation. For
these two components, we consider and evaluate different
possible choices and their combination.
3.1. Mutual Information losses
I(Y, Y˜): This formulation introduced in IIC [16] maxi-
mizes the mutual information between the clustering as-
signment variable Y and the clustering assignment of a
transformed sample Y˜ . Mutual information is defined as
the KL divergence between the joint probability of two vari-
ables and the product of their marginals [4]:
I(X1, X2) = DKL
(
p(X1, X2), p(X1) p(X2)
)
. (1)
It represents a measure of the information between the two
variables. If the variables are independent, the mutual infor-
mation is zero because the joint will be equal to the prod-
uct of the marginals. Thus, we need to estimate the joint
probability of the clustering assignment and its transformed
version p(Y, Y˜ ), as well as the marginals p(Y ) and p(Y˜ ).
The marginals are defined as
p(Y ) = EX [p(Y |X) ], p(Y˜ ) = EX [ p(Y |T (X)) ], (2)
and can be empirically estimated by averaging output mini-
batches. For the joint, we compute the dot product between
Y |X and Y |T (X) for each sample and marginalize over X:
p(Y, Y˜ ) = EX [p(Y |X) · p(Y |T (X))>]. (3)
For each sample, the joint probability of c1 ∈ Y |X and c2 ∈
Y |T (X) is c1 c2. For a single sample, by construction the
joint and the marginals will be equivalent. However, when
marginalizing the joint over samples X , the final p(Y, Y˜ )
will be different than p(Y )p(Y˜ ).
This formulation maximizes the predictability of a vari-
able given the other. It is different than enforcing KL di-
vergence between two distributions because: i) it does not
enforce the two distributions to be the same, but only to
contain the same information. For instance, one distribu-
tion can be transformed by an invertible operation without
altering the mutual information. ii) it penalizes distributions
that do not have uniform marginal, i.e. all the cluster should
contain an even number of samples.
I(X,Y): We consider the MI formulation used as loss in
IMSAT [48]. It connects the input image distribution X
with the output cluster assignment of the used neural net-
work Y and is the most common way to use mutual infor-
mation for clustering [4, 21]. As the input of the neural
network is a continuous vector, estimating its probability
distribution is hard and we cannot use directly equ. (1). In-
stead, in IMSAT the mutual information between input and
output is computed as:
I(X,Y ) = H(Y )−H(Y |X)
= EY [ logEX [ p(Y |X) ] ]− EX,Y [ log p(Y |X) ] (4)
In this formulation, the mutual information is easy to com-
pute because it is the difference between the entropy of the
output H(Y ) and the conditional entropy H(Y |X). Both
quantities can be approximated in a mini-batch stochastic
gradient descent setting. H(Y ) is approximated as the
entropy of the average probability distribution p(Y |X)
over the given samples, while H(Y |X) is approximated
as average of the conditional entropy of each sample.
As entropy is a non-linear operation, the two quantities
are different. H(Y ) is maximized when the probability
of each cluster is the same, i.e. the output has the same
probability distribution for each cluster. On the other hand,
H(Y |X) is minimized when, for each sample X , p(Y |X)
has most of the probability distribution assigned to a single
cluster, i.e. the model is certain about a given choice.
Combining the two imposes that the clustering chooses a
single cluster for every sample and, globally, each cluster
contains the same number of samples. In case the class
distribution is not uniform, another distribution C can be
enforced by DKL(p(X), p(C)). In our experiments, we
limit ourselves to uniform class distribution. Notice that,
in IMSAT, the authors add an hyper-parameter MI formu-
lation λH(Y )−H(Y |X). This parameter is the minimum
value that ensures that the data is evenly distributed on all
clusters. We follow the same approach as in the original
paper.
3.2. Regularization:
In the context of this work, we call regularization the ad-
ditional loss that penalizes when the output of the model for
the original image and the transformed image are different.
Although in unsupervised settings there is no real difference
between loss and regularization because in both cases the
training is performed without annotations, here we consider
this KL divergence as a regularization because it cannot be
used alone for clustering. Another term such as H(Y ) is
required to enforce an even distribution of samples in the
clusters.
As we have access to the clustering probability distri-
bution p(Y |X) of a sample X and its transformed version
p(Y |T (X)), we use the KL divergence as penalty term
DKL(p(Y |X), p(Y |T (X))). While for I(X,Y ) this reg-
ularization is fundamental for good results [21, 48], for
I(Y, Y˜ ) the original paper did not use any additional regu-
larization. In this work, we analyze the effect of regulariza-
tion with different transformations for both approaches. The
following section describes in more detail the used transfor-
mations.
3.3. Transformations
Transformations seem to be a key component of MI-
based clustering. To be useful, any transformation needs
to change the appearance of the image (in terms of pixels)
while maintaining its semantic content, i.e. the class of the
image. We can think of these transformations as a pseudo
ground-truth that helps to train the model. In this work, we
consider five types of transformations: Geometrical, Gaus-
sian, Adversarial, Mixup and Cutout.
Geometrical: Geometrical transformations are the image
transformations that are normally used for data augmenta-
tion. As in [15], we use random crop, resize at multiple
scales, horizontal flip, and color jitter. Note that some trans-
formations can actually change the category of a class. For
instance, on MNIST [25] a dataset composed of numbers,
a crop of a 6 can zoom in the lower circle and look very
similar to a 0. We will further discuss this problem in the
experimental results.
Gaussian: Adding Gaussian noise to the input space, as a
regularization method, has been proposed in [40]. It has
been demonstrated that noise injection can effectively re-
duce the L2-norm of the Jacobian’s mapping function with
respect to the input [40], thus implicitly enforce regulariza-
tion similar to L2 constrains. In this paper, we consider to
add Gaussian independent and identically distributied noise
having 0 mean and θstd standard derivation to each pixel of
the three channels of the original input image x:
xGauss = x+N (0, θstd). (5)
Adversarial: Adversarial samples [51] are samples that are
slightly modified by an adversarial noise which is usually
unnoticeable by the human eye, but can induce a neural net-
work to misclassify an example. Recently, methods based
on adversarial examples have attracted a lot of attention
because they can easily fool machine learning algorithms
and thus represent a threat to any system using machine
learning [43, 7]. It has been shown [27] that adding those
samples during training can help to improve the robustness
of the classifier. In this study, we use Virtual Adversarial
Training(VAT) [30], an extension of adversarial attack that
can also be used for non-labelled samples and has shown
promising results for fully-supervised, semi-supervised [30]
and unsupervised learning [48]. The adversarial noise r can
be found as the value within a certain neighbourhood  that
maximizes the distance D between the probability distribu-
tion of the original sample x and the transformed sample
x+ r:
rvadv = argmax
‖r‖2≤ 
D
[
p(y|x, θ), p(y|x+ r)], (6)
where D[p1(.), p2(.)] is a divergence function, usually de-
fined as KL-divergence. In practice, equ. (6) can be opti-
mized in order to find r with a few iterations of the power
method [18]. Note that we could also experiment with
adversarial geometrical transformations as in [38], but we
leave this direction as future work.
Mixup: This is a simple data augmentation technique that
has proven successful for supervised learning [52]. It con-
sists on creating a new sample xnew and label ynew by lin-
early combining two training samples x1 and x2 (e.g. im-
ages) and labels y1 and y2 (e.g. class probabilities):
xnew = αx1 + (1− α)x2
ynew = αy1 + (1− α)y2.
(7)
α is the mixing coefficient and is normally sampled from a
β distribution. Although very simple and effective, Mixup
has received multiple criticisms because it is clear that the
generated images do not represent real samples. However,
the β distribution has most of its mass near 0 and 1, which
means that in most of the cases the mixed samples look very
similar to one of the samples, but with a structured noise
coming from the other image. This transformation differs
from the previous one because it requires two input samples
to generate a new one. Thus, to use it in our family of algo-
rithms, we had to adapt it. For I(Y, Y˜ ), as before we con-
sider Y = EX [p(Y |X)] the expected output of real samples
X , while Y˜ = EX,X2,α[αp(Y |X)(1−α)P (Y |X2)] is now
the output associated to mixup samples generated using the
same real samplesX in combination with other samplesX2
that is randomly selected. Mixup can also be used as direct
regularization (see next section). In this case, the first output
distribution is associated to real samples while the second is
associated to mixup samples built as above.
Cutout: Cutout [8] is an effective data augmentation
method to boost the generalization of a neural network,
and has been used in (self)-supervised learning [37], and
weakly supervised localization [42]. Cutout forces the net-
work to consider the global information of an image by ran-
domly masking some regions of it. We found this data aug-
mentation suitable for clustering, in the sense that a masked
image should have very similar cluster category as the orig-
inal image.
4. Experimental Setup
Our main experiment evaluates on the three datasets
(presented below) the two identified components for infor-
mation based clustering: information based losses and reg-
ularization based on image transformations. For complete-
ness, we have reported all results with all combinations of
the different components in the supplementary material.
4.1. Datasets
We evaluate the different methods on 3 datasets:
• MNIST dataset [25] of hand-written digit classification
consists of 60,000 training images and 10,000 valida-
tion images. 10 classes are evenly distributed in both
train and test sets. Following common practice, we
mix the training and test set to form a large training set.
During training, we do not show any ground truth in-
formation, while for testing, we use image annotations
to find a mapping between true class label and cluster
assignment, thus assessing the clustering performance
by the classification accuracy.
• CIFAR10 [22] is a popular dataset consisting of 60,000
32×32 color images in 10 classes, with 6,000 im-
ages per class. Similar to MNIST dataset, we mix
the 50,000 training images with 10,000 test images to
build a larger dataset for clustering.
• SVHN [31] is a real-world image dataset for digit
recognition, consisting of 73,257 digits for training,
26,032 digits for testing. Images come from natural
scene images. We adopt the previously described strat-
egy to use this dataset too.
4.2. Evaluation Metric
Our method groups samples into clusters. If the group-
ing is meaningful, it should be related to the datsest classes.
Thus, in most of our experiments, we use classification ac-
curacy as measure of the clustering quality. This makes
sense because the final aim of this approach is exactly to
produce a classifier without using training labels. This ac-
curacy is based on the best possible one-to-one mapping
(using the Hungarian method [24]) between clustering as-
signment and ground truth label (assuming they share the
same number of classes). We run the experiments 3 times
with different initialization and report mean and standard
deviation values.
4.3. Implementation Details
In order to provide a fair comparison, we use the same
network for a given dataset across methods. For both
MNIST and SVHN dataset, we borrow the setting of IIC
[15], using a VGG-based convolutional network as our
backbone network. For CIFAR-10, we use a ResNet-34
[13] based network. It is worth mentioning that, in origi-
nal IMSAT paper [48], the used network was just a 2 fully
connected layers with pre-trained features on CIFAR-10 or
GIST features [34] on SVHN. Instead, in this work, we
want to compare all results on the same convolutional archi-
tecture and without pre-trained models or any hand-crafted
features.
For our best method, as in [15] we use two additional
procedures to further improve results. The first one, over-
clustering, consist in using more clusters than the number
of classes in the training data. This can help to find sub-
classes and therefore reduce the intra-class variability on
each cluster. The second consists in splitting the last layer
of the network in multiple final layers (there called heads)
and therefore multiple clusters. This can increase diversity
and acts as a simplified form of ensembling. Combining
these two techniques can highly boost the final performance
of the clustering approach. However, they also increase the
computational cost of the model. Thus, for the evaluation
of all configurations in a same setting, we use a basic model
without additional over-clustering or multiple final layers.
However, for our best configuration, we retrained it with 5
final layers with 10 clusters (as the number of classes) and
other 5 final layers with 50 clusters for MNIST and SVHN
or 70 clusters for CIFAR10.
5. Experiments
In this section we evaluate the different components that
we have considered for clustering. First of all, in the next
subsection we evaluate the clustering performance of the
two mutual information losses. Next, we report the effect of
adding a regularization term with different image transfor-
mations to the analyzed losses. Then, we consider the effect
of using different transformations in the computation of the
mutual information between an image and its transformed
version. Finally, we show that the proposed clustering can
be used to initialize the parameters of a network to improve
image classification. We compare our best model with sev-
eral well-known methods for disentangling representation
on the task of linear supervised classification using the rep-
resentation learned by the respective methods.
5.1. Mutual Information Loss
Table 1 report results on the two ways of using mu-
tual information for clustering as explained in section 3.1.
I(X,Y ) considers the loss between input image and the
output cluster. While this form of using the entropy is the
most commonly used for clustering data [4, 21], we no-
tice a large gap in performance compared to I(Y, Y˜ ). This
is probably because the latter already includes in the mu-
tual information optimization a (geometrical) transforma-
tion, which brings more prior knowledge on the problem.
In the next subsection we analyze the same two methods
when explicitly adding an additional regularization term.
5.2. Transformation-based Regularization
In this section we consider the performance of the two in-
formation based losses when adding regularization based on
the different transformations described in section 3.3. For
each loss and each dataset we report in bold the transforma-
tion that leads to the best accuracy. For both losses I(X,Y )
and I(Y, Y˜ ), adding a regularisation term based on DKL
seems to help.
Method MNIST CIFAR10 SVHN
I(X,Y ) 42.6± 3.9 16.6± 1.0 15.4± 1.5
I(X,Y ) + DKL
(
p(Y |X), p(Y |Geo(X))) 43.8± 47.8 14.5± 0.7 17.4± 0.8
I(X,Y ) + DKL
(
p(Y |X), p(Y |VAT(X))) 97.7± 0.3 18.4± 0.4 17.4± 1.2
I(X,Y ) + DKL
(
p(Y |X), p(Y |Mixup(X))) 34.4± 12.0 20.1± 1.2 15.5± 1.3
I(X,Y ) + DKL
(
p(Y |X), p(Y |Cuout(X))) 60.7± 9.0 18.1± 2.2 16.2± 1.5
I(X,Y ) + DKL
(
p(Y |X), p(Y |Gauss(X))) 65.8± 12.0 17.2± 1.3 13.4± 0.4
I(Y, Y˜ ) 97.9± 0.0 31.9± 1.1 28.0± 4.0
I(Y, Y˜ ) + DKL
(
p(Y |X), p(Y |VAT(X))) 97.6± 0.1 37.5± 2.9 34.3± 3.9
I(Y, Y˜ ) + DKL
(
p(Y |X), p(Y |Mixup(X))) 94.1± 6.7 39.2± 0.9 27.0± 0.8
I(Y, Y˜ ) + DKL
(
p(Y |X), p(Y |Cutout(X))) 97.9± 1.3 33.9± 3.7 39.6± 2.9
I(Y, Y˜ ) + DKL
(
p(Y |X), p(Y |Gauss(X))) 94.4± 2.5 29.7± 0.9 35.2± 3.3
Table 1: Transformation-based Regularization. We consider the information-based losses presented in section 3.1 and
report results on the three datasets validation sets with different regularisation transformations.
For I(Y, Y˜ ) in the table we consider Y˜ as the marginal
probabilities for samples with geometrical transformations.
Even though there is not a clear winner, a regulariza-
tion based on VAT seems to lead to high performance on
all datasets. For the following experiments we then use a
model that maximises the mutual information between and
example and its geometrical transformation and an addi-
tional regularization based on VAT.
In Fig. 1 we visually compare the clustering performance
of different mutual information losses with or without reg-
ularization. Each row, represent a cluster found in an un-
supervised way. If the samples in each row belong to the
same class, the clustering has managed to find a meaning-
ful grouping strategy and the associated classification ac-
curacy will be high. From visual inspection and similarly
to the accuracies in table 1, we observe that the clusters
obtained with regularization have better similarity with se-
mantic classes.
5.3. Transformations on the Mutual Information
In the previous section we have seen that maximizing
the mutual information between and image and its trans-
formed version I(Y, Y˜ ) leads to better performance than
maximizing the mutual information between input and out-
put I(X,Y ) as in [48]. Therefore here we focus on the
first method and evaluate its performance when changing
the transformations on Y˜ . In Table 2 we see that when ap-
plying transformations directly on the mutual information
loss, results are quite low, and the only adequate transfor-
mation seems to be the geometrical transformation origi-
nally used in [15]. This is because a transformation in the
mutual information has a different effect than a transforma-
tion used for regularization. In regularization, we assume
that the original image and the transformed image should
contain the same class label. Thus, with KL divergence we
impose that the output class probabilities of the image and
the transformed should be similar. This is a way to make the
loss smoother and therefore improve the optimization. In
contrast, when using a transformation on the mutual infor-
mation formulation does not require to maintain the same
label between the original and the transformed image, it
just maximizes their mutual information. Thus, in this set-
ting stronger transformations seem to be required in order
to obtain good results. This is verified by the fact that the
same geometrical transformations, when used as regulariza-
tion performed quite poorly (see Table 1). This is because
they are too strong to be used for regularization with KL
divergence. For instance on MNIST, the strong crops of
the image used in these geometrical transformation could
change a 9 into a 0. Thus, for mutual information new and
stronger transformations than those generally used for data
augmentation are needed for improved results. We leave
this as future work.
Among the used transformations, we noticed that VAT
performed very poorly. This is because VAT is optimised
to find adversarial samples for cross-entropy. Instead, in
this case, we would like to generate and use samples that
are adversarial for the mutual information loss. Thus, we
change the adversarial generation in equ. 6, by using as
a divergence the mutual information. In this case (IVAT)
results are much more competitive.
5.4. Comparison with IMSAT and IIC
In table 5 we compare our best configuration with the
results and setting presented in the IMSAT and IIC orig-
inal papers on MNIST, CIFAR10 and SVHN. The com-
parison with IMSAT is reported in the first three rows of
the table. Our re-implementation of IMSAT correspond to
I(X,Y ) + DKL
(
p(Y |X), p(Y |VAT(X))) as presented in
table 1. We can see that for MNIST our values are slightly
lower than the original paper. This can due to the fact that
in the original implementation of IMSAT, for estimating the
(a) I(X,Y ) (b) I(X,Y ) + DKL
(
p(Y |X), p(Y |V AT (X)))
(c) I(Y, Y˜ ) (d) I(Y, Y˜ ) + DKL
(
p(Y |X), p(Y |Mixup(X)))
(e) I(Y, Y˜ ) (f) I(Y, Y˜ ) + DKL
(
p(Y |X), p(Y |Cutout(X)))
Figure 1: I(Y, Y˜) with and without regularization. We visually compare the obtained clusters for the three datasets with
or without additional regularization. Each row represent a class in the dataset. Images have been randomly selected.
Method MNIST CIFAR10 SVHN
I(Y, Y˜Geo) 97.9± 0.0 31.9± 1.1 28.0± 4.0
I(Y, Y˜V AT ) 11.3± 2.2 17.6± 0.3 19.9± 0.2
I(Y, Y˜IV AT ) 70.1± 7.3 18.8± 2.5 19.1± 1.9
I(Y, Y˜Mixup) 59.5± 5.6 20.3± 0.2 19.1± 1.7
I(Y, Y˜Cutout) 33.5± 1.5 17.1± 1.3 13.3± 0.3
I(Y, Y˜Gauss) 60.5± 4.4 17.1± 1.7 13.4± -0.1
Table 2: Transformations on the mutual information. We
consider the effect of changing the transformations used
in the mutual information loss report results on the three
datasets validation sets.
correct amount of noise  to use, they used an adaptive for-
mulation based on the distances between samples in pixel
space. This approach works only when distances in the
input space are meaningful (thus not in difficult datasets).
For datasets other than MNIST, in the original paper [48]
clustering is not performed directly on images, but in more
meaningful representations (ResNet50 feature maps pre-
trained on ImageNet). Instead, as our aim is to compare
in fair way different methods, we use raw images on all
Training DA Accuracy
Scratch no 72.9%
Our Pretraining no 80.6%
Scratch yes 81.6%
Our Pretraining yes 82.8%
Table 3: Clustering for pre-training. We evaluate how
our best model can be used as initialization for supervised
learning.
experiments. Thus, we consider  a hyper-parameter pa-
rameter. This explains why our performance on CIFAR and
SVHN are lower than in the original paper. To further ver-
ify that our implementation is competitive we also run an
experiment of our IMSAT implementation with input fea-
tures extracted from ResNet50 pretrained on ImageNet as
in the original IMSAT paper. For this experiment on CI-
FAR10 we obtained an accuracy of 75.5, which is signifi-
cantly higher than the 45.6 of the original paper. We also
compare our re-implementation of IMSAT with our best
model. To make the comparison fair, we use our best model
with 1 head and 1 subhead (1H1S) as in the original IM-
Method FC Conv Y
VAE [20] 42.1 53.8 39.6
AAE [28] 43.3 55.2 37.8
BiGAN [10] 38.4 56.4 44.9
DeepInfoMax [14] 54.1 63.3 49.6
Ours 75.4 78.9 64.7
Table 4: Supervised Linear Classification. To compare
our model with self-supervised approaches, we extract a
representation from the fully connected layer (FC), the
penultimate convolutional layer (Conv) and the output (Y)
of our clustering network and use it for supervised training
on CIFAR10.
SAT paper. For MNIST our model obtain an accuracy that
is slightly inferior to IMSAT. However, for more difficult
datasets (CIFAR10 and SVHN) our model clearly outper-
form our IMSAT baseline.
For IIC we compare the performance of our best model
with the values reported in the original paper. In this case,
for fair setting we use a model with 2 heads and 5 over-
clustering (70 clusters) subheads (2H5S) as in the original
IIC paper. In this case our model obtained an accuracy that
is slightly lower than the original paper on MNIST, but sig-
nificantly better on CIFAR10.
Method MNIST CIFAR10 SVHN
IMSAT [48] 98.4± 0.4 45.6± 0.8∗ 57.3± 3.9∗
IMSAT (our impl.) 97.7± 0.3 18.4± 0.4 17.1± 2.0
Our Model (1H1S) 97.6± 0.1 37.5± 2.9 34.3± 3.9
IIC [16] 98.4± 0.7 57.6± 5.0 -
Our Model (2H5S) 94.9± 2.1 62.5± 0.3 38.6± 0.8
Table 5: Comparison with IMSAT and IIC. ∗ means that
the clustering was effectuated on higher level features from
which is easier to cluster, therefore a direct comparison of
the accuracies is not fair.
5.5. Clustering for pre-training
In table 3, we consider the effect of using the network
trained for clustering as pre-training unsupervised initializa-
tion for a fully-supervised training on the same dataset (CI-
FAR10). When we train without any data augmentation, the
initialization based on clustering gives an important boost
in performance, going from an accuracy of 72.9% for a net-
work trained from scratch to 80.6% for a network whose
weights are initialized with our best model. When the net-
work is trained with data augmentation, the gap between the
two initialization is reduced to 1.2%. Thus, there is still a
gain without introducing any additional data or annotations,
but more limited. This is probably due to the fact that most
of the useful information brought in by the clustering pre-
trained model is about image transformations. Thus, when
adding data augmentation that information is included di-
rectly in the training and the initialization becomes less use-
ful.
5.6. Disentangled Representations
As we perform clustering, the final results are already
groups of samples that are visually similar. If the clustering
works well, these groups should represent classes and they
can be directly used for classification. Thus, in our experi-
ments, it is not necessary to perform any additional super-
vised learning for evaluation. In contrast, methods based on
self-supervision or that learn disentangled representations
will normally need a final evaluation step in which supervi-
sion is used to learn the final classifier. An evaluation often
used for these methods consists on training the learned rep-
resentation in a fully-supervised way but with a linear clas-
sifier so that its capacity is limited. In order to compare with
methods based on self-supervision, we use our learned rep-
resentation to train a linear classifier. We argue that, as clus-
tering is very similar to the final classification task, results
of our method will be better than other approaches. Table 4
compares DeepInfoMax [14], a recent method for disentan-
gled representations based on mutual information, with our
clustering approach. We also report results of other popular
methods from [14]. We report the accuracy obtained by a
linear classifier trained on the fully-connected layer (FC),
penultimate convolutional layer (Conv) and output (Y), 10
values in our case and 64 for DeepInfoMax. As expected,
the gap in performance is quite high: in the order of 20
points for FC, 10 for convolutional and 5 for the output Y.
The reduced gap in the output is explained by the low di-
mensionality of the final output (10) for our model.
6. Conclusions
In this paper, we have presented a generalization of two
very popular information-based clustering approaches. We
consider a clustering model based on a combination of a
mutual information based loss and a regularization based
on transformations. From our empirical evaluation we con-
clude that adding a regularization based on image transfor-
mations is in most of the cases beneficial. Our best configu-
ration is then a clustering that maximizes the mutual infor-
mation between a samples and its geometrical transforma-
tion, regularised by a KL divergence between a sample and
its adversarial transformation. This configuration seems to
outperform previous work on clustering as well as on dis-
entangling representations.
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