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I. INTRODUCTION 
A study of the Fermi surface of a metal represents one of the many 
endeavors of modern science to uncover the simplicity and order that 
exists in nature in spite of the apparent complexity and chaos. 
Knowledge of the precise shape of the Fermi surface of a metal enables 
the scientist to present a more complete explanation of many of the 
physical and electronic properties of the metal. The conduction of 
heat and electricity, the hardness and ductility, the optical and 
magnetic properties, and the behavior upon alloying of a metal all 
depend to a greater or lesser extent upon the shape of its Fermi sur­
face. For these reasons there has been considerable interest in 
recent years in studying the Fermi surface of nearly every metal and 
a wide variety of alloys. 
At the outset of this investigation, experimental data on the 
Fermi surface of thallium was quite limited. During the period of 
the present study, several independent investigations have been re­
ported which shed considerable light on the detailed structure of the 
Fermi surface. Several ambiguities have arisen, however, so additional 
data is needed to refine the knowledge of the Fermi surface. 
An effort has been made in the present study to give as much 
information as possible to the interested reader concerning the raw 
data, methods of data reduction and sources and magnitudes of errors 
in final measurements. The interpretation of the data in terms of a 
FS model that is presented here is not unique and a number of changes 
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could be made and still be within the experimental limits of this in­
vestigation. It is hoped that enough information on the position, 
shape, strength, and frequency-dependence of the observed signals, in 
addition to measured k-values and estimated errors, has been given to 
allow the reader ample material to test the feasibility of alternate 
Fermi surface models. 
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11. THEORY 
A. Fermi Surface 
The Fermi surface (FS) of a metal represents the boundary between 
occupied and unoccupied electron states in momentum space (k-space). At 
low temperatures this surface is well defined since all electrons relax 
to their lowest energy state compatible with the Pauli Exclusion Principle. 
The understanding of many of the physical, electronic and magnetic prop­
erties of a metal are dependent on a detailed knowledge of the FS of the 
metal. It is for this reason that there has been considerable interest in 
recent years in making detailed studies of the FS of a wide variety of 
metals and alloys. 
In i960 W. A. Harrison (1) presented a theoretical model for the FS 
of thallium using the nearly free electron (NFE) construction. The model 
consists of large surfaces in the third and fourth zones with smaller 
pieces in the third, fifth and sixth zones. The large third zone piece 
consists of a hole-like surface known as the "cookie" centered at A (see 
Figure la) with six-fold symmetry about the hexagonal axis. The smaller 
hole piece in the third zone is a "bow tie" shaped piece located at point 
M. The fourth zone has a hexagonal network of electron surfaces following 
the HLH zone boundaries with three posts located around each zone corner 
protruding in the [0001] direction. The fifth and sixth zones contain 
small pieces of electron surfaces located at H. Cross-sections of the 
larger pieces in the symmetry directions are shown in Figures lb, Ic and 
Id. 
in 1965, P. Soven (2) used the relativistic orthogonalized plane wave 
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Figure 1. NFE construction of the FS of thallium showing the first Brillouin 
zone and cross-sections of the FS in the third and fourth zones 
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(ROPW) technique to calculate the FS dimensions of thallium. His sur­
face was topological1y similar to that of the NFE model with the more 
realistic rounded edges rather than the sharp edges of the NFE model. 
Cross-sections of the larger pieces of the ROPW model are shown in Fig­
ures 2 and 3j with perspective sketches in Figures 4 and 5» 
The third zone "cookie" surface of Seven has twelve bumps extending 
in the [0001] direction. The electron surface of the fourth zone has the 
same post-like structure at the zone corners as in the NFE model. Soven's 
calculation gave no definite answer as to whether or not the posts ex­
tended to the rMK plane. Experiments revealed no open orbits in the 
[0001] direction. Indicating that the posts are not connected in the 
repeated zone scheme. It should be noted that the projection of the posts 
located at the zone corners overlaps the projection of the cookie in the 
basal plane. 
The ROPW model includes the effect of spin-orbit coupling which 
leads to a forbidden region between the hole and electron surfaces of 
the third and fourth zones. In the basal plane this gap goes from a 
maximum value in the [1120] direction to exactly zero in the [1010] di­
rection. This latter result means that even in zero magnetic field the 
FS will sustain open orbits traversing alternately hole and electron sur­
faces. Furthermore, only in the [1010] direction will these open orbits 
be able to extend indefinitely in k-space without eventually being trun­
cated by the spin-orbit energy gap. 
The ROPW model has small cigar shaped pieces in the third zone 
corresponding to the bow-tie piece of the NFE model, and also in the fifth 
and sixth zones centered at H corresponding to the smaller pieces which 
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Figure 2. Cross-sections of Seven's ROPW model of 
the FS of thallium for the third and 
fourth zones (2) 
3 THIRD ZONE HOLE SURFACE 
3 FOURTH ZONE ELECTRON SURFACE 
Figure 3. Cross-section of Seven's ROPW model of the FS of thallium in 
the basal plane (2) 
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Figure k. Perspective sketch of the ROPW model of the third 
zone hole surface 
..de, Of the fourth zone 
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also appeared in the NFE model. 
There has very recently been a new theoretical model presented by 
P. M. Holtham and M. G. Priestley (HP) (3) using a pseudopotential cal­
culation with coefficients adjusted to fit de Haas-van Alphen data of 
Capoccij Holtham, Parsons, and Priestley (4). This model gives new 
theoretical information on the fifth zone electron surface, where Soven's 
model was in disagreement with experimental evidence. There are also 
several differences from Soven's model in the third and fourth zones. 
Cross-sections of these surfaces are shown in Figures 6 and 7« The out­
line of the HP model of the cookie has much more flat edges when projected 
into the basal plane than does that of Soven. HP's model of the fourth 
zone electron arms do not bulge in the AL direction as much as Soven in­
dicates; however, the extent of the arms in the [0001] direction is 28% 
larger than the ROPW model. The energy gap in the basal plane between 
the third and fourth zones near the corner of the zone is somewhat smaller, 
and the projections of the posts onto the basal plane do not overlap the 
hole surface as Soven shows. 
At the onset of the present investigation, the FS of thallium had 
been studied experimentally by various techniques: magnetoresistance (5-9), 
magnetoacoustic effect (MAE) (10-12), de Haas-van Alphen (dHvA) effect 
(13-15), and cyclotron resonance (CR) (l6). Results to these studies con­
firmed the general shape of Soven's model; however, of these methods only 
the MAE gives FS calipers directly, and there appeared to be some am­
biguity in certain reported calipers. Because of the success of the 
radio-frequency size effect (RFSE) in other metals in accurately 
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Figure 6. Cross-sections of tfie pseudopotential FS model 
of Holtham and Priestley for the third and 
fourth zones (3) 
THIRD ZONE HOLE SURFACE 
EEEED FOURTH ZONE ELECTRON SURFACE 
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determining FS dimensions, it was felt that such a study of thallium 
would be helpful in understanding its FS. 
During this investigation, additional work was reported on thallium 
using dHvA (4,17,18), CR (19), and RFSE (20-23). The detection method of 
the present study differs from that used in (20-23), in that the change 
in the imaginary part of the surface impedance rather than the real part 
is studied. 
B. Radio-Frequency Size Effect 
The history of the RFSE dates back to 1958 as an extension of cyclo­
tron resonance experiments being carried out at the time, in 1962 V. F. 
Gantmakher recognized the potential use of the effect and established 
the optimum conditions for using the RFSE to caliper the FS of metals. 
Since then, the method has been used extensively to study a variety of 
properties in several metals. To fully understand the effect and appre­
ciate the ingenuity of the first investigators it is necessary to begin 
with an outline of the mechanism of cyclotron resonance. 
Consider a semi-infinite slab of a metal. If an alternating elec­
tric field is applied parallel to the surface, currents are set up in 
the surface because of the high conductivity. In the classical case, 
these currents effectively shield the inner regions of the slab so that 
the incident field decays exponentially with distance from the surface. 
For a non-magnetic conductor, the field strength is reduced by a factor 
of 1/e in some charcteristic distance known as the skin depth 6, (24) 
p. 230, where 
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c is the speed of light, co is the angular frequency of the incident 
radiation, and is the dc conductivity. 
If the metal is of high purity and monocrystal1ine, then at liquid 
helium temperatures electrons are capable of traversing macroscopic dis­
tances before scattering. An electron drifting into the surface region 
will then sample the electric field all along that portion of its tra­
jectory which lies within the skin depth. When this situation exists, 
the relation 3(r) = a breaks down because the current at T depends 
on the field not only at T but also at all points "r' of the unscattered 
trajectory prior to 7. In the extreme case where the mean free path is 
much larger than the classical skin depth, the approximate relation 
(24) p. 231, 
mc^v, 1/3 
6, = [ (2) 
" 2ane w 
describes the penetration distance of the electric field, where m is the 
mass of the electron, Vp is the Fermi velocity, n is the number of elec­
trons per unit volume, e is the electronic charge. Because of the com­
plications brought into the problem by the long unscattered trajectories, 
the field no longer decays exponentially, but rather takes on a damped 
oscillatory behavior. 5^ therefore represents only an estimate of the 
distance over which the field decreases significantly. 
If a magnetic field is now applied parallel to the surface of the 
metal but perpendicular to E, then electrons which interact with the ^  
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field in the surface layer will be constrained to spiral about an axis 
defined by the magnetic field direction. The shape of the path followed 
by the electron can be derived from the Lorentz force law: 
F = f V X r. (3) 
Using the de Broglie relation, F = -^ = A By setting v = -^ and 
doing a time integration, the result is 
aT< = A r X B . (4) 
This equation gives the relation between the real space trajectories of 
the electrons and orbits executed in momentum space. It follows from 
this equation that real space trajectories have the same shape as k-space 
orbi ts. 
Further manipulation of Equation 3 gives the frequency with which 
the electrons spiral about the field (24) p. 240: 
• " c ' S -  ( 5 )  
This is known as the cyclotron frequency. For simplicity only a single 
FS orbit will be considered (i.e., only one value of Alt in Equation 4), 
and effective mass considerations will be ignored. If the frequency, O), 
of the applied E field is such that cu = a resonance will be set up 
such that the electron will absorb energy from the ? field each time it 
returns to the surface. Also if oj = no)^, where n is an integer, the 
same resonance condition applies. Alternatively, one could fix the in­
cident frequency and sweep the magnetic field, in which case a resonance 
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would appear for values of such that 
If one begins at B > B^ and sweeps down in field, conditions for reson­
ance and non-resonance will alternately exist, giving an oscillatory be­
havior to the absorbed power vs. field curve. 
E. A. Kaner (25) was the first to recognize that if thin (about 1 
mm or less) samples were used. Equation 6 alone would not describe the 
cyclotron resonance for large n. From Equation 4, if Ar has direction 
normal to the surface and ^  parallel to the surface, then 
B = iMk (7) 
where |Ar|^ is the diameter of the electron's real space trajectory for 
the resonance corresponding to a wave vector change of AÎ< and magnetic 
field given by Equation 6. Combining Equations 6 and 7^ 
(8) 
AclAfl 
Kaner pointed out that for a sample of finite thickness t, the maximum 
value of n would occur when |a7| = t; smaller magnetic fields would give 
rise to a condition where the electron would absorb energy from the 
external E field at one surface, but the subsequent trajectory would be 
truncated at the opposite surface. This, Kaner concluded, should be 
observable as a low field cut-off of cyclotron resonance oscillations; 
as a consequence, by determining the cut-off field and sample thickness, 
information about the corresponding change in FS wave vector could be 
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extracted from Equation 1. 
The veracity of Kaner's prediction was born out in 196I when Khaikin 
observed the cyclotron cut-off in tin (26). He was able to map a signifi­
cant portion of the FS by use of Equation 7. Subsequent studies in indium 
(27,28) bismuth (29), silver (30), copper (31), and tin (32) yielded 
additional confirming evidence of the Kaner theory. 
in 1962 Gantmakher (33) modified the technique to make it more versa­
tile as a tool for measuring FS parameters. He recognized that for 
observation of the cut-off field alone, the temporal resonance condition 
of CR was not necessary. The same cut-off effect should be observable 
at frequencies o « Under this condition, for fields greater than 
the cut-off, electrons may execute several orbits before the ? field 
changes phase significantly. The system devised by Gantmakher employed 
a coil of a few turns of wire connected to the tank circuit of an r-f 
oscillator. This coil enclosed the sample and served isoth as a generator 
of the ? field and as a detector of the resonance condition. The termi­
nation of electron orbits as B is decreased leads to a change in the 
surface currents which in turn causes a change in the real and imaginary 
parts of the coil impedance. The change is then detected as either a 
change in the absorbed power in the oscillator tank circuit or as a change 
in frequency of the oscillator. The lower limit on the frequency usable 
is established by considering the frequency dependence of the penetra­
tion depth. From Equation 2, since 6 00 , the penetration depth is 
increased for lower frequencies. This results in electrons being excited 
deeper in the metal and having their trajectories terminated at the 
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opposite surface, leading to a broadening of the cut-off value of magnet­
ic field (e.g., producing a line-width AH). Thus 
^-•1-^/3 • (9) 
The use of radio frequencies alleviates some of the experimental 
problems common to CR experiments. The f field can be produced by a coil 
enclosing the sample, and r-f oscillators can readily be constructed. 
Sample preparation is also simplified since the skin depth is typically 
about five microns at radio frequencies as opposed to about one-half 
micron for microwave frequencies. This is because a necessary condition 
for a strong, sharp resonance is that surface irregularities be much less 
than the magnitude of the skin depth, so that, even though samples must 
still be very flat and parallel, the uniformity need be only at about 
the one micron level as opposed to the one tenth micron level for CR. 
Linewîdths are somewhat broadened for radio frequencies in comparison to 
microwave frequencies, but this can be compensated for, as will be shown 
later in this chapter. 
Gantmakher's success with tin has led to the RFSE investigation of 
many other metals: aluminum (34), antimony (35), bismuth (36), cadmium 
(37-40), copper (4l), gallium (42-49), indium (50-53), magnesium (54), 
molybdenum (55-57), potassium (58-62), rubidium (63), thallium (20-23), 
tin (64-69), tungsten (70), and zinc (71). Theoretical treatments of the 
RFSE and the associated line shapes have been given by Kaner and Fal'ko 
(72), Kaner (73,74), Wagner and Koch (58,60), Krylov (75), and Juras (76). 
Review articles on the effect have been written by Kaner and 
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Gantmakher (77), Gantmakher (78), and Walsh (79). 
The conditions leading to Equation 4 still hold at radio frequencies. 
By applying an r-f E field parallel to the sample surface and a constant 
magnetic field, B, also parallel to the sample surface but perpendicular 
to the conditions for spatial resonance can be established. Elec­
trons drifting into the surface layer are accelerated by lE^^. and then 
follow real-space trajectories specified by the Lorentz force law. For 
magnetic fields B less than some resonance value, B^, an electron accel­
erated by at the upper surface will have its unscattered trajectory 
terminated by the lower surface as shown in Figure 8a. For B = the 
electron passes unscattered through both surface layers. If B is further 
increased, an electron will execute a trajectory passing through only one 
surface layer. At Ê = 28^ the surface current is reproduced at a depth 
t/2, where t is the sample thickness, and the resonance condition again 
is established. Thus, for ^  = mB^, where m is an integer, in­
formation about the surface current at one surface is transmitted via 
unscattered electron trajectories to the opposite surface. If the mean 
free path is sufficiently long electrons will be able to execute many 
orbits before being scattered, thus amplifying their contribution to the 
surface currents. The manner in which this anomaly affects the surface 
impedance will be discussed in chapter III. 
For a single orbit spanning the sample thickness, a7 = tn, and the 
corresponding FS caliper is 
Ak = •— t n X BQ . (10) 
(0) 
(b) 
Figure 8. Conditions for RFSE resonances from extremal orbits and from 
"effective points" on tlie FS 
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It is also possible to have combinations of orbits having different values 
of A? in which case 
lAl^l = lAiZJ + lAiZJ [(Bj^ + (Bq)^] . (11) 
A third type of resonance is possible for FS orbits which have so called 
"effective points." As shown for a hypothetical FS in Figure 8b, orbits 
of this type have large regions where electrons pass parallel to the sur­
face within the skin depth contributing to the surface currents at both 
surfaces. Even though these electrons scatter after traversing the 
sample thickness only once, they do interact with the r-f electric field 
at both surfaces which leads to a resonance. Resonance signals from such 
conditions could not be enhanced by electrons making several contributions 
before scattering as with the previously discussed case. Because of this, 
the amplitude of such signals would be expected to be fairly independent 
of increases in mean free path \, beyond the magnitude of the sample 
thickness. For metals having a low Debye temperature, signals from closed 
orbits would be expected to increase above the noise level as the tempera­
ture is lowered, whereas signals from effective orbits would increase to 
the point where X. — t and then show little further increase as the tem­
perature is decreased. 
In metals having a FS that will sustain open orbits, it is possible 
to obtain periodic resonances if the open orbit has an effective point, 
or if the orbit passes over separate FS pieces which touch at some point. 
Resonances of this type have been observed in copper (4l), tin (66), and 
cadmium (47). These shall be referred to as "multiple orbits" to 
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distinguish them from the "combination orbits" consisting of chains of 
unconnected closed orbits. 
There has been a recent report of an observation of yet another type 
of RFSE orbit possible in metals having a suitable FS and specularly re­
flecting sample surfaces (68). The condition for such a proposed reson­
ance is shown in Figure 9b for the FS of tin. A resonance of this type 
will occur if the component of the electron's momentum normal to the 
surface undergoes no change in magnitude on striking the surface, but 
only a reversal in direction while the momentum parallel to the surface 
remains unchanged. Also, the probability for specular reflection depends 
on the angle of incidence. This means that for certain values of the mag­
netic field an electron whose FS orbit is initiated at one surface strikes 
the opposite surface in such a manner that in k-space the electron is 
transferred from one point to a symmetric point on the same or an equiva­
lent orbit. This type of size effect has not yet been confirmed by other 
experiments. 
As has been mentioned, linewidths are somewhat broadened for radio 
frequencies in comparison to microwave frequencies. This is compensated 
for in practice by using several oscillator frequencies for successive 
measurements of the resonance signal complex. On a plot of H vs. 
the field positions of each maximum and minimum are plotted for each 
experimentally used frequency. Equation 9 states that there is a linear 
relationship between AH and Hu) If denotes the position of a 
maximum, then 
(a) ( b )  
Figure 9. Geometry leading to RFSE resonances 
surface 
( C )  
involving specular reflection at one 
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Hm + ah (W) = + a^ H (12) 
where is some frequency-independent field value in the signal complex, 
and a^ is a constant. Setting H ~ 
"m (") = "c (' + • (13) 
By extending this line to infinite frequency, -• When this is done 
for each maximum and minimum of the line shape, all lines should converge 
to one and the same extrapolated critical field H^, provided that the 
anomalous skin effect regime describes the field penetration over the fre­
quency range used. 
It is of interest to investigate the effect of the sample thickness, 
t, on the RFSE results. In general it is necessary to have t small enough 
so that an electron can execute at least half an orbit before being 
scattered, i.e., X > t, where X is the mean free path. A stronger RFSE 
signal would be expected if an electron could execute several complete 
orbits before scattering. A lower limit on t can be established by con­
sidering the linewidth, AH. From Equation 9, it follows immediately that 
it is advantageous to have t » 6. To establish the optimum conditions, 
it is informative to compare the linewidth with the separation of two 
distinct signals. From Equation 9 an equality can be established by 
introducing a constant a : 
The quantity 0:6 can be calculated for, say, the first maximum of an RFSE 
AH = CK Y H . (14) 
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signal by measuring the field interval between the critical field 
(frequency-independent) point and the first maximum. This interval 
would be AH for calculating a6 for the first maximum. 
By substituting Equation 10 into Equation 14, 
AH = 2A (45 k) . (15) 
For two orbits observable in the same direction, the separation in field 
is given by 
"2 " "i = It (""2 " h) • (16) 
If the magnitudes of and are nearly the same, the signals will over­
lap unless the linewidth is very small. With k — k^ a comparison can be 
made of the linewidth of the first signal to the separation between the 
signals; 
~ 25 J^2 . (17) 
Hj - H, - t kg - k, 
To minimize the confusion caused by overlapping signals, it is desirable 
to have this ratio as small as possible. Recalling that 6 ~ this 
means adjacent signals are most easily separated if thick samples (com­
patible with the above conditions) and high frequencies are used. 
The physical properties of thallium make it difficult to accurately 
measure the sample thickness by the usual methods. However, if one sample 
can be measured accurately, the thickness of other samples can be deter­
mined from the RFSE data. Consider a hypothetical signal having a strong, 
easily identifiable peak at field H^, which is AH larger than the critical 
26 
field, For the sample of known thickness. 
(H„) = (H^) + (iH) (18) 
P k ^ k k 
and for the sample of unknown thickness. 
( H p )  =  ( H ^ )  +  ( A H )  .  ( 1 9 )  
u u u 
Using Equation 10 and Equation 15, 
H =  [ - 1  +  2|] . (20) 
t 
Then 
t:! 
1 .2| 
k 
2 . ("p) 
(21) 
Rearranging, 
CKô(T ) + Y - fu ["^  + = 0 • (22) 
^u ^u IHpV, \ tf 
From the quadratic formula, only the positive root yields a non-negative 
thickness: 
1 /2 2 
11 Hu t +0# H. t 
t u  =  ( 2  +  2  [ '  +  4  a s  ( — 2  ) ]  3  5 -  (  t  +  a s )  •  ( 2 3 )  
K t^ UK 
It has been assumed that ab is the same for both samples, which was ob­
served to be true if both measurements were taken at the same frequency. 
If several strong signals can be easily identified and reproduced. 
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then the above analysis can be applied to each. The resulting set of 
values for t^ can then be analyzed statistically to obtain a reliable 
measure of the unknown sample thickness. Crucial to this method is the 
necessity of obtaining a very accurate measurement of tj^, the thickness 
of the known sample; any error in tj^ will be propagated into t^. 
28 
Ml. EXPERIMENT 
A. Apparatus 
The apparatus employed in the fm-detection method of RFSE is shown 
in Figure 10. The detection theory for this arrangement has been de­
scribed in detail by J. R. Cleveland (80). In short, the resonance 
condition depicted in Figure 8 causes a change in the surface currents 
in the sample enclosed in a coil at liquid helium temperature. This 
coil serves as a part of the frequency determining element of an r-f 
oscillator. The change in surface current is interpreted by the os­
cillator as a change in both the real and imaginary parts of the im­
pedance of the tank circuit, which in turn causes small changes, re­
spectively, in the power absorbed and oscillator frequency. Since in 
this project the imaginary part of the surface impedance was studied, 
changes in oscillator frequency were amplified and detected using an fm 
communications receiver. The frequency of the receiver output signal 
is then compared with the frequency of the output of the audio 80 Hz) 
oscillator which initiates the magnetic field modulation. Only those 
r-f oscillator frequency changes which are in step with the field modu­
lation frequency are passed by the lock-in (phase sensitive) detector 
(LID). Cleveland (80) has shown that for high values of Q. (the coil 
quality factor), the field derivative of the oscillator frequency is 
proportional to the field derivative of the imaginary part of the 
sample surface impedance. 
\ 
RF OSCILLATOR 
AND 
BUFFER CURCUITS 
LIQUID He 
4.2-12 K 
MAGNET 
é 
HARMONIC 
.GENERATOR 
FREQUENCY 
COUNTER 
LC 
TANK 
W 
SAMPLE 
MAGNET 
1/2-WAVE 
TUNED FILTER 
VARIAN 
MAGNET POWER 
SUPPLY WITH 
" FIELDIAL" 
REGULATOR 
, MODULATION 
COIL 
FREQUENCY 
CONVERTER 
X Y 
RECORDER 
FM 
RECEIVER 
LF TUNED 
AMPLIFIER 
POWER 
AMPLIFIER 
PHASE 
SENSITIVE 
DETECTOR 
AUDIO 
OSCILLATOR 
G 
Figure 10. Block diagram of the apparatus used to detect the ~ RFSE signal 
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In the present investigation, the frequency range used by 
Cleveland (80) was extended on both the high and low ends in this study. 
Higher frequencies were achieved with Oscillator Number 6, the circuit 
for which is shown in Figure 11. This oscillator was enclosed in a 3 1/4 
inch X 2 1/8 inch x 1 5/8 inch "minibox" so as to mount directly on the 
coaxial output from the sample holder. The input line to the grid of 
the first 6C4 vacuum tube was maintained as short as possible to mini­
mize the tank circuit capcitance. It was necessary to provide both 
thermal and vibrational shielding for this oscillator to reduce noise 
to an acceptable level. This oscillator operated in a frequency range 
of 35-45 MHz. 
During this investigation, by use of a high frequency oscilloscope, 
it was observed that the output signal from the oscillator was not al­
ways a pure sinusoidal signal, but at various times took on a variety of 
distorted shapes. It is therefore informative to follow the signal from 
oscillator through the preamplifier, clipping amplifier, receiver, and 
lock-in detector to see what happens to the output if the oscillator 
waveform is changed. 
In the field modulation method, the oscillator frequency can be 
written 
3pf 
SM 
TO COIL 0_ 
.VI 
- 8-50 pf 
w 
.047 
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001 
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V2 
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Figure 11. Circuit diagram for Oscillator Number 6. All resistors are 1/2 watt 
and the value given is in ohms. Capacitances are in microfarads unless 
stated otherwise. SM designates silver mica capacitors. \l\ and Vo are 
6C4 vacuum tubes. L Is a six turn coil of number 20 copper wire of 
\/k Inch diameter 
32 
cosa^t) = Z (H, cosa^t)"(^)"f(H^) (24) 
= tf(Ho) +l5T^H^+||r^H^ + h.o.t.} 
+ i 3T 1:1 "l + h.o.t.} 
dn 
2 4 
+ cos2u^t{ Y ST + 1 + h.o.t.] 
dn dn 
+ cos3(c^t{ Ç ^  ~j hJ + h.o.t.} 
+ . . . 
where f(h^) is the oscillator frequency with no field modulation, 
is the modulation field amplitude and is the angular modulation 
frequency, and h.o.t. refers to higher order terms. 
If we assume third order and larger derivatives are small, we can 
write approximately 
cosiï^t) = f(H^) + costï^tC^ H,) 
2 
+ cos2av^ t(ç H^ ) . (25) 
" dH ' 
For the oscillator, we can write the output voltage of the distorted 
wave as a Fourier series: 
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Vosc = ? A; S:n2* nit[f(H^) + ",) 
I 
(26) 
The harmonie generator then clips this wave, producing harmonics 
of the same fundamental frequency, f (H^-Hi^ cos^jj^t) . Thus the output 
of the clipping amplifier is also a Fourier series: 
having the same fundamental frequency as the oscillator output. 
Therefore the clipping amplifier will generate the same frequencies 
regardless of the waveform produced by the oscillator, with the only 
change being in the coefficients, Bj. It should be pointed out, however, 
that care must be exercised in measuring the frequency of the oscillator. 
Suppose the true fundamental frequency is f^ but the nonsinusoidal wave­
form is such that, say, 2f^ makes a large contribution. When such a 
signal is fed into a frequency counter, the counter may erroneously 
report the fundamental to be 2f^, depending upon the triggering level. 
In practice, it was found helpful to monitor the waveform with a high 
frequency oscilloscope as an aid in establishing the counter trigger 
level. It was also advantageous to select oscillator frequencies which 
had waveforms as close as possible to sinusoidal. 
V^iip = Z Bj sin2* nj{f(H^) + cosm^t(^ H^) 
dH 
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If the signal of Equation 27 is put into the fm receiver, and the 
harmonic is detected, the receiver output will be 
2 
+ S A cospui^ t} (28) 
p=0 ' 
where cc is the amplification of the receiver and the last term gives 
the random noise originating in the oscillator, clipping amplifier 
and receiver, being the frequency of the lowest frequency noise 
component. 
The modulation frequency is also used as a reference frequency 
of the LID. To observe that part of the signal proportional to ^  
the "Fundamental" mode of the LID is used such that a four diode gate 
is actuated by the reference signal in order to pass only that portion 
of the input signal which is in step with The output from the 
M 
gate then takes the form of a rectified a-c signal and can be expressed 
as a Fourier series: 
%te = ""k f "l (^ 5) 
where the C factors also include noise generated by the LID. This 
signal is amplified by a factor p and passed through an adjustable RC 
filter. The harmonic will then make a contribution to the output 
voltage of 
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\ " ^"k dH i+îu^^c ' (30) 
The total output voltage is then 
C 
"out = f «1 * J, ïtî;^ • (31) 
For this experiment ~ (2rt) (80) Hz, and values of RC range 
from 1 to 30 seconds. Long term (> 1 second) noise fluctuations are 
relatively insignificant in comparison with noise on the order of 
60 Hz. Therefore, random noise fluctuations which would appear more 
strongly in the higher harmonics are attenuated by a factor of 
If the "2 harmonics" mode of the LID is used, the diode gate 
passes that part of in step with 2(g^. Taking the second term of 
Equation 28 through the gate and RC filter, the output voltage is 
2 C 
Ct °  ^ * J, 1+i.^ tRc • 
Therefore it is possible to look at either the first or second derivative 
of the fundamental frequency with respect to the magnetic field. In 
the present investigation only the first derivative was studied in 
deta i1. 
A dominant feature of the ^  vs H curves is the presence of a 
large sloping background at low magnetic fields, which is believed to 
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be due to the effects of magnetoresistance. Over relatively small 
ranges of magnetic field, the background appears to.decay exponentially. 
This effect distorts the shape of the RFSE signals somewhat and should 
be compensated for. Cleveland corrected for this by manually subtrac­
ting off the background signal for several points in the signal to 
find the true maxima and minima. In the present study a simple RC 
circuit was constructed with a variable resistance to give a decaying 
voltage output with a variable time constant. This was set up to buck 
out the exponential decaying background, thereby eliminating the mag­
neto res i stance effect on the RFSE signals. This circuit was used to 
obtain signal maxima and minima to be used in the frequency studies at 
low magnetic fields. The background-compensated signals were compared 
with the same signals superimposed on the background and a correction 
factor was determined for that particular field and that particular 
signal. If the signal appeared at higher or lower fields for different 
magnetic field directions, a similar correction was made at the dif­
ferent field value and extrapolation made between the two correction 
factors. These corrections were, at most, 1% and were only necessary 
on the electron FS pieces which gave signals occurring in the field 
range of 100-160 Oe for sample Tl-33-
The existing vacuum system for pumping on the helium utilized a 
considerable length of 3/4 inch pumping line and a 3/8 inch diameter 
hole leading to the helium bath. With this arrangement, a temperature 
of 1.9 K was achieved. In view of the low Debye temperature (86.6 K 
as measured by Snider and Nichol (81) or 78.5 K as measured by 
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van der Hoeven and Keesom (82)) of thallium, it was suspected that a 
signal-to-noise enhancement would be obtained in going to lower 
temperatures. 
With this motivation, the system was redesigned to use 2 inch 
pumping line. A larger pump was acquired and positioned so that the 
length of pumping line could be decreased by a factor of 4. The area 
of the opening to the helium bath, which had been the limiting factor 
in the pumping speed, was increased by a factor of 26. 
These modifications made it possible to achieve a temperature of 
1.29 K generally and 1.23 K when the helium level was in the smaller 
diameter tail of the cryostat. The anticipated signal-to-noise enhance­
ment was observed in subsequent measurements. This will be illustrated 
in Section D of this chapter. Temperatures below 4.2 K were measured 
with a mercury manometer, and a parallel butyl phthalate (density 
1.289 gm/cm^) manometer for temperatures below 2 K. 
B. Sample Preparation 
The physical properties of thallium make it necessary to employ 
special techniques in preparing the high quality samples needed for RFSE 
work. Thallium is very soft and as such is likely to become scratched 
or bent if not handled with extreme care. A second characteristic of 
thallium which must be considered is the ease with which it oxidizes 
in air. An originally shiny, silver-like specimen will take on a dull, 
tarnished appearance in a minute or less when exposed to air. A third 
property of thallium which demands special attention is its highly toxic 
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nature, both acutely and chronically. It is readily absorbed through 
either the digestive tract or the skin and hence requires the use of 
gloves in handling the metal and prudence in disposing of waste 
material. 
The large block of 99-9999% pure thallium obtained from Cominco, 
Inc. was observed to have large single crystal regions. This was the 
same block from which R. C. Young obtained samples for his magneto-
resistance work (8). The resistance ratio between room temperature 
and 4.2 K was stated by Young to be 11,000, which improved to approxi­
mately 100,000 at 1.2 K. After etching in water and dilute nitric 
acid, the block was coated with a solution of 50% water and 50% glycerin 
to retard oxidation and was x-rayed by the Laue back-reflection tech­
nique to determine the crystal orientation to within 1°. The 50-50 
glycerin-water solution was found to be the optimum mixture for sharp 
x-ray pictures. Glycerin is commonly used to prevent rapid oxidation 
of thallium; however, a coating of pure glycerin severely reduced the 
intensity of the Laue spots. Using water to thin the glycerin there­
fore served a dual purpose; in addition to keeping the surface clean 
by its slow etching property, the water sufficiently thinned the 
glycerin so that the intensity of the reflected x-rays was sufficient 
to produce sharp Laue photographs. This technique produced crisp x-ray 
pictures in three to five minutes as opposed to the marginally adequate 
pictures obtained in a several hour exposure if pure glycerin was 
used. 
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One millimeter thick slabs were then cut with a blade spark cutter. 
Because of its softness, extreme care was exercised in keeping the thin 
slab from being bent toward the spark cutter blade, as is the tendency 
for soft materials. When a plane surface was obtained from the initial 
cut, a flat brass plate was cemented to the surface using Duco cement 
and anchored to the goniometer. It was essential that the entire plane 
face was cemented to the brass plate and that some cement was forced 
out around the edges of the thallium block. If these precautions were 
not taken, the thin plate would bow toward the blade in the center or 
peel off from an uncemented edge. The lowest possible spark voltage 
was used to minimize the depth of spark damage to the surface. 
The resulting slabs were thinned down by mechanically lapping 
with a specially prepared jig consisting of a machined plexiglass 
cylinder and slip-fitting collar. The slab was cemented to the plane 
cylinder face which was held parallel to the lapping surface during 
the lapping process by the collar. Number 300 grit paper was used to 
thin the slab to a thickness of about 0.6 mm. A lapping solution 
consisting of 1 part concentrated nitric acid and 4 parts distilled 
water was used to prevent scratches from particles lodged in the grit 
paper. The slab was then worked down to a thickness of about 0.5 mm 
using 600 grit paper. Samples of about 0.5 cm square were then spark 
cut from the slab. The desired thickness was then achieved by using 
the jig and the reverse side of the grit paper. Several types of cloth 
were tried but the grit paper backing gave the best results. 
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When a suitable thickness was obtained, the sample was washed 
briefly in water to bring out a shiny, mirror-like appearance and 
then stored in glycerin to prevent oxidation. 
Strong RFSE signals were observed on four thallium samples: 
TI-I3, Tl-21, Tl-22, and Tl-33, in that order. The most precise mea­
surements of this experiment were taken on sample Tl-33* The vacuum 
system pumping on the helium bath was changed as discussed in Section A 
of this chapter between the running of samples 22 and 33^ giving larger 
signal amplitudes on the latter sample. Tl-33 was also the thickest 
of the four samples giving optimum signal separation as discussed in 
Section B of Chapter II. 
C. Thickness Measurement 
In view of the discrepancy between the data to be reported here 
and those reported by Gage and Goodrich (GG) (23), it is essential to 
conduct careful error analysis. From the basic RFSE equation, 
Ak = tn X B (31 ) 
the only measured quantities are t and W. If the observed variations 
in ^  are, in fact, size effect signals, then any error in the associated 
k value must arise in one of these two quantities. 
On sample I3, 21, 22, and 33 the approximate thickness was mea­
sured with a Leitz optometer prior to placement in the sample holder, 
in this method of thickness measurement, the microscope is optically 
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focused on a flat surface and the reading is noted on the calibrated 
scale of the vertical travel. The sample is then placed on the flat 
surface and the microscope refocused, with the distance traveled be­
tween focusing positions being the sample thickness. 
Considering the difficulty of sample preparation and the ease with 
which the sample surfaces could be damaged either by scratching or 
exposure to air when stripped of the glycerin coating, it was felt 
that only a crude measurement should be made prior to insertion in the 
sample holder. Therefore, a thin coating of glycerin was allowed to 
remain on the sample, and only one point on the sample was calipered. 
It was recognized that this resulting thickness was perhaps only a 
5% measurement and was surely larger than the true thickness due to 
the presence of the glycerin. However, this was deemed adequate for 
preliminary interpretation of RFSE data in lieu of more precise thick­
ness measurements upon removal from the sample holder. 
During the investigation of samples 22 and 33, it was observed 
that for magnetic fields precisely in the [1120] direction (corres­
ponding to propagation of electrons in the [1010] direction), strong 
RFSE signals were observable at much higher magnetic fields than any 
other direction. These signals were observable out to the upper limit 
of the magnet which was 11 kOe, and were very periodic in nature as 
shown in Figure 12. For sample 33 it will now be shown how this 
peculiar feature can be used as an independent and very precise mea­
sure of the sample thickness. 
NMR 
B = 0.0' 
B = 0.6» 
H(KOe) 
Figure 12. Periodic RFSE resonances due to multiple orbits 
in the riOTb] direction (g = 0) and pronounced 
a n g u l a r  d e p e n d e n c e  f o r  6 / 0  
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Similar periodic RFSE signals have been seen in copper (41) and in 
tin (66), in which cases they have been attributed to electrons which 
propagate through the metal via open orbits on the FS. An ex­
amination of the FS of thallium in Figure 3 indicates that open orbits 
do indeed exist in the [1010] direction, passing alternately over the 
third band hole surface and the fourth band electron surface. The 
maximum periodicity of such an orbit in k-space would be equal to kg, 
the wave vector of the first Brillouin zone. For a given metal, the 
dimensions of the Brillouin zone are determined solely from the real 
space lattice dimensions. Barrett (83) reports the lattice constants 
for thallium at a temperature of 5 K to be a = 3.438 % and 
c = 5.478 Â with an estimated error of .03-.05%. The reciprocal lat­
tice vector in the basal plane then has a magnitude of 
Returning now to the basic RFSE formula. Equation 3Ia 't can be 
seen that by inserting this value for k and measuring the periodicity 
in magnetic field values, the only unknown is the sample thickness. 
It was possible to measure the field values of 17 such multiples and 
thus obtain a quite reliable value for t. 
in order to determine the appropriate point of the multiple orbit 
signal to choose as the critical value, a plot was made of the positions 
of the maximum and minimum features of the line shape as a function 
G = — = 2.1103 + .0011 (32) 
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of (1)"'^^, where o) is the oscillator frequency. By extrapolating the 
corresponding signal features to infinite frequency, the critical field 
is obtained as discussed in Chapter 11. This is shown in Figure 13 
for the fifth multiple. The signals which lead to the extrapolations 
clustered about 23OO Oe are the strong repeating multiple orbit signals, 
whereas the two lines whose intercepts are about 2480 Oe arise from a 
very weak combination orbit signal superimposed upon the repeating 
signal complex. The average of the three extrapolated lines for the 
multiple signal is 2302 Oe which is then the critical point for the 
fifth multiple. 
Measurements were then made of the critical field value of mul­
tiples 4 through 16 for one field orientation and 4 through 20 for a 
field orientation 60 degrees from the first. The average field value 
was then obtained by taking the weighted average: 
n=n, n=n, 
n=n^ n=n^ 
where H is the critical field value of the n^^ multiple, and w is 
n n 
the weight assigned to the measurement of the n^^ multiple. A weight 
of ^  was assigned to the n^^ multiple where N is the highest multiple 
measured. This assignment reflects the fact that the major error 
arises in selecting the critical field value, and this error is 
essentially the same for each multiple. This means the error in H 
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Figure I3. Frequency dependence of tlie line shape extrema for the fifth multiple 
orbit in the [1010] direction 
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decreases as 1/n for increasing n. 
Using the above formula, the two values of H obtained are 
= 463.10 Oe and H2 = 463.65 Oe. The first three multiples were 
omitted in each case since these occur in the magnetic field range 
where other combination orbits occur; the interference of these orbits 
with the multiples made critical field determination less definite. 
The uncertainty in measuring the critical point was liberally estimated 
to be + 5 Oe in each measurement of H . The values of H„/n were 
— n n 
found to be in good agreement, confirming the generosity of this 
estimate. 
The standard deviations for the weighted measurements can be cal­
culated from (84) 
where n^ =4 in both cases, N is the largest multiple number measured 
and N' is the number of measurements at one orientation. The standard 
deviations thus obtained were = 0.45 Oe and 02 = 0.29 Oe. 
One might then ask if the difference between and Hg is sta­
tistically significant. From (85), the statistic 
CT (34) 
- H 
(35) 
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is approximately normal, inserting the above data, Z = 3.93 which 
indicates the means are statistically equivalent to a confidence 
level of 99.997%. 
if the values of and Hg are weighted according to the number of 
individual measurements taken to obtain the average. 
N.'H, + NlH-
H = LI . M' = 463.41 Oe (36) 
"l "^ 2 
and the standard deviation is 
^ =1/ijT + ÛT = 0.14 Oe . (37) 
From Equation 3I, 
k_Ac 
t = (38) 
where now kg 5 G = 2.1103 A and H = 463-41 Oe. Then t = 0.2997 + 
.0002 mm. The optometer measurement of t was O.3O8 mm, the difference 
presumably due to the glycerin coating. 
To gain a clear picture of the physical situation of the multiple 
orbits, a sketch has been made in Figure 14 of the plane projections 
of the real space orbits when^l, 4, and 20 multiples separately satisfy 
the resonance condition, it is also of interest to compare the orbit 
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Figure 14. Scaled model of the geometry for 1, 4, and 20 multiple orbits 
fitting into O.3 mm thick sample with a 4 micron skin depth. 
A rough sketch of the real part of the t field as estimated 
from the calculations of Juras is also shown 
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dimensions with the distance of penetration of the electric field into 
the sample. To do this, the anomalous skin depth was calculated to 
be .004 mm at 15 MHz. This is also sketched to scale on Figure 14 
for a sample of O.3 mm. 
As discussed previously, rather than decreasing exponentially, 
the F field takes on a damped oscillatory behavior with distance 
into the sample. Using the theoretical results of Juras (76) as a 
model, a crude sketch of the real part of the Ë field has been made 
in Figure 14 for the n = 1 multiple. It is emphasized that this is 
only a very rough estimation. Juras' calculation was for a doubling 
of a circular orbit, whereas the orbit combination under consideration 
is a segment of an open orbit consisting of a noncircular hole surface 
and nearly circular electron orbit. 
Juras also calculates the field in the metal for a chain of three 
orbits and also four orbits. The result is that the field oscillates 
through the entire sample rather than eventually going to zero. These 
oscillations are not strictly periodic nor are the amplitudes of the 
maxima and minima constant. It is then clear that for larger multiples 
the electric field distribution becomes extremely complex. 
For orbits having a radius of curvature large compared with the 
magnitude of the penetration depth such as those shown for the n = I 
multiple, the electron's velocity is reasonably parallel to the sur­
face within the region of strong E field. For the n = 20 multiple, 
however, it can be seen that a major portion of the electron surface 
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orbit is completed within this depth. It might be expected that there 
would be an increasing broadening of the line width for higher multiples 
since a larger percentage of a total orbit is within the high E field 
region. For n = 20 it would appear that the ambiguity in choosing the 
critical field value would be nearly comparable with the field incre­
ment between multiples; however, this was not observed to be the case. 
From Figure 12, the amplitude of the signal is observed to decrease 
gradually, but there appears to be no increase in ambiguity in deter­
mining the minima of the signal. A careful examination of each minima 
indicated that the minima could be determined to + 5 Oe for the largest 
multiple measured. 
The thicknesses of samples Tl-13, Tl-21, and Tl-22 were obtained 
by taking ratios of various strong signals to corresponding signals of 
T1-33J for which the thickness has been determined quite accurately. 
Three strong signals which were well defined on all four samples were 
• 'k 
chosen for this comparison. The signals selected were those corres­
ponding to electron orbits over the fourth zone arms in the [1010] 
and [1120] directions and the hole orbit over the "cookie" in the 
[1010] direction (see Figure 3)• The field value of the first peak 
of each signal was used for comparison, since corresponding signals in 
the various samples all had the same number of maxima and minima, and 
the first peak was well defined in each case. 
Using Equation 23, three thickness measurements were then ob­
tained for each sample. An average was taken of these three numbers 
for each sample, and the error was determined by taking the maximum 
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deviation from the average and adding the error in determing t for 
Tl-33. The results of these calculations were t^^ = 0.1800 + .OO3I mm, 
tg^ = 0.2495 i .0008 mm, and t22 - 0.2295 + .OOI3 mm. 
It is also possible to compare results of different samples in 
a manner which is independent of the sample thickness. The ratios of 
critical magnetic field values at which RFSE signals occur will be 
independent of the sample thickness. By taking ratios of the above 
mentioned orbits for each of the samples 13^ 21, and 22 and comparing 
with corresponding ratios for Tl-33, it was found that the agreement 
was within 2.8% for T1-I3j within 0.5% for Tl-2], and within 0.9% 
for Tl-22. 
D. Magnetic Field Measurement 
The Varian V-2600 magnet used in this investigation was equipped 
with a "Fieldial" Mark I magnetic field regulator utilizing a Hall 
probe monitor. The dial calibration was specified as being accurate 
to 0.2% or 10 Oe, whichever was greater. Due to the critical role 
the magnetic field values play in ultimately determining the Fermi 
surface parameters, it was felt necessary to check the "Fieldial" 
calibration, especially at low fields where the specified percentage 
error is larger. Therefore, in addition to the "Fieldial" readings, 
three independent checks were made on the magnetic fields produced: 
(i) comparison with nuclear magnetic resonance at several isolated 
points, (ii) comparison with a portable gaussmeter at several points, 
and (iii) check against the thallium superconducting transition curve 
at low fields. 
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1. Nuclear magnetic resonance 
The fundamental condition for nuclear magnetic resonance absorp­
tion is (24) u) = "yH, where Am corresponds to the energy difference 
in the nuclear spin states, H is the applied magnetic field and (X is 
a unique constant for each nuclear species. The r-f electric field 
used in the RFSE experiment will induce the transition, and the sub­
sequent change in oscillator frequency is readily detected. Since Y 
is well known for various nuclei and the oscillator frequency can 
accurately be measured with commercially available counters, H can be 
quite precisely determined. 
It was observed that protons (H^ nuclei) in the GE 7O3I used to 
hold the sample holder coil rigid gave a strong resonance (see 
Figure 12). For protons, 7 = 4.2576 MHz/KG. Therefore, with a 
range of oscillator frequencies of 2 to 45 MHz, isolated magnetic 
field checks could be made between 500 Oe and 10 KOe. 
2. Portable gaussmeter 
A Rawson-Lush rotating coil gaussmeter model 820 was calibrated 
using the NMR technique in a separate experiment and was used to check 
the low field (below 500 Oe) measurements. The specified accuracy 
of the gaussmeter was + 0.1% or + 2 gauss, whichever was greater. 
3. Superconductinq transition field 
Thallium is a Type 1 superconductor for which the critical 
field curve, vs T^ has been measured (82,86,87). The results of 
van der Hoeven and Keesom and those of Maxwell and Lutes are displayed 
in Figure 15 along with the measurements in the present investigation. 
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Figure 15. Superconducting critical field curve for thallium 
region of interest for this experiment 
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The measurements in this experiment lie within the experimental error 
of the curves plotted. The error in measuring the temperature was 
estimated to be + .03 Kelvin degrees. 
The field points plotted from this experiment were the values at 
which the increasing magnetic field completely destroyed the super­
conducting state. This point showed less ambiguity than the point of 
onset of the superconducting state with decreasing field, presumably 
due to the nonreproducibi1ity of supercooling effects. Several in­
vestigators (e.g., Feder and McLachlan (88)) have observed superheating 
effects, but these are less likely to occur and are of smaller mag­
nitude. Observations of superheating effects of appreciable magnitude 
have been confined to small (r- 10 micron) diameter spheres of material; 
they are less likely to occur in larger samples because of the higher 
probability of having nucleation centers. The sample in this experi­
ment was aligned so that the magnetic field was diagonal across the 
face, thus encouraging flux penetration at the corners and reducing 
the probability of superheating. 
The deviation between the experimental curves and the ambiguity 
of determining the transition point make this method the least precise 
in calibrating the magnet. However, it does provide additional 
evidence that the magnet calibration is correct to within 5% at low 
fields. 
In summary, the magnetic field calibration can be eliminated 
as a source of major error. At low fields, constant monitoring with 
the Rawson gaussmeter provided field values accurate to + 2 Qe. The 
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lowest RFSE signals measured in this experiment occurred at about 
115 Oe which gives a maximum error of 1.8%. At higher fields the mag­
net "Fieldial" was observed to be accurate well within specifications 
as checked with NMR and the gaussmeter. Field measurements were 
determined to be in error by less than 2 Oe for fields above 200 Oe. 
The stimulus for measuring the superconducting critical field 
was provided by the statement of GG (23) that no signals could be 
observed below the critical field of ^ 95 Oe at 1.2 K. Figure 15 
indicates that H ^  129 Oe at 1.2 K. This means GG have either a 
temperature error of 0.4 K or a field calibration error of about 30% 
at low fields, or some combination of these two. GG also state that 
no signals were observable above 2.2 K for their samples which were 
0.1 to 0.25 mm thick, whereas the temperature dependence for this 
experiment displayed in Figure 16 shows discernable signals even at 
3.0 K for a sample of 0.3 mm thickness. This clearly exemplifies the 
superior equipment sensitivity and/or the higher quality samples used 
in this experiment; signals were observable in samples three times 
as thick as those of GG at temperatures at least 0.8 K above the 
maximum temperature at which GG observed RFSE signals. 
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Figure 16. Temperature dependence observed in 
this experiment fo^ r a 0.2997 mm 
sample with Hj.[1010] 
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IV. RESULTS AND DISCUSSION 
A. Data 
Previous studies of the FS caliper dimensions in the basal plane 
include magnetoacoustic effect work by Rayne (10), Eckstein, Ketterson, 
and Priestley (EKP) (11), and Coon, Grenier, and Reynolds (CGR) (12), 
and RFSE using the ^  technique by Bradf ield (20,21) and by Gage and 
Goodrich (22,23). 
Rayne reports only calipers in the symmetry directions, so com­
parison with angular data is not possible. EKP have a large amount of 
scatter in their data (some points lie more than 4% above and below a 
curve fitted by eye) and they do not give an estimate of absolute error. 
CGR give k-values and error bars for each measurement with intervals 
between measurements in the basal plane. Bradfield gives k-values 
and error bars for each measurement with 2° intervals. GG report 
measurements in 2° intervals with an error of +.008 X Detailed com­
parison of the results of this experiment will be made with the results 
of GG, CGR, and Bradfield since these are the most recent and most 
precise caliper measurements available for thallium. 
The raw data obtained from RFSE measurements in the basal plane 
for sample Tl-33 are presented in Figure 17. These data were taken at 
an oscillator frequency of 15 MHz and a modulation amplitude of 5 Oe. 
The solid dots refer to minima and the open circules to maxima in the 
 ^vs H curves. It is abundantly clear that the region between 300 
and 700 Oe contains a profusion of overlapping signals. Typical 
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(solid dots) of the df/dH vs H curves for sample 
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recorder traces for this region in the [loTO] and [1120] directions are 
shown respectively in Figures 18 and 19. 
Frequency studies were made over various field ranges as an aid 
in separating and identifying signals. These will be shown for the 
individual series as they are discussed. The points of these plots 
were entered into a linear least squares program using standard tech­
niques (80). The resulting intercept H. and standard deviation a-j 
for each line of a given signal complex, were then used to find the 
critical field: 
2 w.H. 
& w. 
i=l ' 
2 
where w. = (—) , CT' is the smallest of the standard deviations for 
the converging lines, N is the number of lines. The standard deviation 
for the critical field is then found from 
2 2 2 (J (H^) = a (intercept) + c (calibration) 
where 
S W;(H -H.)Z 
of (intercept) = 
S w. 
i=l 
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Figure 18. RFSE resonance in Tl-33 for HiriOlO] axis, oscillator 
frequency = 15 MHz, thickness = 0.2997 mm, modulation 
amplitude = 5 Oe 
ÛL 
dH 
(O m 
m 
(SI 
300 400 500 600 700 
H (Ce) 
Fîgure 19. RFSE resonances In Tl-33 for H±[1120] axis, oscillator 
frequency = 15 MHz, thickness = 0.2997 mm, modulation 
ampli tude = 5 Oe 
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2 
a (calibration) was estimated for each field range in accordance with 
the results of Chapter III Section D. 
The resulting calipers are shown in Figure 20 along with the data 
of GG. The labeling of the series is in accord with the notation of 
GG. The discrepancies between the results of GG and those of the pre­
sent study are in many cases much larger than the limits of the esti­
mated error. It is therefore informative to look carefully at each 
series and compare these results with other reported caliper measure­
ments. Comparison will also be made with dHvA measurements when appli­
cable. 
The sample thicknesses used in the present study were not small 
enough to allow for observation of series h directly. However, there 
is a possibility of getting some information on such orbits if they 
combine with others to form combination orbits at higher fields. From 
Figure 17 it can be seen that there are two series between 23O and 
275 Oe extending out 5.5° from the [1010] axis. The lower of these two 
series agrees very well with the expected doubling of the series 
starting about 115 Oe (series i). The higher of these two series does 
not agree with expected doubling of the series at 133 Oe (series f) or 
with the sum of i and f. One possibility is that this could be a sum 
of 2i and h. The critical fields of these two series, as shown in 
Figure 21, were found to be 255-9 + 2.4 Oe and 228.6 + 2.0 Oe, the 
difference being 27.3 + 3-1 Oe. This gives k = 0.124 % ^ with a 
standard deviation of .015 A which is a 12% uncertainty. This ten­
tative assignment to series h gives a value 20% smaller than that of 
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GG, 11% smaller than CGR and 20% smaller than the dHvA work of Ishizawa 
and Datars (15) and the theoretical work of Holtham and Priestley (3). 
The frequency study for the f i e l d  r a n g e  containing signals for 
series i and f in the [1010] direction is shown in Figure 22 for Tl-33-
The three lowest features are attributed to series i. Convergence is 
obviously not very good for these extrapolations. The signals which 
have been attributed to 2i in Figure 21, however, showed excellent con­
vergence and give a critical field for i of 114.3 + 1.0 Oe. This cor­
responds to the lowest of the three nonconverging lines in Figure 22. 
Tl-21 exhibited results very similar to those of Figure 22 with a de­
viation of 6.8% in the extrapolated values as compared with a deviation 
of 6.5% for Tl-33. Tl-13, on the other hand, showed reasonable conver­
gence of the lower two lines. Taking the k-value corresponding to 
the lowest line in Tl-33 and Tl-21 and the convergence point of T1-13, 
the resulting k-value is .519 + .019 Â . This agrees with all other 
measurements within experimental error. 
Field values for this series occurred below the superconducting 
transition at the lowest temperatures used for Tl-33- To carry out 
the frequency study of Figure 21 and the angular study of Figure 17, 
it was necessary to raise the temperature slightly. For the thinner 
samples the superconducting transition caused no problem since the 
resonance occurred at higher fields. 
From Figure 22, the signals from series f converge to better than 
2%. T1-13 and Tl-21 likewise converge very well giving k-values which 
differed from Tl-33 by less than 0.5%. The k-value for series f in 
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Figure 22. Frequency dependence of the line shape extrema for series i and f in 
the [1010] direction 
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the riOlOIndirect,ion was found from these combined measurements to be 
.615 + .006 
An expanded plot of series f is given in Figure 23 with data from 
CGR and Bradfield in addition to those of GG and the present study. 
The error bars were established from reported uncertainties in the 
respective measurements. In the case of CGR, the error includes a 1.5% 
uncertainty in determining the wavelength of sound in addition to the 
uncertainty in determining the period which is listed for each measure­
ment. The error bars given by Bradfield include a 4% error in sample 
thickness in addition to the listed error in k due to the uncertainty 
in determining the critical field value. GG report their calipers 
accurate to within .008 X ' (corresponding to 1.6% accuracy or better 
for all series except h). 
It was noted in the course of analysis that individual k-va1ues 
obey the relationship k cos0 = kflOlO] to a high degree of accuracy for 
0 
9 ^  22°, 9 being the angular distance from the [1010] axis. If this 
were strictly true, then if each of the k^ data points is reduced by cos© 
and plotted vs 0, the resulting locus of points should form a straight 
line of zero slope. A linear least squares fit can then be made to 
take advantage of off-axis measurements to find the k-value in the 
symmetry direction. The results of the least squares fit for 0^ 9^  22" 
is shown in Figure 24. The extrapolated intercept of the present study 
is in good agreement with those of CGR and Bradfield, but differs con­
siderably from that of GG. Combining the results of CGR, Bradfield, 
and the present investigation by taking a simple average. 
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Figure 23. Comparison of series f measured in this experiment with the 
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K = T S K. = .615 A ' 
^ i=l ' 
/I 
CT = 2 = 'OO3 1 ^ . 
Rayne, in reporting his MAE work, only lists calipers in symmetry 
directions, so his results cannot be analyzed in the above manner. 
However, his measurement of this caliper is 0.62 ^  in good agreement 
with the above average. EKP report this caliper to be 0.72 
These results are all significantly higher than the O.56O + .001 Â  ^
obtained from extrapolating the GG data. 
Series 9^ seems to be an extension of series f when plotted in the 
extended zone scheme. Neither CGR nor Bradfield give data on this 
series, but as with series f, the results of GG are about 6-8% lower 
than those of this study except for the k-values nearest the r i O l O ]  
axis. The last measurements obtainable on this series, in the range of 
5-8° from the [1010] show the series leveling off somewhat before 
disappearing, it was not possible to follow this series back to the 
[1010] axis because of the reduced signal amplitude and interference 
from series 2i and 2i+h. (Combination series are not shown in 
Figure 20, except for series c.) 
An extensive search was made for the series labeled g^, but no 
reproducible signals were observed, although this does not rule out 
the possibility of such a series. A representative plot of ^  vs H On 
in Figure 25 shows signals from series i, f, 2i, 2i+h, a', and a/e, but 
a/e 2i+h df 
dH 
ISO 200 250 300 350 
H(0e) 
Figure 25. RFSE resonances for series i, f ,  2i, 2i+h, a* and 
a/e for HiflOlO], oscillator frequency = 15 MHz, 
thickness = 0,2997 mm, modulation amplitude = 5 Oe 
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nothing above the noise level in the region where gg should appear. It 
should be noted that the k-values for agree very well with the sum 
of k-values for series h and i for corresponding angles, possibly making 
g^ a combination orbit. This series has not been observed in any ex­
periment other than that of GG. 
GG report series b as originating in the [1120] direction and 
increasing linearly for 10*. The present study found series b to be 
more complicated, as the frequency study of Figure 26 shows for 
0 = 23.5". Convergence on the lower two lines is poor; however, the 
angular dependence of these two (see Figure 17) seems independent of 
the upper three features. These signals are quite strong and terminate 
abruptly at the ends of the range, and do not extend to the [1120] 
axis. The lower tier of this series could be a doubling of part of 
series f, although the limited angular range and strong signal ampli­
tude make this interpretation questionable. Bradfield does not report 
any calipers for this series. CGR report 1.24 Â ' at 18", 1.25 at 21°, 
and 1.40 at 24° and 27°, with no caliper given in the Til20] direction. 
Series a' was the strongest signal observed in this experiment 
(see Figure 25) and presents somewhat of a mystery. It appears to have 
a larger signal width than other signals and does not obey the 
frequency dependence as shown in Figure 27 for the [1010] direction. 
The lower two lines of this plot correspond to signal a'. The fre­
quency study does indicate that this signal is distinct from the a/e 
series. Strong signals were also observed in field regions where 
doubling of this signal should occur, with weaker signals occurring 
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for higher order combinations. Frequency studies on 2a' show the first 
deep minimum to be frequency independent as it is for a' shown in 
Figure 27- The convergence is better for 2a', the two intercepts dif­
fering only by 1.5%. It is interesting to note that in the frequency 
analysis made on the multiple orbits (see Figure 13) a weak signal ap­
peared that converged reasonably well to a value of 2475 Oe, which 
equals 8 times 309 Oe, agreeing well with the frequency independent 
point of a'. 
Series a' has roughly the same angular dependence as series a 
although the two signals do diverge some as [1120] is approached. The 
strengths of both signals were maximum in the [1010] direction and 
minimum, although still strong, along the [1120] axis. This result 
was not due to the relative orientations of the coil, H, and the crystal 
axis, since the same effect was observed in all samples even though 
their orientations relative to the coil axis were different. There has 
been no report in the literature of the existence of this series, ex­
cept possibly the extension of GG's orbit a along the [1010] axis. 
The present results seem to conflict with GG on the series they 
have labeled a and e near the [1010] axis. This study shows a smooth 
transition from series e to series a rather than an abrupt end of e 
as GG show. Plots of the signal in the region where GG observe this 
transition are shown in Figure 28. There is a uniform movement to 
higher magnetic field values for increasing 9, but no signal termina­
tion is observed at fl ^ 8° as GG indicate. The remaining points of 
series a are in good agreement with GG. 
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Figure 28. Angular dependence of series a' 
and a/e 
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Figure 29 gives an expanded sketch of series a and e of GG along 
with results of CGR, Bradfield and the data of this experiment. Data 
from CGR and Bradfield lie consistently above those of GG and the 
present results, although for most values the error bars overlap. The 
fact that they are higher is of interest, however, and will be dis­
cussed later. The [1010] k-value for this series was measured in this 
experiment to be 1.516 + .015 A in the [1120] a value of 1.707 + 
.015 k ' was observed. 
Neither CGR nor Bradfield show results corresponding to series d. 
The results of this study are in good agreement with GG except in the 
extrapolated value in the [1120] direction. The signal corresponding 
to series d diminishes in strength and the resulting k-value levels 
off as the [1120] axis is approached. The disappearance of the signal 
within 2° of the axis was apparently observed by GG as well since they 
do not give a measured value along the symmetry axis. A signal about 
5% lower in field begins about 5° from the axis and increases in 
strength to a maximum along the [1120]. The angular dependence of 
this signal is more like that of series a than series d, however. 
A frequency study in this range is shown in Figure 30. The re­
sulting k-values are 1.802 + .009 1"^ and I.9OI + .014 . The 
upper of these convergent values appears to correspond to the [1120] 
value of series d. The lower of these agrees in magnitude with the 
value of 1.80 % ' reported by GG but the angular dependence rules this 
signal out as the extension of series d. 
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Series c of this study is in good agreement with CGR, Bradfield, 
and GG. It was possible in this investigation to follow series c 5° 
further from the flOlO] than GG. These additional points indicate 
the series reaches a maximum k-value and decreases rapidly. It is 
tempting to join series c and d into a continuous series. Whereas 
this possibility cannot be ruled out, it is believed the two sets of 
points arise from different FS orbits. 
Several signals appear in Figure 17 which were not plotted in 
Figure 20. These are thought to arise from combination orbits and are 
1isted in Table 1. 
Table 1. Location of combination orbits 
Angular Approximate Field Component 
Range (deg.) First Extremum (Oe) Orbits Label 
0-5.5 236 2i p 
0-5.5 260 2i+h e 
24-30 520-540 f+a f) 
0-18.5 468-490 f+(a/3) c 
28-30 590 - K 
0-30 610-675 2a' x 
25-27 590-605 ? IX 
1-2.5 660-676 ? V 
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B. Caliper Assignment 
The assignment of calipers measured in this experiment are shown 
in Figure 31. !t is re-emphasized that this assignment is not the 
only possible interpretation but, in view of the data from this experi­
ment, represents the most plausible interpretation. 
The identification of series h from combination orbits is con­
sidered tentative and so h is not plotted in Figure 31-
Gage and Goodrich (23) have assigned series i to effective orbits on 
the electron arms. This seems to be the most reasonable explanation 
for the present data as well. Effective orbits are not plotted in 
Figure 3I. 
Series f and g^ seem to originate from the same FS piece since 
in the repeated zone scheme the two series join smoothly and have 
the same general signal shape and amplitude. Gage and Goodrich (23) have 
assigned series f to noncentral orbits about the electron surface, 
with gj and ^2 (GG label both of these as g) being attributed to 
central orbits. 
Since series gg was not observed in this experiment in spite of 
our apparently superior sensitivity as discussed in Section A of 
this chapter, there is no reason to believe that both series f and g^ 
do not arise from central orbits centered on point L. Other experi­
ments indicate the central cross section of the arm has a smooth el-
liptical shape which should give rise to strong RFSE signals. This 
makes it more difficult to attribute the absence of g^ to lack of 
sensitivity of this experiment. 
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of thallium using results of this experiment 
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Signal f and its apparent continuation series, were found to 
obey the cosQ dependence over a wide range, to within experimental 
error. If these are due to central orbits over the arms, then the 
projections of the edges of the arms onto the basal plane must be 
quite parallel, more like the theoretical construction of HP which 
was shown in Figure 7. However, even the HP construction bulges more 
in the AL direction than is consistent with the present data assign­
ments . 
Series b can be attributed to noncentral orbits over the 3rd 
band hole surface. This series is of no help in determining the 
shape of the "cookie" since there is no criterion for determining 
the perpendicular distance of this caliper from the Ar axis. The 
short angular range of this series is probably due to the bumps pro­
jecting in the [0001] directions on the "cookie" which reduce the 
number of carriers available on the extremal orbit. The tenuously 
identified lower tier of series b could arise from an orbit similar 
to the upper tier. The lower tier could also arise from an effective 
orbit on the "cookie". The lack of convergence in the frequency study 
of Figure 26 would support this latter interpretation. 
Series a' and a/e show the same general angular dependence and 
so will be discussed together. Since both show the general angular 
dependence expected of the "cookie", the first problem will be to 
choose which is the extremal caliper. In the [1120] direction, the 
extrema of the a signal complex converged with increasing frequency 
whereas a' did not. On this basis a is chosen as the maximal caliper 
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and a' could either be an effective point on the "cookie" or perhaps a 
noncentral orbit on the "cookie". A third possibility for this caliper 
might be a specular reflection orbit as discussed in Chapter 11. The 
latter possibility is considered tenuous in view of the lack of con­
firming evidence for such orbits. 
In the [1010] direction the extension of series a for this study 
merges into series e of GG and could be interpreted as either a 
noncentral orbit on the "cookie" or else a central orbit passing through 
the degeneracy point. Gage and Goodrich (23) eliminate the latter 
possibility because they feel that a significant fraction of electrons 
traversing the sample thickness via the central "cookie" orbit are 
removed from completing the hole surface orbit because of the de­
generacy. This explanation appears somewhat implausible since an RFSE 
signal would be expected even if the electrons were removed as this 
would very likely constitute an effective point orbit. 
Irrespective of this argument, the [1010] k-value of a/e could 
still be a noncentral "cookie" orbit, as there could be a smooth 
transition from central to noncentral in going from [1120] to [1010]. 
The signal strength of the a/e series was observed to increase smoothly 
in going from [1120] to [1010]. The signal strength of series a' 
followed a similar dependence. The sum of the k-values in the [1010] 
direction of series'^^e and f gives k_, the k-value of the Brillouin 
D 
zone, to within the experimental accuracy. 
It is therefore concluded that the series a/e of this study cor­
responds to central orbits over the third zone hole surface, indicating 
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the outline of the "cookie" does not have the indentations in the AL 
direction as GG suggest. Rather, the edges of the "cookies" are quite 
straight permitting a large number of carriers to participate in the 
RFSE resonance thus accounting for the strong signal amplitude observed 
in the [1010] direction. 
Series d has been attributed to long orbits passing over the 
electron arms. The leveling out of this series as the [1120] axis 
is approached is in agreement with the assignment of series g^. The 
[1120] intercept of this series is about 5% higher than GG report. 
As was indicated earlier, the strength of this signal decreased in 
going toward the [1120] axis. This may be due In part to interaction 
with the tail end of the signal from series a. However, this could 
also be a result of posts protruding in the [0001] direction near the 
zone corner. If such posts exist and are pointed as HP show (see 
Figure 6), then the number of carriers available for the maximal orbit 
along the symmetry axis would be expected to be relatively low, ex­
plaining the diminishing signal for this direction. 
The short series which gave the lower convergence point of 
Figure 30 and the resulting k-value of 1.802 + .014 % ^ could be due 
to some combination orbit or possibly to an effective point of the 
electron surface near the top of the posts. The latter interpretation 
is appealing when the FS construction of HP is considered. From 
Figures 6b and 7 it can be seen that the maximum dimension of a 
closed orbit on the electron surface in the [1120] direction is in 
the basal plane", rather than across the top of the posts as Soven (2) 
86 
shows in Figures 2 and 3- Figure 6b indicates that effective orbits 
could be sustained on the electron surface if they were initiated on 
the side of the post nearest the AF line and traveled over the post 
and along the electron surface in the [1120] direction to the opposite 
post. Such orbits would occur at a magnetic field slightly less than 
the field at which the closed orbit would appear, and would give a 
k-value proportionally less than that obtained for the closed orbit. 
Series c agrees well with the anticipated dimension resulting 
from the combination of series f and a. In the [1010] direction 
this corresponds to the first of the multiple orbits discussed in Chap­
ter ill and is sketched in Figure 14 for n = 1. Gage and Goodrich (23) 
were able to observe this orbit, which provides additional doubt to 
their explanation of the absence of the central "cookie" orbit alone 
for this direction; if carriers at the degeneracy point on the hole 
surface can contribute to the surface current for the n = 1 multiple, 
then there is good reason to believe they would contribute when the 
hole surface alone fits inside the sample. 
Combination orbit K listed in Table 1 could possibly arise from 
a noncentral orbit from one electron surface through the degeneracy 
point, across the hole surface, through a second degeneracy point and 
around the second electron arm, as shown in Figure 3I. Signals |j, and 
V of Table 1 remain unassîgned. 
In summary^ an internally consistent FS model has been presented 
which is in reasonably good agreement with the theoretical model pre­
sented by Holtham and Priestley (2). The projection of the hole surface 
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on the basal plane does not have the indentations along AL that GG 
reported. The outline of the electron surface also lacks the bulge 
about the point L that GG show. The gap separating the surfaces seems 
to be smaller than GG have reported. This result is supported by the 
data of CGR and Bradfield which show good agreement with this study on 
the series f and a/e. On the latter series CGR and Bradfield give 
k-values with error bars v\Aich do not overlap the results of this 
experiment in the [1120] direction indicating the hole surface may 
extend into the zone corner further than observed in this study. 
There appears to be some evidence of the existence of the posts 
at the zone corners although such evidence may be considered somewhat 
tenuous. 
The behavior of the line shapes as a function of frequency was 
different in some respects from the molybdenum work of Cleveland (80), 
where a given signal complex often consisted of three to six extrema 
which when plotted vs m gave good convergence to a single field 
value at infinite frequency. Furthermore, the critical field value 
obtained from these extrapolations was located as much as 5% below 
the field value of the first extremum at the highest frequency used. 
These results are in contrast to the frequency studies of this inves­
tigation where in most cases only two or three lines were observed to 
belong to any one signal complex. The lowest of these lines showed 
less frequency dependence than was the case in Cleveland's work. This 
meant the critical field corresponded more closely to the onset of the 
signal complex rather than to some field point below the apparent 
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onset of the signal as Cleveland found in some cases. 
Some signals were observed in this study which appeared to follow 
the linear dependence of field with u) but whiçh did not show any 
tendency toward convergence. Signals from series i, a' and the lower 
tier of b are examples of this. Several frequency studies carried 
out in the confused region between 400 and 700 Oe also exhibited 
this characteristic. In the above analysis, such results were attri­
buted to effective orbits since electrons excited at one surface 
could contribute to the surface currents at the opposite sample face 
over a wider range of field than for the closed orbit, especially if 
the curvature of the surface was small for that part of the orbit near 
and in the skin layer. 
Inhomogeneities in sample thickness might also cause such effects, 
but this is not thought to be the problem in this experiment since 
some signal complexes (for instance, series f/g^ in the [1120] 
direction which has no other signal close in field) converge very 
well without a confused region preceding or following them in field. 
Inhomogeneities would be expected to give a similar smearing out of 
the data for all signals. 
Consideration should also be given to the fact that the high 
residual resistivity ratio of the thallium samples (100,000 as opposed 
to 5000 for the molybdenum samples of Cleveland's) allow very long 
mean free paths for the carriers in the present study; electrons are 
perhaps able to execute many orbits before being scattered. Also, 
doubling orbits and other combination orbits were observed with 
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relative ease, which leads to the problem of describing the electric 
field distribution in the sample at a field where several single and 
combination orbits approximately fit into the sample. Suppose for a 
sample of thickness t and skin depth 6 in a magnetic field H, that 
the diameter of the real space trajectory of a single FS orbit just 
matches t and would therefore lead to a resonance. Suppose that 
for the same applied field a combination orbit gives a real space 
trajectory of combined diameter t-e where e « 6. This combination 
orbit would produce a current splash and hence produce an E field 
at a depth of 6. Increasing the frequency would not help to confine 
the ? to a more narrow surface layer since even at Infinite frequency, 
an E field spike would appear at depth e. The situation will be 
further confused if several chains of orbits have combined diameters 
approximating t. It might be argued that the field strength due to 
the current splash produced by the combination orbit would be insig­
nificant in comparison to the field strength produced by the applied 
r-f field. Estimating the relative effects is very difficult; how­
ever, with longer mean free paths the relative importance of the 
combination orbit would increase. 
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V. CONCLUSIONS 
The apparatus used in this experiment was shown by Cleveland (80) 
to be sensitive to fractional frequency changes of 10 ^  and skin depth 
changes of 10 cm for his study of molybdenum. The system was 
further improved to permit temperatures of 1.2 K to be achieved. 
Additional electronics were constructed to assist in compensating for 
magnetoresistance background in the ^ signal and to extend the range 
over which frequency studies could be made. The frequency range 
available at the onset of this experiment was about 6-27 MHz, or a 
factor of 4.5. By constructing additional oscillators and modifying 
the existing system, a frequency range of 1.8 to 45 MHz, or a factor 
of 25, was available thus giving a wider range of points in the 
frequency studies. 
RFSE signals were observed in four samples ranging in thickness 
from .1800 mm to .2997 mm. It has been shown that better resolution 
of the RFSE signals will be achieved with thicker samples. Thus, 
the .2997 mm sample was studied extensively. For magnetic fields 
precisely along the [1120] axis, periodic resonances were observed 
extending to the upper limit of the magnetic fields available. These 
were attributed to open orbits propagating in the [1010] direction, 
and provided a very precise means of determining the sample thickness. 
The magnetic field measurements were checked by four independent 
methods and, in general, were found to be correct to at least within 
+ 2 Oe. 
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Fermi surface dimensions in the basal plane and the resulting 
surface shape which is proposed is in reasonable agreement with the 
theoretical model of Holtham and Priestley, with the magnetoacoustic 
measurements of Coon, Grenier, and Reynolds, and with the RFSE (^) 
an 
measurements of Bradfield. The proposed surface differs in some re­
spects from the theoretical model of Soven and RFSE (~) measurements 
On 
of Gage and Goodrich. The results for symmetry directions are shown 
in Table 2. 
The most serious complicating factor in this experiment was the 
profusion of signals observed, especially in the 250-750 Oe range for 
sample Tl-33- Apparently the high residual resistivity ratio and low 
temperatures allowed quite long mean free paths. Combination orbits 
were achieved for many signals with relative ease, which proved both 
beneficial and detrimental; in some cases combination orbits aided 
in determining k-values but they also led to considerable confusion 
in certain field ranges. A very accurate theoretical model of the 
Fermi surface is needed to explain such results in detail. 
The frequency study is an invaluable tool in extracting information 
from a confused signal complex. However, if there are several orbits 
or combinations having nearly equal k-values for the same direction, 
the electric field distribution inside the metal would be very com­
plicated, and it might not be reasonable to expect these line-widths 
to follow the u) dependence. 
Table 2. Experimental and theoretical 
thai Hum (in A~^) 
values for k-vectors in symmetry directions for 
Zone Directi on Soven 
(2) 
Hoitham & 
Priestley 
(3) 
Present 
Study 
Coon, Grenier 
£• Reynolds 
(12) 
Gage & 
Goodrich 
(23) 
Brad-
f iel d 
(21) 
Rayne 
(10) 
3 AL 1.44 1.482 1.516 1.56 1.43 1.57 1.46 
3 AH 1.81 1.674 1.707 1.75 1.73 1.77 1.60 
k LA .67 .628 .615 .61 .67 .62 .62 
4 HLH 1.91 1.880 1.901 1.83 1.80 = 
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