Most bi-level images stored on computers today comprise scanned text, and are stored using generic bi-level image technology based either on classical run-length coding, such as the CCITT Group 4 method, or on modem schemes such as JBIG that predict pixels from their local image context. However, image compression methods that are tailored specifically for images known to contain printed text can provide noticeably superior performance because they effectively enlarge the context to the character level, at least for those predictions for which such a context is relevant. To deal effectively with general documents that contain text and pictures, it is necessary to detect layout and structural information from the image, and employ different compression techniques for different parts of the image.
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The present project extends previous work in document image compression in two ways. First, we include automatic discrimination between text and non-text zones in an image. Second, the system is tested on a large real-world image corpus.
If a particular area of an image is known to be a photograph, for example, a more appropriate compression model can be used. Instead of developing an ad hoc heuristic to distinguish the zones, we use a machine leaming technique to generate rules automatically for each possible type of zone. Machine learning methods learn how to classify instances into known categories. The process involves a training stage, which operates on preclassified instances, followed by a testing stage, which uses the rules obtained during training on instances whose class is unknown. We use the well-known and robust C4.5 method, having determined in preliminary tests that it achieves consistently good results on this problem compared with other machine learning methods.
We selected a large publicly-available database of 979 bi-level images, published by the University of Washington, as the image corpus for the comparison. The images in the U W English Document Image Database are scanned at 300 dpi from 160 different journals. Each image has been manually segmented into zones; there are a total 13,83 1 zones in the database or an average of 14 per image. For instance, a particular image may be divided into nine text zones and three halftone zones. The corpus contains a total of twelve zone classes. Text zones, which are by far the most frequent (88% of all zones), represent paragraphs, bibliography sections, page numbers and document titles; other zone types include line drawings, halftones, math, and rules.
The extended document image compression system is shown to be robust and suitable for general-purpose use. The necessity for manual intervention or tuning to particular typographical conventions is removed. The resulting compression scheme yields a 28% improvement over JBIG when tested on the Univsrsity of Washington corpus. This scheme is asymmetric in that decompression is much faster than compression, but both are considerably slower than JBIG-except for lossy decompression, which is slightly faster.
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