Abstract-In this paper, we consider a class of discretetime systems with linear dynamics and a finite input alphabet. We begin by motivating and proposing two notions of finite bisimulation that we refer to as 'finite uniform bisimulation', and 'regular finite uniform bisimulation'. We derive a sufficient condition for the existence of finite uniform bisimulations, and we investigate necessary conditions. We also present an algorithm to compute finite uniform bisimulations when the sufficient condition is satisfied. We conclude with an illustrative example showing how to construct deterministic finite state machine models of the underlying system when these finite uniform bisimulations exist.
I. INTRODUCTION
The past decade has witnessed much interest in finite state approximations of hybrid systems for both analysis and control design. Multiple complementary approaches have been developed, including qualitative models [4] - [6] , exact or approximate bisimulation and simulation abstractions [10] , and ρ/µ approximations [12] - [14] .
In particular, the existence of "equivalent" finite state representations of systems with infinite memory remains a problem of academic interest. Typically, this equivalence is captured by the existence of a bisimulation relation between the original system and the finite memory model, a concept originally introduced in the context of concurrent processes [8] . For instance in [3] , the authors show that if a hybrid transition system is O-minimal, then it has a finite bisimulation quotient. In [1] , by interpreting the trajectories of linear systems as O-minimal language structures, the authors present instances of linear systems which admit finite bisimulation quotients. In [16] , the authors provide an algorithm for finding finite bisimulations for piecewise affine systems, and show that it can be applied to linear systems in a dead-lock free manner. In [11] , the authors show that certain controllable linear systems admit finite bisimulations.
Concurrently, bisimulation has been explored in a more traditional systems setting. Particularly in [15] , the author discusses the connection between bisimulation relations and classical notions of state-space equivalence and equality of external behavior in systems theory. The author shows that there exists a bisimulation relation between two linear time-invariant (LTI) systems if and only if their transfer matrices are identical.
In this paper, we revisit the question of existence of finite state equivalent models for a special class of systems over finite alphabets, namely systems with linear dynamics and finite input alphabets. These systems are potential simple models of practical systems where the actuation involves switching. For this class of systems: 1) We propose new notions of finite uniform bisimulation and regular finite uniform bisimulation, and discuss the connections to existing work on finite bisimulations. 2) We derive a sufficient condition for the existence of finite uniform bisimulations for this class of systems. We also explore necessary conditions. 3) We construct an algorithm to compute finite uniform bisimulations when the proposed sufficient condition is satisfied. 4) We provide a set of illustrative examples, including one showing how the existence of finite uniform bisimulations can be exploited to derive an equivalent deterministic finite state machine model for the system.
Paper Organization: We formulate the notions of finite uniform bisimulation and regular finite uniform bisimulation in Section II. We describe the system of interest, pose the relevant problem, and discuss connections to the existing work in Section III. We state, and then derive, our main results in Sections IV and V, respectively. We present a set of illustrative examples in Section VI, and conclude with directions for future work in Section VII.
Notation: We use N to denote the non-negative integers, Z + to denote the positive integers, Q to denote the rationals, and R to denote the reals. For a set A ⊂ R n , we use |A| to denote its cardinality, A c to denote its complement, cl(A) to denote its closure, int(A) to denote its interior, and diam(A) to denote its diameter. We use ∂A to denote the set of boundary points of A. A pair W and V of disjoint, nonempty, open sets in R n is a disconnection of A if W ∩ A = ∅, V ∩ A = ∅ and A ⊂ W ∪ V. We say A is not connected if there is a disconnection of A. For v ∈ R n , we use ||v|| 1 to denote its 1-norm. We use B r (v) to denote the open ball centered at v with radius r. We use 0 n×1 to denote the n-dimensional zero vector. For a square matrix A, we use ||A|| 1 to denote its induced 1-norm, and use ρ(A) to denote its spectral radius. For a set S ⊂ R n , a matrix H ∈ R n×n and a vector v ∈ R n , we use HS to denote the set {z ∈ R n |z = Hx, for some x ∈ S}, and use v+S to denote the set {z ∈ R n |z = v+x, for some x ∈ S}. We use ∼ to denote an equivalence relation, x ∼ y to denote that x is equivalent to y, x y to denote that x is not equivalent to y, and [x] to denote the equivalence class of x. For completeness, we provide detailed definitions of all our notation in the Appendix.
II. FINITE UNIFORM BISIMULATIONS
In this paper, we propose a new notion of finite uniform bisimulation, which is an equivalence relation (see Appendix) that satisfies certain desired properties: Definition 1. Given a discrete-time system
where t ∈ N is the time index, x t ∈ R n is the state, and u t ∈ U ⊂ R n is the input. Given a set S ⊂ R n , we say an equivalence relation ∼⊂ S × S is a finite uniform bisimulation on S if the following two conditions are satisfied: (i) For any x, x ∈ S and any u ∈ U, if x ∼ x , then
(ii) For any x ∈ S, let [x] = {y ∈ S|y ∼ x}, then
Essentially, (2) requires that each equivalence class transition into another equivalence class under any input, and (3) requires that there be a finite number of equivalence classes while avoiding the trivial instance of a single equivalence class.
In addition, we define a finite uniform bisimulation to be regular as follows:
Definition 2. Given a finite uniform bisimulation ∼ on S of system (1), we say ∼ is regular if it satisfies: (iii) For all x ∈ S, [x] = {y ∈ S|y ∼ x} consists of open sets in R n and possibly their boundary points.
We are interested in regular finite uniform bisimulations because we want to avoid certain "pathological" finite uniform bisimulations. This point will become clear when we discuss the necessary conditions for the existence of finite uniform bisimulations in Section IV-A.
III. PROBLEM SETUP AND FORMULATION

A. Systems of Interest
We introduce the specific class of systems (1) which will be studied in this paper. Consider a discrete-time dynamical system described by:
where t ∈ N is the time index, x t ∈ R n is the state, u t ∈ U is the input, and A ∈ R n×n , B ∈ R n×m are given. We enforce that the input u t can only take finitely many values in U ⊂ R m , that is, |U| < ∞.
B. Problem Statement
For system (4), we intend to find finite uniform bisimulations on a subset S of the state-space R n . Particularly, we require the set S be an invariant set of system (4). Definition 3. A set S ⊂ R n is an invariant set of system (4) if for any input sequence
Now we are ready to state the problem of interest: Problem 1. Given system (4) , under what conditions on A, B, and U does there exist a finite uniform bisimulation on some invariant set S of system (4)? Remark 1. Clearly the state-space R n is an invariant set of system (4). We use Example 3 in Section VI to discuss the special case where we require a finite uniform bisimulation be on the whole state-space of system (4).
C. Comparison with Existing Work on Finite Bisimulations
Before presenting our main results, we briefly discuss the differences between the current problem of interest and some of the previous developments on finite bisimulations. Particularly, our definition of "finite uniform bisimulation" is in accordance with the definition of finite bisimulation introduced in [3] . The sufficient conditions for the existence of finite bisimulations derived in [3] concern linear vector fields, and as such correspond to special cases of system (4) where B is the zero matrix. As such, this paper addresses the more general cases where B is nonzero, but the input set is finite.
Our definition of finite uniform bisimulation is stronger than that of finite bisimulation used in some of the literature, of which we pick [11] as a representative paper. In particular in that setting, the definition requires that if two states are bisimilar (x ∼ y) and x transitions to x under input u, then there exists an input u such that y transition to y under u and y ∼ y. Note that u and u need not be the same, and thus a finite bisimulation as in [11] is not necessarily a finite uniform bisimulation.
We consider the following example to illustrate this difference: Example 1. (Example 2.14, [11] ) Consider system (4) with parameters
According to [11] , a finite bisimulation with eight equivalence classes {q 1 , . . . , q 8 } is constructed. If we
T ∈ q 2 , and Ax +Bu = [160 −86 −156] T ∈ q 1 . Therefore this finite bisimulation is not a "finite uniform bisimulation" as defined in Definition 1.
Finally, compared to the work developed in [1] , in order to apply the technical results in [1] to system (4), we would require the input signal be of certain form: polynomial, exponential or sinusoidal. In this paper, we are interested in cases where the input can take any value within a finite set at each time instant.
IV. MAIN RESULTS
A. Existence of Finite Uniform Bisimulations
We begin by defining a set which will be useful in formulating a sufficient condition for the existence of finite uniform bisimulations. Definition 4. Given system (4), define set A as
Essentially, A is the collection of forced responses of system (4) . We can now propose a sufficient condition for the existence of finite uniform bisimulations on some invariant subset of the state-space. Theorem 1. Given system (4) with 0 m×1 ∈ U, assume that A has all eigenvalues within the unit disc. If cl(A) is not connected, then there is a finite uniform bisimulation on a subset of R n that is an invariant set of system (4).
Next, we investigate necessary conditions for the existence of finite uniform bisimulations. For exposition purposes, here we restrict our attention to scalar instances of (4) described by
where x t ∈ R, u t ∈ U ⊂ R, and a, b ∈ R. U is a finite subset of R.
We quickly realize that system (7) may admit "pathological" finite uniform bisimulations: If a, b ∈ Q, U ⊂ Q, then the partition {Q} and {R \ Q} affords a finite uniform bisimulation of system (7) . This motivates us to study regular finite uniform bisimulations. We propose a necessary condition for the existence of regular finite uniform bisimulations.
Theorem 2. Given system (7) with 0 ∈ U. If ∼ is a regular finite uniform bisimulation on an invariant set S of system (7) and 0 ∈ int([0]), then |a| ≤ 1.
Remark 2. Theorem 2 states that there does not exist a regular finite uniform bisimulation on an invariant set that contains a neighborhood of the origin for Schur unstable systems (7) . This justifies why we focus our study on systems that are Schur stable in Theorem 1.
B. Constructive Algorithm
We also present an algorithm for computing finite uniform bisimulations when the conditions in Theorem 1 are satisfied. We begin by introducing the notation of binary partitions of a set: A pair (U 1 , U 2 ) is a binary partition of U if U 1 , U 2 are nonempty, disjoint subsets of U, and U 1 ∪ U 2 = U. The order of U 1 and U 2 is not relevant: (U 1 , U 2 ) is the same as (U 2 , U 1 ). Since U is a finite set, there are finitely many distinct binary partitions of U. We use {(U
2 ) : i = 1, . . . , r} to denote the collection of all binary partitions of U.
)/2, where q = |U|, and C j q = q! j!(q−j)! represents the quantity "q choose j". We now present the following algorithm to compute finite uniform bisimulations of system (4).
Algorithm 1 Computing a Finite Uniform Bisimulation
Input matrix A, B, set U. Compute
Compute an invertible matrix T such that
Compute all binary partitions of U: (U
Compute sets
Compute
Remark 3. In the preceding algorithm, one approach to compute matrix T involves Schur's triangularization of matrix A (pp. 79, [2] ). We refer interested readers to [2] for the specifics of computing matrix T such that (9) is satisfied.
We claim that the preceding algorithm is guaranteed to generate a finite uniform bisimulation when the conditions in Theorem 1 are satisfied. Particularly: Theorem 3. Given system (4) with 0 m×1 ∈ U, assume that A has all eigenvalues within the unit disc. If cl(A) is not connected, then Algorithm IV-B terminates and returns X 1 and X 2 such that X 1 , X 2 constitute the equivalence classes associated with a finite uniform bisimulation on an invariant set S, namely S = X 1 ∪X 2 , of system (4).
Remark 4. We point out that if the conditions in Theorem 1 are satisfied, the number of equivalence classes generated by the finite uniform bisimulation need not be two. This point is illustrated by Example 2 in Section VI.
V. DERIVATION OF MAIN RESULTS
A. Derivation of the Sufficient Condition
We first introduce several Lemmas which will be instrumental in our derivation of Theorem 1. Lemma 1. Given system (4), if matrix A has all eigenvalues within the unit disc, then cl(A) is compact.
Proof: If A ∈ R n×n has all eigenvalues within the unit disc, then ∞ τ =0 ||A τ || 1 converges (pp. 298, [2] ). Since U is finite, max{||Bu|| 1 : u ∈ U} is also finite. Combining these two facts, and applying the triangle inequality, we conclude that A is bounded and therefore cl(A) is bounded. Since cl(A) is closed and bounded in R n , cl(A) is compact. Next, we study the structure of set A as defined in (6). Given system (4), let U = {u 1 , u 2 , . . . , u q } for q ∈ Z + , and define sets {S 
By the definition of A and the assumption that 0 m×1 ∈ U, we have
Generally, for any k ∈ Z + , let {u 1 , u 2 , . . . , u q k } be an enumeration of the set U k , where
as follows
Now we introduce the following Lemma.
Lemma 2. Given system (4), assume that A has all eigenvalues within the unit disc. If a pair of open sets W and V is a disconnection of cl(A), then there exists k * ∈ Z + such that for all j ∈ {1, . . . , q
Proof: We prove this Lemma by contradiction. We first assume that for all k ∈ Z + , there is j(k) ∈ {1, . . . ,
Then we have constructed two sequences {w k } ∞ k=1 and 
Therefore ||v kp − w|| 1 ≥ for all p. This is a contradiction with lim p→∞ v kp = w. Therefore (19) holds.
Next, we introduce another Lemma that is based on Lemma 2. Lemma 3. Given system (4), assume that A has all eigenvalues within the unit disc. If a pair of open sets W and V is a disconnection of cl(A), then there exist open sets W and V in R n such that the pair W and V is also a disconnection of cl(A), and for all j ∈ {1, . . . , q},
Proof: By Lemma 2 , (19) holds, and we only need to consider the case when k * ≥ 2. Define function f : R n → R n as :f (x) = Ax. Clearly f is continuous. For any set S, use f −1 (S) to denote the set f −1 (S) = {x ∈ R n |f (x) ∈ S}.
as constructed in (17), and let u be an element of U, then define an index set J as
For any j ∈ J , by (19), eitherS
For each j ∈ J , by (17), (22), and the compactness of cl(A), we havẽ
Consequently, we can determine one and only one j ∈ {1, . . . , q
We also observe that
and recalling (18), we see that Finally, we provide the proof of Theorem 1. Proof: (of Theorem 1) Since cl(A) is not connected, let W and V be a disconnection of cl(A). Then by Lemma 3, (21) holds. We propose an equivalence relation on A. Since A is an invariant set of system (4), the proof is complete if we can show that this equivalence relation satisfy (2) and (3).
Given open sets W and V that satisfy (21), let X 1 = A∩W and X 2 = A∩V . Define an equivalence relation ∼ as
x ∼ x ⇔ x ∈ X i and x ∈ X i for some i ∈ {1, 2}.
For any x, x ∈ A, any u j ∈ U, if x ∼ x , then Ax + Bu j ∈ S 1 j and Ax + Bu j ∈ S 1 j . By (21), we see that Ax + Bu j ∼ Ax + Bu j . Therefore (2) is satisfied. Since 1 < 2 < ∞, (3) is also satisfied. This completes the proof.
B. Derivation of Necessary Condition
Proof: (of Theorem 2) We will prove the Theorem by contradiction. Assume |a| > 1, and let [0] denote the equivalence class [0] = {x ∈ S|x ∼ 0}. By the assumption, we have 0 ∈ int([0]). Now define β as
where [0, x] is the closed interval between 0 and x. Since
, therefore the supremum is well defined, and β > 0. First, we consider the case β < ∞.
. By the definition of β, we have that for any > 0, there is a δ, 0 ≤ δ < , such that
Let = (a 2 − 1)β > 0, and let δ denote the nonnegative number that satisfies (26). We observe that z = β + δ a 2 < β Therefore z ∼ 0. Since ∼ is a finite uniform bisimulation, when the input is 0 we have az ∼ 0, and a 2 z ∼ 0, leading to a contradiction with (26). 
C. Verification of Algorithm IV-B
In this section, we derive Theorem 3. We first show that Algorithm IV-B terminates, and then show that the equivalence classes X 1 , X 2 returned by Algorithm IV-B correspond to the equivalence classes associated with a finite uniform bisimulation on X 1 ∪ X 2 .
Proof: (of Theorem 3) Given system (4), since matrix A has all eigenvalues within the unit disc, and cl(A) is not connected, by Lemma 3, there is a disconnection of cl(A), W and V, such that for all j ∈ {1, . . . , q}
where
Recall (16), we see that U * 1 is nonempty, otherwise cl(A) ∩ W = ∅, which contradicts W and V being a disconnection of cl(A). U * 2 is also nonempty, otherwise cl(A) ⊂ W, then cl(A) ∩ V = ∅, which leads to a contradiction. Since U * 1 and U * 2 are nonempty, disjoint subsets of U, and U *
where i * is an integer between 1 and r. Next, we claim that d 
To see this claim, we define two sets G 1 , G 2 by
By the definition of U * 1 , we see that G 1 ⊂ W. Recalling (16) , and the fact that W and V is a disconnection of cl(A), we see that G 2 ⊂ V. Because V and W are disjoint, G 1 and G 2 are also disjoint. Since G 1 is a finite union of closed sets, G 1 is closed. By Lemma 1, cl(A) is bounded, and therefore G 1 is bounded. Since G 1 is closed and bounded, it is compact. Similarly, G 2 is also compact. Since the distance between two disjoint compact sets is positive (pp. 18, [9] ), we have
By (11), (15), (28), and (30), we observe that: For all
Recalling (12), we have d
Since matrix A is Schur stable, we see that
Now we see that the loop in Algorithm IV-B terminates, and returns two sets X 1 and X 2 given in (14) . For the second part of this derivation, we show that X 1 ∪X 2 is an invariant set of system (4), and that X 1 , X 2 afford a finite uniform bisimulation on X 1 ∪ X 2 .
For any x ∈ X 1 ∪ X 2 , by (11) and (14), there exists a (u 1 , . . . , uk) ∈ Uk and an s ∈ S such that
Then for any u ∈ U,
By (8), (9), and (10), we observe that
Therefore (AkBuk + As) ∈ S. By (11), we observe that
We conclude that X 1 ∪ X 2 is an invariant set of system (4) . Next, we show that X 1 ∩ X 2 = ∅. We prove by contradiction: Assume z ∈ X 1 ∩ X 2 , then by (14) , there exist c 1 ∈ Cĩ 1 , c 2 ∈ Cĩ 2 , s 1 ∈ S, and s 2 ∈ S such that z = c 1 + s 1 , and z = c 2 + s 2 . By (13), we have
But by (12), we have
, which leads to a contradiction. Therefore X 1 ∩ X 2 = ∅. Now we are ready to define an equivalence relation ∼ on X 1 ∪ X 2 as:
x ∼ x ⇔ x ∈ X i and x ∈ X i for some i ∈ {1, 2}
We show that ∼ is a finite uniform bisimulation on X 1 ∪ X 2 . For any x, x ∈ X 1 ∪ X 2 , and any u ∈ U, if x ∼ x , we consider two cases: If u ∈ Uĩ 1 , recall (11) , (14) , and (33), we see that Ax + Bu ∈ X 1 and Ax + Bu ∈ X 1 , therefore Ax + Bu ∼ Ax + Bu. Similarly, if u ∈ Uĩ 2 , then Ax + Bu ∈ X 2 and Ax + Bu ∈ X 2 , therefore Ax + Bu ∼ Ax + Bu. Since (Uĩ 1 , Uĩ 2 ) is a partition of U, we see that (2) is satisfied.
Since {[x]|x ∈ X 1 ∪ X 2 } = {X 1 , X 2 }, we have |{[x]|x ∈ X 1 ∪ X 2 }| = 2, and (3) is satisfied. Therefore ∼ is a finite uniform bisimulation on X 1 ∪ X 2 . This completes the proof.
VI. ILLUSTRATIVE EXAMPLES
In this section, we present a set of illustrative examples. In Example 2, we illustrate Theorem 1, and discuss how to construct a deterministic finite state machine as an abstraction of the original system; in Example 3, we discuss finite uniform bisimulations on the whole statespace of system (4). Example 2. Consider system (4) with parameters:
Since A is diagonalizable, we have
and we can show that cl(A) is a subset of:
Therefore cl(A) is not connected. By the derivation of Theorem 1, particularly (15), we find a finite uniform bisimulation on an invariant set of this system: T , then the next state of the DFM is q 3 .
Example 3. Consider the scalar system x t+1 = ax t +bu t with a = 0 and 0 ∈ U. Assume that there exists a finite uniform bisimulation ∼ on R.
We first observe that the set {∂[x] : x ∈ R} is nonempty, otherwise [x] is both open and closed, and the only clopen sets in R are ∅ and R. In either case, there is a contradiction. Next, let ω be a boundary point of an equivalence class: ω ∈ ∂[x] for some x ∈ R, where [x] represent the equivalence class containing x. Since ∼ is an equivalence relation on R, we have
. Since ∼ is a finite uniform bisimutlation, recalling (2) and letting u = 0, we see that
Since
such that x n → ω as n → ∞. Then there is k ∈ Z + such that x k ∈ B r/a (ω). By (35), we have x k ∼ ω. Since x k ∼ x, by transitivity we have x ∼ ω, which contradicts the assumption that x ω. We conclude that
If |a| < 1, then |a −1 ω| > |ω|. Applying the preceding argument iteratively, we conclude that the collection of boundary points of the equivalence classes {∂[x] : x ∈ R} is an infinite set, and is unbounded. If every equivalence class generated by ∼ is bounded, since there are finitely many equivalence classes, we can take the maximum of the bounds and argue that the union of all equivalence classes is bounded, which is a contradiction with R being unbounded. If there is only one unbounded equivalence classes [y], then there exists β > 0 such that {x ∈ R : |x| ≥ β} ⊂ [y], which implies that {∂[x] : x ∈ R} is bounded, again leading to a contradiction. We conclude that at least two equivalence classes generated by ∼ must be unbounded.
VII. CONCLUSIONS
In this paper we propose notions of finite uniform bisimulation and regular finite uniform bisimulation. We present a sufficient condition for the existence of finite uniform bisimulations: If the forced response of a Schur stable system is not connected, then the system admits a finite uniform bisimulation. In this case, we propose and analyze an algorithm to compute finite uniform bisimulations. We also present a necessary condition for the existence of regular finite uniform bisimulation for scalar systems. Future works include extending our algorithm to construct abstractions of linear systems so as to allow us to generate arbitrarily many, arbitrarily fine equivalence classes, rather than two; extending our necessary conditions to arbitrary dimensions; and closing the gap between necessary and sufficient conditions.
VIII. APPENDIX
In this section we review some relevant mathematical concepts and notations. First, we review the concept of equivalence relations [7] . If A is a set, a subset ∼ of A × A is called a relation on A. A relation ∼ on a set A is an equivalence relation if for any a, b, c ∈ A Next, we review relevant concepts in analysis. A point x ∈ R n consists of a n−tuple of real numbers x = (x 1 , x 2 , . . . , x n ). We use the 1-norm to review relevant concepts. The 1-norm of x is denoted by ||x|| 1 and is defined as ||x|| 1 = (|x 1 |+· · ·+|x n |). The distance between two points x and y is ||x − y|| 1 . Given a set A in R n , the diameter diam(A) of set A is defined as diam(A) = sup{||y − x|| 1 : x ∈ A, y ∈ A}. The open ball in R n centered at x and of radius r is defined by B r (x) = {y ∈ R n : ||y − x|| 1 < r}. Given a set A in R n , a point x is a limit point of A if for every r > 0, the ball B r (x) contains points of A. The closure cl(A) of A consists of all limit points of A. A point x ∈ A is an interior point of A if there exists r > 0 such that B r (x) ⊂ A. The interior int(A) of A consists of all interior points of A. A boundary point of A is a point which is in cl(A) but not in int(A). The boundary of A, denoted by ∂A, consists of all boundary points of A. Lastly, we review the notion of spectral radius of a square matrix. Given a square matrix A, the spectral radius of A is the nonnegative real number ρ(A) = max{|λ| : λ is an eigenvalue of A}. The 1-induced norm of A is defined as ||A|| 1 = max ||x||1=1 ||Ax|| 1 . Recall that the induced norms satisfy: ||AB|| 1 ≤ ||A|| 1 ||B|| 1 .
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