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Abstract. In this paper, a construction of an infinite dimensional associative algebra, which will be
called a Surface Algebra, is associated in a ”canonical” way to a dessin d’enfant, or more generally, a
cellularly embedded graph in a Riemann surface. Once the surface algebras are constructed we will
see a construction of what we call here the associated Dessin Order or more generally the Surface
Order. The surface orders can be constructed in such a way that they are the completion of the path
algebra of a quiver with relations which gives the surface algebra of the dessin. This provides a way
of associating to every algebraic curve X, with function field k(X) (defined over a number field k) the
representation theory of its Surface Algebra and the lattices over Surface Orders, which are defined
as pullbacks of certain matrix algebras over commutative k-algebras. We will then be able to prove
that the center and the (noncommutative) normalization of the surface orders are invariant under the
action of the absolute Galois group G(Q/Q). We will see that the surface algebras and surface orders
are closely related to the fundamental group of the Riemann surfaces and the associated monodromy
group. A description of the projective resolutions of the simple modules over the surface order is
given and it will be shown that one can completely recover the dessin with the projective resolutions
of the simple modules alone. In particular, the projective resolutions of the simple modules encode
all combinatorial and topological data of the monodromy group (or cartographic group) of a dessin.
Finally, as a corollary we are able to say that classifying dessins in an orbit of G(Q/Q) is equivalent to
classifying dessin orders with a given normalization. We end with some further examples of surface
algebras and surface orders related to the classical and geometric version of the Langlands Program,
and we give a sketch of some results to appear in an upcoming paper on Artin L-functions.
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1. Introduction
This paper is the beginning of an attempt to bring together several quite deep areas of mathemat-
ics, without being anything like an ”expert” in more than one or two of them, if any. In particular, it
aims to begin exposing techniques from quiver representation, and more generally, infinite dimen-
sional associative algebras, incorporating ideas from modular representation theory of finite groups
and group algebras and closely related Brauer graph algebras and gentle algebras. There is some
applications of the theory of ”lattices over order” used, and some use of basic covering theory of
Riemann surfaces, Galois groups acting on extensions of number fields, and related combinatorics.
There are indications of relations to loop groups, loop algebras and the Geometric Langlands Pro-
gram, although this is a task we will take on in the followup papers [AS2] and [AS3]. The goal is not
simply to present new results, but provide a somewhat new perspective on many old ideas and to be-
gin building some kind of meaningful amalgamation of them all. There are many techniques which
could be considered quite obscure, often inaccessible, and lacking clear and welcoming expositions.
However, there are intuitive way of approaching these tools used by the experts and some explana-
tion of these ideas is provided here. One of particular importance is the so-called functorial filtration
technique, which was inspired by the Gel’fand-Ponomarev paper [GP], and first explained in ob-
scure notes by P. Gabriel in [G], which are nowhere to be found aside from the ”Benson archive”,
and which were intended only for a small group of individuals meeting to discuss [GP] and related
representation theory. One resource which is also useful for this idea, and which will prove to be
useful for ideas presented here is [Higgins].
In the following article we will define an infinite dimensional associative algebra which will be
associated to a dessin d’enfant (really to any cellularly embedded graph in a Riemann surface) in a
very natural way which could be justifyably called a canonical construction. These algebras, which
will be called surface algebras, can be defined in terms of combinatorial objects determined by
a dessin d’enfant, a cellularly embedded graph in a Riemann surface, or a triangle group, called
a quiver with relations. The surface algebras are an infinite dimensional generalization of several
classes of finite dimensional algebras which have been heavily studied since at least as far back as
the classic paper by Gel’fand and Ponomarev on the Indecomposable Representations of the Lorentz
Group [GP] and Gabriel’s subsequent ”functorial interpretation”. In particular, these generalize
Brauer graph algebra, group algebras of finite groups over algebraically closed fields of arbitrary
characteristic, the so-called finite dimensional ”gentle algebras”, ”string algebras”, and ”special
biserial algebras”. The completions of these algebras to surface orders, and more general surface
orders are generalizations of ”R-orders, used in the study of modular representation theory of finite
groups. So, once the surface algebras are defined, we define their m-adic completions with respect to
the ”arrow ideal”m, and more generally we define certain formal matrix rings called surface orders.
Once these are defined we compute the center and the ”noncommutative normalization” and show
that for the case of dessins d’enfants, these are invariant under the action of the absolute Galois group
of the rationals G(Q/Q). For the case of arbitrary cellularly embedded graphs in Riemann surfaces,
we identify the Galois groups of coverings of Riemann surfaces with quotients of the corresponding
fundamental group, and we define an action of this group on the surface orders. This provides us
with a way of understanding n-dimensional representations of the absolute Galois group G(K/K) of
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a number field K, and how they correspond to representations of GLn(AK), over the ring of adeles
of K. More generally, it provides a way of defining an action of the Galois group of a field extension
on certain matrix rings, over any discrete valuation ring or Dedekind domain. In particular, this will
also work in the case of function fields and the GLP. This provides a way of defining characters of
the cyclic subgroups of Galois groups (or indeed any automorphism group of a finite extension of
number fields K/F). We can then apply Artin’s Theorem along with some invariant theory of GLn
to compute all characters of the Galois group and we can show that the equations defining characters
can be written as Z-linear combinations of characters of the cyclic subgroups. Moreover, this allows
us to identify the characters defining Artin L-functions with semi-group rings which are coordinate
rings of toric varieties, generated by polynomial invariants of a connected reductive algebraic group
acting on the surface algebra and the surface order.
2. Historical Background and Motivations
This section is not essential to the rest of the paper and may be skipped by anyone not interested
in the historical motivations or the background on the theoretical tools used.
2.1. Dessins D’Enfants and Cellularly Embedded Graphs. Dessins d’enfants are, in the simplest
terms, bipartite graphs embedded in a compact Riemann surface (without boundary). They are
combinatorial tools used in the study of Inverse Galois Theory, orbits of the absolute Galois group
of a number field, and ”Belyi functions”, which are coverings of the sphere P1C ramified at most
at three points, which can be assumed to be {0, 1,∞} up to a Mo¨bius transformation. One way of
constructing dessins is via a combinatorial object called a ”3-constellation” C = [σ, α, φ], which is
a triple of permutations such that,
(1) The group G = 〈σ, α, φ〉 acts transitively on [n].
(2) The product σαφ = id, is the identity.
If we restrict to the case when α is a fixed point free involution, we obtain part of the standard
definition of a Brauer graph (see the next section for details). In the case where we do not assume
this restriction, this gives a ”hypermap” which corresponds uniquely to a bipartite graph embedded
in a compact Riemann surface and to a dessin d’enfant. It also give a presentation of a triangle group
∆(p, q, r) := 〈γ0, γ1, γ∞|γp0 = γq1 = γr∞ = γ0γ1γ∞ = 1 〉,
(see [1]). These are special ”Fuchsian groups”. More generally, we may associate to a cellularly
embedded graph a cocompact Fuchsian groups with generators {γ j, α j, βI} relations of the form
γa11 = · · · = γarr =
g∏
i=1
[αi, βi]
r∏
j=1
γ j = 1
From such groups we may construct arbitrary Brauer graph algebras in a more or less canonical way,
as a quotient of the corresponding surface algebra.
2.2. Brauer Graph Algebras. Brauer graph algebras are a class of algebras construct from a so-
called ”Brauer graph”, which is defined as follows:
Definition 2.1. Given a finite connected graph possibly with loops, define a cyclic ordering of the
edges around each vertex, along with a multiplicity of each vertex.
These Brauer graph algebras algebras are all finite dimensional associative algebras which can
be obtained from a ”quiver with relations” (see [B1], [E], [ASS]). The quiver of the Brauer graph
algebra associated to the Brauer graph is the same quiver as that obtained in the construction of
Surface Algebras in 5. The relations on the quiver are quite cumbersome to define. For details the
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reader is referred to [B1], and [E]. The motivation for the construction of such algebras comes from
the modular representation theory of finite groups. In particular, foe an algebraically closed field K
of arbitrary characteristic, the group algebra KG is not in general semisimple. If the characteristic
char(K= p > 0 divides the order of the group |G|, then it decomposes into indecomposable ”block”
KG = B1 ⊕ B2 ⊕ · · · ⊕ Br.
It is well known such block are always Brauer graph algebras. There is extensive research on this
subject by Karin Erdmann (see for example [E, E1, E2, E3, E4]). More extensive references can be
found in [B1].
2.3. Gel’fand and Ponomarev, Indecomposable Modules of the Lorentz Group, and Special
Biserial Algebras. In [GP], Gel’fand and Ponomarev studied the indecomposable representations
of the Lorentz group. In so doing they define a class of modules which they call ”Harish-Chandra
modules. The study of such modules can be reduced to the study of indecomposable representations
of the algebra k[[x, y]]/(xy), as explained by Gabriel in [G] in his functorial interpretation of the
methods used in [GP]. The paper [GP] inspired extensive research in the years to come, which can
still be seen in current research. In particular, the so-called ”functorial filtration” method, was then
used along with aspects of covering theory in some cases in [R1], [?], [CB1, CB2, CB3, CB4],
[He1, He2, He3, He4], and potentially a countably infinite set of others. This method at its core is
applying induction and restriction of representation in more or less the usual sense (for example in
Frobenius reciprocity), along with some (directed) combinatorial algebraic topology and geometric
group theory related to actions of groups on trees (see for example [Gr]. These ideas seem to have
already been more or less completely understood already by Gabriel and Ringel in [G] and [R1]
in the early 70s following [GP], but in some sense they seem to have been a technique not widely
known for quite some time, beyond a small group of people who applied the techniques regularly
to prove many complicated results about the module categories of associative algebras. The class
of algebras most heavily studied using these methods are the ”special biserial algebras”, which
contain the class of Brauer graph algebras, as well as the so-called ”gentle algebras” and ”string
algebras”. These are generalizations of the Gel’fand Ponomarev algebras, and Ringel’s ”dehedral
agebras” in [R1].
It can be shown with very little work that every special biserial algebra is a quotient of a surface
algebras as we have defined it here, and the universal cover of all surface algebras is a bi-colored,
directed Cayley graph of the free group on two generators (i.e. the underlying graph forgetting the
orientation of the arrows is a four-regular tree). So, in some sense, the free group on two generators
yields every group algebra of a finite group over algebraically closed fields of arbitrary characteristic
via a quotient by a group action, and possibly additional quotients thereafter yielding admissible
ideals. So, in a way, the surface algebras are a unifying class of algebras.
2.4. Cluster Algebras and Surfaces. Algebras defined using some combinatorial construction as-
sociated to a triangulation of a compact surface with boundary have shown up in various places.
One of the most significant is in the theory of cluster algebras of surface type (see for example
[FST]) where a cluster algebra structure was given to triangulations of compact Riemann surface
without punctures. In [ABCP] a quiver is associated to a triangulation of a compact Riemann sur-
face, motivated by the association of a cluster algebra to a triangulated surface in [FST], and earlier
similar constructions, and the fact that a quiver can always be associated to any skew-symmetric ma-
trix (which is the starting point of the theory of cluster algebras). For more information on cluster
algebras we refer to [FZ1, BFZ, ?, FZ4] and [?, ?].
In nearly every case associating a quiver with gentle relations to a surface, the gentle algebra is
constructed from a triangulation of a compact surface. In the case of Brauer graph algebras, it has
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recenty been noticed that such algebras can be related to a surface, for example in [ES1, ES2, ES3,
ES4]. The full implications and appropriate generalizations have yet to be understood. Further, all of
these algebras are finite dimensional. Although it seems natural to extend the definition of a surface
algebra to arbitrary cellularly embedded graphs in compact surfaces, to surfaces with or without
boundary, and to infinite dimensional algebras, little work in this direction has been done. Some
ideas in this direction are hinted at, but a full generalization of such algebras to the case of this paper
has yet to be constructed. Some examples which have only shown up very recently are the infinite
dimensional string algebras in [CB4], the ”surface algebras” recently constructed in [ES1, ES2],
which are finite dimensional quotients of the surface algebras defined in this paper, and [BH]. The
construction of this paper yields a generalization of Brauer graph algebras, group graded algebras,
special biserial algebras, gentle algebras especially, and cluster algebras of surface type.
2.5. R-Orders and Formal Matrix Rings. One possible reason for not considering the class of
algebras presented here is that they are infinite dimensional, and so the representation theory is
thought to be much more difficult. Due to work of Crawley-Boevey [CB4], and results which can
be deduced from [R1], [GP], and [?], one can classify all indecomposable modules for the surface
algebras as we have defined them. Moreover, the technology of ”R-order”, which are a class of
formal matrix rings (see []), allows one to realize the completions of the surface algebras with
respect to the (maximal) arrow ideal. This allows one to use the methods of ”lattices over orders”
to study the surface algebras. This technology also arose in the study of modular representations
of finite groups and group algebras. We employ some of both perspectives, as both are useful and
illuminating in their own way. For material on R-orders the reader is referred to [CR1, CR2], [RR],
[Ro1, Ro2], [K], [KR].
2.6. Nonabelian Class Field Theory. An ”adequate” formulation of nonabelian class field theory,
according to some of the literature (see for example [Fr1, Fr2], [Ge]), seems to be very elusive, or
at the very least, not so intuitive and difficult to state without an extensive background in abelian
class field theory, reductive algebraic groups, algebraic geometry, and complex analysis. Some
of the constructions contained in this paper and subsequent papers building off of the foundations
given here will hopefully provide a new perspective on nonabelian class field theory which do not
require quite as much background material as preparation, and as many of the constructions are
very combinatorial, many of the problems and techniques can be phrased in very elementary terms,
allowing more extensive study of the Langlands Program and its geometric generalization.
2.7. Reductive Algebraic Groups and the Classical Langlands Program. The technology of
R-orders which is developed in this paper provides a very concrete and clear interpretation of n-
dimensional representations of a Galois group and how they correspond to the so called ”automor-
phic representations of reductive algebras groups. In particular, we are able to understand the action
of the general automorphism groups of extensions of number fields F/K, not necessarily Galois, on
a pullback of Lie algebras corresponding to ramified primes. In particular, the constructions within
give a way of understanding automorphic representations for ramified and unramified primes in a
number field extension F/K. They are in fact exactly the surface orders coming from completions
of the surface algebra defined over complete discrete valuation rings, Dedekind domains, and local
fields.
2.8. Loop Groups, Loop Algebras, and the Geometric Langlands Program. The ideas from the
previous section generalize immediately to the geometric generalization of the Langlands Program
(see for example [Fr1, Fr2]). It gives a way of understanding smooth projective algebraic curves
defined over an arbitrary field, vector bundles over such curves, and for the complex case, it gives a
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way of understanding all of this in the framework of loop groups and loop algebras, and pullbacks
of them.
2.9. Artin L-functions. From the constructions given within this paper, we may deduce some sig-
nificant results about Artin L-functions and the Langlands correspondence. In particular, the char-
acteristic polynomials defining Artin L-functions are polynomial invariant under base change. So,
we provide a way of computing the generators of the rings of polynomial invariants, which will be
explained more fully in a separate paper. We are able to show that the invariants (and more gener-
ally semi-invariants) define a semi-group ring which are coordinate rings of toric varieties. One can
then hope to determine whether Artin L-functions L(ρ, χi), coming from the irreducible characters
χ1, ..., χr of a Galois group G are holomorphic. An in depth study requires the constructions from
Geometric Invariant Theory, the constructions given in [LP], [Do1, Do2, Do3, Do4], and [SV], [D],
[DW], [C]. One can frame this in terms of combinatorial commutative algebra as in §7, §10 of [MS].
Example 10.13 pg. 197 is of particular significance. Results and ideas from [Ci1], [CN1, CN2, CN3]
and [N1, N2, N3], are then understood more clearly via the representation theory and invariant the-
ory. Applying this along with Artin’s Theorem (see [S1] §12.5 and §17.2) applied to the cyclic
subgroups of the Galois group corresponding to the noncommutative normalization of the surface
order (or more generally, to the automorphism group of a non-Galois extension of arbitrary number
fields) to obtain the following statements:
Theorem 14.3
(1) The rings of polynomial semi-invariants (under an action of special linear groups), and
therefore of the polynomial invariants under arbitrary base change are all semi-group rings
and are the coordinate rings of affine toric varieties.
(2) Moreover the parametrizing varieties of representations, i.e. the ”representation varieties,”
of fixed dimension for a given surface algebra are normal, Cohen-Macaulay, and have
rational singularities.
(3) By results of [CCKW] one may deduce that the moduli spaces of the semi-stable ”regular
modules” are in fact isomorphic to projective lines.
Moreover, a complete set of generators and relations of invariant and semi-invariant polynomials
can be given explicitely. Further, the isomorphism classes of representations of a surface algebra
are given by orbits under certain connected reductive groups. The parametrizing varieties of these
representations can be well understood. In particular,
Using these results, we can then understand the moduli spaces of representations of surface al-
gebras completely. Further, all of these results can be stated in a characteristic free way over an
algebraically closed field, and many can even be stated over Z. So, an understanding of automor-
phic representations, their parametrizing varieties and moduli spaces, the invariant polynomials, and
even the rational invariants can be understood completely. How the representations of the automor-
phism group of a finite extension of number fields can be understood in these terms is then very
concrete, and from this a rather complete picture of Artin L-functions in terms of polynomial and
rational invariants can be obtained. In particular, the L-functions associated to an isomorphism class
of representations can be computed explicitely and classified in terms rings of invariants under base
change. For more information on how one may understand this approach see [Magyar], [CC], and
[CCKW].
From all of this we may obtain the following
Corollary 14.4 The Artin L-functions for any finite field extension K/F of number fields can be
realized as
L(s, χ) = ma11 m
a2
2 · · ·marr
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a product of monomials corresponding to the local orders of a surface order for any character χ of
the group G(E/F). Moreover, we have that
χ = a1χ1 + a2χ2 + · · · + arχr
where the χi are characters of the cyclic subgroups of G corresponding to the local orders.
3. Dessins D’Enfants and Combinatorial Embeddings
In this section we will set our notation and terminology for cellular embeddings of graphs in
Riemann surfaces and dessins. We will use some basic combinatorial topology, and although more
attention is given to dessins d’enfants, this setup works perfectly well for arbitrary graphs cellularly
embedded in Riemann surfaces in general, and very slight modifications can be made to handle the
case of noncompact surfaces and surfaces with boundary as well. It is also important to note, that
the presentation of the monodromy group of a branched covering
β : X → Σ
of the Riemann sphere, can be written as a 2-generator transitive subgroup of S n, where n is the
degree of the map β. The presentation is G = 〈g0, g1〉, where g0 gives the permutations describing
the branching patterns above 0, and g1 gives the branching patterns above 1 when β is a Belyi
function. Then the permutation g∞ = (g0g1)−1 describes the branching patterns above ∞. In what
follows, the setup is for arbitrary cellularly embedded graphs, but the modification to dessins is
straightforward and is given by not restrict what we call ”α” below to fixed-point free involutions.
In other words, we allow arbitrary ”3-constellations” in the language used in this paper. For an
introduction to this terminology see [LZ] and [1].
3.1. 3-Constellations for Arbitrary Graphs on Riemann Surfaces. Let S n be the symmetric
group on [n] = {1, 2, 3..., n}. Permutations will act on the left, so if σ ∈ S n, we will use the cy-
cle notation. Let us define a k-constellation to be a sequence C = [g1, g2, ..., gk], gi ∈ S n, such
that:
(1) The group G = 〈g1, g2, ..., gk〉 generated by the gi acts transitively on [n].
(2) The product
∏k
i=1 gi = id, is the identity.
The constellation C has ”degree n” in this case, and ”length k”. Our main interest will be in
3-constellations C = [σ, α, φ], which we will describe in detail momentarily. The group G =
〈g1, g2, ..., gk〉 will be called the cartographic group or the monodromy group generated by C.
Let P = P1(C). Let Σ be a compact Riemann surface. Suppose β : Σ → P is a Belyi function.
It is often useful to visualize Belyi functions as combinatorial maps on Σ. This construction plays
a big part theoretically since it gives a way of using algebraic and combinatorial methods to study
Belyi functions, and it also gives very concrete examples which are useful for developing intuition.
Such combinatorial maps uniquely determine Σ as a Riemann surface or algebraic curve, and they
uniquely determine the Belyi function β. In fact, the Riemann surface is determined over an algebraic
number field if and only if its complex structure is obtained from such a combinatorial map. In
particular, we have
The following important Theorem can be found in [1].
Theorem 3.1. (Belyi’s Theorem): Let X be a compact Riemann surface, i.e. a smooth projective
algebraic curve in PNC for some N. Then X can be defined over Q if and only if there exists a
nonconstant meromorphic function β : X → P1C ramified over at most three points.
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Definition 3.2. Any meromorphic f fitting the criteria of Theorem 3.1 is called a Belyi function.
For such f , place a black vertex • at 1 ∈ P1C, and a white vertex ◦ at 0 ∈ P1C, and an edge on the real
interval [0, 1]. This gives a bipartite graph ΓP embedded in the sphere P1C. Define a dessin d’enfant
to be f −1(ΓP) := Γ ⊂ X. It will have the structure of a bipartite graph, cellularly embedded Γ ↪→ X,
in the compact Riemann surfaceX. One may equivalently define a dessin to be an algebraic bipartite
map (see [1]), which is given by an arbitrary 3-constellation C = [σ, α, φ].
There is a correspondence between 3-constellations C = [σ, α, φ] such that α is a fixed point
free involution, and graphs which are cellularly embedded in a compact Riemann surface without
boundary. In particular, such constellations give a CW-complex structure on the surface X. Dessins
are then the special cases when C corresponds to a bipartite graph embedded in X.
3.2. The Clockwise Cyclic Vertex Order Construction. There are many equivalent ways of defin-
ing a graph on a Riemann surface. One of the simplest and probably the most combinatorial ways
is by constellations. There are at least two ways of viewing this construction. We present two here,
which are in some sense dual to one another. Intuitively, we follow the recipe:
(1) First choose some positive integer r ∈ N to be the number of vertices of the graph, say
Γ0 = {x1, x2, ..., xr}.
(2) Then, to each vertex xi, we choose some number ki, of ”half edges” to attach to it, with the
rule that once we have chosen ki for each xi, the sum
∑r
i=1 ki = 2n, must be some positive
even integer.
(3) We then choose a clockwise cyclic ordering of the ”half-edges” around each vertex xi, i.e.
some cyclic permutation σi of [ki] = {1, 2, ..., ki} for each xi. The cyclic permutations σi
must all be disjoint from one another, and together they form a permutation of [2n].
(4) Once such a cyclic ordering is chosen, we then define a gluing of all of the ”half edges”.
In particular, we choose some fixed-point free involution on the collection of all half edges,
which is a permutation in S 2n given by |Γ1| many 2-cycles. This defines α.
We then have the usual Euler formula,
|φ| − |α| + |σ| = F − E + V = χ(Σ).
Said a slightly different way, we define a pair [σ, α], where σ, α ∈ S 2n. The permutation
σ = σ1σ2 · · ·σr
is a collection of cyclic permutations, one σi for each vertex xi of our graph Γ = (Γ0,Γ1). So, perhaps
in better notation, each
σx = (e(x)1, e(x)2, ...., e(x)k(x)),
can be thought of as giving a cyclic ordering of the half edges.
Denote the half edges,
Γ1(x) = {e(x)1, e(x)2, ..., e(x)k(x)},
attached to each vertex x ∈ Γ0 in our graph. The cycles σx are all necessarily disjoint. We define
how to glue pairs of half edges, in order to get a connected graph Γ, via the permutation α.
The permutation α is of the form
α = α1α2 · · ·αt
= (α1, α2)(α3, α4) · · · (α2n−1, α2n)
=
∏
e∈Γ1
α(e)
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Notation Meaning
Γ ↪→ Σ cellularly embedded graph
Σ a Riemann surface, generally closed
Γ0 the vertex set of a graph Γ
Γ1 the edge set of a graph Γ
Γ1(x) the half-edges around a vertex
e(x)i a half-edge in Γ1(x) attached to x ∈ Γ0
∂e = {∂•e, ∂•e} the vertices adjacent to e ∈ Γ1
αk = (αi, αi+1) a 2-cycle of α
(αi, αi+1) = (e(x)p, e(y)q) glued half-edges e(x)p and e(y)q
α(e) = (e(x)p, e(y)q) α as a map Γ1 → qx∈Γ0Γ1(x)
and each (αi, αi+1) tells us to glue the two corresponding half-edges. Here we can also view
α : Γ1 → qx∈Γ0Γ1(x)
as a map from the edges Γ1, to the half-edges qx∈Γ0Γ1(x). So α(e) = (e(x)p, e(y)q).
Example 3.3. Let us illustrate this by a simple example. As a permutation on the set of all half
edges,
Γ1(x) q Γ1(y) = {e(x)1, e(x)2, e(x)3, e(y)1, e(y)2, e(y)3},
around two vertices Γ0 = {x, y} we may identify σ, α ∈ Perm(Γ1(x) q Γ1(y)) with permutations in
S 6. Namely, let us define the identification
σ = σxσy
= (e(x)1, e(x)2, e(x)3) · (e(y)1, e(y)2, e(y)3)↔ (1, 2, 3)(4, 5, 6) ∈ S 6
and let
α = (e(x)1, e(y)1)(e(x)2, e(y)2)(e(x)3, e(y)3)↔ (1, 4)(2, 5)(3, 6) ∈ S 6.
Then under this identification, the graph with
• two vertices Γ0 = {x, y} ↔ {σx, σy} = {(1, 2, 3), (4, 5, 6)},
• and six half edges
Γ1(x) q Γ1(y)↔ {1, 2, 3} q {4, 5, 6}.
may be represented by the following picture to help visualize this,
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σ = (1, 2, 3)(4, 5, 6) α = (1, 4)(2, 5)(3, 6)
(1, 2, 3) (2, 5) (4, 5, 6)
1
(1,4)
3
2
6
4
5
(3,6)
3.3. The Polygon Construction. It is important at this point to make a few comments. Not every
graph is planar, i.e. there may be no embedding on the sphere S 2 = P1 without edge crossings.
To see a second way this plays out with constellations, we now turn to the dual construction on
faces. In the last section, the permutations φ = ασ−1, defining the constellation C = [σ, α, φ]
were quite neglected in the construction. This is partially because they are not strictly needed since
σαφ = id =⇒ ασ−1 = φ.
The previous construction focused on ”cyclic orderings” of the half edges around each vertex,
and gluings of those half edges to obtain a connected graph Γ. There is another way of constructing
cellular embeddings which comes from polygon presentations of surfaces. This is likely more famil-
iar to the reader, and therefore more intuitive. The question might be asked, ”why not just use this
more typical example.” One answer would be, the former construction is actually quite standard in
the literature on combinatorial maps. A better answer however is, the combinatorics and the notation
involved in the previous (clockwise) ”cyclic vertex ordering” construction is much more convenient
for later constructions involving medial quivers, surface algebras, and the representation theory that
follows. It will be useful, and sometimes more intuitive to have this second construction though. Let
us begin with the following recipe:
(1) Write φ as a product of disjoint cycles φ1φ2 · · · φp
(2) To each cycle φi of length mi we associate a mi-gon, oriented counterclockwise.
(3) Then we glue the sides of each polygon according to α so that the sides which are glued
have opposite orientation.
(4) From this gluing we obtain a cyclic order of edges σ = φ−1α around each vertex. Note:
α = α−1 since it is required to be an involution. Also, the vertices with cyclic orderings are
the corners of the polygons after gluing.
Example 3.4. Let us once again illustrate by example. Take C = [σ, α, φ] from the previous con-
struction where
σ = σxσy = (1, 2, 3)(4, 5, 6), α = α1α2α3 = (1, 4)(2, 5)(3, 6).
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This implies φ = (162435). This is represented by a counterclockwise oriented hexagon:
φ
f
a
b
c
d
e
xy
x
y x
y
The ”word” associated to the polygon given by φ in most standard texts containing material on
polygon presentations of surfaces is
abcde f ↔ (162435).
The gluing α = (1, 4)(2, 5)(3, 6), then says we must glue the faces:
a↔ d, b↔ e, c↔ f .
Care must be taken to glue sides so that their orientations ”appose” one another so that the surface
obtained is oriented according to the counterclockwise oriented face. The cellularly embedded graph
that we obtain lives on a torus T2. We can determine this purely via the combinatorics by computing
χ(Σ) = |φ| − |α| + |σ| = |φ| − |Γ1| + |Γ0| = 1 − 3 + 2 = 0,
and since χ(Σ) = 2g(Σ) − 2 we have that the genus of Σ is g = 1.
x
y
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3.4. Hypermaps and Bipartite Maps. It is important to not here that if one wishes to construct
bipartite maps so as the restrict to the case of dessins d’enfants, one may proceed in two ways. We
may modify C = [σ, α, φ] by adding 2-cycles to the permutation σ which will corespond to subdi-
viding the edges given by σ, and then redefine α accordingly. The second way is to allow arbitrary
3-constellations and not just those with α a fixed-point free involution. This can be interpreted as σ
being the rotation of edges around black vertices, α being the rotation of edges around white ver-
tices, and (σα) = φ the rotation around the faces. One may then relate this to the theory of triangle
groups and Fuchsian groups. This is not used here, but will become important in later work and
should be noted. For these constructions the reader is referred to [1] §2.1.2 and §3, and to [LZ] §1.5.
One might also look at [S4] §5.
4. Medial Quivers of Combinatorial Maps and Constellations
There is a very natural way of associating a cellularly embedded graph to a quiver, and a quiver
to a cellularly embedded graph. In particular, we can define a bijection of such objects.
Definition 4.1. The way we do this is by choosing the quiver to be the directed medial graph of
the cellularly embedded graph. In particular, for each face φ j of C = [σ, α, φ], we place a vertex
on the interior of each edge of the boundary of φ j. We then connect the vertices counter-clockwise
with arrows. This forms the medial quiver of the constellation, or equivalently of the cellularly
embedded graph.
Example 4.2.
φ1
φ2
φ3
φ4
σ1
σ1
σ2
σ2σ2
σ2
As an example, we have the medial quiver for a triangulation of a torus given by the constellation
φ = (1, 2, 3)(4, 5, 6)(7, 8, 9)(10, 11, 12), α = (1, 5)(2, 12)(3, 4)(6, 7)(8, 10)(9, 11).
It has face cycles given by φ = φ1φ2φ3φ4, and the gluing α identifies the top edges and bottom edges,
as well as the left and right side edges, in the typical way.
5. Surface Algebras
We now introduce the surface algebras, which along with their m-adic completions will be the
main objects of study in what follows.
Let Q = (Q0,Q1, h, t) be a quiver, with the set of vertices Q0, and the set of arrows Q1. There are
two maps,
t, h : Q1 → Q0
taking an arrow a ∈ Q1 to its head ha, and tail ta. This is a refinement of the incidence map for an
undirected graph, and we define
∂a = {∂•a, ∂•a} := {ta, ha}.
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In this case the order is not arbitrary as it would be for undirected graphs. The path algebra of a
quiver Q, denoted kQ, over a field k, is the k-vector space spanned by all oriented paths in Q. It is
an associative algebra, and is finite dimensional as a k-vector space if and only if Q has no oriented
cycles. There are trivial paths i ∈ Q0, given by the vertices, and multiplication in the path algebra is
defined by concatenation of paths, when such a concatenation exists. Otherwise the multiplication
is defined to be zero. More precisely, if p and q are directed paths in Q, and hp = tq, then qp is
defined as the concatenation of p and q. Note, we will read paths from right to left. Let A = kQ.
The vertex span A0 = kQ0 , and the arrow span A1 = kQ1 are finite dimensional subspaces. A0 is a
finite dimensional commutative k-algebra, and A1 is an A0-bimodule. The path algebra then has a
grading by path length,
A = A0〈A1〉 =
∞⊕
d=0
A⊗d.
The path algebra A has primitive orthogonal idempotents {ei}i∈Q0 . Let Ai, j = e jAei be the k-linear
span of paths in Q, from vertex i to j. Let m =
∏∞
d=1 A
⊗d denote the arrow ideal of Q, generated by
the arrows Q1. We will define the complete path algebra to be
A = A0〈〈A1〉〉 =
∞∏
d=0
A⊗d.
We put the m-adic topology on A, with neighborhoods of 0 generated by mn. The elements of A
are all formal linear combinations of paths, including infinite linear combinations. If φ : A → A
is an automorphism fixingA0 then φ is continuous in the m-adic topology, and m is invariant under
such algebra automorphisms.
Definition 5.1. An ideal in the path algebra A will be a two sided ideal generated by linear combina-
tions of paths which share a common starting vertex and terminal vertex in the quiver. The quotient
path algebra of a quiver with relations will be the quotient by this ideal.
Next let us turn to the specific quivers with relations of interest for our current purposes.
Definition 5.2. We will define a free surface algebra to be the path algebra of the medial quiver of
any combinatorial map C = [σ, α, φ].
Definition 5.3. Let Q = (Q0,Q1) be a finite connected quiver. Then we say the bound path algebra
Λ = kQ/I is a surface algebra if the following properties hold:
(1) For every vertex x ∈ Q0 there are exactly two arrows a, a′ ∈ Q1 with ha = x = ha′, and
exactly two arrows b, b ∈ Q1 such that tb = x = tb′.
(2) For any arrow a ∈ Q1 there is exactly one arrow b ∈ Q1 such that ba ∈ I, and there is exactly
one arrow c ∈ Q1 such that ac ∈ I.
(3) For any arrow a ∈ Q1 there is exactly one arrow b′ ∈ Q1 such that b′a < I, and there is
exactly one arrow c′ ∈ Q1 such that ac′ < I.
(4) The ideal I is generated by paths of length 2.
These will be called gentle relations. Such quivers with relations are a very popular class of path
algebras studied in the representation theory of associative algebras. It is important to note that given
a quiver such that every vertex has in-degree and out-degree exactly 2, we may choose several ideals
I such that kQ/I is a (gentle) surface algebra. Such algebras are always infinite dimensional, but they
retain many of the nice combinatorial and representation theoretic properties of finite dimensional
gentle algebras. See for example the preprint [CB4] and references therein for more background on
the representation theory of infinite dimensional string algebras (a class of algebras which includes
gentle surface algebras). The next Theorem indicates how this project started. While attempting
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to count certain indecomposable modules over a class of algebras, it was noticed that associating a
graph to the algebras in an essentially unique way, one could apply Polya theory with some minor
success. Later, it was discovered that the graph constructed for these purposes was simply a dessin
d’enfant. In particular,
Theorem 5.4. There is a unique dessin C = [σ, α, φ] associated to each surface algebra A such that
the following properties hold:
(1) The quiver Q of the surface algebra is the directed medial graph of C = [σ, α, φ].
(2) The cycles of the permutation φ are in one-to-one correspondence with cycles of (gentle)
zero relations I, as described by Definition 5.3.
(3) One can define an action of φ = φ1φ2 · · · φs, on the cycles of relations I = 〈I(φ1), I(φ2), ..., I(φs)〉
as a cyclic permutation on the arrows of each cycle of relations I(φ j).
(4) One can partition the arrows of the quiver Q with respect to σ such that the nonzero simple
cycles of the quiver Q are in one-to-one correspondence with cycles σi of σ.
(5) One may define an action of σ on the partition Q1 = {c(σ1), c(σ2), ..., c(σr)〉} and thus on
the arrow ideal m of A, and on the k-vector space kQ0 giving the arrow span of A. The
action is again by cyclically permuting the arrows in each non-zero cycle ci = c(σi).
(6) The permutation α determines how one may glue nonzero cycles, or equivalently cycles of
relations in order to obtain a (gentle) surface algebra.
(7) Let Q1(σ) = {c(σ1), c(σ2), ..., c(σr)} be the partition of Q1 with respect toσ, and let Q1(φ) =
{I(φ1), I(φ2), ..., I(φs)} be the partition with respect to φ. Let
kQ1(σ) = V1 ⊕ V2 ⊕ · · · ⊕ Vr
where Vi = kc(σi), and let
kQ1(φ) = W1 ⊕W2 ⊕ · · · ⊕Ws
where W j = kI(φ j). Then and action of the absolute Galois group G(Q/Q) on the dessin C =
[σ, α, φ] induces an action on the surface algebra and its quiver. In particular, it induces
an automorphism of the vector spaces kQ1(σ) and kQ1(φ), such that dimk Vi = dimk g · Vi, and
dimk W j = dimk g ·W j for any g ∈ G(Q/Q).
Proof. The proof is simple once one has seen the definition of the medial quiver and the definition
of a surface algebra is then very natural. It is reminiscent of the construction of the Brauer tree
for blocks of group algebras in modular representation theory. We simply note that the ideal of
gentle relations can be partitioned into disjoint cycles in the quiver. They may overlap themselves.
Likewise the nonzero cycles can be partitioned. Once this is done, if one simply defines σ and φ to
be the permutations of Q1 giving these cycles, one gets a dessin. The permutation α can be computed
from σαφ = id, and it simply tells us how to glue the cycles (possibly to themselves in some places).
The statements concerning the actions of σ and φ and the induced automorphisms will be refined in
the following sections and proven there. They will correspond to information given by the center and
noncommutative normalization of the complete surface algebra, and the pullback diagram defining
a dessin order. 
Let us look briefly at a few more examples.
5.1. The Dihedral Ringel Algebra A˜(1).
Example 5.5. Let σ = (1, 2), α = (1, 2), φ = (1)(2). Then the closed surface algebra Λ(c) given by
the constellation c1 = [σ, α, ϕ]0 is given by the graph with one vertex and one loop embedded in the
sphere. In particular Λ(c) = A˜(1) is given by the quiver
•x :: ydd
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and is isomorphic to k〈x, y〉/〈x2, y2〉. This is a classic example from the representation theory of
associative algebras. See for example Ringel’s work [R1]. The genus in this case is then zero.
5.2. A˜(2).
Example 5.6. Let c2 = [σ, α, ϕ]2 be given by σ = (1, 4)(2, 3)α = (1, 3)(2, 4), ϕ = (1, 2)(3, 4), then
χ(c2) = 2 and g(c2) = 0. The embedded graph can be represented by the equator of the sphere with
two vertices on it. The quiver which comes from this graph is
1 2
a1
b1
a2
b2
5.3. A˜(3).
Example 5.7. Let c3 = [σ, α, ϕ]3 be defined by σ = (1, 6, 2, 4, 3, 5), α = (1, 4)(2, 5)(3, 6), ϕ =
(1, 2, 3)(4, 5, 6). Then we have χ(c3) = 1 − 3 + 2 = 0 so g(c3) = 1. The graph embedded on the torus
can be obtained by a gluing of the square to obtain the torus,
the quiver is then,
1

3
11 @@
2ffoo
5.4. A˜(4).
Example 5.8. Let c4 = [σ, α, ϕ]4 be given byσ = (1, 8, 3, 6)(2, 5, 4, 7), α = (1, 5)(2, 6)(3, 7)(4, 8), ϕ =
(1, 2, 3, 4)(5, 6, 7, 8) χ(c4) = 2 − 4 + 2 so g(c4) = 1.
1
  
// 2

4
?? OO
3__ oo
6. Dessin Orders and Surface Orders
In this section we define the Dessin Orders and Surface Orders which are naturally associated
to a dessin, or equivalently to its constellation or surface algebra, and more generally to any graph
cellularly embedded in a Riemann surface. These are particularly useful in defining invariants for the
action of the absolute Galois group on Dessins. The methods are adapted from the classical theory
of R-orders, a standard tool used in modular representation theory of finite groups (see for example
[B1, B2] for an introduction and [R1], [RR], [Ro1, Ro2] for examples of applications outside of
modular representation theory).
6.1. Definitions and Properties.
Definition 6.1. Let R be a commutative ring, which will generally be a Noetherian domain or a
Dedekind domain 1 with field of fractions K, and for a maximal ideal m it has residue field k = R/m.
1A Dedekind domain R is an integral domain such that every localization Rp at a prime ideal p is a discrete valuations
ring. Equivalently, every finitely generated torsion free module is projective, or R is integrally closed and of dimension ≤ 1.
See for example [S1] Proposition 4, pg. 10
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We will generally only work with rings of algebraic integers OK , coming from field extension of
K/Q, the polynomial ring F[x] over a field F, or localizations and completions of these.
Definition 6.2. An R-lattice is a finitely generated projective module over R. In particular, if R is a
Dedekind domain, every R-lattice is finitely generated and torsion free.
Example 6.3. For example, if R = Z, then Z2 is a Z-lattice via addition of ordered pairs. As another
example, let R = C[x, y]/(xy). Then C[x.y]/(xy) is an R-lattice over itself via the action given by
multiplication by x and y, the residues of x and y in R. One can visualize this via the maps of the
bigraded shifts
R
x
{{
y
##
R(−1, 0)
x

R(0,−1)
y

R(−2, 0)
x

R(0,−2)
y

R(−3, 0)
x 
R(0,−3)
y
...
...
Definition 6.4. An R-Order Λ in a k-algebra A is a unital subring of A such that
(1) KΛ = A, and
(2) Λ is finitely generated as an R-module.
Definition 6.5. Let C = [σ, α, φ] be a constellation, and let Γ ↪→ X be the associated graph cellularly
embedded in the compact Riemann surface X. Further, let n(i) = ni = |σi| denote the length of the
cycle σi in the permutation σ = σ1σ2 · · ·σp. Remember, for a constellation C, and the associated
graph Γ, the length of the (nonzero) cycle in the medial quiver Q(C) with gentle relations, which is
associated to σi (and its corresponding vertex of Γ) is just the order of the cycle σi.
(1) For each cycle σi, corresponding to the vertex i ∈ Γ0, we associate a Dedekind domain Ri,
with a maximal ideal mi, and a vertex (Ri-)order, Λ(σi) = Λi.
(2) The vertex order associated to the cycle σi is then given by a matrix R-subalgebra of
Matni×ni (Ri).
Λi =

Ri mi mi · · · mi mi
Ri Ri mi · · · mi mi
Ri Ri Ri · · · mi mi
...
...
...
. . .
...
...
Ri Ri Ri · · · Ri mi
Ri Ri Ri · · · Ri Ri

n(i)
In general, Λi is a hereditary order if Ri is local. 2.
(3) Let Λ(k,k)i denote the (k, k) entry of Λi (in Ri).
2Recall, an algebra, or an order, is hereditary if no module has a minimal projective resolution greater than length one.
This means the projective dimension of any module is no greater than one, and therefore the global dimension of the algebra
is at most one.
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(4) For each 1 ≤ k ≤ ni let
Pi,1 :=

Ri
...
Ri
Ri
Ri
...
Ri
Ri

, P(σi) = σi · Pi,1 :=

mi
Ri
...
Ri
Ri
...
Ri
Ri

, · · · , P(σk−1i ) = Pi,k =

mi
...
mi
Ri
Ri
...
Ri
Ri

, · · · , Pi,ni :=

mi
...
mi
mi
mi
...
mi
Ri

where the kth entry is the first entry equal to Ri for Pi,k = σk−1i · Pi,1 = P(σk−1i ).
The modules {Pi,k : 1 ≤ k ≤ ni} give a complete set of non-isomorphic indecomposable projective
(left) Λi-modules, with the natural inclusions
Pi,1 ←↩ Pi,2 ←↩ · · · ←↩ Pi,ni−1 ←↩ Pi,ni ←↩ Pi,1.
where the final map is given by left-multiplication by mi. If we identify Pi,k with the edge eik =
ek(σi), where σi = (ei1, e
i
2, ..., e
i
ni ) is a cyclic permutation, then the chain of inclusions can be inter-
preted in terms of the cycle σi. From the embedding Γ ↪→ X given by the constellation C = [σ, α, φ],
this can be interpreted as walking clockwise around the vertex of σi. We will take Pi,k = Pi,k+ni , and
each eik is multiplied by the automorphism σi, i.e. there is some multiplication by a power of mi
involved. In particular, multiplication by
σi =

0 0 0 · · · 0 mi
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0

ni
cyclically permutes the indecomposable projective Λi-modules Pi,k, and it induces an automorphism
of the matrix algebra Λi which we also call σi. Now, for each pair of cycles σi, σ j ∈ S [2m] of σ, we
fix an isomorphism
Ri/mi  R j/m j .
Identifying all such rings, let k = Ri/mi for all σi ∈ Γ0. Let pii : Ri → k be a fixed epimorphism with
kernel mi a maximal ideal of Ri. Now, we have a pull-back diagram
Ri, j
p˜ii //
p˜i j

Ri
pii

R j pi j
// k
which is in general different and non-isomorphic for different choices of pii and pi j.
Definition 6.6. Let N(Λ) = ∏σi∈Γ0 Λi. Let eik be an edge around σi, and let αi, jk,l = (eik, e jl ) be a
2-cycle of the fixed-point free involution α of C = [σ, α, φ] giving the end vertices σi and σ j of the
edge eik ≡ e jl under the gluing identifying the half-edges eik and e jl . It is possible that σi = σ j if αi, jk,l
defines a loop at the vertex σi in Γ. We replace the product Λ
(k,k)
i × Λ(l,l)j in Λi × Λ j with Ri, j. This
identifies the (k, k) entry of Λi with the (l, l) entry of Λ j, modulo mi, j, the ideal of Ri, j given via the
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pullback of mi and m j. Doing this for all edges of Γ, we get the Surface Order Λ := Λ(C) = Λ(Γ)
associated to the constellation C, or equivalently to the embedded graph Γ ↪→ X. We will call Λ
a Dessin Order if the constellation C gives a dessin. We will call the hereditary order
∏
σi Λi the
normalization of the order Λ.
Proposition 6.7. The indecomposable projective Λ-modules are in bijection with the 2-cycles (eik, e
j
l ) =
α
i, j
k,l, of α ∈ S 2m for the constellation C = [σ, α, φ]. Equivalently, the indecomposable projectives
are in bijection with the edges Γ1. We label them as Pe for α
i, j
k,l = e = (e
i
k, e
j
l ) ∈ Γ1 attached to the
vertices σi and σ j.
7. The Gel’fand-Ponomarev Algebra
Example 7.1. In the highly influential paper [GP], Gel’fand and Ponomarev investigated the inde-
composable representations of the Lorentz group, which is equivalent to classifying the ”Harish-
Chandra modules” of the Lie algebra sl2. They used methods now standard in the representation
theory of so-called string algebras. Since 2(C) is the Lie algebra of both the Lorentz group and
SL2(C), they study representations of sl2(C), as well as the Lie algebra su2 of the maximal compact
subgroup SU2 ⊆ SL2(C). Note, sl2(C) = su2 ⊗C. In [FH] one sees the following diagram for sl2(C)
· · ·
X
// Vα−4
H

X
//
Y
uu
Vα−2
H

X
//
Yss
Vα X
//
Yss
H

Vα+2
H

X
//
Ytt · · ·
Yss
with the typical basis,
H+ =
(
0 1
0 0
)
, H− =
(
0 0
1 0
)
, H3 =
(
1 0
0 −1
)
In their study of Harish-Chandra modules3, they asked the following question: Let k, be a field and
let V1 and V2 be finite dimensional k-vector spaces. Suppose we have nilpotent operators
H+ : V1 → V2, H− : V2 → V1, H3 : V2 → V2
such that YZ = 0 = ZX. Fix a basis of V1 and V2 and classify all canonical forms of H± and H3. If
we take instead
V = V1 ⊕ V2, X =
(
H− 0
0 H+
)
, Y =
(
0 H3
0 0
)
then this is equivalent to classifying all representations of the following path algebra:
I = 〈xy, yx〉, Λ = kQ/I,
•x :: y
zz
The surface algebra is then k〈x, y〉/〈xy, yx〉  k[x, y]/(xy). We may then take the dessin order to be
3It seems very likely under the construction given here that the Bruhat-Tits Building mentions by Serre in [S4] for SL2
in II §1.1 is closely related to the universal cover of the surface algebras being a directed four regular tree, and the Gel’fand-
Ponomarev algebras in some sense being a product of two free (noncommutative) associative algebras and being closely
related to the Lie algebra sl2(C).
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Λ = R1,2 = k[x, y]/(xy) which has normalization R1×R2 = k[x]×k[y], with maximal ideals m1 = (x)
and m2 = (y) respectively. Fixing an isomorphism R1/m1 = k → k = R2/m2, we get a gluing
R1,2 = k[x, y]/(xy) //

k[y]

k[x] // k
The completion of the path algebra Λ = kQ/I is then Λ̂ = k[[x, y]]/(xy).
8. Some Examples
Example 8.1. Let Ri = k[[xi]] have maximal ideal mi = (xi), with residue field k = Ri/mi. Let Γ be
the genus zero graph,
σ1
α1
σ2
α2
σ3
α3
σ4
given by the constellation C = [σ, α, φ] such that σ = (1)(2, 3)(4, 5)(6) = σ1σ2σ3σ4, and α =
(1, 2)(3, 4)(5, 6) = (e1)(e2)(e3). We have then that
N(Λ) =
{(
R1
)
,
(
R2 m2
R2 R2
)
,
(
R3 m3
R3 R3
)
,
(
R4
)}
=
4∏
i=1
Λi
This is contained in the matrix algebra
Mat1×1(k[[x1]]) ×Mat2×2(k[[x2]]) ×Mat2×2(k[[x3]]) ×Mat1×1(k[[x4]]).
We then have the congruences of diagonal entries modulo
m = (xix j)i, j = (x1x2, x1x3, x1x4, x2x3, x2x4, x3x4)
We then have
Λ =
R1,2 m2 0R2 R2,3 m30 R3 R3,4

We have the following diagrams
k[[x1, x2]]/(x1x2) //

k[[x1]]

k[[x2, x3]]/(x2x3) //

k[[x2]]

// k
k[[x3, x4]]/(x3x4) //

k[[x3]]

// k
k[[x4]] // k
which gives us
R1,2 = k[[x1, x2]]/(x1x2), R2,3 = k[[x2, x3]]/(x2x3), R3,4 = k[[x3, x4]]/(x3x4).
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Notice, the equalities in k = Ri/mi (i.e. equalities of residues modulo mi) are given by α in the
constellation C = [σ, α, φ]. We then get a pullback diagram
Λ
pi1 //
ι1

Λ/ rad(Λ) = k3

N(Λ)
pi2
// N(Λ)/ rad(N(Λ) = k6
where N(Λ) = ∏4i=1 Λi, Λi = k[[xi]] for i = 1, ..., 4 and mi = (xi) = rad(k[[xi]]), so that rad(Λ1) =
k = rad(Λ4) and rad(Λ2) = k × k = radk(Λ3); and rad(Λ)) = k × k × k. The automorphisms given
by σ2 and σ3 on Λ2 and Λ3 are (
0 (x2)
1 0
)
, and
(
0 (x3)
1 0
)
We can think of this as a gluing of the matrix algebra N(Λ) as in the following diagram over
N(Λ)
N(Λ) =
{(
R1
)
,
(
R2 m2
R2 R2
)
,
(
R3 m3
R3 R3
)
,
(
R4
)}
=
4∏
i=1
Λi
R1 R2 (x2) R3 (x3)
R2 R2 R3 R3 R4
α1
σ2 σ3α2
α3
Further, this is exactly the completion of the surface algebra associated to the graph
σ1
α1
σ2
α2
σ3
α3
σ4
In particular, we have the following quiver with relations
I = 〈ba, cb, dc, ed, f e, a f 〉,
•xa 77
b
55 •y
d
55
g
uu •z
f
uu
e
yy
Example 8.2. Let us look at the torus dessin given by C = [σ, α, φ] where
σ = (1, 2, 3)(4, 5, 6), α = (1, 4)(2, 5)(3, 6)
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x
y
We have the automorphisms of Λi and Λ2:0 0 σ11 0 00 1 0

0 0 σ21 0 00 1 0

we may represent the action of σα = φ−1 as the product

0 0 σ1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 σ2
0 0 0 1 0 0
0 0 0 0 1 0


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

•

k[[x1]] (x1) (x1) 0 0 0
k[[x1]] k[[x1]] (x1) 0 0 0
k[[x1]] k[[x1]] k[[x1]] 0 0 0
0 0 0 k[[x2]] (x2) (x2)
0 0 0 k[[x2]] k[[x2]] (x2)
0 0 0 k[[x2]] k[[x2]] k[[x2]]

This gives the following diagram,
k[[x1]] (x1) (x1) k[[x2]] (x2) (x2)
k[[x1]] k[[x1]] (x1) k[[x2]] k[[x2]] (x2)
k[[x1]] k[[x1]] k[[x1]] k[[x2]] k[[x2]] k[[x2]]
If we allow σ2 to act on Λ2 via left multiplication,0 0 σ21 0 00 1 0
 •
k[[x2]] (x2) (x2)k[[x2]] k[[x2]] (x2)k[[x2]] k[[x2]] k[[x2]]

this permutes the projective modules over Λ2
P(σ2)→ P(σ22)→ P(σ32)→ P(σ2)
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This gives a new gluing via α = (1, 5)(2, 6)(3, 4) corresponding to the permutation matrix

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0

we may represent the action of σα = φ−1 as the product

0 1 0 0 0 0
0 0 0 0 0 0
σ1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 σ2 0 0


0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0

•

k[[x1]] (x1) (x1) 0 0 0
k[[x1]] k[[x1]] (x1) 0 0 0
k[[x1]] k[[x1]] k[[x1]] 0 0 0
0 0 0 k[[x2]] (x2) (x2)
0 0 0 k[[x2]] k[[x2]] (x2)
0 0 0 k[[x2]] k[[x2]] k[[x2]]

This can be pictured via the new diagram,
k[[x1]] (x1) (x1) k[[x2]] (x2) (x2)
k[[x1]] k[[x1]] (x1) k[[x2]] k[[x2]] (x2)
k[[x1]] k[[x1]] k[[x1]] k[[x2]] k[[x2]] k[[x2]]
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Suppose we have a dessin [σ, α, φ], with σ = σ1 · · ·σp. The projective modules may be repre-
sented by their Loewy diagrams
x
σr
ww
σr
''
σr x
σr

σsx
σs

σ2r x
σr

σ2s x
σs

σ3r x
σr 
σ3s x
σs
...
σr

...
σs

σlcm(|σr |,|σs |)r x = x
σs

σlcm(|σr |,|σs |)s x = x
σs

...
...
where x ∈ Q0 is some vertex in the quiver of the dessin, or equivalently some edge in the graph Γ.
The two ”arms” if the projective correspond to two cycle of edges around two vertices of Γ starting
at the edge x ∈ Γ1. Equivalently, they correspond to two nonzero cycles in the quiver starting at the
vertex x ∈ Q0.
Notice, the two arms meat back up at ”x” after lcm(|σr |, |σs|) many applications of σr and σs.
Let us illustrate this by example. Take the algebra and dessin order given by the torus dessin C =
[σ, α, φ] where
σ = (1, 2, 3)(4, 5, 6), α = (1, 4)(2, 5)(3, 6)
Then the dessin order has normalization
N(Λ) = Λ1 × Λ2 =

R1 m1 m1R1 R1 m1R1 R1 R1
 ×
R2 m2 m2R2 R2 m2R2 R2 R2

 ⊂Mat3×3(R1) ×Mat3×3(R2)
and the dessin order is given by gluing the diagonals as in Example 8.2. The indecomposable
projective modules of Λ1 and Λ2 are
R1R1R1
 ,
m1R1R1
 ,
m1m1R1

 and

R2R2R2
 ,
m2R2R2
 ,
m2m2R2


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In terms of the surface algebra, we have the projectives
P(1, 4) =

(1, 4)
2 5
3 6
1 4
2 5
3 6
...
...

, P(2, 5) =

(2, 5)
3 6
1 4
2 5
3 6
1 4
...
...

, P(3, 6) =

(3, 6)
1 4
2 5
3 6
1 4
2 5
...
...

with uniserial radicals U(1), ...,U(6) given by the left and right column of the Loewy series for the
projectives in each matrix.
For concreteness of examples, we will take the dessin order Λ associated to a constellation C =
[σ, α, φ] to be the completed path algebra of the surface algebra associated to C.
9. Basic Invariants of G(Q/Q)
In this section we compute the center of dessin orders and surface algebras, as well as the (non-
commutative) normalizations. We then prove that these are invariant under the action of the absolute
Galois group on dessins. Let C = [σ, α, φ] and let Λ be the associated dessin order. Denote byZ(Λ)
the center, and N(Λ) the normalization.
Theorem 9.1. Suppose two constellations C = [σ, α, φ] and C′ = [σ′, α′, φ′] lie in the same orbit
under the action of G(Q/Q). Further, let Λ and Λ′ be their associated (completed) surface algebras.
Then the following isomorphisms hold.
(1) Z(Λ)  Z(Λ′)
(2) N(Λ)  N(Λ′)
Lemma 9.2. Suppose
A = kQ/I = A0〈A1〉 =
∞⊕
d=0
A⊗d
is the path algebra of the constellation C = [σ, α, φ], where σ = σ1σ2 · · ·σr. It has primitive
orthogonal idempotents {ei}i∈Q0 . Let Ai, j = e jAei be the k-linear span of paths in Q, from vertex i to
j. Let m =
∏∞
d=1 A
⊗d denote the arrow ideal of Q, generated by the arrows Q1. We have then that
the complete path algebra is
Λ = A0〈〈A1〉〉 =
∞∏
d=0
A⊗d
Then
(1)
Z(Λ)  A0 · k[[z1, z2, ..., zr]]/(ziz j)i, j
and
(2)
N(Λ) 
∏
σi
i=1,...,r
kA˜eq|σi |
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where kA˜eq|σi | is the completion of the hereditary algebra given by the quiver path algebra,
kA˜eq|σi | :
x1
x2x|σi |
xk
xk−1xk+1
a1
akak+1
a|σi |
Proof. (1) Let σi be the cycle of σ associated to the ith nonzero cycle in the quiver Q/I. Say σi
corresponds to the arrows {a1, a2, ..., an(i)}, where ni = |σi|. Choosing a distinguished arrow,
say a1, let σki be identified with ck = akak−1 · · · a1anan−1 · · · ak+1, the cyclic permutation of
the arrows in the cycle of σi. Let zi =
∑ni
k=1 ck. Then zi commutes with any arrow b ∈ Q1.
Indeed,
bzi = b(c1 + c2 + · · · + cni )
= bc1 + bc2 + · · · + bcni
and
bck = bakak−1 · · · a1anan−1 · · · ak+1
, 0 ⇐⇒ hak = tb, b ∈ σi
⇐⇒ b = ak+1.
From this we gather bck = ckb and therefore bzi = zib. Thus, the ideal
k〈〈z1, z2, ..., zr〉〉 ⊂ Λ,
is commutative with all paths in Q/I, ziz j = 0 if and only if i , j, and so Z(Λ)  A0 ·
k[[z1, z2, ..., zr]]/(ziz j)i, j.
(2) This follows from the definitions. In particular, for kA˜eq|σi |, the completion is given by the
hereditary order Λi.

Proof. (Proof of Theorem 9.1): First, the cycle types of the constellation C = [σ, α, φ] are known
invariants of the action of the absolute Galois group. From the structure ofZ(Λ) andN(Λ) given in
the definition of dessin orders, normalizations, and from the previous Lemma, we can now see that
Z(Λ) and N(Λ) are invariants of this action on Λ as well. 
Alone, this does not seem to provide any significant new results for dessins aside from a reinter-
pretation of the cycle types of [σ, α, φ] into representation theoretic language. We will study how
these invariants along with projective resolutions of simple modules recover the dessin entirely and
how each encodes the information of [σ, α, φ]. These invariants give some interesting implications
in the representation theory of the surface algebras and dessin orders as well.
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Example 9.3. Take Λ to be the completion of the surface algebra from the following quiver with
relations
I = 〈ba, cb, dc, ed, f e, a f 〉,
•xa 77
b
55 •y
d
55
g
uu •z
f
uu
e
yy
The we haveZ(Λ)  A0 · k[[z1, z2, z3, z4]]/(ziz j)i, j, and
N(Λ)  kA˜eq1 × kA˜eq2 × kA˜eq2 × kA˜eq1 .
10. Projective Resolutions of Simple Modules
We now turn to some more complicated results. Here we will prove that projective resolutions of
simple modules over the dessin order Λ completely recover the dessin, without any other information
required. We give an explicit description of such resolutions and we show classifying dessin orders
with given normalization is equivalent to classifying dessins with given monodromy group.
In this section we denote by P• a complex of projective modules
· · · → P−1 → P0 → P1 → · · ·
over some algebra Λ. Let Λ = Λ(C) be an order given by the constellation C = [σ, α, φ].
Theorem 10.1. (1) The indecomposable projective modules Pe = Pαi, jk,l have radical
rad(Pe) = U(σk+1i ) ⊕ U(σl+1j )
where U(σqp)  Pp,q ∈ Mod(N(Λp)) is an indecomposable uniserial Λ-module and an
indecomposable projective N(Λ)-module.
(2) The minimal projective resolution of the simple module S (αi, jk,l) = S (e
i
k, e
j
l ) of Λ, correspond-
ing to the vertex αi, jk,l = (e
i
k, e
j
l ) of Q (or equivalently the edge of the same labeling in Γ(C)
connecting vertex σi and σ j in Γ), is infinite periodic. In particular the period p of the
minimal resolution P•(αi, jk,l) = P
• → S (αi, jk,l) is exactly the least common multiple,
p(P•(i, j)) = lcm{| Oφ(eik)|, | Oφ(e jl )|}.
where Oφ(eik) and Oφ(e jl ) are the orbits under the action of φ of eik and e jl on the two anti-
cycles (or relations in I) passing through the vertex αi, jk,l.
(3) The differentials in the minimal projective resolution of the simple module S (αi, jk,l), d
m :
Pm → Pm+1,
P•(αi, jk,l) : · · · → Pm → Pm+1 → · · ·
are given by multiplication by the matrix
dm :=
(
a(φm · eik) 0
0 a(φm · e jl )
)
.
where a(φmeik) ∈ Q1 is the arrow with ta = φmeik and ta(φm · e jl ) = φm · e jl .
(4) The syzygies Ωm(αi, jk,l) = ker(d
m) are of the form
Ωm(αi, jk,l) = U(φ
meik)) ⊕ U(φme jl ))
The uniserial modules at the vertex φmeik and φ
me jl which are annihilated by left multiplica-
tion by the arrows associated to P(φm−1i · eik)→ P(φmi · eik) and P(φm−1i · e jl )→ P(φmi · e jl ) by
definition of the relations I.
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This will be useful later when explaining how to recover a graph embedded in a Riemann surface
entirely in terms of the projective resolutions of the simple modules.
Proof. (1) First, αi, jk,l = (e
i
k, e
j
l ) = e, and with fixed labeling of the edges of Γ(C), we have
eik = σ
k−1
i · ei1, and e jl = σl−1j · e j1, given by the automorphism
σki :=

0 0 · · · 0 σi
1 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
0 0 · · · 1 0

k
So, σi acts on the algebra Λ by left multiplication of eij−1 (and therefore a
i
j−1) by the arrow
σiaij−1 = a
i
j in the quiver Q(Λ). Notice, this multiplication is always nonzero since σi =
(ei1, e
i
2, ..., e
i
ni ) is a cyclic permutation around the vertex it corresponds to in Γ(C), and there
is by definition a unique arrow by which σ acts on a given idempotent eij−1 (and on a
i
j−1)
lying on this cycle corresponding to the hereditary order Λi in the pullback diagram defining
Λ(C).
(2) Let P(αi, jk,l) be the projective cover of S (α
i, j
k,l). From the desription of the radical of P(α
i, j
k,l) as
the two uniserial modules inN(Λ) corresponding to the idempotentsσ·eik andσ·e jl in Λi and
Λ j respectively, the next term in the resolution is the direct sum of the two indecomposable
projective covers P(φ · eik) and P(φ · e jl ) in Mod(Λ). Clearly the kernel of the covering
P(φ · e jl )→ U(φ · e jl ) is exactly the uniserial U(φ2 · e jl ), and its projective cover is P(φ2 · e jl ).
The kernel of this covering is U(φ3 · ·e jl ). This pattern continues also for φeik, and the terms
Pm in the resolution are
P(φmeik) ⊕ P(φme jl ).
So the terms have indecomposable direct summands which cycle through the orbit of eik
and e jl under the action of φ. The orbits are anti-cycles in I, the ideal of relations of the
surface algebra, and the place at which the two cycle meet up at αi, jk,l = (e
i
k, e
j
l ) is exactly
p = lcm{| Oφ(eik)|, | Oφ(e jl )|.
(3) Since the kernel of the cover of a uniserial P(αi, jk,l) → U(eik) is exactly U(σe jl ) and it is
embedded in P(αi, jk,l) as a submodule via multiplication by the arrow a : ha = σe
i
k, we get
that the differential is indeed,
dm :=
(
a(φm · eik) 0
0 a(φm · e jl )
)
.
(4) This now follows from (1) − (3).

Corollary 10.2. Classifying all 3-constellations with a fixed cycle types [λ1, λ2, λ3] is equivalent to
classifying all dessin orders with the same normalization, or equivalently all surface algebras with
the same cycle decomposition with respect to σ or φ. In particular, the resolutions of simple modules
over Λ completely encode the information given by [σ, α, φ]. The normalization completely encodes
σ, and the pullback diagram completely encodes the information given by α.
Example 10.3. Let C = [σ, α, φ] be given by
σ = (1, 4)(2, 3), α = (1, 3)(2, 4), φ = (1, 2)(3, 4),
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then χ(C) = 2 and g(C) = 0. The embedded graph can be represented by the equator of the sphere
with two vertices on it. Or, if we embed it in the plane:
φ2 = (3, 4)
σ2 = (2, 3) φ1 = (1, 2) σ1 = (1, 4)
α1=(1,3)
α2=(2,4)
The quiver which comes from this graph is
α1 = (1, 3)
α2 = (2, 4)
a1b1 a2 b2
The associated matrix data is
Λ =
k[[x]] (x) 0k[[x]] k[[x, y]]/(xy) (y)0 k[[y]] k[[y]]

With normalization
N(Λ) =
{(
λ11 x · λ12
λ21 λ22
)
×
(
µ11 x · µ12
µ21 µ22
) ∣∣∣∣∣∣ λi j ∈ k[[x]], µkl ∈ k[[y]]
}
The projective resolution of the simple S (α1) has the following form
· · · // P(α2) ⊕ P(α2)
a1 00 b1

// P(α1) ⊕ P(α1)
a2 00 b2

// P(α2) ⊕ P(α2)
a1 00 b1

// P(α1) // S (α1)
11. More Examples of Resolutions of Simple Modules
Let us illustrate once more by a few examples.
Example 11.1. We will compute the center and normalization, and describe some of the projective
resolutions of simple modules of several dessin orders corresponding to two dessins in the the same
orbit of G(Q/Q), and two others in a different orbit.
We first compute the projective resolutions of the simple modules, which give us the information
for φ as well as α. Let us use the following shorthand for the indecomposable projective module
P(e) corresponding to an edge of Γ, we identify e = (eik, e
j
l ) = α
i, j
k,l. Let C1 = [σ, α, φ], where
• σ = (1)(2, 3)(4, 5)(6, 7, 8, 9)(10)(11)(12, 13)(14)
• α = (1, 2)(3, 4)(5, 6)(7, 10)(8, 11)(9, 12)(13, 14)
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σ8 σ7
σ5 σ4 σ3 σ2 σ1
σ6
and let S (e) = S (α1) = S (1, 2) be the simple module at the edge e = (1, 2). Then the resolution
has the following form
(1, 2) (13, 14) (13, 14) (7, 10) (7, 10) (1, 2) (3, 4)
(1, 2) (3, 4) (13, 14) (9, 12) (7, 10) (5, 6)
(3, 4) (5, 6) (9, 12) (8, 11) (5, 6) (3, 4)
(5, 6) (9, 12) (8, 11) (8, 11) (3, 4) (1, 2)
(9, 12) (13, 14) (8, 11) (7, 10) (1, 2) (1, 2)
We also have the following gluing diagram of matrix algebras.
R8
R7 m7
R7 R7
R5 R4 m4 m4 m4
R4 R4 m4 m4 R3 m3 R2 m2
R4 R4 R4 m4 R3 R3 R2 R2 R1
R4 R4 R4 R4
R6
σ7
σ4
σ24 σ3 σ2
σ34
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For C2 = [σ, α, φ], where
• σ = (1)(2, 3)(4, 5)(6, 7, 8, 9)(10)(11)(12, 13)(14)
• α = (1, 2)(3, 4)(5, 6)(7, 12)(8, 11)(13, 14)(9, 10)
we have
σ6
σ5 σ4 σ3 σ2 σ1
σ8 σ7
Now, the resolution of the simple module S (1, 2) has the following form,
(1, 2) (7, 10) (8, 11) (13, 14) (9, 12) (1, 2) (3, 4)
(1, 2) (3, 4) (8, 11) (8, 11) (9, 12) (5, 6)
(3, 4) (5, 6) (8, 11) (9, 12) (5, 6) (3, 4)
(5, 6) (7, 10) (9, 12) (13, 14) (3, 4) (1, 2)
(7, 10) (7, 10) (13, 14) (13, 14) (1, 2) (1, 2)
The corresponding gluing diagram of matrix algebras is:
R6
R4 m4 m4 m4
R5 R4 R4 m4 m4 R3 m3 R2 m2
R4 R4 R4 m4 R3 R3 R2 R2 R1
R4 R4 R4 R4
R7 m7
R8 R7 R7
σ4
σ4 σ2 σ2
σ4
σ7
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Let C3 correspond to,
σ8
σ5 σ4 σ7 σ3 σ2 σ1
σ6
So, C3 = [σ, α, φ], where
• σ = (1)(2, 3)(4, 5)(6, 7, 8, 9)(10)(11)(12, 13)(14)
• α = (1, 2)(3, 4)(5, 12)(7, 10)(8, 11)(9, 14)(6, 13)
The resolution of S (1, 2) is,
(1, 2) (9, 14) (9, 14) (7, 10) (6, 13) (1, 2) (3, 4)
(1, 2) (3, 4) (9, 14) (8, 11) (6, 13) (5, 12)
(3, 4) (5, 12) (8, 11) (8, 11) (5, 12) (3, 4)
(5, 12) (6, 13) (8, 11) (7, 10) (3, 4) (1, 2)
(6, 13) (9, 14) (7, 10) (7, 10) (1, 2) (1, 2)
R8
R4 m4 m4 m4
R5 R4 R4 m4 m4 R7 m7 R3 m3 R2 m2
R4 R4 R4 m4 R7 R7 R3 R3 R2 R2 R1
R4 R4 R4 R4
R6
σ4
σ4 σ7 σ3 σ2
σ4
Now let C4 correspond to,
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σ5
σ8 σ7 σ4 σ3 σ2 σ1
σ6
So, C4 = [σ, α, φ], where
• σ = (1)(2, 3)(4, 5)(6, 7, 8, 9)(10)(11)(12, 13)(14)
• α = (1, 2)(3, 4)(5, 6)(7, 10)(8, 12)(9, 11)(13, 14)
Then we have the resolution of S (1, 2),
(1, 2) (9, 11) (8, 12) (7, 10) (7, 10) (1, 2) (3, 4)
(1, 2) (3, 4) (8, 12) (13, 14) (7, 10) (5, 6)
(3, 4) (5, 6) (13, 14) (13, 14) (5, 6) (3, 4)
(5, 6) (9, 11) (13, 14) (8, 12) (3, 4) (1, 2)
(9, 11) (9, 11) (8, 12) (7, 10) (1, 2) (1, 2)
R5
R8 R7 m7 R4 m4 m4 m4
R7 R7 R4 R4 m4 m4 R3 m3 R2 m2
R4 R4 R4 m4 R3 R3 R2 R2 R1
R4 R4 R4 R4
R6
σ4
σ4 σ3 σ2
σ4
In all four cases, we haveZ(Λ)  A0 · k[[z1, ...z8]]/(ziz j)i, j, and
N(Λ) 
4∏
n=1
(
kA˜eq1
)
×
3∏
n=1
(
kA˜eq2
)
×
(
kA˜eq4
)
SURFACE ALGEBRAS I: DESSINS D’ENFANTS, SURFACE ALGEBRAS, AND DESSIN ORDERS 33
However, it is known that C1 and C2 lie in a quadratic Galois orbit, as do C3 and C4. In other
words the center and normalization are necessarily isomorphic if two dessins lie in the same orbit,
but an isomorphism does not imply they are in the same orbit. This is where the pull-back diagrams
and the projective resolutions come in handy. In particular, Let A(n) = kA˜eqn be the completion of the
hereditary algebra. We mentioned in the definition of the pull-back diagrams defining dessin order
that different choices of pip and piq may lead to nonisomorphic orders. This is where the information
given by α lies, in the choices of pip and piq
Rp,q
p˜ip //
p˜iq

Rp
pip

Rq piq
// k
which is in general different and non-isomorphic for different choices of pip and piq. In the case of
completions of path algebras for the above four dessins, the diagrams are of the form
Λ
pi2 //
pi1

Λ/ rad(Λ) = k7
piq

N(Λ)
pip
// N(Λ)/ rad(N(Λ)) = k14
for all four dessins.
Example 11.2. Let us return to the constellation c4 = [σ, α, ϕ]4, given by
σ = (1, 8, 3, 6)(2, 5, 4, 7), α = (1, 5)(2, 6)(3, 7)(4, 8), ϕ = (1, 2, 3, 4)(5, 6, 7, 8)
χ(c4) = 2 − 4 + 2, g(c4) = 1.
The symmetry of this dessin is reflected in the projective resolutions. In particular, they are all
infinite periodic of period 4. Let us choose the following labeling,
1
  
// 2

4
?? OO
3__ oo
Let S (1, 5) = S (1) be the simple module corresponding to vertex 1 in the quiver with relations.
Then the projective resolution has the following form
S (1)← P(1)← P(2) ⊕ P(2) ← P(3) ⊕ P(3)← P(4) ⊕ P(4)← P(1) ⊕ P(1)← P(2) ⊕ P(2) · · ·
The dessin can be embedded on the torus as follows,
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(1, 8, 3, 6)
(1, 8, 3, 6)
(2, 5, 4, 7)
(2, 5, 4, 7)
(1, 8, 3, 6)
(1, 8, 3, 6)
(1, 2, 3, 4) (5, 6, 7, 8)
In our shorthand given in terms of α from previous examples, the resolutions looks like,
S (1, 5)← (1, 5)← (2, 6) ⊕ (2, 6) ← (3, 7)⊕(3, 7)← (4, 8)⊕(4, 8)← (1, 5)⊕(1, 5)← (2, 6) ⊕ (2, 6) · · ·
The pull-back diagram for the dessin order is,
Λ //

Λ/ rad(Λ) = k4

N(Λ) // N(Λ)/ rad(N(Λ)) = k8
where N(Λ) =
(
kA˜eq4
)
×
(
kA˜eq4
)
.
12. Recollections on Number Fields, p-adic Completions, and Adeles
Let Qp be the p-adic numbers for some prime p ∈ Z, i.e. all sequences of the form∑
k∈Z
ak pk
where such sums are bounded below, i.e. there is some m ∈ Z such that ak = 0 for all k < m. The
coefficients ak are from the finite field Fp = Z /pZ. Let Zp be the p-adic integers. This is a subring
of the field Qp. Note, Qp is the field of fractions of Zp. In the p-adic norm Np, we have
Np
∑
k∈Z
ak pk
 = p−m
where m = min{k ∈ Z : ak , 0}. Further,
Zp = lim←− Z /p
k Z
Recall, any completion of Q is of the form Qp, or R. We then have the adeles (of Q),
AQ 
(
Ẑ ⊗Z Q
)
× Q∞ =
(
Ẑ ⊗Z Q
)
× R
where Ẑ =
∏
p prime Zp is the profinite completion of the integers, and we have elements of the form
(( fp), f∞) ∈ AQ, with ( fp) a sequence with finitely many fp < Zp, and f∞ ∈ R. We think of R as
the completion of Q with respect to the usual norm which will be denoted by N∞. Now, give Q the
discrete topology, R its usual topology with respect to N∞, and Ẑ the direct product topology. This
induces a topology on AQ. There is a diagonal embedding Q ↪→ AQ and
Q \AQ  Ẑ × (R /Z)
Note, if we define the ring of integral adeles to be the product
AZ = Ẑ × R
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then we may define the (full) ring of adeles to be
AQ = AZ ⊗Z Q .
Suppose K/Q is a finite field extension and OK its ring of integers. This means OK are elements
α ∈ K such that f (α) = 0 for some monic polynomial f ∈ Z[x]. If K/Q is Galois, then K is the
splitting field of some monic polynomial f ∈ Q[x], and we denote the Galois group by G(K/Q).
Any ideal of OK factors uniquely into prime ideals so that that for every prime p ∈ Z we have
pOK =
r∏
i=1
pi
If the pi are distinct then the extension K/Q is said to be ”unramified at p”, or sometimes ”p is
unramified”. If the primes are not distinct we may write
pOK = pa11 pa22 · · · parr
where each ai ∈ Z≥1. If any of the ai > 1, we say p ∈ Z is ramified, or that ”the field extension
K/Q is ramified over p”. We call the vector a := (a1, a2, ..., ar) ∈ Zr≥1 the ramification type at p.
To every such a ∈ Zr≥1 we may order the factors paii so that a1 ≥ a2 ≥ · · · ≥ ar, and we may then
associate a partition or a Young diagram to p. For the terminology on Young diagrams and the
texts [F] and [FH] are recommended.
For a number field K, we define the adeles of K, denoted AK as follows. First, let OK be the
completion of the ring of integers in K. LetP be the set of places, i.e. the set of equivalence classes
of norms on OK . Let P ⊂ P be the set of archimedean places. We can identify N ∈ P\P with a
prime ideal p of OK , in which case we can define the completion as the product of local rings,
OK =
∏
p∈P\P
Op .
Let KN for N ∈P be the formal completion of K at the norm N. For any N ∈ P we have KN  R or
C. Otherwise KN is a local field (a generalization of Qp) and OK,N is open in KN and compact with
all elements α ∈ OK,N satisfying N(α) ≤ 1. Similar to the case where Q is the field of fractions of Z,
i.e. the localization at all nonzero n ∈ Z, we may take K to be the localization of OK at all nonzero
elements x ∈ OK . Furthermore, similar to the case of Qp and Zp, we define the integral adeles
AOK = OK ×
∏
N∈P
KN
and the (full) ring of adeles over K is then
AK = AOK ⊗OK K.
13. Important Cases of Surface Orders
13.1. Algebraic Curves.
Definition 13.1. An algebraic curve X for us will be an irreducible, complete, and nonsingular
algebraic variety of dimension one. We will let k(X) denote its field of rational functions, which will
be an extension of k, of transcendence degree one. Suppose we are given some field extension K/k
with generators {x1, ..., xn}, and let R = k[x1, ..., xn] ⊂ K be the associated affine subalgebra of K,
which corresponds to some some (closed) affine variety V(k) in the affine space Ank over k. Let V(k)
be the closure in Pnk . Then V(k) is a complete irreducible curve with field of rational functions K. If
we let X be the noramlization of V(k), then X is a complete and nonsingular algebraic curve.
In what follows we will look at several very important examples of algebraic curves defined over
various fields, and some surface orders that may be associated to them.
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13.2. Algebraic Curves and Loop Algebras g((x)). In this section, take F to be the field of frac-
tions of the commutative ring R, which is a complete discrete valuation ring, and is the ring of
integers in F, and let m denote the unique maximal ideal, and k = R/m the residue field. Concrete
examples of the setup which are important to the theory are
F = C((x)) R = C[[x]] m = (x) k = C = R/m
F = Qˆ(p) R = Zˆ(p) m = (p) k = Z /(p) = Fp
F = Fp((x)) R = Fp[[x]] m = (x) k = Fp
So, for example, let F = C((x)) be the field of formal Laurent series, and R = C[[x]] the comple-
tion of the polynomial ring C[x] (i.e. formal Taylor series) with respect to m = (x). Since we work
with formal power series and formal Laurent series, we are allowing infinite sums, and evaluation at
x = 0 in general is the only evaluation allowed. Moreover, define the formal punctured disk to be
D× = SpecC((x))
and the formal disk to be
D = SpecC[[x]]
Then an order associated to a vertex of a graph cellularly embedded in a Riemann surface, corre-
sponding to a ramification point xi, of degree ni, would be of the form
Λi =

C[[xi]] (xi) · · · (xi)
C[[xi]] C[[xi]] · · · (xi)
...
...
. . .
...
C[[xi]] C[[xi]] · · · C[[xi]]
 ⊂

C[[xi]] C[[xi]] · · · C[[xi]]
C[[xi]] C[[xi]] · · · C[[xi]]
...
...
. . .
...
C[[xi]] C[[xi]] · · · C[[xi]]
 ⊂

C((xi)) C((xi)) · · · C((xi))
C((xi)) C((xi)) · · · C((xi))
...
...
. . .
...
C((xi)) C((xi)) · · · C((xi))

This gives an inclusion of matrix algebras
b− ⊗C C[[xi]] ⊂ glni ⊗C C[[xi]] ⊂ glni ⊗C C((xi))
Now, we have the following diagram
F = C((xi))
R = C[[xi]]
⊆
OO
pi
f (xi)7→ f (0)// C = C[[xi]]/(xi)
which gives the diagram
G = GLn(F)
K = GLn(R)
⊂
OO
pi
f (x)7→ f (0)
// GLn(C)
B = pi−1(B(C))
⊂
OO
pi
f (x)7→ f (0)
// B(C)
⊂
OO
where B−(C) is the Borel subgroup of lower triangular matrices in GLn(C). The subgroup B is
generally called the Iwahara subgroup of G. We then have that the standard flag variety can be
realized as
GLn(C)/B(C)
and the (standard) affine flag variety can be realized as
G/B = GLn(F)/B
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13.3. Algebraic Curves Defined Over Fp((x)). Let X be a smooth projective curve over Fp =
Z /pZ for some prime p. Let F = Fp(X) be the field of of rational functions on X. Let x ∈ X be a
closed point with maximal ideal m = mx. Let Fx denote the completion of F with respect to m, and
let Ox be the ring of integers in Fx. Choose a local coordinate zx at x given by some rational function
vanishing at x with zero of order one. Then we have
Fx  k((zx)), and Ox  k[[zx]]
where k is the residue field of x. Let us abuse notation a little and write k[[zx]] = k[[x]] and
k((zx)) = k((x)). Define the two Ox orders
b[[x]]+ ⊂ g[[x]] ⊂ g((x))
inside the Fx-matrix algebra g((x)) = Matn×n(Fx) by,
Ox m · · · m
Ox Ox · · · m
...
...
. . .
...
Ox Ox · · · Ox
 ⊂

Ox Ox · · · Ox
Ox Ox · · · Ox
...
...
. . .
...
Ox Ox · · · Ox
 ⊂

Fx Fx · · · Fx
Fx Fx · · · Fx
...
...
. . .
...
Fx Fx · · · Fx

Suppose that n = deg(x) is the degree of x, i.e. the (finite) number of elements in the field extension
k/Fp. Let Gx = G(k/Fp) be the Galois group of the field extension.
Let G((x)) = GLn(Fp((x))) and let g((x)) = gln((x)) = Matn×n(Fp((x))) be its Lie algebra. Let
KN = {g ∈ G((x)) : g ≡ 1 mod xN}
These are often called congruence subgroups and define a base of open neighborhoods of idn ∈
GLn(F((x))) giving the topology for GLn(F((x))). Now, notice, the algebra b[[x]]+ is a hereditary
order, which can be associated to a point x ∈ X. Suppose we have a finite list of points {x1, ..., xm} ⊂
X such that deg(xi) = ni ≥ 1. Suppose further we have a constellation C = [σ, α, φ] with respect to
the set {x1, ..., xm}. This naturally defines a cellularly embedded graph, and we may take b[[xi]]+ to be
the hereditary orders associated to the vertices of the cellularly embedded graph Γ. Combinatorially,
this is sufficient information to define a surface order over X. The gluing will be given by α as usual,
and the cyclic order around each vertex will be given by each cycle {σ1, ..., σm} and the order of each
σi will be deg(xi).
13.4. Smooth Projective Curves Defined Over Arbitrary Fields k. Suppose X is a smooth pro-
jective curve defined over any field k. Let F = k(X) be the function field of X. We may define the
ring of adeles for F, and we may define a surface order as follows. Let G = G(F/F) be the Galois
group, which may be interpreted as the group of deck transformations of the maximal ramified cover
of X. Let x ∈ X be a closed point of X with maximal ideal m = mx. Let kx be the residue field at x.
Let OX be the structure sheaf of X so that for open U ⊂ X, OX(U) is the sheaf of rings over U, and
OX(U)x = OX,x is the local ring with respect to the maximal ideal mx corresponding to x. Let ÔX,x be
the completion of the local ring, and let Kx be the local field, i.e. the field of fractions of ÔX,x. For
a finite number of closed points {x1, ..., xn} ⊂ X, we may associate a local surface order Λi defined
as,
Λi =

OX(U)xi mxi · · · mxi
OX(U)xi OX(U)xi · · · mxi
...
...
. . .
...
OX(U)xi OX(U)xi · · · OX(U)xi
 ⊂ Matni×ni (OX(U)xi ) ⊂ Matni×ni (Kx).
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For any affine ring A = k[x1, ..., xn] over a field of characteristic p > 0, we may define the
Frobenius map which replaces coefficients of f ∈ A by a 7→ ap. Then for any (closed) affine
scheme X over Ak given by polynomials f1, f2, ... we may define a map
X(k)→ X(p)(k)
given by (a1, ..., an) 7→ (ap1 , ..., apn ) ∈ Ank . This can be realized as a map of affine k-schemes. Let
A = OX(X) = k[x1, ..., xn]/( f1, f2, ...), and define
A(p) = OX(X(p)) = k ⊗k,σ A = k[x1, ..., xn]/( f p1 , f p2 , ...).
Then we let FX : X → X(p) be given by Spec of the following k-algebra morphism
c ⊗ a 7→ cap : k ⊗k,σ A→ A.
This may be extended to arbitrary schemes in the usual way by applying the definition to affine
covers. For a field k of characteristic p > 0, and for each section of the structure sheaf OX(Ui),
where Ui is an open neighborhood of xi not containing the other ramification points x j , xi (or more
generally for any section OX(U)), we may define the absolute Frobenius morphism
σX : X → X
which acts as the identity on the underlying set |X| of X, and which sends
f 7→ f (p) : OX(U) 7→ OX(U).
This may be represented by the matrix
σi =

0 0 0 · · · 0 (xi)
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0

acting on the local order (over OX,x). For more on this morphism see [M1].
We may define a relative Frobenius morphism FX : X 7→ X(p) as in [M1] by the diagram
X
X(p) X
Spm(k) Spm(k)
FX
σX
σSpm(k)
Moreover, we may define FnX simply by iterating
X X(p) · · · X(pn)F F F
which amounts to replacing the maximal ideal m with mn in the matrix σi in the local orders (or
vertex orders for an embedded graph). If we take the completions denoted by Ôi = ÔX(U)xi , with
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local fields Ki = Kxi , and maximal ideals mi = mxi , we may define the orders
Ôi mi · · · mi
Ôi Ôi · · · mi
...
...
. . .
...
Ôi Ôi · · · Ôi
 ⊂ Matni×ni (Ôi) ⊂ Matni×ni (Ki).
In this case we may again define a Frobenius morphism given by the same matrix σi. The Frobenius
morphism, as described in [M1] (§2.d) is functorial, compatible with products, and commutes with
base change.
13.5. Number Fields. Suppose K/Q is a number field given by a finite extension of Q ramified
over p. Let OK be the ring of integers, P the set of places, and P ⊂ P the archimedean places.
Let Kp be the formal completion at the place p ∈ P\P, and Kx be the completion for archimedean
places x ∈ P. Let p < P so that the local field Kp has corresponding local ring Op for some prime p.
Let AOK be the integral adeles over K and let AK be the (full) ring adeles. For the ramified p ∈ Z, let
pOK = pa11 pa22 · · · parr with (at least one) ai > 1. Define
Λi =

Opi pi · · · pi
Opi Opi · · · pi
...
...
. . .
...
Opi Opi · · · Opi
 ⊂ Matai×ai (Opi ) ⊂ Matai×ai (Kpi ).
Now, the Galois group G(K/Q) permutes the factors of pOK . Define the usual automorphism σi by
σi =

0 0 0 · · · 0 pi
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0

From the beginning of this section, we may associate to the field extension K/Q an algebraic curve
X. In particular, the affine subalgebra, given by the extension Q[x1, ..., xn] ⊂ K, will correspond
to some closed affine variety in Qn, which has closure X ⊂ PnQ, a nonsingular, complete algebraic
curve.
14. Artin’s L-functions
14.1. Torus Actions, Characters, and Weights of Reductive Algebraic Groups. For an introduc-
tion to semigroup rings, toric varieties, and the related Geometric Invariant Theory quotients (GIT
quotients) the reader is referred to [MS] §7 and §10. For the a brief explanation of semi-invariants
see [H1] §11.4. For a more theoretical background see [SV], [DW], [D], and [Do1, Do2, Do3, Do4].
For the standard information on algebraic groups we use [M1] and [H1]
Definition 14.1. A character, χ, of an algebraic group G over a field k is a homomorphism
G → Gm
where Gm is the multiplicative group in the center of GL(V), represented by O(Gm) = k[t, t−1] ⊂
k(t). Any character defines a representation of G on a vector space V by defining eigenspaces for the
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action ρ(g) · v = χ(g)v. This gives
G
χ // Gm // GL(V)
via the map
g 7→

χ(g) 0
. . .
0 χ(g)
 .
We can define such actions on subspaces W ⊂ V if W is stable under the G-action. We can define
the product of two characters via (χ1χ2)(g) · v = χ1(g)χ2(g)v. So the set of all characters X(G) is a
commutative group. Let
Vχ = {v ∈ V : ρ(g) · v = χ(g)v ∀ g ∈ G}
be the G-stable subspace of semi-invariants of weight χ.
Note, any representation
ρ : G → GL(V)
induces a map of characters given by the commutative diagram,
X(ρ(G)) //
&&
X(GL(V))

X(G)
with X(ρ(G)) ↪→ X(G) being injective. If the representation ρ is faithful (i.e. injective) then all
characters of the group G may be identified with characters of ρ(G). Generally speaking, given a
linear representation (V, ρ) of G, characters are obtained via taking the trace of ρ(g) ∈ GL(V).
14.2. Dimension Vectors, and (Semi)Invariant Polynomials. Let Λ be a surface algebra for some
Riemann surface X. Then Λ is given by a quiver with relations kQ/I. A representation of a
quiver, ”V” is simply an assignment of a vector space V(x) to each vertex x ∈ Q0, and a linear map
V(a) : V(x)→ V(y) for each arrow a ∈ Q1 with tail ta = x ∈ Q0 and head ha = y ∈ Q0.
Now, let G be the Galois group of a finite extension of number fields K/F and let
{χ1, χ2, ..., χr}
be the complete set of irreducible characters of G. Let Λi be the local order for a ramified prime
p ∈ OF , with pOK = p1(p) p2(p) · · · pn1 (p). This can be identified with a cyclic quiver Q(p) with ni
arrows. Given a finite dimensional representation of Q(p), at each vertex x ∈ Q(p) we have a finite
dimensional vector space V(x)  Kd j with d j ∈ Z≥0 and an action of GL(V(x))  GLK(d j) via base
change. Now, the reductive linear algebraic group
GL(d) =
ni∏
j=1
GLK(d j)
acts on the representation V(p) of Q(p). Now, under this action, an orbit corresponds to an iso-
morphism class of representations of Q(p) with fixed dimensions d(x) = dimK V(x). Let d =
(d1, d2, ..., dni ) be the dimension vector for the space of all representations with these dimensions.
This space is identified with the affine space
repQ(p)(d) =
⊕
a∈Q(p)1
HomK(V(ta),V(ha)).
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The coordinate ring of this space will be denoted R(d) = K[repQ(p)(d)]. We obtain an action of
GL(d) on this space by g · f (x) = f (g−1x). It is well known (see for example [LP], [L], [D],
[SV]) that the ring of polynomial invariants, denote R(d)GL(d), are given by traces corresponding
to the ”simple oriented cycles” up to cyclic permutation. There is one generator for each such cycle
of the noncommutative normalization of the surface algebra Λ (i.e. up to cyclic permutation each
Q(p) contributes a single generator to the space invariants). So we have ni generators of the ring of
invariants. Each is given by a trace of a square matrix Mx = V(ani )V(ani−1) · · ·V(a2)V(a1), where
ta1 = hani for some fixed labeling of the arrows. We may define a representation of the cyclic group
Z /ni Z on the representation V(p) of Q(p) by its action on the local order
Λi =

OK,p p · · · p
OK,p OK,p · · · p
...
...
. . .
...
OK,p OK,p · · · OK,p
 ⊂Matni×ni (OK,p) ⊂Matni×ni (Kp)
given by the matrix
σi =

0 0 0 · · · 0 pi
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0

Recall, the path algebra of the cyclic quiver Q(p) is completed to Λi with respect to its arrow ideal.
Now, for every ramified prime we have a way of defining a representation of a cyclic subgroup of
G(K/F). In particular, if we let
∆d : GLK(d1) ×GLK(d2) × · · · ×GLK(dn1 ) ↪→ GLK(
∑
j
d j)
be the diagonal embedding. In more compact notation
ni∏
j=1
GLK(d j) = GLK(d1) ×GLK(d2) × · · · ×GLK(dn1 ).
Now, observe the following diagram
GLK(
∑
j d j)
res

Z /ni Z
σi //
ω
""
S ni
ρ(σi)// GLK(ni)
ρ(
∑
j d j)
77
ρ(d1)×···×ρ(dn1 ) &&
C
ind
OO
∏ni
j=1 GLK(d j)
ind
SS
be a representations of the cyclic group. We can first define a one dimensional character χ(g) = ω,
where 〈g〉 = Z /ni Z andω is an nthi root of unity. We may the induce to S ni which embeds in GLK(ni)
as a permutation matrix. 4
4We can think of the infinite cyclic group C∞ as acting on the unit circle {eiθ} ⊂ C by sending the generator z 7→ eiθ
for some irrational θ ∈ [0, 2pi). This action can be identified with a ”non-commutative torus”, which is a noncommutative
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Now, weights χ :
∏ni
j=1 GLK(d j)→ K of the form
χ(g1, g2, ..., gni ) =
ni∏
j=1
det(g j)χ j
correspond to dimension vectors of representation of the quiver Q(p) (really for any quiver) as
explained in [Sc1] and [SV]. In fact, one can obtain all such weights as maps between projective
representations as explained in [SV] and [DW]. All polynomial semi-invariants (and thus invariants)
arise in this way. Moreover, all rational invariants are obtained as quotients of polynomial semi-
invariants, and can therefor be obtained in this way. This gives us a direct connection between the
characters of the Galois group (or any automorphism group of a finite extension of number fields)
and the determinants defining the Artin L-functions. Let us now recall some information about Artin
L-functions.
14.3. Artin L-Functions. Before beginning this section, we must note one crucial subtlety which
is not ellaborated on here, but which can be found in the literature [LP], [L], [Do1, Do2, Do3, Do4]
and various others. The algebraic group action GL(d) =
∏ni
j=1 GL(d j) on a quiver representation
given by a dimension vector d = (d1, ..., dni ) can be embedded diagonally into a larger GL(n).
Further, under conjugation in the larger GL(n) there is a bundle structure on the representations of
the quiver Q given by different dimension vectors with the sum
∑
j d j = n adding to up to the same n.
This larger GL(n) is important in the theory and applications of our surface algebras and surface
orders, but setting all of this technology up would require a lengthy exposition. It is extremely
important to note though, that this setup allows one to consider non-Galois extensions K/F, where
the exponent of factors over a ramified prime of the extension are not constant. In particular, this
allows us to understand and prove results for Artin L-functions and Langlands Correspondence both
in the classical and geometric sense for non-Galois extensions as well as the nicer Galois extensions.
Let us recall some information on Artin’s L-functions. First, let K/Q be a finite Galois extension,
OK the ring of integers, and p ∈ Z a ramified prime. Let
pa11 p
a2
2 · · · p
ani
ni
be the primes lying over p. Since K/Q is Galois we have
a1 = a2 = · · · = ani .
Choose any of the primes pi lying over p (since the choice is well defined up to conjugation and
determinants and traces are invariant under base change by GLn). We have the following data
(1) Di = Dpi , the decomposition group, defined as
Di := {g ∈ G(K/Q) : g(pi) = pi}.
(2) Ii, the Inertia subgroup, define as
Ii := {g ∈ Di : g(x) = x(mod pi) ∀ x ∈ OK}.
(3) The Frobenius automorphism σi = σpi which generates the cyclic group
Di/Ii  G
(
OK / pi
/
Z /pZ
)
,
where OK / pi  Fpni = Z /pni Z.
analogue of elliptic curves (see [?]). This seems to have some very interesting implications, and suggests thinking of surface
algebras and surface orders as gluings of non-commutative elliptic curves.
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Given a linear representation of the Galois group,
ρ : G(K/Q) ↪→ GL(V)
let VIi ⊂ V be the invariant subspace under the action of Ii. Then ρ(σi) is well define on VIi . Define
an Euler factor by
Lp(ρ, s) := det
(
I − ρ(σi)N p−si
∣∣∣∣∣
VIi
)
.
Again, this depends only on the prime p ∈ Z and not on the choice of prime pi over p. Now, define
an Artin L-function associated to the representation ρ : G(K/Q) ↪→ GL(V) by
L(ρ, s) = LK/Q(ρ, s) =
∏
p∈Z prime
Lp(ρ, s)−1.
Now, at unramified primes the definition simplifies since Ip = {1} and VIp = V .
What we want to do now is give an explicit description of representations of G(K/Q) and the
Frobenius automorphisms ρ(σp) for a prime p in OK lying over p ∈ Z. Let Ôp = ÔK,p denote the
completion at the prime p. Similarly, let Zp denote the ring of p-adic integers. Let Kp denote the
corresponding local field, and Qp the p-adic numbers.
For any prime p ∈ Z, ramified or not, and for p a prime in OK over p, define the local orders
Ôp p · · · p
Ôp Ôp · · · p
...
...
. . .
...
Ôp Ôp · · · Ôp
 ⊂Matn×n
(
Ôp
)
⊂Matn×n (Kp)
and 
Zp p · · · p
Zp Zp · · · p
...
...
. . .
...
Zp Zp · · · Zp
 ⊂Matn×n
(
Zp
)
⊂Matn×
(
Qp
)
.
Now, for ramified primes p j ∈ Z, we let n j be the exponent of a prime p j in the factorization of pOK ,
i.e. the order of the ramification over p, which remember again, is constant for the primes over a
fixed p ∈ Z since K/Q is Galois. We will treat the general case as well, but for now for simplicity
we stay with the assumption that the finite extension is Galois. Now, the set of primes {p j}rj=1 which
are ramified is finite. Defining the hereditary orders over the ramified primes as above inside an
ni × ni matrix algebra, and taking the product of all of these, we may embed the product diagonally
into a larger matrix algebra of size n =
∑r
j=1 ni. We may think of these larger matrix algebras as
Matn×n
(
ÔK
)
⊂Matn×n (AK) ,
and
Matn×n
(
Ẑ
)
⊂Matn×n (AQ)
where AQ are the adeles of Q and AK are the adeles of K. Now, the characteristic polynomials
det
(
I − ρ(σi)N p−si
)
for the matrix algebras corresponding to the local orders over a ramified prime can be computed.
For the Galois group G(K/Q) we have irreducible characters χ1, χ2, ..., χr corresponding to the irre-
ducible representations of G(K/Q). moreover, we have
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Theorem 14.2. (Artin’s Theorem, see [S1] pg. 70): Let G be a family of subgroups of the finite
group G. Let
Ind :
⊕
H∈G
R(H)→ R(G)
be the homomorphism defined by the family of IndGH . Then the following are equivalent:
(1) G is the union of the conjugates of the subgroups belonging to G.
(2) The cokernel of In :
⊕
H∈G R(H)→ R(G) is finite.
(3) For each character χ of G, there exist virtual characters χH ∈ R(H), H ∈ G, and an integer
d ≥ 1 such that
dχ =
∑
H∈G
IndGH(χH).
and since the family of cyclic subgroups of G satisfies the first of these properties we have that each
character is a linear combination with rational coefficients of the characters induced by characters
of cyclic subgroups.
It is desirable to have an Z linear combination of characters of cyclic groups as apposed to a Q-
linear combination as this has applications to Artin L-functions. This can in fact be achieved. By the
construction of the pullback defining surface orders, we may compute characteristic polynomials for
all factors of the Artin L-functions, including the ramified primes. Moreover, as the characteristic
polynomials are invariant under base change, if we are able to completely understand the polynomial
invariants and obtain an explicit description of them, the geometry of the rings of invariants, and a
detailed description of how this is related to the representation theory of the Galois group and the
algebraic group, then we are able to obtain a much deeper understanding of the Artin L-functions.
Further, if we are able to understand the ”semi-invariants”, i.e. polynomial invariants under the
action of special linear groups (see for example [H1] IV §11.4), then we can completely understand
moduli stacks of the automorphic representations. This will be completed in a forthcoming paper on
the invariant theory of surface algebras. In particular one can show the following:
Theorem 14.3. (1) The rings of polynomial semi-invariants (under an action of special linear
groups), and therefore of the polynomial invariants under arbitrary base change are all
semi-group rings and are the coordinate rings of affine toric varieties.
(2) Moreover the parametrizing varieties of representations, i.e. the ”representation varieties,”
of fixed dimension for a given surface algebra are normal, Cohen-Macaulay, and have
rational singularities.
(3) By results of [CCKW] one may deduce that the moduli spaces of the semi-stable ”regular
modules” are in fact isomorphic to projective lines. It turns out that the invariant rings
(as apposed to semi-invariant) provide such moduli spaces and the Artin L-functions are
defined in terms of these invariants.
The interested read can refer to [MS] pg. 197, [SV], [LP], [C], and [D] for the background theory
necessary to prove this. In particular, one must generalize the methods of [LP], similar to what is
presented in [Do1, Do2, Do3, Do4] to the case of surface algebras. We may also treat the field
extensions which are not Galois using the decomposition on pg. 5 of [LP] and the generalizations
given in [Do1, Do2, Do3, Do4]. In particular, we have the following:
Corollary 14.4. Fix any character χ of the group G(E/F). The Artin L-functions for any finite field
extension K/F of number fields can be realized as
L(s, χ) = ma11 m
a2
2 · · ·marr
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a product of monomials corresponding to characters of cyclic subgroups of the automorphism group
of the field extension, corresponding to the local orders of a surface order. Moreover, we have that
χ = a1χ1 + a2χ2 + · · · + arχr
where the χi are characters of the cyclic subgroups of G(E/F) corresponding to the local orders and
ai ∈ Z.
Some of the properties of the corresponding semigroup rings have been recently observed in
[Ci1], [CN1, CN2, CN3] and [N1, N2, N3], for Galois extensions K/Q. It is stated there that Artin’s
conjecture is equivalent to various other statements, for example those given in Corollary 1.7 of
[Ci1]. One of the equivalent conditions given there is
k[H(s0)] = k[x1, x2, ..., xr]
for all s0 ∈ C \{0}, where C ⊂ k ⊂ M<1,M<1 the field of meromorphic functions of order < 1, H(s0)
is the semigroup corresponding to Artin L-functions holomorphic at s0 ∈ C \{0}, and k[x1, ..., xr] is
the affine polynomial ring. In other words, if Proj (k[x1, x2, ..., xr])  PrK . By results of [CCKW],
this is always true for rings of
With a complete understanding of the polynomial invariants, one can verify many of these con-
ditions explicitely now since an explicit description of the generators and relations of the invariant
rings and semi-invariant rings can be computed. Moreover, the case of arbitrary extensions of num-
ber fields (not necessarily Galois) can be treated in detail, and it can be shown that the equations for
induced characters are Z-linear. All of these properties may be deduced for example from from [SV],
[D], [DW], [C], and [Do1, Do2, Do3, Do4]. Moreover, the behavior of the ”restricted partition func-
tions” mentioned in [CN1, CN2, CN3] can be explained via the results of [Do1, Do2, Do3, Do4].
Setting up the background material on representation varieties, Schofield semi-invariants, the
equivalent determinantal semi-invariants, and the Geometric Invariant Theory needed to describe
the moduli stacks here would be potentially suicidal, so this is deferred to the next paper [AS3],
which uses methods of [AS2] to describe the indecomposable representations and the geometry of
the representation varieties, and provides a complete description of all polynomial (semi)invariant
functions on the representation varieties under the action of a connected reductive algebraic group
whose Lie algebra is given by the noncommutative normalization of the surface order given by the
completion of the surface algebra.
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