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ABSTRACT
This dissertation aims at investigating the theory and application of semipara-
metric econometrics. I first inspect the selection of optimal bandwidth using the
cross-validation method for the kernel estimation of cumulative distribution/survivor
functions. Then, I analyze the determination of the number of factors with the meth-
ods of principal component and information criteria. I also show the application of
semiparametric methods to “purchasing power parity” puzzle.
Firstly, I propose a data-driven least squares cross-validation method to optimally
select smoothing parameters for the nonparametric estimation of cumulative distri-
bution/survivor functions. The general multivariate covariates can be continuous,
discrete/ordered categorical or a mix of either. I establish the asymptotic optimality
of least squares cross-validation method. Also, I show that the estimators of cumula-
tive distribution/survivor functions using the smoothing parameters selected by the
proposed method is asymptotically normally distributed. Monte Carlo simulation
verifies the finite-sample properties of the least squares cross-validation method.
Secondly, I provide some discussions on the econometric theory for factor models
of large dimensions where the number of factors (r) is allowed to increase as the two
dimensions, cross-sections (N) and time dimensions (T ) increase. I mainly focus on
the determination of the number of factors. I extend the existing panel criteria to high
dimension case where r may be increasing with N or T . I show that the number of
factors can be consistently estimated using the criteria. Also, Monte-Carlo simulation
demonstrates the finite sample properties of the proposed estimating method.
Lastly, I consider an empirical application of semiparametric econometrics to
the problem of purchasing power parity (hereafter PPP) hypothesis test. Tradi-
ii
tional linear cointegration tests of PPP hypothesis often lead to rejection of the PPP
hypothesis. More recent studies allowing for some sort of nonlinearity in economet-
ric modelings suggest mixed results and leave this problem as an unresolved issue.
Therefore, I analyze PPP hypothesis within a semiparametric framework using the
varying coefficient model with integrated variables, which can capture the nonlinear-
ity of the economic structures. Applying the semiparametric functional cointegration
test method, I conduct the cointegration test of PPP hypothesis between U.S. and
Canada, U.S. and Japan, and U.S. and U.K., respectively to test the PPP hypothe-
sis. In contrast to the usual findings based on linear model PPP hypothesis testing,
the semiparametric model based tests provide supporting evidence of the PPP hy-
pothesis.
iii
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1. INTRODUCTION
Model specification is a critical issue for economic analysis, as a misspecified
model may contaminate the analytical results dramatically. If one specifies the model
as linear while the relationship between the dependent variable and explanatory vari-
ables is actually nonlinear, the estimation and inference reasults can be misleading.
Semiparametric/nonparametric methods provide one way to solve the misspecifica-
tion problem by estimating and modeling the underlying structures of the economic
relationship simultaneously .
This dissertation tries to investigate the theory and application of semiparamet-
ric econometrics. The first discussion concerns the problem of bandwidth selection.
I propose a data-driven least squares cross-validation method to select the smooth-
ing parameters for the nonparametric estimation of cumulative distribution/survivor
functions optimally. I put no restrictions on the data-type of variables. The gen-
eral multivariate covariates can be continuous, discrete/ordered categorical or a mix
of either. I establish the asymptotic optimality of least squares cross-validation
method. Also, I show that the estimators of cumulative distribution/survivor func-
tions is asymptotically normally distributed if one selects the smoothing parameters
through the proposed method. The Monte Carlo simulation verifies the finite-sample
properties of the least squares cross-validation method.
I also inspect the econometric theory for determining the number of factors where
the factor models are of large dimensions. I allow the number of factors (r) to increase
as the two dimensions, cross-sections (N) and time dimensions (T ) increase. This is
a typical situation one may come across while conducting financial or macroeconomic
analyses. I mainly focus on the determination of the number of factors by extending
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the criteria suggested in Bai and Ng (2002) to high dimension case where r may
be increasing with N or T . I show that the number of factors can be consistently
estimated using the proposed criteria. Also, Monte-Carlo simulation demonstrates
the finite sample properties of the proposed estimating method and suggests that the
panel criteria perform well if the sample sizes are not too small, i.e., min{N, T} ≥ 60.
In the application part, I show an empirical application of semiparametric econo-
metrics to the problem of purchasing power parity (hereafter PPP) hypothesis test.
Traditional linear cointegration tests of PPP hypothesis often lead to rejection of the
PPP hypothesis as the relationship between exchange rate and price levels may be
nonlinear. More recent studies allowing for some sort of nonlinearity in econometric
modelings (e.g., Michael et al. 1997) suggest mixed results and leave this problem
as an unresolved issue. In this section, I investigate PPP hypothesis within a semi-
parametric framework using the varying coefficient model with integrated variables as
considered by Cai, Li, and Park (2009), and Xiao (2009). Applying the cointegration
test suggested by Xiao (2009), I conduct the cointegration test of PPP hypothesis
between U.S. and Canada, U.S. and Japan, and U.S. and U.K., respectively to test
the PPP hypothesis. In contrast to the usual findings based on linear model PPP hy-
pothesis testing, the semiparametric model based tests provide supporting evidence
of the PPP hypothesis.
The rest of this dissertation is organized as follows. Section 2 analyzes the smooth-
ing parameters selection problem using least squares cross-validation methods. Sec-
tion 3 studies the method to determine the number of factors when it may increase
with sample sizes. Section 4 shows the application of varying coefficient method to
the test of “purchasing power parity” hypothesis. The last section summarizes this
dissertation and draws some conclusions. All the proofs of the theorems for each
section are given in the appendixes.
2
2. CROSS-VALIDATED MIXED DATATYPE BANDWIDTH SELECTION FOR
NONPARAMETRIC CUMULATIVE DISTRIBUTION/SURVIVOR
FUNCTIONS
We propose a data-driven least squares cross-validation method to optimally se-
lect smoothing parameters for the nonparametric estimation of cumulative distribu-
tion/survivor functions. We allow for general multivariate covariates that can be
continuous, discrete/ordered categorical or a mix of either. We provide asymptotic
analysis, examine finite-sample properties via Monte Carlo simulation, and consider
an illustration involving nonparametric copula modeling.
2.1 Introduction
Though the kernel estimation of multivariate probability density functions (PDFs)
has received much attention in the literature, the estimation of multivariate cumu-
lative distribution functions (CDFs) has received less attention (see Liu and Yang
2008 and Li and Racine 2008 ). Furthermore, data-driven methods for bandwidth
selection are noticeably absent from the practically important setting involving a mix
of discrete and continuous variables. This paper aims to fill this gap with a simple
and practical cross-validation method for multivariate bandwidth selection for un-
conditional mixed data CDFs. See also related work by Bashtannyk and Hyndman
(2001), Bowman, Hall and Prvan (1998) among others.
One important aspect of this approach is that, unlike its PDF-based counterpart,
the multivariate nonparametric CDF estimator has a (n−1/2 log n) rate of convergence
which does not depend on the number of covariates thus does not suffer from the
curse of dimensionality that plagues many related nonparametric estimators. This
renders it ideally suited for a range of scenarios, from the nonparametric estimation
3
of copula functions to novel tests for multivariate data (i.e. smooth Cramer-von
Mises/Kolmogorov-Smirnov types of tests).
2.2 Multivariate CDF Bandwidth Selection
We consider the case for which y is a vector containing mixed discrete/ordered
categorical and continuous variables, and presume interest lies in smooth estima-
tion of F (y), the cumulative distribution function or S(y) = 1 − F (y), the sur-
vivor function (results below transfer immediately to the survivor function given
that it is a trivial transformation of the cumulative distribution function). Let
y = (yc, yd), where yc is a q-dimensional continuous random vector, and where
yd is an r-dimensional discrete random vector. Let ydis (y
d
s ) denote the s
th com-
ponent of ydi (y
d), s = 1, . . . , r; i = 1, . . . , n, where n is the sample size. We
assume that ys takes values in {0, 1, . . . , cs − 1}, where cs ≥ 2 is a positive inte-
ger. Let λ denote the bandwidth for a discrete variable. For the discrete vari-
ables we use the kernel l(Y dis, y
d
s , λs) = λ
|Y dis−yds |
s (with λ0s = 1 and 0
0 = 1), where
1(A) = 1 if A holds, and 0 otherwise. I write the product (discrete variable) kernel
as Lλ(y
d
i , y
d, λ) =
∏r
s=1 l(y
d
is, y
d
s , λs). The product kernel function used for the con-
tinuous variables is given by Wh(y
c
i , y
c) =
∏q
s=1 h
−1
s w((y
c
is − ycs)/hs), where w(·) is a
univariate kernel function for a continuous variable. ycis (y
c
s) denotes the s
th compo-
nent of yci (y
c) and hs is the bandwidth associated with y
c
s. The kernel function for
the vector of mixed variables y = (yc, yd) is simply the product of Wh(·) and Lλ(·)
given by Kγ(yi, y) = Wh(y
c
i , y
c)× Lλ(ydi , yd, λ), where γ = (h, λ).
We use F (y) to denote the unconditional CDF of a multivariate Y which may
contain a mix of discrete and continuous covariates, and consider a kernel-based
estimator defined by
Fˆ (y) = n−1
n∑
j=1
Gγ(y, yj), (2.1)
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where Gγ(y, yj) is a multivariate mixed data cumulative distribution kernel function
obtained from Kγ(yi, y) via Gγ(y, yj) =
∫
Kγ(yi, y) dy where
∫
. . . dy is taken to mean∑
yd
∫
. . . dyc. Theoretical properties of this estimator when y is continuous only
can be found in Liu and Yang (2008), where they shoId that the estimator follows
the same pointwise asymptotically normal distribution as the empirical CDF, while
the smooth kernel estimator has asymptotically smaller mean integrated squared
error than the empirical CDF, and converges to the true CDF uniformly almost
surely at a rate of (n−1/2 log n). As we demonstrate for the mixed-data multivariate
case, a dimension-free rate also holds rendering this estimator ideally suited to a
range of potential applications. The missing component is, naturally, a data-driven
bandwidth selector (though Liu and Yang (2008) propose a plug-in type bandwidth
selector for the continuous only case, it is not applicable here).
Following Bowman, Hall and Prvan (1998), we could choose bandwidths by min-
imizing the cross-validation function
CV (γ) = n−1
n∑
i=1
∫ {
I(yi ≤ y)− Fˆ−i(y)
}2
dy. (2.2)
The univariate continuous y version of this statistic was proposed and studied by
Bowman, Hall and Prvan (1998). We could generalize this to the multivariate mixed
data setting (if an element of y is discrete, then one could replace
∫
dy by
∑
y∈Dy
in (2.2)). One drawback with such an approach is purely practical – numerical
integration over the continuous variables would be required, and when there exist
more than one continuous variable the reliance on multivariate numerical integration
would present a barrier for adoption.
Rather than generalizing (2.2) to the multivariate mixed data case, we instead
precede with the cross-validation function
5
CV (h) =
1
nnj
n∑
i=1
nj∑
j=1
{
I(yi ≤ yej )− Fˆ−i(yej )
}2
, (2.3)
where yej , j = 1, . . . , nj, denotes evaluation points. The number of evaluation points
could be fixed at, say, nj = 100. This grid of evaluation points plays a role not
unlike the number/position of points used for numerical integration of (2.2). This
statistic is appealing from a practical standpoint as it would scale Ill with respect
to n and sidesteps the need for multivariate numerical integration. For the ye we
advise using an equi-quantile grid in each dimension derived from the empirical
distribution of the marginals of y (i.e. the set of quantiles of each variable in y
for τ = 0, 1/nj, 2/nj, . . . , 1). Note that the dependence structure is embodied in
the estimation data (i.e. the yis), so evaluating on an equi-quantile grid in no way
restricts the underlying structure nor does it appear to have any deleterious effect
on the resulting bandwidths (relative to that where ye = y and nj = n).
Simulation studies similar to those undertaken in Li, Lin and Racine (2013) indi-
cate that there is no perceptible loss arising from using the summation versus integral
variant of a similar (univariate y, conditional) statistic. We pursue (2.3) for this and
the reasons outlined above.
2.3 Theoretical Properties
In this section, we analyze the theoretical properties of the cross-validation band-
widths selection methods. We make the following assumptions for our analyses. All
the proofs are saved in Appendix A.
Condition 1. {Y cj , Y dj }nj=1 are independent and identically distributed as (Y c, Y d),
F (yc|yd) have uniformly continuous third order partial derivative functions with re-
spect to yc.
6
Condition 2. w(·) is a non-negative, symmetric and bounded second order ker-
nel function with
∫∞
−∞w(v)v
2dv and
∫∞
−∞G(v)w(v)vdv being finite constants, where
G(v) ≡ ∫ v−∞w(u)du.
Condition 3. As n→∞, hs → 0 for s = 0, 1, . . . , q, λs → 0 for s = 1, . . . , r.
For s = 1, . . . , q, Fs(y
c, yd) = ∂F (yc, yd)/∂ycs, Fss(y
c, yd) = ∂2F (yc, yd)/∂yc2s ,
κ2 =
∫
w(v)v2dv, α0 = 2
∫
vG(v)w(v)dv. The next lemma gives the leading terms
for the estimation MSE of Fˆ (y).
Lemma 2.3.1 Under conditions 1-3, we have
MSE
(
Fˆ (y)
)
=− α0
q∑
s=1
hs
n
Fs(y
c, yd) + 2
r∑
s=1
λs
n
[
B2s(y
c, yd)− F (y)B1s(yc, yd)
]
+
(
κ2
2
q∑
s=1
h2sFss(y
c, yd) +
r∑
s=1
λsB1s(y
c, yd)
)2
+
1
n
F (y)(1− F (y))
+ o
(
r∑
s=1
(
λs
n
+ λ2s
)
+
q∑
s=1
(
hs
n
+ h4s
))
(2.4)
where B1s(y
c, yd) ≡ Eydj
{∑
zd≤yd 1(y
d
−sj = z
d
−s)d(y
d
sj, z
d
s )F (y
c|ydj )
}
with 1(A) as the
indicator function, and B2s(y
c, yd) ≡ Eydj
{∑
zd≤yd 1(y
d
j = z
d)d(ydsj, z
d
s )F (y
c|ydj )
}
, for
s = 1, . . . , r.
Denote the leading terms of MSE
(
Fˆ (y)
)
as MSEL
(
Fˆ (y)
)
, which is
MSEL
(
Fˆ (y)
)
=− α0
q∑
s=1
hs
n
Fs(y
c, yd) + 2
r∑
s=1
λs
n
[
B2s(y
c, yd)− F (y)B1s(yc, yd)
]
+
(
κ2
2
q∑
s=1
h2sFss(y
c, yd) +
r∑
s=1
λsB1s(y
c, yd)
)2
+
1
n
F (y)(1− F (y))
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Next, we present the result concerning the relation betIen the leading terms of
CV (·) and the leading terms of MSE
(
Fˆ (y)
)
.
Theorem 2.3.1 Assuming that conditions 1 to 3 hold, then the leading term of
CV (·) is given by CVL(·) which is defined as follows (where
∫
dy =
∑
yd∈Dy
∫
dyc)
CVL(γ) =
∫
MSEL
(
Fˆ (y)
)
dy (2.5)
As the data type of y is not restricted for our proof, this theorem holds for any
type of y satisfying conditions 1-3, regardless of whether y is discrete, continuous, or
mixed. Also, this theorem suggests that the CV selected bandwidth is asymptotically
optimal as the leading term from CV function is equal to MSE of Fˆ (y). Li, Lin and
Racine (2013) obtain a similar result for conditional CDF estimation.
Let hˆs for s = 1, . . . , q, and λˆs for s = 1, . . . , r denote the bandwidths that
minimize CV (γ). Denote h0s = a
0
sn
−1/3 and λ0s = b
0
sn
−2/3 as the bandwidths that
minimize the leading terms of the Iighted integrated estimation MSE. With the
similar discussion as Li, Lin and Racine (2013), we can show the convergence rate of
the CV selected bandwidths by combining the results of Lemma 2.3.1 and Theorem
2.3.1 as follows:
Theorem 2.3.2 Under conditions 1-3, we have
1. hˆs
h0s
p−→ 1, for s = 1, . . . , q;
2. λˆs
λ0s
p−→ 1, for s = 1, . . . , r;
where a0s(s = 1, . . . , q) are positive constants, and b
0
s(s = 1, . . . , r) are non-negative
constants.
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Given the asymptotic behavior of the smoothing parameters, we can discuss the
asymptotic distribution of the estimator Fˆ (y), which is given in the next theorem.
Theorem 2.3.3 (Asymptotic Distribution) Under conditions 1-3, we have
√
n
[
Fˆ (y)− F (y)
]
d−→ N(0, V ) (2.6)
where V = F (y)(1− F (y)).
Theorem 2.3.3 shows that the estimator Fˆ (y) using the CV selected bandwidths
is asymptotically normally distributed, and the convergence rate is
√
n.
2.4 Monte Carlo Simulation
We simulate data from a multivariate normal distribution of dimension k with
mean vector µ = (0, . . . , 0)′ and covariance matrix Σ a matrix with ones on the
diagonal and ρ = 0.25 on the off-diagonals. We compare the multivariate PDF
least-squares approach of Li and Racine (2003). We set nj = 100, and draw M =
1, 000 replications from this DGP and consider four estimators, namely, the proposed
approach, that optimal for unconditional PDFs (Li and Racine, 2003), the nonsmooth
multivariate empirical distribution function (which is (2.1) with γ = 0), and the
Oracle estimator (i.e. that based on information of the true DGP with the mean
vector and covariance matrix replaced by their sample counterparts).
We report the efficiency of the PDF-based, empirical, and Oracle estimators
as measured by their median MSE over all M replications relative to that of the
proposed estimator in Table 2.1, where numbers greater than one indicate inferior
MSE performance of the estimator named at the top of each column. We vary n
from 100 through 1, 600 and k from 1 through 5. Naturally, the Oracle estimator
will dominate as this makes use of information regarding the underlying DGP. We
9
expect the performance of the PDF-based estimator to fall as k increases while that
of the proposed and empirical CDF estimators ought not (this can be ascertained by
the relative efficiency of the Oracle estimator).
Table 2.1: Relative Efficiency of the Proposed CDF Bandwidth Approach
k n hpdf h = 0 Oracle
1 100 1.16 1.22 0.60
1 200 1.16 1.19 0.63
1 400 1.26 1.19 0.58
1 800 1.31 1.16 0.60
1 1600 1.31 1.12 0.59
2 100 1.13 1.26 0.62
2 200 1.27 1.25 0.57
2 400 1.37 1.20 0.59
2 800 1.47 1.18 0.56
2 1600 1.53 1.16 0.55
3 100 1.17 1.29 0.57
3 200 1.43 1.27 0.57
3 400 1.62 1.25 0.55
3 800 1.90 1.17 0.56
3 1600 2.04 1.13 0.50
4 100 1.36 1.26 0.54
4 200 1.78 1.30 0.56
4 400 1.99 1.22 0.49
4 800 2.60 1.16 0.46
4 1600 3.37 1.17 0.44
5 100 1.54 1.25 0.51
5 200 2.13 1.30 0.53
5 400 2.71 1.14 0.52
5 800 4.10 1.18 0.44
5 1600 6.01 1.13 0.50
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2.5 Application to Nonparametric Copula Models
Nonparametric estimation of copula has been addressed in Chen and Huang
(2007) (We direct the reader to Nelsen, 2006 for an authoritative treatment of
copula). Nonparametric estimation of copula involves estimation of a joint CDF,
hence bandwidth selection becomes of paramount importance. Given a bivariate
distribution function H defined over two random variables X and Y with continu-
ous marginals F and G, I consider estimation of a bivariate nonparametric copula
C(u, v) = H(F−1(u), G−1(v)) where the data are generated a joint normal with
ρxy = 0 and ρxy = 0.99. We consider one draw of size n = 1, 000 and esti-
mate the bandwidths using the approach proposed in this paper (estimated band-
widths Ire hx = 0.1670367 and hy = 0.1502703 for ρxy = 0, hx = 0.04028061
and hy = 0.03499221 for ρxy = 0.99, hx = 0.07739613 and hy = 0.03985951 for
ρxy = −0.99, and a second order Gaussian kernel was employed).
We plot the resulting contour plot (along with the true DGP), scatter plot, and
perspective plot in Figures 2.1 through 2.3.
Figures 2.1-2.3 suggest that the smooth nonparametric copula estimate is capable
of delivering a faithful representation of the unknown copula.
2.6 Concluding Remarks
We consider a cross-validated approach towards computation of bandwidths for
kernel estimation of CDF functions that admits both discrete and continuous vari-
ables. Theoretical underpinnings are provided, while an application to estimation
of a bivariate copula demonstrates the potential utility of the proposed method for
practitioners. The approach has the added benefit of being computationally ap-
pealing due to the manner in which the cross-validation function can be expressed.
An implementation in R programming language is available in the np package (See
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Figure 2.1: Bivariate Copula Plots: ρxy = 0, n = 1, 000
Hayfield and Racine, 2008).
12
uv
 0.1 
 0.2 
 0.3 
 0.4 
 0.5 
 0.6 
 0.7 
 0.8 
 0.9 
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
u
v
u
0.0
0.2
0.4
0.6
0.8
1.0
v
0.0
0.2
0.4
0.6
0.8
1.0
Copula
0.0
0.2
0.4
0.6
0.8
1.0
Figure 2.2: Bivariate Copula Plots: ρxy = 0.99, n = 1, 000
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Figure 2.3: Bivariate Copula Plots: ρxy = −0.99, n = 1, 000
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3. DETERMINING THE NUMBER OF FACTORS WHEN THE NUMBER OF
FACTORS CAN INCREASE WITH SAMPLE SIZES
Correctly specifying the number of factors (r) is a fundamental issue for the
application of factor models. In this section we develop an econometric method to
estimate the number of factors in factor models of large dimensions where the number
of factors is allowed to increase as the two dimensions, cross-section size (N) and
time period (T ) increase. Using similar information criterion as proposed by Bai
and Ng (2002), we show that the number of factors can be consistently estimated
using the criteria. We propose a new procedure that avoids over estimating the
number of factors while allowing for one to search for possible number of factors
over a wide range of positive integers so that it also avoids underestimation of the
number of factors. We conduct Monte-Carlo simulation to investigate the finite
sample properties of the proposed approach.
3.1 Introduction
Factor models have been widely used in economic analyses such as forecasting
economic variables, estimating variance-covariance matrix with high dimension data,
and estimating average treatment effects. In practice a few common factors may
capture the variations of a large number of economic variables. In the finance lit-
erature, the arbitrage pricing theory (APT) of Ross (1976) assumes that a small
number of factors can be used to explain a large number of asset returns. Stock and
Watson (1998, 1999) consider forecasting inflation with diffusion indices (“factors”)
constructed from a large number of macroeconomic series. Gregory and Head (1999)
and Forni, Hallin, Lippi, and Reichlin (2000) find that cross country variations have
common components. Fan, Liao and Mincheva (2011), and Fan, Liao and Mincheva
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(2013) use factors model to estimate high dimensional variance-covariance matrix.
Factor models can be used to evaluate the impacts of various polices. By assuming
that the cross-sectional correlations for all the units are attributed to the presence of
some (unobserved) common factors, Hsiao, Ching and Wan (2012) offer a panel data
method to construct the counterfactuals and to measure average treatment effects of
policy interventions based on factor models.
A fundamental issue of factor models is the correct specification of the number of
factors, r. When the number of factors is fixed, Bai and Ng (2002), Onatski (2009),
Anh and Horenstein (2013), among others, have developed various approaches to
consistently estimate the number of factors. But many empirical findings suggest
that the number of factors may increase as the dimensions of the data N increases,
or T increases. For many empirical analyses, the estimated number of factors ranges
from one to more than ten, see Ludvigson and Ng (2009), Giannone, Reichlin and
Sala (2005) and Forni and Gambetti (2010). This suggests that the number of factors
may dependent on sample sizes. One reason that the number of factors may increase
with sample sizes is structure break, like new factors may emerge after economic
environments change. Using Bai and Ng’s (2002) information criteria, Ludvigson
and Ng (2007) find that the factor structure of their financial dataset comprising of
172 (N = 172) series quarterly financial indicators spanning the first quarter of 1960
through the fourth quarter of 2002 (T = 172) can be well described by 8 (r = 8)
common factors. Jurado, Ludvigson and Ng (2013) update monthly version of the
147 financial time series used in Ludvigson and Ng (2007), and combine them with
an updated version of 132 monthly macroeconomic series used in Ludvigson and
Ng (2010). They find that 12 (r = 12) common factors can capture the variations
of this new dataset with 279 series (N = 279) spanning the period 1959:01-2011;12
(T = 636). Hence, Jurado, Ludvigson and Ng’s (2013) finding supports the argument
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that the number of factors may increase as sample increases.
Assuming that the number of factors r is fixed, there are many papers in the lit-
erature analyzing the problem of determining the number of factors. Some of them
not only fix the number of factors, but also impose restrictions the dimensions N
and T , such as Lewbel (1991), Donald (1997), Cragg and Donald (1997), Connor
and Korajczyk (1993), Forni and Reichlin (1998) and Stock and Watson (1998). Im-
posing no restriction on the relation between N and T except that both N and T
are assumed to be large, Bai and Ng (2002) treat the determination of the number
of factors as a model selection problem, they propose some criteria and show that
the number of factors can be consistently estimated by minimizing the proposed
criteria. Onatski (2009) develops a test of the null of k0 factors against the alterna-
tive that the number of factors r is k0 < r ≤ k1 for some finite positive integer k1.
Onatski also describes the asymptotic distribution of the test statistic with critical
values tabulated. Onatski (2010) suggests to determine the number of factors from
empirical distribution of eigenvalues of sample covariance matrix. Ahn and Horen-
stein (2013) exploit the fact that the r largest eigenvalues of the variance matrix of
N response variables grow unboundedly as N increases, while the other eigenvalues
remain bounded to estimate the number of factors. The main difference between
our analyses and the existing work is that we consider the problem of determining
the number of factors in a factor model where the number of factors is allowed to
increase as N or T increases.
Specifically, this section is designed to provide an approach which enables one to
estimate the number of factors consistently when the number of factors is allowed
to increase as N, T → ∞. We extend the method of Bai and Ng (2002) to penalize
the number of factors with a penalty function which is determined by the sample
sizes, N and T , as well as the maximum possible number of factors allowed in the
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estimation. As the factors are unobserved, the estimating procedure takes two steps.
First, assuming the number of factors to be an arbitrary number 1 ≤ k ≤ kmax, we
estimate the factors (F̂ k) using principal components method, where kmax = kmax,N,T
is the maximum number for possible number of factors, which is assumed to be
greater or equal to the true number of factors, whose value is determined by N and
T and it increases as N , T increases. Second, we select the number of factors kˆ by
minimizing a criterion modified from Bai and Ng (2002), which is a function of k and
the estimated factors (F̂ k). This criterion depends on the usual trade-off between
good fit and parsimony. We show that this method produces a consistent estimator
of the number of factors r.
The rest of this section is organized as follows. Section 2 sets up the model
and presents the assumptions associated with the model. Section 3 presents the
estimating procedures and the theoretical properties of the proposed estimators.
Section 4 reports simulation experiments to examine the finite sample performances
of our proposed method when r increases with N or T . Concluding remarks are
given in Section 5. All the proofs are given in the Appendix.
3.2 Factor Models
We consider the problem of determining the number of factors (r) in a static
approximate factor model, allowing r = rN,T →∞, as N →∞, or T →∞, or both
N, T → ∞, but with a slower rate than min{N, T}, i.e., max{r/N, r/T} → 0, as
N, T →∞.
Let Xit denote the response variable for unit i at time t, for i = 1, . . . , N , and
t = 1, . . . , T . The factor structure is of the form
Xit = λ
0′
i F
0
t + eit, (3.1)
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where F 0t is an r×1 vector of common factors, λ0i is the r×1 vector of factor loadings,
and eit is the idiosyncratic component of the response variable Xit. There are no
deterministic terms. The factors, factor loadings and idiosyncratic components are
not observed. The matrix form of the factor model is
X = F 0Λ0
′
+ e, (3.2)
where X is a T × N matrix (Xti)(T×N), F 0 = (F1, F2, . . . , FT )′ is the T × r matrix
of factors, Λ0 = (λ01, λ
0
2, . . . , λ
0
N)
′ is the N × r matrix of factor loadings, and e =
(eit)(T×N) is the T ×N matrix of idiosyncratic components.
Let tr(A) denote the trace of a square matrix A. The norm of matrix A is defined
as ‖A‖ = [tr(A′A)]1/2. Let m denote the minimum of N and T . M and C denote
some generic positive constants. N denotes the set of natural number. We make the
main assumptions as follows:
Assumption A (Factors): supr∈N r
−2E‖F 0t ‖4 < M . Also, there exists a r × r
positive definite matrix ΣF such that ‖T−1
∑T
t=1 F
0
t F
0′
t − ΣF‖ p−→ 0 as T →∞.
Assumption B (Factors Loadings): max1≤i≤N r−2E‖λ0i ‖4 ≤ C < ∞, and there
exists a r × r positive definite matrix D such that ‖Λ0′Λ0/N −D‖ p−→ 0 as N →∞.
Assumption C (Idiosyncratic Components): As N, T →∞,
1. E(eit) = 0, E|eit|8 ≤M ;
2. E(e′set) = E(N
−1∑N
i=1 eiseit) = γN(s, t), |γN(s, s)| ≤M for all s, and also
T−1
∑T
s=1
∑T
t=1 |γN(s, t)| ≤M ;
3. E(eitejt) = τij,t with |τij,t| ≤ |τij| for some τij and for all t; furthermore,
N−1
∑N
i=1
∑N
j=1 |τij| ≤M ;
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4. E(eitejs) = τij,ts and (NT )
−1∑N
i=1
∑N
j=1
∑T
t=1
∑T
s=1 |τij,ts| ≤M ;
5. for every (t, s), E|N−1/2∑Ni=1[eiseit − E(eiseit)]|4 ≤M.
6. We assume that there exist a T ×T matrix L, a N ×N matrix R, and a T ×N
matrix ε such that
e = LεR
where L (T × T ) and R (N × N) are arbitrary non-random positive definite
matrices, and ε = (εti) is a T × N matrix consisting of independent elements
with uniformly bounded 7th moment and E(εit) = 0.
Assumption D (Weak Dependence Between Factors and Idiosyncratic Compo-
nents):
E
 1
N
N∑
i=1
∥∥∥∥∥ 1√Tr
T∑
t=1
F 0t eit
∥∥∥∥∥
2
 ≤M.
Assumptions A-B are modified from Assumptions A-B in Bai and Ng (2002).
They are quite standard for factor models. Assumptions C-D are also similar to
Assumptions C-D in Bai and Ng (2002), which allow for limited time-series and
cross-section dependence in idiosyncratic component and also weak dependence be-
tween factors and idiosyncratic errors. Assumption C(6) puts a structure on the
idiosyncratic components. This structure allows heteroskedasticity in both the time
and cross-section dimensions, and also limited autocorrelation and cross-sectional
correlation in the components.
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3.3 Estimating the Common Factors and the Number of Factors
Following Bai and Ng (2002), we estimate the common factor in a large panel by
the principal components method. For k ∈ {1, . . . , kmax}, where kmax is allowed to
increase at a slower speed than min{N, T} such that kmax = o(min{N1/3, T}). Let
λki and F
k
t denote the loadings and factors with the allowance of k factors in the
estimation. The method of principal components minimizes
V (k) = min
Λk,Fk
1
NT
N∑
i=1
T∑
t=1
(Xit − λk′i F kt )2, (3.3)
subject to the normalization of either Λk
′
Λk/N = Ik or F
k′F k/T = Ik.
Let ev(i)(A) denote the i
th largest eigenvalue of matrix A, and EV(i)(A) is the
eigenvector corresponding to the eigenvalue ev(i)(A) of matrix A. If we concentrate
out F k and use the normalization that Λk
′
Λk/N = Ik, the solution to the above
problem is given by (F¯ k, Λ¯k), where Λ¯k =
√
T (EV(1)(X
′X), . . . ,EV(k)(X ′X)). The
normalization that Λk
′
Λk/N = Ik implies F¯
k = XΛ¯k/N . Define F̂ k = F¯ k(F¯ k
′
F¯ k)1/2,
a rescaled estimator of the factors. This rescaled estimator has the asymptotic prop-
erties summarized in the following theorem.
Theorem 3.3.1 For any 1 ≤ k ≤ kmax = o(min{N1/3, T}) there exists a (r × k)
matrix Hk with rank = min{k, r} such that
1
T
T∑
t=1
∥∥∥Fˆ kt −Hk′F 0t ∥∥∥2 = Op(max{kr2N , kT
})
. (3.4)
Similar to the results of Bai and Ng (2002), Theorem 3.3.1 suggests that the time
average of the squared deviations between the estimated factors F̂ k and those that lie
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in the true factor space, Hk
′
F 0t , will vanish as N, T →∞. However, the convergence
rate depends on not only the panel structure N and T , but also the factor structure
r and k.
Given the results of Theorem 3.3.1, we can now analyze the problem of determin-
ing the number of factors. Let V (k, F k) = minΛ
1
NT
∑N
i=1
∑T
t=1(Xit− λk
′
i F
k
t )
2 be the
sum of squared residuals (divided by NT ) from time-series regressions of X i on the
k factors for all i = 1, . . . , N . The selecting criteria modified from those suggested
by Bai and Ng (2002) have the form
PC(k) = V (k, F̂ k) + kg(N, T ), (3.5)
where g(N, T ) is the penalty factor satisfying two conditions: (i) kmax · g(N, T ) →
0 as N, T → ∞, (ii) C−1N,T,kmaxg(N, T ) → ∞ as N, T → ∞,where CN,T,kmax =
Op
(
max
{
k6max
N
, k
4
max
T
})
. As V (k, F̂ k) is decreasing in k, the criteria above penal-
ize k with a penalty factor g(N, T ) to select the estimator kˆ such that under and
overparameterized models will not be chosen. Theorem 3.3.2 establishes this result
formally.
Theorem 3.3.2 Let 1 ≤ r ≤ kmax = o(min{N1/16, T 1/14}). Suppose that Assump-
tions A-D hold, and that (i) kmax · g(N, T ) → 0, (ii) C−1N,T,kmax · g(N, T ) → ∞ as
N, T →∞. Denote kˆ = argmin1≤k≤kmaxPC(k). Then
lim
N,T→∞
Prob[kˆ = r] = 1. (3.6)
A formal proof of Theorem 3.3.2 is provided in the Appendix. Conditions (i) and
(ii) together define the type of penalty factor that should vanish at an appropriate
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rate. They are sufficient conditions for the consistent estimation so that they may
not always be required for consistent estimating the number of factors. Similar to
Bai and Ng (2002), we also have the following result1:
Corollary 3.3.1 Under the Assumptions of Theorem 3.3.2, if one replaces PC(k)
in Theorem 3.3.2 by the class of criterion defined by
IC(k) = ln
(
V (k, F̂ k)
)
+ kg(N, T ),
then the conclusion of Theorem 3.3.2 holds true.
Corollary 3.3.1 states that the class of criterion PC(k) can also be used to consis-
tently estimate the number of factors in factor models where the number of factors
possibly increases with the sample sizes.
Let σ̂2 be a consistent estimate of (NT )−1
∑N
i=1
∑T
t=1E(eit)
2. Bai and Ng (2002)
generalize the Cp criterion of Mallows (1973) and suggest the three PCp criteria and
as follows:
PCp1(k) = V (k, F̂
k) + k · σ̂2
(
N + T
NT
)
ln
(
NT
N + T
)
PCp2(k) = V (k, F̂
k) + k · σ̂2
(
N + T
NT
)
ln(min{N, T})
PCp3(k) = V (k, F̂
k) + k · σ̂2
(
ln(min{N, T})
min{N, T}
)
(3.7)
It is easy to check that these criteria satisfy the two conditions for the penalty
factor in Theorem 3.3.2 if kmax = op
([
ln
(
NT
N+T
)]1/6)
. These three criteria have differ-
ent finite-sample properties while they are asymptotically equivalent. In applications,
1The proof of this result is omitted as it is almost the same as the proof of Corollary 1 in Bai
and Ng (2002).
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Bai and Ng (2002) suggest to replace σˆ2 with V (kmax, F̂
kmax) = (NT )−1
∑N
i=1
∑T
t=1 eˆ
2
it
, where eˆit = Xit− λ̂kmaxi F̂ kmaxt for i = 1, . . . , N and t = 1, . . . , T , the residuals for the
linear regression of X on F̂ kmax . Thus, the number of factors estimated using these
three criteria may be sensitive to the selection of kmax. Corollary 3.3.1 suggests the
following three ICp criteria can also be used to select the number of factors:
ICp1(k) = ln
(
V (k, F̂ k)
)
+ k ·
(
N + T
NT
)
ln
(
NT
N + T
)
,
ICp2(k) = ln
(
V (k, F̂ k)
)
+ k ·
(
N + T
NT
)
ln(min{N, T}),
ICp3(k) = ln
(
V (k, F̂ k)
)
+ k ·
(
ln(min{N, T})
min{N, T}
)
. (3.8)
The main advantage of these three criteria given in (3.8) is that the scaling factor
σˆ2 is automatically removed by the logarithmic transformation. We do not need to
estimate σ2 before selecting the number of factors. Therefore, the number of factors
estimated using ICp criteria is insensitive to the selection of kmax.
As the estimated kˆ using PCp criteria may be sensitive to kmax, the selection of
kmax is an important issue in practice. Bai and Ng (2002) suggest to select kmax by
setting kmax = 8[(min{N, T}/100)1/4] where [A] denotes the integer part of a real
number A. But selecting kmax using this rule can lead to kmax < r since r increases
with N or T in our case, which will lead to an underestimation of the number of
factors because kˆ ≤ kmax < r. On the other hand, if kmax is too large (kmax >> r),
the selected kˆ tend to overestimate r (kˆ > r). We propose a new procedure to
resolve this problem. We propose to let kmax take a wide range of values. For each
value of kmax, we select a kˆkmax that minimizes the PCp criteria. We then select
the value of kˆ that appears most times among the different kˆkmax values. We use a
specific example to illustrate this selection procedure. We generate a simulated data
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Figure 3.1: Sensitivity of PCp1 Criterion to kmax: 200/60 Case
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of N = 100, T = 60 with the true number of factors r = 7. We let kmax take values
from {1, 2, ..., 40}. For each different 1 ≤ kmax ≤ 40, we select a kˆkmax by minimizing
PCp1 criterion. The result is presented in Figure 3.1. From Figure 3.1 we observe
that when kmax < r = 7, we select kˆ = kmax < 7 as expected; when 7 ≤ kmax ≤ 16,
we select kˆ = 7; when kmax > 16, the selected kˆ > 7. Moreover, kˆ increases with
kmax. We also notice that kˆ = 7 is selected ten times (when kmax = 7, 8, ..., 16),
while all the other values are chosen no more than three times. For example, when
17 ≤ kmax ≤ 19, the selected kˆkmax = 8, i.e., kˆkmax = 8 is selected three times.
According to our selection rule, kˆ = 7 is selected because kˆ = 7 appears most times
(10 times).
Figure 3.2 plot kˆ-kmax curves for different N , T and r values. We see that
although kˆ increases with kmax for most cases, our proposed procedure can select the
correct number of factors because kˆkmax takes value r more often than taking any
other values for all cases reported in Figure 3.2. Hence, our proposed procedure of
selecting kˆ is not sensitive to kmax provided that one let kmax take a wide range of
values. Therefore, we suggest letting kmax to take values in {1, 2, ..., 40} since r ≤ 40
is likely to be true for the panel data sets economists encounter in practice.
3.4 Simulations
In this section we conduct Monte Carlo simulation to investigate how our modi-
fied criteria of Bai and Ng (2002) perform when the number of factors is allowed to
increase with N or T . For simplicity of the comparison with the simulation results in
Bai and Ng (2002), we first fix T and allowN and r to increase. When T is fixed as 60,
we let N = 100, 200, 500, 1000, 2000 and r = [1.5 log(N)], where [A] denotes the inte-
ger part of a real number A; for T = 100, we let N = 40, 60, 100, 200, 500, 1000, 2000
and r = [1.5 log(N)]. The simulation results for this case are reported in the upper
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Figure 3.2: Sensitivity of PCp1 Criterion to kmax
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part of each table for each data generating process (DGP). Next, we check the perfor-
mance of the criteria when N is fixed and T keeps increasing. When N = 100, we let
T = 40, 60 and r = [1.5 log(T )]; when N = 60, we let T = 100, 200, 500, 1000, 2000
and r = [1.5 log(T )]. The simulation results for this case are reported in the lower
part of each table for each DGP. We replicate the suggested estimating procedure
1000 times and the reported results are the averages of kˆ over 1000 replications.
The data generating processes (DGP) have the form as follows:
Xit =
r∑
j=1
λijFtj +
√
θeit,
λij ∼i.i.d.N(0, 1),
Ftj ∼i.i.d.N(0, 1).
We consider four DGPs here. In the base case, we set the DGP as θ = 1 and
eit ∼ i.i.d.N(0, 1). This base DGP is denoted as DGP1. The simulation results for
this case are reported in Table 3.1 where the boldfaced numbers indicate incorrect
selection of the number of factors. We see that PCp3 selects a kˆ larger than r in some
cases. When the sample sizes are large, i.e. min{N, T} > 60, PCp1, PCp2, ICp1 and
ICp2 give precise estimates of the number of factors.
We denote the high-variance case as DGP2, let θ = 5 and keep all the other
parameters the same as those of DGP1. The estimated results of kˆ are reported in
Table 3.2. It is similar to the base case that PCp1, PCp2 and ICp3 perform pretty
well and give precise estimates of the number of factors for almost all cases.
For the heterogeneity case of DGP3, we set the idiosyncratic shocks to be het-
erogeneous. We let θ = 5, and eit = uit + δtit where uit ∼ i.i.d.N(0, 1), it ∼
i.i.d.N(0, 1), and δt = 0 for even t, δt = 1 for odd t. Thus the variance of the id-
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Table 3.1: Estimated Number of Factors: DGP1
N T r PCp1 PCp2 PCp3 ICp1 ICp2 ICp3
100 60 6 6 6 12 6 8 6
200 60 7 7 7 8 7 8 7
500 60 9 9 9 9 9 9 9
1000 60 10 10 10 10 10 10 10
2000 60 11 11 11 11 11 11 11
40 100 5 7 6 11 5 5 7
60 100 6 6 6 12 6 6 9
100 100 6 6 6 13 6 6 11
200 100 7 7 7 7 7 7 7
500 100 9 9 9 9 9 9 9
1000 100 10 10 10 10 10 10 10
2000 100 11 11 11 11 11 11 11
100 40 5 6 6 10 5 5 5
100 60 6 6 6 12 6 6 6
60 100 6 6 6 12 6 6 6
60 200 7 7 7 7 7 7 7
60 500 9 9 9 9 9 9 9
60 1000 10 10 10 10 10 10 10
60 2000 11 11 11 11 11 11 11
DGP1: Xit =
∑r
j=1 λijFtj +
√
θeit; θ = 1, r = [c ∗ ln (N)] for the upper part of the
table, and r = [c ∗ ln (T )] for the lower part, where c=1.5, and [A] denotes the
integer part of a real number A.
iosyncratic shocks is 5 when t is odd and 10 when t is even. We denote this DGP as
DGP3. The estimated values of kˆ are reported in Table 3.3. Similar to the homoge-
neous cases, PCp1 and PCp2 perform well when the sample sizes are large. But ICP1
and ICp2 tend to select kˆ that is smaller than the true number of factors r, while
PCp3 tends to overestimate r.
For the last case, denoted as DGP4, we allow the idiosyncratic to be autocorre-
lated. We set θ = 5 and eit = ρ∗eit−1 +vit, where ρ = 0.5 and vit ∼ i.i.d.N(0, 1). The
estimating results are reported in Table 3.4. The results for this case are almost the
29
Table 3.2: Estimated Number of Factors: High-Variance
N T r PCp1 PCp2 PCp3 ICp1 ICp2 ICp3
100 60 6 6 6 12 6 6 6
200 60 7 7 7 8 7 7 7
500 60 9 9 9 9 9 9 9
1000 60 10 10 10 10 10 10 10
2000 60 11 11 11 11 11 11 11
40 100 5 7 5.002 10.002 5 5 5
60 100 6 6 6 12 6 6 6
100 100 6 6 6 13 6 6 6
200 100 7 7 7 7 7 7 7
500 100 9 9 9 9 9 9 9
1000 100 10 10 10 10 10 10 10
2000 100 10 11 11 11 11 11 11
100 40 5 5 4 5 1 0 5
100 60 6 5 5 6 1 1 5
60 100 6 6 6 12 6 6 6
60 200 7 7 7 7 7 7 7
60 500 9 9 9 9 9 9 9
60 1000 10 10 10 10 10 10 10
60 2000 11 11 11 11 11 11 11
DGP2: Xit =
∑r
j=1 λijFtj +
√
θeit; θ = 5, r = [c ln (N)] for the upper part of the
table, and r = [c ln (T )] for the lower part, where [A] denotes the integer part of a
real number.
same as those of the base case. When the sample sizes are large, i.e. min{N, T} > 40,
PCp1, PCp2, ICp1 and ICp2 perform quite well in accurately estimating the number
of factors.
Summarizing the results for all the DGPs we observe that PCp1 and PCp2 have the
best overall performance. Hence, we recommend using the PCp1 and PCp2 criteria
in practice.
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Table 3.3: Estimated Number of Factors: Heterogeneity
N T r PCp1 PCp2 PCp3 ICp1 ICp2 ICp3
100 60 6 6.002 6 11.002 3 1 6
200 60 7 7 7 8 4 3 7
500 60 9 9 9 9 8 8 9
1000 60 10 10 10 10 10 10 10
2000 60 11 11 11 11 10 10 10
40 100 5 7 6 11 1 1 4
60 100 6 6 6 13 3 1 6
100 100 6 6 6 11 5 4 6
200 100 7 7 7 7 6 6 7
500 100 9 9 9 9 9 9 9
1000 100 10 10 10 10 10 10 10
2000 100 11 11 11 11 11 11 11
100 40 5 7 5 10 1 0 5
100 60 6 6 6 11 1 1 5
60 100 6 6 6 13 3 1 6
60 200 7 7 7 8 4 3 7
60 500 9 9 9 9 8 8 9
60 1000 10 10 10 10 10 10 10
60 2000 11 11 11 11 10 10 10
DGP3: Xit =
∑r
j=1 λijFtj +
√
θeit; eit = uit + δtit, where δt = 0 for t even, and
δt = 1 for t odd; θ = 5, r = [c ln (N)] for the upper part of the table, and
r = [c ln (T )] for the lower part, where [A] denotes the integer part of a real number.
3.5 Concluding Remarks
In this section, we consider the problem of determining the number of factors
in large factor models where the number of factors is allowed to increase, but with
a slower rate, as N or T increases, i.e. r = o(min{N1/16, T 1/14}). We extend the
analysis of Bai and Ng (2002) to the case that number of factors can increase and
prove the consistency of Bai and Ng’s (2002) procedure in determining the number
of factors. We also propose a new procedure so that our selected number of factors
is not sensitive to the selection of kmax. Monte Carlo simulation results suggest that
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Table 3.4: Estimated Number of Factors: Autocorrelation
N T r PCp1 PCp2 PCp3 ICp1 ICp2 ICp3
100 60 6 6 6 12 6 6 6
200 60 7 7 7 8 7 7 7
500 60 9 9 9 9 9 9 9
1000 60 10 10 10 10 10 10 10
2000 60 11 11 11 11 11 11 11
40 100 5 7 6 10 5 3 5
60 100 6 6 6 12 6 6 7
100 100 6 6 6 13 6 6 11
200 100 7 7 7 7 7 7 7
500 100 9 9 9 9 9 9 9
1000 100 9 10 10 10 10 10 10
2000 100 11 11 11 11 11 11 11
100 40 5 7 5 11 5 5 5
100 60 6 6 6 12 6 6 6
60 100 6 6 6 12 6 6 6
60 200 7 7 7 8 7 7 7
60 500 9 9 9 9 9 9 9
60 1000 10 10 10 10 10 10 10
60 2000 11 11 11 11 11 11 11
DGP4: Xit =
∑r
j=1 λijFtj +
√
θeit; eit = ρeit−1 + vit; ρ = 0.5, θ = 5; r = [c ln (N)]
for the upper part of the table, and r = [c ln (T )] for the lower part, where [A]
denotes the integer part of a real number.
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the criteria PCp1, PCp2 have the overall best performance and therefore can be used
to accurately estimate the number of factors when the data dimensions are relatively
large, say min{N, T} ≥ 60.
One possible future research topic is to find alternative criteria that can improve
the finite-sample performance of Bai and Ng’s (2002) procedure and our modified
procedure such that the new criteria can accurately determine the number of factors
even in small or medium size samples.
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4. TESTING PURCHASING POWER PARITY HYPOTHESIS: A
SEMIPARAMETRIC VARYING COEFFICIENT APPROACH
Traditional linear cointegration tests of purchasing power parity (hereafter PPP)
hypothesis often lead to rejection of the PPP hypothesis. More recent studies al-
lowing for some sort of nonlinearity in econometric modelings (e.g., Michael et al.
1997) suggest mixed results and leave this problem as an unresolved issue. In this
section, we analyze PPP hypothesis within a semiparametric framework using the
varying coefficient model with integrated variables as considered by Cai, Li, and Park
(2009), and Xiao (2009). Applying the cointegration test suggested by Xiao (2009),
we conduct the cointegration test of PPP
hypothesis between U.S. and Canada, U.S. and Japan, and U.S. and U.K., re-
spectively. In contrast to the usual findings based on linear model PPP hypothesis
testing, our semiparametric model based tests support the PPP hypothesis.
4.1 Introduction
Purchasing power parity (PPP) hypothesis concerns the price level relations
across countries, which is the benchmark for many theoretical and empirical anal-
yses. There are two versions of PPP hypothesis: absolute PPP and relative PPP.
Absolute PPP hypothesis suggests that the price levels between two countries should
be the same once converted to the common currency. But this argument is generally
not supported by empirical data. The relative law of PPP hypothesis allows for the
price level to differ across countries, and states that the price behavior denominated
with the common currency should be similar in the long run. Empirically, one tests
the relative law of PPP hypothesis by analyzing the dynamics of exchange rate and
price levels together.
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Two approaches have been taken in the existing empirical investigation of PPP
hypothesis. The first approach works with real exchange rate. One allows for the
real exchange rate to deviate from its long run equilibrium level temporarily, but ex-
pect it to revert to its equilibrium level gradually after some shocks. So one can test
whether the real exchange rate follows random walk or mean reverting to test relative
law of PPP hypothesis. There are two problems with this approach. Firstly, the test
suffers low power problem in finite sample applications. Meanwhile, the serial cor-
relation coefficients are very high, which implies persistence in deviations of relative
prices from PPP. Rogoff (1996) documents this phenomenon as “PPP puzzle”. An
alternative approach is to treat PPP as a long-run relationship, so that the devia-
tion from PPP follows a stationary process. One can test the cointegration relations
among nominal exchange rate and the price levels of the related countries to test a
general version of PPP hypothesis. Culver and Papell (1999) employ this method
to test the PPP hypothesis for a few countries and find cointegrating relationship.
But for some economies, the data suggest rejection of cointegration relations (hence
rejection to the PPP hypothesis), such as for the U.S. - Canada prices and exchange
rate data. Corbae and Ouliaris (1988) find that the data of all five countries they
analyze reject PPP hypothesis. There are many efforts being made trying to explain
frequent rejections of the PPP hypothesis. In this section we argue that the linearity
of PPP hypothesis is the main problem that leads to the rejection of PPP hypoth-
esis test. Therefore, in this investigation we relax the assumption of linearity when
testing the PPP hypothesis. We use the flexible semiparametric varying coefficient
model developed by Cai, Li and Park (2009), and Xiao (2009) to re-examine the
PPP hypothesis. The theoretical properties of varying coefficient model estimation
with integrated variables are analyzed by Cai, Li and Park (2009), and Xiao (2009).
These authors establish the consistency and derive the asymptotic distributions of
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their proposed estimators. Furthermore, Xiao (2009) suggests a testing procedure for
testing whether the error term in the varying coefficient model follows I(0) station-
ary process or I(1) non-stationary process. Xiao’s test can be used to test the PPP
hypothesis which has the advantage of allowing for nonlinear relationship of prices
between different countries. In this section we let the exchange rate to be the depen-
dent variable and the price levels of the two countries to be the explanatory variables
with varying coefficients. To model the prices relationship in the varying coefficient
model framework of Cai, Li and Park (2009), and Xiao (2009), one also needs to
identify a relevant stationary covariate which governs the changes of cointegration
relationship between the non-stationary price variables of different countries. Since
the exchange rate responds to monetary shock, we use the yield spread differentials
between the two targeted countries as the additional explanatory covariate, which
explains the changes in the coefficient of price level. After we finish the estimation
procedure of the functional coefficient model, we compute the residuals and use them
to carry out the cointegration test by following the testing procedure as suggested
by Xiao (2009). We use the data of four countries (U.S., Canada, Japan, and U.K.)
to form three pairs: U.S.-Canada, U.S.-Japan, and U.S.-U.K. While the traditional
approach of cointegration test produces mixed results: supporting PPP hypothesis
for the U.S.- U.K. pair, rejecting the PPP hypothesis for the U.S.- Canada pair, and
producing an inconclusive result for U.S.- Japan data, our semiparametric varying-
coefficient cointegration test offers supporting evidence of PPP hypothesis using data
of all the three pairs.
Hong and Phillips (2010) have conducted similar analysis by introducing non-
linearity to PPP hypothesis. They argue that nonstationary time series have a
tendency to wander without fixed mean or locality in the sample space, thus lin-
ear approximation to the possible nonliearity relationship may poorly represent the
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global characteristics of the processes in the long run. They suggest a modified
Regression Error Specification Test (RESET) to test against both nonlinear cointe-
gration and the absence of cointegration. Applying their modified RESET to the
analysis of PPP hypothesis, Hong and Phillips (2010) find little support for a linear
cointegration specification. Our work is also related to Giraitis, Kapetanios, and
Yates (2014), who suggest using stochastic time-varying coefficient models to test
PPP hypothesis. They use real exchange rate data to fit an auto-regression model,
and focus on the mean-reversion analysis of exchange rate. Different from the above
mentioned works, in this section we analyze the cointegration relationship among the
nominal exchange rate and the price levels of the related countries to test the PPP
hypothesis.
The rest of this section is organized as follows. Section 2 summarizes the theoret-
ical rationale for a nonlinear PPP hypothesis, and reviews some of the existing em-
pirical works in testing PPP hypothesis. Section 3 discusses the econometric method
we use for testing the PPP hypothesis. Section 4 describes the data and compares
the results of PPP hypothesis test based on a varying coefficient model with the PPP
hypothesis results based traditional linear regression models. We draw conclusions
and provide discussions for possible future research in section 5.
4.2 Nonlinear Exchange Rate Models
The idea of nonlinear exchange rate model dates at least back to Heckscher (1916)
who considers the international transaction costs between spatially separated markets
as the main cause of nonlinearity. More recently, a number of researchers (e.g.,
Benninga and Protopapadais 1988; Sercu et al. 1995; Michael et al. 1997; Taylor et
al. 2001; O’Connell and Wei 2002; Carvalho and Nechio 2011; Chong et al. 2012)
develop theoretical models of nonlinear real exchange rate adjustment and use these
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models to test PPP hypothesis. Based on different assumptions, one can categorize
nonlinear exchange rate models into three types: transaction costs model, sticky
price model, and relative productivity advantage model (Harold-Balassa-Samuelson
hypothesis).
Michael et al. (1997), Baum et al. (2001), O’Connell and Wei (2002), and
Imbs et al. (2003) introduce the nonlinear exchange rate adjustment model under
proportional transactions costs. Proportional transaction costs create a band for
exchange rate within which the marginal benefit from trade is lower than the marginal
cost so that there is no arbitrage behavior. This implies the thresholds and barriers
that affect the adjustment of exchange rate. And the persistent deviations from PPP
are the equilibrium result of transaction costs and follows nonlinear process.
By allowing firms to price-discriminate across countries, Kollmann (2001), Atke-
son and Burstein (2008), Carvalho and Nechio (2011) analyze the effect of sticky-
price on the dynamics of exchange rate. They find that sticky price model generate
volatile exchange rates. By allowing sectors to differ in the extent of price stickiness,
Carvalho and Nechio (2011) also find heterogeneous sectoral real exchange rate dy-
namics. Additionally, because of price sticky, the goods markets adjust to the shocks
slower than the asset markets, which implies nonlinear relationship between price
levels and exchange rate.
Harrod (1933), Balassa (1964), and Samuelson (1964) observe that developed
countries are relatively more productive in the traded-goods sector. As these rela-
tive productivity differences may persist over time, long-run PPP would need to be
adjusted accordingly. The Harrod-Balassa-Samuelson hypothesis can also contribute
to the nonlinear dynamics of exchange rate. Chong et al. (2012) check PPP hy-
pothesis with Harrod-Balassa-Samuelson hypothesis. They compute the adjustment
dynamics semiparametrically, and find that the adjustment of exchange rate toward
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equilibrium is relatively rapid after adjusting for productivity shocks.
Many researchers have studied empirical evidences on nonlinear exchange rate
models. Michael et al. (1997) characterize the nonlinear adjustment process using a
smooth transition autoregressive model, where the speed of adjustment varies with
the extent of the deviation from PPP hypothesis. They show that PPP hypothesis
may be rejected on the basis of a linear model even though the long-run PPP holds.
Using monthly data of four countries (United States, United Kingdom, France, and
Germany), they find strong evidence of mean-reverting behavior for the real exchange
rate. Baum et al. (2001) confirm the results of Michael et al. (1997) using the
data in the post-Bretton Woods era. They estimate exponential smooth transition
autoregressive models of deviations from PPP and find clear evidence of a mean-
reverting dynamic process for sizable deviations from PPP, with the equilibrium
tendency varying nonlinearly with the magnitude of disequilibrium. Imbs et al.
(2003) estimate various empirical models for relative prices allowing for the existence
of transactions costs, and show the presence of substantial nonlinearities in exchange
rate dynamics at sectoral levels.
In this analysis we use an alternative nonlinear specification, a semiparametric
varying coefficient model, to test the PPP hypothesis. This flexible semiparametric
specification allows for price levels from different countries and the bilateral exchange
to move together with a varying nonlinear relationship. We describe the semipara-
metric varying coefficient model in the next section.
4.3 Varying Coefficient Cointegration Model
The PPP hypothesis is typically tested under the following setup
st = α0 + α1pt + α2p
∗
t + ut (4.1)
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where st the logarithm of nominal exchange rate, p
∗
t is the logarithm of foreign
country price level, and pt is the logarithm of home country price level. The PPP
hypothesis is tested by testing the stationarity of the error term ut. A stationary ut
process supports the PPP hypothesis, while a non-stationary I(1) process of ut pro-
vides evidence against the PPP hypothesis. The parameters α0, α1 and α2 in model
(4.1) are assumed to be constants. This is a restrictive assumption as cointegration
relationship may vary when economic conditions change.
Similar to the idea of linear cointegration of Granger (1981) and Engel and
Granger (1987), we use cointegration to capture the long-run relationship of the
economic variables. But we extend the traditional cointegration idea to a more
general class which allows the cointegrating coefficients to be varying, following the
approach of Xiao (2009). This framework can not only capture the long-run cointe-
gration relationship among the exchange rate and the prices of each two countries,
but also describe the nonlinear relations through varying coefficient. Thus, we can
use this model to test PPP hypothesis and claim that PPP hypothesis holds if there
exists cointegration relationship among the exchange rate and the prices of each two
countries.
Allowing the coefficients in model (4.1) to vary with respect to the yield spread
differential (zt) leads to the following semiparametric varying coefficient model:
st = β0(zt) + β1(zt)pt + β2(zt)p
∗
t + ut (4.2)
where zt is a stationary covariate that affects the relationship of pt, p
∗
t and st. In
our empirical analysis, we choose zt to be the yield spread differentials between the
two targeted countries, because the relationship of price levels and bilateral exchange
rate is likely to be affected by the change of interest rate differentials between the two
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countries. For the detailed definition of the yield differential variable zt, see section
4.1. We will focus on the cointegration test of the varying coefficient model (4.2) to
test PPP hypothesis.
Denote xt = (1, pt, p
∗
t )
T , β(z) = (β0(z), β1(z), β2(z))
T , we can rewrite model (4.2)
as
st = x
′
tβ(zt) + ut (4.3)
The local constant estimator of model (4.3) is given by
β̂t(z) =
[
T∑
t=1
xtx
T
t Kh(zt − z)
]−1 T∑
t=1
xtstKh(zt − z) (4.4)
where Kh(zt− z) = h−1K
(
zt−z
h
)
, K(·) is the kernel function and h is the bandwidth
parameter. We employ Gaussian kernel for our estimation, and choose the optimal
bandwidth using least square cross validation (LS-CV) method (see Sun and Li,
2011). One can also use local linear regression to estimate model (4.3). For our
analysis, these two methods produce similar estimating results.
Cai, Li, and Park (2009), and Xiao (2009) have shown the consistency and also
the asymptotic distribution of this estimator.1 We can predict the residuals using
uˆt = st − βˆ0(zt) − βˆ1(zt)pt − βˆ2(zt)p∗t , and conduct the cointegration test using the
method suggested by Xiao (2009). Under the null hypothesis of cointegration, ut
is a zero mean stationary process with a finite variance, i.e., σ2u = E(u
2
t ) is a finite
constant. If ut follows a non-stationary unit root process, i.e. ut = ut−1 + εt with
u0 = 0, where εt is a zero mean, constant variance and serially uncorrelated (say,
i.i.d.) stationary process, then Var(ut) = tσ
2
ε , which increases over time. Hence, one
can test the null hypothesis of the existence of a cointegration relationship of prices
1Sun, Cai and Li (2013a) also consider the case that zt is a non-stationary I(1) variable case.
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and bilateral exchange rate by testing a zero coefficient of the time trend variable in
the following regression model:
uˆ2t = a+ bt+ et. (4.5)
One can use the t-statistic of the coefficient of the time trend variable given by
τT =
bˆ
sˆ(b)
(4.6)
to test the PPP hypothesis, where bˆ is the OLS estimator of b in model (4.5), and
sˆ(b) =
√
ωˆ2/
∑T
t=1(t− t¯)2, with ωˆ2 being a consistent nonparametric estimator of
w2, the long-run variance of et, see equation (8) of Xiao (2009) on how to obtain
a consistent estimate of w2. Xiao (2009) shows that under the null hypothesis of
cointegration and some regularity conditions, this test statistic asymptotically fol-
lows standard normal distribution. We estimate the long run variance ω2 using the
methods of Andrews (1991).
4.4 Data Description and Analysis
4.4.1 Data Description
We use price-exchange rate data for four countries: U.S., Canada, Japan, and
U.K. We examine whether PPP hypothesis holds between prices and exchange rate
data for U.S. and Canada; U.S. and Japan, and U.S. and U.K. The three countries:
Canada, Japan, and U.K. are all the largest trading partners of the United States,
their economies are closely tied to the U.S. economy. The prices of Canada and U.K.
exhibit almost the same dynamic pattern as that of the U.S. price (See Figure 4.1).
Because of the domestic liquidity trap, Japan’s price keeps decreasing after 1980s,
but we can still observe simultaneous fluctuations of the prices of Japan and U.S.
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Thus, it is natural to expect that the exchange rates and prices of these countries
might be cointegrated with the U.S. price, i.e., PPP hypothesis may holds for the
three pair countries.
Figure 4.1: The Price Dynamics of Four Countries
For each two-country pair, we define the nominal exchange change rate as the
value of one U.S. dollar ($1) in terms of the other country’s currency. Thus, the
nominal exchange rate for Japan means the rate at which one U.S. dollar can be
exchanged for Japanese Yen. Following the previous empirical studies of PPP hy-
pothesis test, we use producer price index (PPI) as the measure of national price level.
For the stationary explanatory covariate that enters the varying coefficient function
(zt), we choose the yield spread differentials between the two targeted countries.
Monthly observations on 3-month treasury bill rates (T3m,t) and 10-year treasury
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bond rates (T10y,t) for all the countries are used to construct the yield spread. Thus,
the covariate zt is defined as zt ≡ (T10y,t,i − T3m,t,i) − (T10y,t,US − T3m,t,US), with
i = CA, JP, and UK for Canada, Japan, and U.K., respectively. Monthly data are
taken from Datastream offered by Thomson Reuters. The data span the period from
1974m1 to 2013m1.
4.4.2 Traditional Cointegration Analysis
We use augmented Dickey-Fuller (ADF) test, the GLS modified ADF (DF-GLS)
test of Elliott, Rothenberg, and Stock (1996), and Phillips and Perron’s (1988, or
PP) zα test to test for unit roots for each price and exchange rate variable. The
results are summarized in Table 4.1. The ADF test for all the time series except
pCA or pUK fail to reject the unit root hypothesis. Although the ADF test for pCA
and pUK suggest these two time series are stationary, the DF-GLS and PP tests fail
to reject the unit root hypothesis. Thus, we conclude that pCA and pUK might be
nonstationary as well. The overall testing results suggest that all the price levels and
the exchange rates are likely to be I(1) processes in keeping with the conventional
wisdom.
Table 4.1: Unit Root Tests of the Time Series
Variables ADF DF-GLS PP
pUS -2.172 -0.776 -9.582
sCA -1.519 -0.726 -3.518
pCA −4.703∗∗∗ 0.128 -5.258
sJP -1.214 -2.409 -10.511
pJP -1.079 -0.059 -7.815
sUK -1.955 −3.373∗∗ −15.676∗∗
pUK −3.556∗∗∗ -0.705 -6.529
Notes: ∗∗∗,∗∗,and ∗ denote rejecting the null hypothesis
of unit root at 1%, 5%, and 10% significance levels, respectively.
44
We test the potential cointegrating relationship among the three integrated vari-
ables using two cointegration tests: Engle-Granger (EG) residual-based cointegrating
test and Johansen’s cointegrating rank test. The statistics are summarized in Table
4.2. The EG cointegrating test to model (4.1) produce a t-statistic equal to -2.493
with a p-value of 0.1172 for the U.S.-Canada pair, a t-statistic equal to -2.430 with
a p-value of 0.1335 for the U.S.-Japan pair, indicating failure to reject a spurious
regression at conventional significance levels. But the t-statistic of U.S. - U.K. pair
is -3.3372 with a p-value of 0.0120 using EG cointegrating test, which rejects the null
hypothesis of spurious regression at 5% level.
Johansen’s cointegrating rank test statistic of U.S. - Canada pair for the null hy-
pothesis of no cointegrating relation against the alternative hypothesis of at least one
cointegrating relation yields a value of 34.1433, which is smaller than the 5% critical
value of 34.55. This confirms the result of EG residual-based cointegrating test, sug-
gesting no cointegration for U.S. - Canada pair. For U.S. - Japan pair, Johansen’s
cointegrating rank test suggests rank one cointegrating relation, different from the
result of Engle-Granger (EG) residual-based cointegrating test. This result shares
similar pattern of Kugler and Lenz’s (1993) work, which concludes that Johansen’s
test is more favorable to PPP hypothesis in the long run than Engel-Granger ap-
proach. For U.S. - U.K. pair, Johansen’s cointegrating rank test produces the same
conclusion as the result of EG cointegrating test.
Thus, traditional method of cointegration test for PPP hypothesis suggests mixed
results. For U.S. - Canada pair, the general version of PPP hypothesis is rejected
while it is supported by the data of U.S. - U.K. pair with the traditional method of
cointegration test, consistent with the existing literature.
Meanwhile, we test the null hypothesis that the model is linear for the three pairs
using the method of Sun, Cai and Li (2013b). We find that each null hypothesis is
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Table 4.2: Cointegration Test of Each Pair
Pair Engle-Granger Johansen
U.S. - Canada -2.493 (0.1172) 34.1433 (H0: rank=0)
U.S. - Japan -2.430 (0.1335) 14.6439 (H0: rank=1)
U.S. - U.K. −3.372∗∗ (0.0120) 0.9592 (H0: rank=2)
rejected at the 0.1% level, which also suggests that we should consider nonlinear
model to test PPP hypothesis.
4.4.3 Semiparametric Results
Next, we use the semiparametric varying coefficient cointegration model to re-
examine the PPP hypothesis. When applying the ADF test and the PP test to the
yield difference zt for all three pairs, we reject the null hypothesis of a unit root at the
5% significance level (a linear time trend and one lag are included in the ADF test).
Therefore, the assumption that zt is stationary is not rejected at the 5% significance
level.
Applying the least squares cross-validation method of Sun and Li (2011) to model
(4.2), we obtain the bandwidths for each pair: h∗CA = 0.1808203, h
∗
JP = 0.2193756,
and h∗UK = 0.8089695. It is known that the least squares cross validation (LS-CV)
method can sometimes select a bandwidth value too small (under-small) and lead to a
wiggly fitted curve. This indeed happens for the U.S. - Japan data case. We therefore
multiply the LS-CV bandwidth h∗JP by a factor of 1.5 to get the bandwidth for our
regression hJP = 0.3290634. The estimated curves are plotted in Figures 4.2, 4.3 and
4.4. As the strong version of PPP hypothesis suggest that the coefficient for pt, β2
is equal to 1, and the coefficient for p∗t , β1 is equal to -1, we plot the semiparamtric
estimates of −β1(·) and β2(·). Figure 4.2, 4.3 and 4.4 show the result of U.S. -
Canada pair, U.S. - Japan pair, and U.S. - U.K. pair accordingly. We can find that
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the estimated values of β2(z) are all positive, while the estimated values β1(z) are all
negative for all the three pairs (so that −β1(z) is positive), which is consistent with
the theoretic prediction of PPP hypothesis. Additionally, the estimated coefficient
curves of −β1(z) and β2(z) exhibit similar shapes and values for all the three pairs,
which is consistent with the theoretical prediction of PPP hypothesis as well.
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Figure 4.2: The Estimated Coefficients for Canada
The t-statistics of functional-coefficient cointegration test suggested by Xiao (2009)
are summarized in Table 4.3. The value of the t-statistic for U.S. - Canada pair is
−1.108889, for U.S. - Japan pair is −0.7585207, and for U.S. - U.K. pair is −1.182685.
All of them are not significant at 10% significance level, thus fail to reject the null hy-
pothesis that the square of the estimated residuals has no time trend. This suggests
the cointegration relationship holds for all the three pairs. Therefore, semiparamet-
ric functional-coefficient cointegration test offers strong supporting evidence of PPP
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Figure 4.3: The Estimated Coefficients for Japan
hypothesis, even when the PPP hypothesis is rejected by the traditional approach of
linear model based cointegration test.
Table 4.3: Functional-Coefficient Cointegration Test of Each Pair
U.S. - Canada U.S. - Japan U.S. - U.K.
bandwidth 0.1808203 0.3290634 0.8089695
t-statistic -1.108889 -0.7451862 -1.191916
4.5 Concluding Remarks
This study revisits the highly controversial issue of PPP hypothesis using semi-
parametric approach with monthly data of U.S. - Canada, U.S. - Japan, and U.S. -
U.K. pairs. Our findings demonstrate that, while the traditional cointegration test
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Figure 4.4: The Estimated Coefficients for U.K.
tends to reject PPP hypothesis, our semiparametric functional-coefficient approach
provides supporting evidence of the general version of PPP hypothesis.
In this work we do not consider the possible aggregation bias and measurement
error problems. Imbs et al. (2005) argue that the aggregation bias may cause re-
jection of the PPP hypothesis. They suggest that when one has a bunch of AR
processes, the aggregation of them is going to behave closely to the most persistent
one. In contrast, Chen and Engel (2005) argue that the aggregation bias is quite
small and error-in-variables in the data can make price series appear less persistent
than they actually are. Future researches can be conducted by modeling the price-
exchange relationship, allowing for both the aggregation bias and error-in-variable,
within the semiparametric framework to test the PPP hypothesis.
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5. SUMMARY
This dissertation considers three questions related to the theory and application
of semiparametric methods: the optimal bandwidth selection of CDF estimation of
mixed data-type multivariate covariates, the determination of number of factors for
factor models where the number of factors is allowed to increase with sample sizes,
and the application of varying coefficient models to the test of “purchasing power
parity” hypothesis.
For the problem of bandwidth selection, I provide a cross-validated approach to
select the optimal bandwidths for kernel estimation of CDF functions that admits
both discrete and continuous variables. I prove that the estimator of CDF functions
converges to normal distribution asymptotically at the rate of
√
n. An application
to estimation of a bivariate copula demonstrates the potential utility of the proposed
method for practitioners. The approach has the added benefit of being computa-
tionally appealing due to the manner in which the cross-validation function can be
expressed, while an implementation in R ( R Core Team, 2013) is available in the
np package.
To determine the number of factors for factor models, I propose to estimate the
number of factors which is allowed to increase with sample sizes using the information
criteria. In my analysis, the number of factors r can increase at a relatively slower
rate as N or T increases, i.e. r = o(min{N1/16, T 1/14}). I extend the analysis of
Bai and Ng (2002) and show the consistency of Bai and Ng’s (2002) method in
determining the number of factors. I also propose a new procedure so that the
selected number of factors is not sensitive to the selection of kmax. Monte Carlo
simulation results suggest that the criteria PCp1 and PCp2 have the overall best
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performance and therefore can be used to accurately estimate the number of factors
when the data dimensions are relatively large, say min{N, T} ≥ 60.
To apply the varying coefficient models to the test the “purchasing power parity”
hypothesis, I analyze the monthly data of U.S. - Canada, U.S. - Japan, and U.S. -
U.K. pairs. I find that the semiparametric functional-coefficient approach provides
supporting evidence of the general version of PPP hypothesis while the traditional
cointegration test tends to reject PPP hypothesis. This also shows how semipara-
metric/nonparametric methods can alleviate the problem of model misspecification.
As a whole, these three essays provide insights into the theoretical properties and
empirical applications of semiparametric econometrics. The discussions of bandwidth
selection for CDF estimation can be applied to copula models, quantile estimation
and survival analysis. The results of the determination of the number of factors
for factor models can be used for financial analysis, macroeconomic forecasting and
policy evaluation. Also, the “purchasing power parity” test using varying coefficient
model shows one of the applications of semiparametric/nonparametric methods for
empirical analyses.
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APPENDIX A
PROOFS OF THEOREMS IN SECTION 2
Since the expected value of the estimator Fˆ (y) is
EFˆ (y) = E
{
1
n
n∑
j=1
Gγ(y, yj)
}
= EGγ(y, yj)
we can have the bias of the estimator Fˆ (y) as
bias
(
Fˆ (y)
)
= EGγ(y, yj)− F (y) (A.1)
Also, we have
Var
(
Fˆ (y)
)
= Var
{
1
n
∑n
j=1Gγ(y, yj)
}
= 1
n
Var
(
Gγ(y, yj)
)
So we have the mean square error(MSE) of Fˆ (y) as
MSE
(
Fˆ (y)
)
=
1
n
Var
(
Gγ(y, yj)
)
+
(
EGγ(y, yj)− F (y)
)2
(A.2)
We choose bandwidths by minimizing the cross-validation function
CV (γ) =
1
n
n∑
i=1
∫
{Ii − Fˆ−i}2dy
where Ii denotes I(yi ≤ y), and Fˆ−i = 1n−1
∑n
j 6=iGγ(y, yj) for each i = 1, · · · , n, the
leave-one-out estimator of F (y).
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Proof of Lemma 2.3.1
We have
Gγ(y, yj)
=
∑
zd≤yd
λ
|yd1j−zd1 |
1 · · ·λ
|ydrj−zdr |
r
∫ yc
−∞
1
h1
w
(
zc1 − yc1j
h1
)
· · · 1
hq
w
(
zcq − ycjq
hq
)
dzc1 · · · dzcq
≡
∑
zd≤yd
λ|y
d
j−zd|G
(
yc − ycj
h
)
(A.3)
where G
(
yc−ycj
h
)
denotes
∫ yc1
−∞ · · ·
∫ ycq
−∞
1
h1
w
(
zc1−yc1j
h1
)
· · · 1
hq
w
(
zcq−ycjq
hq
)
dzc1 · · · dzcq, and
λ|y
d
j−zd| denotes λ
|yd1j−zd1 |
1 · · ·λ
|ydrj−zdr |
r .
The expectation of Gγ(y, yj) is
EyjGγ(y, yj) = Eyj
∑
zd≤yd
λ|y
d
j−zd|G
(
zc − ycj
h
)
= Eydj
∑
zd≤yd
λ|y
d
j−zd|Eycj |ydj
{
G
(
zc − ycj
h
)} (A.4)
where
Eycj |ydj
{
G
(
zc − ycj
h
)}
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
G
(
zc − ycj
h
)
f(yc1j, · · · , ycqj|ydj )dyc1j · · · dycqj
= FY c|Y d(y
c|ydj ) +
κ2
2
q∑
s=1
h2sFss(y
c|ydj ) +O
(
q∑
s=1
h4s
)
Define
d(y, z) =

1, if |y − z| = 1;
0, otherwise.
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Then
λ
|ydrj−zdr |
r = 1(y
d
rj = z
d
r ) + λsd(y
d
rj, z
d
r ) +O(λ
2
s)
Let 1(ydj = z
d) denote
∏r
s=1 1(y
d
sj = z
d
s ) and 1(y
d
−sj = z
d
−s) denote
∏r
l 6=s 1(y
d
lj = z
d
l ),
then we have
EyjGγ(y, yj)
= Eydj
{ ∑
zd≤yd
[ (
1(ydrj = z
d
r ) + λsd(y
d
rj, z
d
r )
) · · · (1(ydrj = zdr ) + λsd(ydrj, zdr ))
+O
(
r∑
s=1
λ2s
)]
×
[
FY c|Y d(y
c|ydj ) +
κ2
2
q∑
s=1
h2sFss(y
c|ydj ) +O
(
q∑
s=1
h4s
)]}
= F (yc, yd) +
κ2
2
q∑
s=1
h2sFss(y
c, yd)
+
r∑
s=1
λsEydj
∑
zd≤yd
1(yd−sj = z
d
−s)d(y
d
sj, z
d
s )F (y
c|ydj )

+O
(
r∑
s=1
λ2s +
q∑
s=1
h4s
)
≡ F (yc, yd) + κ2
2
q∑
s=1
h2sFss(y
c, yd) +
r∑
s=1
λsB1s(y
c, yd) +O
(
r∑
s=1
λ2s +
q∑
s=1
h4s
)
where B1s(y
c, yd) ≡ Eydj
{∑
zd≤yd 1(y
d
−sj = z
d
−s)d(y
d
sj, z
d
s )F (y
c|ydj )
}
.
Similarly, we can calculate the expectation of G2(y, yj) as
EyjG
2
γ(y, yj) = Eyj
∑
zd≤yd
λ2|y
d
j−zd|G2
(
zc − ycj
h
)
= Eydj
∑
zd≤yd
λ2|y
d
j−zd|Eycj |ydj
{
G2
(
zc − ycj
h
)}
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where
Eycj |ydj
{
G2
(
zc − ycj
h
)}
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
G2
(
zc − ycj
h
)
f(yc1j, · · · , ycqj|ydj )dyc1j · · · dycqj
= FY c|Y d(y
c|ydj )− α0
q∑
s=1
hsFs(y
c|ydj ) +O
(
q∑
s=1
h2s
)
where α0 = 2
∫
vG(v)w(v)dv.
Thus, we have
EyjG
2
γ(y, yj)
= Eydj
{[ ∑
zd≤yd
(
1(ydj = z
d)
)
+ 2λ1
∑
zd≤yd
(
1(ydj = z
d)
)
d(yd1j, z
d
1) + · · ·
+2λr
∑
zd≤yd
(
1(ydj = z
d)
)
d(ydrj, z
d
r ) +O
(
r∑
s=1
λ2s
)]
[
FY c|Y d(y
c|ydj )− α0
q∑
s=1
hsFs(y
c|ydj ) +O
(
q∑
s=1
h2s
)]}
= F (yc, yd)− α0
q∑
s=1
hsFs(y
c, yd)
+2
r∑
s=1
λsEydj
∑
zd≤yd
1(ydj = z
d)d(ydsj, z
d
s )F (y
c|ydj )

+O
(
r∑
s=1
λ2s +
q∑
s=1
h2s
)
≡ F (yc, yd)− α0
q∑
s=1
hsFs(y
c, yd) + 2
r∑
s=1
λsB2s(y
c, yd)
+O
(
r∑
s=1
λ2s +
q∑
s=1
h2s
)
where B2s(y
c, yd) ≡ Eydj
{∑
zd≤yd 1(y
d
j = z
d)d(ydsj, z
d
s )F (y
c|ydj )
}
.
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And the variance of Gγ(y, yj) is
Var(Gγ(y, yj)) = EyjG
2
γ(y, yj)−
[
EyjGγ(y, yj)
]2
= F (yc, yd)− α0
q∑
s=1
hsFs(y
c, yd) + 2
r∑
s=1
λsB2s(y
c, yd)
−
[
F (yc, yd) +
κ2
2
q∑
s=1
h2sFss(y
c, yd) +
r∑
s=1
λsB1s(y
c, yd)
+O
(
r∑
s=1
λ2s +
q∑
s=1
h4s
)]2
+O
(
r∑
s=1
λ2s +
q∑
s=1
h2s
)
= F (y)(1− F (y))− α0
q∑
s=1
hsFs(y
c, yd)
+2
r∑
s=1
λs
[
B2s(y
c, yd)− F (y)B1s(yc, yd)
]
+O
(
r∑
s=1
λ2s +
q∑
s=1
h2s
)
(A.5)
Therefore, the MSE of Fˆ (y) is
MSE
(
Fˆ (y)
)
=
1
n
Var(Gγ(y, yj)) +
[
bias
(
Fˆ (y)
)]2
=
1
n
F (y)(1− F (y))− α0
q∑
s=1
hs
n
Fs(y
c, yd)
+2
r∑
s=1
λs
n
[
B2s(y
c, yd)− F (y)B1s(yc, yd)
]
+
(
κ2
2
q∑
s=1
h2sFss(y
c, yd) +
r∑
s=1
λsB1s(y
c, yd)
)2
+o
(
r∑
s=1
(
λs
n
+ λ2s
)
+
q∑
s=1
(
hs
n
+ h4s
))
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Proof of Theorem 2.3.1
We can rewrite the cross-validation function as follows:
CV (γ) =
1
n
n∑
i=1
∫
{Ii − Fˆ−i}2dy
=
1
n
n∑
i=1
∫
{Ii − F + F − Fˆ−i}2dy
=
1
n
n∑
i=1
∫ {
(Ii − F )2 + (F − Fˆ−i)2 + 2(Ii − F )(F − Fˆ−i)
}
dy
=
∫ {
1
n
n∑
i=1
(Ii − F )2 + 1
n
n∑
i=1
(F − Fˆ−i)2 + 2
n
n∑
i=1
(Ii − F )(F − Fˆ−i)
}
dy
=
∫ [
1
n(n− 1)2
n∑
i=1
n∑
j 6=i
n∑
l 6=i
(Gγ(y, yj)− F (y))(Gγ(y, yl)− F (y))
− 2
n(n− 1)
n∑
i=1
n∑
j 6=i
(Gγ(y, yj)− F (y))(Ii − F ) + 1
n
n∑
i=1
(Ii − F )2
]
dy
≡
∫ (
S1n − S2n + 1
n
n∑
i=1
(Ii − F )2
)
dy
where
S1n =
1
n(n− 1)2
n∑
i=1
n∑
j 6=i
n∑
l 6=i
(Gγ(y, yj)− F (y))(Gγ(y, yl)− F (y))
S2n =
1
n(n− 1)
n∑
i=1
n∑
j 6=i
(Gγ(y, yj)− F (y))(Ii − F )
Since the third item is not related to bandwidth γ, we analyze the asymptotic
properties of S1n and S2n separately.
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S1n =
1
n(n− 1)2
n∑
i=1
n∑
j 6=i
n∑
l 6=i
(Gγ(y, yj)− F (y))(Gγ(y, yl)− F (y))
=
1
n(n− 1)2
n∑
i=1
n∑
j 6=i
(Gγ(y, yj)− F (y))2
+
1
n(n− 1)2
n∑
i=1
n∑
j 6=i
n∑
l 6=j 6=i
(Gγ(y, yj)− F (y))(Gγ(y, yl)− F (y))
≡ S1n,1 + S1n,2
Notice that
S1n,1 =
1
n(n− 1)2
n∑
i=1
n∑
j 6=i
(Gγ(y, yj)− F (y))2
=
1
n(n− 1)
n∑
i=1
(Gγ(y, yi)− F (y))2
By law of large number (LLN),
1
n
n∑
i=1
(Gγ(y, yi)− F (y))2 p−→ E
{
(Gγ(y, yi)− F (y))2
}
Therefore, we have
S1n,1 =
1
n− 1
[
E
{
(Gγ(y, yi)− F (y))2
}
+ op(1)
]
=
1
n− 1
[
Var
(
Gγ(y, yi)
)
+
[
bias
(
Fˆ (y)
)]2
+ op(1)
]
=
1
n
[
Var
(
Gγ(y, yi)
)
+
[
bias
(
Fˆ (y)
)]2]
+ op
(
n−1
)
(A.6)
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Similarly, for S1n,2, we have
S1n,2 =
1
n(n− 1)2
n∑
i=1
n∑
j 6=i
n∑
l 6=j 6=i
(Gγ(y, yj)− F (y))(Gγ(y, yl)− F (y))
=
n− 2
n(n− 1)2
n∑
i=1
n∑
j 6=i
(Gγ(y, yi)− F (y))(Gγ(y, yj)− F (y))
Denote U1 =
2
n(n−1)
∑n
i=1
∑n
j>iHn(yi, yj). Then U1 is a second order U-statistic
with the kernel Hn(yi, yj) = (Gγ(y, yi) − F (y))(Gγ(y, yj) − F (y)). Define Hn,i ≡
E{Hn(yi, yj)|yi} and θ = E{Hn(yi, yj)}. Then, by U-statistic H-decomposition, we
have
U1 = θ +
2
n
n∑
i=1
(Hn,i − θ) + 2
n(n− 1)
n∑
i=1
n∑
j>i
(Hn(yi, yj)−Hn,i −Hn,j + θ)
= J1,0 + J1,1 + J1,2 (A.7)
For each item in equation (A.7), we have
θ = E{(Gγ(y, yi)− F (y))(Gγ(y, yj)− F (y))}
= E{(Gγ(y, yi)− F (y))}E{(Gγ(y, yj)− F (y))}
=
[
E{(Gγ(y, yi)− F (y))}
]2
=
[
bias
(
Fˆ (y)
)]2
Hn,i = E{(Gγ(y, yi)− F (y))(Gγ(y, yj)− F (y))|yi}
= (Gγ(y, yi)− F (y))E{(Gγ(y, yj)− F (y))|yi}
= (Gγ(y, yi)− F (y))bias
(
Fˆ (y)
)
Hn,j = (Gγ(y, yj)− F (y))bias
(
Fˆ (y)
)
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Thus,
J1,0 = θ =
[
bias
(
Fˆ (y)
)]2
For J1,1, we have
EJ1,1 = E(Hn,i) = 0
EJ21,1 = Var(J1,1)
=
4
n
Var(Hn,i − θ)
=
4
n
E(Hn,i − θ)2
=
4
n
[
E(Gγ(y, yi)− F (y))2 −
[
bias
(
Fˆ (y)
)]2] [
bias
(
Fˆ (y)
)]2
=
4
n
Var
(
Gγ(y, yi)
) [
bias
(
Fˆ (y)
)]2
Given that Var
(
Gγ(y, yi)
)
< C for some C ∈ R, we have J1,1 = Op
(
n−
1
2
)
J1,0 =
op(J1,0). Similarly, we can have J1,2 = op(J1,0).
So we have the result about U1 as
U1 =
[
bias
(
Fˆ (y)
)]2
(1 + op(1)) (A.8)
Notice that S1n,2 =
n−2
n−1U1. We have
S1n,2 =
n− 2
n− 1U1
=
n− 2
(n− 1)
[
bias
(
Fˆ (y)
)]2
(1 + op(1))
=
[
bias
(
Fˆ (y)
)]2
(1 + op(1)) (A.9)
Combining the results of equations (A.6) and (A.9), we have
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S1n =
{
1
n
[
Var
(
Gγ(y, yj)
)
+
[
bias
(
Fˆ (y)
)]2]
+
[
bias
(
Fˆ (y)
)]2}
(1 + op(1))
=
{
1
n
Var
(
Gγ(y, yj)
)
+
[
bias
(
Fˆ (y)
)]2}
(1 + op(1)) (A.10)
For S2n, denote
∑n
j 6=i,m 6=l ≡
∑n
i=1
∑n
l=1
∑n
j 6=i
∑n
m 6=l, we have the following results:
ES2n =
1
n(n−1)
∑n
i=1
∑n
j 6=iE
{
(Gγ(y, yj)− F )(Ii − F )
}
= 0
and
ES22n
=
1
n2(n− 1)2 E
{
n∑
j 6=i,m 6=l
(Gγ(y, yj)− F )(Ii − F )(Gγ(y, ym)− F )(Il − F )
}
=
1
n2(n− 1)2 E
{
n∑
i=1
n∑
j 6=i
n∑
m6=l
(Gγ(y, yj)− F )(Ii − F )2(Gγ(y, ym)− F )
}
+
1
n2(n− 1)2 E
{
n∑
i=1
n∑
l 6=i
(Gγ(y, yi)− F )(Ii − F )(Gγ(y, yl)− F )(Il − F )
}
=
1
n(n− 1)
{
E(Ii − F )2
[
E
{
(Gγ(y, yj)− F )2
}
+
n− 2
2
[
bias
(
Fˆ (y)
)]2]}
+
1
2n(n− 1)
[
E {(Gγ(y, yi)− F )(Ii − F )}
]2
=
F (1− F )
n(n− 1)
{
Var
(
Gγ(y, yj)
)
+
n
2
[
bias
(
Fˆ (y)
)]2}
+
1
2n(n− 1)
[
E {(Gγ(y, yi)− F )(Ii − F )}
]2
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Since
E {(Gγ(y, yi)− F )(Ii − F )} ≤ 1
2
E
{
(Gγ(y, yi)− F )2 + (Ii − F )2
}
Therefore, we have
S2n = op
({
1
n
Var
(
Gγ(y, yj)
)
+
[
bias
(
Fˆ (y)
)]2}
+
1
n
F 2(1− F )2
)
(A.11)
Combining the results of equations (A.10) and (A.11), we get the results in The-
orem 2.3.1.
Proofs of Theorem 2.3.2.
Let as = hsn
1/3 for s = 1, . . . , q and bs = λsn
2/3 for s = 1, . . . , r. Then, selecting
γ = (h, λ) to minimize CVL(γ) is equivalent to choosing (a, b) ≡ (a1, . . . , aq, b1, . . . , br)
to minimize
Υ(a, b)
=
∫ −α0 q∑
s=1
asFs(y
c, yd) +
(
κ2
2
q∑
s=1
a2sFss(y
c, yd) +
r∑
s=1
bsB1s(y
c, yd)
)2 dy
Let(a0, b0) denote the values of (a, b) that minimize Υ(a, b) subject to the constraint
that each of them is non-negative. We require that
Each a0s is positive and b
0
s is non-negative, all are finite and uniquely defined.
Thus, we get the results that n1/3hˆs
p−→ a0s for s = 1, . . . , q and n2/3λˆs p−→ b0s for
s = 1, . . . , r, which implies the conclusions of theorem 2.
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Proofs of Theorem 2.3.3.
Denote F¯ (y) to be the estimator when we use γ0 = (h0, λ0) as the bandwidths
for our estimation. Then
F¯γ0(y) =
1
n
n∑
j=1
Gγ0(y, yj) (A.12)
Dˆγ(y) ≡
[
Fˆγ(y)− F (y)−
(
κ2
2
∑q
s=1 h
2
sFss(y
c, yd) +
∑r
s=1 λsB1s(y
c, yd)
)]
has been
shown to have asymptotic mean zero and asymptotic variance F(y)(1-F(y)) for any
fixed bandwidth γ satisfying the condition 3. Thus, by Liapunov’s CLT theorem,
D¯γ0(y)
d−→ N(0, V ), (A.13)
where D¯γ0(y) ≡
[
F¯γ0(y)− F (y)−
(
κ2
2
∑q
s=1(h
0
s)
2Fss(y
c, yd) +
∑r
s=1 λ
0
sB1s(y
c, yd)
)]
In theorem 2, we have shown that hˆs
h0s
p−→ 1, for s = 1, . . . , q; and λˆs
λ0s
p−→ 1, for s =
1, . . . , r;. By using stochastic equicontinuity arguments as in Hall et al. (2004), one
can show that Dˆγˆ(y)− D¯γ0(y) = op(
√
n). Thus,
Dˆγˆ(y)
d−→ N(0, V ), (A.14)
where Dˆγˆ(y) ≡
[
F¯γˆ(y)− F (y)−
(
κ2
2
∑q
s=1(hˆs)
2Fss(y
c, yd) +
∑r
s=1 λˆsB1s(y
c, yd)
)]
.
Therefore, we have [
F¯γˆ(y)− F (y)
] d−→ N(0, V ). (A.15)
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APPENDIX B
PROOFS OF THEOREMS IN SECTION 3
Proof of Theorem 3.3.1
We will first prove a lemma (Lemma 1) below which will be used to Theorem
3.3.1.
Lemma 1 Under Assumptions A-C, we have for some M1 < ∞, and for all N and
T ,
(i) 1
T
∑T
s=1
∑T
t=1 γN(s, t)
2 ≤M1;
(ii) E
(
1
T
∑T
t=1
∥∥∥(Nr)− 12 e′tΛ0∥∥∥2) = E ( 1T ∑Tt=1 ∥∥∥(Nr)− 12 ∑Ni=1 eitλ0i∥∥∥2) ≤M1;
(iii) E
(
1
T 2
∑T
s=1
∑T
t=1
(
1
N
∑N
i=1XitXis
)2)
≤M1;
(iv) E
∥∥∥(NTr)−1/2∑Ni=1∑Tt=1 eitλ0i∥∥∥ ≤M1
Proof :
(i) Same as Lemma 1(i) in Bai and Ng (2002).
(ii)
E
∥∥∥∥∥(Nr)− 12
N∑
i=1
eitλ
0
i
∥∥∥∥∥
2

=
1
Nr
N∑
i=1
N∑
j=1
E(eitejt)E(λ
0′
i λ
0
j)
=
1
N
N∑
i=1
N∑
j=1
τij,tE
(
λ0
′
i λ
0
j
r
)
≤CM
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by Assumptions B and C(3).
(iii) Same as Lemma 1(iii) in Bai and Ng (2002).
(iv)
E
∥∥∥∥∥(NTr)−1/2
N∑
i=1
T∑
t=1
eitλ
0
i
∥∥∥∥∥
2
=
1
NTr
N∑
i=1
N∑
j=1
T∑
t=1
T∑
s=1
E(eitejs)E
(
λ0
′
i λ
0
j
)
≤C 1
NT
N∑
i=1
N∑
j=1
T∑
t=1
T∑
s=1
|τij,ts|
≤CM
by Assumptions B and C(4).
Proof of Theorem 3.3.1:
Recall that Fˆ k = N−1XΛ˜k and Λ˜k = T−1X ′F˜ k. From the normalization Ik =
F˜ k
′
F˜ k/T , we also have (Tk)−1
∑T
t=1‖F˜ kt ‖2 = 1. Following Bai and Ng (2002), Hk
′
=
(F˜ k
′
F 0/T )(Λ0
′
Λ0/N), we have
Fˆ kt −Hk
′
F 0t =
1
T
T∑
s=1
F˜ ks γN(s, t) +
1
T
T∑
s=1
F˜ ks ζst +
1
T
T∑
s=1
F˜ ks ηst +
1
T
T∑
s=1
F˜ ks ξst
where ζst = e
′
set/N − γN(s, t), ηst = F 0′s Λ0′et/N , and ξst = F 0′t Λ0′es/N = ηts.
Because (x + y + z + u)2 ≤ 4(x2 + y2 + z2 + u2), ‖Fˆ kt − Hk′F 0t ‖2 ≤ 4(at +
bt + ct + dt), where at =
1
T 2
∥∥∥∑Ts=1 F˜ ks γN(s, t)∥∥∥2 , bt = 1T 2 ∥∥∥∑Ts=1 F˜ ks ζst∥∥∥2 , ct =
1
T 2
∥∥∥∑Ts=1 F˜ ks ηst∥∥∥2 and dt = 1T 2 ∥∥∥∑Ts=1 F˜ ks ξst∥∥∥2. It follows that (1/T )∑Tt=1‖Fˆ kt −
Hk
′
F 0t ‖2 ≤ (4/T )
∑T
t=1(at + bt + ct + dt).
We have ‖∑Ts=1 F˜ ks γN(s, t)‖2 ≤ (∑Ts=1‖F˜ ks ‖2) · (∑Ts=1 γN(s, t)2) by Cauchy’s
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inequality. Thus,
1
T
T∑
t=1
at ≤ k
T
(
1
Tk
T∑
s=1
‖F˜ ks ‖2
)
· 1
T
(
T∑
t=1
T∑
s=1
γN(s, t)
2
)
= Op(k/T )
by Lemma 1(i)and the fact that (Tk)−1
∑T
t=1‖F˜ kt ‖2 = 1 (this follows from Ik =
F˜ k
′
F˜ k/T ).
For bt, we have that
1
T
T∑
t=1
bt =
1
T 3
T∑
t=1
∥∥∥∥∥
T∑
s=1
F˜ ks ζst
∥∥∥∥∥
2
=
1
T 3
T∑
t=1
T∑
s=1
T∑
u=1
F˜ k
′
s F˜
k
u ζstζut
≤ 1
T
(
1
T 2
T∑
s=1
T∑
u=1
(F˜ k
′
s F˜
k
u )
2
)1/2  1
T 2
T∑
s=1
T∑
u=1
(
T∑
t=1
ζstζut
)21/2
≤ k
T
(
1
Tk
T∑
s=1
‖F˜ ks ‖2
) 1
T 2
T∑
s=1
T∑
u=1
(
T∑
t=1
ζstζut
)21/2
= k
 1
T 4
T∑
s=1
T∑
u=1
(
T∑
t=1
ζstζut
)21/2
= Op
(
k
N
)
,
where as shown in Bai and Ng (2002), the last equality follows from the result that[
1
T 4
∑T
s=1
∑T
u=1
(∑T
t=1 ζstζut
)2]1/2
= Op(N
−1).
From E(
∑T
t=1 ζstζut)
2 = E(
∑T
t=1
∑T
v=1 ζstζutζsvζuv) ≤ T 2 maxs,tE|ζst|4 and
E|ζst|4 = 1
N2
E
∣∣∣∣∣ 1√N
N∑
i=1
(eiteis − E(eiteis))
∣∣∣∣∣
4
≤ 1
N2
M
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by Assumption C5, we have
1
T
T∑
t=1
bt ≤ Op(k) 1
T
√
T 2
N2
= Op
(
k
N
)
.
For ct, we have
ct =
1
T 2
∥∥∥∥∥
T∑
s=1
F˜ ks ηst
∥∥∥∥∥
2
=
1
T 2
∥∥∥∥∥
T∑
s=1
F˜ ks F
0′
s Λ
0′et/N
∥∥∥∥∥
2
≤ 1
N2
‖e′tΛ0‖2
(
k
Tk
T∑
s=1
‖F˜ ks ‖2
)(
r
Tr
T∑
s=1
‖F 0s ‖2
)
=
1
N2
‖e′tΛ0‖2Op(kr)
because 1
Tk
∑T
s=1‖F˜ ks ‖2 = 1 and rTr
∑T
s=1‖F 0s ‖2 = Op(1).
It follows that
1
T
T∑
t=1
ct = Op(kr)
r
N
1
T
T∑
t=1
∥∥∥∥ e′tΛ0√Nr
∥∥∥∥2
= Op
(
kr2
N
)
because 1
T
∑T
t=1
∥∥∥ e′tΛ0√
Nr
∥∥∥2 = Op(1) by Lemma 1(ii).
The term (1/T )
∑T
t=1 dt = Op
(
kr2
N
)
can be proved similarly. Combining the
above results, we have shown that
(1/T )
T∑
t=1
‖Fˆ kt −Hk
′
F 0t ‖2 ≤ (4/T )
T∑
t=1
(at + bt + ct + dt)
= Op
(
r2k
N
)
+Op
(
k
T
)
.
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Proof of Theorem 3.3.2
Lemma 2 Let Dk =
Fˆk
′
Fˆk
T
and D0 =
Hk
′
F 0
′
F 0Hk
T
. When k ≤ r, we have (i) ‖D−1k ‖ =
Op(k); (ii) ‖D−1k −D−10 ‖ = Op
(
max
{
r2k3max√
N
, rk
3
max√
T
})
.
Proof : Following Bai and Ng (2002), we have
Dk −D0 = Fˆ
k′Fˆ k
T
− H
k′F 0
′
F 0Hk
T
=
1
T
T∑
t=1
[Fˆ kt Fˆ
k′
t −Hk
′
F 0t F
0′
t H
k]
=
1
T
T∑
t=1
(Fˆ kt −Hk
′
F 0t )(Fˆ
k
t −Hk
′
F 0t )
′ +
1
T
T∑
t=1
(Fˆ kt −Hk
′
F 0t )F
0′
t H
k
+
1
T
T∑
t=1
Hk
′
F 0t (Fˆ
k
t −Hk
′
F 0t )
′.
Hence, we have
‖Dk −D0‖
≤ 1
T
T∑
t=1
‖Fˆ kt −Hk
′
F 0t ‖2 + 2
(
1
T
T∑
t=1
‖Fˆ kt −Hk
′
F 0t ‖2
)1/2(
1
T
T∑
t=1
‖Hk′F 0t ‖2
)1/2
= Op
(
max
{
r2k
N
,
k
T
})
+Op
(
max
{
r
√
k√
N
,
√
k√
T
})
·Op
(
r
√
k
)
= Op
(
max
{
r2k√
N
,
rk√
T
})
by Theorem 3.3.1 and the fact that 1
T
∑T
t=1‖Hk
′
F 0t ‖2 = Op(r2kmax), which is shown
below.
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From weakly dependent process of F 0t , it is easy to show that
1
T
T∑
t=1
‖Hk′F 0t ‖2 − E
[
1
T
T∑
t=1
‖Hk′F 0t ‖2
]
= Op
(
1√
T
)
.
Since
E
[
1
T
T∑
t=1
‖Hk′F 0t ‖2
]
= E
 1
T
T∑
t=1
k∑
l=1
(
r∑
j=1
Hk
′
lj F
0
tj
)2
=
1
T
T∑
t=1
k∑
l=1
r∑
j=1
r∑
i=1
E
[
Hk
′
lj F
0
tjH
k′
li F
0
ti
]
= Op(r
2kmax),
where the last equality uses the fact that E
[
Hk
′
lj F
0
tjH
k′
li F
0
ti
]
is finite for all t = 1, . . . , T ,
and l, j, i = 1, . . . , r. Thus, we have shown that 1
T
∑T
t=1‖Hk
′
F 0t ‖2 = Op(r2kmax).
Since F̂ k = F¯ k(F¯ k
′
F¯ k)(1/2) and F¯ k = XΛ¯k/N ,
F̂ k
′
F̂ k
T
=
1
T
(F¯ k
′
F¯ k)(1/2)F¯ k
′
F¯ k(F¯ k
′
F¯ k)(1/2)
=
1
T
(F¯ k
′
F¯ k)2
=
1
TN4
(
Λ¯k
′
X ′XΛ¯k
)2
=
1
TN4
(
Λ¯k
′
Λ¯kDEV
)2
=
(
DEV
N
)2
,
where DEV is the k × k diagonal matrix consisting of (ev(1)(X ′X), . . . , ev(k)(X ′X)).
Bai and Ng (2008) have a similar identity. This implies k−1‖D−1k ‖ = Op(1). Similarly,
given Hk = Λ
0′Λ0
N
F 0
′
F˜k
T
, we have that k−1‖D−10 ‖ = Op(1).
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From D−1k −D−10 = D−1k (D0 −Dk)D−10 , we have
‖D−1k −D−10 ‖ = ‖D−1k (Do −Dk)D−10 ‖
≤ ‖D−1k ‖ · ‖D0 −Dk‖ · ‖D−10 ‖
= k2
‖D−1k ‖
k
· ‖D0 −Dk‖ · ‖D
−1
0 ‖
k
= k2 ·Op(1) ·Op
(
max
{
kr2√
N
,
kr√
T
})
= Op
(
max
{
r2k3max√
N
,
rk3max√
T
})
.
Lemma 3 For 1 ≤ k ≤ r, and the Hk defined in Theorem 3.3.1, we have
V (k, Fˆ k)− V (k, F 0Hk) = Op
(
max
{
r4k4max√
N
,
r3k4max√
T
})
.
Proof :
For the true factor matrix with r factors and Hk defined in Theorem 3.3.1, let
M0FH = I − P 0FH denote the idempotent matrix spanned by null space of F 0Hk,
with PFH0 = F
0Hk
(
Hk
′
F 0
′
F 0Hk
)−1
Hk
′
F 0
′
. Correspondingly, let Mk
Fˆ
= IT −
Fˆ k(Fˆ k
′
Fˆ k)−1Fˆ k
′
= IT − P kFˆ . Then
V (k, Fˆ k) =
1
NT
N∑
i=1
X ′iM
k
Fˆ
X i,
V (k, F 0Hk) =
1
NT
N∑
i=1
X ′iM
0
FHX i,
V (k, Fˆ k)− V (k, F 0Hk) = 1
NT
N∑
i=1
X ′i(P
0
FH − P kFˆ )X i.
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Following Bai and Ng (2002), let Dk = Fˆ
k′Fˆ k/T and D0 = H
k′F 0
′
F 0Hk/T . Then
P k
Fˆ
− P 0FH
=
1
T
Fˆ k
(
Fˆ k
′
Fˆ k
T
)−1
Fˆ k
′ − 1
T
F 0Hk
(
Hk
′
F 0
′
F 0Hk
T
)−1
Hk
′
F 0
′
=
1
T
[Fˆ k
′
D−1k Fˆ
k − F 0HkD−10 Hk
′
F 0
′
]
=
1
T
[
(Fˆ k − F 0Hk + F 0Hk)D−1k (Fˆ k − F 0Hk + F 0Hk)′ − F 0HkD−10 Hk
′
F 0
′
]
=
1
T
[(Fˆ k − F 0Hk)D−1k (Fˆ k − F 0Hk)′ + (Fˆ k − F 0Hk)D−1k Hk
′
F 0
′
+F 0HkD−1k (Fˆ
k − F 0Hk)′ − F 0HkD−10 Hk
′
F 0
′
].
Thus, N−1T−1
∑N
i=1 X
′
i(P
k
Fˆ
− P 0FH)X i = I + II + III + IV . We consider each
term in turn.
I =
1
NT 2
N∑
i=1
T∑
t=1
T∑
s=1
(Fˆ kt −Hk
′
F 0t )
′D−1k (Fˆ
k
s −Hk
′
F 0s )XitXis
≤
(
1
T 2
T∑
t=1
T∑
s=1
(Fˆ kt −Hk
′
F 0t )
′D−1k (Fˆ
k
s −Hk
′
F 0s )
)1/2
×
 1
T 2
∑
t=1
∑
s=1
(
1
N
N∑
i=1
XitXis
)21/2
≤
(
1
T
T∑
t=1
‖Fˆ kt −Hk
′
F 0t ‖2
)
· ‖D−1k ‖ ·OP (1)
= Op
(
max
{
kr2
N
,
k
T
})
· k ·Op(1)
= Op
(
max
{
k2r2
N
,
k2
T
})
.
by Theorem 3.3.1, Lemma 1(iii) and Lemma 2(i).
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II =
1
NT 2
N∑
i=1
T∑
t=1
T∑
s=1
(Fˆ kt −Hk
′
F 0t )
′D−1k H
k′F 0sXitXis
≤
(
1
T 2
T∑
t=1
T∑
s=1
‖Fˆ kt −Hk
′
F 0t ‖2‖Hk
′
F 0s ‖2 · ‖D−1k ‖2
)1/2
×
 1
T 2
∑
t=1
∑
s=1
(
1
N
N∑
i=1
XitXis
)21/2
≤
(
1
T
T∑
t=1
‖Fˆ kt −Hk
′
F 0t ‖2
)1/2
· ‖D−1k ‖ ·
(
kr2
Tkr2
T∑
s=1
‖Hk′F 0s ‖2
)1/2
= Op
(
max
{(
kr2
N
)1/2
,
(
k
T
)1/2})
· k · k1/2r ·Op(1)
= Op
(
max
{
k2r2√
N
,
k2r√
T
})
.
It can be verified that III is also Op
(
max
{
k2r2√
N
, k
2r√
T
})
.
IV =
1
NT 2
N∑
i=1
T∑
t=1
T∑
s=1
F 0
′
t H
k(D−1k −D−10 )Hk
′
F 0sXitXis
≤ ‖D−1k −D−10 ‖
1
N
N∑
i=1
(
1
T
T∑
t=1
‖Hk′F 0t ‖ · |Xit|
)2
≤ ‖D−1k −D−10 ‖
kr2
N
N∑
i=1
(
1
T
√
kr
T∑
t=1
‖Hk′F 0t ‖
)2
= ‖D−1k −D−10 ‖ · kr2 ·Op(1)
= Op
(
max
{
k4r4√
N
,
k4r3√
T
})
.
where ‖D−1k −D−10 ‖ = Op
(
max
{
k3r2√
N
, k
3r√
T
})
by Lemma 2(ii).
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Thus, we have
V (k, Fˆ k)− V (k, F 0Hk) = Op
(
max
{
r4k4max√
N
,
r3k4max√
T
})
.
Lemma 4 For the matrix Hk defined in Theorem 3.3.1, and for each k with k < r =
rN,T →∞, there exists a positive constant C such that
plim inf
N,T→∞
inf
k
[V (k, F 0Hk)− V (r, F 0)] ≥ C > 0.
Proof :
V (k, F 0Hk)− V (r, F 0)
=
1
NT
N∑
i=1
X ′iM
0
FHX i −
1
NT
N∑
i=1
X ′iM
0
FX i
=
1
NT
N∑
i=1
(F 0λ0i + ei)
′M0FH(F
0λ0i + ei)−
1
NT
N∑
i=1
e′iM
0
F ei
=
1
NT
N∑
i=1
λ0
′
i F
0′M0FHF
0λ0i +
2
NT
N∑
i=1
e′iM
0
FHF
0λ0i
+
1
NT
N∑
i=1
e′i(P
0
F − P 0FH)ei
= I + II + III.
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Notice that P 0F − P 0FH ≥ 0, thus III ≥ 0. For the first term,
I =
1
NT
N∑
i=1
λ0
′
i F
0′M0FHF
0λ0i
=
1
NT
N∑
i=1
(
M0FHF
0λ0i
)′
M0FHF
0λ0i
≥ C > 0
because k < r and M0FHF
0λ0i 6= 0.
Next,
II =
2
NT
N∑
i=1
e′iF
0λ0i −
2
NT
N∑
i=1
e′iP
0
FHF
0λ0i .
Consider the first term
∣∣∣∣∣ 1NT
N∑
i=1
e′iF
0λ0i
∣∣∣∣∣
=
∣∣∣∣∣ 1NT
N∑
i=1
T∑
t=1
eitF
0′
t λ
0
i
∣∣∣∣∣
≤
(
1
Tr
T∑
t=1
‖F 0t ‖2
)1/2
· r1/2 · r1/2 1√
N
 1
T
T∑
t=1
∥∥∥∥∥ 1√Nr
N∑
i=1
eitλ
0
i
∥∥∥∥∥
2
1/2
= Op
(
r√
N
)
,
where the last equality follows from Lemma 1(ii). The second term is also op(1), and
hence II = op(1).
Lemma 5 For r ≤ k ≤ kmax, V (k, Fˆ k)− V (r, Fˆ r) = Op
(
max
{
r4k2max
N
, r
2kmax
T
})
.
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Proof :
|V (k, Fˆ k)− V (r, Fˆ r)| ≤ |V (k, Fˆ k)− V (r, F 0)|+ |V (r, F 0)− V (r, Fˆ r)|
≤ 2 max
r≤k
|V (k, Fˆ k)− V (r, F 0)|.
Thus, it is sufficient to prove for each k with r ≤ k ≤ kmax,
V (k, Fˆ k)− V (r, F 0) = Op
(
max
{
r4k2max
N
,
r2kmax√
T
})
.
Let Hk be as defined in Theorem 3.3.1, with full row rank. Let the k × r matrix
Hk+ be the generalized inverse of Hk such that HkHk+ = Ir. From X i = F
0λ0i + ei,
we have X i = F
0HkHk+λ0i + ei. This implies
X i = Fˆ
kHk+λ0i + ei − (Fˆ k − F 0Hk)Hk+λ0i
= Fˆ kHk+λ0i + ui,
where ui = ei − (Fˆ k − F 0Hk)Hk+λ0i .
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Note that
V (k, Fˆ k) =
1
NT
N∑
i=1
u′iM
k
Fˆ
ui,
V (r, F 0) =
1
NT
N∑
i=1
e′iM
0
F ei,
V (k, Fˆ k)
=
1
NT
N∑
i=1
(
ei − (Fˆ k − F 0Hk)Hk+λ0i
)′
Mk
Fˆ
(
ei − (Fˆ k − F 0Hk)Hk+λ0i
)
,
=
1
NT
N∑
i=1
e′iM
k
Fˆ
ei −
2
NT
N∑
i=1
λ0
′
i H
k+′(Fˆ k − F 0Hk)′Mk
Fˆ
ei
+
1
NT
N∑
i=1
λ0
′
i H
k+′(Fˆ k − F 0Hk)′Mk
Fˆ
(Fˆ k − F 0Hk)Hk+λ0i
= a+ b+ c.
Because I −Mk
Fˆ
is positive semi-definite, x′Mk
Fˆ
x ≤ x′x. Thus
c ≤ 1
NT
N∑
i=1
λ0
′
i H
k+′(Fˆ k − F 0Hk)′(Fˆ k − F 0Hk)Hk+λ0i
≤ 1
T
T∑
t=1
‖Fˆ kt −Hk
′
F 0t ‖2 ·
(
1
N
N∑
i=1
‖λ0i ‖2‖Hk+‖2
)
= Op
(
max
{
kr2
N
,
k
T
})
· kr2 ·Op(1)
= Op
(
max
{
k2r4
N
,
k2r2
T
})
.
by Theorem 3.3.1.
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For term b, we use the fact that |tr(A)| ≤ r‖A‖ for any r × r matrix A. Thus
b =
2
T
tr
(
Hk+(Fˆ k − F 0Hk)′Mk
Fˆ
(
1
N
N∑
i=1
eiλ
0
i
))
≤ 2r‖Hk+‖ ·
∥∥∥∥∥ Fˆ k − F 0Hk√T
∥∥∥∥∥ ·
∥∥∥∥∥ 1√TN ∑
i=1
eiλ
0
i
∥∥∥∥∥
≤ 2r‖Hk+‖ ·
(
1
T
T∑
t=1
‖Fˆ k − F 0Hk‖2
)1/2
× 1√
N
 1
T
T∑
t=1
∥∥∥∥∥ 1√N ∑
i=1
eiλ
0
i
∥∥∥∥∥
2
1/2
= 2r · (kr)1/2 ·Op
(
max
{√
kr√
N
,
√
k√
T
})
· r1/2 ·Op(1)
= Op
(
max
{
r3k
N
,
r2k
T
})
by Theorem 3.3.1 and Lemma 1(ii). Therefore,
V (k, Fˆ k) =
1
NT
N∑
i=1
e′iM
k
Fˆ
ei +Op
(
max
{
k2r4
N
,
k2r2
T
})
.
Thus we have
V (k, Fˆ k)− V (r, F 0)
=
1
NT
N∑
i=1
e′iP
0
F ei −
1
NT
N∑
i=1
e′iP
k
Fˆ
ei +Op
(
max
{
k2r4
N
,
k2r2
T
})
.
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Note that
1
NT
N∑
i=1
e′iP
0
F ei ≤
∥∥∥∥∥
(
F 0
′
F 0
T
)−1∥∥∥∥∥ · 1NT 2
N∑
i=1
e′iF
0F 0
′
ei
=
∥∥∥∥∥
(
F 0
′
F 0
T
)−1∥∥∥∥∥ · 1NT
N∑
i=1
∥∥∥∥∥ 1√Tr
T∑
t=1
F 0t eit
∥∥∥∥∥
2
· r
= r ·Op(1) · 1
T
· r ·Op(1)
= Op
(
r2
T
)
≤ Op
(
max
{
k2r4
N
,
k2r2
T
})
.
1
NT
∑N
i=1 e
′
iP
0
F ei is bounded by the sum of the first k largest eigenvalues of the
matrix ANT =
1
NT
e′e, where e = (eti), T ×N . Let ρ(A) denote the largest eigenvalue
of a matrix A. Under Assumption C(6), as Bai and Ng (2005) shows, ρ(ANT ) =
Op(C
−2
NT ), where C
2
NT = min(N, T ). Thus,
1
NT
N∑
i=1
e′iP
0
F ei = Op
(
max
{
k
N
,
k
T
})
≤ Op
(
max
{
k2r4
N
,
k2r2
T
})
.
In summary,
V (k, Fˆ k)− V (r, F 0) = Op
(
max
{
r4k2max
N
,
r2kmax
T
})
.
Proof of Theorem 3.3.2
Proof :
We shall prove that limN,T→∞ P (PC(k) < PC(r)) = 0 for all k 6= r. Since
PC(k)− PC(r) = V (k, Fˆ k)− V (r, Fˆ r)− (r − k)g(N, T ),
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it is sufficient to prove P [V (k, Fˆ k)− V (r, Fˆ r) < (r− k)g(N, T )]→ 0 as N, T, k, r →
∞.
Consider k < r. We have the identity:
V (k, Fˆ k)− V (r, Fˆ r) = [V (k, Fˆ k)− V (k, F 0Hk)] + [V (k, F 0Hk)− V (r, F 0Hr)]
+ [V (r, F 0Hr)− V (r, Fˆ r)].
Lemma 2 implies that the first and the third terms are both Op
(
max
{
k8max√
N
, k
7
max√
T
})
.
Next, we consider the second item. Because F 0Hr and F 0 span the same col-
umn space, V (r, F 0Hr) = V (r, F 0). Thus the second item can be rewritten as
V (k, F 0Hk)− V (r, F 0), which has a positive limit by Lemma 3. Hence P [PC(k) <
PC(r)]→ 0 if (r − k)g(N, T )→ 0 as N, T, k, r →∞.
Next, for k ≥ r,
P [PC(k)− PC(r) < 0] = P [V (r, Fˆ r)− V (k, Fˆ k) > (k − r)g(N, T )].
By Lemma 4, V (r, Fˆ r) − V (k, Fˆ k) = Op
(
max
{
k6max
N
, k
4
max
T
})
. According to our
setting, (k−r)g(N, T ) converges to zero at a slower rate than Op
(
max
{
k6max
N
, k
4
max
T
})
.
Thus, for k > r, P [PC(k) < PC(r)]→ 0 as N, T, k, r →∞.
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