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AN INTRODUCTION TO HODGE STRUCTURES
SARA ANGELA FILIPPINI, HELGE RUDDAT, AND ALAN THOMPSON
Abstract. We begin by introducing the concept of a Hodge structure and give
some of its basic properties, including the Hodge and Lefschetz decompositions.
We then define the period map, which relates families of Ka¨hler manifolds to
the families of Hodge structures defined on their cohomology, and discuss its
properties. This will lead us to the more general definition of a variation
of Hodge structure and the Gauss-Manin connection. We then review the
basics about mixed Hodge structures with a view towards degenerations of
Hodge structures; including the canonical extension of a vector bundle with
connection, Schmid’s limiting mixed Hodge structure and Steenbrink’s work
in the geometric setting. Finally, we give an outlook about Hodge theory in
the Gross-Siebert program.
1. Introduction
At the time of writing this survey, Hodge theory stands as one of the most
important and active research areas in algebraic geometry. As such it is a vast
subject, with many good introductory surveys and textbooks already available for
researchers new to the field. Our aim here is not to compete with this existing lit-
erature, nor do we claim that our survey is in any way comprehensive. Instead, in
keeping with the thematic goal of this volume, we aim to give a concise introduction
to some of the Hodge theoretic ideas that appear in the study of Calabi-Yau vari-
eties, with the intention of providing the reader with the theoretical tools necessary
to attack some of the more advanced chapters found herein.
The main part of this survey is divided into three sections. In the first (Sect.
2), we give basic results about Hodge structures that will be used throughout. The
second section (Sect. 3) gives an overview of the theory of variations of Hodge
structure, which describes how Hodge structures vary in families. Here we focus
heavily on the period map, with the aim of developing the theory needed to study
the moduli of K3 surfaces; this will be discussed further in [20]. Finally, the third
section (Sect. 4) gives an introduction to mixed Hodge structures, which we use to
study the behaviour of Hodge structures under degeneration. This section aims to
provide the reader with the background needed to study the Gross-Siebert approach
to mirror symmetry, which will be discussed briefly in the final section of this survey
(Sect. 5) and in significantly more detail in [32].
For readers interested in pursuing this subject further, as a standard reference for
much of the material covered in Sects. 2 and 3 we recommend the book by Voisin
[35]; we use this book as our main reference in the text wherever possible. When
discussing the theory of the period map in Sect. 3, we also find the book by Carlson,
A. Thompson was supported by a Fields-Ontario-PIMS postdoctoral fellowship with funding
provided by NSERC, the Ontario Ministry of Training, Colleges and Universities, and an Alberta
Advanced Education and Technology Grant.
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Mu¨ller-Stach and Peters [2] to be an indispensable reference; this book also contains
a good discussion of the motivation for introducing mixed Hodge structures. In
Sect. 4 we switch to the book by Peters and Steenbrink [26], which provides a
comprehensive introduction to the theory of mixed Hodge structures. Finally, a
general introduction to the Gross-Siebert program may be found in several articles
by Gross and Siebert, we recommend [14] [16] [19].
2. Hodge Structures
The first section of these notes will introduce the basic notion of a Hodge structure
and give some fundamental results about them. Historically, Hodge structures
were first developed to study compact Ka¨hler manifolds, but they have since found
much broader applications. In our treatment we will reverse the historical order,
first giving a brief introduction to the formal aspects of Hodge structures, then
specializing to discuss some of the results obtained in the context of compact Ka¨hler
manifolds. This discussion will culminate in the Hodge and Lefschetz decomposition
theorems, which are both fundamental results in Ka¨hler geometry.
After this, we digress to introduce some machinery from the theory of spectral
sequences, which will allow us to give a weakened version of the Hodge decompo-
sition that does not require the Ka¨hler assumption. Finally, we conclude with a
discussion of polarized Hodge structures, which are of vital importance to the study
of variations of Hodge structure in Sect. 3.
Throughout this section we will refer frequently to Part II of the book by Voisin
[35, Chaps. 5-8], which we use as our main reference; complete proofs of all theorems
may be found therein.
We begin with the definition of a (pure) Hodge structure:
Definition 1. A (pure) Hodge structure of weight n ∈ Z, denoted (HZ, Hp,q),
consists of a finitely generated free abelian group HZ (a lattice) along with a de-
composition HC =
⊕
p+q=nH
p,q of the complexification HC := HZ ⊗Z C, which
satisfies Hp,q = Hq,p.
Note that one can also speak of rational (respectively real) Hodge structures,
obtained by replacing the lattice HZ with a rational (respectively real) vector space.
In fact, one can further generalize this notion so as to allow Hodge structures on
R-modules HR of finite type, with R ⊂ R an arbitrary subring.
Example 1. Defining HC = H
k,k and Hp,q = 0, (p, q) 6= (k, k), one obtains the
simplest example of a Hodge structure, called a trivial Hodge structure of weight
2k.
Example 2. Another simple Hodge structure is given by taking HZ = 2πiZ (con-
sidered as a subgroup of C) and setting HC = H
−1,−1. This is a pure Hodge
structure of weight −2 and, in fact, is the unique 1-dimensional pure Hodge struc-
ture of weight −2 up to isomorphism. This Hodge structure is called the Tate
Hodge structure and is often denoted by Z(1).
It is also common to see a pure Hodge structure of weight n defined by a de-
creasing filtration {F p} on HC
HC = F
0 ⊃ F 1 ⊃ · · · ⊃ Fn ⊃ {0}
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such that HC ∼= F p⊕Fn−p+1. The two definitions are completely equivalent: given
a decomposition HC =
⊕
p+q=nH
p,q we may define a filtration by setting F p :=
Hn,0⊕· · ·⊕Hp,n−p, and given a filtration {F p}, we may define a decomposition by
settingHp,q := F p∩F q . The Hodge filtration will prove to be a useful reformulation
when we come to study Hodge structures associated to compact Ka¨hler varieties,
as it varies holomorphically in families (see Sect. 3.1).
To produce different Hodge structures starting from given ones, it is natural1 to
use the following multi-linear algebra constructions:
(1) Let (HZ, H
p,q), (H ′Z, H
′p,q) be two Hodge structures, both of weight n.
Then we can define their direct sum by taking the underlying lattice to be
the direct sum of the two lattices HZ ⊕H ′Z, and the (p, q)-components to
be the direct sums of the (p, q)-components of each term Hp,q⊕H ′p,q. The
direct sum is thus a Hodge structure of weight n.
(2) The dual of a Hodge structure (HZ, H
p,q) of weight n is a Hodge struc-
ture of weight −n, defined by taking as underlying lattice the dual H∨Z :=
Hom(HZ,Z) with the dual Hodge decomposition (H
∨)p,q = (H−p,−q)∨.
(3) Let (HZ, H
p,q), (H ′Z, H
′p,q) be two Hodge structures of weight n and n′
respectively. Then we can define their tensor product by taking as under-
lying lattice H ′′Z = HZ ⊗H
′
Z and defining the Hodge decomposition on its
complexification as:
H ′′p,q =
⊕
r+r′=p
s+s′=q
Hr,s ⊗H ′r
′,s′ .
The tensor product is a Hodge structure of weight n+ n′.
(4) From the previous two constructions it immediately follows that, for Hodge
structures (HZ, H
p,q) and (H ′Z, H
′p,q) of weights n and n′, we also have
Hodge structures on Hom(HZ, H
′
Z) = H
∨
Z ⊗ H
′
Z of weight n
′ − n and on
Symk(HZ) and
∧k
HZ, both of weight kn.
Example 3. Starting from a Hodge structure (HZ, H
p,q) of weight n, we can
produce a new Hodge structure of weight n − 2r, which is referred to as the r-th
Tate twist of the original Hodge structure, by setting
H(r)Z = HZ, H(r)
p,q = Hp−r,q−r.
2.1. The Hodge Decomposition. One of the main applications of Hodge struc-
tures is to the study of the cohomology of Ka¨hler manifolds, via the Hodge decom-
position. This decomposition will be described in this section.
Begin by letting X denote an m-dimensional Riemannian manifold. Denote the
sheaf of smooth n-forms on X by AnX and let d : A
n
X → A
n+1
X be the exterior
derivative. Define the Laplacian
∆d = dδ + δd,
1A third characterization of Hodge structures is given in terms of certain representations of
ResC/RC
∗ (see, for example, [33]). More precisely, a rational Hodge structure of weight n on a
Q-vector space H can be identified with an algebraic representation ρ : C∗ → GL(HR), where
HR := H ⊗Q R, such that the restriction of ρ to R
∗ is given by ρ(λ) = λn. From this point of
view, it is clearly completely natural to use constructions from multi-linear algebra to produce
new Hodge structures.
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where δ : AnX → A
n−1
X is the codifferential, defined by δ = (−1)
nm+m+1 ∗ d∗, where
∗ denotes the Hodge star operator.
Next define the set of harmonic forms of degree n to be
Hn(X) := {α ∈ AnX | ∆dα = 0}.
Then we have:
Theorem 1 (Hodge’s Theorem). [35, Thm. 5.23] There is an isomorphism
Hn(X) ∼= Hn(X,R).
To exploit the full power of Hodge’s Theorem, we need to consider a complex
manifold X endowed with a Hermitian metric. In this setting we may decompose
the sheaf of complex n-forms AnX into a direct sum of sheaves of (p, q)-forms
AnX =
⊕
p+q=n
Ap,qX
and write d = ∂ + ∂, where ∂ : Ap,qX → A
p+1,q
X and ∂ : A
p,q
X → A
p,q+1
X are the Dol-
beault operators. As we defined the Laplacian, we may also define operators ∆∂ and
∆∂ , and these two operators both preserve the bidegree given by the decomposi-
tion of complex n-forms into (p, q)-forms. However it is important to note that, on
an arbitrary complex manifold with Hermitian metric, the two operators ∆∂ and
∆∂ are not necessarily related to the Laplacian ∆d, and ∆d does not necessarily
preserve the bidegree.
To rectify this, we further restrict our attention to Ka¨hler manifolds. A Her-
mitian metric on a complex manifold X is said to be Ka¨hler if its imaginary part
ω, which is a (1, 1)-form on X , is closed. A complex manifold X equipped with
a Ka¨hler metric is called a Ka¨hler manifold and the 2-form ω on X is called the
associated Ka¨hler form.
The extraordinariness of Ka¨hler manifolds from the point of view of Hodge theory
relies on the fact that, on a Ka¨hler manifold, the operator ∆d preserves the bidegree.
Indeed, via the Hodge identities [35, Prop. 6.5], we obtain:
Theorem 2. [35, Thm. 6.7] If X is a Ka¨hler manifold, then
∆d = 2∆∂ = 2∆∂ .
As an easy corollary, we find:
Corollary 1. [35, Cor. 6.9] If α is a harmonic form of degree n on a Ka¨hler
manifold X, then the components of α of type (p, q) are also harmonic.
Thus, we may decompose
Hn(X) =
⊕
p+q=n
Hp,q(X),
where Hp,q(X) denotes the space of harmonic forms of type (p, q), and this decom-
position satisfies Hp,q(X) = Hq,p(X) [35, Cor. 6.10].
Finally, if X is also assumed to be compact, then we have Hn(X) ∼= Hn(X,C)
and the decomposition of Hn(X) into Hp,q(X) induces a decomposition
Hn(X,C) =
⊕
p+q=n
Hp,q(X).
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Via Dolbeault’s isomorphism, it can be shown that Hp,q(X) ∼= Hq(X,Ω
p
X), where
ΩpX is the sheaf of holomorphic p-forms on X (we refer the interested reader to [35,
Lemma 6.18] for details). We thus find:
Theorem 3 (Hodge Decomposition). [35, Sect. 6.1.3] Let X be a compact Ka¨hler
manifold. Then there exists a decomposition
Hn(X,C) =
⊕
p+q=n
Hp,q(X),
where Hp,q(X) ∼= Hq(X,Ω
p
X) and H
p,q(X) = Hq,p(X).
From this theorem, we see that if we let HZ(X) := H
n(X,Z)/torsion, then the
data (HZ(X), H
p,q(X)) defines a pure Hodge structure of weight n. The integers
hp,q(X) = dimCH
p,q(X) are called the Hodge numbers of X . Note that the Hodge
decomposition implies that hp,q(X) = hq,p(X) and the nth Betti number bn(X) =∑
p+q=n h
p,q(X).
The Hodge Decomposition Theorem immediately constrains the cohomology of
a Ka¨hler manifold, as exhibited by the following:
Corollary 2. [35, Cor. 6.13] For every compact Ka¨hler manifold X, the odd Betti
numbers b2k−1(X) are even.
The Hodge numbers of a compact Ka¨hler manifold X are frequently displayed
in the Hodge diamond :
h0,0(X)
h1,0(X) h0,1(X)
. .
. ...
. . .
hm,0(X) hm−1,1(X) · · · h1,m−1(X) h0,m(X)
. . .
... . .
.
hm,m−1(X) hm−1,m(X)
hm,m(X)
where m = dimC(X).
Example 4. Let C be a curve of genus g. Then it is easy to see that the Hodge
diamond of C is given by
h0(C,OC)
h0(C, ωC) h
1(C,OC)
h1(C, ωC)
=
1
g g
1
Example 5. Now let S be a K3 surface, i.e. a smooth compact complex surface
with trivial canonical bundle and h1(S,OS) = 0. The Hodge diamond of S is
calculated in [1, Prop. VIII.3.4], giving
h0(S,OS)
h0(S,Ω1S) h
1(S,OS)
h0(S, ωS) h
1(S,Ω1S) h
2(S,OS)
h1(S, ωS) h
2(S,Ω1S)
h2(S, ωS)
=
1
0 0
1 20 1
0 0
1
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Example 6. Finally, let X be a Calabi-Yau threefold, i.e. a smooth compact
complex Ka¨hler threefold with trivial canonical bundle and hi(X,OX) = 0 for
0 < i < 3. From the definition of X and Serre duality, we obtain the following
Hodge diamond:
1
0 0
0 h1,1(X) 0
1 h2,1(X) h2,1(X) 1
0 h1,1(X) 0
0 0
1
There are two Hodge numbers in the centre of this diamond that are not determined
by the general definition of a Calabi-Yau threefold. They can be interpreted as
follows.
From the vanishing h1(X,OX) = h2(X,OX) = 0 and the exponential sheaf
sequence, we get an abelian group isomorphism between Pic(X) = H1(X,O∗X) and
H2(X,Z). Thus, by the Hodge decomposition, the Hodge number h1,1(X) is equal
to the Picard number ρ(X) = dim(Pic(X)).
By Serre duality, we see that h2,1(X) = h1(X, TX), where TX = (ΩX)∗ is the tan-
gent bundle of X . Thus, by Kodaira-Spencer theory, the Hodge number h2,1(X) is
equal to the dimension of the space of first order infinitesimal complex deformations
of X .
A well-known consequence of the mirror symmetry conjecture is that, for a mirror
pair of Calabi-Yau threefolds X and Xˇ, these two Hodge numbers are interchanged:
h2,1(X) = h1,1(Xˇ), h1,1(X) = h2,1(Xˇ).
Note that the symmetries of the Hodge diamonds above are the result of gen-
eral phenomena: the left-right symmetry is a consequence of the equality hp,q(X) =
hq,p(X), whereas the top-bottom symmetry is a consequence of Serre duality, which
implies that hp,q(X) = hm−p,m−q(X) for an m-dimensional compact Ka¨hler mani-
fold X (see [35, Sect. 5.3.2]).
2.2. Morphisms of Hodge Structures. We define a morphism of Hodge struc-
tures as follows:
Definition 2. Let (VZ, V
p,q) and (WZ,W
p,q) denote two Hodge structures of
weights n and n + 2r respectively (for some r ∈ Z). Then a morphism of Hodge
structures of bidegree (r, r) is a group homomorphism φ : VZ → WZ such that
φ(V p,q) ⊂W p+r,q+r (or, equivalently, in terms of the Hodge filtrations, φ(F pVC) ⊂
F p+rWC).
Example 7. Let X and Y be two compact Ka¨hler manifolds and let f : X → Y
be a holomorphic map. Then f∗ : Hn(Y,Z) → Hn(X,Z) is a morphism of Hodge
structures of bidegree (0, 0).
The Gysin morphism f∗ : H
n(X,Z)→ Hn−2r(Y,Z) is also a morphism of Hodge
structures of bidegree (r, r), where r = dimC(Y )− dimC(X) [35, Sect. 7.3.2].
Remark 1. For every Hodge structure (HZ, H
p,q) of weight 2k− 1 with associated
Hodge filtration F •HC we can define a complex torus by
Jk(H) =
HC
F kHC ⊕HZ
.
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Given a morphism of Hodge structures, we get an induced morphism of complex
tori. Appying this construction to H2k−1(X,C), where X is a compact Ka¨hler
manifold, we obtain, for each k > 0, the Intermediate Jacobian:
Jk(X) =
H2k−1(X,C)
F kH2k−1(X,C)⊕Hk(X,Z)
,
which is indeed a complex torus [35, Sect. 12.1].
The following result tells us how the Hodge filtration behaves under morphisms
of Hodge structures:
Lemma 1. [35, Lemma 7.23] A morphism of Hodge structures φ : VZ → WZ is
strict for the Hodge filtration, i.e. imφ ∩ F p+rWC = φ(F pVC).
With the help of this lemma we can define a Hodge structure on the image of a
morphism of Hodge structures: One takes the quotient filtration induced by F •VC,
which coincides with the one inherited by imφ from F •+rWC [35, Cor. 7.24]. It can
further be shown that the kernels and cokernels of morphisms of Hodge structures
are indeed Hodge (sub-)structures defined by the induced filtration [35, Sect. 7.3.1].
Restricting to the case of rational Hodge structures, we have the following:
Definition 3. A rational Hodge substructure of (HQ, H
p,q) is a Q-vector subspace
WQ of HQ such that the decomposition of its complexification WC = WQ ⊗Q C
satisfies:
WC =
⊕
p+q=n
(WC ∩H
p,q)
The Hodge substructure on W is said to be of weight l if F l+1W = 0. In
particular, a Hodge substructure can have lower weight than the Hodge structure
it is contained in.
Remark 2. With the help of the previous results on morphisms and the operations
on Hodge structures defined above, it can be seen that the category of rational
Hodge structures of a given weight, with morphisms given by morphisms of Hodge
structures of type (0, 0), is an abelian category [35, Sect. 7.3.1].
2.3. The Lefschetz Decomposition. In this section, we digress briefly to discuss
a second important decomposition of the cohomology of a compact Ka¨hler manifold:
the Lefschetz decomposition. Suppose that X is a compact Ka¨hler manifold and
let η ∈ Hk(X,Z). Then η induces a map η : Hn(X,Z) → Hk+n(X,Z), via the
cup-product.
Let ω denote the Ka¨hler form on X . Then [ω] ∈ H2dR(X), the second de Rham
cohomology of X . The cup-product with ω thus induces a map
L : Hn(X,R) −→ Hn+2(X,R).
We have:
Theorem 4 (Hard Lefschetz). [35, Sect. 6.2.3] Let X be a compact Ka¨hler manifold
of dimension m. Then
Lm−n : Hn(X,R) −→ H2m−n(X,R)
is an isomorphism. Furthermore, if n ≤ j ≤ m, then
Lm−j : Hn(X,R) −→ H2m+n−2j(X,R)
is injective.
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The Hard Lefschetz Theorem provides us with further constraints on the topol-
ogy of Ka¨hler manifolds:
Corollary 3. The odd Betti numbers b2k−1(X) increase for 2k− 1 < n and, simi-
larly, the even Betti numbers b2k(X) increase for 2k < n.
Next, define:
Definition 4. Let X be a compact Ka¨hler manifold of dimension m. Define the
nth primitive cohomology of X by
Pn(X,R) := ker(Lm−n+1 : Hn(X,R) −→ H2m−n+2(X,R)).
Then we have:
Theorem 5 (Lefschetz Decomposition). [35, Cor. 6.26] Let X be a compact Ka¨hler
manifold of dimension m. Then there is a decomposition
Hn(X,R) =
⊕
2r≤n
LrPn−2r(X,R).
Furthermore, this decomposition is compatible with the Hodge decomposition,
so that if we write P p,q(X) = Pn(X,C)∩Hp,q(X), where n = p+q and Pn(X,C) =
Pn(X,R)⊗C, then the Hodge decomposition induces a decomposition Pn(X,C) =⊕
p+q=n P
p,q(X). We refer the interested reader to [35, Rem. 6.27] for details.
2.4. Spectral Sequences. Next we discuss an important spectral sequence and
show how it can be used to deduce a weaker version of the Hodge decomposition
theorem. These ideas will be revisited in the context of mixed Hodge structures in
Section 4.2.
We begin with some background on hypercohomology and spectral sequences; a
more detailed discussion may be found in [35, Ch. 8]. Let
· · ·
d
−→ A0
d
−→ A1
d
−→ A2
d
−→ · · ·
be a complex of sheaves on a space X . Recall that the hypercohomology of the
complex (A•, d) is defined by choosing an acyclic resolution of A• by a double
complex (I•,•, d, d′), i.e. a diagram with exact rows and columns
...
...
...
· · · // I0,1
d
//
d′
OO
I1,1
d
//
d′
OO
I2,1
d
//
d′
OO
· · ·
· · · // I0,0
d
//
d′
OO
I1,0
d
//
d′
OO
I2,0
d
//
d′
OO
· · ·
· · · // A0
d
//
d′
OO
A1
d
//
d′
OO
A2
d
//
d′
OO
· · ·
0
OO
0
OO
0
OO
AN INTRODUCTION TO HODGE STRUCTURES 9
and Hn(X, Ii,j) = 0 for n ≥ 0. Such a resolution always exists. Let In :=⊕
i+j=n I
i,j denote the total complex with differential δ = d + (−1)id′, then the
nth hypercohomology of (A•, d) is defined to be the nth cohomology of the complex
of global sections of I•,
Hn(X,A•) := Hnδ Γ(X, I
•),
and this definition is independent of the choice of I•,•.
Next assume that we have a decreasing filtration F on (A•, d) turning it into a
filtered complex, i.e. a decreasing filtration
· · · ⊂ F 2Ak ⊂ F 1Ak ⊂ F 0Ak = Ak
on each Ak, such that d preserves the filtration d : F pAk → F pAk+1. Replacing I•,•
if necessary, we may assume that the filtration F lifts to the resolution, in other
words, that we have a filtration
Ii,j = F 0Ii,j ⊃ F 1Ii,j ⊃ F 2Ii,j ⊃ · · ·
on the double complex I•,• that is compatible with differentials, such that F iI•,•
is an acyclic resolution of F iA•. As before, we denote the total complex of F iI•,•
by F iI• and denote its differential by δ.
We may use this filtration F to define a filtration on the hypercohomology of A•
as follows. The embedding F iI• ⊆ I• induces a map of hypercohomologies
Hn(X,F pA•) −→ Hn(X,A•).
We may then simply define F pHn(X,A•) to be the image of this map.
Now suppose that the filtration F pA• is bounded, so that for each k, there exists
a p with F pAk = 0. Then we have:
Theorem 6. [35, Thm. 8.21] There exist complexes
(Ep,qr , dr), with differentials dr : E
p,q
r → E
p+r,q−r+1
r
which satisfy the following conditions:
(1) Ep,q0 = Γ(X, Gr
p
F I
p+q) := Γ(X, F pIp+q/F p+1Ip+q) and d0 is induced by
δ.
(2) Ep,qr+1 can be identified with the cohomology of (E
p,q
r , dr), i.e. with
ker(dr : E
p,q
r → E
p+r,q−r+1
r )
im(dr : Ep−r,q+r−1 → E
p,q
r )
.
(3) For p+ q fixed and r sufficiently large,
Ep,qr = Gr
p
F H
p+q(X,A•)
We note here that the exactness of Γ on acyclic objects implies that Γ commutes
with GrF , so in part 1 of the above theorem we have
Γ
(
X,GrpF I
p+q
)
=
Γ(X, F pIp+q)
Γ(X, F p+1Ip+q)
.
An explicit definition of Ep,qr may be given by defining Z
p,q
r and B
p,q
r to be
Zp,qr := ker(δ : Γ(X, F
pIp+q)→ Γ(X, Ip+q+1/F p+rIp+q+1)),
Γ(X, Ip+q)/Bp,qr := coker(δ : Γ(X, F
p−r+1Ip+q−1)→ Γ(X, Ip+q/F p+1Ip+q)),
then setting
Ep+qr = Z
p,q
r /(B
p,q
r ∩ Z
p,q
r );
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we refer the interested reader to the proof of [35, Thm. 8.21].
The series of complexes (Ep,qr , dr) is called the spectral sequence associated to
the filtered complex (A•, F ). Part 3 of Thm. 6 says that this spectral sequence
converges to Hp+q(X,A•). This group is often denoted by Ep+q∞ , and its graded
piece GrpF H
p+q(X,A•) denoted by Ep,q∞ . We write
Ep,q0 = Γ(X,Gr
p
F I
p+q)⇒ Hp+q(X,A•),
which should be read as “the spectral sequence with Ep,q0 = Γ(X,Gr
p
F I
p+q) con-
verges to Hp+q(X,A•)”. Note here that it is also not uncommon to see a spectral
sequence defined using Ep,qr , for some r > 0, on the left hand side instead of E
p,q
0 .
We say that the spectral sequence associated to a filtered complex (A•, F ) de-
generates at Er if dk = 0 for all k ≥ r. For such r, from Thm. 6 we obtain
Ep,qr = E
p,q
∞ = Gr
p
F H
p+q(X,A•).
Now we specialize this discussion to the case that interests us. Begin by letting
X be a complex manifold (that is not necessarily Ka¨hler). With notation as in Sect.
2.1, we consider the holomorphic de Rham complex (Ω•X , ∂). Equip this complex
with the naive filtration given by truncation
F pΩ•X = Ω
≥p
X = 0 −→ · · · −→ 0 −→ Ω
p
X
∂
−→ Ωp+1X
∂
−→ · · · .
We will use the theory above to associate a spectral sequence to this filtered com-
plex, which will allow us to give a weaker form of the Hodge decomposition theorem.
To define the spectral sequence that we need, note first that the double complex
(Ap,qX , ∂, (−1)
p∂) (as defined in Sect. 2.1) provides an acyclic resolution of Ω•X
...
...
...
0 // A0,1X ∂
//
∂
OO
A1,1X ∂
//
−∂
OO
A2,1X ∂
//
∂
OO
· · ·
0 // A0,0X ∂
//
∂
OO
A1,0X ∂
//
−∂
OO
A2,0X ∂
//
∂
OO
· · ·
0 // Ω0X ∂
//
?
OO
Ω1X ∂
//
?
OO
Ω2X ∂
//
?
OO
· · ·
0
OO
0
OO
0
OO
and the associated total complex is precisely the de Rham complex A•X with the
exterior derivative d = ∂ + ∂.
The filtration F pΩ•X lifts to a filtration on the double complex A
•,•
X , again given
by truncation, which induces the filtration F pA•X defined on the de Rham complex
(A•X , d) by
F pAnX :=
⊕
i≥p
i+j=n
Ai,jX .
AN INTRODUCTION TO HODGE STRUCTURES 11
This filtration induces a filtration on the hypercohomology of (Ω•X , ∂), as de-
scribed above. Moreover, by [35, Cor. 8.14], the hypercohomology of this complex
agrees with the cohomology of X , i.e. Hn(X,Ω•X) = H
n(X,C). So we can define
an analogue of the Hodge filtration on the cohomology of X using the filtration on
the hypercohomology
F pHn(X,C) := F pHn(X,Ω•X).
Furthermore, by Thm. 6, the filtered complex (A•X , F ) has an associated spectral
sequence
Ep,q0 = Γ(X,A
p,q
X )⇒ Gr
p
F H
p+q(X,Ω•X) =
F pHp+q(X,C)
F p+1Hp+q(X,C)
.
This spectral sequence is called the Fro¨licher spectral sequence.
Now suppose that the Fro¨licher spectral sequence degenerates at E1. It follows
from [35, Prop. 8.25] that Ep,q1 = H
q(X,ΩpX), so we thus obtain the equality
Hq(X,ΩpX) = F
pHp+q(X,C) / F p+1Hp+q(X,C).
This implies the existence of a decomposition
Hn(X,C) ∼=
⊕
p+q=n
Hq(X,ΩpX),
but this isomorphism is not necessarily canonical. This is a weaker form of the
Hodge decomposition.
Remark 3. Unfortunately, this weaker result does not imply the equality of the
Hodge numbers hp,q = hq,p, nor the Hodge decomposition in the usual form
Hn(X,C) =
⊕
p+q=n
Hp,q(X), where Hp,q(X) := F pHp+q(X,C) ∩ F q+1Hq(X,C).
In the Ka¨hler case, the Hodge decomposition (Thm. 3) and Dolbeault’s isomor-
phism Hp,q(X) ∼= Hq(X,Ω
p
X) imply the existence of this weaker decomposition, so
the following result can be expected.
Theorem 7. [35, Thm. 8.28] The Fro¨licher spectral sequence of a compact Ka¨hler
manifold degenerates at E1.
2.5. Polarized Hodge Structures. We conclude Sect. 2 by defining an impor-
tant concept: that of a polarized Hodge structure. Imposing the additional condition
of a polarization will later allow us to classify polarized Hodge structures by points
in a period domain, which will in turn prove to be a very powerful tool in the study
of Hodge structures that vary in families (see Sect. 3).
We begin by letting X be a compact Ka¨hler manifold with Ka¨hler form ω.
Fix once and for all an integer n ≥ 0. Let HZ := H
n(X,Z)/torsion and HC :=
HZ ⊗Z C ∼= Hn(X,C).
The Hodge decomposition (Thm. 3) shows that we may decompose HC as a
direct sum
HC =
⊕
p+q=n
Hp,q,
so that the data (HZ, H
p,q) defines a pure Hodge structure of weight n.
Now, we can use ω to define a nondegenerate bilinear form Q : HZ×HZ → Z by
Q(ξ, η) :=
∫
X
ξ ∧ η ∧ ωdim(X)−n.
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Q extends to HC by linearity and has the following properties [35, Sect. 7.1.2]:
(1) Q is symmetric if n is even and skew-symmetric if n is odd.
(2) Q(ξ, η) = 0 for ξ ∈ Hp,q and η ∈ Hp
′,q′ with p 6= q′.
(3) (−1)
n(n−1)
2 ip−qQ(ξ, ξ) > 0 for ξ ∈ Hp,q non-zero.
Conditions (2) and (3) are called the Hodge-Riemann bilinear relations.
This motivates the following definition:
Definition 5. A polarized Hodge structure of weight n consists of a pure Hodge
structure (HZ, H
p,q) of weight n together with a nondegenerate integral bilinear
form Q on HZ which extends to HC by linearity and satisfies (1)–(3) above.
Remark 4. It is also common to see the Hodge-Riemann bilinear relations written
in terms of the filtration {F p}. In this case they become:
(2’) Q(F p, Fn−p+1) = 0.
(3’) (−1)
n(n−1)
2 Q(Cξ, ξ) > 0 for any nonzero ξ ∈ HC, where C : HC → HC is the
Weil operator defined by C|Hp,q = ip−q.
To illustrate the theory presented here, we will discuss three examples. These
examples are studied in depth in the book by Barth, Hulek, Peters and van de Ven
[1]; we will return to them repeatedly in Sect. 3.
Example 8. For our first example, let E denote an elliptic curve. We will study
the polarized Hodge structure of weight 1 on the first cohomology H1(E,Z).
Define HZ := H
1(E,Z) ∼= Z2 and HC := H1(E,C) ∼= C2. The Hodge decompo-
sition (Thm. 3) implies that we may write
HC = H
1,0 ⊕H0,1,
where Hp,q = Hq(E,ΩpE) and dim(H
1,0) = dim(H0,1) = 1. The data (HZ, H
p,q)
defines a pure Hodge structure of weight 1.
The polarization on HC is defined by
Q(ξ, η) :=
∫
E
ξ ∧ η
and there exists a canonical basis α, β ∈ H1(E,Z) (given by taking the Poincare´
dual of the canonical basis for H1(E,Z)) so that the matrix of Q with respect to
this basis is [
0 1
−1 0
]
,
i.e. Q(α, α) = Q(β, β) = 0 and Q(α, β) = 1.
Example 9. We can generalize this result to a arbitrary curve C of genus g ≥ 1.
As before, define HZ := H
1(C,Z) ∼= Z2g and HC := H1(C,C) ∼= C2g. Again, the
Hodge decomposition (Thm. 3) implies that we may write
HC = H
1,0 ⊕H0,1,
where Hp,q = Hq(C,ΩpC) and dim(H
1,0) = dim(H0,1) = g. The data (HZ, H
p,q)
defines a pure Hodge structure of weight 1.
The polarization on HC is again defined by
Q(ξ, η) :=
∫
C
ξ ∧ η
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and there exists a canonical basis α1, . . . , αg, β1, . . . , βg ∈ H1(C,Z) so that the
matrix of Q with respect to this basis is[
0 Ig
−Ig 0
]
where Ig denotes the g × g identity matrix, i.e. Q(αi, αj) = Q(βi, βj) = 0 for all
i, j and Q(αi, βj) = δij (where δij is defined to equal 1 if i = j and 0 otherwise).
Example 10. For our final example, consider a K3 surface S. This time, we
will study the polarized Hodge structure of weight 2 on the second cohomology
H2(S,Z).
Define HZ := H
2(S,Z) and HC := H
2(S,C). The Hodge decomposition (Thm.
3) gives
HC = H
2,0 ⊕H1,1 ⊕H0,2,
where Hp,q = Hq(E,ΩpE). In this case, Ex. 5 gives dim(H
2,0) = dim(H0,2) = 1
and dim(H1,1) = 20, and the data (HZ, H
p,q) defines a pure Hodge structure of
weight 2.
The polarization on HC is defined by
Q(ξ, η) :=
∫
S
ξ ∧ η.
This defines a lattice structure on HZ ∼= Z22. By [1, Prop. VIII.3.3], the lattice thus
obtained is an even, unimodular lattice of rank 22 and signature (3, 19), isometric
to
ΛK3 := U ⊕ U ⊕ U ⊕ (−E8)⊕ (−E8),
where U denotes the hyperbolic plane lattice, an even, unimodular, indefinite lattice
of rank 2 with bilinear form given by the matrix
[
0 1
1 0
]
, and E8 is the root lattice
corresponding to the Dynkin diagram E8, an even, unimodular, positive definite
lattice of rank 8.
3. Variations of Hodge Structure
Our next aim is to make rigorous the idea of polarized Hodge structures that
vary in families. This will lead us naturally to the concept of a polarized variation of
Hodge structure and the period map associated to it. Motivated by this definition,
we will then be able to define a more general variation of Hodge structure.
Our starting point and main motivation in studying this theory is to understand
what happens to the Hodge structure on the cohomology of a Ka¨hler manifold as
that manifold is deformed in a family. This has many uses in the study of Calabi-
Yau varieties: in particular, it is crucial to the construction of the moduli space
of K3 surfaces (see [20]) and will be one of the foundations of the Gross-Siebert
approach to mirror symmetry, as discussed later in this survey.
Much of this theory was originally developed by Griffiths in the late 1960’s in
his seminal papers [9] [10], [11] [12]. As our main reference for many results in this
section, we will refer to Part III of the book by Voisin [35, Chaps. 9-10]. However,
for results on period mappings we will sometimes instead refer to the book by
Carlson, Mu¨ller-Stach and Peters [2], which gives a more comprehensive treatment.
Further details of the three examples presented here may be found in [1].
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3.1. The Local Period Mapping. Let f : X → ∆ be a proper smooth surjective
morphism onto a complex polydisc ∆, whose fibres Xb are compact Ka¨hler man-
ifolds for all b ∈ ∆. Assume that there exists ω ∈ H2(X ,Z) such that, for each
b ∈ ∆, the restriction ωb := ω|Xb is a Ka¨hler class. This induces a polarized Hodge
structure on the cohomology of the fibres Hn(Xb,Z) as above, which varies with
b ∈ ∆. This is an example of a variation of polarized Hodge structure. By studying
it in the forthcoming sections, we will be lead naturally to a general definition for
such objects.
Note that smoothness implies that the fibresXb are all diffeomorphic, and Ehres-
mann’s theorem [35, Thm. 9.3] shows that f : X → ∆ has a local topological triv-
ialization, i.e. X is diffeomorphic to Xb × ∆ over ∆, for any b ∈ ∆. Thus, there
is a unique isomorphism Hn(Xb,Z) ∼= Hn(Xb′ ,Z) for any b, b′ ∈ ∆. Therefore,
without ambiguity we may define HZ := H
n(Xb,Z)/torsion and HC := HZ ⊗Z C ∼=
Hn(Xb,C), where these definitions do not depend upon the choice of b ∈ ∆. The
class ω induces a bilinear form Q on HZ as above, which extends to HC by linearity.
However, the isomorphisms Hn(Xb,C) ∼= Hn(Xb′ ,C) do not preserve the Hodge
decompositions of these spaces; instead, the Hodge decomposition of Hn(Xb,C)
varies continuously with b ∈ ∆. In particular, although the subspaces Hp,q arising
from the Hodge decomposition vary with b ∈ ∆, their dimensions hp,q := dim(Hp,q)
are fixed. As theXb are all diffeomorphic, this variation of the Hodge decomposition
may be thought of as reflecting a variation of complex structure on a fixed manifold.
We can thus define a classifying space for these Hodge decompositions:
Definition 6. Let D denote the set of all collections of subspaces {Hp,q} of HC
such that HC =
⊕
p+q=nH
p,q and dim(Hp,q) = hp,q, on which Q satisfies the
Hodge-Riemann bilinear relations (2) and (3).
Remark 5. In terms of filtrations, D may be defined as the set of all filtrations
HC = F
0 ⊃ F 1 ⊃ · · · ⊃ Fn ⊃ {0},
with dim(F p) = hn,0 + · · ·+ hp,n−p, on which Q satisfies (2’) and (3’).
D is called the local period domain. It can be realized as a homogeneous domain
G/K, where G is the (real) Lie group of linear automorphisms of HR := HZ ⊗Z R
which preserve Q, and K is the subgroup of elements fixing a reference structure
in D (see [2, Sect. 4.3]). D is thus a (real) manifold.
We may associate to D a second manifold Dˇ, called its compact dual, which is
defined to be the set of all collections of subspaces {Hp,q} as in Defn. 6 that satisfy
the first Hodge-Riemann bilinear relation (2) but not necessarily the second (3). It
can be shown that Dˇ is not just a smooth complex manifold, but also a projective
algebraic variety. Moreover, the local period domain D may be embedded into Dˇ
as an open subset, thereby endowing D with the structure of a smooth complex
manifold. We refer the interested reader to [2, Sect. 4.3] for details.
There is a well-defined morphism φ : ∆ → D, where φ takes b ∈ ∆ to the point
in D corresponding to the Hodge decomposition of Hn(Xb,C). This morphism is
called the local period mapping.
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If {F pb } is the Hodge filtration on H
n(Xb,C), we find that {F
p
b } has the following
properties [2, Sect. 4.4]:
∂F pb
∂b
⊂ F pb (holomorphicity),
∂F pb
∂b
⊂ F p−1b (Griffiths transversality).
In particular, the first of these properties implies that the local period mapping φ
is holomorphic [2, Thm. 4.4.5].
To illustrate these ideas, we now compute the local period domains for the three
examples studied in the previous section.
Example 11. Consider first the example of an elliptic curve E. The polarized
Hodge structure on the first cohomology H1(E,Z) has Hodge numbers h1,0 =
h0,1 = 1. The Hodge filtration is
H = F 0 ⊃ F 1 ⊃ {0},
where F 1 = H1,0. We see that D is the set of all filtrations C2 ⊃ F 1 ⊃ {0} with
dim(F 1) = 1, on which Q satisfies the conditions (2’) and (3’).
To specify a point in D, it suffices to give λ ∈ HC that spans F 1. The Hodge-
Riemann bilinear relations (2’) and (3’) become
(2’) Q(λ, λ) = 0,
(3’) iQ(λ, λ) > 0.
Write λ in terms of the canonical basis as λ = z1α + z2β, for z1, z2 ∈ C. The
relations become
(2’) z1z2 − z2z1 = 0,
(3’) i(z1z2 − z2z1) > 0.
(2’) is vacuous in this case and (3’) implies that z1 6= 0. We may therefore scale λ
so that λ = α+ z2β (i.e. set z1 = 1). Then (3’) says
(3’) Im(z2) > 0.
Since specifying z2 is equivalent to specifying λ, which uniquely determines F
1,
we find that in this case the local period domain for elliptic curves is the complex
upper half-plane
D ∼= H := {z ∈ C | Im(z) > 0}.
Example 12. Now consider the case of a curve C of genus g ≥ 1. This time the
polarized Hodge structure on the first cohomology H1(C,Z) has Hodge numbers
h1,0 = h0,1 = g. As in the case of the elliptic curve, the Hodge filtration is
HC = F
0 ⊃ F 1 ⊃ {0},
where F 1 = H1,0. We see that D is the set of all filtrations C2 ⊃ F 1 ⊃ {0} with
dim(F 1) = g, on which Q satisfies the Hodge-Riemann bilinear relations (2’) and
(3’).
To specify a point inD, it is sufficient to give a basis {λ1, . . . , λg} for the subspace
F 1. Write (λ1, . . . , λg) in terms of the canonical basis {αi, βj} as (λ1, . . . , λg) =
(α1, . . . , αg, β1, . . . , βg)Z, where Z =
[
Z1
Z2
]
is a 2g× g complex matrix. Relations
(2’) and (3’) may then be written in terms of the g × g matrices Z1 and Z2 as
follows:
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(2’) ZT1 Z2 − Z
T
2 Z1 = 0, i.e. the matrix Z
T
1 Z2 is symmetric, and
(3’) i(ZT1 Z2 − Z
T
2 Z1) is a positive-definite matrix.
In particular, (3’) here implies that Z1 is invertible. We may therefore replace
(λ1, . . . , λg) 7→ (λ1, . . . , λg)Z
−1
1 , so that Z becomes Z =
[
Ig
Z2
]
. Then the condi-
tions above become
(2’) ZT2 − Z2 = 0, i.e. the matrix Z2 is symmetric, and
(3’) Im(Z2) is positive definite.
Thus, we find that in this case the local period domain for genus g curves is the
Siegel upper half-space of degree g
D ∼= Hg := {Z ∈Mg×g(C) | Z is symmetric and Im(Z) is positive definite}.
Example 13. Finally, in the case of a K3 surface S the polarized Hodge structure
on the second cohomology H2(S,Z) has Hodge numbers h2,0 = h0,2 = 1 and h1,1 =
20.
Let σ ∈ H2,0 be any non-zero element. We claim that σ uniquely determines the
subspaces H1,1 and H0,2. The subspace H0,2 is easy, it is spanned by the complex
conjugate σ. The remaining subspace H1,1 is then uniquely defined by the fact
that it is orthogonal to σ with respect to the bilinear form Q: to be precise, H1,1
is the complexification of the real vector subspace of HZ ⊗ R = ΛK3 ⊗ R given as
the orthogonal complement of the plane spanned by Re(σ) and Im(σ).
Thus to specify a point in D, it suffices to give σ ∈ ΛK3⊗C that spans H2,0 (in
fact, since σ is only defined up to non-zero scalar multiples, we only need the class
of σ in the projectivisation P(ΛK3⊗C)). The Hodge-Riemann bilinear relations (2)
and (3) become
(2) Q(σ, σ) = 0,
(3) Q(σ, σ) < 0.
Thus the local period domain for K3 surfaces is
D := {[σ] ∈ P(ΛK3 ⊗ C) | Q(σ, σ) = 0, Q(σ, σ) < 0}.
It is a smooth 20-dimensional quasi-projective variety.
3.2. The Global Period Mapping. Studying families over a polydisc ∆ does not
allow us to consider the situation where we have a family over a base that is not
topologically trivial. If our base B is a more general complex manifold, then the
isomorphism Hn(Xb,Z) ∼= Hn(Xb′ ,Z) for b, b′ ∈ B is not necessarily unique. This
means that the period mapping is no longer well-defined. To compensate for this,
we must quotient the period domain D by the action of monodromy.
Let
(1) Aut(HZ, Q) := {g : HZ → HZ | Q(gξ, gη) = Q(ξ, η) for all ξ, η ∈ HZ}.
This group acts on D in the obvious way. We have a monodromy representation
̺ : π1(B)→ Aut(HZ, Q).
Suppose that Γ ⊂ Aut(HZ, Q) contains the image of ̺. Then we have a well-
defined map φ : B → Γ\D. This is the global period mapping. The quotient Γ\D is
called the period domain.
We now return to our three examples.
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Example 14. In the case of an elliptic curve E, the group Aut(HZ, Q) is the
group of linear transformations Z2 → Z2 that preserve the bilinear form Q. This is
precisely the group SL(2,Z). It acts on D ∼= H by[
a b
c d
]
· z =
c+ dz
a+ bz
.
Note that the negative identity matrix acts trivially, so we get an induced action
of the modular group Γ := PSL(2,Z) on D. The period domain for elliptic curves
is therefore
Γ\D ∼= PSL(2,Z)\H.
This is the classical modular curve.
Example 15. The case of a curve C of genus g ≥ 1 is similar. Here the group
Aut(HZ, Q) is the group of linear transformations Z
2g → Z2g that preserve the
bilinear form Q, which is precisely the group Sp(2g,Z). It acts on D ∼= Hg by[
A B
C D
]
· Z = (C +DZ)(A+BZ)−1,
where A, B, C, D are g × g matrices. Note that the negative identity matrix −I2g
acts trivially, so we get an induced action of the group Γg := Sp(2g,Z)/{±I2g} on
D. The period domain for curves of genus g ≥ 1 is therefore
Γ\D ∼= Γg\Hg.
It is a normal, quasi-projective variety.
Example 16. Finally, in the case of a K3 surface S the group Aut(HZ, Q) of linear
transformations ΛK3 → ΛK3 that preserve the bilinear form Q does not act properly
discontinuously on D. Thus the period domain Aut(HZ, Q)\D for K3 surfaces will
not be a Hausdorff space. This can be rectified by restricting oneself to algebraic
K3 surfaces, which has the effect of shrinking the local period domain to a 19-
dimensional quasi-projective variety. Once this restriction has been performed, the
group Aut(HZ, Q) acts properly discontinuously and the resulting period domain
is a quasi-projective variety with only finite quotient singularities. The interested
reader may find more details in [1, Chap. VIII] or [20].
3.3. Variations of Hodge Structure. We can reverse engineer this theory to
define abstract variations of polarized Hodge structure. Heuristically, a variation
of polarized Hodge structure may be defined to be a map from a complex manifold
into a period domain that satisfies the properties we have observed in Sects. 3.1
and 3.2.
More rigorously, let HZ be a finitely generated free abelian group equipped with
a nondegenerate bilinear form Q. Let D be a local period domain classifying Hodge
structures of weight n onHC = HZ⊗ZC polarized by the bilinear formQ, with given
Hodge numbers {hp,q} (defined as in Definition 6). Define the group Aut(HZ, Q)
as in Eq. (1) and let Γ ⊂ Aut(HZ, Q) be a subgroup. Finally, let B be a complex
manifold.
Definition 7. A map φ : B → Γ\D defines a polarized variation of Hodge structure
of weight n on B if
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(i) for every point b ∈ B, the map φ restricted to a small polydisc around b lifts
to a holomorphic map φ˜b : ∆→ D (φ is said to be locally liftable and the maps
φ˜b are called local lifts), and
(ii) the local lifts φ˜b around any point b ∈ B satisfy Griffiths transversality.
Remark 6. We note that the Griffiths transversality condition (ii) is, in general,
non-trivial. The exception occurs when D is a Hermitian symmetric domain [2,
Rem. 4.4.8]. This happens in two cases [2, Exs. 4.3.5, 4.3.6]: when the weight
n = 1 and D is the Siegel upper half-space Hg (known as Abelian variety type), and
when n = 2 and D is a Type IV domain (known as K3 surface type, as they arise
in the study of variations of Hodge structures arising from families of algebraic K3
surfaces).
In more generality, let B be a complex manifold and let EZ be a locally constant
system of finitely generated free Z-modules on B. Define E := EZ ⊗ OB. Then E
is a complex vector bundle which carries a natural flat connection ∇ : E → E ⊗Ω1B
(the Gauss-Manin connection, see [35, Sect. 9.2]), induced by ∂ : OB → Ω1B. Let
{Fp} be a filtration of E by holomorphic sub-bundles.
Definition 8. The data (EZ,F) defines a variation of Hodge structure of weight n
on B if
(i) {Fp} induces Hodge structures of weight n on the fibres of E , and
(ii) if s is a section of Fp and ζ is a vector field of type (1, 0), then ∇ζs is a section
of Fp−1 (this is a reformulation of Griffiths transversality).
Furthermore, if EZ carries a nondegenerate bilinear form Q : EZ × EZ → Z, we
have a polarized variation of Hodge structure of weight n if, additionally, the linear
extension of Q to E satisfies
(iii) Q defines a polarized Hodge structure on the fibres of E , and
(iv) Q is flat with respect to ∇, i.e.
∂Q(s, s′) = Q(∇s, s′) +Q(s,∇s′)
for any sections s, s′ of E .
Then we find:
Lemma 2. [2, Lemma 4.5.3] The definitions of polarized variation of Hodge struc-
ture of weight n from Definitions 7 and 8 agree.
Finally, we have:
Definition 9. The Hodge bundles Ep,n−p associated to a variation of Hodge struc-
ture (EZ,F) of weight n are defined by Ep,n−p = Fp/Fp+1.
As one might expect, there is a C∞ (but not holomorphic) decomposition
E =
⊕
p+q=n
Ep,q, Ep,q = Eq,p.
4. Mixed Hodge Structures
The next section of these notes will be concerned with what happens to the Hodge
structures on the cohomology of a Ka¨hler manifold as that manifold degenerates
to a singular variety. This provides the main motivation for the development of
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limiting mixed Hodge structures. In this section we will give an overview of some
of this theory.
The basic setup consists of a proper holomorphic map f : X → ∆ onto the unit
disc ∆ ⊂ C, that is smooth away from the fibre over zero. Assume that Xb, the fibre
over b ∈ ∆, is Ka¨hler for each b 6= 0. Then for any n, the cohomology Hn(Xb,C)
carries a natural pure Hodge structure of weight n. This gives rise to a variation of
Hodge structures, as discussed in the previous section.
Under this setup, in 1970 Griffiths [13] conjectured that monodromy around
0 ∈ ∆ should give a filtration W , called a weight filtration, on the cohomology
HQ = H
n(Xb,Q) of a nearby fibre and, moreover, that there should exist a suitable
Hodge filtration Flim on HQ so that the triple (HQ,W, F ) defines a so-called mixed
Hodge structure, i.e. Flim induces a pure Hodge structure of weight k + n on the
kth W -graded piece GrWk HQ .
The first progress on this conjecture came in 1971, when Deligne [4] proved that,
for every n, the nth cohomology of a smooth variety U over C carries a natural and
functorial mixed Hodge structure. Using this, in 1973 a seminal work by Schmid
[30] defined the filtration Flim, verified Griffiths’ prediction and studied abstract
aspects of limiting mixed Hodge structures.
The next year, in 1974, Deligne [7] extended his previous result to arbitrary
varieties over C (including singular ones) and Malgrange [23] studied the asymptotic
behaviour of flat sections of the Gauss-Manin connection near the singular points
of a regular function.
Based on these results, in 1976, Steenbrink [31] was able to give a comprehensive
account of the case where the central fibre X0 is a semi-stable normal crossing
divisor and the map f is projective. He then proved that the sequence
Hn(X0,C)
r∗
−→ Hn(Xt,C)
log T
−→ Hn(Xt,C)
is an exact sequence of mixed Hodge structures, where r : Xt → X0 is a retraction
map and T : Hn(Xt,C)→ Hn(Xt,C) is the monodromy operator given by parallel
transport around 0. This local invariant cycle theorem had been conjectured by
Griffiths [13]. Steenbrink’s results were later extended to the Ka¨hler case in 1977,
by Clemens [3].
Finally (for us at least!), in 1980, Varcˇenko [34] showed that near a singularity of
a regular function, the asymptotics of relative differential forms determine a mixed
Hodge structure.
Our aim is to give an overview of some of this theory. The exposition in this
section will follow closely the comprehensive book by Peters and Steenbrink [26],
with additional examples to illustrate the main ideas.
4.1. Mixed Hodge Structures on Smooth Varieties. Before we can start
studying degenerations of Hodge structures, we first need to introduce some defi-
nitions.
Definition 10. (1) A mixed Hodge structure (HZ,W, F ) consists of a Z-mod-
ule HZ together with an increasing filtration W
· · · ⊂W0 ⊂W1 ⊂W2 ⊂ · · ·
of HQ := HZ ⊗Z Q and a decreasing filtration F
HC = F
0 ⊃ F 1 ⊃ F 2 ⊃ · · ·
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of HC := HZ ⊗Z C such that F defines a (pure) Hodge structure of weight
k on the graded piece GrWk HQ =W
kHQ/W
k+1HQ.
(2) A mixed Hodge structure (HZ,W, F ) is graded-polarizable if each graded
piece GrWk HQ is polarizable.
(3) The Hodge numbers of a mixed Hodge structure (HZ,W, F ) are defined to
be
hp,q(H) = dimCGr
p
F Gr
W
p+qHC
(4) A mixed Hodge structure of weight n, for n ∈ Z, is a triple (HZ,W, F ) such
that (HZ,W [−n], F ) is a mixed Hodge structure, where W [−n] denotes
the shifted filtration defined by W [−n]• :=W•−n. In particular, note that
the Hodge numbers of a mixed Hodge structure of weight n are given by
hp,q(H) = dimCGr
p
F Gr
W
p+q−nHC
One of the simplest examples of a mixed Hodge structure is induced by the
Hodge filtration on the cohomology of a compact Ka¨hler manifold.
Example 17. Let X be a compact Ka¨hler manifold and set
HZ =
⊕
i
Hi(X,Z)/torsion,
WkHQ =
⊕
i≤k
Hi(X,Q),
F pHC =
⊕
i
F pHi(X,C),
where F pHi(X,Z) denotes the usual Hodge filtration ofHi(X,C). Then (HZ,W, F )
is a mixed Hodge structure.
The first main result about mixed Hodge structures is the following, originally
due to Deligne [4]. We will discuss this result further in Ex. 20, a more detailed
discussion may also be found in [26, Ch. 4].
Theorem 8. [4] Let U be a smooth variety (that is not necessarily compact). Then
HZ = H
k(U,Z) carries a natural mixed Hodge structure, which is functorial with
respect to maps of algebraic manifolds U → V . Moreover, GrWi HQ = 0 unless
k ≤ i ≤ min(dimU, 2k).
To illustrate the usefulness of such mixed Hodge structures, consider the situation
where X is a smooth projective variety and Y ⊂ X is a closed subvariety. Let
U = X \ Y denote the open complement of Y in X . We obtain a long exact
sequence of relative cohomology groups
(2) · · · −→ Hi(X,U) −→ Hi(X) −→ Hi(U) −→ Hi+1(X,U) −→ · · ·
An important feature of this sequence is that it upgrades to an exact sequence
of mixed Hodge structures, where the Hodge structure on Hi(X) is the usual pure
Hodge structure on the cohomology of a smooth projective variety and Hi(U) and
Hi(X,U) both carry mixed Hodge structures.
We will use this to study mixed Hodge structures in two specific examples.
Both will feature elliptic curves, as their cohomologies carry fairly simple Hodge
structures (Ex. 8).
AN INTRODUCTION TO HODGE STRUCTURES 21
Example 18 (Punctured elliptic curves). It follows from Torelli’s theorem (see,
for instance, [2, Thm. 3.5.2]) that an elliptic curve E is determined uniquely up to
isomorphism by the Hodge structure on H1(E,Z) ∼= Z2. This statement remains
true if we consider the non-compact variety E\{p}, where p is a point on E. Indeed,
puncturing once does not change H1(E,Z) (instead it kills H2(E,Z)), so
H1(E,Z) = H1(E \ {p},Z).
Things become more interesting when we puncture the elliptic curve more than
once. Let U := E \ {p1, ..., pk}, for k > 0 and pj distinct. Then
H1(U,Q) ∼= Qk+1
When k is even, we see that H1(U,Q) has odd rank. It therefore cannot support
a pure Hodge structure of weight one, as any lattice supporting such a Hodge
structure must necessarily have even rank h1,0 + h0,1 = 2h1,0.
Instead, there is a mixed Hodge structure on H1(U,Q) (computed using the
method of Ex. 20), with
GrW0 H
1(U,Q) = 0, GrW1 H
1(U,Q) ∼= Q2, GrW2 H
1(U,Q) ∼= Qk−1.
Now consider the long exact sequence of relative cohomology (2). The maps
in this sequence respect the weight filtration, so we can decompose it into graded
pieces. Noting that
Hk(E,U ;Q) = Hk{p1,··· ,pk}(E,Q)
∼=
{
Qk k = 2
0 k 6= 2,
we see that decomposition into graded pieces gives the three exact sequences
GrW0 : 0 −→ H
0(E)
∼
−→ H0(U) −→ 0
GrW1 : 0 −→ H
1(E)
α
−→ GrW1 H
1(U) −→ GrW1 H
2(E,U) −→ 0
GrW2 : 0 −→ Gr
W
2 H
1(U) −→ GrW2 H
2(E,U)→ H2(E) −→ 0
As GrW1 H
1(U,Q) ∼= Q2, we see that GrW1 H
2(E,U) = 0 and α must be an
isomorphism. So the pure Hodge structure on GrW1 H
1(U,Q) ∼= Q2 is precisely the
same as the one on the cohomologyH1(E,Q) of the unpunctured curve; intuitively,
we see that the mixed Hodge structure of the punctured curve still knows which
elliptic curve it is.
We also see that the third sequence above is isomorphic to an exact sequence of
the form
0 −→ Qk−1 −→ Qk −→ Q→ 0.
From this we can see that the mixed Hodge structure of H2(E,U) must be concen-
trated in GrW2 .
Example 19 (Affine complement of an elliptic curve). Let E be an elliptic curve
embedded in P2 and let U := P2 \ E. It is a fun application of the techniques in
[28] to show that
Hk(U,Z) ∼=


0 k ≥ 3
Z2 k = 2
Z/3 k = 1
Z k = 0.
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In particular dimH2(U,Q) = 2 and hence, by Poincare´ duality, dimH
2
c (U,Q) = 2,
where H•c denotes cohomology with compact support.
Since H1(P2) = 0, the long exact sequence of cohomology with compact support
reads
0 −→ H1(E)
α
−→ H2c (U) −→ H
2(P2) −→ · · ·
and, since we know the ranks of the first few terms, we see that α must be an
isomorphism.
This sequence also upgrades to a sequence of mixed Hodge structures, giving
GrW1 H
2
c (U) = H
1(E).
Moreover, Poincare´ duality is compatible with mixed Hodge structures and in this
case yields
GrW3 H
2
c (U) = H
1(E)∨,
where H1(E)∨ denotes the dual of the Hodge structure H1(E). The upshot is that
the mixed Hodge structure on the cohomology of U knows about the elliptic curve
E that was removed from P2 to obtain U .
4.2. Mixed Hodge Structure via a Bifiltered Complex. A common way to
construct mixed Hodge structures is via bifiltered complexes. As in Sect. 2.4, let
· · ·
d
−→ A0
d
−→ A1
d
−→ A2
d
−→ · · ·
be a complex of sheaves on a space X . Assume that we have an increasing filtration
W and a decreasing filtration F on A• turning it into a bifiltered complex, i.e. d
preserves the filtrations so that d : WiA
k → WiAk+1 and d : F iAk → F iAk+1.
Then W and F induce filtrations (also called W and F ) on the hypercohomologies
Hn(X,A•) in the way described in Sect. 2.4.
In order for (Hn(X,A•),W, F ) to give a mixed Hodge structure (of weight m),
we also need to have a rational version (A•Q,WQ) of (A
•,W ) and a Z-version A•Z of
A•. Furthermore we require that, for any k, the spectral sequence of the filtered
complex (GrWk A
•, F ) degenerates at E1 and induces a Hodge structure of weight
k +m on GrWk H
n(X,A•) (see Sect. 2.4).
If this is satisfied, one calls (A•,W, F ) a cohomological mixed Hodge complex,
see [7, Sect. 8]; most known mixed Hodge structures are constructed this way. An
important example of this is the following.
Example 20. Let U be a smooth variety and X ⊇ U a compactification, such that
X \U = D is a normal crossing divisor in X . Let Ω•X(logD) denote the differential
forms on X with at most logarithmic poles along D, i.e. ΩrX(logD) is generated by
forms of the shape dz1z1 ∧ · · · ∧
dzj
zj
∧ α, where zi is a local equation of a component
of D, j ≤ r and α ∈ Ωr−iX . Then A
• = Ω•X(logD) is a complex of sheaves under
the de Rham differential. Furthermore, one can show [26, Thm. 4.2] that
Hn(X,Ω•X(logD)) = H
n(U,C).
There are two filtrations on Ω•X(logD), given by
WmΩ
i
X(logD) =


ΩiX(logD) if i ≤ m
Ωi−mX ∧ Ω
m
X(logD) if 0 ≤ m ≤ i
0 if m < 0
,
F pΩiX(logD) =
{
ΩiX(logD) if p ≤ i
0 otherwise.
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The main result of [4] states that this defines a cohomological mixed Hodge complex
(Ω•X(logD)),W, F ). This cohomological mixed Hodge complex gives rise to the
natural mixed Hodge structure on Hn(U,C) given by Thm. 20.
Example 21. As a more concrete version of Ex. 20, let us compute the mixed
Hodge structure of U = P1 \ {p1, . . . , pk}, with pi distinct points and k ≥ 1. The
bifiltered complex A• = Ω•
P1
(log{p1, . . . , pk}) is given by
OP1
d
−→ Ω1P1(log{p1, . . . , pk}).
As both terms have no higher cohomology, we can just take the total complex I•
of the resolution to coincide with A•.
Taking global sections, the complex becomes
C ∼= Γ(P1,OP1)
d
−→ Γ(P1,Ω1P1(log{p1, . . . , pk}))
and the differential becomes trivial. The right hand side is isomorphic to Ck−1
(by taking residues and finding that they sum to zero). Computing Hn(P1, A•), we
therefore conclude that H2(U,C) = 0 and
hp,qH1(U,C) = dimGrpF Gr
W
p+q H
1(P1, A•) =
{
k − 1 p = q = 1
0 otherwise,
hp,qH0(U,C) = dimGrpF Gr
W
p+q H
0(P1, A•) =
{
1 p = q = 0
0 otherwise.
The main difference between this and Ex. 17 is that here H1(U,C) is concentrated
in weight two rather than weight one. In other words, the Hodge structure is still
pure, just in a different weight.
More generally, several different weights may contribute to the cohomology
H1(U,C), as happened in Ex. 18. However, Thm. 20 shows that only weights
greater than or equal to n can contribute to the mixed Hodge structure of Hn(U,C)
for a smooth variety U . To get contributions from weights below the cohomology
degree, one needs to look at Hodge structures of singular varieties; see Ex. 22.
4.3. Extending Vector Bundles with Connection and Limiting Mixed
Hodge Structures. We can also define a mixed Hodge structure on the central
fibre of a degeneration. The mixed Hodge structure obtained in this way is called
the limiting mixed Hodge structure. For a more detailed discussion, we refer the
interested reader to [26, Ch. 11].
We begin with some general results about vector bundles over punctured discs.
The reader should keep in mind the special case of vector bundles E arising from
variations of Hodge structure (EZ,F), as we will specialize to this case shortly.
Begin by letting ∆ ⊂ C denote the unit disk and let E be a vector bundle on ∆
with connection ∇ on E|∆\{0}.
Definition 11. ∇ is said to have logarithmic poles along {0} if ∇ extends to a
logarithmic connection
∇ : E −→ E ⊗O∆ Ω
1
∆(log{0})
(still satisfying the Leibniz rule ∇(f · s) = f∇(s) + df ⊗ s).
Now define a map R, the Poincare´ residue map, by
R : Ω1∆(log{0}) −→ O{0}
ω 7−→ f |{0},
24 S. A. FILIPPINI, H. RUDDAT, AND A. THOMPSON
where ω = f ∧ dzz + η, for z a coordinate on ∆ vanishing at the origin and some
f ∈ O∆ and η ∈ Ω
1
∆.
It is easy to check [26, Sect. 11.1] that the map (1 ⊗ R) ◦ ∇ : E → E ⊗ O{0}
induces an O{0}-linear endomorphism
res(∇) ∈ End(E ⊗ O{0}).
This endomorphism is called the residue of ∇ at {0}.
Now suppose that E is a vector bundle with connection ∇ on ∆ \ {0}. The next
theorem shows that we can extend E to a vector bundle with logarithmic connection
over ∆, whose residue at {0} has a particular form.
Theorem 9. [26, Prop. 11.3] Let τ : C/Z → C be a section of the projection
C→ C/Z. Then there is a unique extension (Eτ ,∇τ ) of (E ,∇) to ∆, such that ∇τ
has logarithmic poles along {0} and res(∇) has eigenvalues in the image of τ .
Definition 12. The canonical extension is the unique extension where res(∇) has
eigenvalues in [0, 1), i.e. the extension obtained by choosing τ : C/Z → C to have
image in {z | 0 ≤ Re(z) < 1}.
Next we specialize this discussion to the setting where the vector bundle E arises
from a variation of Hodge structure over ∆\{0}; a more detailed discussion of these
concepts may be found in [26, Sect. 11.2.1].
So let (EZ,F) be a polarized variation of Hodge structure on ∆ \ {0} (see Sect.
3.3). Let T : EZ → EZ denote the monodromy automorphism defined by parallel
transport along a counterclockwise loop about 0 ∈ ∆. Then T induces an auto-
morphism of E := EZ⊗O∆\{0}. Let T = TsTu be the Jordan decomposition of this
automorphism into semi-simple and unipotent parts, i.e.
T =
(
λ 1
λ
)
=
(
λ
λ
)
Ts
(
1 1λ
1
)
Tu
.
The following theorem gives an important property of T .
Theorem 10 (Monodromy theorem). [30, Lemma 4.5, Thm. 6.1] The monodromy
operator T is quasi-unipotent. More precisely, if m := max{p− q | Ep,q 6= 0}, then
Ts has finite order and
(Tu − id)
m+1 = 0.
Now let E˜ denote the canonical extension of E to ∆ and let E∞ = E˜ |{0} denote
its central fibre. There is an integral structure (E∞)Z on E∞, induced from EZ by
the canonical extension.
Moreover, by [26, Prop 11.2], T extends to an automorphism of E˜ , whose restric-
tion to E∞ is given by exp(−2πi res(∇)). Let
N := logTu =
∑
i≥1
(−1)i+1
1
i
(Tu − id)
i
denote the logarithm of the unipotent part Tu of T ; this is well-defined as (Tu− id)
is nilpotent. We can use this N to define a mixed Hodge structure on E∞ as follows:
Theorem 11 (Schmid’s limiting mixed Hodge structure). [30, Thm. 6.16] The
subbundles given by the Hodge filtration
Fn ⊆ Fn−1 ⊆ · · · ⊆ F1 ⊆ F0 = E
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Figure 1. A weight filtration centered at 3 given by splitting a
vector space V . It shows the schematic structure of the weight
filtration in relation to kernels and images of powers of N . The
horizontal arrows are N . The numbers indicate which graded piece
of W the part of V lies in. The leftmost column shows a Jordan
block for the row.
extend to holomorphic subbundles
F˜n ⊆ F˜n−1 ⊆ · · · ⊆ F˜1 ⊆ F˜0 = E˜
over ∆. Define a decreasing filtration F •lim of E∞ by F
k
lim = F˜
k|{0} and let W•
denote the weight filtration on E∞ induced by the restriction of N to E∞, as described
in the following subsection. Then
(E∞,W•, F
•
lim)
defines a mixed Hodge structure, called the limiting mixed Hodge structure.
4.3.1. Weight Filtration from an Endomorphism. It remains to construct the weight
filtration W from Thm. 11. Let V be a vector space and let N ∈ End(V ) be
nilpotent, i.e. Nn+1 = 0 for some n. Then we have:
Lemma 3. [26, Lemma 11.9] There is an increasing filtration
W0 ⊆W1 ⊆ · · · ⊆W2n
of subspaces of V uniquely determined by the properties
N(Wi) ⊂Wi−2 for i ≥ 2 and
Nk : GrWn+k −→ Gr
W
n−k is an isomorphism,
where we use the notation GrWi = Wi/Wi−1. We call W the weight filtration
centered at n.
This is typically proved using an induction argument. Somewhat more hands-on,
one can also prove it by splitting V using an appropriate choice of basis; this is
visualized in Fig. 1, which is inspired by [22, Sect. II.2.7].
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One deduces the following for the weight filtration:
W0 = imN
n (∩ kerN),
W1 = imN
n−1 ∩ kerN,
W2 = imN
n−2 ∩ kerN + imNn−1(∩ kerN2),
W3 = imN
n−3 ∩ kerN + imNn−2 ∩ kerN2,
W4 = imN
n−4 ∩ kerN + imNn−3 ∩ kerN2 + imNn−2(∩ kerN3),
...
W2n−1 = kerN
n,
W2n = V
4.4. Limiting Mixed Hodge Structure of a Normal Crossing Degenera-
tion. Deligne [7] extended the proof of the existence of a natural mixed Hodge
structure on the cohomology of smooth varieties (Thm. 8) to work for arbitrary
varieties. In particular, there is a mixed Hodge structure on the cohomology of a
normal crossing divisor, that we will define in this section. We will then see that,
for a degeneration of a smooth variety to a variety with normal crossings, Schmid’s
limiting mixed Hodge structure can be given concretely as the hypercohomology
of a bifiltered complex; this parallels the method we used to compute the mixed
Hodge structure of a smooth variety in Ex. 20. Finally, we will see that these two
mixed Hodge structures are related by several exact sequences.
4.4.1. Mixed Hodge Structures of a Normal Crossing Divisor. We begin by defining
Deligne’s [7] mixed Hodge structure on the cohomology of a normal crossing variety,
following Steenbrink [31, Sect. 3]. Let Y be a simple normal crossing space with
irreducible components Y1, . . . , YN . For k ≥ 0, define the codimension k stratum of
Y to be
Y˜ (k) =
∐
i0<···<ik
Yi0 ∩ · · · ∩ Yik
and let ak : Y˜
(k) → Y denote the natural map. Note that a1 : Y˜ (0) → Y is the
usual normalization map. Let δj : Y˜
(k) → Y˜ (k−1) (0 ≤ j ≤ k) denote the map
whose components are the inclusions
Yi0 ∩ · · · ∩ Yik −→ Yi0 ∩ · · · ∩ Yˆij ∩ · · · ∩ Yik ,
where Yˆij denotes the omission of Yij .
Define a double complex
Bp,q = (aq)∗Ω
p
Y˜ (q)
with d : Bp,q → Bp+1,q induced by the de Rham differential ∂ : Ωp
Y˜ (q)
→ Ωp+1
Y˜ (q)
, and
δ : Bp,q → Bp,q+1 given by the alternating restriction map
δ :=
q+1∑
j=0
(−1)q+j+1δ∗j .
Let B• denote the associated total complex. Then the discussion in [31, Ex. 3.5]
shows that Hn(Y,C) ∼= Hn(Y,B•).
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Next consider the two filtrations W• and F
• defined on B•,• via
WkB
p,q =
{
Bp,q for q ≤ −k
0 otherwise,
F kBp,q =
{
Bp,q for p ≥ k
0 otherwise.
This induces a cohomological mixed Hodge complex (B•,W, F ) on B•, which gives
a mixed Hodge structure of weight n on the cohomology Hn(Y,C). Indeed, if we
denote the irreducible components of Y˜ (q) by Y˜
(q)
i , then
(3) GrW−q B
p+q = Bp,q =
⊕
i
(aq)∗Ω
p
Y˜
(q)
i
,
so GrW−q B
• is just a direct sum of de Rham complexes of smooth projective mani-
folds. Thus, by the discussion in Sect. 2.4, we have
Hn(Y,GrW−q B
•) =
⊕
i
Hn(Y,Ω•−q
Y˜
(q)
i
) =
⊕
i
Hn−q(Y˜
(q)
i ,C),
and the natural pure Hodge structure on Hn−q(Y˜
(q)
i ,C) is induced by F . This is
exactly what is required for the W -graded pieces of a mixed Hodge structure of
weight n (as well as for a cohomological mixed Hodge complex).
Example 22. Consider the subvariety Y = V (xyz) of P2 = CP[x, y, z] given as
the union of the three coordinate lines; this is a necklace of three copies of P1. Our
aim is to compute the mixed Hodge structure of Hn(Y,C) = Hn(Y,B•) (for B• as
above).
In order to do this, consider the filtered complex (B•,W•). The filtration W• is
increasing, but we can convert it into a decreasing filtration W • by setting W i :=
W−i. From this, by Thm. 6, we obtain a spectral sequence
Ep,q1 = H
p+q(Y,GrW−pB
•)⇒ Hp+q(Y,B•)
for the filtered complex (B•,W •). By [26, Thm. 3.18], this sequence degenerates at
E2, so we have E
p,q
2 = Gr
W
−pH
p+q(Y,B•).
To compute this spectral sequence, consider the complex B•,• (for B•,• as above),
given by
Ω•V (x) ⊕ Ω
•
V (y) ⊕ Ω
•
V (z)
δ
−→ Ω•V (x,y) ⊕ Ω
•
V (y,z) ⊕ Ω
•
V (x,z).
Noting that Ep,q1 = H
p+q(Y,GrW−pB
•) = Hq(Y,B•,p), taking hypercohomology of
the columns yields
Ep,21 : H
2(B•,0)
δ
// H2(B•,1)
Ep,11 : H
1(B•,0)
δ
// H1(B•,1)
Ep,01 : H
0(B•,0)
δ
// H0(B•,1)
 
H2(V (x),C)
⊕H2(V (y),C)
⊕H2(V (z),C)
δ
// 0
0 0
H0(V (x),C)
⊕H0(V (y),C)
⊕H0(V (z),C)
δ
//
H0(V (x,y),C)
⊕H0(V (y,z),C)
⊕H0(V (x,z),C)
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To compute Ep,q2 , and hence Gr
W
−pH
p+q(Y,B•), we compute the cohomology of
these complexes. Noting that the bottom row computes the usual cohomology of a
circle S1, we find
hp,qH2(Y,C) = GrpF Gr
W
p+q−2H
2(Y,B•) =
{
3 p = q = 1
0 otherwise,
hp,qH1(Y,C) = GrpF Gr
W
p+q−1H
1(Y,B•) =
{
1 p = q = 0
0 otherwise,
hp,qH0(Y,C) = GrpF Gr
W
p+q H
0(Y,B•) =
{
1 p = q = 0
0 otherwise.
Note that the Hodge structures on all these cohomology groups are pure, but
the one on H1(Y,C) is concentrated in weight zero rather than weight one, so it
lies below the cohomology degree which is typical for compact spaces. To obtain an
example with mixed weights, one may take a product of Y with an elliptic curve.
Before we can continue our discussion of mixed Hodge structures on a normal
crossing space, we need a definition.
Definition 13. The dual intersection complex Γ of Y is the simplicial complex
with
• vertices indexed by the components Yi of Y , and
• one k-simplex, with vertices Yi1 , ..., Yik+1 , for each connected component of
Yi1 ∩ ... ∩ Yik+1 .
In a slight abuse of notation, we also use Γ to denote the topological space given
by the dual intersection complex.
In Ex. 22, the dual intersection complex is a necklace of three intervals, glued to
give a circle Γ ≃ S1. In Sect. 5, we will discuss another kind of degeneration, called
a toric degeneration. In such degenerations, the dual intersection complex will be
endowed with further structure in addition to being a topological space (and will
be denoted by B).
We saw in Ex. 22 that the cohomology of the dual intersection complex Γ ≃ S1
played a role in the calculation of the hypercohomology of B•. This is an example of
a general phenomenon. Indeed, the lemma below shows that the dual intersection
complex Γ determines the ranks of the lowest grade pieces of the mixed Hodge
structure on Hn(Y,C), as follows.
Lemma 4. GrW−pH
p(Y,C) = Hp(Γ,C).
Proof. Consider the spectral sequence
Ep,q1 = H
p+q(Y,GrW−pB
•)⇒ Hp+q(Y,B•)
as constructed in Ex. 22. By [26, Thm. 3.18], this sequence degenerates at E2.
Now, recall from Eq. (3) that
GrW−pB
p+q = Bq,p =
⊕
i
(ap)∗Ω
q
Y˜
(p)
i
,
so the complex
E0,01
d1−→ E1,01
d1−→ E2,01
d1−→ · · ·
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can be identified with the complex
0 −→ H0(B•,0)
δ
−→ H0(B•,1)
δ
−→ H0(B•,2) −→ · · ·
which, by our earlier discussion, can be identified with
0 −→
⊕
1≤i0≤N
H0(Yi0 ,C)
δ
−→
⊕
1≤i0<i1≤N
H0(Yi0 ∩ Yi1 ,C) −→ · · · .
This in turn can be identified with the Cˇech complex of Γ, so its cohomology is
H•(Γ,C). Thus, we see that Ep,02 = H
p(Γ,C).
But the spectral sequence Ep,q2 degenerates at E2, so we also have
Ep,02 = Gr−pH
p(Y,B•) = Gr−pH
p(Y,C),
as required. 
4.4.2. Cohomological Mixed Hodge Complex of the Limiting Mixed Hodge Structure.
Next we consider the case where our normal crossing divisor arises as the central
fibre of a degeneration. Our aim is to give a cohomological mixed Hodge complex
A• that computes the limiting mixed Hodge structure, as defined in Sect. 4.3, as
the limit of the polarized variation of Hodge structures on ∆ \ {0} coming from
the variation of cohomology of the (smooth) nearby fibres. Moreover, we will see
that there is a close relationship between A• and the cohomological mixed Hodge
complex B• introduced in the last subsection. The interested reader may find a
more detailed discussion in [31, Sect. 4] and [26, Sect. 11.2].
Let ∆ be the unit disc and let b be a coordinate on ∆. Assume that we have
a projective map f : X → ∆ onto ∆ that is smooth away from a reduced simple
normal crossing central fibre Y = f−1(0). Assume further that X is smooth, so
that locally f has the form f = z1 . . . zk, for zi part of a set of local coordinates.
Begin by considering the logarithmic de Rham complex Ω•X(log Y ). In a similar
way to Ex. 20, it carries an increasing filtration WY by the order of poles,
WYk Ω
p
X(log Y ) = Ω
k
X(log Y ) ∧ Ω
p−k
X .
Moreover, there is also the Hodge filtration
F kΩ•X(log Y ) = Ω
•≥k
X (log Y ).
Consider the double complex2
Ap,q = Ωp+q+1X (log Y ) /W
Y
q Ω
p+q+1
X (log Y ),
where the first differential is the usual holomorphic de Rham differential and the
second differential is given by wedging with dlog f = f∗ dlog b.
Let A• denote the total complex of A•,•. We have three filtrations W , WY and
F on A•, given by the rule
WkA
r =
⊕
p+q=r
WY2q+k+1A
p,q =
⊕
p+q=r
WY2q+k+1Ω
p+q+1
X (log Y ) /W
Y
q Ω
p+q+1
X (log Y )
2Note that here we use the original notation by Steenbrink [31]; the two indices p, q are swapped
in [26].
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for W , and respectively for WY and F in terms of the corresponding filtrations on
Ωp+q+1X (log Y ) /W
Y
q Ω
p+q+1
X (log Y ), yielding
WYk A
r =
⊕
p+q=r
WYk+q+1A
p,q and F kAr =
⊕
p+q=r
F k+q+1Ap,q.
The injection
dlog f∧ : ΩpX/∆(log Y )⊗OY −→ A
p,0
turns A•,• into a resolution of Ω•X/∆(log Y )⊗OX OY , so
Hn(Y,A•) = Hn(Y, Ω•X/∆(log Y )
∣∣
Y
)
and one can show that this is equal to the nth cohomology of the pullback of X \Y
to the universal cover of ∆ \ {0}, which is in turn homotopic to the nearby fibre.
In fact, the association
∆ ∋ b 7−→ Hn(f−1(b), Ω•X/∆(log Y )
∣∣
f−1(b)
)
gives a vector bundle with connection that has log poles on ∆. This vector bundle
is the canonical extension (see Sect. 4.3) of the flat bundle defined by the nth
cohomology variation of Hodge structure over the punctured disc
(∆ \ {0}) ∋ b 7−→ Hn(f−1(b), Ω•(X\Y )/(∆\{0})
∣∣
f−1(b)
).
By [31, Thm. 4.19], A• is the C-part of a cohomological mixed Hodge complex
that computes the limiting mixed Hodge structure of Thm. 11. Furthermore,
there is an endomorphism of this double complex ν : Ap,q → Ap−1,q+1, given by the
natural projection moduloWYq+1. One can show that it is related to the monodromy
operator T by
logT = 2πiν,
so ν coincides with res(∇) up to sign; further details may be found in [26, Thm.
11.21 and Cor. 11.17].
In this case, one can show that T is actually unipotent; otherwise (e.g. when Y
is not reduced) we would have to take its unipotent part as in Sect. 4.3. We find
that
ker(ν)• =WY0 A
•
is itself a cohomological mixed Hodge complex with the filtrationsW and F induced
from A•, i.e. the injection
spe: ker(ν)• −→ A•
induces an injection on bigraded pieces. In fact, there is an isomorphism
ker(ν)• ∼= B•,
where B• is the cohomological mixed Hodge complex computing the mixed Hodge
structure on the cohomology of Y introduced in Sect. 4.4.1. This isomorphism is
given by taking residues
WY0 A
p,q =
WYq+1Ω
p+q+1
X (log Y )
WYq Ω
p+q+1
X (log Y )
R
−→ Bp,q = (aq)∗Ω
p
Y˜ (q)
.
Using this it can be shown [15, Lemma 4.4] that there is a short exact sequence
of cohomological mixed Hodge complexes
0 −→ B•
spe
−→ A• −→
A•
B•
−→ 0
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that gives a long exact sequence of mixed Hodge structures on the cohomology
sequence
· · · −→ Hi(Y,C) −→ Hi(Y, ψfC) −→ H
i(Y, φfC) −→ · · · ,
where ψfC and φfC are the (perverse) sheaves of nearbψ and vφnishing cycles
respectively; we refer the interested reader to [5] [6] or [26, Ch. 13] for more
information about these sheaves.
In particular, we note that
Hi(Y, ψfC) ∼= H
i(f−1(b),C)
for b 6= 0, and its mixed Hodge structure is the limiting mixed Hodge structure
from Thm. 11. We will call this long exact sequence Steenbrink’s sequence.
Example 23. Consider the degenerating family given by projecting
X = V (xyz − b) ⊂ P2 ×∆→ ∆.
Note that the central fibre Y of this family is exactly the variety Y from Ex. 22.
The cohomology of the nearby fibre is the hypercohomology of the logarithmic
de Rham complex
0 −→ OY
d
−→ ΩX/∆(log Y )
∣∣
Y
−→ 0
where Ω2X/∆(log Y )|Y = 0 because the relative dimension of f : X → ∆ is one. To
obtain the weight filtration, we use the resolution of this complex by the double
complex A•,• as given above. It takes the shape
0
Ω2X (log Y )
WY1 Ω
2
X
(log Y )
d
//
∧ db
b
OO
0
ΩX (log Y )
ΩX
d
//
∧ db
b
OO
Ω2X (log Y )
Ω2
X
//
OO
0
and by taking residues this becomes
0
⊕
1≤i<j≤3OYi∩Yj
d
//
δ
OO
0
⊕3
i=1OYi
d
//
δ
OO
ΩY (log Y ) //
OO
0
where ΩY (log Y ) denotes the subsheaf of
⊕3
i=1ΩYi(log
⋃
k 6=i Yi ∩ Yk) given by sec-
tions whose residues at the same point add up to zero. A choice of non-trivial global
section of ΩY (log Y ) identifies it with OY , for which we already know an acyclic
resolution: namely the left column of A•,•
0 −→ OY →
⊕
1≤i≤3
OYi
δ
−→
⊕
1≤i<j≤3
OYi∩Yj −→ 0.
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Now, note that
C3 ∼=
⊕
1≤i≤3
Γ(Y,OYi)
δ
−→
⊕
1≤i<j≤3
Γ(Y,OYi∩Yj) ∼= C
3
computes the usual cohomology of a circle, so we obtain the following Hodge num-
bers
hp,qH2(A•) =
{
1 p = q = 1
0 otherwise,
hp,qH1(A•) =
{
1 p = q = 0 or p = q = 1
0 otherwise,
hp,qH0(A•) =
{
1 p = q = 0
0 otherwise.
We see that this has the same ranks as the cohomology of an elliptic curve, which
is indeed the nearby fibre. However, the Hodge structure on H1(A•) is genuinely
mixed, unlike the pure Hodge structure of an elliptic curve.
The logarithm of the monodromy N gives an isomorphism
GrW1 H
1(A•) −→ GrW−1H
1(A•)(−1),
so T ∈ End(H1(Y, ψfC)) is given by the matrix(
1 1
0 1
)
which is the cohomological result of a Dehn twist.
As an enlightening exercise, the reader may wish to give a description of Steen-
brink’s long exact sequence of mixed Hodge structures in this case, by combining
the results of this example with those of Ex. 22.
In this section, we have defined the monodromy operation using the operator
ν : Ap,q → Ap+1,q−1. In Sect. 5, however, we will deal with a situation where
A•,• is not available, but log differential forms still are. In this case, to define the
monodromy operation, one considers the exact sequence
(4) 0→ f∗Ω1∆(log{0})⊗OX Ω
r
X/∆(log Y )→ Ω
r+1
X (log Y )→ Ω
r+1
X/∆(log Y )→ 0
given by wedging forms. Then one has:
Theorem 12. [31, (2.19)-(2.21)] The connecting homomorphism on cohomology
Hr(Y,Ω•X/∆(log Y )
∣∣
Y
) −→ Ω1∆(log{0})⊗H
r(Y,Ω•X/∆(log Y )
∣∣
Y
)
obtained from (4) followed by evaluation on b∂b coincides with res(∇) =
−1
2pii logT .
4.4.3. Maximally Unipotent Degenerations. Besides Steenbrink’s, there are other
long exact sequence of mixed Hodge structures involving the monodromy operator
N = logT . One such is known as the Wang sequence:
· · · −→ Hk(X \ Y ) −→ Hk(ψf ) −→ H
k(ψf )(−1) −→ · · ·
The most aesthetic way of presenting it is by intertwining it with the long exact
sequence of the pair (X,X \ Y ) and the Clemens-Schmid exact sequence to obtain
the diagram shown in Fig. 2 (see also [26, Cor. 11.44]). Note that the Clemens-
Schmid exact sequence is a 4-term sequence (given by the horizontal lines in Fig. 2)
and that there is a jump in degrees k→ k + 2, rather than k → k + 1.
As an example, we study this sequence in the setting of Ex. 23.
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Figure 2. Long exact sequences for a normal crossing degeneration
Example 24. In the setting of Ex. 23, the central fibre Y is a necklace of three
projective lines, so we have
dimHi(X) = dimHi(Y ) =


3, i = 2
1, i = 1
1, i = 0.
Moreover, the nearby fibre cohomology H•(ψf ) is that of an elliptic curve. In
Ex. 23, we found that N = logT gives an isomorphism of one-dimensional vector
spaces
N : GrW1 H
1(ψf ) −→ Gr
W
−1H
1(ψf )
and that N is trivial on Hi(ψf ) for i 6= 1. Hence the Clemens-Schmid exact
sequence decomposes into the following exact sequences, with ranks indicated by
numbers underneath the cohomology groups.
Even degrees:
0 −→ H0(X)
1
−→ H0(ψf )
1
−→ 0,
0 −→ H0(ψf )
1
−→ H2Y (X)
3
−→ H2(X)
3
−→ H2(ψf )
1
−→ 0,
0 −→ H2(ψf )
1
−→ H4Y (X)
1
−→ 0
Odd degrees:
0 −→ H1Y (X)
0
−→ H1(X)
1
−→ GrW−1H
1(ψf )
1
,
0 −→ GrW1 H
1(ψf )
1
ν
−→ GrW−1H
1(ψf )
1
−→ 0,
0 −→ GrW1 H
1(ψf )
1
−→ H3Y (X)
1
−→ H3(X)
0
−→ 0
In the remainder of this section we are going to present an interesting application
of the Clemens-Schmid exact sequence, using it prove a theorem relating the degree
of unipotency of T to the cohomology of the dual intersection complex Γ of Y . This
application is taken from Morrison’s article [24]; we recommend this article for any
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reader interested in learning more about the Clemens-Schmid exact sequence and
its applications. We begin with a definition.
Definition 14. The normal crossing degeneration f : X → ∆ is called maximally
unipotent if
(T − id)m 6= 0
for m = dimY the dimension of a fibre of f .
Recall that if T is unipotent then, by Thm. 10, we have (T − id)m+1 = 0; this
explains the inclusion of the word maximal in this definition. Maximally unipotent
degenerations are particularly interesting as they play a central role in mirror sym-
metry [8] [25] [29]. We have the following simple criterion for maximal unipotency.
Theorem 13. The degeneration f : X → ∆ is maximally unipotent if and only if
Hm(Γ,C) 6= 0.
Remark 7. In particular, this implies that a necessary condition for maximal
unipotency is that Γ has m-cells. In other words, Y needs to have zero-dimensional
strata, i.e. points where m+ 1 components of Y come together. So a degeneration
of a surface into two surfaces meeting along a curve is not maximally unipotent.
Proof. Maximal unipotency is equivalent to Nm 6= 0 on Hm(ψf ). By the construc-
tion of the weight filtration in Sect. 4.3.1, Nm induces an isomorphism
Nm : GrWm H
m(ψf ) −→ Gr
W
−mH
m(ψf ).
Since Nm+1 = 0, we have GrW−mH
m(ψf ) = W−mH
m(ψf ), so maximal unipotency
is equivalent to GrW−mH
m(ψf ) 6= 0.
Now, the Clemens-Schmid exact sequence
· · · −→ Hm−2Y (X) −→ H
m(X) −→ Hm(ψf )
ν
−→ Hm(ψf ) −→ · · ·
gives a sequence
· · · −→ Hm−2Y (X) −→ H
m(X) −→ ker(N) −→ 0
and, since Nm+1 = 0, we have GrW−mH
m(ψf ) = Gr
W
−m ker(N). Moreover, from the
extraordinary cup product [26, Cor 6.28], one can deduce that WkH
m−2
Y (X) = 0
for k < 0 and, since X retracts to Y , we thus have isomorphisms
GrWk H
m(Y ) −→ GrWk ker(N)
for k < 0. In particular GrW−mH
m(Y ) = GrW−m ker(N), so the assertion follows
from Lemma 4. 
5. Hodge Theory of Toric Degenerations
In [32], van Garrel, Overholser and Ruddat give an introduction to the program
of Gross-Siebert, the main aim of which is to study mirror symmetry via toric
degenerations. A toric degeneration is in some ways more specific and in other ways
more general than a normal crossing degeneration. It is more restrictive because it
requires the components Yi of the special fibre Y to be toric varieties. On the other
hand, it is more general because it allows more general local models for the total
space, rather than just t = z1 · . . . · zr as in the normal crossing case. In particular,
the total space X may feature singularities along Y . The class of degenerations
containing both normal crossing degenerations and toric degenerations is the class
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of toroidal degenerations (given by taking the definition of toric degeneration and
dropping the condition that the Yi be toric varieties), these are similar to but yet
more general than those defined in [21]. In the following section we review the
Hodge theory of these objects, as presented in [18] and [27].
Whilst a logarithmic de Rham complex can still be defined for a toric degen-
eration, the analogue of the double complex A•,• doesn’t work because the total
space X lacks smoothness. This means that we don’t know how to obtain the fil-
tration WYi , as we don’t have a suitable replacement for Ω
i
X . Instead, to deal with
log-differential forms on singular spaces, one uses logarithmic geometry; see [32].
More rigorously, let f : X → ∆ be a toric degeneration over the unit disc ∆
and set Y = f−1(0). By definition, the map f has local models away from the
codimension two locus Z ⊂ Y (f is log smooth on X \ Z). Let j : X \ Z →֒ X
denote the inclusion. Note that when we write ΩX(log Y ) and similar objects in
the following, we are implicitly referring to j∗ΩX(log Y ), as these sheaves are badly
behaved along Z.
With this definition, the sequence (4) is still exact in our setting. Let (B,P)
denote the dual intersection complex of this toric degeneration, as defined in [32].
Let D ⊂ B denote the singular locus of the affine structure of B and i : B \D →֒ B
the inclusion. The flat integral tangent vectors give a local system Λ on B \ D.
Similarly, we have integral cotangent vectors Λˇ on B \D, and Λˇ = Hom(Λ,Z). The
pushforward i∗
∧r
Λˇ of the exterior powers of these cotangent vectors will be useful
in what follows.
Let Aff(B,Z) denote the sheaf of integral affine maps from Λ to Z. We have an
exact sequence
0→ Z→ Aff(B,Z)→ Λˇ→ 0.
The extension class cB of this sequence is known as the radiance obstruction of the
affine manifold B \D; we have
cB ∈ H
1(B \D,Λ) = Ext1(Λˇ,Z).
The associated exact sequences of exterior powers also give exact sequences after
pushing forward
(5) 0 −→ Z⊗Z i∗
p∧
Λˇ −→ i∗
p+1∧
Aff(B,Z) −→ i∗
p+1∧
Λˇ −→ 0
and it can be checked that the connecting homomorphism in cohomology
Hq−1(B, i∗
p+1∧
Λˇ) −→ Hq(B, i∗
p∧
Λˇ)
is given by cup product with i∗cB .
To state the main result of this section, we give loose definitions of a couple of
key terms; precise definitions of these terms may be found in [17], [18].
Definition 15. (1) Positivity for a tropical manifold is a notion of curvature.
This notion is very natural, as every (B,P) arising as the dual intersection
complex of a toric log Calabi-Yau space is positive.
(2) Roughly speaking, a tropical manifold (B,P) is supersimple if the discrim-
inant ∆ is locally a union of tropical hyperplanes.
The main result in [18] is then the following.
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Theorem 14. Let f : X → ∆ be a toric degeneration such that the dual intersection
complex (B,P) of Y = f−1(0) is supersimple and positive.
(1) The spectral sequence
Ep,q1 = H
q(Y,ΩpX/∆(log Y )|Y )⇒ H
p+q(Y,Ω•X/∆(log Y )|Y )
degenerates at E1 giving rise to a weak Hodge decomposition
Hp+q(Y,Ω•X/∆(log Y )|Y )
∼=
⊕
p+q=k
Hq(Y,ΩpX/∆(log Y )|Y ).
(2) There are canonical isomorphisms
Hq(Y,ΩpX/∆(log Y )|Y ) = H
q(B, i∗
p∧
Λˇ⊗ C)
Hq(Y, T pX/∆(log Y )|Y ) = H
q(B, i∗
p∧
Λ⊗ C)
where T pX/∆(log Y ) denotes the pth wedge power of the relative log tangent
sheaf.
(3) The long exact sequences of cohomology coming from (4) and (5) are canon-
ically isomorphic. In particular, the monodromy operator is identified with
the wedge product with the radiance obstruction:
Hq(Y,ΩpX/∆(log Y )|Y )
res(∇)
// Hq+1(Y,Ωp−1X/∆(log Y )|Y )
Hq(B, i∗
∧p Λˇ⊗ C) cB∧ // Hq+1(B, i∗∧p−1 Λˇ ⊗ C)
(4) If fˇ : Xˇ → ∆ is another toric degeneration with dual intersection complex
(Bˇ, Pˇ) that is Legendre dual to (B,P) (via some multivalued piecewise linear
functions ϕ, ϕˇ respectively) then (Bˇ, Pˇ) is also supersimple and positive and
there are canonical isomorphisms
Hq(B, i∗
p∧
Λˇ) = Hq(Bˇ, i∗
p∧
Λ),
Hq(B, i∗
p∧
Λ) = Hq(Bˇ, i∗
p∧
Λˇ),
that give the mirror duality of Hodge numbers via item 2 above.
Dropping the restrictive supersimplicity assumption, parts of this theorem were
generalized in [27]. This includes the new discovery (related to item 4 in the above
theorem) that if one of the mirror partners X , Xˇ is an orbifold, then one has a
diagram
hp,qst (Xη) == h
d−p,q
st (Xˇη)
≤ ≤
hp,q(Xη) h
d−p,q(Xˇη)
≤ ≤
hp,qaff (Y ) == h
d−p,q
aff (Yˇ )
where
• d = dimY ,
• Xη, Xˇη denote the generic fibres of f, fˇ respectively,
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• hp,qst denotes Batyrev’s stringy Hodge numbers.
• hp,qaff (Y ) := rankH
q(B,
∧p
Λˇ), and similarly hp,qaff (Yˇ ) := rankH
q(Bˇ,
∧p
Λˇ).
Moreover, the differences are mirror dual, i.e.,
hp,qst (Xη)− h
p,q(Xη) = h
d−p,q(Xˇη)− h
d−p,q
aff (Yˇ ),
hp,qst (Xˇη)− h
p,q(Xˇη) = h
d−p,q(Xη)− h
d−p,q
aff (Y ).
This has been proven under some assumptions, see [27] for details.
Example 25 (Tropical elliptic curve). The family f : X → A1 from Ex. 23 is a
toric degeneration and B is a circle with three integral points, so B = R/3Z. Then
P is the subdivision of B into three unit length intervals. We have D = ∅ and
Λ ∼= Λˇ ∼= Z are constant sheaves. The tropical Hodge diamond
H0(B,Z)
H0(B, Λˇ) H1(B,Z)
H1(B, Λˇ)
is indeed that of an elliptic curve, as each term is isomorphic to Z.
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