Abstract-A deadline-aware-scheduling scheme for the lambda grid system is proposed to support a huge computer grid system based on an advanced photonic network technology. The assignment of wavelengths to jobs in order to efficiently carry various services is critical in lambda grid networks. Such services have different requirements such as the job-completion deadlines, and wavelength assignment must consider the job deadlines. The conventional job scheduling approach assigns a lot of time slots to a call within a short period in order to finish the job as quickly as possible. This raises the blocking probability of short deadline calls. Our proposal assigns wavelengths in the lambda grid networks to meet quality-of-services guarantees. The proposed scheme assigns time slots to a call over time according to its deadline, which allows it to increase the system performance in handling short deadline calls, for example, lowering their blocking probability. Computer simulations show that the proposed scheme can reduce the blocking probability by a factor of 100 compared with the conventional scheme under the low load condition in which the ratio of long deadline calls is high. The proposed scheduling scheme can realize more efficient lambda grid networks.
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I. INTRODUCTION
W ITH THE growth of network technologies and highperformance computing, research on grid computing is very popular [1] . Grid computing is the technique by which a high-performance virtual machine can be created by combining PCs, data storage devices, various I/O devices, and so on via networks; it provides the infrastructure that can realize high-processing capabilities. Using a high-performance virtual machine made by grid computing makes it possible to execute large-scale jobs. Such jobs include large-scale scientific and engineering calculations and the high-speed processing of large amounts of data. To realize a grid-computing environment, the goals are to dynamically organize the many geographically dispersed computing resources and then to run the processing centers in parallel. Grid computing demands the transfer of large amounts of data such as resource information, input data, output data, and so on in a timely manner. The lambda grid, which employs wavelength division multiplexing (WDM) and optical paths, is an attractive candidate [2] , [3] . The WDM offers large network capacity, so highspeed data transfer is possible. The optical paths guarantee network availability for job-execution assurances, so data transfer is reliable. The grid environment requires that wavelength information, such as bandwidth and the utilization of wavelengths, be managed as resource information. A lambda grid system in which wavelengths are divided into time slots has been proposed [4] - [6] . By managing wavelength information, we can know the network condition and can transfer data accordingly.
Advance reservation schemes were introduced to the grid systems to guarantee resource availability at the time when an application was executed [7] . Advanced multiple resource reservation methods ensure that all resources are, simultaneously, available when needed.
The availability of grid computing has triggered interest from a diverse group of users looking for services such as the efficient utilization of IT resources and the sharing of data resources. One public computing grid service allows the users to book processing unit hours with a credit card through a Webbased portal [8] . This trend only reinforces the understanding that computing grid service users have different performance requirements. The fees charged to users are high if the job is to be completed in the shortest time and low otherwise. Many users are prepared to accept some delay in job completion, provided that the job is completed within a deadline, in return for a lower service fee. Different users will have different job priorities and different deadlines, so job scheduling that satisfies all job deadlines is essential [9] . Since it is necessary to transfer all input data to job-execution nodes before job execution can commence, it is important to efficiently assign wavelengths in lambda grid networks. The conventional jobscheduling approach assigns a lot of time slots to a new call in order to finish a job as fast as possible, regardless of its deadline. Hence, the probability of a short deadline call being assigned time slots is low, which raises the blocking probability of such calls. Our solution is a deadline-scheduling scheme for wavelength assignment in the lambda grid networks that can meet qualityof-service guarantees. The proposed scheme assigns time slots to a call over an extended period according to its deadline. This makes more time slots available for short deadline calls. If no short deadline calls are received, the time slots reserved for them are wasted, so we also propose a tentative reservation scheme that minimizes this waste. Computer simulations show that the proposed scheme can reduce the blocking probability by a factor of 100, compared to the conventional scheme under the low load condition. Fig. 1 shows the basic model of a lambda grid system. Each node has a scheduler, which is called "master," to manage the computing resources. The masters exchange information on a regular basis. This information includes the load, the computational capacity, the amount of free space of data storage, and the devices available. When a user has a job to execute, the user submits it to the local master. The local master divides the job into several subjobs. It then schedules the subjobs and distributes them to the remote sites via optical links. Job distribution follows the policy of job scheduling. For example, if the policy is to complete the job as rapidly as possible, the subjobs may be distributed to one or remote sites that have high capacity. Each remote site receives the subjobs, executes them, and returns the results to the local site. The local site combines the results into a single result and returns the result to the user.
II. SYSTEM MODEL
The requests for data transmission (hereafter, "calls") are generated with job execution since the input data needed for job execution are geographically dispersed. The user specifies the job's deadline when accessing the local master. The computing node sends a call to the local master that includes data size, job deadline, and destination of the job-execution node. The master decides the deadline of data transmission based on the job's deadline.
Since calls will be randomly generated, the ideal approach is to set up fixed optical paths among the sites. We assume that the optical paths have already been set up among the sites and that each optical path is divided into time slots that range from 100 to 1000 ms; the latter value is needed because data sizes will be large in the grid environment [4] . When the channel link capacity is 1 Gb/s, one time slot can transfer from 100 Mb to 1 Gb of data. The local master assigns time slots to calls, and the computing node transfers the data using the assigned time slots. Time-slot scheduling is completed within one time slot, and the master assigns time slots after the present time slot.
III. COMPLEXITY OF WAVELENGTH ASSIGNMENT
Advanced reservation methods were introduced to the grid systems to guarantee resource availability at the time when an application was executed [7] . Advanced multiple resource reservation methods ensure that all resources are available when needed by the application. The reservation of data transmission time slots is often needed to guarantee that job completion occurs within the deadline. For data transmission, calls that specify, among other details, data size, start time, and deadline are issued to reserve time slots. With the conventional advanced reservation method, a new request may make it necessary to reschedule the reserved times. Farooq et al. [10] stated that ideal resource reservation scheduling with a consideration of data size, start time, and deadline is an NP-hard problem. That is, it is not possible to design an algorithm that can always give the optimal reservation schedule. One solution is to make locally optimal decisions. Naiksatam and Figueira [11] proposed squeeze in stretch out (SISO), which is a heuristic algorithm for advanced reservations. Their objective was time-slot utilization close to the optimal value. The idea is interesting; however, some incoming requests are blocked if any of them overlap the existing reservations. This is because SISO does not support flexibility in terms of the start time. The next section proposes a simple heuristic algorithm that offers sophisticated reservation performance. The proposed method uses start-time elasticity to handle the job deadlines well.
IV. PROPOSED SCHEME

A. Procedure
The conventional job scheduling approach selects the site that can complete job execution in the shortest time, including data-transfer time [9] . Therefore, it tends to assign as many time slots as it can to a new call using many wavelengths [4] . Hereafter, we call this approach the Greedy scheme (GS). The GS reserves as many time slots as needed for each call on the order of available vacant time slots. Fig. 2 shows the GS procedure when the data size of a call is four and the deadline is t 8 . The shortest (longest) wavelength is λ 0 (λ 3 ). The numbers (A 1 , A 2 , . . .) in Fig. 2 show the order of the timeslot assignment in the GS. If the master can reserve vacant time slots equaling the data size within the deadline, the master assigns the time slots to the call. The computing node transfers Fig. 2 . Time-slot reservation in GS for call A, whose data size is four and deadline time is t 8 . data using these time slots. If the assignment fails, the call is blocked. Since the GS assigns time slots without considering the deadline, the short deadline calls tend to be blocked. In response, we propose a scheme that reserves time slots for a call according to its deadline.
The proposed scheme is a combination of two ideas: One is the deadline-first reservation, and the other is the Greedy tentative reservation. We use the deadline-first reservation to make long-term reservations, and we use the Greedy tentative reservation to improve the utilization of time slots. We explain these proposals in the following. Fig. 3 shows the search order for vacant time slots in the deadline-first reservation scheme. The master locates the vacant time slots from the deadline time to the present time, starting with the shortest wavelength. When the master discovers as many vacant time slots as the data size, the master reserves them. By searching time slots in this way, the probability that the master can assign time slots to short deadline calls is greatly increased. However, this also means that some frequencies are not utilized. The deadline-first reservation emphasizes the use of the shorter wavelengths, so the utilization efficiency of longer wavelengths tends to be low. Our solution is to combine the deadline-first and Greedy tentative reservations to improve the utilization of current time slots at longer wavelengths.
The master reserves as many time slots as needed for the latest new call using the deadline-first reservation. After successfully reserving the slots, it tentatively reserves additional slots using the Greedy tentative reservation on the order shown in Fig. 4 , up to the number needed to complete the call. If no other call is received, the first call uses the slots assigned (deadline-and Greedy-based) starting from the shortest frequency and the earliest time (see Fig. 5 ). As tentative slots are used, the equivalent number of reserved slots is released, starting from the most future time. If a new call is received in the middle of this procedure, the master applies the deadlinefirst reservation in the same way, as shown in Fig. 6 . Here, call A (4, t 8 ) is accepted using wavelengths λ 0 and λ 1 , and it is tentatively given reserved time slots by using the Greedy tentative reservation. Thus, the deadline-first reservation for call B (4, t 4 ) is attempted on frequencies λ 1 , λ 2 , and λ 3 . As there are only three vacant time slots, call B has an insufficient number of slots. Thus, the master releases the tentatively reserved slots for call A and reserves them for call B. In this case, the master does not tentatively reserve additional slots using the Greedy tentative reservation. At times t 2 and t 3 , the master drops three tentative slots for call A. As shown in Fig. 6 , calls A and B are completed after time slot t 4 . Fig. 7 shows the pseudocode of the proposed scheme. Data_size and deadline are specific call data size and deadline, respectively. master discovers only an insufficient number of time slots, the master searches the other calls' tentatively reserved time slots. Algorithm 2 shows the procedure of Greedy tentative reservation. After the decision of reservation is made by the deadline-first scheme, the master reserves the tentative slots using the Greedy tentative reservation.
B. Complexity of Proposal
In the proposed scheme, the data size and the deadline are specified to reserve time slots in advance. Let us consider that w num is the number of wavelength, data max is the maximum number of time slots, and deadline max is the specified maximum call deadline. For the deadline-first reservation, it takes O(w num × deadline max ) to locate the vacant time slots. Furthermore, for the Greedy tentative reservation, it also takes O(w num × data max × deadline max ) to find the preference of time slots. The proposed scheme can calculate in finite time.
V. PERFORMANCE EVALUATION
This section uses computer simulations to compare the blocking probability of the proposed scheme with that of the GS. In addition, we compare the state of calls generated at each time slot for the GS and the proposed scheme. We focus on a specific site and assume that the optical paths have already been set up. Each optical path has four wavelengths. Calls are generated according to the ON/OFF model. Calls are generated only in the ON state. The ON/OFF periods follow a geometric distribution. Calls are equally split between long deadline calls and short deadline calls. The long deadline calls are classified as either type 1 or 2; their ratios are 0.45 and 0.05, respectively. The data size and the deadline of each call are uniformly set in the range shown in Table I . As the first step of our research, a performance evaluation was conducted under a geometric traffic distribution. However, considering real traffic, the heavytailed traffic model is very realistic. The effectiveness of the proposed method may be almost the same for both models. Confirming this is an important task. Fig. 8 shows the blocking probability of the GS and the proposed scheme. In Fig. 8 , deadline-first means the proposed scheme without the Greedy tentative reservation. We define load ρ as the generation probability of calls in one time slot. The proposed scheme reduces the blocking probability compared to the GS. This is because the GS raises the blocking probability of short deadline calls. Moreover, the proposed scheme reduces the blocking probability compared to the deadline-first. This is because, in addition to the long-term reservation according to the deadline, using Greedy tentative reservation can improve the utilization of time slots. 9 . State of calls generated at each time slot for GS, and the proposed scheme under traffic load ρ is 0.2. Traffic overloading occurs when calls cannot be assigned with the number of time slots requested within the deadline specified, and the value is the sum of data sizes of blocked calls. Fig. 9 shows the state of calls generated at each time slot for the GS and the proposed scheme; traffic overloading occurs when calls cannot be assigned with the number of time slots requested within the deadline specified, and the value is the sum of data sizes of blocked calls. The results show that the GS allows the frequent occurrence of overloading. This is because the GS does not consider the deadline, and the probability that the GS cannot accept short deadline calls is high. Deadlinefirst handles heavy traffic demands better than the GS since it reserves time slots considering the call's deadline. However, it fails to fully utilize the time-slot resources around time slots 26-28, as shown in Fig. 9 . This is because it does not use the time slots efficiently. The proposed scheme prevents traffic overloading and offers the maximum capacity since the Greedy tentative reservation improves the utilization of timeslot resources. Therefore, the proposed scheme with tentative reservation can process a larger number of short deadline calls than the GS. Fig. 10 shows the blocking probability of the GS and the proposed scheme versus parameter α, which is the generation Fig. 10 . Blocking probability versus ratio of long deadline calls α. α is defined as α = traffic load of long deadline calls/ρ, and the load ρ is 0.3 and 0.5. We examined the ρ values of 0.3 and 0.5. The data size and the deadline of both the short and long deadline calls are shown in Table II . The blocking probability of the GS is almost constant, regardless of α. This is because the blocking probability does not depend on the deadline since the GS reserves time slots without considering the deadline. Under the condition that the rate of long deadline calls is 1.0 and load ρ is 0.3, however, the GS has lower blocking probability. This is because there are no short deadline calls in this condition. When there are only long deadline calls, the blocking probability improves. Note that the blocking probability of the proposed scheme is always better than that of the GS. This superiority strengthens as α increases. This is because deadlines become more critical as α increases, and the proposed scheme reserves time slots considering the deadlines. Therefore, the proposed scheme is better than the GS under the situation in which both the short and long deadline calls exist. The proposed scheme is particularly effective under large α.
As described in Section III, the optimal solution can be identified only under homogeneous data size and deadline condition. Fig. 11 shows the blocking probabilities of the optimal solution and the proposed scheme. Data size and deadlines of all calls are set to 4 and 20, respectively. Load ρ is 0.3. As shown in Fig. 11 , their blocking probabilities are almost the same. 
VI. CONCLUSION
A wavelength assignment scheme that combines the deadline-first reservation and the Greedy tentative reservation has been proposed. The scheme can reduce the blocking probability achieved by the conventional method by a factor of 100. The deadline-first reservation selects time slots by filling the time slots on the shortest frequency up to the request's deadline. This approach tends to waste the resources of the longer wavelengths. The Greedy tentative reservation improves the utilization of time slots, regardless of the wavelength. Computer simulations showed that the proposed scheme can reduce the blocking probability by a factor of 100 compared with the conventional scheme under the low load condition.
