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REPRESENTATIONS OF MATROIDS AND FREE RESOLUTIONS
FOR MULTIGRADED MODULES
ALEXANDRE B. TCHERNEV
Abstract. Let k be a field, let R = k[x1, . . . , xm] be a polynomial ring with
the standard Zm-grading (multigrading), let L be a Noetherian multigraded
R-module, and let E
Φ
−→ G → L → 0 be a finite free multigraded presen-
tation of L over R. Given a choice S of a multihomogeneous basis of E, we
construct an explicit canonical finite free multigraded resolution T•(Φ, S) of
the R-module L. In the case of monomial ideals our construction recovers
the Taylor resolution. A main ingredient of our work is a new linear algebra
construction of independent interest, which produces from a representation φ
over k of a matroid M a canonical finite complex of finite dimensional k-vector
spaces T•(φ) that is a resolution of Kerφ. We also show that the length of
T•(φ) and the dimensions of its components are combinatorial invariants of
the matroid M, and are independent of the representation map φ.
Contents
Introduction 2
1. Matroids 5
1.1. Basics 5
1.2. Minors, duality, connected components 5
1.3. Representations 6
1.4. Group actions 7
2. T-flats 8
3. Multiplicity spaces, T-spaces, diagonal maps 9
4. The homomorphisms φIJn 12
5. The definition of T•(φ) and T•(φ)
+ 16
6. The main properties of T•(φ) and T•(φ)
+ 17
7. Free resolutions of multigraded modules 19
8. T-flats of minors 22
9. The structure of the T-parts of a T-flat 24
10. Connected T-flats and multiplicity spaces 28
11. Multiplicity spaces for minors 30
12. T•(φ) and T•(φ)
+ are complexes 32
13. The definition of (π.Y )φ• : T•(φ.Y ) −→ T•(φ) 39
14. (π.Y )φ• is a morphism of complexes 41
15. Acyclicity 46
16. Appendix on matroids 49
References 52
1991 Mathematics Subject Classification. 13D02 (Primary) 13A02, 52B40, 52C35 (Secondary).
Key words and phrases. multigraded, free resolution, matroid, matroid representation.
1
2 A. TCHERNEV
Introduction
In her thesis [15], Diana Taylor constructs an explicit finite free resolution for
an arbitrary monomial ideal. Even though the Taylor resolution is generally non-
minimal, its canonical combinatorial description has turned this construction into
one of the main tools in the study of the homological structure and combinatorics
of monomial ideals. It is therefore a natural and important question whether a
similarly explicit construction exists in the more general setting of multigraded
modules. The difficulty of studying resolutions of mutigraded modules is apparent
from the fact that most of the published work in this area deals exclusively with
homological properties of monomial ideals, and until recently there were only a few
general results available on the structure of free resolutions of multigraded mod-
ules that are not cyclic: Lescot [9] shows that the multigraded Poincare´ series of a
multigraded module is rational, the papers of Bruns and Herzog [3] and Iyengar [8]
provide bounds for the shifts in a minimal multigraded resolution, and the papers
of Santoni [14], Charalambous [4], and Ro¨mer [13] provide bounds for the Betti
numbers of a multigraded module. In the last five years however there has been
an increased interest in the study of the homological properties of multigraded
modules. The papers of Yanagawa [20, 21, 22] introduce and study the class of
squarefree multigraded modules. The work of Ro¨mer [12] introduced the Alexan-
der duality functor for squarefree modules; at the same time and independently
Miller [10] defined Alexander duality for arbitrary multigraded modules and used
his breakthrough to exhibit the fundamental correspondence between minimal free
and minimal injective resolutions of multigraded modules. These results provide a
wonderful insight into the homological structure of multigraded modules, and they
also make the problem of finding an explicit construction for free resolutions even
more interesting because a solution would automatically provide via Alexander du-
ality an explicit construction for injective resolutions. Along the lines of explicit
constructions, Bayer and Sturmfels [1] provide a resolution for infinitely generated
co-Artinian monomial modules, Charalambous and Deno [5] compute the module of
second syzygies in a minimal free presentation of a Noetherian multigraded module,
while Charalambous and Tchernev [6] introduce the notion of a generic Noetherian
multigraded module and construct explicitly the entire minimal free resolution of
such a module.
The main goal of this paper is to address the still remaining question on the exis-
tence of an explicit free resolution for an arbitrary Noetherian multigraded module,
and to answer it in the affirmative. The principal tool for achieving such an ex-
plicit description is a new construction of a complex of vector spaces that lies at
the crossroads of matroid theory and multilinear algebra, and has the potential
for applications to both of these fields, as well as to other areas such as group
representation theory. The properties of this new complex give a strong indica-
tion that there are two main combinatorial ingredients determining the structure
of the minimal free resolution of a Noetherian multigraded module L. The first
ingredient is, as expected from the case of monomial ideals, the combinatorics of
the multidegrees of a (fixed) set of minimal generators of the first syzygy module
of L. The second ingredient, which is new but probably not very surprising, are
the combinatorial properties of the matroid asociated with this fixed set of minimal
generators. What is surprising however, is that our construction makes it possible
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to obtain an explicit description of the interaction between these two ingredients; a
detailed investigation of this interaction in a generic situation is carried out in [7].
To describe the results of the present article in more detail, let k be a field, letW
be a finite dimensional k-vector space, let S be a finite set, let US be the k-vector
space with basis the set of symbols {ea | a ∈ S}, and let φ : US −→W be a vector
space homomorphism. We construct in a canonical way a finite complex T•(φ) of
finite dimensional k-vector spaces that we call the T-complex of φ. The length of
this complex and the ranks of the vector spaces in it depend only on the matroid
M on S that is represented by the map φ, and not on the actual map φ. The
T-complex T•(φ) behaves very well with respect to the operations contraction and
restriction of matroids, and the first main result of this paper, Theorem 6.5, states
that this complex is a resolution of the kernel Ker(φ).
In the process of defining T•(φ) we introduce for each subset A ⊆ S a certain
multiplicity vector space SA(φ), which appears to capture subtle combinatorial
properties of the matroidM, and seems to be of independent interest. For example,
we show in Theorem 10.5 that SA(φ) 6= 0 if and only if A is a connected dependent
set in M. Furthermore, a consequence of Theorem 6.5 is that the dimension of
SA(φ) is an invariant of the matroid M, and is independent of the presentation φ.
The space SA(φ) has a natural system of generators indexed by a certain collection
CM(A) of maximal chains of flats in the dual matroidM
∗, and it is a very interesting
open question whether the corresponding representable matroid on the set CM(A)
is independent of the representation map φ.
Next, let R = k[x1, . . . , xm] be a polynomial ring with the usual Z
m-grading
(multigrading), let L be a multigraded Noetherian R-module, let
E
Φ
−→ G −→ L −→ 0
be a finite free (not necessarily minimal) multigraded presentation of L over R,
and let S be a multihomogeneous basis of E. Consider k as an R-module via the
canonical projection R −→ k that sends each variable xi to the identity element
1 ∈ k, and let φ = k⊗RΦ. By a standard procedure we use the multidegrees of the
elements in S to transform the complex of vector spaces T•(φ) into a complex of
multigraded free R-modules T•(Φ, S) that we call the T-resolution of the pair (Φ, S).
This complex is non-minimal in general, even if the presentation Φ is minimal. Its
length, and the ranks of the free modules in T•(Φ, S) are completely determined
by the rank of L and by the matroid M(Φ, S) on the set S represented by the
map φ. When the matroid M(Φ, S) is a uniform matroid, the complex T•(Φ, S) is
canonically isomorphic to the Buchsbaum-Rim-Taylor complex from [6]; in partic-
ular we recover the usual Taylor resolution of a monomial ideal. The second main
result of this paper, Theorem 7.5, is that the T-resolution of (Φ, S) is always a free
multigraded resolution of the R-module L.
It should be emphasized that different choices for the basis S produce in gen-
eral nonisomorphic matroids M(Φ, S), and also nonisomoprhic T-resolutions. It is
certainly an important open problem to analyze whether there exists an optimal
choice of S, and what are the properties of a “generic” choice of S.
This paper is written from the point of view of a commutative algebraist. Thus,
while we employ many concepts and results from matroid theory, an attempt has
been made to have a self-contained presentation of these facts. In particular we
review all relevant definitions about matroids, and we have included the proofs of
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all facts about matroids that appear after Section 1, even in the few cases when a
reference was available in the literature. The material is organized as follows.
In the first part of the paper, Section 1 through Section 5, we introduce all the
objects necessary to define the T-complex T•(φ) and its augmentation T•(φ)
+. The
content is mostly of definitions, and should make for a relatively easy and smooth
reading. More specifically, in Section 1 we review the basic notions from matroid
theory that we will need, and in Section 2 we reintroduce (under a slightly different
name) the somewhat neglected in the literature notion of a T-flat of a matroid and
discuss its most basic properties; we also define the T-parts of a T-flat. In Section 3
we consider a representation φ of a matroid M on a set S, and for each subset A
of S we define its multiplicity space. We also introduce the notions of T-space,
multiplication maps, and diagonal maps. In Section 4 we construct the maps φIJn
that will be the building blocks for the differentials of the complexes T•(φ) and
T•(φ)
+. Finally, in Section 5 we give the definitions of the complex T•(φ) and of
its augmentation T•(φ)
+.
Sections 6 and 7 constitute the second part of the paper. They are meant to
serve as a reference to a reader who is not interested in the technical details of the
proofs, but would like a good overview of the essential features of our constructions.
In Section 6 we state all the main properties of the complexes T•(φ) and T•(φ)
+.
In Section 7 we apply these results to construct from a finite free multigraded
presentation Φ : E −→ G of a Noetherian multigraded module L and a chosen
multihomogeneous basis S of E a finite free multigraded complex T•(Φ, S) and to
prove in our second main result that this complex is a free resolution of L.
In the next part of the article we work towards the proofs of all results stated
in Section 6. In Section 8 we study the behavior of T-flats under restriction and
contraction. Section 9 is devoted to the structure of the T-parts of a T-flat, while
Section 10 explores the relationship between connectedness properties of T-flats
and the dimension of their multiplicity spaces. Section 11 provides key results on
the behavior of multiplicity spaces under restriction and contraction.
Starting with Section 12 we plunge into the most technical part of the paper and
we prove that T•(φ) and T•(φ)
+ are indeed complexes. The hard work continues
in Sections 13 and 14, where we relate the T-complex of φ with the T-complex of
a contraction of φ. This provides all the facts that are needed in Section 15 to
complete the proof of our first main result, namely that the T-complex of φ and its
augmentation are resolutions of Ker(φ) and of Coker(φ), respectively.
I would like to thank Hara Charalambous, Bernd Sturmfels, Jerzy Weyman,
and Thomas Zaslavski for very useful conversations on questions related to the
material in this paper. Their comments contributed to my better understanding of
the structures involved, and helped greatly improve the presentation in this article.
We conclude this section with some remarks on notation. Throughout this paper
k is a field, vector spaces are over k, and unadorned tensor operations are over k.
For a finite dimensional vector space X we denote by
◦
∧X its top non-zero exterior
power. We will often use that an exact sequence 0 −→ X
⊂
−→ Y −→ Z −→ 0 of
finite dimensional vector spaces induces a canonical isomorphism
◦
∧X ⊗
◦
∧Z ∼=
◦
∧Y
given by the formula x1∧· · ·∧xp⊗ z¯1∧· · ·∧ z¯q 7−→ x1∧· · ·∧xp∧z1∧· · ·∧zq where
p = dimX , q = dimZ, and each zi is an element of Y mapping onto z¯i. Finally, if
C• = (Ci, ψi) is a chain complex, its shift C[k]• is the complex (C[k]i, ψ[k]i) with
C[k]i = Ci+k and ψ[k]i = (−1)
kψi+k.
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1. Matroids
For the convenience of the reader and to establish our notation we recall here
some notions and facts from matroid theory that will be needed. For further details
and proofs the reader is refered to an introductory textbook on matroids such as
[19] or [11]. We also note that for completeness (and in many cases due to lack of
appropriate references) throughout the paper we provide a proof for every result
on matroids that we use but have not mentioned in this section.
1.1. Basics. A matroid M on a finite set S is given by a nonempty collection I of
subsets of S that satisfies the following two properties:
(1) If X ⊂ Y and Y ∈ I then X ∈ I;
(2) If X,Y ∈ I, and |Y | = |X |+1 then there is y ∈ Y rX such that X∪{y} ∈ I.
The matroid M is called the empty matroid if S = ∅ and I = {∅}. The sets
in I are refered to as the independent sets of the matroid M. A base of M is a
maximal independent set. The matroid M is completely determined by specifying
the collection B of its bases. A set is dependent if it is not independent. A circuit
of M is a minimal dependent subset of S. Again, M is completely determined by
specifying the collection of its circuits. The rank in M of a subset A of S is the
number rMA = max{|I| | I ⊆ A, I ∈ I}. It is clear that
rMA ≤ |A|,
with equality precisely when A is independent. When there can be no confusion,
we will omit the superscript M. For any A,B ⊆ S we have
rA + rB ≥ rA∪B + rA∩B
and clearly rA ≤ rB when A ⊆ B. We define the level of A ⊆ S to be the integer
ℓA = ℓ
M
A = |A| − r
M
A − 1.
In particular, a set A is dependent if and only if ℓA ≥ 0. The closure in M of a
subset A ⊆ S is the (unique) maximal subset ACM of S that contains A and has
the same rank as A. When there can be no confusion we will simply write AC.
The set A is closed or a flat in M if the closure of A is A. The intersection of
flats is a flat. A maximal proper flat of M is called a hyperplane. Every proper
flat of M is an intersection of hyperplanes of M. A flat B is a cover for a flat A
if A ( B and there are no other flats between A and B. It is clear this happens if
and only if rB = rA + 1. Furthermore, if B and C are distinct covers for A then
their intersection is a flat containing A hence equals A; thus the sets B r A and
C r A are disjoint. Also, since every element x ∈ S r A belongs to a cover of A,
the union of the covers of A equals S. Therefore, if A1, . . . , Ak are all the distinct
covers of A, we obtain a disjoint union
(1.1) S rA = (A1 r A) ⊔ · · · ⊔ (Ak rA).
1.2. Minors, duality, connected components. Let Y be a subset of S. The re-
striction ofM to Y is the matroidM|Y on the set Y with collection of independent
sets I|Y = {I | I ⊆ Y, I ∈ I}. It follows that for A ⊆ Y one has
r
M|Y
A = r
M
A .
A subset A ⊆ Y is a flat ofM|Y if and only if A = ACM ∩Y . The contraction ofM
to Y is the matroid M.Y on Y with collection of independent sets I.Y defined as
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follows. A subset I ⊆ Y is independent in M.Y if I ∪ J ∈ I for every independent
subset J ⊆ S r Y . For a subset A ⊆ Y we have
rM.YA = r
M
A∪(SrY ) − r
M
SrY .
A subset A ⊆ Y is a flat ofM.Y precisely when A∪ (SrY ) is a flat ofM. A minor
ofM is a matroid obtained from M by a sequence of restrictions and contractions.
The dual matroid of M is the matroid M∗ on S with collection of bases given
by B∗ = {B | S rB ∈ B}. We have
(1.2) rM
∗
A = |A| − r
M
S + r
M
SrA = r
M∗
S − ℓ
M
SrA − 1.
We also have M∗|T = (M.T )∗ and M∗.T = (M|T )∗. It is straightforward from
the rank formula for M∗ that a set C is a circuit of M if and only if S r C is a
hyperplane of M∗.
Let M1 be a matroid on a set S1, and let M2 be a matroid on a set S2. Then
M1+M2 is the matroid on the set S1⊔S2 where a subset A ⊆ S1⊔S2 is independent
inM1+M2 if and only if the sets A∩S1 and A∩S2 are independent inM1 andM2,
respectively. Thus if M is a matroid on S, and M = M1 +M2 then S = S1 ⊔ S2,
andM1 =M|S1, andM2 =M|S2. It is immediate in this case that a subset C ⊆ S
is a circuit of M if and only if it is a circuit of either M1 or M2, and, furthermore,
for a subset A ⊆ S one has
rMA = r
M1
A∩S1
+ rM2A∩S2 .
A matroid M is called connected if it is not a sum of two nonempty matroids.
A subset Y ⊆ S is called connected in M if the matroid M|Y is connected. In
particular S is connected in M precisely when M is connected. It is also straight-
forward from the definitions that a circuit is connected. The maximal connected
subsets of Y are called the connected components of Y in M. The operation sum of
matroids is associative and commutative. If Y1, . . . , Yk are subsets of Y such that
M|Y = M|Y1 + · · · +M|Yk, then we write Y = Y1 ⊕ · · · ⊕ Yk. It is clear in that
case we also have for any subset A ⊆ Y that
(1.3) rA = rA∩Y1 + · · ·+ rA∩Yk .
A convenient criterion which we will use often in the sequel without explicit refer-
ence is that Y = Y1⊕· · ·⊕Yk if and only if Y = Y1⊔· · ·⊔Yk and rY = rY1+· · ·+rYk .
See Proposition 16.10 for the proof.
1.3. Representations. Let M be a matroid on S. Let W be a k-vector space,
and let φ : S −→W be a function of sets. We will abuse notation and write φ also
for the canonically induced homomorphism of vector spaces
φ : US −→W,
where U = US is the k-vector space with basis the set of symbols {ea | a ∈ S}. We
write V = V (φ) = Imφ for the corresponding vector subspace of W . For a subset
I of S we denote by UI the span in U of the set {ei | i ∈ I}, and by VI = VI(φ)
the span in W (hence in V ) of the set {φ(i) | i ∈ I}; thus VI is simply the image
under φ of UI . Given a ∈ I we always denote by e
∗
a the element of the dual space
U∗I such that e
∗
a(ea) = 1 and e
∗
a(ej) = 0 for j ∈ I r {a}. We will often write Ua,
Va, and S r a instead of U{a}, V{a}, and S r {a}, respectively.
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The map φ is called a representation of the matroid M (over the field k) if
a subset A ⊆ S is independent in M precisely when |A| = dimk VA. If φ is a
representation of M then clearly rI = dimk VI .
Let φ be a representation of M. For a subset Y ⊆ S let φ|Y be the restriction
of φ to the subspace UY . Then
φ|Y : UY −→W
is a representation of the matroidM|Y , and we obviously have for any subset A of Y
that VA(φ) = VA(φ|Y ); in particular VY (φ) = V (φ|Y ). Note that if Y = Y1⊔· · ·⊔Yk
then
φ|Y = φ|Y1 + · · ·+ φ|Yk;
if in addition Y = Y1⊕ · · · ⊕ Yk then the formula (1.3) yields for any subset A ⊆ Y
the direct sum decomposition of vector spaces
VA = VA∩Y1 ⊕ · · · ⊕ VA∩Yk .
Also, let φ.Y = πφY ◦ (φ|Y ), where
πφY : W −→ W =W/VSrY (φ)
is the canonical projection (when φ and/or Y are clear from the context, we will
write πY or simply π instead of π
φ
Y ). Then
φ.Y : UY −→W
is a representation of the matroid M.Y .
1.4. Group actions. Let M be a matroid on a set S. We say that a group H
acting on the set S also acts on the matroid M if the collection of independent sets
I is invariant under the action of H on S. It is clear in this case that if h ∈ H and
A is a circuit (respectively, base, flat, dependent set) of M then so is h(A). Since a
base of the dual matroid M∗ is the complement of a base of M, it follows that H
acts on M∗ as well.
Let H be a group acting on M, and let φ : US −→ W be a representation of M
over a field k. If in addition H also acts by linear transformations on the vector
spaces US and W so that for every h ∈ H and every a ∈ S one has
h(ea) = χ(h, a)eh(a)
for some (necessarily nonzero) scalar χ(h, a) ∈ k, and so that the map φ is H-
equivariant, then we say that φ is an H-equivariant representation of the matroid
M. In that case for every h ∈ H and every A ⊆ S we have canonical isomorphisms
h : UA −→ Uh(A) and h : VA −→ Vh(A), as well as h∗ = (h
−1)∗ : V ∗A −→ V
∗
D.
Example 1.4. Let M be the matroid on S with I consisting of all subsets of S of
size less than or equal to r. M is called the uniform matroid of rank r on S. It is
clear that a subset A ⊆ S is a base of M precisely when |A| = r, and is a circuit
precisely when |A| = r + 1. Also, the formulas
rA = min{r, |A|} and ℓA = max{−1, |A| − r − 1}.
are straightforward.
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Example 1.5. Let S = {1, 2, 3, 4}, let W = Q2, and let γ1 and γ2 be the standard
basis vectors of W . Define φ : S −→W by letting φ(i) be the ith column of
M =
(
1 1 1 1
1 1 2 3
)
.
Thus the corresponding map φ : US −→W is given by M . Let M be the matroid
represented by φ. Then the circuits of M are {1, 2}, {1, 3, 4}, and {2, 3, 4}.
2. T-flats
For the rest of the paper M denotes a matroid on a finite set S, and all sets
considered are subsets of S.
The main goal of this section is to recall (under a slightly different name) the
somewhat neglected in the literature notion of a T-flat of M. Its importance
for us lies in the fact that the collection of T-flats provides the most convenient
canonical indexing set for the components of the complex T•(Φ, S) from Section 7,
which generalizes to the setting of multigraded modules the Taylor resolution of a
monomial ideal. The study of the collection of T-flats of a matroid goes back to the
papers of Tutte [17] and [18] who refers to T-flats of level n ≥ 0 as “flats ofM” or as
“n-cells of M”. From our point of view the flats terminology is more appropriate.
Unfortunately, in modern language the term “flat of M” has taken on a different
and well established meaning. Thus we decided on “T-flat” as a smallest deviation
from “flat” with the “T” intended as a reference to both Tutte, and Taylor.
Definition 2.1. (a) A set A is called a T-flat ofM if and only if SrA is a proper
flat of the dual matroid M∗.
(b) When n ≥ 0 we write Tn = Tn(M) for the collection of T-flats of level n in
M. We also write T−1 = T−1(M) for the collection of 1-element subsets of S.
The following observations are essentially due to Tutte [17].
Remarks 2.2. ([17]). Let A be a T-flat in M of level n.
(a) Then SrA is a proper flat in M∗ of rank rM
∗
SrA = r
M∗
S −n− 1. In particular
n ≥ 0, and when n = 0 the flat S r A is a hyperplane in M∗ hence A is a circuit
of M. Thus the T-flats in M of smallest level all have level 0 and are nothing but
the circuits of M.
(b) Let n ≥ 1, and let B ( A be a T-flat. Then S r A ( S r B, hence a
straightforward application of (1.2) yields ℓMB ≤ n− 1 with equality precisely when
S r B is a cover for S r A in M∗, that is, when B is a maximal T-flat properly
contained in A. Therefore the T-flats of M that are maximal with respect to the
property of being properly contained in A are precisely the T-flats of level n − 1
contained in A.
(c) It is immediate from parts (a) and (b) that a T-flat is minimal if and only if
it is a circuit, and that every chain of maximal length of T-flats contained inside A
has the form
I(0) ( · · · ( I(n) = A
where for each i the set I(i) is a T-flat of level i.
(d) Let n ≥ 1 and let A1, . . . , Ak be all the T-flats of level n− 1 contained in A.
Applying part (b) and (1.1) yields a natural partition of A as a disjoint union
(2.3) A = I1 ⊔ · · · ⊔ Ik,
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where Ii = ArAi for each i.
(e) Since S r A is a proper flat in M∗ precisely when it is an intersection of
hyperplanes of M∗, it is immediate from part (a) that A is a T-flat precisely when
it is a union of circuits of M. In particular, unions of T-flats are T-flats.
(f) Let A = {a} be a singleton, i.e. A ∈ T−1(M). Note that ℓA ≤ 0 with equality
if and only if A is dependent, in which case A is a circuit. (An element a ∈ S such
that {a} is a dependent is called a loop ofM.) Thus A is an element of both T0(M)
and T−1(M) if and only if A = {a} for some loop a ∈ S. It is clear that this is
the only case when two sets Ti(M) and Tj(M) with −1 ≤ i < j have a nontrivial
intersection.
Definition 2.4. Let A be a T-flat inM of level n, and let A1, . . . , Ak be all elements
of Tn−1(M) contained in A.
(a) We refer to the sets Ii = ArAi as the T-parts of the T-flat A.
(b) When n ≥ 1 the natural partition (2.3) is called the T-partition of A.
Remark 2.5. Let H be a group acting on M, and let h ∈ H . It is clear that if
I is an element of Tn(M) (respectively, a T-part of a T-flat A), then h(I) is an
element of Tn(M) (repsectively, a T-part of the T-flat h(A)). In particular, h sends
the T-partition of a T-flat A into the T-partition of the T-flat h(A).
The following proposition provides an alternative description of the T-flats of
the matroid M.
Proposition 2.6. Let A be a set of level n ≥ 1.
Then A is a T-flat if and only if it has a decomposition A = I1 ⊔ · · · ⊔ Ik such
that Aj = A r Ij is a T-flat of level n− 1 for each j. In that case A1, . . . , Ak are
all the T-flats of M of level n− 1 that are contained in A.
Proof. The “only if” part of the proposition is immediate from Remark 2.2(b). To
show the “if” part, assume A = I1 ⊔· · ·⊔ Ik with Aj = Ar Ij a T-flat of level n− 1
for each j. Since n ≥ 1, we must have k ≥ 2. Then A = A1 ∪ A2, and since each
Aj is a T-flat the desired conclusion follows by Remark 2.2(c). 
Example 2.7. Let M be the uniform matroid of rank r on the set S as in Exam-
ple 1.4. It is clear that a subset A ⊆ S is a T-flat of level n ≥ 0 in M if and only if
|A| = n + r + 1. Therefore when n ≥ 1 and A is a T-flat of level n the T-parts of
A are all the 1-element subsets of A.
Example 2.8. Let M be the matroid from Example 1.5. The T-flats of M are:
level 0 : {1, 2}, {1, 3, 4}, {2, 3, 4}
level 1 : {1, 2, 3, 4}.
In particular, {1, 2, 3, 4} = {3, 4}⊔ {2}⊔ {1} is the T-partition of the only T-flat of
positive level in M.
3. Multiplicity spaces, T-spaces, diagonal maps
In this section φ : US −→ W is a representation over a field k of a matroid M
on a finite set S.
Our main goal is to introduce in Definition 3.3 the multiplicity space SA(φ) of a
set A. This is a new object, which appears to encode subtle combinatorial properties
of the matroidM|A. A detailed investigation of the properties of these multiplicity
10 A. TCHERNEV
spaces will be carried out in later sections. For us their significance lies in the fact
that the multiplicity space of a set A of level n ≥ 0 measures the contribution of A
to the component of homological degree n in the complex T•(φ). We also introduce
in Definition 3.6 the diagonal maps between mutiplicity spaces. These maps are the
essential ingredients out of which the differentials of the complex T•(φ) are built.
We begin by introducing the following objects associated with a T-flat I.
Definition 3.1. (a) Let I be a T-flat of level n. We write
CM(I) = {I
(0) ( · · · ( I(n) = I | where I(i) ∈ Ti for each i ≥ 0}
for the collection of all maximal chains of T-flats contained in the T-flat I. When
there can be no confusion we will write simply C(I).
(b) Let I be a chain I(0) ( · · · ( I(n) in C(I). When n = 0 then I is the only
element of C(I), and we set V (I) = S0W = k. When n ≥ 1 we define the vector
subspace V (I) ⊆ SnW of the nth symmetric power of W as
V (I) =
(
VI(1)rI(0) ∩ VI(0)
)
· . . . ·
(
VI(n)rI(n−1) ∩ VI(n−1)
)
,
where the product of these vector spaces is taken in the symmetric algebra of W .
Remark 3.2. Since the levels of I(i) and I(i−1) differ by exactly one, a straight-
forward computation shows that each space VI(i)rI(i−1) ∩ VI(i−1) is either 0 or is
1-dimensional. Therefore the space V (I) is either 0 or is 1-dimensional. This ob-
servation is refined further in Remark 9.2
We are now ready to give the definition of multiplicity space.
Definition 3.3. Let I ⊆ S be a set of level n.
(a) If I is not a T-flat then we set SI(φ) = 0. If I is a T-flat, then we set
SI(φ) =
∑
I∈C(I)
V (I).
We call the space SI(φ) the multiplicity space of the dependent set I. When there
can be no confusion, we simply write SI .
(b) When n ≥ 0 we set
TI(φ) = SI(φ)
∗ ⊗
◦
∧UI ⊗
◦
∧VI(φ)
∗
and call the space TI(φ) the T-space of I. When there can be no confusion, we
simply write TI .
(c) Note that when A = {a} is an element of T0(M) then we have by Re-
mark 3.4(a) that S∗A = k
∗ = k, also
◦
∧UA = Ua, and VA = 0 hence
◦
∧V ∗A = k; thus
for the T-space TA we have TA = k ⊗ Ua ⊗ k = Ua. We extend this identification
to all 1-element subsets of S by setting
TA(φ) = TA = Ua
for every element A = {a} ∈ T−1(M).
Remarks 3.4. Let I be a T-flat of level n.
(a) When n = 0 there is exactly one chain I in C(I), thus SI = V (I) = S0W = k.
(b) We should note that the T-space of I is essentially the dual of SI tensored
with a copy of the field k; in particular the dimensions of TI and SI are the same.
The special form of TI is what turns out to be necessary in order to define in a
canonical way the differentials in our complex T•(φ).
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(c) While the multiplicity space SI(φ) clearly depends on the representation φ, we
will show that its dimension is an invariant of the matroidM|I, and is independent
of the representation map φ.
(d) The collection of spaces V (I) determine in a natural way a representation of
a certain matroid on the set of chains CM(I). It is a very interesting open question
whether this matroid is in fact independent of the representation map φ.
Remarks 3.5. Let φ be an H-equivariant representation of M, and let h ∈ H .
(a) If I is a chain I(0) ( · · · ( I(n) in C(I) then we obtain that h(I) is a chain
h(I(0)) ( · · · ( h(I(n))
in the set C
(
h(I)
)
. In particular, h induces a bijection of the sets C(I) and C
(
h(I)
)
.
(b) The action of h on W induces canonically an automorphism of the symm-
metric algebra of W . Furtermore, if I is a chain I(0) ( · · · ( I(n) in C(I), then h
induces for each i ≥ 1 an isomorphism
h : VI(i−1) ∩ VI(i)rI(i−1) −→ Vh(I(i−1)) ∩ Vh(I(i))rh(I(i−1)).
Thus h induces an isomorphism of the spaces V (I) and V
(
h(I)
)
, hence also an
isomorphism
h : SI(φ) −→ Sh(I)(φ).
of multiplicity spaces.
(c) Let I be a T-flat of level n. We have an isomorphism h : TI(φ) −→ Th(I)(φ)
given by
TI = S
∗
I ⊗
◦
∧UI ⊗
◦
∧ V ∗I
h∗⊗∧h⊗∧h∗−−−−−−−−→ S∗h(I) ⊗
◦
∧Uh(I) ⊗
◦
∧V ∗h(I) = Th(I)
where we write h∗ for (h
−1)∗.
We conclude this section with the definition of the multiplication maps and the
diagonal maps. These maps are the essential ingredient of the differentials in the
complex T•(φ).
Definition 3.6. Let I be a T-flat of level n ≥ 1 and let J ( I be a T-flat of level
n− 1. Multiplication in the symmetric algebra of W induces an injective map
ν : (VJ ∩ VIrJ)⊗ SJ −→ SI .
which we call the multiplication map. Summing over all T-flats of level n− 1 in I,
we obtain a surjective map with the same name
(3.7)
⊕
J∈Tn−1
J⊂I
(VJ ∩ VIrJ )⊗ SJ
ν
−→ SI
Taking duals we obtain a surjective map
∆: S∗I −→ (VJ ∩ VIrJ)
∗ ⊗ S∗J
which we refer to as the diagonal map, and an injective map with the same name
(3.8) S∗I
∆
−→
⊕
J∈Tn−1
J⊂I
(VJ ∩ VIrJ )
∗ ⊗ S∗J .
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Remark 3.9. Let φ be H-equivariant representation of M, and let h ∈ H . Let I
be a T-flat of level n ≥ 1, and let J be a T-flat of level n − 1 contained inside I.
It is straightforward to verify that the map h : SI −→ Sh(I) from Remark 3.5(c)
commutes with the multiplication maps ν, thus setting h∗ = (h
−1)∗ yields a
commutative diagram
S∗I
∆
−−−−→ (VJ ∩ VIrJ)
∗ ⊗ S∗J
h∗
y yh∗⊗h∗
S∗
h(I)
∆
−−−−→
(
Vh(J) ∩ Vh(I)rh(J)
)∗
⊗ S∗
h(J)
with vertical maps that are isomorphism.
Example 3.10. Let φ : US −→W be a representation of the uniform matroid M
of rank r on S, and let V = Imφ. Then for each T-flat I of level n in M we clearly
have VI = V . Furthermore,
SI(φ) = SnV.
Indeed, this is trivially true when n = 0. When n ≥ 1 by Example 2.7 the T-flats
of level n− 1 in I are all sets of the form J = I r {a} for some a ∈ I, therefore we
have
∑
I⊃J∈Tn−1
VJ ∩ VIrJ =
∑
a∈I VIra ∩ Va =
∑
a∈I Va = VI = V. The desired
equality now follows by induction on n in view of the surjectivity of (3.7).
Example 3.11. Let φ : US −→ W be the representation of the matroid M from
Examples 1.5 and 2.8. Let {γ∗1 , γ
∗
2} be the basis of W
∗ dual to the standard basis
of W . Then we have
S{1,2,3,4} = V{1,2} ∩ V{3,4} + V{1,3,4} ∩ V{2} + V{2,3,4} ∩ V{1} = V{1,2},
therefore for the T-spaces of the T-flats of M we obtain
T{1,2} = Q⊗ ∧
2U{1,2} ⊗ V
∗
{1,2}
= Q ·
〈
1⊗ e12 ⊗ (γ1 + γ2)
∗
〉
T{1,3,4} = Q⊗ ∧
3U{1,3,4} ⊗ ∧
2W ∗
= Q ·
〈
1⊗ e134 ⊗ γ
∗
12
〉
T{2,3,4} = Q⊗ ∧
3U{2,3,4} ⊗ ∧
2W ∗
= Q ·
〈
1⊗ e234 ⊗ γ
∗
12
〉
T{1,2,3,4} = S
∗
{1,2,3,4} ⊗ ∧
4U{1,2,3,4} ⊗ ∧
2W ∗
= Q ·
〈
(γ1 + γ2)
∗ ⊗ e1234 ⊗ γ
∗
12
〉
where we use the shorthand za1...ak for za1 ∧ · · · ∧ zak . The remaining nonzero
T-spaces of M are, for trivial reasons, T{i} = U{i} = Q · ei for i = 1, 2, 3, 4.
4. The homomorphisms φIJn
As in the previous section, we fix a representation φ : US −→ W over k of
a matroid M on a finite set S. Our goal is to introduce in Definition 4.2 for
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every T-flat I of level n and for every element J ∈ Tn−1(M) contained inside I a
homomorphism between T-spaces
φIJn : TI(φ) −→ TJ(φ).
The maps φIJn will be used in the next section as the building blocks of the differ-
entials of the complex T•(φ). First, we establish the following notation.
Definition 4.1. Let J ⊆ I be subsets of S.
(a) We define the space KIJ by the formula
KIJ = VI/VJ .
(b) Since VI = VJ + VIrJ we have a natural commutative diagram
0 −−−−→ VJ ∩ VIrJ
⊆
−−−−→ VIrJ −−−−→ KIJ −−−−→ 0
⊆
y ⊆y =y
0 −−−−→ VJ
⊆
−−−−→ VI −−−−→ KIJ −−−−→ 0
with exact rows; we use it to identify canonically KIJ and VIrJ/(VJ ∩ VIrJ ).
(c) As mentioned in the Introduction, we have a naturally induced diagonal
isomorphism
δ = δIJ :
◦
∧UI −→
◦
∧UIrJ ⊗
◦
∧UJ
and a canonical isomorphism
a = aMIJ :
◦
∧V ∗I −→
◦
∧K∗IJ ⊗
◦
∧V ∗J
induced by the bottom row of the commutative diagram from Part (b) above.
(d) Let I be a T-flat of level n ≥ 1, and let J be a T-flat of level n− 1 inside I.
Recall from Remark 3.2 that the space VJ ∩ VIrJ is either 0 or has dimension 1.
In particular, the top row of the commutative diagram from Part (b) induces a
canonical homomorphism
b = bMIJ : (VJ ∩ VIrJ )
∗ ⊗
◦
∧K∗IJ −→
◦
∧V ∗IrJ
which is zero when VJ ∩ VIrJ = 0, and is an isomorphism otherwise.
We are now ready to state the desired definition.
Definition 4.2. Let I be a T-flat of level n ≥ 0, and let J be an element of
Tn−1(M) contained inside I. We define a homomorphism
φIJn : TI(φ) −→ TJ(φ)
as follows.
(a) When n = 0 the T-flat I is a circuit and J = {a}, hence I ra is independent
with VI = VIra. Furthermore SI(φ)
∗ = k∗ = k and TJ(φ) = Ua, and we define the
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homomorphism φIJn = φ
I,a
0 : TI −→ Ua as the composition
S∗I ⊗
◦
∧UI ⊗
◦
∧V ∗Iy1⊗δ⊗1
k⊗ (Ua ⊗
◦
∧UIra)⊗
◦
∧V ∗Irayτ
◦
∧UIra ⊗
◦
∧V ∗Ira ⊗ Uay∧φ⊗1⊗1
(
◦
∧ VIra ⊗
◦
∧V ∗Ira)⊗ Uayµ⊗1
Ua
where µ : X⊗X∗ −→ k is the canonical evaluation map, and τ is the isomorphism
which simply permutes the components of the tensor product as indicated.
(b) When n ≥ 1 then J is a T-flat of level n − 1 and we define the map φIJn as
the composition
TI(φ)
∆⊗δ⊗a
−−−−−→ QIJ(φ)
τ
−−−−→ RIJ (φ)
b⊗∧φ⊗1
−−−−−−→ SIJ (φ)
µ⊗1
−−−−→ TJ(φ)
where
QIJ = (VJ ∩ VIrJ)
∗ ⊗ S∗J ⊗
( ◦
∧UIrJ ⊗
◦
∧UJ
)
⊗
( ◦
∧K∗IJ ⊗
◦
∧V ∗J
)
,
RIJ =
[
(VJ ∩ VIrJ )
∗ ⊗
◦
∧K∗IJ
]
⊗
◦
∧UIrJ ⊗
(
S∗J ⊗
◦
∧UJ ⊗
◦
∧V ∗J
)
,
SIJ =
◦
∧V ∗IrJ ⊗
◦
∧ VIrJ ⊗ TJ ,
the map ∆ : S∗I −→ (VJ ∩ VIrJ )
∗ ⊗ S∗J is the diagonal map from Definition 3.6,
and the map ∧φ :
◦
∧UIrJ −→
◦
∧VIrJ is zero if I rJ is not independent, and is the
canonical isomorphism induced by φ otherwise.
Remarks 4.3. (a) If I = {a} is a T-flat of level n = 0, then the only element of
Tn−1 = T−1 contained inside I is J = {a} = I. In that case TI = Ua = TJ , and the
formula for φIJn = φ
a,a
0 : Ua −→ Ua yields simply the identity map of Ua.
(b) We note that when n ≥ 1 the map φIJn is essentially the same as the diagonal
map ∆. In fact, all other maps appearing in the definition are isomorphisms except
possibly the map ∧φ which is zero if IrJ is not independent. In that case however
we have VJ ∩ VIrJ = 0 by Remark 9.2, hence also both ∆ = 0 and φ
IJ
n = 0.
Therefore we always have Ker(φIJn ) = Ker(∆) ⊗
◦
∧UI ⊗
◦
∧V ∗I .
Remarks 4.4. Let φ be an H-equivariant representation of the matroid M, and
consider an element h ∈ H .
(a) It is straightforward to verify from the definitions that for each T-flat I of
level n ≥ 1 and each T-flat J of level n−1 contained inside I we have a commutative
diagram
TI
φIJn−−−−→ TJ
h
y yh
Th(I)
φh(I),h(J)n−−−−−−→ Th(J)
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where the vertical maps are the isomorphisms from Remark 3.5(c).
(b) Similarly, when I is a circuit and a ∈ I one verifies from the definitions that
TI
φ
I,a
0−−−−→ Ua
h
y yh
Th(I)
φ
h(I),h(a)
0−−−−−−→ Uh(a)
is a commutative diagram.
Example 4.5. LetM be the matroid represented by the map φ from Example 1.5.
In Example 3.11 we described all the nonzero T-spaces and gave a basis for each
one of them over the field Q. Here we compute the images of these basis elements
under each of the maps φIJn . Consider, say, the map
φ
{1,2,3,4},{1,2}
1 : T{1,2,3,4} −→ T{1,2}.
According to Definition 4.2 the image of the basis element of T{1,2,3,4} is obtained
through the following sequence of transformations:
(γ1 + γ2)
∗ ⊗ e1234 ⊗ γ
∗
12
∆⊗δ⊗a
7−→ (γ1 + γ2)
∗ ⊗ 1⊗ e34 ⊗ e12 ⊗ (γ
∗
1 − γ
∗
2 )⊗ γ
∗
2
∣∣
V{1,2}
τ
7−→ (γ1 + γ2)
∗ ⊗ (γ∗1 − γ
∗
2 )⊗ e34 ⊗ 1⊗ e12 ⊗ (γ1 + γ2)
∗
b⊗∧φ⊗1
7−→ γ∗2 ∧ (γ
∗
1 − γ
∗
2 )⊗ (γ1 + 2γ2) ∧ (γ1 + 3γ2)⊗ 1⊗ e12 ⊗ (γ1 + γ2)
∗
=
7−→ − γ∗12 ⊗ γ12 ⊗ 1⊗ e12 ⊗ (γ1 + γ2)
∗
µ⊗1
7−→ − 1⊗ e12 ⊗ (γ1 + γ2)
∗.
Proceeding in a similar fashion one obtains the following list for the maps φIJ1 :
φ
{1,2,3,4},{1,2}
1 : (γ1 + γ2)
∗ ⊗ e1234 ⊗ γ
∗
12 7−→ −1⊗ e12 ⊗ (γ1 + γ2)
∗
φ
{1,2,3,4},{1,3,4}
1 : (γ1 + γ2)
∗ ⊗ e1234 ⊗ γ
∗
12 7−→ −1⊗ e134 ⊗ γ
∗
12
φ
{1,2,3,4},{2,3,4}
1 : (γ1 + γ2)
∗ ⊗ e1234 ⊗ γ
∗
12 7−→ 1⊗ e234 ⊗ γ
∗
12.
Finally, we give the corresponding list for the maps φI,a0 :
φ
{1,2},1
0 : 1⊗ e12 ⊗ (γ1 + γ2)
∗ 7−→ e1
φ
{1,2},2
0 : 1⊗ e12 ⊗ (γ1 + γ2)
∗ 7−→ −e2
φ
{1,3,4},1
0 : 1⊗ e134 ⊗ γ
∗
12 7−→ e1
φ
{1,3,4},3
0 : 1⊗ e134 ⊗ γ
∗
12 7−→ −2e3
φ
{1,3,4},4
0 : 1⊗ e134 ⊗ γ
∗
12 7−→ e4
φ
{2,3,4},2
0 : 1⊗ e234 ⊗ γ
∗
12 7−→ e2
φ
{2,3,4},3
0 : 1⊗ e234 ⊗ γ
∗
12 7−→ −2e3
φ
{2,3,4},4
0 : 1⊗ e234 ⊗ γ
∗
12 7−→ e4.
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5. The definition of T•(φ) and T•(φ)
+
As in the previous section, here φ : US −→ W is a representation over k of
a matroid M on a finite set S. The main goal is to present in Definition 5.5 the
description of the chain complex T•(φ) and of its augmentation T•(φ)
+. We begin
with the chains in homological degree n.
Definition 5.1. For n ≥ −1 we define the space Tn = Tn(φ) by the formula
Tn =
⊕
I∈Tn(M)
TI(φ)
and note that when n = −1 this simply yields T−1 =
⊕
a∈S Ua = US. Next, we set
λ = |S| − rMS − 1
and observe that for trivial reasons Tn = 0 when n ≥ λ+1. Finally, we set T
+
0 =W ,
while for n ≥ 1 we set T+n = Tn−2.
Next we describe the differentials of our complexes.
Definition 5.2. Let n ≥ 0. We define the map
φn : Tn −→ Tn−1
by specifying that its restriction to the component TI(φ) of Tn be given by
φn
∣∣
TI
=
∑
J∈Tn−1(M)
J⊆I
(−1)|J|φIJn .
When n = 0 we will refer to the map φ0 also as the augmentation or splicing
homomorphism. We also define for n ≥ 1 the map
φ+n : T
+
n −→ T
+
n−1
by setting φ+1 = φ, and by setting φ
+
n = φn−2 for n ≥ 2.
Remark 5.3. If n ≥ 1 then by Remark 4.3(b) and the injectivity of (3.8) we have
Ker
(
φn
∣∣
TI
)
= Ker(∆)⊗
◦
∧UI ⊗
◦
∧ V ∗I = 0,
therfore the map φn
∣∣
TI
is injective.
Remark 5.4. Let φ be anH-equivariant representation of the matroidM. Putting
Remark 4.4 together with the definition of the maps φn and φ
+
n , it follows that for
each n ≥ 0 we have a canonically induced action of H on the spaces Tn and T
+
n
such that when n ≥ 1 the maps φn and φ
+
n are H-equivariant.
We are now ready to achieve the main goal of this section.
Definition 5.5. (a) We write T•(φ) for the sequence
T•(φ) = 0 −→ Tλ
φλ
−→ Tλ−1 −→ . . . −→ T1
φ1
−→ T0 −→ 0
and call it the T-complex of the representation φ.
(b) We write T•(φ)
+ for the sequence
T•(φ)
+ = 0→ T+λ+2
φ
+
λ+2
−−−−→ T+λ+1 → · · · → T
+
2
φ
+
2−−−−→ T+1
φ
+
1−−−−→ T+0 → 0
and call it the augmented T-complex of the representation φ.
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Remark 5.6. Since the maps φ+2 : T
+
2 −→ T
+
1 and φ
+
1 : T
+
1 −→ T
+
0 are just
the maps φ0 : T0 −→ US and φ : US −→ W respectively, the sequence T•(φ)
+ is
nothing but the shifted sequence T•(φ)[−2], spliced via the splicing homomorphism
φ0 : T0 −→ U with the map φ : U −→W .
Example 5.7. Let φ : US −→ W be a representation over k of the uniform matroid
M of rank r on S. Then using Example 3.10 we obtain for each n ≥ 0 canonical
isomorphisms
Tn(φ) =
⊕
|I|=n+r+1
TI(φ)
=
⊕
|I|=n+r+1
(SnV )
∗ ⊗
◦
∧UI ⊗
◦
∧V ∗
∼= DnV
∗ ⊗ ∧n+r+1US ⊗ ∧
rV ∗.
We use these to identify Tn(φ) with the space DnV
∗ ⊗ ∧n+r+1US ⊗ ∧
rV ∗. It is
immediate from the definitions that under these identifications for each n ≥ 0 the
vector space T+n becomes precisely the vector space of chains Bn of the Buchsbaum-
Rim complex B•(φ) from [2] (in the form described in [6, Section 3]). Furthermore,
the maps φ+1 and −φ
+
2 transform exactly to the differentials φ and φ2 respectively,
of the complex B•(φ). Finally, when n ≥ 3 the morphism φ
+
n of T•(φ)
+ becomes
precisely equal to (−1)n−2+r times the differential φn of B•(φ).
In summary, when φ represents a uniform matroid the sequence T•(φ)
+ is canon-
ically isomorphic to the Buchsbaum-Rim complex B•(φ), in particular it is a reso-
lution of Coker(φ).
Example 5.8. LetM be the matroid represented by the map φ from Example 1.5.
Thus the sequence T•(φ)
+ has the form
0 −→ T{1,2,3,4}
φ
+
3−−−−→ T{1,2} ⊕ T{1,3,4} ⊕ T{2,3,4}
φ
+
2−−−−→ US
φ
+
1−→W −→ 0.
In Example 3.11 we gave a basis for each of the nonzero T-spaces over the field Q.
In Example 4.5 we described where these basis elements get mapped under each of
the homomorphisms φIJn . Putting this information together with the definitions of
the maps φ+n yields that in these bases T•(φ)
+ can be written as
0 −→ Q
φ+3 =φ1−−−−−→
−1
1
−1

Q3
φ+2 =φ0−−−−−−−−−−−−−→
−1 −1 0
1 0 −1
0 2 2
0 −1 −1

Q4
φ+1 =φ−−−−−−−−−−−→1 1 1 1
1 1 2 3

Q2 −→ 0.
It now straightforward to verify this is a complex that is a resolution of Coker(φ).
6. The main properties of T•(φ) and T•(φ)
+
As in the previous two sections, throughout this one we fix a representation map
φ : US −→W over a field k of a matroid M on a finite set S.
Our goal is to present the statements of all key results about the complexes T•(φ)
and T•(φ)
+. Their proofs are with a few exceptions technically involved and are
given in later sections. In particular, this and the next sections can be considered as
a summary of all the main results of this paper, and will serve as a useful reference
to a reader who is not interested in the technical details of the proofs but would
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like to get a good overview of the essential features of our construction. However,
since several interesting facts especially on the behaviour of multiplicity spaces
have not been mentioned here, for those interested in a more detailed overview we
recommmend to browse also through the statements of the results in Sections 8
through 11.
We begin with the following fundamental assertion, which justifies our use of the
word “complex” in the definitions of T•(φ) and T•(φ)
+.
Theorem 6.1. The sequences T•(φ) and T•(φ)
+ are complexes of vector spaces.
Next, we describe the behaviour under the operation restriction of matroids.
This property is a key ingredient in the proof of the second main result of this
paper, Theorem 7.5.
Theorem 6.2. Let Y be a subset of S. For n ≥ −1 we define
Tn
∣∣
Y
= Tn(φ)
∣∣
Y
=
⊕
I∈Tn(M)
I⊆Y
TI(φ).
Similarly, we set T+0
∣∣
Y
= T+0 =W , and for n ≥ 1 we set T
+
n
∣∣
Y
= Tn−2
∣∣
Y
. Then:
(a) The sequence of vector space maps
T•(φ)
∣∣
Y
= 0→ Tλ
∣∣
Y
φλ−−−−→ Tλ−1
∣∣
Y
→ · · · → T1
∣∣
Y
φ1
−−−−→ T0
∣∣
Y
→ 0
is a subcomplex of T•(φ), and we have T•(φ|Y ) = T•(φ)
∣∣
Y
.
(b) The sequence of vector spaces and homomorphisms T•(φ)
+
∣∣
Y
defined as
0→ T+λ+2
∣∣
Y
φ
+
λ+2
−−−−→ T+λ+1
∣∣
Y
−→ . . . −→ T+2
∣∣
Y
φ
+
2−−−−→ T+1
∣∣
Y
φ
+
1−−−−→ T+0
∣∣
Y
→ 0
is a subcomplex of T•(φ)
+, and we have T•(φ|Y )
+ = T•(φ)
+
∣∣
Y
.
The content of Theorem 6.2 is probably best stated informally: to obtain the
component in homological degree n of the (augmented) T-complex of φ|Y , one
simply needs to select from the degree n component of the corresponding complex
of φ those T-spaces that are indexed by subsets of Y .
We also record the behavior under the operation sum of matroids:
Theorem 6.3. If S1, . . . , Sk are subsets of S such that M =M|S1+ · · ·+M|Sk,
then we have a canonical decomposition
T•(φ) = T•(φ|S1)⊕ · · · ⊕ T•(φ|Sk)
of the T-complex of φ as a direct sum of subcomplexes.
Next comes the behavior under the operation contraction of matroids. This
result together with Theorem 11.5 are the key ingredients in the proof of the first
main result of this paper, Theorem 6.5.
Theorem 6.4. Let Y be a subset of S such that S r Y is independent in M.
There exists a canonical morphism of complexes (π.Y )φ• : T•(φ.Y ) −→ T•(φ)
(described in a very explicit combinatorial way in Section 13) which is injective and
an isomorphism in homology.
We finally arrive at the statement of the first main result of this paper, which
asserts the acyclicity of our complexes.
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Theorem 6.5. The T-complex T•(φ) is a resolution of Kerφ, and the augmented
T-complex T•(φ)
+ is a resolution of Cokerφ =W/V .
As one of the important consequences of this theorem we have that the numerical
characteristics of our complexes are independent from the representation φ.
Theorem 6.6. For any subset A ⊆ S the dimension of the multiplicity space SA(φ)
is an invariant of the matroid M|A, and does not depend on the representation map
φ. In particular, the length and the ranks of the components of the T-complex T•(φ)
are invariants of the matroid M, and do not depend on the representation map φ.
We conclude this section with a result which will be of interest to group repre-
sentation theorists. This theorem simply brings together properties that we have
already observed in Remarks 2.5, 3.5, and 5.4.
Theorem 6.7. Let φ be an H-equivariant representation of M.
Then for each n ≥ 0 we have canonically induced linear actions of H on the
vector spaces Tn and T
+
n such that the differentials of the complexes T•(φ) and
T•(φ)
+ are H-equivariant. 
While leaving a more detailed investigation for a separate paper, we remark
here that a situation as in Theorem 6.7 arises for example when H = Σn is the
symmetric group, the space W is an irreducible representation of H corresponding
to some Young diagram Γ with n boxes, the set S is the collection of all row-
standard tableaux of shape Γ with entries from 1 to n, and the map φ sends a
row-standard tableau to the corresponding uniquely determined element of the
irreducible representation W .
7. Free resolutions of multigraded modules
Throughout this section R = k[x1, . . . , xm] is a polynomial ring over a field k with
the standard Zm-grading, L is a Noetherian Zm-graded (multigraded) R-module,
E
Φ
−→ G −→ L −→ 0
is a finite free multigraded presentation of L, and S is a multihomogeneous basis
of E. The main goal is to introduce in Definition 7.3 a finite free complex of
multigraded R-modules T•(Φ, S) which we call the T-resolution of the pair (Φ, S).
In the second main result of this paper, Theorem 7.5, we show that the T-resolution
of the pair (Φ, S) is a finite free resolution of the R-module L.
Before we proceed with the statements, we introduce some more notation. First,
we consider the field k as an R-module via the canonical projection R −→ k that
sends each variable xi to the identity element 1 ∈ k. The set Z
m has a partial
ordering  defined for sequences α = (a1, . . . , am) and β = (b1, . . . , bm) by the
formula
α  β ⇐⇒ ai ≤ bi for every i.
With this partial order Zm is a lattice, the join (or lcm) of α and β being their
componentwise maximum
lcm(α,β) = α ∨ β =
(
max(a1, b1), . . . ,max(am, bm)
)
.
Similarly, the meet of α and β is their componentwise minimum. When α ∈ Nm
we write xα for the monomial xa11 · · ·x
am
m ∈ R. If z is a multihomogeneous element
inside a Zm-graded R-module, we write deg z for its multidegree. In particular,
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deg(xα) = α. More generally, if A = {z1, . . . , zk} is a collection of multihomoge-
neous elements in a multigraded R-module, we set
degA = lcm(deg z1, . . . , deg zk).
For example, since S is a collection of multihomogeneous elements in the multi-
graded R-module E, for any subset I ⊆ S we have that deg I is the componentwise
maximum of the multidegrees of the elements of I.
We are now ready to introduce the key ingredients from which the T-resolution
of (Φ, S) is built. First is the representation of the matroid that governs the linear
algebraic structure of our resolution.
Definition 7.1. (a) We define the k-vector space W as
W = k⊗R G.
(b) We note that the elements {1 ⊗R a | a ∈ S} form a basis of the k-vector
space k⊗R E, and we set for each a ∈ S
ea = 1⊗R a.
We use this to identify canonically k⊗R E with the space US.
(c) We set φ = 1⊗R Φ. Thus we have a k-vector space homomorphism
φ : US −→W,
and we write M =M(Φ, S) for the matroid on the set S represented over k by φ.
Next we introduce the components out of which we will construct the chains and
the differentials for our resolution.
Definition 7.2. Let n ≥ −1, and let I be an element in Tn(M).
(a) We define
TI(Φ, S) = R⊗k TI(φ).
A canonical multigrading on this free R-module is defined by the formula
deg(z ⊗ v) = deg z + deg I
for any vector v ∈ TI(φ) and any monomial z ∈ R.
(b) When n ≥ 0 and J is an element of Tn−1(M) contained inside I, we define
the canonical morphism of multigraded free R-modules
ΦIJn+2 : TI(Φ, S) −→ TJ(Φ, S)
by the formula
ΦIJn+2(z ⊗ v) = x
deg I−deg Jz ⊗ φIJn (v).
Finally, here is the definition of the T-resolution of the pair (Φ, S).
Definition 7.3. (a) We define T0(Φ, S) = G, while for n ≥ 1 we define the multi-
graded free R-module
Tn(Φ, S) =
⊕
I∈Tn−2(M)
TI(Φ, S).
Note that the module T1(Φ, S) is simply the free R-module E.
(b) For n ≥ 1 we define the morphism of multigraded free R-modules
Φn : Tn(Φ, S) −→ Tn−1(Φ, S)
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as follows. When n ≥ 2 we define Φn by requiring that its restriction to the
component TI(Φ, S) of the module Tn(Φ, S) be given by the formula
Φn
∣∣
TI (Φ,S)
=
∑
J∈Tn−3(M)
J⊆I
(−1)|J|ΦIJn .
When n = 1 we simply set Φ1 = Φ.
(c) With λ = |S| − rMS + 1, we define the sequence T•(Φ, S) as
T•(Φ, S) = 0→ Tλ(Φ, S)
Φλ−→ Tλ−1(Φ, S)→ · · · → T1(Φ, S)
Φ1−→ T0(Φ, S)→ 0
and call it the T-resolution of the presentation Φ with respect to the basis S, or for
short, the T-resolution of (Φ, S).
Remarks 7.4. (a) Suppose that a basis S can be chosen so that the matroid
M(Φ, S) is uniform (in the terminology of [6] this is the case of the map Φ having
uniform rank). We saw in Example 5.7 that in such a situation the complex T•(φ)
+
is canonically isomorphic to the Buchsbaum-Rim complex. It is now straightforward
to verify from the definitions that this isomorphism carries through to give an
isomorphism of the T-resolution T•(Φ, S) with the Taylor complex T•(Φ) from [6].
In particular the T-resolution of (Φ, S) is a free resolution of L = Coker(Φ), and
when Φ is the standard minimal presentation of R/I for a monomial ideal I and
S is the basis of E whose elements map to the minimal generators of I, then the
T-resolution of the pair (Φ, S) recovers the usual Taylor resolution of R/I.
(b) It is clear from part (a) that, just as the Taylor resolution, the complex
T•(Φ, S) is in general not minimal. Furthermore, the ranks of its components
depend substantially on the choice of the basis S. It is a very interesting open
problem to investigate the properties of T•(Φ, S) under a “generic” choice of S.
The second main result of this paper is:
Theorem 7.5. The sequence T•(Φ, S) is a complex, and is a finite free multigraded
resolution of the R-module L = Coker(Φ).
Proof. As Φ1 = Φ, we have CokerΦ1 = L. Thus to prove the theorem it suffices
to prove that the sequence T = T•(Φ, S) is a complex, and is acyclic, i.e. it has
zero homology in positive homological degree. Since all the maps in the sequence
T = T•(Φ, S) are morphisms of multigraded modules, T splits as a direct sum
of sequences of multigraded vector spaces T =
⊕
α∈Zn Tα, where each Tα is a
sequence of vector spaces, with all their vectors multihomogeneous of the same
multidegree α. Thus it suffices to show that each sequence Tα is a complex of
vector spaces and has zero homology in positive (homological) degree. Let Iα be
the subset of S consisting of all elements of S with multidegree  α. Since for
an element A ∈ Tn(M) the R-module TA(Φ, S) contributes to Tα if and only if
A ⊆ Iα, in which case it contributes precisely x
α−degA ⊗ TA(φ), it is immediate
that Tα can be canonically identified with a subcomplex of the restricted complex
T+ = T•(φ|Iα)
+, and that Tα and T
+ may possibly differ only in homological
degree 0. Thus Tα is a complex, and the desired acyclicity is now immediate from
Theorem 6.5 applied to the restricted complex T+. 
As an interesting immediate consequence we obtain a nice upper bound on the
projective dimension of a Noetherian multigraded R-module L. Further applica-
tions of Theorem 7.5 will appear in [7] and [16].
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Theorem 7.6. Let L be a multigraded Noetherian R-module of rank r, and let β0
and β1 be its zeroth and first Betti numbers, respectively.
Then pdR L ≤ β1 − β0 + r + 1.
Proof. Since in a minimal free presentation Φ of L one has β0 = rankG, and
β1 = rankE, the result is immediate in view of Theorem 7.5 and the fact that the
resolution T•(Φ, S) has length at most λ = β1 − (β0 − r) + 1. 
We conclude this section with an example.
Example 7.7. Let R = Q[x, y, z], and let G be the free multigraded R-module on
a basis {g1, g2} with
deg(g1) = (1, 1, 0),
deg(g2) = (0, 0, 1).
Let E be the free multigraded R-module on a basis the set S = {1, 2, 3, 4} with
deg(1) = (3, 1, 1), deg(2) = (1, 3, 1),
deg(3) = (1, 1, 3), deg(4) = (1, 2, 2).
Let Φ: E −→ G be the morphism given in these bases by the matrix(
x2z y2z z3 yz2
x3y xy3 2xyz2 3xy2z
)
.
Let γ1 = 1 ⊗ g1 and γ2 = 1 ⊗ g2 be the corresponding basis elements of the vector
space W = Q⊗R G. Thus the map
φ = 1⊗R Φ: US −→W
is the map we considered in Examples 1.5 and 2.8, and therefore the T-flats of the
matroid M(Φ, S) have multidegrees
deg{1, 2} = (3, 3, 1), deg{1, 3, 4} = (3, 2, 3),
deg{2, 3, 4} = (1, 3, 3), deg{1, 2, 3, 4} = (3, 3, 3).
It follows from Example 5.8 that for the T-resolution T•(Φ, S) we have
0 −→ T3
Φ3−−−−−→(
−z2
y
−x2
) T2 Φ2−−−−−−−−−−−−−→
−y2 −yz2 0
x2 0 −z
0 2x2y 2y2
0 −x2z −yz

T1
Φ1=Φ−−−−−−−−−−−−−−−−→(
x2z y2z z3 yz2
x3y xy3 2xyz2 3xy2z
) T0 −→ 0.
It can now be verified directly that this is a free (and in this case minimal) multi-
graded resolution of the R-module L = Coker(Φ).
8. T-flats of minors
In this section M is a matroid on a finite set S. We describe in Theorems 8.1
and 8.3 the relationship between the T-flats of M and the T-flats of the minors of
M. All results stated here are due to Tutte [17], and will play an essential role in
the proofs of the main theorems of our paper. For completeness we have included
their short proofs (which may differ from the arguments used in [17]).
Theorem 8.1. ([17]). Let Y be a subset of S and let A be a subset of Y . Then:
(1) The set A is a T-flat of M|Y if and only if A is a T-flat of M. In that
case the T-parts of A in M and in M|Y coincide.
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(2) The set A is a T-flat of M.Y if and only if A = I ∩Y for some T-flat I of
M. If A is a T-flat of M.Y then in fact A = B ∩ Y where B is the T-flat
of M given by B = S r (Y rA)CM∗ .
Proof. Since the circuits of M|Y are precisely the circuits of M that are contained
in Y , part (1) is immediate from Remark 2.2(c).
Next, A is a T-flat of M.Y precisely when Y r A is a flat of (M.Y )∗ = M∗|Y .
This happens if and only if there is a flat I ′ ofM∗ with Y rA = I ′∩Y , in which case
also Y rA = (Y rA)CM∗ ∩Y . This in turn occurs if and only if A = I ∩Y = B∩Y
where I = S r I ′ and B = S r (Y rA)CM∗ . 
Remarks 8.2. ([17]). Let A be a T-flat ofM.Y of level n, and B = Sr(Y rA)CM∗ .
(a) Since (Y r A)CM∗ is the unique smallest flat of M∗ containing Y r A, the
set B is the unique maximal T-flat of M whose intersection with Y is A.
(b) Since rM
∗
SrB = r
M∗
YrA = r
M∗|Y
YrA = r
(M.Y )∗
YrA = r
(M.Y )∗
Y −n−1 = r
M∗|Y
Y −n−1 =
rM
∗
Y − n− 1, we obtain from (1.2) the equality
ℓMB = n+ r
M∗
S − r
M∗
Y .
In particular ℓMB ≥ n, and the set S r Y is independent in M if and only if the set
B is a T-flat in M of level exactly n.
Theorem 8.3. ([17]). Let A ⊆ Y be a T-flat of level n ≥ 1 in the contracted
matroid M.Y . Let B = Sr (Y rA)CM∗ , and let J1, . . . , Jk be those of the T-parts
of B in M that intersect Y nontrivially. Let Ii = Ji ∩ Y , let Ai = Ar Ii, and let
Bi = B r Ji.
Then the sets Ii are all the T-parts of A in M.Y and Bi = S r (Y rAi)
CM∗ for
each i.
Proof. Let Bi = B r Ji and Ai = Bi ∩ Y = A r Ii. Thus by Theorem 8.1 the set
Ai is a T-flat ofM.Y and also Ai = B
′
i∩Y for B
′
i = Sr (Y rAi)
CM∗ , in particular
(Y r A)CM∗ 6= (Y r Ai)
CM∗ . Note furthermore that Y r Ai = (S r Bi) ∩ Y and
S rBi is a cover in M
∗ of the flat S rB = (Y rA)CM∗ . Since
S rB = (Y rA)CM∗ ( (Y rAi)
CM∗ ⊆ S rBi,
it follows that S r Bi = (Y r Ai)
CM∗ . Therefore each Ai is a maximal T-flat of
M.Y properly contained in A. Since A = I1 ⊔ · · · ⊔ Ik, the desired conclusion is
immediate from Remark 2.2(b). 
The following special case is of particular importance to us.
Corollary 8.4. Let a ∈ S be an element with {a} independent in M, and let
Sa = S r {a}. Let A ⊆ Sa, and let B = S r (Sa r A)
CM∗ . Then A is a T-flat of
M.Sa if and only if for the T-flat B of M we have B = A or B = A ∪ {a}.
Furthermore, when A is a T-flat of M.Sa we have:
(1) If B = A then A ∪ {a} is not a T-flat of M, the T-flats of M inside B
coincide with the T-flats of M.Sa inside A, and r
M
A∪{a} = r
M
A + 1.
(2) If B = A ∪ {a} and A is not a T-flat of M, then {a} is not a T-part of B
and rM
A∪{a} = r
M
A .
(3) If B = A ∪ {a} and A is a T-flat of M, then {a} is a T-part of B and
rM
A∪{a} = r
M
A . 
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9. The structure of the T-parts of a T-flat
In this section M is a matroid on a finite set S. The main assertions on the
structure of T-parts are Theorem 9.1, Theorem 9.5, and Theorem 9.8. The last of
these theorems is essentially due to Tutte and is a straightforward consequence of
the results in [17]. We proceed by first stating our three theorems together with
some remarks, and then we present their proofs including for completeness a proof
of Theorem 9.8.
Theorem 9.1. Let I be a T-flat in M of level n, and let J be a T-part of I.
(1) If J is independent then rJ + rIrJ = rI + 1.
(2) If J is not independent then J is a circuit, n ≥ 1, and rJ + rIrJ = rI .
(3) If J ′ is a proper subset of J then rJ′ + rIrJ = rJ′∪(IrJ).
Remark 9.2. Let φ : US −→ W be a presentation of M and let J be a T-part
of the T-flat I. In that setting the rank conditions from parts (1), (2), and (3) of
Theorem 9.1 are equivalent to
(1) dimk VJ ∩ VIrJ = 1 when J is independent,
(2) VJ ∩ VIrJ = 0 when J is a circuit, and
(3) VJ′ ∩ VIrJ = 0 when J
′ is a proper subset of J ,
respectively.
The following useful remarks will be needed several times in later sections. Also,
they should give the reader a better feel for the role played by T-parts when it
comes down to linear algebra.
Remarks 9.3. Let φ : US −→W be a presentation ofM, let I be a T-flat of level
n, and let I1, . . . , Ik be all the T-parts of I. For each 1 ≤ i ≤ k let
ui =
∑
a∈Ii
ciaea
be an arbitrary element of the vector space UIi . Also, let
Vi = VIi ∩ VIrIi .
Furthermore, for each 1 ≤ i ≤ k let
vi =
∑
a∈Ii
diaea
be an element in UIi such that the vector wi = φ(vi) is a basis of the 1-dimensional
space Vi in case Ii is independent, and such that vi is a basis for the (1-dimensional)
kernel of φ|Ii in case Ii is a circuit. Then:
(a) It is clear that the vectors vi are uniquely determined up to a nonzero scalar
multiple.
(b) If Ii is a circuit then φ(vi) = 0 and therefore dia 6= 0 for each a ∈ Ii.
(c) If Ii is independent then 0 6= φ(vi) ∈ Vi, hence there is a 0 6= v
′ ∈ UIrIi such
that φ(vi + v
′) = 0; therefore by Theorem 9.1(3) and Remark 9.2 it follows again
that dia 6= 0 for each a ∈ Ii.
(d) If n ≥ 1 and φ(
∑
i ui) = 0, then in view of the T-partition I = I1 ⊔ · · · ⊔ Ik
we have φ(ui) ∈ Vi for each i, hence every ui is a multiple of vi. In particular, any
syzygy of φ on UI is a linear combination of the vectors vi.
(e) If n ≥ 1 and φ(
∑
i ui) = 0, then it is immediate from parts (b), (c), and (d)
above that whenever ui 6= 0 then also cia 6= 0 for every a ∈ Ii.
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Remark 9.4. Let I be a T-flat of level n ≥ 2 with T-partition I = I1 ⊔ · · · ⊔ Ik.
Then for each j the set I r Ij is a T-flat of level n− 1 and can be written as
I r Ij = I1 ⊔ · · · ⊔ Ij−1 ⊔ Ij+1 ⊔ · · · ⊔ Ik,
however in general this is not the T-partition of I r Ij . The next theorems are
aimed at clarifying this issue further.
Theorem 9.5. Let I be a T-flat in M, and let J be a T-flat in M of level n
properly contained inside I.
The T-flat J is a disjoint union of T-parts of I. If in addition n ≥ 1, then each
T-part of J is the disjoint union of T-parts of I.
Corollary 9.6. Let I be a T-flat in M, and let J ′ be a T-part of I. There exists
a circuit C inside I that contains J ′.
We will also need the following observations in Section 11.
Remarks 9.7. Let φ : US −→W be a representation ofM, let I = I1⊔· · ·⊔ Ik be
the T-partition of a T-flat I, and let the vectors vi ∈ UIi be chosen as in Remark 9.3.
Let J be a T-flat of level n properly contained inside I, let J ′ be an independent
T-part of J , and let v ∈ UJ′ be such that the vector w = φ(v) is a basis of the
(1-dimensional) space V ′ = VJ′ ∩ VJrJ′ . By Corollary 9.6 the set J
′ is contained
in a circuit C inside J , and let
u =
∑
a∈C
daea
be a basis vector of the 1-dimensional kernel of the map φ|C. Then:
(a) By Remarks 9.3(a) and 9.3(b), the vectors v and u are uniquely determined
up to a multiple by a nonzero scalar, and we have da 6= 0 for each a ∈ C.
(b) Since φ(u) = 0, it follows from part (a) that the element u′ =
∑
a∈J′ daea is
a multiple of v.
(c) If n ≥ 1 then by Theorem 9.5 the set J ′ is the disjoint union of T-parts of I,
say J ′ = Ii1 ⊔ · · · ⊔ Iit . Therefore, by Remark 9.3(d) for each 1 ≤ p ≤ t the partial
sum u′p =
∑
a∈Iip
daea is a multiple of vip .
(d) Suppose n ≥ 1. It is immediate from parts (b) and (c) above that v is a
linear combination of the vectors vip . Applying φ to that linear combination yields
that w (and hence also the entire space V ′) lies inside the subspace V1 + · · · + Vk
of the vector space W .
Theorem 9.8. ([17]). Let I = I1 ⊕ · · · ⊕ Ik with k ≥ 2 and each set Ii nonempty.
(1) We have ℓI = ℓI1 + · · ·+ ℓIk + k − 1.
(2) The set I is a T-flat if and only if all the sets Ii are T-flats. In that case
a subset J is a T-part of I if and only if either J = Ii for some circuit Ii
or J is a T-part of some Ii of level ℓIi ≥ 1.
The proofs of these theorems require some preparation. We turn our attention
first to the proof of Theorem 9.1. We will need the following lemma.
Lemma 9.9. Let I be a T-flat, and let J ( I be a nonempty independent subset.
Then rIrJ + rJ ≥ rI + 1.
Proof. We induce on n, the level of I. In the case n = 0 the set I is a circuit, hence
the set I r J is independent. Therefore rIrJ + rJ = |I r J |+ |J | = |I| ≥ rI + 1.
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Assume next that n ≥ 1 and that the lemma is true for T-flats of level n − 1.
Since rIrJ + rJ ≥ rI always, we need to show that we cannot have equality in this
formula. Assume that is not the case, i.e., assume we have rIrJ + rJ = rI . Let
I = I1⊔· · ·⊔It be the T-partition of I. Then for some 1 ≤ k ≤ t the independent set
J ′ = J ∩Ik is not empty, and let 1 ≤ j ≤ t be an integer different from k. Since J is
independent and J ′ is a subset of J we obtain rIrJ′ + rJ′ = rI by Lemma 16.7, and
therefore r(IrIj)rJ′ + rJ′ = rIrIj by Lemma 16.9. This contradicts our induction
hypothesis, because I ′ = I r Ij is a T-flat of level n − 1 and J
′ is a nonempty
independent subset of I ′. 
Proof of Theorem 9.1. Assume J is independent. Since I has level n and I rJ has
level n− 1, we have rJ + rIrJ = |J |+ |I r J | − |I|+ rI + 1 = rI + 1.
Next, assume that J is not independent, or equivalently that |J | − rJ ≥ 1.
Clearly n ≥ 1, because otherwise I is a circuit, and J has to be idependent as a
proper subset of I. Since |I| − rI = n+ 1 and |I r J | − rIrJ = n, we obtain that
|J | − rI + rIrJ = 1. Thus
1 ≤ |J | − rJ = 1 + rI − rIrJ − rJ ≤ 1,
hence |J |−rJ = 1 and rJ+rIrJ = rI . We need to show that J is a circuit. Assume
not, and let J ′ be a circuit properly contained in J . Then |J ′|− rJ′ = 1 = |J |− rJ ,
hence Lemma 16.1 yields 0 ≤ |J r J ′| − rJrJ′ ≤ 1. If |J r J
′| − rJrJ′ = 1, then by
Lemma 16.2 we obtain 0 = |J ′∩(JrJ ′)|−rJ′∩(JrJ′) = 1, a contradiction. Therefore
|J r J ′| − rJrJ′ = 0, yielding that J
′′ = J r J ′ is independent. Furthermore we
have rJ′ + rJ′′ = rJ′ + |J | − |J
′| = rJ . Since rJ′ + rIrJ = rIrJ′′ by Lemma 16.9,
we obtain rJ′′ + rIrJ′′ = rJ′′ + rJ′ + rIrJ = rJ + rIrJ = rI , which contradicts
Lemma 9.9.
Finally, let J ′ be a proper subset of J . Since J is either independent or a
circuit the set J ′ is independent. If J is a circuit then rJ + rIrJ = rI , hence
rJ′ + rIrJ = rJ′∪(IrJ) by Lemma 16.9. If J is independent we get
rJ′∪(IrJ) ≤ rJ′ + rIrJ = rI + 1− rJrJ′ ≤ rIr(JrJ′) = rJ′∪(IrJ),
where the last inequality follows from Lemma 9.9. This completes the proof of the
theorem. 
Next, we begin work towards the proof of Theorem 9.5 and its corollary. We will
need the following two lemmas.
Lemma 9.10. Let I be a T-flat, and let J be a circuit properly contained in I such
that rIrJ + rJ = rI . Then ℓI ≥ 1, and J is a T-part of I.
Proof. It is clear that ℓI ≥ 1 since I contains properly a circuit. Let I = I1⊔· · ·⊔It
be the T-partition of I and assume that J is not a T-part of I. Then for some k
the set Jk = Ik ∩J is a proper nonempty subset of both Ik and J . But then the set
J ′ = J r Jk is a nonempty independent subset of the level n− 1 T-flat I
′ = I r Ik,
and rI′rJ′ + rJ′ = rI′ by Lemma 16.9. This contradicts Lemma 9.9. 
Lemma 9.11. Let I be a T-flat, and let J be an independent subset of I such that
rIrJ + rJ = rI + 1. Then J is contained in a T-part of the T-flat I.
Proof. The statement is obvious when I is a circuit, thus we assume that ℓI ≥ 1.
Let I = I1⊔· · ·⊔ It be the T-partition of I. Suppose J is not contained in a T-part
of I. Then for each k the set Jk = J ∩ Ik is either empty, or a proper subset of
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J . Since J is not empty, Jk is not empty for some k. Then J
′ = J r Jk is a
nonempty independent subset of the T-flat I ′ = I r Ik, hence rI′rJ′ + rJ′ ≥ rI′ +1
by Lemma 9.9, and therefore rI′rJ′ + rJ′ = rI′ + 1 by Lemma 16.4. But then
Lemma 16.5 yields rIrJk + rJk = rI , which contradicts Lemma 9.9. 
Proof of Theorem 9.5. It suffices to prove the theorem in the case when the level
of I is n + 1. The first assertion is then clear, since J is obtained by the removal
of a single T-part of I. To prove the second assertion, assume n ≥ 1 and let J ′ be
a T-part of I different from I ′ = I r J . It suffices to prove that J ′ is contained in
a T-part of J . If J ′ is a circuit, then we have rJ′ + rIrJ′ = rI by Theorem 9.1(2),
hence from Lemma 16.9 we obtain rJ′ + rJrJ′ = rJ . Therefore J
′ is a T-part of the
T-flat I ′ by Lemma 9.10. If J ′ is independent, then from Theorem 9.1(1) we have
rJ′ + rIrJ′ = rI + 1, hence rJ′ + rJrJ′ = rJ + 1 by Lemma 9.9 and Lemma 16.4.
Therefore J ′ is contained in a T-part of J by Lemma 9.11. 
Proof of Corollary 9.6. We induce on the level n of I. Let J ′′ be a T-part of I
different from J ′. When n = 0 then I itself is the desired circuit. When n = 1
the set C = I r J ′′ is a circuit containing J . Assume n ≥ 2 and that the result is
true for n− 1. Then the set I ′ = I r J ′′ is a T-flat of level n− 1, and contains J ′.
Therefore J ′ is contained in a T-part of I ′ by Theorem 9.5, hence in a circuit C
inside I ′ ⊂ I by the induction hypothesis. 
Finally, we proceed with the proof of Theorem 9.8. The next lemma is a needed
ingredient.
Lemma 9.12. Let I and J be disjoint sets such that rI + rJ = rI∪J . If I
′ is a
T-flat of M inside I ∪ J such that I ′ ∩ I 6= ∅ then the set I ′ ∩ I is a T-flat of M.
Proof. Let J ′ be a T-part of I ′ that contains elements of J . By induction on the
size of I ′ it is enough to show that J ′ is contained in J . Since I ′ is a T-flat, by
Corollary 9.6 there is a circuit C in I ′ that contains J ′. Therefore by Lemma 16.11
the set C, hence also J ′, is inside the set J . 
Proof of Theorem 9.8. (1) We have ℓI = |I| − rI − 1 =
∑k
i=1 |Ii| −
∑k
i=1 rIi − 1 =∑k
i=1(ℓIi + 1)− 1 = ℓI1 + · · ·+ ℓIk + k − 1.
(2) Assume first that k = 2. In that case if I = I1 ⊕ I2 is a T-flat, then I1 and
I2 are T-flats by Lemma 9.12. Conversely, if both I1 and I2 are T-flats then so is
I = I1 ⊕ I2 by Remark 2.2(c). The first assertion of part (2) now follows from the
case k = 2 by an elementary induction.
Next we consider the second assertion. Since k ≥ 2 and by the first assertion
each set Ii is a T-flat, we have that n = ℓI ≥ 1. Furthermore, if Ii is a circuit then
it is a T-part of I by Lemma 9.10. Since I is the disjoint union of its T-parts, to
complete the proof it suffices by Remark 2.2(b) to show that when J is a T-part of
some non-circuit Ij then the set I r J is a T-flat of level n− 1. Let I
′ =
⊕
i6=j Ii.
Then I = I ′⊕ Ij and by Lemma 16.9 we get I r J = I
′⊕ (Ij r J). Therefore I rJ
is a T-flat by the first assertion and we have by part (1)
ℓIrJ = ℓI′ + ℓIjrJ + 1 = ℓI′ + (ℓIj − 1) + 1 = ℓI − 1 = n− 1,
which is the desired equality. 
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10. Connected T-flats and multiplicity spaces
In this sectionM is a matroid on a finite set S. The following theorems describe
the structure of the connected T-flats of M.
Theorem 10.1. Let I be a connected set of level n ≥ 0.
(1) The set I is a T-flat, and every T-part of I is independent.
(2) The T-parts of I are all the maximal elements of the partially ordered set
{J | J is an independent subset of I with rIrJ + rJ = rI + 1},
where the partial ordering is by inclusion.
Proof. (1) Let I ′ be the union of all circuits contained in I. Since n ≥ 0 the set
I ′ is nonempty hence a T-flat, and is clearly the unique maximal T-flat contained
in I. Furthermore, the set I r I ′ contains no circuits, hence is independent, and
also no circuit in I intersects I r I ′. It follows that I = (I r I ′) ⊕ I ′, and by the
connectedness of I we get I = I ′, therefore I is a T-flat. Let J be a T-part of I. If
J is not independent, then by Theorem 9.1 it is a circuit and rJ + rIrJ = rI . Thus
I = J ⊕ (I r J) which contradicts the connectedness of I.
(2) This is immediate from part (1), Theorem 9.1, and Lemma 9.11. 
As direct corollary of the proof above we have
Corollary 10.2. Let A be a subset of S, and let I be the union of all circuits
contained in A (in particular I is empty when A is independent, and is the unique
maximal T-flat contained inside A otherwise). Let J = Ar I.
The set J is independent, and A = I ⊕ J . 
The next result plays a key role in the characterization of connected sets via
their multiplicity spaces. It is due to Tutte and is a straightforward consequence of
[17, p. 148, (3.3)]. For completeness, we provide a (different) proof.
Theorem 10.3. ([17]). Let I be a connected T-flat of level n ≥ 1. Then I contains
a connected T-flat of level n− 1.
Proof. We induce on n. When n = 1 the result is immediate because circuits are
connected, so we assume that n ≥ 2 and that the result holds for connected T-flats
of smaller levels. Pick a T-part J of I such that IrJ has a connected component of
lowest possible level. Thus by Proposition 16.12 and Theorem 9.8 the T-flat I r J
decomposes as
I r J = J1 ⊕ · · · ⊕ Jp
for some connected T-flats Ji, where J1 is the connected component of lowest
possible level. Note that if p = 1 then we are done, thus for the rest of this proof
we assume that p ≥ 2.
We select a subset C1 of J1 as follows: if J1 is circuit we take C1 = J1, otherwise
we choose C1 to be a T-part of J1 such that J1rC1 is a connected T-flat (a T-part
like that exists by our induction hypothesis). Thus by Theorem 9.8 the set C1 is a
T-part of I r J , while by Theorem 9.5 we have that C1 is a union of T-parts of I.
Let J ′ be one of these T-parts. Then I r J ′ is a T-flat of level n− 1 and contains
the level n− 2 T-flat (I r J)rC1. Therefore C
′
1 = (C1 r J
′)∪ J is a T-part of the
T-flat I r J ′.
We claim that I r J ′ is a connected T-flat. Suppose not, and let
I r J ′ = I ′1 ⊕ · · · ⊕ I
′
t
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with t ≥ 2, each I ′j a connected T-flat, and C
′
1 contained in I
′
1. Since by Lemma 16.9
and Proposition 16.10 we have
(I ′1rC
′
1)⊕ I
′
2⊕ · · ·⊕ I
′
t = (I rJ
′)rC′1 = (I r J)rC1 = (J1rC1)⊕J2⊕ · · · ⊕ Jp,
it follows from Lemma 16.11, Theorem 16.12, and the connectedness of I ′2 that I
′
2
equals one of the connected components J1rC1 or Ji for some i ≥ 2. In particular,
either J1 r C1 or Ji for some i ≥ 2 is a connected component of I r J
′. However,
J1 r C1 cannot be a connected component of I r J
′ because of the minimality
property of J . Thus without loss of generality we may assume that J2 is a connected
component of IrJ ′. Then rJ2+r(IrJ′)rJ2 = rIrJ′ , and rJ2+rIrJ2 ≥ rI+1 because
I is connected. However, J1 is a T-flat containing the independent by Theorem 10.1
T-part J ′ of I, and disjoint from J2. Thus by Theorem 9.1 and Lemma 16.4 we
have rJ′ + rJ1rJ′ = rJ1 + 1. Therefore rI − rIrJ′ = rJ1 − rJ1rJ′ and we have
inclusions J ′ ⊆ J1 ⊆ I r J2 ⊆ I. It follows that rJ1 − rJ1rJ′ = rIrJ2 − r(IrJ2)rJ′
by Lemma 16.6. This yields rI − rJ1 + rJ1rJ′ − r(IrJ′)rJ2 = rI − rIrJ2 . From here
we get rI − rJ′ +1− r(IrJ′)rJ2 = rI − rIrJ2 , hence rIrJ′ − r(IrJ′)rJ2 = rI − rIrJ2.
Therefore we obtain
0 = rJ2 + r(IrJ′)rJ2 − rIrJ′ = rJ2 + rIrJ2 − rI ≥ 1,
yielding the desired contradiction. Thus the T-flat I r J ′ is connected, hence the
connected T-flat I contains a connected T-flat of level n− 1. 
Proposition 10.4. Let A be a T-flat of level n which is not connected, and let I
be a connected T-flat of level n− 1 inside A. Then the T-part Ar I is a circuit.
Proof. By Lemma 16.11, Proposition 16.12, Theorem 9.8, and the fact that A is
not connected, the connected T-flat I is a connected component of A, we have
A = (Ar I)⊕ I, and Ar I is a T-flat of level 0 hence a citcuit. 
Finally, let φ : US −→ W be a representation of the matroid M over a field k.
We have the following important characterization of connected T-flats in terms of
their multiplicity spaces.
Theorem 10.5. We have SI(φ) 6= 0 if and only if I is a connected T-flat.
Proof. To prove the “only if” part of the theorem we assume that I is not a con-
nected T-flat and we will show that SI(φ) = 0. This is clear from the definition
if I is not a T-flat, so we assume that I is a T-flat but is not connected. Let n
be the level of I. Since the T-flat I is not connected, we have n ≥ 1. We prove
our assertion by induction on n. When n = 1 the non-connected T-flat I must
by Theorem 9.8 and Theorem 16.12 have a decomposition into connected compo-
nents of the form I = I1 ⊕ I2 with I1 and I2 circuits, in particular I = I1 ⊔ I2
is the T-partition of I. Thus by Remark 9.2 we have VI1 ∩ VI2 = 0, hence from
Definition 3.3 we get SI = VI1 ∩ VI2 = 0. Therefore we assume n ≥ 2 and that
our assertion is true for T-flats of level n − 1. In view of the surjectivity of the
map (3.7), it is enough to show that for each T-flat J of level n − 1 in I we have
either VJ ∩ VIrJ = 0 or SJ = 0. Since I is not connected, by Theorem 9.8 and
Theorem 16.12 the T-part I r J is either a circuit, or is a T-part of one of the
connected components A of I with ℓA ≥ 1, and we have a non-trivial direct sum
decomposition I = A ⊕ (I r A). If I r J is a circuit, then by Theorem 9.1 and
Remark 9.2 we have VIrJ ∩ VJ = 0. If I r J is not a circuit, then by Lemma 16.9
we get a non-trivial direct sum decomposition J = Ar(IrJ)⊕IrA, yielding that
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the T-flat J is not connected. Therefore by our induction hypothesis SJ = 0, which
completes the proof of our assertion, hence of the “only if” part of the theorem.
To prove the “if” part of the theorem we again induce on n, the level of I. The
result is trivial for n = 0, thus we assume that n ≥ 1 and that the assertion is true
for connected T-flats of level n−1. By Theorem 10.1 for each T-flat J of level n−1
in I the space VJ ∩ VIrJ is 1-dimensional. In view of the injectivity of the map ν,
it is enough to show that for some T-flat J of level n− 1 in I the multiplicity space
SJ is not zero. By Theorem 10.3 the connected T-flat I contains a connected T-flat
J of level n− 1. Therefore SJ 6= 0 by our induction hypothesis. 
11. Multiplicity spaces for minors
In this section φ : US −→ W is a representation over k of a matroid M on a
finite set S. We study the relationship between the multiplicity spaces of M and
the multiplicity spaces of the minors ofM. We also present (modulo Theorem 6.1)
the proofs of Theorem 6.2 and Theorem 6.3.
We begin with the (relatively simpler) behavior under the operation restriction.
Theorem 11.1. Let Y be a subset of S, and let I be a subset of level n in Y .
(1) I ∈ Tn(M|Y ) if and only if I ∈ Tn(M).
(2) SI(φ) = SI(φ|Y ) and TI(φ) = TI(φ|Y ).
(3) If I ∈ Tn(M) and J ⊆ I is an element of Tn−1(M) then φ
IJ
n = (φ|Y )
IJ
n .
Proof. When n = −1 part (1) is immediate from the definitions. When n ≥ 0 part
(1) is immediate by Theorem 8.1. It follows from that same theorem that a chain
I is in CM(I) if and only if it is a chain in CM|Y (I). Since for any subset A ⊆ Y
the spaces UA and VA are the same for φ and for φ|Y , part (2) follows from the
definitions of multiplicity space and T-space. Part (3) is now also clear, since all
spaces and maps appearing in the definitions of φIJn and (φ|Y )
IJ
n are the same. 
We are now ready to give the proofs of Theorem 6.2 and Theorem 6.3.
Proof of Theorem 6.2. It is immediate from Theorem 11.1(2) that for each n ≥ 0
we have Tn(φ|Y ) = Tn(φ)
∣∣
Y
and T+n (φ|Y ) = T
+
n (φ)
∣∣
Y
. Similarly, from Theo-
rem 11.1(3) we obtain for each n ≥ 1 that φn
∣∣
Tn|Y
= (φ|Y )n and φ
+
n
∣∣
T
+
n |Y
= (φ|Y )+n .
The desired conclusion now follows in view of Theorem 6.1. 
Proof of Theorem 6.3. The inclusion ⊇ is clear from Theorem 6.2. If a T-flat A of
M is not contained in some Si, then we have by Lemma 16.9 a nontrivial decom-
position A = A∩S1⊕ · · ·⊕A∩Sk, and therefore TA(φ) = 0 by Theorem 10.5. The
desired equality of complexes is now immediate. 
Next, we turn our attention to the significantly more complicated behavior of
multiplicity spaces under the operation contraction.
Theorem 11.2. Let Y be a subset of S with S r Y independent in M, let A ⊆ Y
be a T-flat of M.Y of level n, let B = S r (Y rA)CM∗ , let W =W/VSrY , and let
π : W −→W be the canonical projection map.
Then the canonical surjection of symmetric powers πn : SnW −→ SnW induces
by restriction a surjection of multiplicity spaces πφY,A = πY,A : SB(φ) −→ SA(φ.Y ).
MATROIDS AND FREE RESOLUTIONS 31
Proof. Note that by Remark 8.2(b) the set B is a T-flat in M of level n. Let I be a
chain I(0) ( · · · ( I(n) in CM(B) and for each k let J
(k) = I(k) ∩Y . Since Sr Y is
independent, each set J (k) is nonempty. Let CYM(B) be the collection of all chains in
CM(B) such that J
(k) and J (k−1) are distinct for every k ≥ 1. Note that if I is not
in CYM(B) then for some k ≥ 1 we have J
(k) = J (k−1), hence I(k)r I(k−1) ⊆ SrY ;
therefore V (I) ⊆ VSrY (φ)S
n−1W , yielding that πn
(
V (I)
)
= 0. On the other hand
if I is in CYM(B) then by Theorem 8.1 and Remark 8.2(b) each set J
(k) is a T-flat
in M.Y of level k; thus intersection with Y produces a chain I ∩ Y in CM.Y (A),
and, by Theorem 8.3, every chain in CM.Y (A) can be obtained in this way from a
chain in CYM(B).
Next, assume I is in CYM(B) and consider the set Ik = I
(k) r I(k−1). It is a
T-part of I(k), and the nonempty set Jk = Ik ∩ Y is a T-part of J
(k) in M.Y .
Recall that Jk is independent in M.Y if and only if Jk ∪L is independent in M for
every independent in M subset L of S r Y . Therefore if Jk is independent in M.Y
we have VJk(φ) ∩ VSrY (φ) = 0, and also
VIk (φ) ∩ VSrY (φ) = VIkrJk(φ).
Furthermore, for each I the space VI(φ) maps under π onto VI∩Y (φ.Y ). This
induces for each k ≥ 1 a map
π(k) : VI(k−1)(φ) ∩ VIk(φ) −→ VJ(k−1)(φ.Y ) ∩ VJk(φ.Y ).
We claim that π(k) is surjective. Indeed, if Jk is not independent in M.Y then
VJ(k−1)(φ.Y ) ∩ VJk(φ.Y ) = 0, hence π
(k) is surjective in that case. Assume that Jk
is independent in M.Y . Then VJ(k−1)(φ.Y ) ∩ VJk(φ.Y ) is a 1-dimensional vector
space, and Ik is independent in M. Since the kernel of π
(k) is the space
kerπ(k) = VI(k−1)(φ) ∩ VIk(φ) ∩ VSrY (φ)
and VI(k−1)(φ) ∩ VIk(φ) is 1-dimensional, to prove surjectivity it is enough to show
that VI(k−1)(φ) ∩ VIk (φ) ∩ VSrY (φ) = 0. Since I
′ = Ik r Jk is a strict subset of
the independent T-part Ik, we have by Theorem 9.1 that r
M
I′∪I(k−1)
= rMI′ + r
M
I(k−1)
.
Therefore
VI(k−1)(φ) ∩ VIk (φ) ∩ VSrY (φ) = VI(k−1)(φ) ∩ VI′(φ) = 0,
completing the proof of our claim.
It follows that for each chain I in CYM(B) the space V (I) is mapped under πn
surjectively onto the space V (I ∩ Y ). Since every chain in CM.Y (A) comes from a
chain in CYM(B), and πn
(
V (I)
)
= 0 when I is not in CYM(B), it is clear from the
definitions that πn(SB(φ)) = SA(φ.Y ). 
Remark 11.3. Let Y ⊆ Y1 be subsets of S such that SrY is independent, let A be
a T-flat ofM.Y , let B = Sr(Y rA)CM∗ , and let A1 = Y1∩B. It is straightforward
to verify that φ.Y = (φ.Y1).Y , that π
φ
Y = π
φ.Y1
Y ◦ π
φ
Y1
, and therefore we have
πφY,A = π
φ.Y1
Y,A ◦ π
φ
Y1,A1
.
In particular, to study the properties of the maps πφY,∗ one may contract one element
at a time. We examine this situation in more detail in the following two theorems.
Theorem 11.4. Let a ∈ S with {a} independent in M, let A ⊆ Sa be a T-flat of
M.Sa, and let B = S r (Sa rA)
CM∗ . Then:
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(1) If the set {a} is not a T-part of B in M then the surjective homomorphism
πSa,A : SB(φ) −→ SA(φ.Sa) is an isomorphism.
(2) If the set {a} is a T-part of B then we have a canonical complex
0 −→ SA(φ)⊗ Va(φ)
ν
−→ SB(φ)
piSa,A−−−−→ SA(φ.Sa) −→ 0
of vector spaces over the field k.
Proof. (1) It suffices to show that SB(φ) and SA(φ.Sa) have the same dimension.
Note that (M.Sa)|A = (M|A ∪ a).A, and similarly (φ.Sa)|A = (φ|A ∪ a).A. Since
by Corollary 8.4 we have B ⊆ A ∪ a, in view of Theorem 8.1 and Theorem 11.1 we
may assume that S = A ∪ a (hence also Sa = A).
Suppose now that a /∈ B. Then by Corollary 8.4 we have B = A, and rMS =
rMB + r
M
a . Therefore M = M|B +M|a, and it is straightforward to verify that in
such a situation we haveW = VB(φ)⊕Va(φ)⊕W
′ for some subspaceW ′. It follows
that the kernel of the map πn : SnW −→ SnW does not intersect SnVB(φ), hence
the induced map πSa,A : SB(φ) −→ SA(φ.A) is injective, therefore an isomorphism
by Theorem 11.1 as desired.
Consider now the remaining case B = A ∪ a. If B is a circuit in M then so is A
in M.A, and the desired equality of dimensions is immediate from the definitions.
Thus we assume in the sequel that B has level ℓMB ≥ 1. Let B = I1 ⊔ · · · ⊔ Ik be
the T-partition of B, and let I = Ik be the T-part of B that contains (properly)
a. For each i let Bi = B r Ii and let Vi = VBi(φ) ∩ VIi(φ). Thus each Vi is
either 0 or 1-dimensional, and it follows from Remark 9.7(d) that the space SB(φ)
is contained inside the subalgebra of the symmetric algebra S(W ) generated by
the subspace W˜ = V1 + · · · + Vk ⊂ W . Note that the nonzero vector ǫa = φ(a) is
not in W˜ . Indeed, otherwise we would have ǫa = v1 + · · · + vk with each vi ∈ Vi,
hence ǫa − ckvk ∈ Vk; thus ǫa ∈ Vk and therefore 0 6= ǫa ∈ VBk(φ) ∩ Va(φ) which
contradicts Theorem 9.1(3). It follows that (ǫaSn−1W )∩SB(φ) = 0, hence the map
πSa,A is injective as desired.
(2) We have by Corollary 8.4 that A = B r {a} is a T-flat in M. Also, since
{a} is independent, we have that VA(φ) ∩ Va(φ) is 1-dimensional, therefore equals
Va(φ). Finally, since the kernel of πSa,A is the space (ǫaSn−1W )∩SB(φ), the desired
conclusion is immediate from the definitions. 
We close this section with the statement of a key result that strengthens the
conclusion of part (2) of Theorem 11.4. We postpone the proof till Section 15.
Theorem 11.5. Let a ∈ S with {a} independent in M, let A ⊆ Sa be a T-flat of
M.Sa, and let B = S r (Sa rA)
CM∗ . If {a} is a T-part of B then
0 −→ SA(φ)⊗ Va(φ)
ν
−→ SB(φ)
piSa,A−−−−→ SA(φ.Sa) −→ 0
is an exact sequence of vector spaces.
12. T•(φ) and T•(φ)
+ are complexes
In this section φ : US −→ W is a representation over k of a matroid M on a
finite set S. Our goal is to give the proof of Theorem 6.1. The main ingredient in
the proof is the following result.
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Theorem 12.1. Let I be a T-flat of level n ≥ 1 and let A ⊂ I be an element of
Tn−2(M). Let J1, . . . , Jk be the T-flats of level n− 1 inside I that contain A. Then
k∑
j=1
(−1)|Jj|φ
JjA
n−1 ◦ φ
IJj
n = 0.
The proof of this theorem relies on explicit computations. In order for us to do
these computations effectively, we will need to fix a linear ordering with certain
properties on the elements of the T-flat I. The exact properties required from this
ordering will be specified later, but once an ordering has been fixed, we will use the
following notation.
Definition 12.2. Let I be a set of level n with a fixed linear oredring on its
elements.
(a) If I is independent we set Î = I.
(b) If I is a T-flat, we introduce the following objects. Let I(0) = I, and let i(0)
be the smallest element of I(0). Proceeding inductively on r, given we have already
defined I(r) and i(r) for some 0 ≤ r < n, we write I(r+1) for the only T-flat of level
n−r−1 inside I(r) that does not contain i(r) and set i(r+1) for its smallest element.
Note that if C is a circuit inside I(r) then C is a union of T-parts of I(r), therefore
if C does not contain i(r) it must be a circuit inside I(r+1). Finally we set
Î = I r {i(0), . . . , i(n)}.
(c) If I is neither independent nor a T-flat, then by Corollary 10.2 we have a
nontrivial decomposition I = K⊕J whereK is the unique maximal T-flat contained
in I, and J is independent. In that case we set Î = K̂ ∪ Ĵ .
Remark 12.3. It is clear from this construction that Î does not contain any
circuits, and since rI = |Î| the set Î is a maximal independent set in I.
Proof of Theorem 12.1. We assume that both I and A are connected, since other-
wise the result is immediate from Theorem 10.5. Let Ij = I r Jj , thus the sets
I1, . . . , Ik are the T-parts of I that are disjoint from A. Since A ∈ Tn−2, it is clear
that k ≥ 2. When n ≥ 2 we set J = A, and when n = 1 we set J = Ik+1 where
Ik+1 is the T-part of I that contains the singleton A = {a}.
We choose a linear order on the set I such that the elements of the set J are the
biggest |J | elements of I. Then it is clear that Jˆ ⊂ Iˆ. In addition we require that
all the elements of Ii = I r Ji are smaller than the elements of Ij for i < j, and,
when n = 1, that a is the smallest element of J . Let ip be the smallest element
of Ip and let I
′
p = Ip r {ip}, in particular when n = 1 we have a = ik+1. Thus
i(0) = i1 = min{ip | 1 ≤ p ≤ k}, we set I
′ = I r {i(0)}, and, when n = 1 we set
J ′ = J r a. Also we have i(1) = i2, and clearly
Î = I ′1 ⊔ I
′
2 ⊔ I3 ⊔ · · · ⊔ Ik ⊔ Ĵ .
Similarly, for Ji we have Ĵ ⊂ Ĵi, and
Ĵ1 = I
′
2 ⊔ I3 ⊔ · · · ⊔ Ik ⊔ Ĵ ,
Ĵ2 = I
′
1 ⊔ I3 ⊔ · · · ⊔ Ik ⊔ Ĵ , and
Ĵi = I
′
1 ⊔ I2 ⊔ · · · ⊔ Ii−1 ⊔ Ii+1 ⊔ · · · ⊔ Ik ⊔ Ĵ for i ≥ 3.
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Using the linear ordering on I we identify each subset of I with the increasing
sequence of its elements. For a sequence K = (a1, . . . , aq) we set
eK = ea1 ∧ · · · ∧ eaq ∈ ∧
qU and vK = φ(ea1) ∧ · · · ∧ φ(eaq ) ∈ ∧
qV.
If K is a subset of I and the elements φ(ea1), . . . , φ(eaq ) form a basis of VK , we
write e∗K and v
∗
K for the unique elements of ∧
qU∗K and ∧
qV ∗K respectively, such that
e∗K(eK) = 1 and v
∗
K(vK) = 1. In particular vÎ is a basis of ∧
rIVI and v
∗
Î
is the dual
basis of ∧rIV ∗I . With this notation we also have
v
Ĵ1
= vI′2 ∧ vI3 ∧ · · · ∧ vIk ∧ vĴ
v
Ĵ2
= vI′1 ∧ vI3 ∧ · · · ∧ vIk ∧ vĴ
v
Ĵj
= vI′1 ∧ vI2 ∧ · · · ∧ vIj−1 ∧ vIj+1 ∧ · · · ∧ vIk ∧ vĴ for 3 ≤ j ≤ k
Next, for p = 1, . . . , k (or p = 1, . . . , k + 1 when n = 1) let
up =
∑
i∈Ip
xiei
be the unique element of UIp such that xip = 1 and wp = φ(up) ∈ VIp ∩ VIrIp .
Since I is connected for each j we have that the T-part Ij is independent, and
vIj = wj ∧ vI′j .
Also, for each j ≥ 2 let
vj = u1 +
∑
2≤i6=j
αijui
be the unique element in UJjrJ such that yj = φ(vj) ∈ VJ ∩VJjrJ (we know that vj
has to be a unique linear combination of the ui because of Remarks 9.3, which also
imply that we have αij 6= 0 for all i 6= j). When j = 1 we define analogously v1,
and y1, and again we have a unique linear combination with non zero coefficients
v1 = u2 +
∑
3≤i
αi1ui.
It follows that v
Î
= vI′1 ∧ vĴ1 and vÎ = (−1)
|I′1||I
′
2|vI′2 ∧ vĴ2 , while for j ≥ 3 we have
v
Î
= vI′1 ∧ vI′2 ∧ vI3 ∧ · · · ∧ vIk ∧ vĴ
= vI′1 ∧ vI′2 ∧ vI3 ∧ · · · ∧ vIj−1 ∧ (wj ∧ vI′j ) ∧ vIj+1 ∧ · · · ∧ vIk ∧ vĴ
= vI′1 ∧ vI′2 ∧ vI3 ∧ · · · ∧
(
φ(v1)−w2−
∑
3≤i6=j αi1wi
αj1
∧ vI′
j
)
∧ · · · ∧ vIk ∧ vĴ
= vI′1 ∧ vI′2 ∧ vI3 ∧ · · · ∧ vIj−1 ∧
(
−w2
αj1
∧ vI′
j
)
∧ vIj+1 ∧ · · · ∧ vIk ∧ vĴ
=
(
(−1)|I2|+···+|Ij−1|
αj1
)
vI′1 ∧ (w2 ∧ vI′2) ∧ vI3 ∧ · · · ∧ vI′j ∧ · · · ∧ vIk ∧ vĴ
=
(
(−1)|I2|+···+|Ij−1|
αj1
)
vI′1 ∧ vI2 ∧ vI3 ∧ · · · ∧ vIj−1 ∧ vI′j ∧ vIj+1 ∧ · · · ∧ vIk ∧ vĴ
=
(
(−1)
|Ij |(
∑j−1
i=2
|Ii|)+|I
′
j ||I
′
1|
αj1
)
vI′j ∧ vI′1 ∧ vI2 ∧ · · · ∧ vIj−1 ∧ vIj+1 ∧ · · · ∧ vIk ∧ vĴ .
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Therefore for 3 ≤ j ≤ k we obtain the formula
(12.4) v
Î
= (−1)τj
1
αj1
vI′j ∧ vĴj .
where τj = 1 + |I1|+ |Ij |(1 +
∑j−1
i=1 |Ii|).
In order to prove the Theorem it is enough to show that
k∑
j=1
(−1)|Jj|(φI,Jjn )
∗ ◦ (φ
Jj ,A
n−1 )
∗ = 0,
and for the rest of this argument we will concentrate on proving this equality. Also,
despite their similarity there are enough distinctions that unfortunately force us to
treat the cases n ≥ 2 and n = 1 separately.
Case n ≥ 2. In this case A is a connected T-flat. Furthermore, if Jj is not
connected, then (since we are assuming that J = A is connected) Proposition 10.4
implies that Jj r J must be a circuit, and we must have yj = 0. When Jj is
connected we get
(12.5) vJjrJ =

y1 ∧ vI′2 ∧ vI3 ∧ · · · ∧ vIk if j = 1;
y2 ∧ vI′1 ∧ vI3 ∧ · · · ∧ vIk if j = 2;
yj ∧ vI′1 ∧ vI2 ∧ · · · ∧ vIj−1 ∧ vIj+1 ∧ · · · ∧ vIk if j ≥ 3.
Let us take an arbitrary element z in TJ(φ)
∗ = SJ (φ) ⊗ ∧
|J|U∗J ⊗ ∧
rJVJ . Thus
z has the form z = x ⊗ e∗J ⊗ vĴ for some x ∈ SJ(φ). Computing the image tj of z
in TJj (φ)
∗ we obtain
tj = (φ
Jj ,J
n−1)
∗(z) = yjx⊗ e
∗
Jj
⊗ v
Ĵj
.
Indeed, this is trivially true when Jj is not connected since then yj = 0. When Jj
is connected, this follows from (12.5) in view of the definition of yj, the definition of
φ
JjJ
n−1, and the fact that the map
◦
∧V ∗JjrJ −→
◦
∧U∗JjrJ induced by φ
∗ sends v∗JjrJ
to e∗JjrJ . Similarly, computing the image of tj in TI(φ)
∗ for j ≥ 3 we obtain
(φIJjn )
∗(tj) = (−1)
δjαj1wjyjx⊗ e
∗
I ⊗ vÎ
where δj = τj + |Ij |
∑j−1
i=1 |Ii|, and therefore (−1)
δj = (−1)1+|I1|+|Ij |. For the
remaining possibilities j = 1 and j = 2 we obtain
(φIJjn )
∗(tj) =
{
w1y1 ⊗ e
∗
I ⊗ vÎ if j = 1;
(−1)1+|I1|+|I2|w2y2 ⊗ e
∗
I ⊗ vÎ if j = 2.
In particular, this yields
k∑
j=1
(−1)|Jj|(φIJjn )
∗(tj)
=
(−1)|J1|w1y1x− (−1)|I1|+|I|w2y2x− k∑
j=3
(−1)|I1|+|I|αj1wjyjx
⊗ e∗I ⊗ vÎ
= (−1)|I|+|I1|
w1y1x− w2y2x− k∑
j=3
αj1wjyjx
⊗ e∗I ⊗ vÎ .
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Thus to complete our proof of the case n ≥ 2, it suffices to show that the expression
(12.6) Z = w1y1 − w2y2 −
k∑
j=3
αj1wjyj
is equal to zero in the symmetric algebra of the space W . Since w1y1 = w2w1 +∑k
i=3 αi1wiw1 and w2y2 = w1w2 +
∑k
i=3 αi2wiw2, while for j ≥ 3 we have wjyj =
w1wj +
∑
2≤i6=j αijwiwj , we obtain
Z = −
k∑
j=3
(αj2 + αj1α2j)wjw2 −
k−1∑
j=3
k∑
i=j+1
(αj1αij + αi1αji)wiwj .
Let U ′ be the subspace of UIrJ spanned by the (independent) vectors u1, . . . , uk.
Note that by Remark 9.3(d) a vector in UIrJ gets mapped under φ inside VJ only
if that vector belongs to the subspace U ′, in particular K ′ = kerφ ∩ UIrJ is a
subspace of U ′. Let V ′ = φ(U ′). Thus VIrJ ∩ VJ = V
′ ∩ VJ , and (since the level of
J is n− 2) we get
dimV ′ ∩ VJ = dim VIrJ + dimVJ − dimVI
= rIrJ + (|J | − (n− 2)− 1)− (|I| − n− 1)
= rIrJ − |I r J | − n+ 2− 1 + n+ 1
= rIrJ − |I r J |+ 2
= 2− dimK ′
Therefore the kernel of the induced by φmap U ′ −→W/VJ is exactly 2-dimensional.
On the other hand, each of the vectors v1, . . . , vk belong to that kernel. It follows
that the matrix
0 1 1 . . . 1 . . . 1 . . . 1
1 0 α23 . . . α2j . . . α2i . . . α2k
α31 α32 0 . . . . . . . . . α3k
...
...
...
...
...
...
αj1 αj2 . . . 0 . . . αji . . .
...
...
...
...
...
αi1 . . . . . . αij . . . 0 . . .
...
...
...
... αk−1,k
αk1 αk2 . . . . . . αk,k−1 0

has rank at most two, hence all minors of size 3 are zero. Since the minor on rows
1, 2, j and columns 1, 2, j is precisely the coefficient of wjw2 in Z, and since the
minor on rows 1, j, i and columns 1, j, i is precisely the coefficient of wiwj in Z, the
desired conclusion is immediate.
Case n = 1. In this case J = Ik+1 is the independent T-part of the connected
T-flat I of level 1 that contains the singleton A = {a}. Furthermore, since each
Jj is a circuit, there is a unique αj ∈ k such that yj = αjwk+1. Since we have
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vJ = wk+1 ∧ vJ′ , we obtain
(12.7)
vJjra =

y1 ∧ vI′2 ∧ vI3 ∧ · · · ∧ vIk ∧ vJ′ if j = 1;
y2 ∧ vI′1 ∧ vI3 ∧ · · · ∧ vIk ∧ vJ′ if j = 2;
yj ∧ vI′1 ∧ vI2 ∧ · · · ∧ vIj−1 ∧ vIj+1 ∧ · · · ∧ vIk ∧ vJ′ if 3 ≤ j
= (−1)|Jj |−|J|−1αjvĴj
In order to complete the proof of the theorem it is enough to show that
k∑
j=1
(−1)|Jj|[(φ
I,Jj
1 )
∗ ◦ (φ
Jj ,a
0 )
∗](e∗a) = 0.
Computing the image tj of e
∗
a in TJj(φ)
∗ =
◦
∧U∗Jj ⊗
◦
∧VJj we obtain
tj = (φ
Jj ,a
0 )
∗(e∗a) = −αj(e
∗
Jj
⊗ v
Ĵj
).
Indeed, this follows from (12.7) in view of the definition of φ
Jj ,a
0 , and the fact that
the isomorphism induced by φ∗
◦
∧V ∗Jjra ⊗ U
∗
a −→
◦
∧U∗Jjra ⊗ U
∗
a
τ
−→ U∗a ⊗
◦
∧U∗Jjra −→
◦
∧U∗Jj
sends v∗Jjra⊗ e
∗
a to the element e
∗
a ∧ψ ∈
◦
∧U∗Jj where ψ ∈ ∧
|Jj |−1U∗Jj is an element
such that ψ(eJjra) = 1 (which implies
[e∗a ∧ ψ](eJj ) = (−1)
|Jj|−|J|[e∗a ∧ ψ](ea ∧ eJjra) = (−1)
|Jj|−|J|
and therefore e∗a ∧ ψ = (−1)
|Jj|−|J|e∗Jj ).
Computing the image of tj in TI(φ)
∗ for j ≥ 3 we obtain as in the Case n ≥ 2
that
(φ
IJj
1 )
∗(tj) = (−1)
δjαj1αjwj ⊗ e
∗
I ⊗ vÎ
where δj = τj + 1 + |Ij |
∑j−1
i=1 |Ii|, and therefore (−1)
δj = (−1)|I1|+|Ij |. For the
remaining possibilities j = 1 and j = 2 we obtain
(φ
IJj
1 )
∗(tj) =
{
−α1w1 ⊗ e
∗
I ⊗ vÎ if j = 1;
(−1)|I1|+|I2|α2w2 ⊗ e
∗
I ⊗ vÎ if j = 2.
In particular, this yields
k∑
j=1
(−1)|Jj|(φ
IJj
1 )
∗(tj)
=
−(−1)|J1|α1w1 + (−1)|I1|+|I|α2w2 + k∑
j=3
(−1)|I1|+|I|αj1αjwj
⊗ e∗I ⊗ vÎ
= (−1)|I|+|I1|+1
α1w1 − α2w2 − k∑
j=3
αj1αjwj
⊗ e∗I ⊗ vÎ .
Thus to complete our proof, it suffices to show that the vector
(12.8) Z = α1w1 − α2w2 −
k∑
j=3
αj1αjwj
is equal to zero in the space W .
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Let U ′ be the subspace of UI spanned by the (independent) vectors u1, . . . , uk, u.
Note that by Remark 9.3(d) a vector in UI gets mapped to 0 under φ only if that
vector belongs to the subspace U ′, in particular K ′ = kerφ ∩ UI is a subspace of
U ′. Since I has level 1, we have dimK ′ = |I| − rI = 2. Furthermore, the vectors
v1−α1u, . . . , vk−αku belong to K
′, and the first two are clearly independent hence
form a basis for K ′. It follows that the matrix
0 1 1 . . . 1 . . . 1
1 0 α23 . . . α2j . . . α2k
α31 α32 0 . . . α3j . . . α3k
...
...
...
...
...
αj1 αj2 αj3 . . . 0 . . . αjk
...
...
...
...
...
αk1 αk2 αk3 . . . αkj . . . 0
−α1 −α2 −α3 . . . −αj . . . −αk

has rank exactly two, hence all minors of size 3 are zero. In particular, the minor
on rows 1, j, k + 1 and columns 1, 2, j is zero, which yields that for each j ≥ 3 we
have
αj1αj = αj1α2 − αj2α1.
Therefore we get
Z = α1
−α2w + w1 + k∑
j=3
αj2wj
− α2
−α1w + w2 + k∑
j=3
αj1wj
 .
The desired conclusion is now immediate since −α2w+w1+
∑k
j=3 αj2wj = φ(v2 −
α2u) = 0 and similarly −α1w + w2 +
∑k
j=3 αj1wj = φ(v1 − α1u) = 0. 
Now we can give the proof of Theorem 6.1, in this way completing also the proofs
of Theorem 6.2 and Theorem 6.3.
Proof of Theorem 6.1. Assume first that n ≥ 1. We need to show that if z ∈ TI
for some connected T-flat I of level n then [φn−1 ◦ φn](z) = 0. Thus it is enough
to show that the component of [φn−1 ◦φn](z) in TA is zero for every A ∈ Tn−2(M).
By the definitions of φn and φn−1 it is clear that this component is zero when A is
not a subset of I; and when A is a subset of I this component is precisely
(−1)|A|
k∑
i=1
(−1)|Ji|[φJi,An−1 ◦ φ
I,Ji
n ](z)
where we use the same notation as in Theorem 12.1, hence is zero by that theorem.
It remains to show that φ−1 ◦ φ0 = 0. However, when I is a circuit the map φ|I
represents a uniform matroid and therefore the sequence T•(φ|I)
+ is a complex,
see Example 5.7. Since by Theorem 11.1 the sequence T•(φ|I)
+ is the same as the
sequence
0 −→ TI(φ)
φ0
−−−−→ UI
φ−1
−−−−→ W −→ 0,
we obtain that (φ−1 ◦ φ0)
∣∣
TI
= 0. It is now immediate that φ−1 ◦ φ0 = 0. 
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13. The definition of (π.Y )φ• : T•(φ.Y ) −→ T•(φ)
In this section φ : US −→ W is a representation over k of a matroid M on
a finite set S, the set Y is a subset of S such that S r Y is independent, and
πφY = π : W −→W =W/VSrY (φ) is the canonical projection.
Our main goal is to present the definition and some basic properties of the
morphism of complexes
(π.Y )φ• : T•(φ.Y ) −→ T•(φ)
mentioned in the statement of Theorem 6.4. We will use these in Section 15 for
the proofs of both Theorem 6.4 and Theorem 6.5. We begin by introducing some
notation.
Definition 13.1. Let A be a T-flat of M.Y , and let B = S r (Y rA)CM∗ .
(a) By repeatedly using Corollary 8.4 and contracting one element at a time, it
is clear that one always has an equality rMBrA+ r
M.Y
A = r
M
B and an exact sequence
(13.2) 0 −→ VBrA(φ) −→ VB(φ) −→ VA(φ.Y ) −→ 0.
(b) Since S r Y is independent, rMBrA = |B rA| and we have canonical isomor-
phisms
c
φ
Y,A = c
φ
Y = c :
◦
∧VA(φ.Y )
∗ ⊗
◦
∧VBrA(φ)
∗ −→
◦
∧VB(φ)
∗
and
d
φ
Y,A = d
φ
Y = d : k −→
◦
∧UBrA ⊗
◦
∧VBrA(φ)
∗
induced by the canonical projection π : W −→W and by the map φ, respectively.
We are now ready to proceed with the definition of the canonical morphism of
complexes (π.Y )φ• : T•(φ.Y ) −→ T•(φ).
Definition 13.3. (a) Let A be a T-flat of M.Y , and let B = Sr (Y rA)CM∗ . We
define a canonical inclusion homomorphism
(π.Y )φA : TA(φ.Y ) −→ TB(φ)
as the composition
(13.4) TA(φ.Y )
1⊗d
−−−−→ T
(1)
AB
τ
−−−−→ T
(2)
AB
pi∗Y,A⊗∧⊗c
−−−−−−−→ TB(φ),
where
(13.5)
T
(1)
AB = TA(φ.Y )⊗
◦
∧UBrA ⊗
◦
∧VBrA(φ)
∗,
= SA(φ.Y )
∗ ⊗
◦
∧UA ⊗
◦
∧ VA(φ.Y )
∗ ⊗
◦
∧UBrA ⊗
◦
∧VBrA(φ)
∗,
T
(2)
AB = SA(φ.Y )
∗ ⊗
◦
∧UA ⊗
◦
∧UBrA ⊗
◦
∧VA(φ.Y )
∗ ⊗
◦
∧VBrA(φ)
∗,
and the map τ is, as usual, the canonical isomorphism that simply rearranges the
components of the tensor product in the indicated order.
(b) For each n ≥ 0 we define a canonical injective homomorphism
(π.Y )φn : Tn(φ.Y ) −→ Tn(φ)
by the requirement that it restricts to the component TA(φ.Y ) of Tn(φ.Y ) as
(π.Y )φn
∣∣
TA(φ.Y )
= (−1)n|BrA|(π.Y )φA
for every T-flat A in M.Y of level n.
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(c) We write (π.Y )φ• for the sequence of homomorphisms {(π.Y )
φ
n}n≥0. When φ
is clear from context we omit superscripts and write (π.Y )A, (π.Y )n, and (π.Y )•.
The main results in this section are the following two theorems.
Theorem 13.6. Let Y be such that S r Y is independent in M, and let Y ⊆ Y1.
Let A be a T-flat in M.Y , let B = S r (Y rA)CM∗ , and let A1 = B ∩ Y1. Then
(π.Y )φA = (π.Y1)
φ
A1
◦ (π.Y )φ.Y1A .
Furthermore, (π.Y )φ• = (π.Y1)
φ
• ◦ (π.Y )
φ.Y1
• .
Theorem 13.7. Let Y be a subset of S such that S r Y is independent in M.
Then (π.Y )φ• is an injective morphism of complexes from T•(φ.Y ) into T•(φ).
The proof of Theorem 13.7 is involved, and we present it in the next section. We
conclude this section with the proof of Theorem 13.6.
Proof of Theorem 13.6. The second assertion of the theorem is an immediate con-
sequence of the first, and we proceed with the proof of that first assertion.
Since S r Y is independent, we have that B and A1 are T-flats of level n in
M and M.Y1, respectively. For the same reason the sets A1 r A and B r A are
independent in M.Y1 and M respectively. Therefore BrA1 is also independent in
M and we have a canonical exact sequence of k-vector spaces
0 −→ VBrA1(φ)
⊆
−−−−→ VBrA(φ)
pi
φ
Y1−−−−→ VA1rA(φ.Y1) −→ 0
which induces an isomorphism
e :
◦
∧VA1rA(φ.Y1)
∗ ⊗
◦
∧VBrA1(φ)
∗ −→
◦
∧VBrA(φ)
∗.
To make our commutative diagrams more compact, for the rest of this proof we
use the following notation: given subsets X,X1, . . . , Xt we set V X = VX(φ.Y )
and V X = VX(φ.Y1), as well as
◦
∧UX1,...,Xt =
◦
∧UX1 ⊗ · · · ⊗
◦
∧UXt . Using the
associativity of the wedge product and the definitions of the maps c, d, and e, it
is now straightforward to verify that the diagrams
◦
∧V
∗
A ⊗
◦
∧V
∗
A1rA
⊗
◦
∧V ∗BrA1
1⊗e
−−−−→
◦
∧V
∗
A ⊗
◦
∧V ∗BrA
c
φ.Y1
Y
⊗1
y ycφY
◦
∧ V
∗
A1
⊗
◦
∧ V ∗BrA1
c
φ
Y1−−−−→
◦
∧V ∗B
and
◦
∧UA,A1rA,BrA1
1⊗∧
−−−−→
◦
∧UA,BrA
∧⊗1
y y∧
◦
∧UA1,BrA1
∧
−−−−→
◦
∧UB
together with
k
τ ◦
(
d
φ.Y1
Y,A
⊗dφ
Y1,A1
)
−−−−−−−−−−−−−−→
◦
∧UA1rA,BrA1 ⊗
◦
∧V
∗
A1rA
⊗
◦
∧V ∗BrA1
=
y y∧⊗e
k
d
φ
Y−−−−→
◦
∧UBrA ⊗
◦
∧V ∗BrA
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are commutative. It follows that the diagram
◦
∧UA ⊗ V
∗
A
=
−−−−→
◦
∧UA ⊗ V
∗
A
=
−−−−→
◦
∧UA ⊗ V
∗
A
τ◦(1⊗d)
y τ◦(1⊗d⊗d)y τ◦(1⊗d)y
◦
∧UA,A1rA ⊗ V˜3
τ◦(1⊗d)
−−−−−→
◦
∧UA,A1rA,BrA1 ⊗ V˜
1⊗∧⊗1⊗e
−−−−−−→
◦
∧UA,BrA ⊗ V˜1
∧⊗c
y ∧⊗1⊗c⊗1y ∧⊗cy
◦
∧UA1 ⊗
◦
∧V
∗
A1
τ◦(1⊗d)
−−−−−→
◦
∧UA1,BrA1 ⊗ V˜2
∧⊗c
−−−−→
◦
∧UB ⊗
◦
∧V ∗B
is also commutative, where
V˜ =
◦
∧V
∗
A ⊗
◦
∧V
∗
A1rA
⊗
◦
∧ V ∗BrA1
V˜1 =
◦
∧V
∗
A ⊗
◦
∧V ∗BrA
V˜2 =
◦
∧V
∗
A1
⊗
◦
∧V ∗BrA1
V˜3 =
◦
∧V
∗
A ⊗
◦
∧V
∗
A1rA
.
The desired conclusion now follows from Remark 11.3 and Definition 13.3. 
14. (π.Y )φ• is a morphism of complexes
In this section φ : US −→ W is a representation over k of a matroid M on a
finite set S. Our goal is to present the proof of Theorem 13.7. The following result
is a key ingredient.
Theorem 14.1. Let a ∈ S be such that {a} is independent in M. Let A be a
T-flat in M.Sa of level n ≥ 1, let A
′ be a maximal proper T-flat of M.Sa, let
B = S r (Sa rA)
CM∗ , and let B′ = S r (Sa rA
′)CM∗ . Then
(14.2)
TA(φ.Sa)
(−1)|A
′|(φ.Sa)
AA′
n−−−−−−−−−−−−→ TA′(φ.Sa)
(−1)n|BrA|(pi.Sa)A
y y(−1)(n−1)|B′rA′|(pi.Sa)A′
TB(φ)
(−1)|B
′|φBB
′
n−−−−−−−−−→ TB′(φ)
is a commutative diagram.
Proof. Throughout this proof we use the following notation: for X ⊆ Sa we set
rX = r
M.Sa
X and V X = VX(φ.Sa), as well as TX = TX(φ.Sa). By Theorem 8.3
the set B′ is a maximal proper T-flat of M inside B and as in (13.2) we have an
equality rB′rA′ + rA′ = rB′ and an exact sequence.
0 −→ VB′rA′ −→ VB′ −→ V A′ −→ 0.
Since B′ r A′ ⊆ B r A, if B = A then B′ = A′ and it is straightforward to verify
from the definitions that the diagram (14.2) is commutative. Our next goal is to
show that this diagram commutes also in the remaining case B = A ∪ {a}. This
is obvious if TA = 0, therefore until stated otherwise, in the sequel we will always
assume that B = A ∪ {a} and that the T-flat A is connected in M.Sa.
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Now we look at the following commutative diagram with exact rows:
0 −−−−→ VB′rA′ −−−−→ VB′
pi
−−−−→ V A′ −−−−→ 0y y y
0 −−−−→ VBrA −−−−→ VB
pi
−−−−→ V A −−−−→ 0.
In it all the vertical maps are canonical inclusions. Furthermore, the cokernel of
the middle one is precisely KBB′ , and we write KAA′ = V A/V A′ for the cokernel
of the inclusion to the right. Thus π induces a canonical map π : KBB′ −→ KAA′ .
Also, since we are assuming B = A∪{a}, we have VBrA = Va. Since either B
′ = A′
or B′ = A′ ∪ {a}, we treat these two cases separately.
Assume first that B′ = A′ ∪ {a}. Then we have the canonical isomorphisms π
and
c′ :
◦
∧V
∗
A′ ⊗ V
∗
a −→
◦
∧V ∗B′ ,
and an equality B r B′ = A r A′. Furthermore, since A is connected the T-part
ArA′ is independent in M.Sa, therefore the map π induces an isomorphism from
VBrB′ to V ArA′ . We write π
′ for the canonically induced inverse isomorphism
π′ :
◦
∧V ArA′ −→
◦
∧VBrB′ .
It is now routine to check that the canonically induced diagrams
(14.3)
◦
∧V
∗
A ⊗ V
∗
a
c
−−−−→
◦
∧V ∗B
a ⊗1
y ya
◦
∧K
∗
AA′ ⊗
◦
∧V
∗
A′ ⊗ V
∗
a
∧pi∗⊗c′
−−−−−→
◦
∧K∗BB′ ⊗
◦
∧ V
∗
B′
and
(14.4)
◦
∧UA ⊗ Ua
∧
−−−−→
◦
∧UB
δ⊗1
y yδ
◦
∧UArA′ ⊗
◦
∧UA′ ⊗ Ua
1⊗∧
−−−−→
◦
∧UBrB′ ⊗
◦
∧UB′
together with
(14.5)
(V A′ ∩ V ArA′)
∗ ⊗
◦
∧K
∗
AA′
pi∗⊗∧pi∗
−−−−−→ (VB′ ∩ VBrB′)
∗ ⊗
◦
∧K∗BB′
b
y yb
◦
∧V
∗
ArA′
∧pi∗
−−−−→
◦
∧ V ∗BrB′
and
(14.6)
◦
∧V
∗
ArA′ ⊗
◦
∧V ArA′
∧pi∗⊗∧pi′
−−−−−−→
◦
∧ V ∗BrB′ ⊗
◦
∧VBrB′
µ⊗1
y yµ⊗1
k
=
−−−−→ k
are commutative. Write SA and SA′ for for SA(φ.Sa) and SA′(φ.Sa), respectively.
Since the maps πn : SnW −→ SnW commute with the multiplication in the
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symmetric algebras, by taking duals we obtain a commutative diagram
(14.7)
S
∗
A
pi∗Sa,A−−−−→ S∗B
∆
y y∆
(V A′ ∩ V ArA′)
∗ ⊗ S
∗
A′
pi∗⊗pi∗
Sa,A
′
−−−−−−−→ (VB′ ∩ VBrB′)
∗ ⊗ S∗B′ .
Now we consider the following diagram:
(14.8)
TA
1⊗d
−−−−→ T
(1)
AB
τ
−−−−→ T
(2)
AB
pi∗Sa,A⊗∧⊗c−−−−−−−−−−−−−−−−−→ TB
∆⊗δ⊗a
y ∆⊗δ⊗a⊗1y y∆⊗δ⊗1⊗a⊗1 y∆⊗δ⊗a
QAA′ −−−−→
1⊗d
Q(1) −−−−→
τ
Q(2) −−−−−−−−−−−−−−−−−→
pi∗⊗pi∗
Sa,A
′⊗1⊗∧⊗∧pi
∗⊗c′
QBB′
τ
y τy yτ yτ
RAA′
1⊗d
−−−−→ R(1)
τ
−−−−→ R(2)
pi∗⊗∧pi∗⊗1⊗pi∗
Sa,A
′⊗∧⊗c
′
−−−−−−−−−−−−−−−−−→ RBB′
b⊗φ⊗1
y b⊗φ⊗1y yb⊗φ⊗1 yb⊗φ⊗1
SAA′
1⊗d
−−−−→ S(1)
τ
−−−−→ S(2)
∧pi∗⊗pi′⊗pi∗
Sa,A
′⊗∧⊗c
′
−−−−−−−−−−−−−−−−−→ SBB′
µ⊗1
y µ⊗1y yµ⊗1 yµ⊗1
TA′
1⊗d
−−−−→ T
(1)
A′B′
τ
−−−−→ T
(2)
A′B′
pi∗
Sa,A
′⊗∧⊗c
′
−−−−−−−−−−−−−−−−−→ TB′
where we use to denote objects forM.Sa, we use
◦
∧X for the d-th exterior power
of a vector space X of dimension d, and
Q(1) = QAA′ ⊗ Ua ⊗ V
∗
a
= (V A′ ∩ V ArA′)
∗ ⊗ S
∗
A′ ⊗
◦
∧UArA′ ⊗
◦
∧UA′ ⊗
◦
∧K
∗
AA′ ⊗
◦
∧V
∗
A′ ⊗ Ua ⊗ V
∗
a ;
Q(2) = (V A′ ∩ V ArA′)
∗ ⊗ S
∗
A′ ⊗
◦
∧UArA′ ⊗
◦
∧UA′ ⊗ Ua ⊗
◦
∧K
∗
AA′ ⊗
◦
∧V
∗
A′ ⊗ V
∗
a ;
R(1) = RAA′ ⊗ Ua ⊗ V
∗
a
= (V A′ ∩ V ArA′)
∗ ⊗
◦
∧K
∗
AA′ ⊗
◦
∧UArA′ ⊗ S
∗
A′ ⊗
◦
∧UA′ ⊗
◦
∧V
∗
A′ ⊗ Ua ⊗ V
∗
a ;
R(2) = (V A′ ∩ V ArA′)
∗ ⊗
◦
∧K
∗
AA′ ⊗
◦
∧UArA′ ⊗ S
∗
A′ ⊗
◦
∧UA′ ⊗ Ua ⊗
◦
∧V
∗
A′ ⊗ V
∗
a ;
S(1) = SAA′ ⊗ Ua ⊗ V
∗
a
=
◦
∧V
∗
ArA′ ⊗
◦
∧V ArA′ ⊗ S
∗
A′ ⊗
◦
∧UA′ ⊗
◦
∧V
∗
A′ ⊗ Ua ⊗ V
∗
a ;
S(2) =
◦
∧V
∗
ArA′ ⊗
◦
∧V ArA′ ⊗ S
∗
A′ ⊗
◦
∧UA′ ⊗ Ua ⊗
◦
∧ V
∗
A′ ⊗ V
∗
a .
Since the second column (from the left) is obtained from the first column by ten-
soring with Ua ⊗ V
∗
a , the squares that involve only these two columns commute.
The squares that involve only the second and third columns commute for trivial
reasons. Next, look at the squares that involve only the third and the last column.
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The top one commutes because the diagrams (14.7), (14.3), and (14.4) commute.
The second one (from the top) commutes for trivial reasons. The third and the last
squares commute because the canonical diagrams (14.5) and (14.6) commute. Thus
the diagram (14.8) is commutative. Note that the composition of the maps in its
top and bottom rows give (π.Sa)A and (π.Sa)A′ , respectively. Also, the composition
of the maps in the first and the last columns give (φ.Y )AA
′
n and φ
BB′
n respectively.
Since |A′| + 1 = |B′|, this yields the desired commutativity of (14.2) in the case
when B′ = A′ ∪ {a}.
Now we turn to the only other possible case: when B′ = A′. Then the map
π : VB′ −→ V A′ is an isomorphism, and the map π induces as usual a canonical
isomorphism
c′′ :
◦
∧K
∗
AA′ ⊗ V
∗
a −→
◦
∧K∗BB′ .
Furthermore, π induces a canonical isomorphism
b′ :
◦
∧V
∗
ArA′ ⊗ V
∗
a −→
◦
∧V ∗BrB′ ,
and, in conjunction with the exact sequence
0 −→ Ua
φ
−→ VBrB′
pi
−→ V ArA′ −→ 0,
also the canonical isomorphism
π′′ :
◦
∧V ArA′ ⊗ Ua −→
◦
∧VBrB′ .
In particular, the diagram
(14.9)
◦
∧UArA′ ⊗ Ua
∧
−−−−→
◦
∧UBrB′
∧φ⊗1
y y∧φ
◦
∧ V ArA′ ⊗ Ua
pi′′
−−−−→
◦
∧ VBrB′
is commutative. Furthermore, it is routine to check that the canonically induced
diagrams
(14.10)
◦
∧ V
∗
A ⊗ V
∗
a
=
−−−−→
◦
∧V
∗
A ⊗ V
∗
a
c
−−−−→
◦
∧ V ∗B
a ⊗1
y y(−1)(rA′ )a
◦
∧K
∗
AA′ ⊗
◦
∧V
∗
A′ ⊗ V
∗
a
τ
−−−−→
◦
∧K
∗
AA′ ⊗ V
∗
a ⊗
◦
∧V
∗
A′
c′′⊗∧pi∗
−−−−−→
◦
∧K∗BB′ ⊗
◦
∧V
∗
B′
and
(14.11)
◦
∧UA ⊗ Ua
=
−−−−→
◦
∧UA ⊗ Ua
∧
−−−−→
◦
∧UB
δ⊗1
y y(−1)|A′|δ
◦
∧UArA′ ⊗
◦
∧UA′ ⊗ Ua
τ
−−−−→
◦
∧UArA′ ⊗ Ua ⊗
◦
∧UA′
∧⊗1
−−−−→
◦
∧UBrB′ ⊗
◦
∧UB′
together with
(14.12)
(V A′ ∩ V ArA′)
∗ ⊗
◦
∧K
∗
AA′ ⊗ V
∗
a
pi∗⊗c′′
−−−−→ (VB′ ∩ VBrB′)
∗ ⊗
◦
∧K∗BB′
b⊗1
y yb
◦
∧V
∗
ArA′ ⊗ V
∗
a
b′
−−−−→
◦
∧ V ∗BrB′
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and
(14.13)
◦
∧V
∗
ArA′ ⊗
◦
∧V ArA′ ⊗ Ua ⊗ V
∗
a
µ⊗d−1
−−−−−→ k
τ
y y=
◦
∧V
∗
ArA′ ⊗ V
∗
a ⊗
◦
∧V ArA′ ⊗ Ua k
b′⊗pi′′
y y=
◦
∧V ∗BrB′ ⊗
◦
∧VBrB′
µ
−−−−→ k
are commutative. We write q1 (q2, respectively) for the composition of the maps in
the bottom row of (14.10) (of (14.11), respectively). Now we consider the diagram
(14.14)
TA
1⊗d
−−−−→ T
(1)
AB
τ
−−−−→ T
(2)
AB
pi∗Sa,A⊗∧⊗c−−−−−−−−−−−−−−−−−→ TB
∆⊗δ⊗a
y y∆⊗δ⊗a⊗1 y∆⊗δ⊗1⊗a⊗1 (−1)n∆⊗δ⊗ay
QAA′ −−−−→
1⊗d
Q(1) −−−−→
τ
Q(2) −−−−−−−−−−−−−−−−−→
pi∗⊗pi∗
Sa,A
′⊗q2⊗q1
QBB′
τ
y yτ yτ τy
RAA′
1⊗d
−−−−→ R(1)
τ
−−−−→ R(3)
pi∗⊗c′′⊗∧⊗pi∗
Sa,A
′⊗1⊗∧pi
∗
−−−−−−−−−−−−−−−−−→ RBB′
b⊗φ⊗1
y yb⊗φ⊗1 yb⊗1⊗φ⊗1 b⊗φ⊗1y
SAA′
1⊗d
−−−−→ S(1)
τ
−−−−→ S(3)
b′⊗pi′′⊗pi∗
Sa,A
′⊗1⊗∧pi
∗
−−−−−−−−−−−−−−−−−→ SBB′
µ⊗1
y yµ⊗1⊗d−1 µ⊗1y
TA′
=
−−−−→ T
(1)
A′B′
=
−−−−→ T
(2)
A′B′
pi∗
Sa,A
′⊗1⊗∧pi
∗
−−−−−−−−−−−−−−−−−→ TB′ ,
where
R(3) = (V A′ ∩ V ArA′)
∗ ⊗
◦
∧K
∗
AA′ ⊗ V
∗
a ⊗
◦
∧UArA′ ⊗ Ua ⊗ S
∗
A′ ⊗
◦
∧UA′ ⊗
◦
∧V
∗
A′ ;
S(3) =
◦
∧V
∗
ArA′ ⊗ V
∗
a ⊗
◦
∧V ArA′ ⊗ Ua ⊗ S
∗
A′ ⊗
◦
∧UA′ ⊗
◦
∧V
∗
A′ .
This diagram differs in several places from (14.8). We will show that it is commuta-
tive. The squares that involve the first two columns (from the left) are commutative
because they are the same as in (14.8), except for the bottom one, which commutes
for trivial reasons. Among the three squares that involve the second and third col-
umn, we only need to consider the one involving S(3), but that one is commutative
for trivial reasons as well. Next comes the parallelogram with corners in S(1), SBB′ ,
TB′ , and T
(1)
A′B′ ; it is commutative because of the commutativity of (14.13). Finally,
we deal with the three squares that involve the third and the fourth columns. The
top one commutes because (14.7), (14.10), and (14.11) commute, plus the fact that
(−1)rA′ (−1)|A
′| = (−1)|A
′|−rA′ = (−1)n.
The second square from the top commutes for trivial reasons, and the third square
from the top commutes because (14.9) and (14.12) are commutative. Therefore
46 A. TCHERNEV
the diagram (14.14) is commutative. The desired commutativity of (14.2) is now
immediate by looking at the outer rows and columns of (14.14). The proof of the
proposition is now complete. 
Proof of Theorem 13.7. Since each map π∗Y,A is injective (as the dual of a surjective
map) the map (π.Y )n is injective for each n ≥ 0. Thus it remains to show that
(π.Y )• is a morphism of complexes. Furthermore, by Theorem 13.6 it suffices to
prove our theorem under the assumption that Y = Sa with {a} an independent set
in M. So let A be a T-flat in M.Sa of level n ≥ 1. It suffices to show that
(π.Sa)n−1 ◦ (φ.Sa)n
∣∣
TA(φ.Sa)
= φn ◦ (π.Sa)n
∣∣
TA(φ.Sa)
.
Let B = Sr (SarA)
CM∗ , and observe that if B′′ is a T-flat inside B of level n− 1
which is not of the form S r (Sa rA
′)CM∗ for some T-flat A′ ⊂ A in M.Sa of level
n−1, then by Theorem 8.3 we must have that (BrB′′)∩Sa = ∅. Therefore (since
the T-part B r B′′ is nonempty) we must have that B r B′′ = {a}, hence {a} is
a T-part of B and B′′ = A. In particular, by Theorem 11.4 we obtain that the
composition φBB
′′
n ◦ π
∗
Sa,A
= 0. The desired conclusion is now immediate in view
of the commutativity of (14.2). 
15. Acyclicity
In this section φ : US −→W is a representation over k of a matroidM on a finite
set S. We tie the remaining loose ends by presenting the proofs of Theorem 6.4,
Theorem 6.5, Theorem 6.6, and Theorem 11.5. We begin with a lemma.
Lemma 15.1. The image of the augmentation map φ0 : T0(φ) −→ US is precisely
Im(φ0) = Ker(φ).
Proof. Let I be a circuit ofM. Since TI is a 1-dimensional vector space and for each
a ∈ I the map φI,a0 : TI −→ Ua is an isomorphism, the map φ0
∣∣
TI
= −
∑
a∈I φ
I,a
0
is injective; therefore 0 6= φ0(TI) ⊆ Ker(φ|I) and hence φ0(TI) = Ker(φ|I) because
Ker(φ|I) is 1-dimensional due to the fact that I is a circuit. Thus we obtain
φ0(TI) =
∑
I∈T0(M)
Ker(φ|I)
and so it suffices to show that Ker(φ) =
∑
I∈T0(M)
Ker(φ|I). For each circuit I let
vI =
∑
a∈I
dI,aea
be a basis vector for the 1-dimensional space Ker(φ|I). By Remark 9.3(b) we have
dI,a 6= 0 for each a ∈ I. For a vector v =
∑
a∈S caea in US let supp(v) = {a ∈ S |
ca 6= 0}. Suppose that v is a vector in Ker(φ) but not in K
′ =
∑
I∈T0(M)
Ker(φ|I)
and of smallest support. Then A = supp(v) is a dependent set inM, hence contains
a circuit I. Let a be an element of I. But then the vector w = dI,av − cavI has
smaller support than v. 
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Lemma 15.2. Let Y be a subset of S such that Sr Y is independent in M. Then
the diagram
T0(φ.Y )
(φ.Y )0
−−−−→ UY
(pi.Y )φ0
y xproj.
T0(φ)
φ0
−−−−→ US
is commutative.
Proof. By Theorem 13.6 it is enough to consider the case when Y = Sa with {a}
independent in M, so we assume this is the situation. Then it suffices to show that
for each circuit A in M.Sa and each element c ∈ A the diagram
TA(φ.Sa)
(φ.Sa)
A,c
0−−−−−−→ Uc
(pi.Sa)
φ
A
y y=
TB(φ)
φ
B,c
0−−−−→ Uc
is commutative, where B = S r (Sa r A)
CM∗ . This is trivially true when B = A.
In the only other possible case B = A ∪ {a}, we consider the diagram
TA
τ◦(δ⊗1)
−−−−−→
◦
∧UArc ⊗
◦
∧V
∗
Arc ⊗ Uc
µ◦(∧φ⊗1)
−−−−−−→ Uc
τ◦(1⊗d)
y τ◦(1⊗d)y y=
T
(2)
AB
τ◦(δ⊗1)
−−−−−→
◦
∧UArc ⊗
◦
∧V
∗
Arc ⊗ Ua ⊗ V
∗
a ⊗ Uc
(µ⊗µ)◦(∧φ⊗1⊗φ⊗1)
−−−−−−−−−−−−−→ Uc
∧⊗c
y (∧⊗c)◦τy y=
TB
τ◦(δ⊗1)
−−−−−→
◦
∧UBrc ⊗
◦
∧ V ∗Brc ⊗ Uc
µ◦(∧φ⊗1)
−−−−−−→ Uc
where we use notation as in the proof of Theorem 14.1. The two squares that
involve the left column of this diagram commute for trivial reasons, and it is a
routine exercise in multilinear algebra to verify that the two squares involving the
right column also commute. Thus this diagram is commutative. The assertion of
the lemma is now immediate. 
Proof of Theorems 6.4, 6.5, and 11.5. Note that by Lemma 15.1, Theorem 13.6,
and Theorem 13.7, it is enough to prove by induction on m = |S| that
(1) The complex T•(φ) is a resolution of Ker(φ);
(2) Theorem 11.5 holds; and
(3) If {a} is independent inM then the morphism (π.Sa)
φ
• : T•(φ.Sa) −→ T•(φ)
is an isomorphism in homology.
These statements are true trivially when m = 0. More generally, when φ is
a representation of a uniform matroid assertion (1) is true by Example 5.7; the
matroid M.Sa is also uniform and therefore in view of Example 3.10 assertion (2)
is just a well known property of symmetric powers; while (3) follows from (1) in
view of Lemmas 15.2 and 15.1, and the fact that by the independence of {a} the
canonical projection US −→ USa induces an isomorphism of Ker(φ) onto Ker(φ.Sa).
In particular, assertions (1), (2), and (3) are true also in the case m = 1.
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Next, we assume that m ≥ 2, thatM is not uniform, and that our assertions are
true for smaller values of |S|. Furthermore, by Theorem 6.3, Theorem 11.1, and
Theorem 10.5 we may assume that S is connected (hence the unique largest T-flat
is S itself and therefore ℓMS ≥ 1 by the non-uniformity of M).
In addition, suppose c ∈ S is such that {c} is not a T-part of S. Then {c} is
independent and is not a T-part of any T-flat of M, hence by Theorem 11.4 the
canonical morphism (π.Sc)
φ
• : T•(φ.Sc) −→ T•(φ) is an isomorphism and therefore
(1) is true by the induction hypothesis. Also, if a = c then (3) is trivial. Further-
more, when {a} is independent and a 6= c then both {a} is independent in M.Sc as
well as {c} is independent in M.Sa (otherwise {a, c} is a circuit in M hence either
S = {a, c} which contradicts ℓMS ≥ 1, or {a, c} is a T-part of S which contradicts the
connectedness of S, or {a, c} is a disjoint union of at least two nonempty T-parts
of S which is ruled out because {c} is not a T-part of S); thus by Theorem 13.6
T•(φ.Sac)
(pi.Sac)
φ.Sa
•−−−−−−−→ T•(φ.Sa)
(pi.Sac)
φ.Sc
•
y y(pi.Sa)φ•
T•(φ.Sc)
(pi.Sc)
φ
•−−−−−→ T•(φ)
is a commutative diagram, where Sac = S r {a, c}. It follows that (π.Sa)
φ
• is
an isomorphism in homology because the other three maps in that diagram are
isomorphisms in homology (here we are applying to the morphisms (π.Sac)
φ.Sa
•
and (π.Sac)
φ.Sc
• our induction hypothesis). Thus (3) is true. Finally, let {a} be
independent in M, and let A be a T-flat of M.Sa such that {a} is a T-part of
B = S r (Sa r A)
CM∗ . If B 6= S then (2) holds for A and B by passing to φ|B
and applying our induction hypothesis. If B = S then necessarily A = Sa and
{a} is a T-part of S. It follows that a 6= c and that {a} is an independent T-
part of Sc in M.Sc. Then by Theorem 11.4 we have SSa(φ.Sa)
∼= SSac(φ.Sac) and
SS(φ) ∼= SSc(φ.Sc) as well as SSa(φ)
∼= SSac(φ.Sc), thus by our induction hypothesis
dimSS(φ) = dimSSa(φ.Sa) + dimSSa(φ)
and therefore (2) holds in this last remaining case by Theorem 11.4(2).
Summarizing the last paragraph, if S has a T-part that is not a singleton, then
(1), (2), and (3) hold. Therefore in the sequel we will always assume that every
T-part of the connected T-flat S is (independent and) a singleton.
Let a ∈ S. By our induction hypothesis the complex T•(φ.Sa) is a resolution of
Ker(φ.Sa), and for every T-flat A in M.Sa such that A 6= Sa and such that {a} is
a T-part of B = S r (Sa rA)
CM∗ the sequence
0 −→ SA(φ)⊗ Va(φ)
ν
−→ SB(φ)
pi
φ
Sa,A−−−−→ SA(φ.Sa) −→ 0
is exact. It remains to show that T•(φ) is a resolution of Ker(φ), that the sequence
(15.3) 0 −→ SSa(φ)⊗ Va(φ)
ν
−→ SS(φ)
pi
φ
Sa,Sa−−−−→ SSa(φ.Sa) −→ 0
is exact, and that (π.Sa)
φ
• is an isomorphism in homology. Consider the exact
sequence of complexes
0 −→ T•(φ.Sa)
(pi.Sa)
φ
•−−−−−−→ T•(φ) −→ C −→ 0
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where by definition C = Coker(π.Sa)
φ
• . Let n = ℓ
M
S = ℓ
M.Sa
Sa
. Since M is not
uniform and every T-part of S is an independent singleton we have n ≥ 2. Thus
Hn−1(T•(φ.Sa)) = 0, and since Tn(φ) = TS(φ) the map φn : Tn(φ) −→ Tn−1(φ) is
injective by Remark 5.3. Thus the long homology exact sequence yields Hn(C) = 0,
and therefore the differential cn : Cn −→ Cn−1 is injective. On the other hand,
Cn =
(
S∗S(φ)/π
∗
Sa,Sa
[SSa(φ.Sa)
∗]
)
⊗
◦
∧US ⊗
◦
∧V ∗S
and Cn−1 is the direct sum of TSa(φ) = SSa(φ)
∗⊗
◦
∧USa⊗
◦
∧V ∗Sa with all components
of the form (
SX(φ)
∗/π∗Sa,Xra[SXra(φ.Sa)
∗]
)
⊗
◦
∧UX ⊗
◦
∧V ∗X
where X is a T-flat in S of level n− 1 such that {a} is a T-part of X . In fact, by
Theorem 8.4 and Theorem 11.4 in every degree k the space Ck is the direct sum
C′k of all components of the form TZ(φ) for Z a T-flat in M of level k such that
a /∈ Z and Z ∪ {a} is a T-flat in M of level k + 1; plus the direct sum C′′k−1 of all
components of the form
C′′X =
(
SX(φ)
∗/π∗Sa,Xra[SXra(φ.Sa)
∗]
)
⊗
◦
∧UX ⊗
◦
∧V ∗X
where X is a T-flat in S of level k such that {a} is a T-part of X . In particular we
have Cn = C
′′
n−1 and C
′
n−1 = TSa(φ). Furthermore, it is clear from the definitions
that C′ = C′• is a subcomplex of C, and that the shifted down quotient complex
C′′ = (C/C′)[1] has component C′′k in homological degree k.
Now, for each component C′′X of C
′′
k , the map
(−1)|Xr{a}|φ
X,Xr{a}
k : TX(φ) −→ TXr{a}(φ)
induces by Theorem 11.4 a surjective homomorphism γXk : C
′′
X −→ TXr{a}(φ), and
it is straightforward to verify that this induces a surjective morphism of complexes
γ : C′′ −→ C′ such that C is precisely the mapping cone of γ. Furthermore, by our
induction hypothesis γk is in fact an isomorphism except possibly for k = n − 1.
It follows that Hk(C) = 0 for k ≤ n− 1, and Hn(C) ∼= Ker(γ
S
n−1). Since we know
that Hn(C) = 0 (because cn is injective), we conclude as desired that the sequence
(15.3) is exact, and that the complex C is exact. Therefore, the map (π.Sa)
φ
• is a
quasiisomorphism and the complex T•(φ) is a resolution of Ker(φ.Sa) ∼= Ker(φ). 
Proof of Theorem 6.6. In view of Theorem 11.1 and Theorem 10.5 it suffices to
consider the case when A = S is a connected T-flat ofM. We induce on the level n
of S. The case n = 0 is trivial. When n ≥ 1 the assertion follows from Theorem 6.5
due to the fact that the nonzero component of T•(φ) of highest homological degree is
Tn(φ) = TS(φ) ∼= SS(φ)
∗ and its dimension is the alternating sum of the dimensions
of the components in lower homological degrees. The dimensions of these lower
components however are invariants of M by our induction hypothesis. 
16. Appendix on matroids
The appendix contains some general results about matroids that will be needed
at one point or another in our exposition. They are elementary in nature and well
known. Due to the lack of appropriate references, and also for completeness, we
have included their short proofs.
Throughout this sectionM is a matroid on a finite set S, and all sets considered
are subsets of S.
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Lemma 16.1. If J ⊆ I then |J | − rJ ≤ |I| − rI .
Proof. Let J ′ be a maximal independent subset of J , and let I ′ be an extension of
J ′ to a maximal independent subset of I. Thus J ′ = I ′ ∩ J hence
rI − rJ = |I
′ r J ′| ≤ |I r J | = |I| − |J |.
The desired conclusion is now immediate. 
Lemma 16.2. Let I and J be sets such that
|I| − rI = |J | − rJ = |I ∪ J | − rI∪J = k
for some k. Then also |I ∩ J | − rI∩J = k.
Proof. We have |I ∩ J | = |I|+ |J | − |I ∪ J | and rI∩J ≤ rI + rJ − rI∪J . So
k ≥ |I ∩ J | − rI∩J ≥ |I|+ |J | − |I ∪ J | − rI − rJ + rI∪J ≥ k + k − k = k,
where the first inequality is by Lemma 16.1. The desired conclusion is now imme-
diate. 
Lemma 16.3. Let J be an independent subset disjoint from I such that rI + rJ =
rI∪J+k. If I
′ is a maximal independent subset of I∪J such that I ′∩I is a maximal
independent subset of I, then |I ′ ∩ J | = |J | − k.
Proof. We have the equalities rI∪J = |I
′| and rI = |I
′ ∩ I|. Since J is independent
we get
|J | − k = rJ − k = rI∪J − rI = |I
′| − |I ′ ∩ I| = |I ′ ∩ J |,
which is the desired conclusion. 
Lemma 16.4. Let J be an independent set disjoint from I and such that rJ + rI =
rI∪J+k. If J
′ is a subset of J and I ′ is a subset of I such that rJ′+rI′ ≥ rI′∪J′+k,
then we have rJ′ + rI′ = rI′∪J′ + k.
Proof. Take a maximal independent subset I1 of I
′ and extend it to a maximal
independent subset I2 of I. Extend I2 to a maximal independent subset I3 of
I ∪ J ′, and then I3 to a maximal independent subset I4 of I ∪ J . Let I
′
3 = I3 ∩ J
′.
Note that I4 ∩ (I ∪ J
′) = I3, so I4 ∩ J
′ = I ′3. On the other hand |I4 ∩ J | = |J | − k
by Lemma 16.3, hence |I ′3| = |I4 ∩ J
′| ≥ |J ′| − k; thus
rI′∪J′ ≥ |I4 ∩ I
′|+ |I4 ∩ J
′| ≥ rI′ + |J
′| − k = rI′ + rJ′ − k ≥ rI′∪J′ .
The desired conclusion is now immediate. 
Lemma 16.5. Let J be an independent set disjoint from I and such that rI + rJ =
rI∪J+k. If J
′ is a subset of J and I ′ is a subset of I such that rJ′+rI′ = rI′∪J′+k
then we have rJrJ′ + rI∪J′ = rI∪J .
Proof. Let I2 be a maximal independent subset of I such that I1 = I2 ∩ I
′ is a
maximal independent subset of I ′.
Let I3 be any extension of I2 to a maximal independent subset of I ∪ J . We
claim that |I3 ∩ J
′| = |J ′| − k and I3 ∩ (J r J
′) = J r J ′. Indeed, let I4 = I3 ∩ J
′.
Since I3 ∩ I = I2, we have
|I3 ∩ J | = |I3| − |I2| = rI∪J − rI = rJ − k = |J | − k,
therefore |I4| ≥ |J
′| − k; thus we get
rI′ + rJ′ − k = rI′∪J′ ≥ |I3 ∩ (I
′ ∪ J ′)| = |I1|+ |I4| ≥ rI′ + rJ′ − k
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whence the claimed equalities |I4| = |J
′| − k and I3 ∩ (J r J
′) = J r J ′.
Next, we prove that the set I ′3 = I3 ∩ (I ∪ J
′) is a maximal independent subset
of I ∪ J ′. It is certainly independent, hence contained in a maximal independent
set I ′′ of I ∪ J ′. Since I2 ⊂ I
′
3, we have I
′′ ∩ I = I2 = I
′
3 ∩ I. Extend I
′′ to
a maximal independent set I ′′3 of I ∪ J . By the claim from previous paragraph
|I ′′3 ∩ J
′| = |J ′| − k; therefore the inclusions
I3 ∩ J
′ = I ′3 ∩ J
′ ⊆ I ′′ ∩ J ′ ⊆ I ′′3 ∩ J
′
together with the equality |I3 ∩J
′| = |J ′|− k yield I ′′ ∩J ′ = I ′3 ∩J
′. Thus I ′3 = I
′′,
hence I ′3 is a maximal independent subset of I ∪ J
′.
Finally, since J r J ′ ⊆ I3, we observe that
rI∪J = |I3| = |J r J
′|+ |I3 ∩ (I ∪ J
′)| = rJrJ′ + rI∪J′ ,
which is the desired conclusion. 
Lemma 16.6. Let J ⊆ I1 ⊆ I2 be sets with J independent and such that
rI2 − rI2rJ = rI1 − rI1rJ = k.
If I is a set with I1 ⊆ I ⊆ I2, then rI − rIrJ = k.
Proof. Let I1 ⊆ I ⊆ I2. Choose a maximal independent set B of I2 such that the
sets B ∩ (I1 r J), B ∩ (I r J), and B ∩ (I2 r J) are maximal independent subsets
of I1 r J , I r J , and I2 r J , respectively. Let B
′ = B ∩ J . Then
|B′| = |B| − |B ∩ (I2 r J)| = rI2 − rI2rJ = k.
Furthermore |B ∩ I1| = |B ∩ (I1 r J)| + |B
′| = rI1rJ + k = rI1 , hence B ∩ I1 is
a maximal independent subset of I1. Then every element of I1 is in the closure of
B∩I1, and since every element of IrJ is in the closure of B∩(IrJ), it follows that
every element of I = (IrJ)∪I1 is in the closure ofB∩I. ThereforeB∩I is a maximal
independent subset of I, thus rI = |B ∩ I| = |B ∩ (I r J)|+ |B
′| = rIrJ + k. 
Lemma 16.7. Let J be an independent subset of I such that rJ + rIrJ = rI . If J
′
is a subset of J , then rJ′ + rIrJ′ = rI .
Proof. Assume rJ′ + rIrJ′ ≥ rI + 1. Then, since rJrJ′ + rJ′ = rJ , we would get
rI = rJ + rIrJ = rJ′ + rJrJ′ + rIrJ ≥ rJ′ + rIrJ′ ≥ rI + 1,
which is impossible. 
Lemma 16.8. Let I1 and I2 be sets with rI1 + rI2 = rI1∪I2 , and let J ⊆ I1 ∪ I2.
The set J is a maximal independent subset of I1 ∪ I2 if and only if the sets J1 =
I1 ∩ J and J2 = I2 ∩ J are maximal independent subsets of I1 and I2, respectively.
Proof. Assume first that J is a maximal independent subset of I = I1 ∪ I2. Then
the sets J1 and J2 are independent, and rJ1 + rJ2 ≥ rJ = rI . Therefore we have
rI = rI1 + rI2 ≥ rJ1 + rJ2 ≥ rI ,
thus necessarily rIi = rJi = |Ji| for i = 1, 2.
Conversely, if J1 and J2 are maximal independent subsets of I1 and I2, respec-
tively, then clearly every element of I = I1 ∪ I2 is in the closure of J = J1 ∪ J2.
Therefore J contains a maximal independent subset J ′ of I. By the first part of
the lemma we must have J ′ ∩ Ii = Ji for i = 1, 2, hence J
′ = J . 
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Lemma 16.9. Let I1 and I2 are sets with rI1+rI2 = rI1∪I2 . If J1 ⊆ I1 and J2 ⊆ I2
then rJ1 + rJ2 = rJ1∪J2 .
Proof. Let J = J1 ∪ J2, and let J
′
i be a maximal independent subset of Ji for
i = 1, 2. Then rJi = |J
′
i |. Extend J
′
i to a maximal independent subset I
′
i of Ii. Then
I ′ = I ′i ∪ I
′
2 is a maximal independent subset of I = I1 ∪ I2 by Lemma 16.8, hence
the set J ′ = J ′1 ∪ J
′
2 ⊆ I
′ ∩ J is an independent subset of J . Also note that J ′1 ∩ J
′
2
is an independent subset of I1 ∩ I2, and since 0 ≤ rI1∩I2 ≤ rI1 + rI2 − rI1∪I2 = 0,
we must have rI1∩I2 = 0 and therefore J
′
1 ∩ J
′
2 = ∅. Furthermore for each i every
element of Ji is in the closure of the set J
′
i , therefore every element of J is in the
closure of J ′. Thus
rJ = |J
′| = |J ′1|+ |J
′
2| = rJ1 + rJ2 ,
which is the desired conclusion. 
Proposition 16.10. Let I1, . . . , Ik be subsets of A. Then A = I1 ⊕ · · · ⊕ Ik if and
only if A = I1 ⊔ · · · ⊔ Ik and rA = rI1 + · · ·+ rIk .
Proof. The “only if” direction was already done in Section 1. To prove the “if”
direction, we induce on k. In view of the definition of direct sum, the case k = 2 is
a straightforward consequence of Lemma 16.8. Thus we assume k ≥ 3 and that the
result is true for k − 1. Let A′ = I1 ⊔ · · · ⊔ Ik−1. Then A = A
′ ⊔ Ik, and we have
rA ≤ rA′ + rIk ≤ rI1 + · · ·+ rIk = rA.
It follows that rA = rA′ + rIk , and that rA′ = rI1 + · · · + rIk−1 . Since the direct
sum operation is associative, our induction hypothesis concludes the proof. 
Lemma 16.11. Let I and J be subsets of A such that A = I ⊕ J . If C is a
connected subset of A then either C ⊆ I or C ⊆ J .
Proof. Let I ′ = I ∩ C and J ′ = J ∩ C. By Proposition 16.10 and Lemma 16.9 we
have rI′ + rJ′ = rI′∪J′ = rC , hence C = I
′ ⊕ J ′. The desired conclusion is now
immediate. 
Proposition 16.12. Let A1, . . . , Ak be the connected components of A. Then we
have A = A1 ⊕ · · · ⊕Ak.
Proof. The proposition is trivially true if A is connected, hence we assume that A
is not connected. Then A = I ⊕ J for some nonempty subsets I and J . Since each
connected component of A is either inside I or inside J (by Lemma 16.11) it follows
that the connected components of I together with the connected components of J
give the connected components of A. An elementary induction on the size of A now
completes the proof. 
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