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概要: 近年，情報社会の中で， 我々が扱うデータ
の量が急速に増加している．そしてそれに伴い、大量
の文書データから必要なデータを探し出す機会も多く
なってきている．しかし文書データが膨大化するに伴
い，その分類と検索が困難となっているため，より正
解率と効率の良い文書分類器が求められている．本研
究では，学習データの形態素に注目して，効率がよく，
正解率が既存法より高い，学習データの形態素数を考
慮したカテゴリ分類器を提案し，既存法とともに計算
機実験して，その性能の比較と評価を与える．
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1 従来の確率モデルの文書分類手法
1.1 文書分類
文書分類（Document classication/categorization）
は，与えられた文書をあらかじめ与えられたいくつか
のカテゴリに自動分類するタスクである．
1990年代以前には，知識工学に基づき，専門家によ
る手動分類が主流となっていた．それ以降，インター
ネットでのデジタルテキストの爆発的増加と機械学習
が進展したこともあり，大規模な文書自動分類やテキ
ストの検索などの研究が始まった．この中でも，教師
あり文書分類の Naive Bayes（以下 NBと略記）の手
法はよく用いられている（持橋 2006）[1]．
NBを適用した文書分類の研究において，Andrew
McCallum and Kamal Nigam(1998)[2]は文書分類の
時，NBを事象モデルとして，多項モデルと多変量ベル
ヌーイモデルの差異を議論し，分類結果から多項モデル
の優位性を示した．Yu and Hatzivassiloglou(2003)[3]
はNBを用いて新聞記事の意見を分類している．小林
ら（2005）[4]は評価表現を自動収集する時，NBを利
用して文書表現の分類を行った．古宮ら（2013）[5]は
NBを拡張して各カテゴリの学習データの補集合を用
いる Negation Naive Bayes分類器を提案し，その結
果，特に文書数が不均一の時，分類正解率はNBを有
意に上回ることを示し，Bayes手法以外の手法である
サポートベクターマシンよりも，ときに優れることを
示した．しかし，これまでは文書間の学習できる情報
量の不均一により性能が下がることに対して手法はな
かった．
本研究では，多項モデルの分類における特徴を考慮
して，学習データの形態素数を考慮したカテゴリ分類
器を提案する．
1.2 形態素解析
形態素解析とは，文章を意味のある単語に区切り，
辞書と呼ばれる単語の品詞等の情報にもとづき，文書
の内容を判別することである．自然言語処理の分野に
おける主要なテーマのひとつであり，かな漢字変換や，
機械学習などに用いられる．
形態素とは，文章の要素のうち，意味を持つ最小の
単位である．日本語の文“お待ちしております．”で
は，“お待ち”，“して”，“おり”“ます”“．”がそ
れぞれ形態素に当たる．このような自然言語で書かれ
た文を，言語で意味を持つ最小単位に分割する技術が
形態素解析である．
一方，日本語では単語ごとに区切らず続けて書くた
めに，形態素ごとの分割が難しい．例えば，かな漢字
変換の場合には，ひらがなのみで与えられた文章を区
切る必要があるが，これは辞書を引きながら，色々な
区切り方を試している．
この時，辞書にある名詞を形態素として区切り，単
語の候補を列挙したグラフ構造を作成し，単語同士の
多くの組み合わせの中から，文書として最も確からし
いと思われる単語の並びを探し出し，形態素として出
力する．
1.3 Naive Bayes 分類器
文書分類では単語の順序は必ずしも必要ではなく，
文章中にどのような単語がどのような頻度で出現する
かという情報で十分な場合が多い．したがって単語の
順序を無視し，独立性を仮定することで，文書を単語
の集合としてとらえる BOW（bag-of-words）モデル
が用いられる．すなわち，確率モデルの性質に基づい
て教師あり学習可能の NB分類器が適用できる．NB
分類器による文書分類では，分類対象となる文書を
doc，ある一つのカテゴリを catとしたとき，事後確
率 P (cat j doc)を最大化するカテゴリを求める．NB
分類器を用いた文書分類では，事後確率にBayesの定
理を適用する．文書 docの取り出される確率 P (doc)
は全てのカテゴリについて同じであることを考慮する
と，事後確率が最大のカテゴリを推定することは，カ
テゴリ catの出現確率 P (cat)とカテゴリ catのもと
で docの出現確率 P (doc j cat)との積を最大化するカ
テゴリを推定することと等しくなる．
類似度の計算にあたり以下の記法を用いる．
P (cat)：カテゴリ catの生起確率
P (doc)：文書 docの生起確率
P (cat j doc)：文書 docが与えられたときカテゴリ cat
である確率
P (doc j cat)：カテゴリ catが与えられたときに文書
docが生成される確率
P (wordi j cat)，(i = 1，2，3，．．．，N)：カテゴリ catが
与えられたときに単語 wordi が生成される確率
V：総語彙集合
T (cat j wordi)，(i = 1，2，3，．．．，N)：カテゴリ catの
中に含まれる wordi の個数
T

cat j word0

：カテゴリ catの中に含まれる word0
の個数
　ナイーブベイズの中心となる式はベイズの定理を応
用した下の式で表せる．　 　　 　 　　 　
P (cat j doc) = P (cat)P (docjcat)P (doc)
　 P (doc)はどのカテゴリにも共通なので無視でき
る．そして単語間の独立性を仮定して P (doc j cat)は
以下のように書き換える．
P (doc j cat) =Qi P (wordi j cat)
　しかし，もしwordiはカテゴリの中に含まれていな
い単語だったら，P (wordi j cat)がゼロになって全体
的な結果はゼロになってしまう．この問題は，ゼロ頻
度問題と呼ばれている．ゼロ頻度問題は，スムージン
グ（Laplace Smoothing）という方法で緩和できる．
P (wordi j cat) = T (catjwordi)+1
word
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　スムージングという方法を使ってカテゴリに含まれて
いない単語が出たらその単語に対して P (wordi j cat)
は極めて小さいが，ゼロにはなれないので，ゼロ頻度
問題の発生が回避できる．
2 提案手法
2.1 学習データの形態素数を考慮したカテゴリ分類器
これまでは，実際Naive Bayes分類器を使う時，性
能を高めるため，同じ件数の文書を学習させるのが一
般的であった．しかし実際には，文書の長さが均一で
はなく，その中に含まている情報量も違う．
たとえば，今回の研究データ（Yahoo!知恵袋データ
（第二版）[6]）で同じ各カテゴリに対して同じ 4000件
文書を名詞だけ学習する時，実際に学習した形態素数
の例を図 1で示す．
図 1 4000件文書を名詞だけ学習する時の形態素数
このように，同じ 4000件の文書であっても，形態
素数には大きな差がある可能性がある．この例では一
つのカテゴリに対して平均 114600個の形態素を学習
した．だが，「教養と学問、サイエンス」については
学習した形態素は 92841個，「Yahoo! JAPAN」につ
いては 139343個である．そこでは，約 50%の差があ
る．今までの学習手法ならば同じ件数の文書を学習す
るとしても，もし学習データを含む形態素（つまり情
報量）に大きなばらつきがある場合に分類の正解率が
下がることがある．それを解決するため，各カテゴリ
に対して同じ件数の文書を学習するのではなく同じ数
の形態素を学習する手法を提案する．
類似度の計算については基本的にはNaive Bayesと
同じだが．学習する形態素数を統一するため，以下の
記法を追加する．
T (cat j mor)：カテゴリ catの中に含まれる形態素mor
の個数
P (mori j cat)，(i = 1，2，3，．．．，N)：カテゴリ catが
与えられたときに形態素mori が生成される確率
C：総カテゴリ集合
ナイーブベイズの中心となる式はベイズの定理を応
用した下の式で表せる．
P (cat j doc) = P (cat)P (docjcat)P (doc)
P (cat)：カテゴリ catの生起確率は以下のように計
算する．
P (cat) = T (catjmor)

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次に，Bayesの定理を用いて P (doc j cat)を以下の
ように変形する．
P (doc j cat) =Qi P (mori j cat)
以上の式をまとめると，以下の式になる．
P (cat j doc) = T (catjmor)
Q
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2.2 品詞体系
品詞とは，文法上の働きや性質の違いによって分類
したものである．全ての単語は，いずれかの品詞に所
属すると考えられる．具体的な品詞の種類としては，
名詞や動詞はどの自然言語にでもある品詞だと考えら
れている．
Mecabで分割にした形態素においては，品詞は自立
語か付属語か，活用の有無，活用の形態などによって
分類される．
例えば，記号のような品詞を使っても文書分類に対
してプラスの影響はほどんどないと予測される．ど
んなカテゴリでも同じ助詞を使っているので，記号と
同様にカテゴリに対しての特徴はほぼないと見える．
したがって，全ての品詞が文書分類において意味が有
るとは限らない．品詞という属性を利用し，文書分類
にとってプラスの効果がない品詞の学習を制限するこ
とによって，文書分類の正解率を上げることが可能で
ある．
3 実験
3.1 評価実験
提案手法の有効性を示すため評価実験を行った．研
究データの 14個カテゴリに対して各カテゴリの学習
データと 1000件の検証データを抽出した．文書分類
の時，品詞の制約によって正解率の影響を調べるため，
実験１と実験２を行った．実験１で機械学習部分は品
詞の制限なしで行い，既存法で文書分類を行った．実
験２では品詞を制限して文書分類を行った．実験１と
実験２では学習データを 1000，2000，3000，4000件
で四回行った．
実験３は同じ件数の文書を学習するのではなく，実
験２と同じ個数の形態素を学習し，提案法で分類実験
を行った．
3.2 研究データと使用したツール
今回使用した研究データはYahoo!知恵袋データ（第
二版）[6]である．実験に使用した文字は全角文字であ
る．また文字コードは UTF-8 コードである．本研究
では，形態素解析ツールとしてMeCab ver　 0．996
を，辞書として ipadicの 2016/01時点の最新バージョ
ンを利用し，動詞以外の形態素をそのまま抽出して，
活用する可能性がある動詞については「語彙読み」を
抽出した．
4 実験結果
4.1 実行結果
表 1～表 4は各実験において，1000件の検証データ
を分類した結果である．実験 1は既存法で品詞を全部
使い，学習データは各カテゴリとも同じ件数の文書で
ある．実験 2は実験 1と同じ件数の学習データを学習
し，学習データの品詞という属性を利用して名詞のみ
学習した分類実験である．実験 3は各カテゴリに対し
て同数の形態素（名詞のみ）を学習した実験である．
各カテゴリに対し学習した形態素数の合計は実験 2と
同じと設定している．
表 1 各カテゴリに対して 1000件文書相当の学習デー
タを適用した分類結果
カテゴリ 実験 1 実験 2 実験 3
エンターテインメントと趣味 712 733 761
教養と学問、サイエンス 574 568 643
スポーツ、アウトドア、車 741 780 799
地域、旅行、お出かけ 729 751 759
暮らしと生活ガイド 642 647 660
ニュース、政治、国際情勢 754 756 765
健康、美容とファッション 751 731 761
インターネット、PC と家電 812 822 835
ビジネス、経済とお金 703 734 736
生き方と恋愛、人間関係の悩み 895 882 887
職業とキャリア 792 799 780
マナー、冠婚葬祭 704 683 681
子育てと学校 770 787 781
Yahoo! JAPAN 901 913 904
合計 10480 10586 10752
正解率 74.86% 75.61% 76.80%
表 1～表 4から，文書分類実験において，1000件，
2000件，3000件，4000件文書相当の学習データを適
用した時，実験 1と実験 2を比べると，学習する品詞を
名詞に限定することによって，それぞれの総合正解率
が 0.75%，0.35%，0.69%，0.83%上がった．また，実
験 2と実験 3を比べ，各カテゴリの形態素数を統一す
ることによって，それぞれの正解率が 1.19%，0.95%，
1.18%，1.19%改善した．
表 2 各カテゴリに対して 2000件文書相当の学習デー
タを適用した分類結果
カテゴリ 実験 1 実験 2 実験 3
エンターテインメントと趣味 711 740 760
教養と学問、サイエンス 605 611 678
スポーツ、アウトドア、車 756 783 800
地域、旅行、お出かけ 751 761 768
暮らしと生活ガイド 661 665 672
ニュース、政治、国際情勢 732 747 750
健康、美容とファッション 770 751 780
インターネット、PC と家電 829 841 855
ビジネス、経済とお金 725 749 750
生き方と恋愛、人間関係の悩み 915 893 897
職業とキャリア 824 810 793
マナー、冠婚葬祭 750 730 727
子育てと学校 833 831 825
Yahoo! JAPAN 909 908 899
合計 10771 10820 10954
正解率 76.94% 77.29% 78.24%
表 3 各カテゴリに対して 3000件文書相当の学習デー
タを適用した分類結果
カテゴリ 実験 1 実験 2 実験 3
エンターテインメントと趣味 716 754 778
教養と学問、サイエンス 590 601 674
スポーツ、アウトドア、車 778 804 828
地域、旅行、お出かけ 761 789 799
暮らしと生活ガイド 686 699 712
ニュース、政治、国際情勢 750 765 772
健康、美容とファッション 786 768 795
インターネット、PC と家電 835 838 853
ビジネス、経済とお金 760 777 780
生き方と恋愛、人間関係の悩み 930 912 917
職業とキャリア 830 835 820
マナー、冠婚葬祭 778 762 760
子育てと学校 860 851 842
Yahoo! JAPAN 915 916 906
合計 10975 11071 11236
正解率 78.39% 79.08% 80.26%
表 4 各カテゴリに対して 4000件文書相当の学習デー
タを適用した分類結果
カテゴリ 実験 1 実験 2 実験 3
エンターテインメントと趣味 718 758 789
教養と学問、サイエンス 581 595 673
スポーツ、アウトドア、車 793 821 839
地域、旅行、お出かけ 766 801 810
暮らしと生活ガイド 702 711 725
ニュース、政治、国際情勢 757 774 784
健康、美容とファッション 795 771 799
インターネット、PC と家電 838 842 856
ビジネス、経済とお金 768 785 786
生き方と恋愛、人間関係の悩み 939 922 929
職業とキャリア 831 838 815
マナー、冠婚葬祭 790 780 780
子育てと学校 865 855 848
Yahoo! JAPAN 918 925 911
合計 11061 11178 11344
正解率 79.01% 79.84% 81.03%
４回の実験で正解率が最も低いカテゴリの「教養
と学問、サイエンス」の正解率はそれぞれ 56.8%から
64.3%，61.1%から 67.8%，60.1%から 67.4%，59.5%
から 67.3％に大幅に改善した．正解率が上がったカ
テゴリは 10個であった．正解率が下がったカテゴリ
は「子育てと学校」，「職業とキャリア」，「マナー、冠
婚葬祭」，「Yahoo! JAPAN」の 4個になった．
実験２と実験３において学習データの形態素数の中
に各カテゴリの形態素数の割合と正解率の平均的な変
動は表 5で表す．
表 5 各カテゴリに対して学習データの形態素数を調
節した分類結果の正解率の変動 (平均)
カテゴリ 調節前 調節後 正解率の変動
エンターテインメントと趣味 5.83% 7.14% +2.58%
教養と学問、サイエンス 5.87% 7.14% +7.33%
スポーツ、アウトドア、車 6.39% 7.14% +1.95%
地域、旅行、お出かけ 6.45% 7.14% +0.85%
暮らしと生活ガイド 6.52% 7.14% +1.18%
ニュース、政治、国際情勢 6.69% 7.14% +0.73%
健康、美容とファッション 6.70% 7.14% +2.85%
インターネット、PC と家電 7.54% 7.14% +1.40%
ビジネス、経済とお金 7.64% 7.14% +0.18%
生き方と恋愛、人間関係の悩み 7.74% 7.14% +0.53%
職業とキャリア 7.89% 7.14% -1.85%
マナー、冠婚葬祭 8.00% 7.14% -0.18%
子育てと学校 8.29% 7.14% -0.7%
Yahoo! JAPAN 8.44% 7.14% -1.05%
4.2 実行時間
各実験において，実行時間は表 6のようになる．
表 6 各実験の実行時間
　 1000件 2000件 3000件 4000件
実験 1 0:21:46 0:29:19 0:44:03 0:51:10
実験 2 0:07:21 0:13:10 0:16:50 0:21:50
実験 3 0:07:56 0:14:20 0:18:10 0:24:23
5 考察とまとめ
5.1 考察
主に形態素の種類の制限の合理性，および既存の文
書件数を中心の機械学習法を使う文書分類と提案の形
態素数を中心の機械学習法を使う文書分類の特色につ
いて考察する．
まず，実験 1と実験 2の対比から，1000件文書を学
習する場合，全１４カテゴリの中で正解率が減ったの
は「健康、美容とファッション」，「生き方と恋愛、人間
関係の悩み」，「マナー、冠婚葬祭」，「教養と学問、サ
イエンス」の四つであったが．全体的な正解率が平均
74.86%から平均 75.61%に改善した．残り 2000，3000，
4000件の文書を学習する場合にそれぞれの改善率は
0.35%，0.69%，0.83%であった．どちらも名詞以外の
形態素を排除することで正解率が改善した．その有意
差が確認できた．
そして，実験 3 の特徴としては各カテゴリの学習
する形態素数は同じであること．実験 2 と実験 3 の
対比から，実験 2の各カテゴリに対して 1000，2000，
3000，4000件の文書に相当する形態素数を学習し，文
書分類をした．その結果，それぞれの正解率は 1.19%，
0.95%，1.18%，1.19%改善した．表 5から，正解率が
上がった上位 3位のカテゴリは元々その学習データを
含んでる形態素が少ないほうである．全 14カテゴリ
の中に正解率が下がったのは「子育てと学校」，「職業
とキャリア」，「マナー、冠婚葬祭」，「Yahoo! JAPAN」
があり，元々その学習データを含んでる形態素が多い
ほうである．そこから各カテゴリの学習データの形態
素数と文書がそのカテゴリに分類される確率の相関性
が見える．
最後に既存法と提案法の速度についての目安を計る
ために，それぞれの実行時間は表 6で表す．品詞は名
詞だけ限定する時，実行時間は大きく減った．そこで，
学習する形態素の種類とデータの IOは実行時間への
影響が大きいと考える．
5.2 まとめ
本研究では，NB分類器をベースに文書分類の機械
学習部分に新たな考え，学習データの形態素数を統一
する手法を提案し，その性質と既存の学習データの文
書件数を統一する手法の性質を比較した．提案手法は
Naive Bayes分類器により実装のしやすさを維持しな
がら，品詞の制限や学習のデータのバランスを調節す
ることにより，正解率が改善し，その有意差が確認で
きた．
そして，提案法により，同じ学習コスト（実行時間，
メモリ）で，カテゴリに対して特化の学習が可能になっ
た．例としては，文節の学習や共起パータンの学習が
可能になった．
これらのことから，特に学習データのばらつきがあ
る場合に提案法は既存法より良いことが分かった．
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