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Abstract
The relation between the Poisson and Schro¨dinger equation is obtained through a simple transformation.
It is pointed out that this analogy between both equations can be only applied for potentials that involve
a combination of attractive and repulsive delta function potentials. This relationship enables us to use
elementary electrostatic results to find the ground state energy and wave function of the associated quantum
state problem in one dimension. Particularly, the result shows that it is possible to trap a single electron in
a one dimensional ionic crystal modeled by repulsive and attractive delta functions.
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I. INTRODUCTION
It is very well known that Poisson’s equation is among the most important equations in electro-
magnetic theory. This equation fundamentally links the source of the field, i.e. charge distribution
ρ, and the electric potential V . In theory, this equation allow us to find all we need to know about
an electrostatic field given the charge distribution. The general solution to Poisson’s equation has
the following integral form1
V (~r) =
1
4πǫ0
∫
ρ(~r ′)
|~r − ~r ′|d
3~r ′. (1)
Once we know V the electric field is calculated from the gradient of V , i.e. ~E = −∇V . Nev-
ertheless, the integral given in Eq. (1) can only be evaluated analytically for the simplest charge
configurations.This is why it is very useful to recast the problem using Poisson’s equation with
appropiate boundary conditions. For the restricted case of static charges and fields in vacuum, the
appropiate boundary conditions for the electric potential are2

V is always a continuous function across any boundary, and
∆(dV/dn) = −σ/ǫ0 the normal derivative of the potential is discontinuous at the boundary,
where σ represents the surface charge distribution at the boundary.
(2)
On the other hand, the standard boundary conditions for the wave function ψ in one dimensional
quantum mechanics are :3
 ψ is always continuous, anddψ/dz is continuous except at points where the potential is infinite. (3)
In particular, if there is a delta function potential at z0, then the change of slope of the wave
function, ∆(dψ/dz), at the point z0 is proportional to the amplitude of the delta function as well
as the wave function ψ(z0) at this point.4 This is the type of boundary conditions we expect for the
electrostatic potential. As a consequence, the electrostatic potential and the one dimensional wave
function share the same boundary conditions for a delta function potential.
The one dimensional delta-function potential has proved to be a useful model to represent diatomic
ion and molecular orbitals,5 two electron systems,6 electron-dipole interaction,7 solids,8 the many
body problem,9 and scattering.10 It is well known that the single attractive delta function potential,
i.e. U(z) = −αδ(z), possesses one exponentially localized bound state for all values of the
strength of the well α > 0. Its existence and stability has been tested for the effects of different
2
boundary conditions11 and symmetry-breaking perturbations.12
In this article, a mapping between a three dimensional electrostatic problem described by Poisson’s
equation and the one dimensional Schro¨ndinger equation is given through a simple transformation.
This relation will allow us to find the wave function and energy of the ground state of the quantum
system by using electrostatic results.
The article is organized as follows. First we will start by transforming the Poisson equation into
a Schro¨dinger-like equation, and discuss when both equations are equivalent. Then we will apply
electrostatic results to solve the Schro¨dinger equation for the case of a potential function given by
a combination of attractive and repulsive delta functions. The conclusions are summarized in the
last section.
II. DUALITY BETWEEN POISSON AND SCHR ¨ODINGER EQUATION
The Poisson equation in three dimensions is given by
∇2V = − ρ
ǫ0
, (4)
where V is the electric potential, ρ is the volume charge density and ǫ0 is the electric permitivity
of free space.1,2
Making the following transformation V (~r) = V0 ln(Ψ(~r)/A), where V0 and A are constants to
ensure dimensional consistency, we obtain
V0
∇2Ψ
Ψ
− 1
V0
~E · ~E = − ρ
ǫ0
, (5)
where we have used the fact that ~E = −∇V = −V0 Ψ′Ψ . Multiplying Eq. (5) by V0ǫ0Ψ/2 we end
up with
− V
2
0 ǫ0
2
∇2Ψ− 1
2
V0ρΨ = −ǫ0
2
~E · ~EΨ. (6)
Equation (6) is a Schro¨dinger-type equation when the magnitude | ~E| is constant. We know from
basic electrodynamic courses that the only charge distribution to produce uniform electrostatic
fields are infinite charge sheets. Since the infinite charge sheet has plane symmetry, the electro-
static potential depends on one variable only, i.e. Ψ = ψ(z). For this case Eq. (6) is given by
− V
2
0 ǫ0
2
d2ψ
dz2
− 1
2
V0ρψ = −ǫ0
2
E2zψ. (7)
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Making the following substitutions:
V 20 ǫ0a
3
0 =
~
2
m
, −1
2
V0ρ(z)a
3
0 +
ǫ0
2
(E2z −E2z∞)a30 = U(z) and
1
2
ǫ0E
2
z∞a
3
0 = |E| (8)
where a0 is an arbitrary length and Ez∞ is the asymptotic magnitude of the electric field, i.e.
Ez∞ = limz→∞ |Ez|, we obtain the time independent Schro¨dinger equation
− ~
2
2m
d2ψ
dz2
+ U(z)ψ = −|E|ψ, (9)
for the case of bound states, i.e. E < 0.13 This relationship means that the wave function and the
bound state energy will be given in terms of the electric potential and the energy density by
ψ(z) = AeV (z)/V0 , E = −U , (10)
where A is the normalization constant and U = ǫ0E2z/2 is the energy density, respectively. Note
that the wave function has no nodes, therefore only the ground state can be found with this method.
This is consistent with the electrostatic uniqueness theorem which guarantees that the electrostatic
potential is uniquely determined for a given charge density distribution and the electrostatic po-
tential at all boundaries are specified.1
In order to have physically realizable quantum states the wave function must be normalized.3,4,13–15
In the following section we solve the Schro¨dinger equation using electrostatic solutions.
III. SOLVING THE SCHR ¨ODINGER EQUATION VIA ELECTROSTATIC SOLUTIONS
We know from basic electrodynamic courses that the only charge distribution to produce a uni-
form electrostatic field are an odd number of parallel infinite sheets with opposite electric charge
densities ±σ1,2, hence we will consider a volume charge density given by
ρ(z) = σ
N∑
n=−N
(−1)nδ(z − zn), for N = 0, 1, 2, . . . (11)
where δ(z − zn) is the Dirac delta function at the position zn.16 Let us consider the case when
N = 0, for this case the volume charge distribution is of the form
ρ(z) = σδ(z), (12)
where we have taken z0 = 0. The electric field caused by an infinite sheet of charge density σ at
any space point is1,2
~Ez =
σ
2ǫ0
z
|z| eˆz, (13)
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therefore, the electric potential and the energy density are given by1,2
V (z) = − σ
2ǫ0
|z|, U = σ
2
8ǫ0
. (14)
Using equation (10) we obtain the wave function and the energy of the bound state
ψ(z) = Ae−σ|z|/2ǫ0V0, E = − σ
2
8ǫ0
. (15)
The wave function given by equation (15) can be normalized only for σ > 0, otherwise it blows
up when z → ±∞. Using equation (8) we get the potential energy function U(z) = −αδ(z)
for the quantum mechanical case, where α = σV0/2 is the strength of the potential. Making the
appropiate substitutions into equation (15) we get the corresponding bound state solution in the
presence of an atractive delta function potential
ψ(z) = Ae−mα|z|/~
2
, E = −mα
2
2~2
, (16)
where the normalization constant is A =
√
mα/~.3 Using the wave function given in equation
(16) it is easy to obtain the expectation values for the potential energy 〈U〉0 = −mα2/~2 and
kinetic energy 〈T 〉0 = mα2/2~2, respectively.
If we consider the general case for N ≥ 1, then the electrostatic potential and energy density are
given by
V (z) = − σ
2ǫ0
N∑
n=−N
(−1)n|z − zn|, U = σ
2
8ǫ0
. (17)
Interestingly, there is one quantum bound state with exactly the same energy for the charge distri-
butions given by equations (11) and (12), where the wave function is given by
ψ(z) = A exp
(
− σ
2ǫ0V0
N∑
n=−N
(−1)n|z − zn|
)
. (18)
Remarkably, the solution given in equation (18) is the product of growing and decaying exponen-
tial functions. In order to have a physically realizable quantum bound states we need to normalize
the wave function given in equation (18). For simplicity, I am going to consider the case consisting
of evenly spaced infinite charge sheets, i.e. zn = na, where a is the distance between adjacent
sheets. For this particular case the wave function is an even function and in order to normalize ψ
we need to solve the following integral
2|A|2
∫ ∞
0
exp
(
− σ
ǫ0V0
N∑
n=−N
(−1)n|z − na|
)
dz = 1. (19)
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Using the fact that
N∑
n=−N
(−1)n|z − na| =
0∑
n=−N
(−1)n|z − na| +
N∑
n=1
(−1)n|z − na|, (20)
and by changing n by −n in the first sum we have
N∑
n=−N
|z − na| =
N∑
n=0
|z + na| +
N∑
n=1
|z − na|, (21)
then the integral given in equation (19) reduces to
∫ Na
0
exp
[
− σ
ǫ0V0
(
N∑
n=0
(−1)n|z + na| +
N∑
n=1
(−1)n|z − na|
)]
dz + (22)
∫ ∞
Na
exp
[
− σ
ǫ0V0
(
N∑
n=0
(−1)n|z + na| +
N∑
n=1
(−1)n|z − na|
)]
dz.
The result of the integral given above is (the evaluation of this integral is given in appendix A)
1
2|A|2 =
2ǫ0V0
σ
exp
[
−(1 + 2N)σa(−1)
N
2ǫ0V0
]N−1∑
k=0
sinh
[
(−1)k σa
2ǫ0V0
]
− ǫ0V0
σ(−1)N exp
[
−σ(−1)
N
ǫ0V0
z
] ∣∣∣∣∣
∞
Na(23)
The result given in equation (23) will diverge unless σ → (−1)Nσ, for σ > 0. This restriction
means that we need to have positive infinite charge sheets on both ends of the configuration in
order for the wave function to go to zero when z → ±∞. Therefore, the normalization constant is
given by
A−1 =
√
2ǫ0V0
σ
exp
[
−σNa
ǫ0V0
]
+
4ǫ0V0
σ
exp
[
−(1 + 2N)σa
2ǫ0V0
] [
1− (−1)N
2
]
sinh
[
σa
2ǫ0V0
]
for N ≥ 1.
(24)
where we have used the fact that
(−1)N
N−1∑
k=0
sinh
[
(−1)k+N σa
2ǫ0V0
]
=
[
1− (−1)N
2
]
sinh
[
σa
2ǫ0V0
]
. (25)
Therefore, if we make the appropiate substitutions we have the bound state energy and wave
function for a quantum particle of mass m moving through the potential energy function of a
one-dimensional ionic crystal16, i.e.
U(z) = −α
N∑
n=−N
(−1)n+Nδ(z − na), (26)
which is given by
6
ψ(z) =
N∏
n=−N
exp
[
−αm(−1)n+N
~2
|z − na|
]
√
~2
mα
exp
[−2mαNa
~2
]
+ 2~
2
mα
exp
[
− (1+2N)amα
~2
] [
1−(−1)N
2
]
sinh
[
mαa
~2
] , (27)
for N ≥ 1 and with energy E = −mα2
2~2
. This result shows that it is possible to trap a single electron
with a one dimensional ionic crystal modeled by repulsive and attractive delta functions for the
negative and positive ions, respectively. The wave function ψ(z) is plotted in Fig. (1) for different
values of N . With the wave function given by equation (27) we can calculate the expectation value
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FIG. 1. Plots showing the wave function for the following values: (a) N = 1, (b) N = 2, (c) N = 3 and
(d) N = 4. We used atomic units, i.e. ~ = m = 1, and αa = 1.
of the potential energy, which is given by
〈U〉 = −α
N∑
n=−N
(−1)n+N |A|2
∫ ∞
−∞
exp
[
−2αm
~2
N∑
j=−N
(−1)j+N |z − ja|
]
δ(z − na)dz. (28)
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solving the integral given above (the evaluation of this integral is given in appendix B), we find
the expectation value of the potential energy function
〈U〉 = −mα
2
~2

 1 + 2Ne−mαa/~2 sinh[mαa/~2]
1 + 2e−mαa/~2
[
1−(−1)N
2
]
sinh[mαa/~2]

 (29)
and the average kinetic energy which is given by
〈T 〉 = −mα
2
~2

1
2
− 1 + 2Ne
−mαa/~2 sinh[mαa/~2]
1 + 2e−mαa/~2
[
1−(−1)N
2
]
sinh[mαa/~2]

 . (30)
Now we will consider the case when the volume charge density is given by
ρ = σ (δ(z − a) + δ(z + a)) , (31)
the electric field for this charge configuration is given by
~Ez =


σ
ǫ0
eˆz if z > a
0 if −a < z < a
− σ
ǫ0
eˆz if z < −a,
(32)
and the electrostatic potential will be
V (z) =


− σ
ǫ0
z if z > a
−σa
ǫ0
if −a < z < a
σ
ǫ0
z if z < −a,
(33)
therefore, the dual quantum problem will have a ground state energy given by E = −2mα2/~2
with the following wave function
ψ(z) =


Ae−2mαz/~
2 if z > a
Ae−2mαa/~
2 if −a < z < a
Ae2mαz/~
2 if z < −a,
(34)
for the following quantum potential
U(z) = −σ (δ(z − a) + δ(z + a))− 2mα
2
~2
θ(|z| < a), (35)
where θ(|z| < a) is one for −a < z < a and zero otherwise. Notice that the origin of the last term
in Eq. (35) is due to the difference in electromagnetic energy between the asymptotic region and
all space points.
8
IV. CONCLUSIONS
We have shown a relation between Poisson and Scho¨dinger equation which enable us to find the
ground state energy and eigenfunction of a dual quantum system using electrostatic solutions. We
have obtained the general solution of the wave function for a quantum particle moving through
a potential energy function that describes a one-dimensional ionic crystal of finite length using
electrostatic solutions. The result shows that forces exerted by regularly spaced positively and
negatively ions described by attractive and repulsive Dirac delta functions admit only one bound
state, i.e. it is possible to trap a single electron in a ionic crystal. The method can be used for non
periodic potentials which can describe one dimensional ionic quasicrystals.
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Appendix A: Derivation of the normalization constant
We need to evaluate the integral∫ ∞
0
ef(z)dz =
∫ Na
0
ef(z)dz +
∫ ∞
Na
ef(z)dz, (A1)
where
f(z) = − σ
ǫ0V0
(
N∑
n=0
(−1)n|z + na|+
N∑
n=1
(−1)n|z − na|
)
. (A2)
Using the fact that
f(z) = − σ
ǫ0V0
[
(−1)kz +
N∑
n=k+1
(−1)n(2na)
]
, for ka < z < (k + 1)a, (A3)
then we can rewrite the first integral in equation (A1) in the form∫ Na
0
ef(z)dz =
N−1∑
k=0
∫ (k+1)a
ka
exp
[
− σ
ǫ0V0
[
(−1)kz +
N∑
n=k+1
(−1)n(2na)
]]
dz. (A4)
Integrating equation (A4) we get
ǫ0V0
σ
N−1∑
k=0
(−1)k exp
[
− σ
ǫ0V0
N∑
n=k+1
(−1)n(2na)
]
exp
[
−σa(−1)
kk
ǫ0V0
] [
1− exp
[
−σa(−1)
k
ǫ0V0
]]
.
(A5)
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Evaluating the sum over n and regrouping terms in k we end up with
∫ Na
0
ef(z)dz =
2ǫ0V0
σ
exp
[
−σa(−1)
N (1 + 2N)
2ǫ0V0
]N−1∑
k=0
sinh
[
σa(−1)k
2ǫ0V0
]
. (A6)
In orde to evaluate the second integral in equation (A1), we use the fact that
f(z) = − σ
ǫ0V0
[
z +
N∑
n=1
(−1)n(2z)
]
, for Na < z <∞, (A7)
therefore, evaluating the sum over n we end up with∫ ∞
Na
ef(z)dz =
∫ ∞
Na
exp
[
−σ(−1)
N
ǫ0V0
z
]
dz, (A8)
integrating equation (A8) we have
∫ ∞
Na
ef(z)dz = − ǫ0V0
σ(−1)N exp
[
−σ(−1)
N
ǫ0V0
z
] ∣∣∣∣∣
∞
Na
. (A9)
This integral given in equation (A9) clearly diverges unless we choose σ = (−1)Nσ, with σ > 0.
Appendix B: Derivation of the potential energy expectation value
We want to calculate the expectation value of the potential energy, which is given by
〈U〉 = −α
N∑
n=−N
(−1)n+N |A|2
∫ ∞
−∞
exp
[
−2αm
~2
N∑
j=−N
(−1)j+N |z − ja|
]
δ(z − na)dz, (B1)
where |A| is the normalization constant. Integrating equation (B1) we have
〈U〉 = −α|A|2
N∑
n=−N
(−1)n+N exp
[
−2maα
~2
N∑
j=−N
(−1)j+N |n− j|
]
, (B2)
by using the following identity
N∑
j=−N
(−1)j+N |n− j| =
n−1∑
j=−N
(−1)j+N(n− j) +
N∑
j=n+1
(−1)j+N(j − n), (B3)
and if we let n− j = k and j−n = l in the first and second sum, respectively. These substitutions
change the limits of the sums, and we get
N∑
j=−N
(−1)j+N |n− j| =
1∑
k=n+1
(−1)n−k+Nk +
N−n∑
l=1
(−1)l+n+N l. (B4)
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Evaluating the sums over k and l in equation (B4) we get
N∑
j=−N
(−1)j+N |n− j| = 1
2
[
(1 + 2N)− (−1)n+N] . (B5)
Substituting equation (B5) into equation (B2) we have
〈U〉 = −α|A|2 exp
[
−maα(1 + 2N)
~2
] N∑
n=−N
(−1)n+N exp
[maα
~2
(−1)n+N
]
. (B6)
Using the fact that
N∑
n=−N
(−1)n+N exp
[maα
~2
(−1)n+N
]
=
2N∑
n=0
(−1)n exp
[maα
~2
(−1)n
]
= emaα/~
2
+2N sinh[maα/~2],
(B7)
and substituting the normalization constant, we end up with
〈U〉 = −
mα2 exp[−αma
~2
(1 + 2N)]
(
emaα/~
2
+ 2N sinh[maα/~2]
)
~2 exp
[−2mαNa
~2
]
+ 2~2 exp
[
− (1+2N)amα
~2
] [
1−(−1)N
2
]
sinh
[
mαa
~2
] , (B8)
which can be simplified into
〈U〉 = −mα
2
~2

 1 + 2Ne−mαa/~2 sinh[mαa/~2]
1 + 2e−mαa/~2
[
1−(−1)N
2
]
sinh[mαa/~2]

 . (B9)
By using conservation of energy we can obtain the expectation value for the kinetic energy of the
system.
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