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Abstract	  
Pedestrian	  detection	  has	  become	  an	  active	  area	  of	  research	  in	  recent	  years.	  It	  is	  widely	  applied	  in	  
different	  applications	  such	  as	  surveillance	  systems,	  automotive	  safety	  or	  robotics	  among	  others.	  
The	   current	   project	   aims	   to	   localize	   moving	   objects	   on	   sequences	   of	   images,	   focusing	   on	  
pedestrian	   detection.	   First,	   the	   apparent	   motion	   in	   the	   scene	   will	   be	   computed.	   Afterward	  
motion	   vectors	   will	   be	   divided	   into	   moving	   objects	   or	   background	   and	   finally,	   the	   resulting	  
segments	  will	  be	  analysed	  by	  introducing	  them	  into	  a	  classifier	  in	  order	  to	  determine	  if	  they	  are	  
pedestrians	  or	  not.	  
	  
	  
	  
	  
	  
	  
	   	  
Resum	  
La	  detecció	  de	  vianants	  s’ha	  convertit	  en	  una	  àrea	  d’investigació	  molt	  activa	  en	  els	  darrers	  anys.	  
S’aplica	  a	  una	  gran	  varietat	  d’aplicacions	  com	  per	  exemple	  en	  sistemes	  de	  vigilància,	  seguretat	  en	  
automòbils	  o	  en	  la	  robòtica,	  entre	  d’altres.	  
Aquest	   projecte	   pretén	   localitzar	   objectes	   en	  moviment	   en	   seqüències	   d’imatges,	   centrant-­‐ne	  
l’atenció	  en	  la	  detecció	  de	  vianants.	  Primerament,	  es	  calcularà	  el	  moviment	  aparent	  en	  l’escena,	  
a	   continuació,	   els	   vectors	   de	  moviment	   es	   dividiran	   entre	   objectes	  mòbils	   o	   en	   fons	   estàtic,	   i	  
finalment,	   els	   segments	   obtinguts	   seran	   analitzats	   introduint-­‐los	   en	  un	   classificador,	   per	   tal	   de	  
determinar	  si	  es	  tracta	  de	  vianants	  o	  no.	  
	   	  
Resumen	  
La	  detección	  de	  peatones	  se	  ha	  convertido	  en	  un	  área	  de	  investigación	  muy	  activa	  en	  los	  últimos	  
años.	  Se	  aplica	  en	  una	  gran	  variedad	  de	  aplicaciones,	  como	  por	  ejemplo	  en	  sistema	  de	  vigilancia,	  
seguridad	  en	  automóviles	  o	  en	  la	  robótica,	  entre	  otros.	  
Este	  proyecto	  pretende	  localizar	  objetos	  en	  movimiento	  en	  secuencias	  de	  imágenes,	  centrando	  la	  
atención	  en	  la	  detección	  de	  peatones.	  Primeramente,	  se	  calculará	  el	  movimiento	  aparente	  en	  la	  
escena,	  a	  continuación,	  los	  vectores	  de	  movimiento	  se	  dividirán	  entre	  objetos	  móviles	  y	  fondo,	  y	  
finalmente,	   las	   segmentaciones	  obtenidas	   serán	  analizadas	   introduciéndolas	  en	  un	   clasificador,	  
para	  determinar	  si	  se	  trata	  de	  peatones	  o	  no.	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1. Introduction	  
Pedestrian	   detection	   has	   become	   an	   active	   area	   of	   research	   potentially	   because	   of	   positively	  
impact	   to	   quality	   of	   life	   of	   its	   applications	   such	   as	   surveillance	   systems,	   automotive	   safety,	  
robotics,	  content	  based	  indexing	  or	  advanced	  human	  machine	  interfaces	  among	  others.	  
Many	   approaches	   have	   already	   been	   proposed	   regarding	   the	   pedestrian	   detection	   field,	   but	  
pedestrians	   are	   one	   of	   the	   most	   challenging	   categories	   for	   object	   detection	   due	   to	   the	   wide	  
variability	  of	  their	  appearance.	  	  
The	  main	  purpose	  of	   the	  current	  project	   is	   to	   localize	  moving	  objects	  on	   sequences	  of	   images,	  
focusing	  on	  pedestrian	  detection.	  Moving	  objects	  usually	  generates	  different	   flow	   fields	   than	  a	  
static	  background.	  Therefore	  the	  first	  step	  will	  be	  computing	  the	  optical	  flow	  in	  order	  to	  obtain	  
the	  apparent	  motion	  in	  the	  scene.	  Afterward	  flow	  vectors	  will	  be	  divided	  into	  moving	  objects	  or	  
background	   (that	   includes	   static	   objects).	   Finally	   the	   resulting	   segments	   will	   be	   analysed	   by	  
introducing	  them	  into	  a	  classifier	  in	  order	  to	  determine	  if	  they	  are	  pedestrians	  or	  not.	  
In	  order	  to	  achieve	  this	  goal,	  it	  will	  be	  necessary	  to	  fulfil	  some	  other	  objectives:	  
§ Analyse	  and	  evaluate	  different	  existing	  methods	  of	  optical	  flow	  and	  segmentation,	  having	  
into	  account	  its	  performance,	  in	  terms	  of	  accuracy	  and	  speed.	  
§ Justify	  with	  different	  assessment	  measures	  the	  selected	  methods.	  
§ Classify	  segmented	  objects	  into	  pedestrians,	  vehicles	  or	  others.	  
§ Research	  about	  pedestrian	  databases.	  
§ Join	  the	  different	  parts	  into	  a	  single	  system.	  
§ Evaluate	  the	  final	  system	  created	  in	  the	  specific	  field	  of	  pedestrian	  detection.	  
§ Analyse	  the	  results	  and	  suggest	  possible	  applications	  and	  new	  future	  lines	  of	  work.	  
This	   chapter	   introduces	   the	   topic	   of	   pedestrian	   detection	   and	   explains	   the	   main	   goals	   of	   the	  
present	  project.	  Furthermore,	  work	  plan	  and	  deviations	  of	  the	  initial	  plan	  are	  will	  be	  explained.	  
The	   following	   chapters	   contain	   the	   details	   of	   the	   development	   of	   the	   project	   development	   as	  
well	  as	  the	  results	  and	  conclusions.	  New	  future	  lines	  of	  work	  will	  be	  also	  proposed.	  	  
The	  document	  is	  organized	  as	  follows:	  	  
§ Chapter	   2.	   State-­‐of-­‐the-­‐art:	   introduces	   some	   of	   the	   common	  methodologies	   employed	  
for	  pedestrian	  detection	  as	  well	  as	  motion	  segmentation.	  
§ Chapter	  3.	  Methodology:	  details	  the	  project	  structure	  and	  explains	  the	  different	  methods	  
to	  be	  evaluated.	  
§ Chapter	  4.	  Results:	  evaluates	  the	  different	  methods,	  selects	  the	  most	  suitable	  method	  for	  
each	  stage	  and	  shows	  the	  results	  obtained.	  	  
§ Chapter	  5.	  Budget:	  presents	  the	  budget	  that	  will	  be	  needed	  to	  develop	  the	  project.	  
§ Chapter	  6.	  Conclusions	  and	  future	  development:	  exposes	  the	  conclusions	  of	  the	  present	  
project	  and	  some	  directions	  for	  future	  work	  improvements. 
1.1. Work	  plan	  and	  milestones	  
Project:	  Project	  Idea	   WP	  ref:	  WP1	  
Major	  constituent:	  Documents	   Sheet	  1	  of	  5	  
Short	  description:	  
Research	  information	  about	  the	  topic	  in	  order	  to	  know	  other	  projects,	  the	  state	  of	  art,	  
etc.	  And	  define	  the	  Project	  Idea.	  
Planned	   start	   date:	  
01/09/2015	  
Planned	   end	   date:	  
28/09/2015	  
Start	  event:	  01/09/2015	  
End	  event:	  28/09/2015	  
Internal	  task	  T1:	  Research	  &	  Investigation	  about	  pedestrian	  detection	  
Internal	  task	  T2:	  Definition	  of	  the	  Project	  Idea	  	  
Deliverables:	   Dates:	  
 
Project:	  Optical	  Flow	  Calculation	   WP	  ref:	  WP2	  
Major	  constituent:	  Software	   Sheet	  2	  of	  5	  
Short	  description:	  
After	   comparing	   some	   optical	   flow	   methods,	   the	   most	   suitable	   is	   selected	   to	   find	  
apparent	  motion	  present	  in	  the	  scene.	  
Planned	   start	   date:	  
05/10/2015	  
Planned	   end	   date:	  
22/10/2015	  
Start	  event:	  05/10/2015	  
End	  event:	  22/10/2015	  
Internal	  task	  T1:	  Research	  about	  Optical	  Flow	  (OF)	  algorithms	  used	  in	  this	  field	  
Internal	  task	  T2:	  Select	  some	  OF	  algorithms	  
Internal	  task	  T3:	  Research	  on	  OF	  Databases	  	  
Internal	  task	  T4:	  Evaluate	  the	  selected	  OF	  algorithms	  
Internal	  task	  T5:	  Select	  the	  most	  suitable	  OF	  algorithm	  
Deliverables:	   Dates:	  
 
Project:	  Motion	  Segmentation	  Implementation	   WP	  ref:	  WP3	  
Major	  constituent:	  Software	   Sheet	  3	  of	  5	  
Short	  description:	  
It	  should	  segment	  the	  meaningful	  regions	  of	  the	  video	  sequences	  	  
	  
	  
	  
Planned	   start	   date:	  
23/10/2015	  
Planned	   end	   date:	  
09/11/2015	  
Start	  event:	  29/10/2015	  
End	  event:	  15/01/2015	  
Internal	  task	  T1:	  Research	  about	  Motion	  Segmentation	  (MS)	  methods	  
Internal	  task	  T2:	  Select	  some	  MS	  algorithms	  
Internal	  task	  T3:	  Implement	  some	  MS	  algorithms	  
Internal	  task	  T4:	  Research	  on	  MS	  Databases	  
Internal	  task	  T5:	  Evaluate	  the	  selected	  MS	  algorithms	  
Internal	  task	  T6:	  Select	  the	  most	  suitable	  MS	  algorithm	  
Deliverables:	   Dates:	  
Internal	  task	  T7:	  Test	  MS	  with	  previous	  OF	  results	  
 
Project:	  Pedestrian	  Classification	   WP	  ref:	  WP4	  
Major	  constituent:	  Software	   Sheet	  4	  of	  5	  
Short	  description:	  
It	  will	  classify	  previous	  segmentations	  in	  order	  to	  verify	  if	  they	  are	  pedestrians	  or	  not	  
Planned	   start	   date:	  
10/11/2015	  
Planned	   end	   date:	  
21/11/2015	  
Start	  event:	  15/01/2015	  
End	  event:	  16/03/2015	  
Internal	  task	  T1:	  Train	  the	  classifier	  with	  pedestrian	  databases	  
Internal	  task	  T1:	  Find	  classifier	  
Internal	  task	  T2:	  Modify	  the	  classifier	  to	  adapt	  it	  to	  the	  segmentation	  outputs	  
Internal	  task	  T2:	  Evaluate	  the	  classifier	  
Internal	  task	  T3:	  Evaluate	  the	  classifier	  with	  previous	  results	  of	  OF	  and	  MS.	  
	  
Deliverables:	   Dates:	  
 
Project:	  Documentation	   WP	  ref:	  WP5	  
Major	  constituent:	  Documents	   Sheet	  5	  of	  5	  
Short	  description:	  
Create	  the	  different	  documents	  that	  should	  be	  delivered	  to	  throughout	  the	  project.	  
Planned	   start	   date:	  
28/09/2015	  
Planned	   end	   date:	  
07/02/2015	  
Start	  event:	  28/09/2015	  
End	  event:	  10/05/2016	  
Internal	  task	  T1:	  Project	  Proposal	  and	  Work	  Plan	  
Internal	  task	  T2:	  Critical	  Review	  
Internal	  task	  T3:	  Final	  Report	  
Internal	  task	  T4:	  Prepare	  results	  obtained	  for	  the	  final	  report	  
Deliverables:	   Dates:	  
 
The	  most	   serious	   incident	   that	   has	   affected	   to	   the	   initial	   work	   plan,	   has	   been	   in	   the	   package	  
Motion	  Segmentation.	  
The	  idea	  was	  to	  find	  some	  available	  algorithms	  for	  motion	  segmentation,	  run	  and	  compare	  them.	  
The	   issue	  was	  that	  algorithms	  with	   implemented	  code	  were	  not	   for	  motion	  segmentation,	  only	  
for	  image	  segmentation.	  Therefor	  the	  results	  were	  not	  the	  expected.	  
Most	   of	  methods	   for	  motion	   segmentations	  were	   as	   complex	   as	   if	   they	  were	   a	   final	   thesis	   for	  
themselves,	   so	   the	   time	   for	   trying	   to	   understand	   and	   to	   implement	   them	  would	   be	   extremely	  
large.	  	  
Finally,	  it	  was	  decided	  to	  look	  up	  simpler	  methods,	  which	  could	  also	  produce	  adequate	  results	  for	  
this	  project.	  As	  expected,	  time	  spent	  in	  searching,	  understanding	  and	  implement	  some	  of	  these	  
methods	  increased	  and	  delayed	  the	  timing	  planned.	  	  
Other	  change	  in	  the	  initial	  work	  plan	  has	  been	  in	  the	  package	  Pedestrian	  Classification,	  where	  at	  
the	  beginning	  the	  idea	  was	  to	  train	  a	  classifier,	  but	  finally,	  a	  tool	  has	  been	  found	  without	  needing	  
training	  the	  classifier	  with	  satisfactory	  results.	  
Finally,	  in	  the	  package	  Documentation	  have	  been	  added	  a	  task	  about	  preparing	  the	  results	  to	  be	  
shown	  in	  the	  present	  memory.	  	  
	  
WP#	   Task#	   Short	  title	   Milestone	  /	  deliverable	   Date	  (week)	  
1	   	   Project	  Idea	   	   	  
1	   Research	  &	  Investigation	  	   -­‐	   20/09/2015	  
2	   Define	  Project	  Idea	   -­‐	   28/09/2015	  
	   	   	   -­‐	   	  
2	   	   Optical	  Flow	  Calculation	  (OF)	   	   	  
1	   Research	  OF	  algorithms	   -­‐	   09/10/2015	  
2	   Select	  OF	  algorithms	   -­‐	   14/10/2015	  
3	   Research	  OF	  Databases	   -­‐	   14/10/2015	  
4	   Evaluate	  OF	  algorithms	   -­‐	   21/10/2015	  
5	   Select	  suitable	  OF	   -­‐	   22/10/2015	  
	   	   	   	   	  
3	   	   Motion	  Segmentation	  (MS)	   	   	  
1	   Research	  MS	  algorithms	   -­‐	   05/11/2015	  
2	   Select	  MS	  algorithms	   -­‐	   29/11/2015	  
3	   Implement	  some	  MS	  algorithms	   -­‐	   03/01/2016	  
4	   Research	  on	  MS	  Databases	   -­‐	   26/11/2015	  
5	   Evaluate	  MS	  algorithms	   -­‐	   08/01/2016	  
	   6	   Select	  suitable	  MS	   	   13/01/2016	  
	   7	   Test	  MS	  with	  previous	  OF	  results	   -­‐	   15/01/2016	  
	   	   	   	   	  
4	   	   Pedestrian	  Classification	   	   	  
	   1	   Find	  a	  classifier	   -­‐	   20/01/2016	  
	   2	   Modify	   the	   classifier	   to	   adapt	   it	   to	  
the	  segmentation	  outputs	  
	   27/01/2016	  
	   3	   Evaluate	  classifier	   -­‐	   27/02/2016	  
	   4	   Evaluate	  the	  classifier	  with	  previous	  
results	  of	  OF	  and	  MS.	  
-­‐	   16/03/2016	  
	   	   	   	   	  
5	   	   Documentation	   	   	  
	   1	   Project	  Proposal	  and	  Work	  Plan	   PDF	   05/10/2015	  
	   2	   Critical	  Review	   PDF	   01/12/2015	  
	   3	   Final	  Report	  	   PDF	   13/05/2016	  
	   4	   Prepare	   results	   obtained	   for	   the	  
final	  report	  
	   13/05/2016	  
Table	  1:	  Milestones	  list	  
1.2. Deviations	  of	  the	  initial	  plan	  
Two	  of	  the	  most	  popular	  applications	  of	  pedestrian	  detectors	  are	  on	  the	  field	  of	  automatic	  driver	  
assistance,	  and	  for	  surveillance	  systems.	  The	  first	  idea	  was	  to	  focus	  this	  project	  on	  the	  first	  field,	  
using	   images	   captured	   by	   a	   camera	   installed	   in	   a	   conventional	   vehicle	   and	   detect	   pedestrians	  
that	   could	  be	  a	  distraction	   for	   the	  driver.	  Nowadays	  many	  vehicle	  manufacturers	   already	  offer	  
pedestrian	  detection	  systems	  in	  their	  vehicles	  as	  Ford	  [1]	  or	  Honda	  [2].	  	  
So	  finally,	   it	  was	  decided	  to	  opt	  for	  the	  second	  field	  and	  use	  images	  from	  static	  cameras.	  When	  
starting	   to	   analyse	  methods	   of	   segmentation,	   it	   seemed	  more	   feasible	   to	   achieve	   satisfactory	  
results	  in	  a	  faster	  way,	  taking	  into	  account	  the	  limitation	  of	  time	  in	  this	  kind	  of	  projects.	  
Basically,	  it	  has	  been	  changed	  the	  type	  of	  input	  images	  and	  the	  final	  application	  of	  the	  project.	  In	  
any	  case	  have	  been	  changed	  the	  initial	  proposed	  stages	  and	  the	  work	  plan.	  
	  
	  
	   	  
	  2. State	   of	   the	   art	   of	   the	   technology	   used	   or	   applied	   in	   this	  
thesis:	  
As	   pedestrian	   detection	   has	   been	   an	   active	   area	   of	   research	   in	   recent	   years,	   the	   number	   of	  
approaches	  to	  detecting	  pedestrians	  has	  grown	  steadily.	  
This	   type	   of	   detection	   is	   a	   particular	   case	   of	  Object	   detection,	   that	   is	   a	   technology	   related	   to	  
computer	  vision	  and	  image	  processing	  which	  aims	  to	  detect	  and	  localize	  different	  type	  of	  objects	  
such	  as	  faces,	  pedestrians	  itself,	  vehicles,	  etc.	  in	  images	  or	  video	  sequences.	  In	  case	  of	  pedestrian	  
detection,	  the	  goal	  is	  to	  find	  all	  instances	  of	  human	  being	  presence	  in	  an	  image.	  
There	  are	  different	  methodologies	  in	  order	  to	  detect	  objects.	  There	  even	  exist	  detailed	  studies	  on	  
techniques	  and	  their	  performance	  in	  the	  field	  of	  pedestrian	  detection	  [3]	  [4].	  
The	   main	   models	   for	   object	   detection	   are	   feature-­‐based	   object	   detection,	   deformable	   part	  
detectors	  (DPM),	  and	  convolutional	  neural	  networks	  (CNN).	  
Featured-­‐based	   object	   detection.	   These	  methods	   consist	   in	   detecting	   a	   reference	   object	   in	   a	  
scene	   using	   feature	   extraction	   and	   matching.	   Feature	   extraction	   is	   a	   type	   of	   dimensionality	  
reduction	   that	   represents	   interesting	   parts	   of	   an	   image	   as	   a	   compact	   feature	   vector.	   An	   early	  
method	  was	  proposed	  by	  Viola	  and	  Jones	   [5]	  which	  consists	   in	   integrated	  Haar-­‐like	  features	  for	  
fast	  feature	  computation,	  a	  cascade	  structure	  for	  efficient	  detection	  and	  using	  AdaBoost	  [6]	  for	  
automatic	  feature	  selection.	  	  
Important	  performance	  gains	  were	  achieved	  using	  features	  based	  on	  gradient	   information.	  The	  
most	   popular	   gradient-­‐based	   feature	   is	   HOG	   (Histogram	   of	   Oriented	   Gradients)	   that	   was	  
introduced	  by	  Dalal	  and	  Triggs	  [7].	  
Shape	   and	   texture	   are	   other	   visual	   frequent	   used	   features,	   Gavrila	   and	   Philomin	   [8]	   tested	  
different	  template	  matching	  techniques	  to	  detect	  people.	  These	  techniques	  are	  used	  for	  finding	  
small	  parts	  of	  an	  image	  that	  match	  a	  template	  image.	  
Motion	   is	   another	   important	   feature	   for	   human	   detection.	  Motion	   segmentation	   in	   computer	  
vision,	   is	   the	  process	  of	   separating	   regions,	   features	  or	   trajectories	   from	  a	  video	  sequence	   into	  
coherent	  subsets	  of	  space	  and	  time.	  Moving	  objects	  usually	  generate	  different	  flow	  fields	  than	  a	  
static	  background	  and	  static	  objects,	  so	  the	  aim	  is	  to	  decompose	  sequences	  into	  moving	  objects	  
and	  background	  (or	  static	  objects).	  
Deformable	  Part-­‐based	  Models	   (DPM)	   [9].	  DPM	  assumes	  that	  an	  object	   it	   is	  constructed	  by	   its	  
parts,	  therefore	  it	  represents	  objects	  using	  local	  part	  templates	  and	  geometric	  constraints	  on	  the	  
locations	  of	  parts.	  Thus,	  the	  detector	  will	  first	  found	  a	  match	  of	  its	  whole,	  and	  then	  using	  its	  part	  
models	  to	  fine-­‐tune	  the	  result.	  
Convolutional	  Neural	  Networks	  (CNN)	  [10]	  [11]	  [12].	  Deep	  learning	  algorithms	  attempt	  to	  model	  
high-­‐level	   abstractions	   in	   data	   by	   using	  multiple	   processing	   layers.	   For	   large	   amounts	   of	   data,	  
Convolutional	  Neural	  Networks	  are	  used.	  A	  CNN	  is	  composed	  of	  one	  or	  more	  convolutional	  layers	  
(often	  with	  a	  subsampling	  step)	  and	  then	  followed	  by	  one	  or	  more	  fully	  connected	  layers	  on	  top.	  
Usually	  object	  detection	  methods	  use	  a	  pre-­‐processing	  stage	  where	  the	  image	  is	  segmented	  and	  
the	   different	   obtained	   segmentations	   (blobs)	   are	   analysed.	   There	   are	   many	   different	   ways	   to	  
perform	   this	   image	   segmentation,	   including	   thresholding	   methods	   such	   as	   Otsu	   method	   [13]	  
(that	   will	   explained	   on	   the	   following	   chapter),	   colored-­‐based	   segmentation	   such	   as	   K-­‐means	  
Clustering,	  etc.	  
Depending	   on	   the	   basis	   of	   the	   segmentation	   criterion	   used	   in	   the	   algorithm	   it	   can	   be	   broadly	  
classified	  as	  follows:	  
Image	  difference.	  This	  technique	  is	  one	  of	  the	  simplest	  and	  most	  used	  for	  detecting	  changes.	  It	  
consists	   in	   dividing	   into	   two	   segments	   the	   computed	   pixel-­‐by-­‐pixel	   intensity	   difference	   of	   two	  
frames.	  Due	   to	   its	   simplicity	   and	  ability	   to	  deal	  with	  occlusion	  and	  multiple	  motions	  but	   is	   not	  
robust	  to	  noise	  though.	  Examples	  of	  frame	  difference	  techniques	  can	  be	  found	  in	  [14]	  [15].	  
Statistic	   theory.	  Motion	  segmentation	  can	  be	  seen	  as	  a	  classification	  problem	  where	  each	  pixel	  
has	   to	   be	   classified	   as	   background	   or	   foreground.	  
Some	   of	   the	   most	   used	   frameworks	   are	   Maximum	   a	   Posteriori	   (MAP)	   and	   Expectation	   and	  
Maximization	   (EM).	   The	   first	   one	   sustains	   that	   a	   particular	   pixel	   has	   to	   be	   classified	   under	  
predefined	   classes	   (Bayes	   rule).	   EM	   computes	   the	  Maximum	   Likelihood	   (ML)	   estimate	   of	   the	  
model	   parameters	   in	   presence	   of	  missing	   or	   hidden	   data	   and	   decide	   the	  most	   likely	   fit	   of	   the	  
observed	   data.	   For	   example,	   in	   [16]	   a	  MAP	   framework	   is	   used	   to	   combine	  motion	   estimation,	  
segmentation	   and	   super	   resolution.	   Other	   example	   is	   [17]	   where	   the	   interpretations	   of	   scene	  
content	  and	  camera	  position	  are	  improved	  using	  EM.	  
Optical	   flow.	  As	   it	  will	  be	   further	  on	   in	  this	  document,	   the	  optical	   flow	  determines	  the	  relative	  
pixel	  velocity	  of	  points	  within	  an	  image,	  so	  it	  gives	  an	  estimation	  of	  the	  apparent	  motion.	  In	  order	  
to	   increase	   its	   robustness	   to	   occlusion,	   optical	   flow	   is	   generally	   used	   with	   other	   statistical	   or	  
image	  difference	  techniques,	  as	  it	  will	  be	  presented	  in	  the	  current	  project.	  Some	  examples	  of	  this	  
technique	  could	  be	  [18],	  or	  [19]	  that	  uses	  two-­‐dimensional	  feature	  vector	  (image	  brightness	  and	  
optical	  flow	  norm)	  to	  segment	  medical	  images.	  
Wavelets.	  Methods	  based	  in	  wavelets	  analyse	  the	  different	  frequency	  components	  present	  in	  the	  
image	   (edges,	   corners	  and	   smooth	   zones)	   and	   study	  each	  component	  with	  different	   resolution	  
adapting	   them	   to	   its	   scale.	   For	   example	   [20]	   uses	   wavelets	   to	   segment	   texture	   or	   [21]	   uses	  
wavelets	  beside	  other	  techniques	  as	  HOG	  or	  EM	  to	  obtain	  the	  initial	  and	  the	  final	  parameters.	  
Layers.	   This	   approach	   is	   often	   used	   in	   stereo	   vision	   because	   is	   easy	   to	   compute	   the	   depth	  
distance,	  that	  is	  needed	  to	  divide	  the	  images	  into	  different	  layer	  with	  uniform	  motion	  and	  find	  in	  
which	   layer	   the	   object	   or	   part	   of	   the	   image	   is.	   	   In	   [22]	   a	   method	   for	   learning	   a	   layered	  
representation	  of	  the	  scene	  is	  proposed,	  and	  [23]	  propose	  a	  layer	  segmentations	  that	  enables	  the	  
integration	  of	  motion	  over	  time.	  
Factorization.	   Factorization	   techniques	   track	   features	   in	  a	   sequence	  of	   images	  and	   recover	   the	  
shape	   and	  motion.	   The	   authors	   of	   [24]	   proposed	   a	   factorization	   framework	   able	   to	   deal	   with	  
multiple	   objects	   moving	   independently.	   	   Other	   remarkable	   factorization	   approaches	   are	   [25],	  
[26].	  
The	  present	  project	  will	  use	  as	  feature	  the	  motion	  information	  present	  in	  the	  scene.	  In	  order	  to	  
segment	  the	  motion	  information,	  optical	  flow	  besides	  a	  statistical	  method	  will	  be	  used	  in	  order	  to	  
obtain	  a	  best	  performance.	  	  
	   	  
3. Methodology	  
This	  project	  builds	  a	  pedestrian	  detector	  based	  on	  motion	  segmentation.	  Three	  different	  stages	  
have	  been	  determined	   to	  achieve	   this	  project:	  optical	   flow	  computation,	  motion	   segmentation	  
and	  classification.	  
First	  of	  all,	  the	  optical	  flow	  is	  computed	  to	  obtain	  an	  estimation	  of	  the	  apparent	  motion	  present	  
in	   the	   scene.	   All	   similar	   optical	   flow	   vectors	   will	   be	   grouped	   together,	   because	   they	   probably	  
belong	   to	   be	   the	   same	   object.	   Once	   the	   segmentation	   is	   done,	   the	   obtained	   blobs	   will	   be	  
analysed	  by	  introducing	  them	  in	  a	  classifier	  in	  order	  to	  determine	  if	  they	  are	  pedestrians	  or	  not.	  
	  
Figure	  1:	  Flow	  chart	  of	  the	  approach	  
	  
For	   each	   stage,	   several	   methods	   have	   been	   compared	   and	   evaluated	   in	   order	   to	   find	   which	  
method	  would	  potentially	  give	  more	  accurate	  results	  for	  this	  project	  in	  particular.	  
Below	  we	  can	  observe	  different	  methods	  to	  be	  evaluated	  in	  each	  stage:	  
	  
Figure	  2:	  Initial	  blocks	  system	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3.1. Optical	  flow	  
Optical	  flow	  is	  defined	  as	  the	  pattern	  of	  apparent	  motion	  of	  objects,	  surfaces	  and	  edges	  due	  to	  a	  
relative	  motion	  between	  an	  observer	  (an	  eye	  or	  a	  camera)	  and	  the	  scene.	  Therefore	  compute	  the	  
optical	  flow	  will	  allow	  obtaining	  an	  estimate	  of	  the	  motion	  present	  in	  the	  scene.	  Moving	  objects	  
usually	  generate	  different	  flow	  fields	  than	  a	  static	  background	  and	  static	  objects. 	  
The	  optical	  flow	  methods	  try	  to	  calculate	  the	  motion	  between	  two	  image	  frames	  which	  are	  taken	  
at	  times	  t	  and	  (t	  +	  Δt).	  
 
Figure	  3:	  a)	  time	  t1	  b)	  time	  t2	  c)	  optical	  flow	  vectors	  
Source:	  The	  University	  of	  Iowa,	  College	  of	  Engineering	  
A	  pixel	   location	  (x,y,t)	  with	   intensity	  on	  the	  grayscale	   image	  I(x,y,t)	  will	  be	  moved	  by	  Δx	  and	  Δy	  
between	  the	  two	  frames,	  so	  its	  location	  on	  the	  images	  becomes	  (x+Δx,	  y+Δy)	  and	  assuming	  that	  
intensity	  is	  conserved,	  we	  obtain:	  𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥 + ∆𝑥, 𝑦 + ∆𝑦, 𝑡 + ∆𝑡)      	   (3.1.1)	  
	  
This	  assumption	  about	  the	  conservation	  of	  the	  pixels	  intensity	  is	  important	  for	  the	  computation	  
of	  optical	  flow	  vectors	  and	  it	  is	  commonly	  referred	  to	  as	  brightness	  constancy	  constraint.	  
Assuming	   the	  movement	   to	   be	   small,	   first	   order	   approximation	   of	   the	   Taylor	   Series	   expansion	  
leads	  to:	  
𝐼 𝑥 + ∆𝑥, 𝑦 + ∆𝑦, 𝑡 + ∆𝑡 = 𝐼 𝑥, 𝑦, 𝑡 + 𝜕𝐼𝜕𝑥 ∆𝑥 +    𝜕𝐼𝜕𝑦 ∆𝑦 + 𝜕𝐼𝜕𝑡 ∆𝑡	   (3.1.2)	  
The	  pair	  (u,v)	  corresponds	  to	  the	  components	  of	  optical	  flow	  along	  x	  coordinate	  and	  y	  coordinate	  
respectively.	   They	   are	   defined	   as:	   u=dx/dt,	   v=dy/dt.	   Combining	   the	   previous	   equations	   and	  
imposing	   the	   constraint	   dt=1	   for	   consecutive	   frames	   results	   in	   the	   fundamental	   equation	   of	  
optical	  flow:	  	   𝐼!𝑢 + 𝐼!𝑣 + 𝐼! = 0	   (3.1	  3)	  
• Where	  Ix	  denotes	  the	  partial	  x	  coordinate	  derivative	  of	  I(x,y,t)	  
• Where	  Iy	  denotes	  the	  partial	  y	  coordinate	  derivative	  of	  I(x,y,t)	  	  
• Where	  It	  is	  the	  partial	  time	  derivative	  of	  I(x,y,t).	  	  
This	  equation	  can	  be	  also	  expressed	  as:	  ∇𝐼 · 𝑈 + 𝐼! = 0	  	   (3.1.4)	  
• Where	  ∇𝐼=(Ix,Iy)	  denotes	  gradient	  direction	  
• Where	  𝑈=(u,v)t	  denotes	  the	  optical	  flow.	  
This	  equation	  has	  two	  unknown	  components,	  and	  cannot	  be	  solved	  as	  such.	  This	  is	  known	  as	  the	  
aperture	  problem.	  
To	   find	   the	  optical	   flow,	  another	  set	  of	  equations	   is	  needed,	  and	   it	   is	  given	  by	  some	  additional	  
constraint.	   Most	   of	   the	   current	   techniques	   for	   recovering	   optical	   flow,	   add	   the	   spatial	  
smoothness	  constrain	  to	  solve	  the	  aperture	  problem.	  
The	  classical	  optical	  flow	  objective	  function	  in	  its	  spatially	  discrete	  form	  can	  be	  written	  as:	  
𝜌𝐷 𝐼1 𝑖, 𝑗 −    𝐼2 𝑖 + 𝑢𝑖,𝑗, 𝑗 + 𝑣𝑖,𝑗𝑖,𝑗+ 𝜆 𝜌𝑆 𝑢𝑖,𝑗 − 𝑢𝑖+1,𝑗 + 𝜌𝑆 𝑢𝑖,𝑗 − 𝑢𝑖,𝑗+1+ 𝜌𝑆 𝑣𝑖,𝑗 − 𝑣𝑖+1,𝑗 + 𝜌𝑆 𝑣𝑖,𝑗 − 𝑣𝑖,𝑗+1 	  
	  
	  
(3.1.5)	  
	  
• Where	  λ	  is	  a	  regularization	  parameter	  that	  determines	  the	  amount	  of	  desired	  smoothing,	  	  
• Where	  ρD	  and	  ρS	  are	  data	  and	  spatial	  penalty	  functions.	  These	  parameters	  are	  used	  for	  
solving	  constrained	  optimization	  problems.	  
	  
To	   accomplish	   the	   first	   stage	   about	   optical	   flow	   computation,	   three	  methods	   have	  been	  used:	  
Horn	  and	  Schunck	  [27],	  Black	  and	  Anandan	  [28],	  and	  a	  variation	  of	  the	  original	  Horn	  and	  Schunck	  
that	  will	  be	  called	  Classical+NL.	  These	  methods	  have	  been	  implemented	  by	  Sun,	  D.,	  Roth,	  S	  and	  
Back	  M.J	  [29],	  whose	  software	  is	  available	  for	  research	  purposes.	  	  
The	  first	  method	  to	  be	  evaluated,	  Horn	  and	  Schunk	  [27],	  tries	  to	  minimize	  distortions	  in	  flow	  and	  
prefers	   solutions	   that	   show	   more	   smoothness.	   	   This	   method	   considers	   the	   quadratic	   penalty	  𝜌 𝑥 = 𝑥!  that	  is	  not	  robust	  to	  outliers	  caused	  by	  reflection,	  occlusion,	  motion	  boundaries,	  etc.	  	  
The	  second	  method,	  Black	  and	  Anandan	  [28]	  introduced	  a	  robust	  estimation	  framework	  to	  deal	  
with	  such	  outliers,	  but	  did	  not	  attempt	  to	  model	  the	  true	  statistics	  of	  brightness	  constancy	  errors	  
and	  flow	  derivatives.	  It	  uses	  the	  Lorentzian	  penalty:	  	  𝑝 𝑥 = log 1 + !!!!! 	  
Finally,	  an	  algorithm	  named	  as	  “Classical+NL”	  is	  defined	  in	  [29],	  which	  is	  a	  direct	  descendant	  of	  
the	  original	  HS	  formulation,	  which	  uses	  a	  non-­‐local	  spatial	  term	  to	  robustly	  integrate	  information	  
over	  a	  large	  spatial	  neighbourhood.	  
The	  authors	  found	  that	  applying	  a	  median	  filter	  to	  remove	  noise	  in	  the	  flow	  after	  every	  warping	  is	  
a	   key	   to	   improving	   accuracy	   but	   that	   also	   increases	   the	   energy	   on	   the	   final	   result.	   They	  
formulated	  a	  new	  non-­‐local	  term	  that	   is	  added	  to	  the	  classical	  optical	   flow	  objective.	  This	  term	  
goes	   beyond	   standard	   local	   smoothness	   to	   robustly	   integrate	   information	   over	   large	   spatial	  
neighbourhoods.	   Minimizing	   this	   new	   energy	   approximates	   the	   original	   optimization	   with	   the	  
median	  filtering	  step.	  
By	   incorporating	   image	  structure	  and	   flow	  boundaries	   into	  a	  weighted	  version	  of	   the	  non-­‐local	  
term	  prevent	  over-­‐smoothing	   across	  boundaries.	  At	   the	   time	  of	   publication	   (March	  2010),	   this	  
algorithm	  ranks	  1st	  in	  the	  Middlebury	  evaluation	  1	  
	  
3.2. Segmentation	  
The	  purpose	  of	  this	  stage	  is	  to	  divide	  the	  previous	  computed	  flow	  vectors	  into	  moving	  objects	  or	  
background	  (or	  static	  objects).	  Once	  the	  segmentation	  is	  done,	  resulting	  segments	  (blobs)	  will	  be	  
filtered	  based	  on	  their	  size.	  Any	  blobs	  below	  certain	  size	  limit	  are	  discarded,	  since	  small	  blobs	  are	  
associated	  with	  noise.	  
All	   segmentation	   methods	   that	   have	   been	   tested	   in	   this	   stage	   are	   based	   in	   an	   iterative	  
segmentation	  using	  thresholding.	  Specifically,	  they	  are	  based	  on	  the	  Otsu	  method	  [13],	  which	  will	  
be	  detailed	  below.	  
3.2.1. Single	  Otsu	  Method	  
The	  first	  approximation	  is	  the	  Single	  Otsu	  Method.	  This	  algorithm	  assumes	  that	  an	  input	  image	  
with	   L	   grey	   levels	   contains	   two	   classes	   of	   pixels	   (background	   and	   objects).	   The	   idea	   is	   to	  
dichotomize	   the	  pixels	   into	   classes	  C0	  and	  C1	  by	   a	   threshold	  at	   level	   k,	  where	  C0	  denotes	  pixels	  
with	  levels	  [1	  to	  k]	  and	  C1	  with	  levels	  [k+1	  to	  L].	  	  
For	  each	  possible	  threshold,	  it	  calculates	  the	  probabilities	  of	  class	  occurrence	  (𝑤!,  𝑤!),	  the	  class	  
means	  (𝜇!,  𝜇!)	  and	  the	  class	  variances	  (𝜇!,  𝜇!):	  
𝑤! =   𝑃 𝐶! = 𝑝!                𝑤! =   𝑃 𝐶! = 𝑝!!!!!!!
!
!!! 	   	  	  	  	  (3.2.1.1)	  𝜇! =    𝑖 · 𝑝!𝑤!!!!!                       𝜇! =    𝑖 · 𝑝!𝑤!
!
!!!!! 	   (3.2.1.2)	  𝜎!! =    (𝑖 − 𝑤!)! 𝑝!𝑤!!!!!                   𝜎!! =    (𝑖 − 𝑤!)! 𝑝!𝑤!!!!!!! 	   (3.2.1.3)	  
	  
The	  variance	  between	  classes	  and	  within	  classes	  can	  be	  defined	  as	  follows:	  𝜎𝑊2 = 𝑤0𝜎02 +   𝑤1𝜎12	   (3.2.1.4)	  𝜎𝐵2 = 𝑤0 𝜇0 − 𝜇𝑇 2 +   𝑤1 𝜇1 −   𝜇𝑇 2	   (3.2.1.5)	  
Where	  𝜇! 	  is	  the	  total	  mean	  level	  of	  the	  original	  picture.	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Finally,	   the	  threshold	  that	  maximizes	  the	  variance	  between	  classes	   (inter-­‐class	  variance)	  will	  be	  
taken	  as	  the	  optimal	  threshold.	  𝜎!! 𝑘∗ = max!!!!! 𝜎!! (𝑘)	   (3.2.1.6)	  
	  
3.2.2. Multi	  Otsu	  Method	  
The	  extension	  of	  this	  method	  to	  a	  multi-­‐level	  thresholding	  is	  referred	  to	  as	  Multi	  Otsu	  Method.	  
This	  algorithm	  follows	  the	  previous	  principle	  and	  uses	  search-­‐based	  optimization	  of	  the	  criterion	  
Otsu	  to	  find	  the	  N	  thresholds.	  Then,	  we	  can	  use	  these	  N	  thresholds	  to	  convert	  the	  image	  into	  an	  
image	  with	  N+1	  discrete	  levels.	  
In	  Matlab	  there	  is	  a	  built-­‐in	  function	  2	  in	  Image	  Processing	  Toolbox	  which	  implements	  Single	  and	  
Multiple	  Otsu	  methods:	  thresh	  =	  multithresh(A,N)	  	  
• Where	   A	   is	   the	   image	   to	   be	   thresholded.	   In	   this	   case	   is	   the	   normalization	   of	   the	  
magnitude	  of	  the	  optical	  flow.	  
• Where	  N	  is	  the	  number	  of	  threshold	  values.	  For	  the	  first	  method	  N	  will	  be	  1,	  and	  for	  the	  
second	  N=2	  and	  N=4	  have	  been	  used.	  
• Where	  the	  output	  thresh	   is	  a	  1-­‐by-­‐N	  vector	  containing	  N	  threshold	  values.	  Then	  we	  use	  
this	  outputs	  as	  an	   input	  argument	   to	  convert	   image	  A	   into	  an	   image	  with	  N+1	  discrete	  
levels.	  
	  
3.2.3. Novel	  Automatic	  Motion	  Segmentation	  Method	  
The	  third	  method	  is	  an	  adaptation	  of	  Single	  Otsu	  Method	  that	  has	  been	  implemented	  following	  
the	   idea	  of	   a	  paper	  named	  A	  Novel	  Automatic	  Motion	   Segmentation	  Method	  based	  on	  Optical	  
Flow	  [30].	  	  
It	  computes	  the	  maximal	  and	  the	  minimal	  values	  of	  the	  optical	  flow	  magnitude	  to	  generate	  the	  L-­‐
1	  thresholds,	  and	  for	  each	  level,	  the	  image	  is	  segmented	  into	  the	  classes	  C0	  and	  C1.	  
The	   probabilities,	   the	  means	   and	   the	   variances	   have	   been	   computed	   for	   each	   level	   but	   in	   this	  
case,	   the	  definition	  of	  σ2w	   and	  σ2B	  has	   the	  direction	  and	   the	  magnitude	  of	  motion	   vectors	   into	  
consideration	  at	  the	  same	  time:	  
𝜎!! = 𝐷!(𝒗,𝝁!)!∈!! 𝑛!          𝜎!! = 𝐷!(𝒗,𝝁!)!∈!! 𝑛! 	   (3.2.3.1)	  	  
• Where	  v	  is	  the	  motion	  vector	  represented	  as	  a	  complex	  number	  (v=u+i·∙v)	  
• Where	  n0	  and	  n1	  are	  the	  number	  of	  vectors	  which	  belong	  to	  C0	  and	  C1	  respectively	  
• Where	  D	  is	  the	  Euclidean	  distance	  between	  the	  vectors	  (𝒗,𝝁!)  and	  (𝒗,𝝁!).	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  http://es.mathworks.com/help/images/ref/multithresh.html	  
In	  this	  case,	  the	  variance	  between	  classes	  and	  within	  classes	  can	  be	  defined	  as	  follows:	  𝝈𝑊2 = 𝑤0𝝈02 +   𝑤1𝝈12	   (3.2.3.2)	  𝜎𝐵2 = 𝑤0𝐷! 𝜇0, 𝜇𝑇 +   𝑤1𝐷! 𝜇1, 𝜇𝑇 	   (3.2.3.3)	  
The	  aim	  is	  also	  to	  find	  the	  most	  suitable	  threshold	  that	  maximizes	  the	  differences	  between	  the	  
two	  classes.	  	  
	  
3.2.4. Modified	  Novel	  Automatic	  Motion	  Segmentation	  Method	  
The	  last	  method	  has	  been	  created	  following	  the	  idea	  of	  the	  previous	  method	  but	  with	  adding	  a	  
variation	  that	  will	  improve	  the	  obtained	  results	  as	  shown	  in	  section	  4	  (Results).	  
In	   this	   case,	   instead	  of	   select	   only	   the	  optimal	   threshold,	   the	   ‘K’	   better	   thresholds	   (which	   give	  
maximum	   values	   between-­‐classes	   variances)	   are	   taken	   into	   consideration.	   Then,	   the	   lower	   is	  
selected,	   since	   it	   is	   less	   restrictive.	   Finally,	   the	   image	   is	   segmented	   using	   this	   “lower-­‐optimal-­‐
threshold”.	  
After	   doing	   some	   tests,	   the	  most	   advisable	   (as	   it	   will	   be	   also	   shown	   in	   section	   4)	   is	   to	   select	  
K=30%	  of	  L	  inputs	  levels.	  For	  example,	  if	  L=10,	  K	  will	  be	  3.	  
The	  following	  examples	  will	  help	  to	  understand	  better	  how	  the	  method	  works	  and	  which	  would	  
be	  the	  “lower-­‐optimal-­‐thresholds”	  selected	  in	  each	  case:	  
	  
• Whereas	   sorted	   thresholds	   according	   its	   maximum	   variance	   between	   classes	   are:	  
3,2,4,1,6,8,9.	  	  
• The	  program	  will	  select	  K	  best	  ones,	  so	  in	  this	  case	  3,	  2,	  4.	  	  
• Taking	  the	  lower	  of	  these,	  the	  optimal	  threshold	  selected	  in	  order	  to	  segment	  the	  image	  
will	  be	  2.	  
	  
	  
Figure	  4:	  First	  example	  of	  three	  best	  thresholds	  and	  the	  selected	  
	  
	  
Thr= 3 Thr= 2 Thr= 4 Final Seg. Thr= 2
Following	  picture	  represents	  a	  second	  example,	  in	  which	  the	  sorted	  thresholds	  are:	  3,	  4,	  5,	  6,	  2,	  
7,	  8,	  9.	  The	  optimal	  threshold	  will	  be	  3.	  
	  
Figure	  5:	  Second	  example	  of	  three	  best	  thresholds	  and	  the	  selected	  
	  
The	   implemented	   method	   is	   capable	   of	   executing	   the	   two	   above	   methods	   (3.3.3	   and	   3.3.4)	  
depending	  on	  the	  input	  parameter:	  if	  the	  user	  inputs	  K=1,	  the	  third	  method	  will	  be	  executed	  (just	  
selecting	  the	  optimal	  threshold).	  Otherwise,	  when	  user	  inputs	  any	  K	  (K<L),	  the	  method	  will	  select	  
the	  best	  K	  thresholds,	  and	  finally,	  if	  the	  user	  does	  not	  input	  any	  K,	  the	  method	  will	  compute	  the	  
30%	  of	  the	  L	  inputs	  levels.	  
	  
>>	  sgf	  =	  paper_levels_adapt(flow,L,1);	  %to	  execute	  the	  third	  method	  
>>	  sgf	  =	  paper_levels_adapt(flow,L,K);	  %to	  select	  K	  thresholds	  
>>	  sgf	  =	  paper_levels_adapt(flow,L);	  	  	  %to	  select	  30%	  of	  L	  
Figure	  6:	  Commands	  to	  execute	  some	  methods	  
3.3. Classification	  
As	  mentioned	  before,	  the	  main	  goal	  of	  this	  project	   is	  to	  detect	  and	  segment	  moving	  objects	  on	  
video	  sequences,	  so	  the	  idea	  was	  not	  to	  implement	  a	  classifier	  but	  to	  use	  an	  existing	  tool	  in	  order	  
to	   verify	   if	   these	   moving	   objects	   detected	   and	   segmented	   are	   pedestrians,	   vehicles	   or	  
unsuccessful	  detections.	  
For	  this	  purpose	  a	  tool	  called	  SegNet	  3	  has	  been	  used.	  It	  is	  a	  deep	  encoder-­‐decoder	  architecture	  
for	  multi-­‐class	  pixel-­‐wise	  segmentation,	  researched	  and	  developed	  by	  members	  of	  the	  Computer	  
Vision	  and	  Robotics	  Group	  at	  the	  University	  of	  Cambridge,	  UK.	  
SegNet	  is	  trained	  to	  classify	  each	  pixel	  of	  an	  urban	  street	  image	  to	  be	  one	  of	  these	  twelve	  classes:	  
sky,	  building,	  pole,	   road	  marking,	   road,	  pavement,	   tree,	   sign	   symbol,	   fence,	  vehicle,	  pedestrian	  
and	  bike.	   The	  main	  objective	  of	   the	   current	  project	  has	  been	   to	  differentiate	  between	  vehicle,	  
pedestrian	  or	  others	  as	  the	  final	  output	  of	  our	  segmentation.	  	  
Furthermore,	  SegNet	   provides	   an	  online	   resource	   that	   allows	  uploading	  our	  own	   image,	   and	   it	  
returns	   a	   coloured	   image	   where	   each	   colour	   belongs	   to	   a	   class.	   Using	   this,	   horizontal	   images	  
cannot	   be	   used	   since	   the	   output	   is	   automatically	   resized	   and	   has	   always	   a	   constant	   size	   of	  
640x480	  pixels.	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Thr= 3 Thr= 4 Thr= 5 Final Seg. Thr= 3
	  
Figure	  7:	  Example	  of	  SegNet	  showing	  an	  output	  with	  constant	  size	  
 
This	  software	  implementation	  is	  based	  on	  Caffe4,	  which	  is	  a	  deep	  learning	  framework	  made	  with	  
expression,	   speed	  and	  modularity	   in	  mind.	   It	   is	  developed	  by	   the	  Berkeley	  Vision	  and	  Learning	  
Centre	   and	   by	   community	   contributors	   [31].	   The	   implementation	   of	   SegNet	   can	   be	   found	   in	   a	  
GitHub	   repository	   [32]	   and	   has	   been	   used	   in	   order	   to	  modify	   the	   code	   and	   obtain	   other	   size	  
outputs.	  
	  
In	  order	  to	  know	  to	  which	  class	  belongs	  each	  segmented	  object,	  the	  entire	  image	  has	  been	  used	  
since	  just	  using	  the	  segmented	  crops,	  SegNet	  tool	  does	  not	  work	  properly.	  
Once	  the	  output	  given	  by	  SegNet	  has	  been	  cropped	  using	  the	  bounding	  boxes	  obtained	  with	  the	  
segmentation	  method,	   the	  class	   to	  which	  belongs	  each	  crop	  can	  be	  determinate	  depending	  on	  
the	   value	   of	   the	   majority	   of	   its	   pixels.	   Depending	   on	   the	   belonging	   class,	   the	   bonding	   box	   is	  
coloured	  with	  blue	  (vehicle),	  red	  (pedestrian)	  or	  yellow	  (others).	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  
	  
Figure	  8:	  a)	  SegNet	  output	  b)	  Bounding	  box	  of	  the	  segmented	  object	  c)	  Blob	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4. Results	  
This	   section	   includes	   the	   different	   assessment	   measures	   to	   justify	   the	   selection	   between	  
different	  methods	  introduced	  in	  the	  previous	  section.	  Furthermore,	  it	  shows	  the	  obtained	  results	  
in	  each	  stage	  as	  well	  as	  the	  final	  results	  for	  the	  whole	  system.	  
All	  the	  experiments	  have	  been	  run	  over	  an	  OS	  X	  computer	  with	  next	  characteristics:	  	  	  -­‐ Processor:	  2,5	  GHz	  Intel	  Core	  i5	  -­‐ Memory	  4	  GB	  1600	  MHz	  DDR3	  
Before	  start	  showing	  different	  measures	  and	  results,	  it	  is	  important	  to	  introduce	  another	  concept	  
that	  is	  necessary	  to	  obtain	  results	  and	  evaluate	  them:	  Image	  Datasets.	  
	  
4.1. Image	  Datasets	  
A	  dataset	   is	   a	   collection	  of	  data	   for	   a	   specific	  purpose	   that	   also	   contains	   some	  documentation	  
that	  supports	  its	  use	  or	  analysis.	  It	  is	  a	  very	  important	  element	  in	  this	  kind	  of	  projects	  because	  it	  
helps	  to	  perform	  and	  evaluate	  the	  system	  and	  its	  methods.	  
There	  are	  several	  public	  databases	  available.	  Particularly	  for	  pedestrian	  detection	  it	  can	  be	  found	  
person	   datasets	   containing	   static	   people	   in	   a	   wide	   range	   of	   different	   poses,	   and	   pedestrian	  
datasets	  containing	  people	  walking.	  	  
The	   issue	   is	   that	  most	  of	  pedestrian	  datasets	   contains	   single	   images,	  not	   sequences	  of	  walking	  
pedestrians.	  For	  this	  project	  at	  least	  two	  consecutive	  images	  are	  needed,	  in	  order	  to	  compute	  the	  
motion	   between	   them.	   For	   this	   reason,	   some	   sequences	   of	   walking	   pedestrians	   in	   different	  
scenarios	  have	  been	  recorded.	  
In	   many	   cases	   the	   effect	   of	   image	   processing	   algorithms	   cannot	   be	   evaluated	   by	   device	   or	  
existing	  objective	  indicators,	  therefore	  it	   is	  necessary	  to	  add	  an	  element	  that	  helps	  to	  do	  it:	  the	  
ground	   truth.	   This	   element	   is	   usually	   part	   of	   the	   dataset	   and	   it	   consists	   in	   images	   with	   real	  
measurements	  often	  generated	  manually	  by	  human	  experts	  in	  the	  corresponding	  fields.	  
For	  each	  stage	  it	  has	  been	  precise	  to	  find	  or	  create	  specific	  datasets,	  which	  include	  ground-­‐truth	  
images	  in	  order	  to	  be	  able	  to	  evaluate	  the	  obtained	  results.	  
4.1.1. Optical	  Flow	  Dataset	  
• Vision	   Middlebury	   Optical	   Flow	   Dataset	   [33].	   This	   dataset	   contains	   at	   least	   two	  
consecutive	   images	  with	  different	  content	  as	  objects	  with	  hidden	  texture	  and	  synthetic	  
images.	   Only	   some	   of	   them	   include	   ground	   truth	   of	   its	   optical	   flow.	  	  
None	  of	  this	   images	  with	  ground	  truth	  includes	  persons,	  so	  in	  this	  stage,	  the	  evaluation	  
of	  the	  methods	  has	  not	  been	  performed	  with	  walking	  pedestrians.	  
	  
	  
	  	   	  
	  
	  
	   	  
	  
Figure	  9:	  Examples	  of	  images	  and	  its	  ground	  truth	  flow	  from	  Middlebury	  dataset	  
The	  flow	  ground	  truth	  is	  coloured	  following	  next	  colouring	  code.	  Where	  different	  colours	  mean	  
the	  flow	  vector	  directions	  and	  saturation	  means	  the	  magnitude.	  
	   	   	  
Figure	  10:	  a)	  colouring	  code	  b)	  optical	  flow	  c)	  optical	  flow	  coloured	  
 
4.1.2. Image	  Segmentation	  Dataset	  	  
• Berkeley	  Motion	  Segmentation	  Dataset	   (BMS-­‐26)	   [34].	  This	  dataset	  consists	  of	  26	  video	  
sequences	   with	   pixel-­‐accurate	   segmentation	   annotation	   of	   moving	   objects.	   Freiburg-­‐
Berkeley	   Motion	   Segmentation	   Dataset	   (FBMS-­‐59)	   [35]	   is	   an	   extension	   of	   the	   BMS	  
dataset	  with	  33	  additional	  video	  sequences.	  	  
	   	   	  
	   	   	  
Figure	  11:	  Examples	  of	  images	  and	  its	  ground	  truth	  segmentations	  from	  BMS-­‐26	  dataset	  
• Personal	  Dataset.	  This	  dataset	  contains	  only	  walking	  pedestrians	  sequences	   in	  different	  
scenarios	  and	  situations.	  Due	  to	  the	  previous	  dataset	  including	  few	  sequences	  containing	  
pedestrian	   it	  has	  been	  necessary	   to	  use	  some	  of	   the	  recorded	  videos	  to	  create	  an	  own	  
dataset.	   A	   processing	   images	   tool	   has	   been	   used	   in	   order	   to	   segment	  moving	   objects	  
appearing	  in	  the	  scenes	  to	  be	  used	  as	  ground	  truth.	  
	   	   	   	  
	   	   	   	  
Figure	  12:	  Examples	  of	  images	  and	  its	  ground	  truth	  segmentations	  from	  Personal	  dataset	  
	  
4.2. Optical	  Flow	  	  
In	  order	   to	  evaluate	  optical	   flow	   results	   two	  error	  metrics	  have	  been	  computed:	  Angular	  Error	  
(AE)	  and	  Flow	  endpoint	  Error	  (EP).	  
The	   first	  one	   is	   the	  most	   common	  used	  measure	   to	  performance	   the	  optical	   flow.	  The	  angular	  
error	  between	  two	  flows	  (u0,	  v0)	  and	  (u1,	  v1)	  is	  the	  angle	  in	  3D	  space	  between	  (u0,	  v0,	  1)	  and	  (u1,	  v1,	  
1).	  In	  this	  case,	  (u0,	  v0)	  will	  be	  the	  estimated	  flow	  (u,v)	  and	  (u1,v1)	  will	  be	  the	  grown-­‐truth	  flow	  (ugt,	  
vgt).	  
The	  angular	  error	   is	  computed	  normalizing	   the	  vectors,	   taking	   the	  dot	  product	  and	   then	   taking	  
the	  inverse	  cosine	  of	  their	  dot	  product:	  
𝐴𝐸 = acos 𝑢!" , 𝑣!" , 1 · 𝑢!" , 𝑣!" , 1𝑢!"! + 𝑣!"! + 1 · 𝑢! + 𝑣! + 1 	  
	  
(4.2.1)	  
	  
The	  error	  in	  flow	  endpoint	  is	  an	  absolute	  error,	  defined	  by:	  	  
𝐸𝑃 = (𝑢 − 𝑢!")! + (𝑣 − 𝑣!")!	   (4.2.2)	  
	  
In	   order	   to	   evaluate	   the	   different	   optical	   flows	  methods	   used,	   it	   has	   been	   taken	   into	   account	  
both:	  the	  parameters	  outlined	  above	  and	  the	  runtime.	  	  
As	  a	  reminder,	  the	  methods	  to	  be	  compared	  in	  this	  case	  are:	  
-­‐ Horn	  Shünck	  (HS)	  	  	  
-­‐ Black	  and	  Anandan	  (BA)	  
-­‐ Classical+NL	  (CL+NL=¡)	  
	  
Table	  2:	  Optical	  flow	  evaluation	  
	  
Graphics	  shows	  that	  the	  method	  that	  provides	  better	  results	  when	  giving	  less	  angular	  error	  (2,67)	  
a	  minor	  endpoint	  error	  (0,22)	  and	  even	  less	  running	  time	  (50,13s)	  is	  the	  Classical+NL.	  Therefore	  
this	  has	  been	  the	  selected	  method	  for	  the	  optical	  flow	  computation.	  
Some	  of	  the	  results	  of	  the	  optical	  flow	  computation	  with	  the	  selected	  method	  are:	  
	  
	   	   	  
	   	   	  
Figure	  13:	  Up)	  original	  images,	  down)	  optical	  flow	  computed	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4.3. Segmentation	  Results	  
In	  order	  to	  evaluate	  the	  results	  obtained	  from	  different	  segmentation	  methods,	  first	  of	  all	  it	  has	  
been	  computed	  the	  precision	  and	  the	  recall	  for	  each	  segmentation,	  comparing	  it	  with	  grounded-­‐
truth	  segmentation	  images.	  
Precision	   is	   the	   ratio	   of	   instances	   retrieved	   that	   are	   relevant	   to	   the	   total	   number	   of	   relevant	  
results,	   while	   recall	   is	   the	   fraction	   of	   relevant	   instances	   retrieved	   to	   the	   total	   number	   of	  
irrelevant	  and	  relevant	  instances	  retrieved.	  
	   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =    𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒	   (4.2.1)	  	  
	  𝑅𝑒𝑐𝑎𝑙𝑙 =    𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒	  
	  
(4.2.2)	  
	  
Where	  True	  Positive	  (TP)	  are	  the	  number	  of	  items	  correctly	  labelled	  as	  belonging	  to	  the	  positive	  
class;	  False	  Positive	  (FP)	  are	  items	  incorrectly	  labelled	  as	  belonging	  to	  the	  class	  and	  finally	  False	  
Negative	   (FN),	  which	   are	   items	  which	  were	   not	   labelled	   as	   belonging	   to	   the	   positive	   class	   but	  
should	  have	  been.	  	  
	  
	  
Figure	  14:	  Precision	  and	  recall	  explanation	  
Source:	  Wikipedia.org	  
	  
In	  this	  case,	  the	  TP	  are	  the	  pixels	  segmented	  correctly,	  it	  means	  that	  have	  the	  same	  value	  as	  the	  
segmented	  objects	   in	  the	  ground	  truth	   image.	  FP	  are	  segmented	  pixels	  but	  they	  should	  not	  be,	  
because	  in	  the	  ground	  truth	  image	  they	  belong	  to	  the	  background.	  Finally,	  the	  FN	  the	  pixels	  that	  
should	  be	  segmented	  according	  to	  the	  ground	  truth,	  and	  they	  are	  not.	  
We	  have	  considered	  more	  significant	  the	  use	  of	  F-­‐measure,	  because	  it	  considers	  both	  the	  
precision	  and	  the	  recall	  to	  compute	  the	  score.	  It	  can	  be	  interpreted	  as	  a	  weighted	  average	  of	  the	  
precision	  and	  recall,	  where	  a	  score	  reaches	  its	  best	  value	  at	  1	  and	  worst	  at	  0.	   
𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ·    𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙	   (4.2.3)	  	  
Before	  comparing	  all	  segmentation	  methods,	  several	  tests	  have	  been	  made	  to	  the	  last	  method	  of	  
segmentation	  explained.	  The	   idea	   is	   to	  compare	  the	  method	  results	  using	  as	   inputs	   levels	  L=10	  
and	  increase	  the	  value	  of	  K,	  which	  corresponds	  to	  the	  number	  of	  selected	  thresholds,	  in	  order	  to	  
find	  the	  optimal	  one.	  
	  
Table	  3:	  Comparison	  of	  increasing	  the	  value	  of	  K	  in	  segmentation	  method	  3.3.4	  
 
The	  line	  graph	  shows	  that	  for	  L=10	  input	  levels,	  the	  best	  option	  is	  to	  select	  K=3.	  So	  for	  the	  final	  
method,	   if	   the	   user	   does	   not	   indicate	   the	   opposite,	   this	  method	  will	   automatically	   select	   as	   K	  
value,	  the	  30%	  of	  the	  input	  levels.	  
	  
The	  methods	  compared	  in	  this	  stage	  are:	  
-­‐ Single	  Otsu	  Method	  (SOM)	  
-­‐ Multiple	  Otsu	  Method	  (MOM)	  using	  N=2	  levels	  
-­‐ Multiple	  Otsu	  Method	  (MOM)	  using	  N=4	  levels	  
-­‐ Novel	  Automatic	  Motion	  Segmentation	  Method,	  that	  has	  by	  definition	  K=1	  level	  	  (Paper)	  
-­‐ Modified	   Novel	   Automatic	  Motion	   Segmentation	  Method	  with	   K=30%	   of	   L	   input	   levels	  
(named	  paper_levels_adapt	  K=3)	  
	  
All	  methods	  have	  been	  compared	  by	  his	  F-­‐measures,	  computed	  for	  a	  total	  of	  25	  motion	  vectors	  
of	  different	  types	  of	  content:	  vehicles,	  animals	  and	  pedestrians.	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Observing	  the	  next	  graph,	  it	  can	  be	  determined	  that	  the	  methods	  that	  provide	  the	  best	  better	  F-­‐
measure	   is	  Single	  Otsu	  Method	  with	  a	  measure	  of	  0,73.	  The	   following	  methods	  have	   the	   same	  
value:	  0,719,	  and	  Paper	  and	  paper_levels_adapt.	  
	  
	  
Table	  4:	  Evaluation	  of	  segmentation	  methods	  using	  all	  type	  of	  images	  
	  
When	   focusing	   only	   in	   sequences	   with	   moving	   pedestrians,	   can	   be	   concluded	   that	   the	   most	  
successful	   is	   the	  paper_levels_adapt	  method,	  obtaining	  a	  F-­‐measure	  value	  of	  0,82	  as	   it	   can	  be	  
seen	  below.	  Therefore	  this	  will	  be	  the	  selected	  one	  for	  the	  “segmentation	  stage”.	  
	  
	  
Table	  5:	  Evaluation	  of	  segmentation	  methods	  using	  only	  images	  of	  pedestrians	  
 
Regarding	  runtime	  results	  about	  segmentation	  methods	  evaluated,	  all	  of	  them	  are	  very	  fast,	  with	  
sub-­‐second	  runtimes.	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Below	  can	  be	  seen	  some	  of	  the	  results	  obtained	  using	  the	  selected	  segmentation	  method.	  Where	  
the	  first	  column	  are	  the	  optical	  flows	  to	  be	  segmented,	  the	  second	  one	  are	  the	  ground-­‐truth,	  the	  
third	  the	  computed	  segmentation	  and	  finally	  the	  last	  column,	  contains	  the	  resulting	  crops.	  
	  
	   	   	  
	  	  	   	  
	   	   	  
	  
	   	   	   	  
Figure	  15:	  a)	  optical	  flow	  b)	  segmented	  ground-­‐truth	  c)	  segmentation	  d)	  crops	  
F-­‐measures	  from	  top-­‐down:	  0.7987,	  0.9057,	  0.7527	  
 
4.4. Classification	  Results	  
Regarding	   to	   effectiveness	   of	   the	   SegNet	   classifier,	   it	   has	   been	   taken	   into	   account	   the	   objects	  
correctly	  and	  wrongly	  identified.	  
From	   a	   total	   of	   33	   objects	   of	   different	   images,	   27	   have	   been	   correctly	   identified	   with	   its	  
belonging	  class.	  So,	  in	  this	  case,	  this	  tool	  has	  81,81%	  of	  success	  when	  using	  all	  type	  of	  images.	  
When	   using	   only	   pedestrian	   images,	   from	   22	   pedestrians	   present	   in	   different	   images	   SegNet	  
classifies	  correctly	  18	  of	  them,	  therefore,	  it	   is	  able	  to	  classify	  an	  object	  as	  pedestrian	  in	  most	  of	  
the	  cases.	  	  
Below	  it	  can	  be	  seen	  an	  example	  of	  a	  classification	  performed	  correctly	  and	  other	  incorrectly	  in	  
the	   same	   image	  when	   classifying	   pedestrians.	   SegNet	   determines	   that	   pedestrian	   on	   the	   right	  
side	  is	  not	  a	  pedestrian	  (in	  this	  case	  is	  half	  pedestrian,	  half	  building),	  so	  the	  final	  output	  will	  be	  
coloured	  in	  yellow	  as	  “others”.	  However,	  the	  pedestrian	  on	  the	  left	  side	  is	  correctly	  classified	  as	  
pedestrian.	  
	  
	   	   	  
	  
Figure	  16:	  Example	  of	  SegNet	  classification	  	  
a)	  SegNet	  ouput	  b)	  bounding	  boxes	  c)	  classification	  
	  
The	  next	  figure	  represents	  some	  other	  outputs	  that	  have	  been	  obtained,	  depending	  on	  the	  class	  
determined	  by	  the	  classifier,	  the	  bonding	  box	   is	  coloured	  with	  blue	  (vehicle),	  yellow	  (others)	  or	  
red	  (pedestrian).	  
	  
	   	   	  
	   	   	  
Figure	  17:	  Example	  of	  classification	  results	  
	  
As	  it	  can	  be	  observe,	  in	  the	  first	   image,	  the	  system	  only	  segments	  the	  car	  on	  the	  right	  side,	  but	  
SegNet	   identifies	   that	   on	   the	   left	   side	   there	   is	   another	   car,	   so	   in	   this,	   in	   order	   to	   evaluate	   the	  
classifier,	  they	  have	  been	  counted	  has	  two	  hits.	  
	  
4.5. System	  Results	  
After	  evaluating	  the	  different	  methods	  and	  choosing	  the	  most	  appropriate	  for	  each	  stage,	  it	  can	  
be	  seen	  that	  finally	  the	  entire	  system	  is	  composed	  by	  the	  next	  methods:	  
	  
Figure	  18:	  Final	  scheme	  blocks	  with	  selected	  methods	  
	  
In	  order	   to	  evaluate	   the	  effectiveness	  of	   the	  system	  the	   following	  parameters	  have	  been	  used:	  
precision,	  recall	  and	  F-­‐measure.	  
As	   it	   has	   been	   seen	   before,	   these	   parameters	   need	   the	   definition	   of	   True	   Positive	   (TP),	   False	  
Positive	  (FP)	  and	  False	  Negative	  (FN).	  In	  this	  case,	  TP	  will	  be	  all	  objects	  that	  have	  been	  detected	  
correctly,	   FP	   the	   objects	   that	   have	   been	   wrongly	   detected	   and	   finally,	   FN	   the	  moving	   objects	  
present	  in	  the	  scene	  but	  that	  have	  not	  been	  detected.	  
The	  results	  have	  been	  differentiated	  between	  the	  ones	  using	  different	  types	  of	  input	  sequences	  
(that	   will	   be	   called	   in	   next	   graphics	   ALL)	   and	   ones	   using	   only	   sequences	   of	   pedestrians	  
(PEDESTRIANS).	   In	   this	   second	   case,	   TP,	   FP	   and	   FN	  will	   be	   the	   same	   as	   before,	   but	   instead	   of	  
objects,	  it	  will	  be	  focused	  only	  in	  pedestrians.	  
	  
	  
	  
	  
	  
	  
	  
	  
Table	  6:	  Evaluation	  of	  final	  system	  
 
It	   can	   be	   concluded	   that	   the	   system	   has	   a	   better	   precision	   when	   using	   all	   type	   of	   images,	  
obtaining	   a	  measure	   of	   0,8723.	   This	  means	   that	   the	   system	   results	   contain	   substantially	  more	  
relevant	  results	  than	  irrelevant.	  In	  contrast,	  the	  system	  obtains	  a	  higher	  recall	  (0,8529)	  when	  only	  
using	  sequences	  of	  pedestrians.	  It	  means	  that	  the	  system	  returns	  most	  of	  the	  relevant	  results.	  
OPTICAL FLOW 
• Classic+NL 
SEGMENTATION	  
• Paper modified 
CLASSIFICATION	  
• SegNet 
0,8723 
0,8286 
0,8000 
0,8200 
0,8400 
0,8600 
0,8800 
Precision 
ALL PEDESTRIANS 
0,8039 
0,8529 
0,7600 
0,7800 
0,8000 
0,8200 
0,8400 
0,8600 
Recall 
ALL PEDESTRIANS 
0,8367 
0,8406 
0,8340 
0,8360 
0,8380 
0,8400 
0,8420 
Fmeasure 
ALL PEDESTRIANS 
Finally,	   it	  can	  be	  seen	  that	  F-­‐measure	   results	  are	  very	  similar,	  but	   it	   is	  a	   little	  higher	  when	  only	  
using	  sequences	  with	  pedestrians	  (0,8406).	  
Example	  of	  some	  results	  obtained	  for	  sequences	  of	  walking	  pedestrians:	  
	  
	   	   	   	  
	   	   	   	  
	   	   	   	  
	   	   	   	  
	   	   	   	  
Figure	  13:	  System	  results	  a)	  original	  b)	  optical	  flow	  c)	  segmentation	  d)	  classification	  
	   	  
5. Budget	  
The	  object	  of	  this	  thesis	  is	  not	  a	  prototype,	  so	  the	  costs	  of	  this	  project	  are	  only	  related	  to	  license	  
software	  and	  personal.	  
	  
PERSONAL:	  
	   Hours	  per	  ECTS	   ECTS	  credits	  	   Total	  hours	   Price	  per	  hour	   Total	  price	  
Junior	  Engineer	   30	  hour/ECTS	   24	  credits	   720	  h	   8€/hour	   5670€	  
Table	  7:	  Personal	  cost	  
SOFTWARE:	  
Exist	  different	  types	  of	  Matlab	   licenses.	  In	  this	  case,	  the	  selected	  license	  will	  be	  a	  license	  for	  an	  
Academic	  Use:	  
	   Type	   Price	  
Matlab	  license	   Education	   500€	  
Table	  8:	  Software	  cost	  
	  
TOTAL	  COST:	  	  
PERSONAL	   SOFTWARE	   TOTAL	  
5670€	   500€	   6170€	  
Table	  9:	  Total	  cost	  
	  
	  
	  
	  
	  
	   	  
6. Conclusions	  and	  future	  development:	  	  
This	  project	  has	  been	  divided	  into	  three	  different	  stages:	  motion	  computation,	  segmentation	  of	  
moving	  objects	  and	  classification.	  At	  each	  stage	  different	  methods	  have	  been	  tested	  in	  order	  to	  
select	   the	  most	   suitable.	   Furthermore,	   the	   final	   system	  has	   also	  been	  evaluated	   joining	   all	   the	  
selected	  methods.	  	  
Throughout	   the	  previous	   chapter	   specific	   conclusions	  have	  been	  already	  exposed.	   For	   instance	  
the	  most	  suitable	  method	  in	  each	  case	  has	  been	  selected	  justifying	  it	  with	  different	  measures	  or	  
runtimes.	   Therefore,	   each	   stage	   has	   been	   developed,	   executed	   and	   evaluated	   successfully.	  
Finally,	  the	  goal	  of	  pedestrian	  detection	  has	  been	  achieved	  with	  satisfactory	  results.	  The	  system	  
is	   especially	   good	  with	   images	   from	  a	   static	   camera	   (with	   a	   precision	  of	   almost	   0,86)	  meaning	  
that	  is	  able	  to	  detect	  almost	  86%	  of	  the	  relevant	  elements	  in	  the	  scene.	  In	  this	  particular	  case	  it	  is	  
pedestrian	  related.	  	  
It	   can	   be	   also	   concluded	   that	   there	   is	   one	  main	   disadvantage:	  when	   different	  motions	   can	   be	  
found	  in	  the	  image,	  the	  system	  gives	  more	  importance	  to	  the	  objects	  with	  a	  bigger	  motion.	  This	  
could	  be	  an	  aspect	  to	  improve	  in	  further	  research.	  
	  
6.1. Application	  and	  future	  work	  
The	   most	   common	   application	   for	   detection	   pedestrians	   in	   static	   cameras	   would	   be	   video	  
surveillance	  related.	  Using	  the	  particular	  system	  of	  this	  thesis,	  the	  movement	  in	  the	  scene	  will	  be	  
detected	  but	  furthermore,	  it	  will	  notify	  the	  user	  if	  the	  detected	  object	  is	  a	  pedestrian,	  a	  vehicle	  or	  
other.	  Information	  that	  may	  be	  very	  important,	  to	  avoid	  false	  alarms	  if	  for	  example,	  an	  animal	  is	  
detected.	  
By	   adding	   some	   extra	   stage	   that	   permits	   to	   counts	   the	   number	   of	   pedestrians,	   some	   other	  
applications	  that	  this	  system	  could	  be	  used	  for	  are	  described	  below:	  	  
-­‐ To	   regulate	   traffic:	   traffic	   light	   control,	   In	   order	   to	   detect	   if	   there	   are	   too	   many	  
pedestrians	  waiting	  to	  cross	  and	  to	  stop	  vehicles	  permitting	  the	  pedestrian	  circulation.	  
-­‐ To	  counting	  the	  real	  number	  of	  people	  participating	  in	  an	  event	  in	  a	  limited	  area	  in	  order	  
to	  prevent	  overcrowding.	  This	  will	  contribute	  to	  the	  health	  and	  safety	  regulations	  of	  the	  
venues	  and	  facilities.	  
-­‐ For	  statistical	  purposes	  about	  advertising	  effectiveness.	  Placing	  the	  camera	  behind	  the	  
shop	  window	  or	  in	  specific	  advertising	  shelters,	  pop	  up	  stores,	  etc.	  	  
As	   described	   above,	   one	  of	   the	   potential	   improvements	   could	   be	   to	   using	   other	   segmentation	  
methods	   as	   for	   example	   factorization	   to	   be	   able	   to	   deal	   with	   multiple	   objects	   moving	  
independently.	  	  
Another	  major	  improvement	  could	  be	  continuing	  to	  work	  in	  the	  direction	  to	  improve	  the	  selected	  
segmentation	  method.	  One	  of	  the	  possibilities	  might	  be	  adding	  a	  pre-­‐processing	  step	  to	  take	  into	  
account	  the	  movement	  of	  the	  camera.	  This	  way	  it	  could	  be	  possible	  to	  the	  whole	  system	  with	  a	  
moving	  camera	  instead	  of	  a	  static	  one.	  
Other	  important	  improvement	  could	  also	  potentially	  be	  to	  use	  an	  alternative	  method	  in	  order	  to	  
compute	  the	  motion	  in	  the	  image	  in	  a	  faster,	  in	  order	  to	  try	  to	  develop	  a	  real-­‐time	  system.	  
In	  summary,	  the	  nearest	  improvements	  would	  be	  in	  the	  direction	  to	  use	  an	  alternative	  method	  or	  
improve	  the	  current	  one	  which	  potentially	  will	  allow	  using	  images	  with	  multiple	  moving	  objects	  
and	  also	  from	  a	  moving	  camera.	  As	  more	  distant	  idea,	  it	  would	  be	  getting	  a	  system	  in	  real	  time.	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Appendices	  
Optical	  flow	  computation	  
It	  uses	  implemented	  functions	  as	  estimate_flow_interface,	  plotflow	  or	  readFlowFile	  from	  [29]:	  
%% Optical flow computing 
%methods: 'hs', 'ba','classic+nl-fast' 
tic 
flow = estimate_flow_interface(im1, im2, 'classic+nl-fast'); 
u=flow(:,:,1); v=flow(:,:,2); 
plotflow(flow);   title('Vector plot'); figure; 
toc 
 
%% Optical Flow GT 
flow_gt = readFlowFile('other-gt-flow/Venus/flow10.flo');  
gu = flow_gt(:,:,1); 
gv = flow_gt(:,:,2); 
 
%Set unknown values to nan 
UNKNOWN_FLOW_THRESH = 1e9;  
gu (gu>UNKNOWN_FLOW_THRESH) = NaN; 
gv (gv>UNKNOWN_FLOW_THRESH) = NaN; 
  
 
%% Error computing 
%Endpoint Error (EP) 
EP=sqrt(((u-gu).^2)+((v-gv).^2)); 
imshow(EP); 
%%% TO AVOID OCCLUSIONS 
aux=find(isnan(EP));EP(aux)=0; 
AEP=sum(sum(EP))/((size(EP,1)*size(EP,2))-length(aux)); 
  
%Angular Error  
for i=1:size(u,1) 
    for j=1:size(u,2) 
        num=(u(i,j).*gu(i,j)+v(i,j).*gv(i,j))+1; 
        
den=sqrt((u(i,j).^2+v(i,j).^2.)+1).*sqrt((gu(i,j).^2+gv(i,j).^2)+1); 
        AE(i,j)=acos(num/den); 
    end 
end 
  
aux_ae=find(isnan(AE));AE(aux_ae)=0; 
AAE=sum(sum(AE))/((size(AE,1)*size(AE,2))-length(aux_ae)); 
AAE=AAE*180/pi; 
fprintf('\nAAE %3.3f average EPE %3.3f \n', AAE, AEP); 
 
 
 
 
 
 
	  
Segmentation	  computation	  
-­‐	  Paper_levels_adapt	  computes	  the	  segmentation	  method	  explained	  at	  3.2.4.	  
-­‐	  Roc	  comptes	  the	  precison,	  recall	  and	  fmeasure	  
-­‐	  Maskandcrop	  uses	  segmentations	  done	  to	  crop	  the	  original	  image	  and	  computes	  for	  each	  
SegNet	  crop,	  to	  which	  class	  belongs.	  
	  
function [sgf] = paper_levels_adapt(flow,L,K) 
%L=total number of input levels 
%K=number of selected thresholds 
  
tic 
u=flow(:,:,1); 
v=flow(:,:,2); 
  
if nargin==2 
    K=(L*3)/10; 
end 
  
%optical flow normalization 
mag=sqrt(u.^2+v.^2); 
Tmin=min(min(mag)); 
Tmax=max(max(mag)); 
motion=u+v*i; 
sg=zeros(size(mag,1),size(mag,2)); 
sgt=cell(1,L); 
sgf=zeros(size(mag,1),size(mag,2)); %clear the varible 
  
for m=1:L-1 
%generates L-1 thresholds 
T(m)=Tmin+(((Tmax-Tmin)/L)*m); 
sg=zeros(size(mag,1),size(mag,2)); 
sg(find(mag>=T(m)))=1; 
sgt{1,m}=sg;  
 
%computes variance between clases 
%probabilities 
n0(m)=length(find(sg==0)); n1(m)=length(find(sg==1)); 
p0(m)=n0(m)/(n0(m)+n1(m)); p1(m)=n1(m)/(n0(m)+n1(m)); 
  
%means 
mu0(m)=mean(motion(find(sg==0))); %mean0=sum(motion(find(M==0)))/n0;  
mu1(m)=mean(motion(find(sg==1))); %mean1=sum(motion(find(M==1)))/n1;  
mut(m)=mean(mean(motion));   
  
%variances 
d0=sqrt((real(mu0(m))-real(motion(find(sg==0)))).^2+(imag(mu0(m))-
imag(motion(find(sg==0)))).^2); 
d1=sqrt((real(mu1(m))-real(motion(find(sg==1)))).^2+(imag(mu1(m))-
imag(motion(find(sg==1)))).^2); 
dt=sqrt((real(mut(m))-real(motion)).^2+(imag(mut(m))-imag(motion)).^2); 
  
v0(m)=sum(d0.^2)/n0(m); 
v1(m)=sum(d1.^2)/n1(m); 
vt(m)=sum(sum((dt.^2)))/(n0(m)+n1(m)); 
d0t=sqrt((real(mut(m))-real(mu0(m))).^2+(imag(mut(m))-imag(mu0(m))).^2); 
d1t=sqrt((real(mut(m))-real(mu1(m))).^2+(imag(mut(m))-imag(mu1(m))).^2); 
  
vw(m)=p0(m)*v0(m)+p1(m)*v1(m); 
vb(m)=p0(m)*d0t^2+p1(m)*d1t^2; 
end 
  
%sort and select K thresholds that maximizes vb 
[sortedvb,I]=sort(vb,'descend'); 
  
% thr lower  
[thr,id] =min(I(1:K)); 
sgf=sgt{1,I(id)}; 
  
u=unique(sgf); 
for ii=1:length(u) 
    count(ii)=length(find(sgf==u(ii))); 
end 
[mx,ind]=max(count); 
sgf(find(sgf==u(ind)))=50;  %high value -->background 
sgf(find(sgf~=50))=1; 
sgf(find(sgf~=1))=0; 
  
  
subplot(1,4,1); imshow(sgt{1,I(1)}); title(['Thr= ',num2str(I(1))]) 
subplot(1,4,2); imshow(sgt{1,I(2)}); title(['Thr= ',num2str(I(2))]) 
subplot(1,4,3); imshow(sgt{1,I(3)}); title(['Thr= ',num2str(I(3))]) 
subplot(1,4,4); imshow(sgf);  title(['Final Seg. Thr= 
',num2str(min(I(1:K)))]) 
axis off; 
  
toc 
 end 
	  
function [precision, recall,fmeasure, P] = roc(gt,sg) 
gt=double(gt); 
gt(find(gt>0))=2; 
  
l0=find(sg==0); 
l1=find(sg==1); 
if length(l0)<length(l1) 
    sg(l0)=1; 
    sg(l1)=0; 
end 
aux=gt-sg; 
  
imshow(sg); 
FP=length(find(aux==-1)); 
TN=length(find(aux==0)); 
TP=length(find(aux==1)); 
FN=length(find(aux==2)); 
  
precision=TP/(TP+FP); 
recall=TP/(TP+FN); 
fmeasure=2*((precision*recall)/(precision+recall)); 
P=sg; 
A=sprintf('%f',fmeasure); 
disp(A); 
end 
function [subImage] = maskandcrop(sg,img,segnet) 
  
%Mask & crops 
st=regionprops(bwlabel(sg),'Area','BoundingBox'); 
  
allAreas=[st.Area]; 
[sortedAreas, id]=sort(allAreas,'descend'); 
x=0.15*max(allAreas); 
length_max=find(sortedAreas>=x); 
  
figure; imshow(sg); 
hold on; 
for k=1:length(length_max) 
    BB=st(id(k)).BoundingBox; 
    rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
end 
%BB segmentation & crops 
for i=1:k 
    figure; 
    subImage{1,i}=imcrop(sg,st(id(i)).BoundingBox); 
    imshow(subImage{1,i}); figure; 
end 
  
%IMAGE crops 
if nargin==2 
    for i=1:k 
        figure; 
        subImage{1,i}=imcrop(img,st(id(i)).BoundingBox); 
        imshow(subImage{1,i}); 
    end 
     
    figure; imshow(img); 
    hold on; 
    for k=1:length(length_max) 
        BB=st(id(k)).BoundingBox; 
        rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
    end 
     
elseif nargin==3 
     
    %Fors SEGNET images 
    imshow(segnet); 
    hold on; 
    for k=1:length(length_max) 
        BB=st(id(k)).BoundingBox; 
        rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
    end 
    figure; 
    imshow(img); 
    hold on; 
     
    %%%crops 
    for i=1:k 
        subImage{1,i}=imcrop(segnet,st(id(i)).BoundingBox); 
         
        %%%%Classify 
        a=subImage{1,i}; 
        a=rgb2gray(a); 
        u=unique(a); 
        for ii=1:length(u) 
            count(ii)=length(find(a==u(ii))); 
        end 
        [mx,ind]=max(count); 
        switch u(ind) 
            case 34 
                disp('It is a vehicle') 
                BB=st(id(i)).BoundingBox; 
                
rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'b', 
'LineWidth', 2); 
                 
            case 57 
                disp('It is a pedestrian') 
                BB=st(id(i)).BoundingBox; 
                
rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
            otherwise 
                disp ('Others') 
                BB=st(id(i)).BoundingBox; 
                
rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'y', 
'LineWidth', 2); 
        end 
    end 
end 
end 
  
 
 
function [subImage] = maskandcrop(sg,img,segnet)  
%Mask & crops 
st=regionprops(bwlabel(sg),'Area','BoundingBox'); 
  
allAreas=[st.Area]; 
[sortedAreas, id]=sort(allAreas,'descend'); 
x=0.15*max(allAreas); 
length_max=find(sortedAreas>=x); 
  
figure; imshow(sg); 
hold on; 
for k=1:length(length_max) 
    BB=st(id(k)).BoundingBox; 
    rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
end 
  
%IMAGE crops 
if nargin==2 
    for i=1:k 
        figure; 
        subImage{1,i}=imcrop(img,st(id(i)).BoundingBox); 
        imshow(subImage{1,i}); 
    end 
     
    figure; imshow(img); 
    hold on; 
    for k=1:length(length_max) 
        BB=st(id(k)).BoundingBox; 
        rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
    end 
     
elseif nargin==3 
     
    %For SEGNET images 
    imshow(segnet); 
    hold on; 
    for k=1:length(length_max) 
        BB=st(id(k)).BoundingBox; 
        rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
    end 
    %%%crops 
    for i=1:k 
        subImage{1,i}=imcrop(segnet,st(id(i)).BoundingBox); 
         
        %%%%Classify 
        a=subImage{1,i}; 
        a=rgb2gray(a); 
        u=unique(a); 
        for ii=1:length(u) 
            count(ii)=length(find(a==u(ii))); 
        end 
         
        [mx,indx]=max(count); 
        count=0; %clear count  
         
        switch u(indx) 
            case 34 
                disp('It is a vehicle') 
                BB=st(id(i)).BoundingBox; 
                
rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'b', 
'LineWidth', 2); 
                 
            case 57 
                disp('It is a pedestrian') 
                BB=st(id(i)).BoundingBox; 
                
rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'r', 
'LineWidth', 2); 
            otherwise 
                disp ('Others') 
                BB=st(id(i)).BoundingBox; 
                
rectangle('Position',[BB(1),BB(2),BB(3),BB(4)],'EdgeColor', 'y', 
'LineWidth', 2); 
        end 
    end 
end 
end 
 
 
  
 
Classification	  –	  SegNet	  
To	  install	  caffe-­‐SegNet	  from	  [32]:	  	  
cd	  imatge/nzoroa/Downloads/caffe-­‐segnet	  
mkdir	  build	  
cd	  build	  
cmake	  ..	  
make	  all	  
make	  install	  
	  
To	  execut	  SegNet	  demo,	  some	  paramethers	  have	  been	  changed,	  as	  python	  path,	  caffe_root	  path,	  
and	  input	  images	  path.	  As	  in	  order	  to	  change	  the	  input	  and	  ouput,	  some	  other	  paramethers	  have	  
been	  changed	  in	  Example_Models/segnet_model_driving_webdemo.prototxt.	  
	  
srun	  -­‐-­‐x11	  -­‐-­‐gres=gpu:1	  python	  Scripts/webcam_demo.py	  —model	  
Example_Models/segnet_model_driving_webdemo.prototxt	  -­‐-­‐weights	  
segnet_weights_driving_webdemo.caffemodel	  -­‐-­‐colours	  Scripts/camvid12.png	  
	   	  	  
