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Abstruct: The solution of the initial value problem for a system of ordinary differential equations (ODES). 
y’ =/(x, y), by Runge-Kutta methods is considered. The structure to be exploited is that a large portion of the cost 
of evaluating f(x, y) arises in the evaluation of functions of the independent variable x only. It is shown that when 
the structure is favorable, there are methods which are considerably more efficient than those currently used in general 
purpose codes. 
1. Introduction 
Years ago we observed [12] that certain methods for the numerical solution of the initial value 
problem for a system of ordinary differential equations (ODES), 
y’=f(x, y), a,cx<b, 0.1) 
_~(a) given, (1.2) 
allow significant reductions in cost when f is linear, 
y’=fk Y> =-NY +gb). (1.3) 
Since then Darlow et al. [3] have exploited the idea when solving linear boundary value problems 
for ODES by shooting methods. Their code SUPORT has two kinds of integrators available for 
the shooting-Adams and Runge-Kutta. The first is well suited to the idea. The second is based 
on a very popular pair of formulas due to Fehlberg that unfortunately can take no advantage of 
the structure. 
When solving the general problem (1.1) (1.2), the structure we aim to exploit is that a large 
portion of the cost of evaluating f comes from evaluating functions of the independent variable 
x alone. This is almost surely true of linear problems (1.3), but is not at all limited to such 
problems. Recently we examined [14] candidates for the most efficient Runge-Kutta formula of 
order 4 for general problems. It was natural to ask if there are formulas particularly well suited 
to exploiting the structure postulated. 
In the next section we explain the basic idea for exploiting the structure of f and how to 
implement it. Some examples make it clear that we do not want to limit ourselves to linear 
problems. This imposes a particular software interface that we describe. It also means that we 
cannot consider methods valid only for linear problems. 
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Adams methods are particularly easy to handle; the observations of Section 2 and those of [12] 
take care of the matter. Runge-Kutta methods are qualitatively different. For one thing, the 
popular methods do not allow us to take advantage of the structure, so we must look for methods 
that do. This search is made harder by the fact that the next generation of Runge-Kutta codes 
will provide interpolation [6,13], so this capability must also be possible for the alternative 
formulas considered. Whenever one considers writing a code for a special class of problems, 
certain basic questions must be answered: How hard is it to recognize the class, and what are the 
consequences of a mistake? This is not an issue with the Adams methods because these very 
efficient methods for the general problem can be exploited for the special problem. When we 
consider a special method, as we must with Runge-Kutta. we give up efficiency for the general 
problem, and these questions are crucial. Two schemes satisfying our demands are presented in 
Section 3. A measure of efficiency is developed and applied to answering the questions as to how 
advantageous the formulas are when the structure is favorable and how big a penalty is paid 
when the structure is not favorable. It is shown how to achieve a large improvement in efficiency 
as compared to the best ‘off-the-shelf’ codes when the structure is very favorable. 
2. Exploiting the structure 
Our original recognition [12] of a way to exploit structure in the solution of non-stiff ODES, 
and indeed the motivation of the present study, was in the context of linear problems, 
y’=J(x)y+g(x). (2-Q 
The idea is by no means limited to such problems. and our decision to handle nonlinear 
problems, too, has very important implications. In the first place, it is possible to derive methods 
which are valid on& for linear problems. Our decision means that we restrict ourselves to 
methods for general problems for which improvements are possible in the presence of certain 
structure. Another implication of our decision is that exploitation of the structure takes place in 
the subroutine for evaluating f of the general problem 
Y’ =fk v>. (2.2) 
The integrator, itself, is intended for general problems and takes minimal notice of the structure. 
Though demanding of the user, this arrangement means that the user is put to some trouble only 
when it is considered advantageous and that the numerical solution is robust should the user 
make a mistake as to whether exploiting the structure is worthwhile for the problem at hand. 
The idea for exploiting structure is very simple. For the moment let us think of an Adams 
PECE code such as DE/STEP,INTRP [15]. In stepping from an approximate solution y, of 
JJ( x,) to an approximation y,+, of ~(x, + h), such a code evaluates f twice at the same value of 
the independent variable, namely x, + h. If f is linear, as in (2.1), we notice that J(x, + h), 
g(x, + h) are formed twice at each step. The evaluation of J and g is likely to be the bulk of the 
work in the formation of f, so we store J( x, + h), g( x, + h) from the first call to the routine for 
f and reuse them for the second call. In very favorable cases the cost of the function evaluations 
when solving linear problems is halved in this way. If J and g are constant, or, more generally, 
quite inexpensive to evaluate, this trick does not help, but it does no harm, either, except for the 
extra storage needed. Linearity is not used. The structure to be exploited is that a comparatively 
expensive portion of the evaluation of f depends only on the independent variable. 
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Scott and Watts [ll] and Mattheij and Staarink [7] solve linear boundary value problems by 
the integration of linear initial value problems. Both sets of authors prefer RKF45 [16], a code 
based on the Fehlberg Runge-Kutta formulas, for the integration. No advantage is taken of the 
linearity because the formulas do not permit it. In [3] Adams methods are used just to take 
advantage of this linearity. We shall see that the benefits can be obtained with Runge-Kutta 
methods, too. Other approaches to the solution of linear boundary value problems, such as 
invariant imbedding [9,10] and continuous orthonormalization [4,8], integrate nonlinear initial 
value problems. Proceeding as we propose, this nonlinearity does not put these other approaches 
at a disadvantage. The structure of these nonlinear initial value problems is as easily exploited as 
that of the linear ones. 
To illustrate the solution of nonlinear problems, we provide a few details for a different kind 
of example. Bownds [1,2] has been developing a number of ways of solving Volterra integral 
equations. The key idea is to approximate (if necessary) the given problem by one of a special 
form, the solution of which is equivalent to an initial value problem for a system of ODES. A 
simple case which makes our point is to solve 
u(x)=Q(x)+L-Y~(x-f)/(f. u(t))dt, O<x<l. 
If the convolution kernel here has the form 
k(x-t)= c A,(x)B,(t), O<t<x<l, 
j=l 
then the solution u can be written as 
u(x) = +(x) + ? Aj(X).Y,(X) 
;=1 
where 
x9 444 + f Akb)Yk 
k=l 
ri(o)=o, j=l, 2 )...) N. 
The routine for evaluating the system of differential equations should for each new x form and 
store X, $(x), A,(x),. . ., AN(x), B,(x),. .., BN( x). Then for dependent arguments c,, . . . , uk the 
quantity 
w=+(x) + ? A,(x)u, 
k=l 
is to be formed, then f(x, w), and finally the Bj( x)f( x, w). It is clear that a considerable 
duplication of effort is avoided by saving the quantities which depend only on x. If the kernel is 
not degenerate, it is to be approximated by one that is. In this way one might want to consider 
problems with N comparatively large. 
Quantities depending only on x need to be saved in the subroutine for evaluating f_ This may 
require some care when solving large problems. Think, for example, of a ‘large’ system of linear 
equations (2.1). As a rule J(x) is then sparse. Although it would be simpler to store all of J, we 
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would often prefer to store only the (potentially) non-zero elements. This can be done in ways 
familiar in the handling of sparse matrices. For example, one could use an integer array to hold 
the row and column indices (i, j) of non-zero elements and a real array to hold the correspond- 
ing values Jjj( x). This is some trouble for the user. but by leaving the matter to the f subroutine, 
the user can exploit any structure present in whatever way seems appropriate. If we had chosen 
to restrict ourselves to linear problems, this issue might properly have been addressed in the 
integrator. Because we deal with general f, the matter must be left to the user. 
Values are saved in the subroutine f between successive calls. Depending on the computing 
environment, this may require some action by the programmer. The DEPAC software design [17] 
specifies integer, IPAR, and real, RPAR, arrays in the call list of the subroutine for f. The 
present situation is an example of how they can be useful. If necessary, or merely convenient, the 
saved values can be stored in RPAR and associated indices in IPAR so as to guarantee retention 
of the values in FORTRAN. 
There is an annoying aspect to saving values between calls-their initialization. On each call 
the subroutine for f must check if it has stored values corresponding to the input x. If it has, it 
uses the values. Otherwise it forms (and stores) the values and then uses them. How does the 
routine know it is being called for the first time? One way which does not affect the integrator at 
all is to define a value XSAVE in the subroutine for f which is in COIMMON with the main 
program. In the subroutine, XSAVE is set to the argument x corresponding to the computed 
quantities retained and the subroutine merely compares XSAVE to the input x to see if a new 
evaluation is necessary. Via COMMON, initialization is done in the main program by (the user) 
setting XSAVE to any value different from the initial point of the integration. This approach is 
suitable for a code like DE [15]. The descendant DEABM of DE in DEPAC has an array IPAR 
in the call list for the subroutine for f. Using this array the initialization can be done without 
resorting to COMMON. Finally, if one writes a new code intended for exploitation of the 
structure, a LOGICAL variable could be set by the code every time it needs a NEWX and 
communicated via an additional argument to the subroutine for f. This avoids initialization and 
the comparison of real numbers. 
3. Runge-Kutta Methods 
The popular Runge-Kutta methods cannot exploit the structure described in the last section 
like the Adams methods can. For example, the very popular Fehlberg (4,5) pair as implemented 
in RKF45 [16] and its descendant DERKF in DEPAC cannot use the trick at all. The 
evaluations made in stepping from x, to x, + h occur at x, + ajh where the (Y; (in order) are 0, i, 
i, E, 1, i. Because no pair of successive evaluations is at the same value of x, no gain is possible. 
We asked ourselves if it were possible to write a companion to a code based on the Fehlberg pair 
that would be significantly more efficient for problems with the structure described in the last 
section. A serious matter that did not arise with the Adams methods is that the new code is to 
solve general nonlinear problems and will therefore be less efficient than RKF45 if the structure 
is not sufficiently favorable. Also, a feature of new codes [6,13] is the provision of a solution 
throughout [x,, x, + h] by ‘interpolation’. It is essential that the equivalent capability be 
provided with the companion code. 
It turns out that suitable formulas are at hand. Already in [12] we noted that a pair of 
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formulas due to England is well adapted to the device of Section 2. The pair evaluates 
successively at (Y, = 0, i, f, +, f, 4, qr , 1 1 1 1. Taking account of the overlap into the next step, the 
cost of 9 evaluations per step for a general problem is reduced to only 4 when the cost of 
evaluating f depends almost exclusively on functions of the independent variable. Interpolation 
is possible, indeed, very satisfactory: England’s scheme automatically produces approximations 
to the value and slope of the local solution at X, and x, + ih. Using the value of x, + h and the 
slope that will be the first evaluation of f for the next step. a quintic Hermite interpolant 
provides solution values for all of [xn, x, + h]. The idea is justified in [13] where this particular 
scheme is treated as an example. Actually, we much prefer to do local extrapolation, hence 
advocate using the fifth order result at x, + h and its slope. 
Surprisingly, there are schemes still better adapted to the structure considered. England’s 
scheme can be described as taking two half steps with a certain four stage, fourth order formula 
followed by a final evaluation which allows an estimate of the local error to be computed. It can 
be regarded as a cheap alternative to an error estimate obtained by doubling, which involves a 
third, full step with the basic formula. In general, doubling applied to the basic formula 
underlying England’s scheme results in a procedure which costs 11 evaluations per step. If the 
result of the two half steps is used to advance the integration. the two procedures differ only in 
their error estimates. As might be expected, doubling provides the more accurate estimate, but 
the better estimate is not ordinarily worth the extra cost. The situation is different when local 
extrapolation is done. The more accurate estimate of doubling means that the fifth order result is 
more accurate than that of England’s pair and this might compensate for the extra cost. 
The four stage, fourth order formula underlying England’s pair does evaluations at (Y, = 0, i, 
+, 1. There are other such formulas of which the classical formula and Gill’s are notable. In a 
traditional implementation of doubling such as [S], a full step is taken and then two half steps, so 
that with one of these fourth order formulas, the arguments presented the subroutine for f are 0, f, 
2, 1 1 1 1 1 1 1 1. This is effectively 6 evaluations. It is possible to reduce this to 4: Simply 7 49 47 27 27 47 43 
do the first half step (Y- = 0 , i, $, i, then the two ‘middle’ evaluations of the whole step at %, i, 
continue on to the second half step with i, 2, a, 1, and finish the whole step with an evaluation 
at 1. Because the computation of the whole step is completely independent of the two half steps, 
this is a mere reordering of the computation that is permissible for general f. If the structure is 
particularly favorable, proceeding in this way costs about the same as England’s scheme, but 
yields a more accurate fifth order result. 
Let us now take up the issue of relative efficiency. The local solution u(x) at (x,,, y,,) is that 
solution of (2.2) which satisfies 
u(x,) ‘Y,. 
The local error of the formula is defined to be 
Y n+1- +, + h). 
For a sufficiently smooth f, the formula is said to have the principal error function +(x, y) and 
to be of order p if 
Y n+, - u(x, + h) = hp+$(x,, y,) + 0(/P+*). 
In more detail, a Taylor expansion of the local error has the form 
‘pt1 ‘p+z 
yn+, - u(x, + h) = hp+’ c Tp+l.iDp+l,i + hp+2 c Tp+2,iDp+2,i + - - - . 
i=l i=l 
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The truncation error coefficients Tk.; depend only on the formula, and the derivatives D,., 
depend only on f and (x,, ,x ). 
We are interested in codes based on fourth order formulas which use error per step and local 
extrapolation. Given a tolerance T. such codes try to select the largest step size h such that 
T A 1) local error 11 A h5 II $I 11, 
hence 
h A (~/ll+II)“‘~ 
Suppose formula A is such that it costs C, evaluations of f per step. Then a measure of its 
efficiency is 
h/,/CA G b/II +A II )“‘/G- 
When compared to the efficiency of a formula B, the relative efficiency is 
The great 
particular 
eff. formula A 
eff. formula B (3.1) 
difficulty in comparing Runge-Kutta formulas is that 11 +A 11, 11 +B 11 depend on the 
problem being solved. A reasonable way to proceed, which has been amply supported 
by computing experience, is to look at the relative size of the truncation error coefficients. That 
is, if we let 
i5 
II T, II 1 = c I r,.i I, 
i=l 
then the ratio 11 TsB II / 11 T$ II will give a fair idea of the ratio II +A II/ 11 $I~ 11 for a typical problem. 
We have carried out our computations using the three norms 11 . II ,, II - II 2, II * II *, but because 
the qualitative conclusions are the same, we report here only results for 11 - II ,. 
Measuring efficiency in terms of the input tolerance as in (3.1) is blind to the use of local 
extrapolation because only the fourth order formula plays a role in the selection of the step size. 
In particular, England’s scheme and the one we have described coming from doubling produce 
the same fourth order result so that $A E &, and (3.1) says the relative efficiency is C,/C,. 
England’s scheme is therefore more efficient in this measure by 9 for a general problem, but the 
schemes are equally efficient when the structure is optimal. 
If we compare an implementation of England’s scheme to an ‘off-the-shelf code based on 
Fehlberg’s pair, we find the relative efficiency in the first measure (3.1) is about 
(cB/c,)(o.oo33/o.oo19)“5, 
hence about 26% worse for general problems and about 68% better for optimal structure. The 
doubling scheme is about 39% worse for general problems and 68% better for optimal structure. 
Very substantial improvements can be obtained by writing a special code for structured 
problems. However, in contrast to the situation with Adams codes, a penalty will be paid if the 
user is incorrect in thinking that a problem has a suitable structure. The approach is robust; it is 
just inefficient when a mistake is made. 
In this measure of efficiency there is no apparent reason for pursuing doubling. The reason 
appears when we consider the local extrapolation done by production codes like RKF45. The 
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Table 1 
Measures of the size of truncation error coefficients 
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Formula IIT, II, IIT6IIt II T, II , 
England 4 0.0019 0.003 1 0.0048 
5 0 0.0015 0.0037 
doubling 5 0 0.00093 0.0024 
Fehlberg 4 0.0033 0.018 0.039 
5 0 0.011 0.028 
step size is selected as being suitable for a fourth order formula, but the fifth order result is used 
to advance the integration. The truncation error coefficients given in Table 1 quantify the 
statement made earlier that the basic four stage, fourth order formula used by England results in 
a considerably more accurate fifth order formula when the error is estimated by doubling than as 
England does. When the structure is very favorable, the two ways of proceeding cost the same. 
but we expect doubling to provide a more reliable step size control and a significantly more 
accurate result when local extrapolation is done. 
A special code for structured problems could result in worthwhile gains in efficiency. 
Doubling provides the greater benefit, but becomes relatively less advantageous as the structure 
becomes less suitable. When used as an alternative to a general purpose code, it seems unlikely 
that a user would go to the trouble of properly adapting the f subroutine unless the device were 
obviously worthwhile. Our preference, therefore, is to write a code based on doubling. The 
improvement in efficiency is sufficiently large to justify the effort. 
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