The Wakeby distribution is potentially useful to flood frequency analysis in particular and to flow frequency analysis in general for several reasons. First, it offers a simple explanation of the condition of separation. Second, it is characterized by five parameters suggesting better capability of fitting data than that of distributions characterized by fewer parameters. Moreover, because the left tail of the distribution is more strongly influenced by b and the right tail by d, the distribution can accommodate various types of flows ranging from low flows to floods. Third, the utility ascribed to the generalized lambda distribution by Ramberg [1975] In the following paragraphs, probability weighted moments are introduced, and their potential usefulness in deriving explicit expressions for the parameters of distributions whose inverse forms x = x(F) can be explicitly defined is considered. The relations between the parameters and the probability weighted moments for the generalized lambda, in the case where a = c and b = d (symmetric lambda), and the Wakeby distributions are presented, as well as for some other distributions for which both F = F(x) and x = x(F) are explicitly defined.
PROBABILITY WEIGHTED MOMENTS
A distribution function F --F(x) = P(X < x) may be characterized by probability weighted moments, which are 
Among distributions for which only the inverse form x = x(F) is explicitly defined are the generalized lambda (equation (1)) and Wakeby (equation (2)). There are many distributions which may be explicitly defined as both F = F(x) and x = x(F), among them being the kappa, recently introduced by Mielke [1973] in analyzing precipitation data, and the more familiar Weibull, Gumbel, and logistic. In Table I Table 2 .
From Table 2 it is noted that the relations between the probability weighted moments and the distributions' parameters are of simpler analytical structure than those between the conventional moments and the parameters; the simpler structure is due in part to x being taken to only the first power. This suggests that it might be possible to derive the parameters as functions of the probability weighted moments, particularly in those cases where the parameters cannot be derived as functions of the conventional moments. For example, in Table 2 , except for the Gumbel and logistic distributions, the parameters cannot be defined explicitly as functions of the conventional moments. Given the values of the conventional moments, iterative techniques may be used to derive one or more, as the case may be, of the parameter values, allowing the remaining parameter values to be determined directly. On the other hand, the relations between the parameters and the probability weighted moments can be explicitly defined for each of the distributions, with the exception of the kappa and generalized lambda. If b = d and a = c, the generalized lambda distribution is symmetric, in which case the parameters m, a, and b can be explicitly expressed as functions of the probability weighted moments. The specific relations are given below, illustrating potential usefulness of probability weighted moments.
PARAMETER EXPRESSIONS
In this section the following convention is adopted: Neither the parameters of the generalized lambda distribution nor those of the kappa distribution easily lend themselves to expression as functions of either conventional or probability weighted moments.
Weibull Parameters
The parameters of the Weibull distribution can be expressed explicitly as functions of probability weighted moments. Two distinct cases mus.t be considered: first, when m, the lower bound on the range of x, is known and without loss of generality can be taken to be zero and, second, when m is unknown and must be estimated. As was noted previously, it is not possible to express Weibull parameters explicitly as functions of the conventional moments.
Gumbel Parameters
For the Gumbel distribution it is easier to obtain probability weighted moments of the form Mx,j,0 rather than M(k). However, as can be seen from (4) 
and for consistency the parameters in Table 3 It is noted that two values for the parameter b are obtained; additional criteria would need to be applied to determine which value is appropriate for the particular distribution function.
Logistic Parameters
The logistic distribution is a special case of the symmetric lambda distribution, occurring in the limit as a -, oo and b -, 0 Table 3 , the parameters of the logistic distribution may be expressed as functions of both conventional and probability weighted moments. Again, these two sets of expressions form the basis for constructing alternative parameter estimators from finite length records.
if and only if ab approaches a constant. As is shown in

Wakeby Parameters
The parameters of the Wakeby distribution are not readily For the specific distributions noted above, the relations between the probability weighted moments and the parameters are of a simpler analytical structure than those between the conventional moments and the parameters. The simpler analytical structure suggests that it may be possible to derive the relations between the parameters and the probability weighted moments even though it may not be possible to derive the relations between the parameters and the conventional moments. This is exemplified by the Wakeby, symmetric lambda, and Weibull distributions. For the Gumbel and logistic distributions their parameters may be explicitly expressed as functions of both probability weighted moments and conventional moments. In the case of the kappa distributions, neither type of moments appears to lend itself to functional expression of the parameters.
The fact that the parameters of the Wakeby and symmetric lambda distributions can be expressed as functions of probability weighted moments but not as functions of conventional moments illustrates the potential usefulness of probability weighted moments. Moreover, for distributions whose parameters can be expressed as functions of both kinds of moments, probability weighted moments provide a basis for an alternative method for parameter estimation to the methods of conventional moments and maximum likelihood.
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