Every symplectic Lie algebra with degenerate (including non-abelian nilpotent symplectic Lie algebras) has the structure of a quadratic extension. We give a standard model and describe the equivalence classes on the level of corresponding quadratic cohomology sets. Finally, we give a scheme to classify the isomorphism classes of symplectic Lie algebras with degenerate center. We also give a classification scheme for nilpotent symplectic Lie algebras and compute a complete list of all 6-dimensional nilpotent symplectic Lie algebras, which removes some little inaccuracies in an older list.
Introduction
In this paper we concentrate on symplectic Lie algebras (g, ·, · , ω). Here a symplectic Lie algebra (g, ω) is a Lie algebra g admitting a closed non-degenerate 2-form ω on g, which we call symplectic form. Two symplectic Lie algebras (g i , ω i ), i = 1, 2 are isomorphic if there is an isomorphism ϕ : g 1 → g 2 of Lie algebras which preserves the symplectic forms in the sense ϕ * ω 2 = ω 1 . Symplectic Lie algebras are in one-to-one correspondence with simply connected Lie groups with leftinvariant symplectic forms. These symplectic Lie groups are interesting, since they define compact symplectic spaces, as long as they posses discrete cocompact subgroups, and thus are a rich source of non-Kähler symplectic manifolds (see for example [19] , [3] , [1] ). An interesting subset of symplectic Lie algebras are Kähler respective pseudo-Riemannian Kähler Lie algebras, which were considered for example in [7] and [6] . Symplectic Lie algebras are also called quasi-Frobenius Lie algebras, since Frobenius Lie Algebras, i. e. Lie algebras admitting an non-degenerate exact 2-form, are examples of symplectic Lie algebras. Moreover, symplectic Lie algebras are examples of Vinberg algebras, since they naturally carry an affine structure.
There are several classifications of symplectic Lie algebras in low dimension ( [17] , [9] , [16] , [5] ) and for the nilpotent case ( [4] , [12] , see also [10] ).
If the aim is to give informations for arbitrary dimension, then usually a reduction scheme is used. In this context we mention symplectic double extensions ( [13] , [8] , [7] ) and oxidation [2] . The main idea is, that for every isotropic ideal j of a symplectic Lie 1 Introduction algebra g the Lie algebra g = j ⊥ /j inherits a symplectic form from g. Conversely, they give a construction scheme taking a symplectic Lie algebra g and some additional structure and construct a higher dimensional symplectic Lie algebra, which can be reduced to g again. Since the choice of the isotropic ideal is in general not canonical, it is hard to to give a general statement on the isomorphy of these Lie algebras with the help of these schemes. For instance, it is possible that extensions of two non-isomorphic low dimensional symplectic Lie algebras are isomorphic. Moreover, the presentation of a symplectic Lie algebra as such an extension is not unique, since it depends on the choosen ideal.
The aim of this paper is to take this choices canonically for symplectic Lie algebras such that there is a certain standard model and the possibility to analyse the isomorphy systematically with this standard model. However, we cannot use this scheme for every symplectic Lie algebra. We restrict our observations to symplectic Lie algebras with degenerate center. This includes for instance non-abelian nilpotent symplectic Lie algebras.
In the following, we describe the main idea of the present paper. Therefor, we consider symplectic Lie algebras (g, ω) with degenerate center z. Then j := z ∩ z ⊥ is an nontrivial ideal of g, which is isotropic with respect to ω. Moreover, ω induces a symplectic form ω on a := j ⊥ /j, whereby a becomes a symplectic Lie algbera. We set l := g/j ⊥ . Since j is isomorphic to l * , we can describe g with the help of two not necessary abelian extensions of Lie algebras
Here h = g/i. Conversely, two extensions given as in (1) define a symplectic Lie algebra for every abelian Lie algebra l and symplectic Lie algebra a, unless the extensions satisfy certain compatibility conditions. Then the image of l * in g is usually not equal to the canonical isotropic ideal j. We will introduce this construction scheme under the notion of quadratic extensions.
In general, not every quadratic extension of l by (a, ω a ) is given by the canonical isotropic ideal j. Thus, we also introduce balanced quadratic extensions. We call a quadratic extension balanced, if the image of l * in g equals the canonical isotropic ideal z ∩ z ⊥ . Every symplectic Lie algebra with degenerate center has the structure of a balanced quadratic extension in a canonical way. There is a natural equivalence relation on the set of quadratic extensions of l by a. Moreover, we define a non-linear cohomology set H 2 (l, a, ω a ) of the abelian Lie algebra l with coefficients in the symplectic Lie algebra (a, ω a ). Then we prove that the equivalence classes of quadratic extensions of l by (a, ω a ) are in bijection to the second cohomology set H 2 (l, a, ω a ). Moreover, we give the standard model d γ,ǫ,ξ (l, a) of a symplectic Lie algebra with, which defines a quadratic extension of l by a for every [γ, ǫ, ξ] ∈ H 2 (l, a, ω a ).
The equivalence classes of balanced quadratic extensions of l by (a, ω a ) are described H (R m , a, ω a ) ♯ /G.
Here Isom(2n − 2m) denotes a system of representatives of the isomorphism classes of symplectic Lie algebras of dimension 2n − 2m.
The next step is to apply this classification scheme on nilpotent symplectic Lie algebras.
Whereas, for a symplectic Lie algebra with degenerate center its corresponding symplectic Lie algebra j ⊥ /j can have a non-degenerate center and thus the classification of all symplectic Lie algebras with degenerate center uses the knowledge of all symplectic Lie algebras of lower dimension (including those with non-degenerate center), this problem vanishes for nilpotent symplectic Lie algebras. Because a nilpotent symplectic Lie algebra has a non-degenerate center, if and only if it is abelian.
We determine when cocycles of the second cohomology H 2 (l, a, ω a ) ♯ define nilpotent symplectic Lie algebras. We denote this set of cohomology classes by H 2 (l, a, ω a ) 0 and obtain a bijection between the isomorphism classes of non-abelian nilpotent symplectic
Lie algebras and symplectic Lie algebras can be determined systematically up to isomorphism, since the scheme does not depend on choices (as in [13] , [8] , [7] , [2] ). For another thing the classification of nilpotent symplectic Lie algebras of a fixed dimension does not use any other classifications, as for example a classification of all nilpotent Lie algebras of a fixed dimension (as in [12] for the classification of 6-dimensional nilpotent symplectic Lie algebras). We only need a system of representatives of the isomorphism classes of nilpotent symplectic
Lie algebras of lower dimension, which also can be computed with this scheme. Moreover, this classification scheme is universally usable. There are no additional restrictions to the Lie algebras.
We derive exemplarily a system of representatives of the isomorphism classes of 6-dimensional nilpotent symplectic Lie algebras (see [12] , also compare to [10] ) on a new way using this classification scheme. Therefor, we determine the G-orbits of H 2 (l, a, ω a ) 0 for (l, a) ∈ {(R, R 4 ), (R, h 3 × R), (R, n 4 ), (R 3 , {0}), (R 2 , R 2 )} and corresponding symplectic form ω a . Besides, we remove some little inaccuracies in 2.1 Quadratic extensions of symplectic Lie algebras
Quadratic extensions of symplectic Lie algebras
We introduce the notion of a quadratic extension of symplectic Lie algebras and show that every symplectic Lie algebra with degenerate center naturally has such a structure.
Moreover, we define a equivalence relation on the set of quadratic extensions.
For every central isotropic ideal j ⊂ z and an symplectic Lie algebra (g, ω g ) the set j ⊥ is also an ideal of g, since dω g = 0. Moreover, ω g induces a symplectic form ω of the Lie algebra j ⊥ /j. This motivates the following definition.
Definition 2.
A quadratic extension of an abelian Lie algebra l by a symplectic one (a, [·, ·] a , ω a ) is an tuple (g, j, i, p), where
) is a symplectic Lie algebra,
• j ⊂ z is an ideal of ω g , which is isotropic with respect to ω g and
• i and p are homomorphisms of Lie algebras forming a short exact sequence of Lie
where im i = j ⊥ /j and i : a → j ⊥ /j is an isomorphism of symplectic Lie algebras.
We call a quadratic extension balanced, if j = z ∩ z ⊥ .
Theorem 1. Every symplectic Lie algebra
) has the structure of a balanced quadratic extension in a canonical way.
Proof. Let j denote the isotropic ideal j := z ∩ z ⊥ . Then
is a short exact sequence, where ι and π denote the canonical embedding and projection.
Since j ⊥ is an ideal of g, also j ⊥ /j is one in g/j and
is a short exact sequence, where i and p are the canonical embedding and projection. Now, we set
It is clear that a is a symplectic Lie algebra. Moreover, from
we obtain that l is abelian. 
there is an isomorphism Φ : g 1 → g 2 of the corresponding symplectic Lie algebras, which maps j 1 to j 2 and satisfies
Here Φ : g 1 /j 1 → g 2 /j 2 denotes the map on the quotient induced by Φ.
Factor system
In this section we give the definition of a factor system. These objects describe extensions of non-abelian Lie algebras [15] (see for instance [14] , [11] , [18] ), which we will use for symplectic Lie algebras with degenerate center.
Definition 5.
Let l be a Lie algebra and U, V, W l-modules. Furthermore, let m :
There is a naturlal product
which is given by
Here S k denotes the symmetric group of k letters.
Beispiel 6. Let l be a Lie algebra, (a, [·, ·] a , ω a ) a symplectic one and a trivial l-module. Furthermore, let h denote a trivial l-module and we think of C 1 (a, h) as a trivial l-module.
We consider the bilinear map ev :
Then we have the multiplications
Definition 7. Let ξ : l → Hom(a) be linear, a a trivial l-module and denote (C * (l, a), d) the corresponding cochain complex. We consider ξ ∧ :
For the covariant differential we have
(see [15] Here we mention that every linear map ξ : l → Hom(a) defines a linear mapξ :
Definition 9. In the following, let us assume that a is a Lie algebra. We call (ξ, α) ∈
Here der(a) denotes the space of derivations of a.
The standard model
In this section we define the standard model of a quadratic extension of an abelian Lie algebra l by a symplectic one (a, ω a ). We give necessary and sufficient conditions for the existence of the standard model on the level of cocycles and decide when cocycles describe balanced quadratic extensions.
For a linear map
Definition 10. Let (a, [·, ·] a , ω a ) be a symplectic Lie algebra and l an abelian one. Moreover, consider the dual space l * of l as an abelian Lie algebra. Assume a linear map γ : l → Hom(a, l * ), a 2-form ǫ on l with values in l * and a linear ξ : l → gl(a). In the following, let β denote the 2-Form on a with coefficients in l * , which is defined by
for all A 1 , A 2 ∈ a. Moreover, we set
for every A ∈ a. This map β 0 equals β considered as an linear map from a to Hom(a, l * ).
By α ∈ C 2 (l, a) we denote, in the following, the map
The standard model
Now, we consider the vector space l * ⊕ a ⊕ l and define a skewsymmetric bilinear map
Moreover, we define a skewsymmetric bilinear map ω : (l * ⊕ a ⊕ l) 2 → R, which is given by
For further considerations we give some more notation. We define ξ 0 : a → Hom(l, a)
for all A ∈ a and L ∈ l. We omit brackets, if it is clear from the context, for instance
By a l ξ we mean the space a l ξ := ker ξ 0 . If ξ is a representation, then a l ξ equals the space of invariants a l .
Definition 11. Let l be an abelian Lie algebra and (a, [·, ·] a , ω a ) a symplectic Lie algebra, considered as a trivial l-module. Let Z 2 (l, a, ω a ) denote the set of triples (γ, ǫ, ξ) of linear maps γ : l → Hom(a, l * ), ǫ ∈ C 2 (l, l * ) and ξ : l → Hom(a), which satisfy the following
(ξ, α) is a factor system,
dξγ
identity. We define
, defined above, satisfies obviously Jac(Z, X 1 , X 2 ) = 0 for every Z ∈ l * , X 1 , X 2 ∈ l * ⊕ a ⊕ l. Now, we show that the other Jacobi identities are equivalent to the conditions (6)- (9) . Since
Altogether, the triple (l * ⊕ a ⊕ l, [·, ·]) is a Lie algebra if and only if the equations (6) - (9) hold. Now, the Lie-Algebra (l * ⊕a⊕l, [·, ·]) with the skewsymmetric bilinear form ω is symplectic if and only if ω is closed. Here ω, as defined above, satisfies obviously
and dω(a, a, a) = dω a (a, a, a) = 0. Moreover, dω(a, a, l) = 0 and dω(a, l, l) = 0 hold, since
We identify d γ,ǫ,ξ (l, a)/l * with a ⊕ l. Moreover, let i : a → a ⊕ l and p : a ⊕ l → l denote the canonical embedding and projection.
Using Theorem 2 we get directly that (d γ,ǫ,ξ (l, a), l * , i, p) is a quadratic extension of l by (a, ω a ) if and only if (γ, ǫ, ξ) is an element of Z 2 (l, a, ω a ). In the following, we simply write
Definition 12.
We call a triple (γ, ǫ, ξ) in Z 2 (l, a, ω a ) balanced, if it satisfies the following two conditions:
(a) The set L of all elements L ∈ l, which satisfy all the equations
for a suitable A ∈ a at ones, contains only the zero vector.
(b) The subspace z(a) ∩ ker β 0 ∩ a l ξ ∩ ker γ 0 of a is non-degenerate with respect to ω a .
Let Z 2 (l, a, ω a ) ♯ denote the set of all balanced triple of Z 2 (l, a, ω a ).
It follows that balanced triple define balanced quadratic extensions. 
This implication is equivalent to the first condition.
The second condition holds if and only if z ∩ a is non-degenerate with respect to ω a . In addition, it is not hard to see that z ⊂ l * ⊕ a implies the equality
Now, we prove the theorem. Assume z ∩ z ⊥ = l * . Then l * is a subset of z ⊥ and thus z a subset of l * ⊕ a. Hence, the first condition holds. In addition, z ∩ z ⊥ ∩ a = {0} holds and therby the second condition. Conversely, suppose that condition (a) and (b) hold. Then
and we obtain z ∩ z ⊥ ⊂ l * . This yields the assumption.
Equivalence to the standard model
The term standard model for d γ,ǫ,ξ is motivated by the fact that every quadratic extension of symplectic Lie algebras is equivalent to d γ,ǫ,ξ for some suitable (γ, ǫ, ξ) ∈ Z 2 (l, a, ω a ).
Showing this is the task of this section.
Theorem 4. For every quadratic extension
Proof. Let V l be an isotropic complement of j ⊥ and V a an orthogonal one of j ⊕ V l . Then
We choose an isomorphism s : l → V l of vector spaces withp • s = id, wherẽ p : g → l denotes the composition of the natural projection π : g → g/j with p. Moreover, there is a linear map t : a → V a , defined by
Sincep(X) = 0 for all X ∈ j ⊥ , we define the dual map p * : l * → g forp : g → l by
This map is an isomorphism from l * to j.
We define ξ, γ and ǫ by
It is easy to see that this maps are well-defined.
The next step is to give some useful facts about β and α: Therefor, we consider
Here we used
for the second equality. Using
∈ V a and thus orthogonal to
for all A 1 , A 2 ∈ a. Now, we consider
Lemma 13. The linear map
is an isomorphism of symplectic Lie algebras.
Proof of the lemma. Clearly Φ is bijective. Since l * and j lie in the center, we have
Using the formulas (14) and (15) for β and α we obtain that Φ respects the commutator.
At this moment we have seen that (g,
Moreover, it is easy to see that Φ * ω g = ω. Thus Φ is an isomorphism of symplectic Lie algebras.
In addition, we get that Φ : d γ,ǫ,ξ (l, a) → g is an equivalence of the quadratic extensions g and d γ,ǫ,ξ (l, a), because on the one hand we have i(A) = π(t(A)) = Φ(A) and on the other
Equivalence classes
In this section we define the second quadratic cohomology set of abelian Lie algebras with values in symplectic ones. We show that the set of equivalence classes of quadratic extensions of an abelian Lie algebra l by a symplectic Lie algebra (a, ω a ) is in one-to-one correspondence with the quadratic cohomology set H 2 (l, a, ω a ).
Recall that the dual map τ * for τ : l → a is given by
Definition 15. For a τ ∈ C 1 (l, a) and a triple (γ, ǫ, ξ), consisting of linear maps γ : l → Hom(a, l * ), ǫ ∈ C 2 (l, l * ) and ξ : l → Hom(a), we define
Here the linear mapτ * : Hom(a) → Hom(a, l * ) is given by(τ * ϕ)(A) = τ * (ϕ(A)) for all ϕ ∈ Hom(a) and A ∈ a.
Lemma 16. The quadratic extensions
d γ,ǫ,ξ (l, a) and d γ ′ ,ǫ ′ ξ ′ (l, a) are equivalent, if and only if there is an τ ∈ C 1 (l, a) such that (γ, ǫ, ξ)τ = (γ ′ , ǫ ′ , ξ ′ ). Proof. The quadratic extensions d γ,ǫ,ξ (l, a) and d γ ′ ,ǫ ′ ξ ′ (l, a) are equivalent,
if and only if there
is an isomorphism ϕ of Lie algebras, which has the form (with respect to l * ⊕ a ⊕ l)
for some linear τ : l → a, b : l → l * and c : a → l * , and satisfies ϕ * ω = ω.
Finally equating the coefficients yields
and
Conversely, it is straight forward that
respects the commutator for (γ, ǫ, ξ)τ = (γ ′ , ǫ ′ , ξ ′ ) and for every selfadjointσ : l → l * .
Remark 17. The map ϕ τ,σ is an equivalence from
This shows that equation (16) defines a group action of C 1 (l, a) on the set of all triples, consisting of linear maps γ : l → Hom(a, l * ), ǫ ∈ C 2 (l, l * ) and ξ : l → Hom(a). Furthermore, using Theorem 2 and Theorem 3 this group action of C 1 (l, a) leaves
We define
We call H 2 (l, a, ω a ) the quadratic cohomology of the abelian Lie algebra l with values in the symplectic Lie algebra (a, ω a ). For a given cocycle (γ, ǫ, ξ) let [γ, ǫ, ξ] denote itscohomology class.
Corollary 18.
The cohomology class of the triple (γ, ǫ, ξ) defined by equations (11)- (13) does not depend on the choice of the section s.
Proof. For two sections s 1 ,
corresponding cocycles, which are given by equations (11)- (13) . Then d γ 1 ,ǫ 1 ,ξ 1 (l, a) and
are equivalent, since both quadratic extensions are equivalent to (g, j, i, p).
Using the previous lemma we get [ 
As the final result of this section we have the following theorem. 
Isomorphism classes of symplectic Lie algebras
The aim of this section is to describe the isomorphism classes of symplectic Lie algebras using a suitable classification scheme. Therefor, we determine the isomorphy of symplectic Lie algebras.
Therefor, we consider pairs (l, a) of abelian Lie-Algebras l and symplectic Lie algebras (a, ω a ). These pairs form a category, whose morphisms are pairs (S, U) :
containing a homomorphism S : l 1 → l 2 of vector spaces and a homomorphism U : a 2 → a 1 of symplectic Lie algebras. We will denote this morphisms by morphisms of pairs.
is an isomorphism of pairs. We have pull back
Now assume that S : l 1 → l 2 and U : a 2 → a 1 are isomorphisms of Lie algebras satisfying
where
Let (S, U) be an isomorphism of pairs and (γ, ǫ, ξ) ∈ Z 2 (l, a, ω a ). Then
for all L 1 , L 2 ∈ l 1 and A, A 1 , A 2 ∈ a 1 . This shows that the mappings α ′ and β ′ corresponding
So, it is easy to show that equation (7) holds for (γ ′ , ǫ ′ , ξ ′ ):
The other equations (6) and (8)- (10) can be verified analogous with equation (18) and (19) .
So, (S, U) * maps the space of cocycles Z 2 (l 2 , a 2 , ω a 2 ) to Z 2 (l 1 , a 1 , ω a 1 ). Since the pull back map respects the group action in the following sense
we also have a pull back map from 
are equivalent.
Proof. One direction is trivial, since every equivalence of quadratic extensions is by definition an isomorphism of the corresponding symplectic Lie algebras. So, assume that F : g 1 → g 2 is an isomorphism of symplectic Lie algebras. Because of F(j 1 ) = j 2 and
It is not hard to see, that S is an isomorphism of vector spaces and U an isomorphism of symplectic Lie algebras. Thus F becomes an equivalence between the quadratic extensions (g 1 , 
Proof. From the previous lemma, we already know that the symplectic Lie algebras 
We define a sections :
as the composition of S −1 and the canonical embedding s : a 1 ) to l 1 . Now, the cocyle associated to this quadratic extension
by a 2 and this sections is given by
(see (11) - (13) ). Using Lemma 16 yields the assumption.
Remark 20. Using Theorem 3 and Theorem 6 we obtain that isomorphisms of pairs pull back balanced cocycles in Z
Let l be an abelian Lie algebra and (a, ω a ) a symplectic one. Let G(l, a, ω a ) denote the set of all pairs of automorphisms S of the vector space l and automorphisms U of the symplectic Lie algebra (a, ω a ). If it is clear from the context which (l, a, ω a ) is considered, then we simply write G instead of G(l, a, ω a ).
We conclude this section with the following classification theorem. It follows immediately from Theorem 1, Theorem 4 and Theorem 6.
Theorem 7. The set of isomorphism classes of symplectic Lie algebras,
• whose ideal j = z ∩ z ⊥ is n-dimensional and
is in one-to-one correspondence to the orbit space 
Nilpotent symplectic Lie algebras
H 2 (R m , a, ω a ) ♯ /G.
While the classification of all symplectic Lie algebras with degenerate center of a fixed dimension with quadratic extensions uses the knowledge of the isomorphism classes of all symplectic Lie algebras of lower dimension and thus needs the classification of symplectic Lie algebras with non-degenrated center, nilpotent symplectic Lie algebren can be classified without such a knowledge.
Lemma 21. Every nilpotent symplectic Lie algebra (g, ω) with non-degenerate center is abelian.
Proof. If the center z of a symplectic Lie algebra g is non-degenerate, then g is the direct sum of an abelian symplectic Lie algebra z and the symplectic Lie algebra z ⊥ with trivial center. Since g is nilpotent, z ⊥ is also nilpotent and thus z ⊥ = {0}. Hence, g is abelian.
is nilpotent if and only if a is nilpotent and
Proof. Let d := d γ,ǫ,ξ (l, a, ω a ) be nilpotent. Since a is isomorphic to the nilpotent Lie-Algebra l * ⊥ /l * , we obtain that a is nilpotent. Moreover, d n+1 = 0 for some n > 0 implies We call these cocycles nilpotent cocycles. Moreover, we define
as the set of cohomology classes of nilpotent cocycles. 
Nilpotent symplectic Lie algebras of dimension six
In [12] , a list of all 6-dimensional nilpotent symplectic Lie algebras (up to isomorphism) is given. We compute this list on new way with the help of our new classification scheme and correct some little mistakes in the list in [12] .
In the following, as long as nothing else is mentioned, let {e 1 , . . . , e k } denote the standard basis of the k−dimensional abelian Lie algebra l = R k and {σ 1 , . . . , σ k } the corresponding dual basis of l * .
We call a basis {v 1 , w 1 , . . . , v n , w n } of the 2n-dimensional symplectic Lie algebra (a, ω a )
We will describe a Lie algebra by giving a basis and all non-vanishing brackets of basis vectors. If all basis vectors appear in the bracket relations, then we do not mention the basis explicitly. The Lie algebra R 2 = span{a 1 , a 2 } becomes a symplectic Lie algebra with ω a = α 1 ∧ α 2 , where {α 1 , α 2 } denotes the dual basis of {a 1 , a 2 }.
Moreover, we identify Hom(U, V) with U * ⊗ V for vector spaces U and V.
Recall the following well-known theorem.
Theorem 9. Every 4−dimensional nilpotent symplectic Lie algebra is isomorphic to exactly one of the following one:
Here {α 1 , . . . , α 4 } denotes the dual basis of {a 1 , . . . , a 4 }.
In the following, we determine all 6-dimensional nilpotent symplectic Lie algebras up to isomorphism. From our previous observations, we know that it suffices to calculate the
G-orbits of
where ω a is given as in Theorem 9.
Case
Let {e 1 , e 2 , e 3 } denote the standard basis of l = R 3 . Assume a = {0} and let {σ 1 , σ 2 , σ 3 } denote the dual basis of l * . Moreover,
Lemma 24. Every element in H 2 (R 3 , 0, 0) 0 /G can be represented by exactly one (0, ǫ, 0) where
Proof. We prove the lemma by determining H 2 (R 3 , 0) 0 and describing the action of G on that cohomology set.
Since a = {0} the set of cocycles Z 2 (R 3 , 0) 0 consists of all triples (0, ǫ, 0) satisfying condition (10) and condition (a) on page 10. Since l is three-dimensional, condition (10) is equivalent to ǫ(e 1 , e 2 )(e 3 ) + ǫ(e 2 , e 3 )(e 1 ) + ǫ(e 3 , e 1 )(e 2 ) = tr(M ǫ ) = 0. 
for allL ∈ l. Equation (22) holds for L = λ 1 e 1 + λ 2 e 2 + λ 3 e 3 where λ 1 , λ 2 , λ 3 ∈ R if and only if ǫ(L, e i ) = 0 ∈ l * for all i = 1, . . . , 3. In addition this condition is equivalent to Proof. Assume ǫ, ǫ ′ ∈ C 2 (l, l * ). and using the Cramer's rule yields that (0, ǫ ′ , 0) = S * (0, ǫ, 0) holds if and only if
Since the dimension of l is odd we obtain our assertion.
Finally the observations from above and Lemma 25 show that H 2 (l, a) 0 /G can be described by all trace free 3 × 3-matrices with an rang of at least two modulo conjugation and modulo multiplication with real numbers unequal to zero. This yields the system of representatives given in the lemma. Proof. At first we compute some useful properties of nilpotent derivtions of n 4 . Nilpotent derivations D map the center z(n 4 ) = span{a 3 } to zero, since it is one-dimensional.
Moreover, using
and the nilpotency of D we obtain Da 2 ∈ span{a 3 }. Thus Da 1 ∈ span{a 2 , a 3 } because of
Hence the image of a nilpotent derivation D lies in span{a 2 , a 3 }.
for all L ∈ R n . Thus a 3 ∈ ker γ 0 . Now, this shows that (γ, 0, ξ) is not balanced, since
is degenerate and hence condition (b) is not satisfied.
Let {e 1 } denote the standard basis of l = R and {a 1 , a 2 , a 3 , a 4 } the standard basis of a = R 4 .
Moreover, let {σ 1 } and {α 1 , α 2 , α 3 , α 4 } denote the dual basis of l * and a * respectively. Let ω a denote the symplectic form ω a = α 1 ∧ α 2 + α 3 ∧ α 4 of R 4 .
In this section we compute a system of representatives for H 2 (R, R 4 , ω a ) 0 /G. Therefor, we set γ 0 : l → Hom(a, l * ) as
Moreover, we define linear maps ξ 1 , ξ ± , ξ κ : l → Hom(a) by
for κ ∈ R.
Lemma 27. Every element of H 2 (R, R 4 , ω a ) 0 /G can be represented by the cohomology class of exactly one of the following cocycles:
Proof. At first it is not hard to see that the given cocycles are nilpotent ones. Now, we
show that the cohomology class of an arbitrary nilpotent cocylce lies in the G-orbit of a cohomology class given in the lemma. So, let (γ, ǫ, ξ) be a nilpotent cocycle. Since l is one-dimensional, we have ǫ = 0 and α = 0. It holds ξ(e 1 ) 0: Conversely, for ξ = 0 we get β = 0 and thus, condition (b) implies that z(a) ∩ a l ξ ∩ ker γ 0 ∩ ker β 0 = ker γ 0 is non-degenerate. Hence γ = 0. But for ξ = 0 and γ = 0 it is easy to see that condition (a) is not satisfied.
Moreover, ker ξ(e 1 ) ∩ im ξ(e 1 ) {0} is isotropic. To see this, we choose vectors v 1 , v 2 ∈ ker ξ(e 1 ) ∩ im ξ(e 1 ). Let v i denote inverse images of v i under ξ(e 1 ) for i = 1, 2. Then
because of condition (7). Especially im ξ(e 1 ) ker ξ(e 1 ),
since a l ξ = ker ξ(e 1 ) ⊂ ker β 0 and thus
is isotropic otherwise. Now, let a l ξ be three-dimensional. This means that the image of ξ(e 1 ) is one-dimensional.
At first we show that β = 0. Therefor, we note that the at least 2-dimensional subspace im(ξ(e 1 )) ⊥ ∩ ker ξ(e 1 ) is contained in ker β 0 . Since, especially, im ξ(e 1 ) ⊂ im(ξ(e 1 )) ⊥ ∩ ker ξ(e 1 ) lies in the kernel of β 0 , the subspace ker β 0 contains a 2-dimensional isotropic subspace. Because of the dimensions the subspace ker ξ(e 1 ) ∩ ker γ(e 1 ) ∩ ker β 0 is not trivial. This space is moreover non-degenerate because of condition (a) and hence ker β 0 is not 2-dimensional, thus β = 0. Especially, using condition (b) we see that γ 0 and ker ξ(e 1 ) ∩ ker γ(e 1 ) is a 2−dimensional non-degenerate subspace of a = R 4 . So, we can choose v 3 , v 4 ∈ ker ξ(e 1 ) ∩ ker γ(e 1 ) such that ω a (v 3 , v 4 ) = 1. Since β = 0 the derivation ξ(e 1 ) is skewsymmetric with respect to ω a . Thus the image of ξ(e 1 ) is orthogonal to span{v 3 , v 4 } ⊂ ker ξ(e 1 ) and, especially, it holds im ξ(e 1 ) ker γ(e 1 ) because of (b). We choose 0 v 1 ∈ im ξ(e 1 ). Then v 1 ker γ(e 1 ). Moreover, we choose v 2 ∈ ker γ(e 1 ) such that v 2 is orthogonal to the non-degenerate subspace span{v 3 , v 4 } = ker ξ(e 1 ) ∩ ker γ(e 1 ) and ω a (v 1 , v 2 ) = 1 holds. We have ξ(e 1 )v 2 = λv 1 for some λ 0. Now, γ, ǫ and ξ are given by . Condition (27) yields ξ(e 1 ) 2 0. Moreover, the subspaces a l ξ = ker ξ(e 1 ) and im ξ(e 1 ) are isotropic because of condition (7): Therefor, assume v 1 ∈ ker ξ(e 1 ) ∩ im ξ(e 1 ) = im(ξ(e 1 ) 2 ), v 4 ∈ ker ξ(e 1 ) and choose an inverse image v 2 ∈ im ξ(e 1 ) of v 1 under ξ(e 1 ). Then
where v 3 denotes an inverse image of v 2 under ξ(e 1 ). Especially, we have
So, let us fix a v 1 0 in the image of ξ(e 1 ) 2 . Then v 1 ker γ 0 because of condition (28) and im(ξ(e 1 ) 2 ) = ker ξ(e 1 ) ∩ im ξ(e 1 ) ⊂ ker β 0 . Moreover, we fix a v 2 ∈ ker γ(e 1 ) ∩ im ξ(e 1 ) with ξ(e 1 )v 2 = v 1 . Since ω a is non-degenerate, the three-dimensional subspace of a spanned by ker ξ(e 1 ) and im ξ(e 1 ) is not isotropic. Thus there is a vector in the kernel of ξ(e 1 ) which is not orthogonal to v 2 . Then there is also a v 3 ∈ ker γ(e 1 ) with ξ(e 1 )v 3 = v 2 and ω a (v 2 , v 3 ) = 0.
Case
Finally, we choose v 4 ∈ span{v 1 , v 3 } ⊥ ∩ ker ξ(e 1 ) such that ω a (v 2 , v 4 ) = 1. Now, γ, ǫ and ξ are given by
with respect to the Darboux basis
of a, where b := ω a (v 1 , v 3 ) 0, and with respect to the basis {e 1 } of l = R for a suitable x 0 andỹ ∈ R. Here {ν 1 , . . . , ν 4 } denotes the dual basis of {ṽ 1 , . . . ,ṽ 4 }.
As in the previous case, it is possible to rescale the bases. We set S = 1/ 3 √ x and
Therefor, we compute on the one hand that
Assume τ = σ 1 ⊗ (τ 2 a 2 + τ 3 a 3 ) with τ 2 = ± 
In addition, we have
On the other side, for S = 1 and
As the last case, let a l ξ be one-dimensional. Then ξ(e 1 ) 3 0. We choose v 1 , . . . , v 4 ∈ a
is non-degenerate we obtain v 1 ker γ(e 1 ). Because of condition (7) it holds
Hence im(ξ(e 1 )) 3 = ker ξ(e 1 ) ∩ im(e 1 ) is orthogonal to the image of ξ(L). Moreover, using condition (7) yields
Especially, we can assume w.l.o.g that ω a (v 1 , v 4 ) = ±1. Now, we choose consists of all triples (γ, 0, ξκ) ∈ Z 2 (l, a, ω a ) ♯ which satisfy γ(e 1 )(a 1 ) = xσ 1 : Therefor, assume
Moreover, we have
In the last step, we want to show that no cohomology classes of two distinct cocycles given in the set of the lemma have the same G-orbit. Since the equivalence of two cocycles Now, assume (γ, 0, ξ) ∈ Z 2 (l, a, ω a ) 0 and ξ 3 (e 1 ) 0. We choose a L 0 ∈ R and a v ∈ a such that ξ 3 (e 1 )v 0 and consider
As before, we can show that the value of (35) is independent from the choice v. Moreover, it is easy to prove that the value is also independent of the choice of L 0. Thus the value of (35) is only given by the structure of the Lie algebra and the symplectic form (29) and (30)). Since the value of the term (35) equals κ for (γ 0 , 0, ξ κ ), we obtain that κ is an invariant of the G-orbits and hence the set given in the lemma forms a system of representatives. In this section we determine H 2 (R, h 3 ⊕ R, ω a ) 0 /G. Basically, we argue as in the case l = R and a = R 4 excluding that the choice of the basis of h 3 ⊕ R is much more limited. So, the basis has to preserve the symplectic form and the fixed structure of the commutator.
Thus it is not easy to find a basis directly such that a triple (γ, ǫ, ξ) has a nice form with respect to that basis. On the other hand nilpotent derivations of h 3 ⊕ R are also of special form. Proof. Because of l = R the condition (20) is satisfied if and only if ξ(e 1 ) is a nilpotent derivation. So, let ξ(e 1 ) be a nilpotent derivation. Since derivations map the derived Lie algebra and the center to itself, the subspaces span{e 3 } and span{e 3 , e 4 } are invariant under ξ(e 1 ). All eigenvalues and the trace vanishes for a nilpotent ξ(e 1 ). Thus
where a 2 = −de ≥ 0.
Conversely, direct computations show that ξ(e 1 ) = ξ Now, we can describe when a triple (γ, ǫ, ξ) is a nilpotent cocycle. c, i, j, m, n, l) , where the parameters satisfy one of the following conditions:
l = R, a = h 3 ⊕ R
Lemma 29. A triple (γ, ǫ, ξ) is a nilpotent cocycle if and only if
Proof. At first, a triple (γ, ǫ, ξ) where ξ(e 1 ) = ξ κ 2 κ 1 (b, c, i, j, m, n, l) is a cocycle if and only if equation (7) holds, since the remaining conditions (6) and (8) - (10) are trivial for l = R.
Especially, ǫ = 0.
Since ξ 2 (e 1 )a ⊂ span{a 3 , a 4 } is orthogonal to a 3 ∈ ker ξ(e 1 )∩z(a), condition (7) is equivalent to β(ξ(e 1 )a 1 , a 2 ) + β(a 1 , ξ(e 1 )a 2 ) = γ(e 1 )a 3 ,
β(ξ(e 1 )A, a 4 ) + β(A, ξ(e 1 )a 4 ) = 0 (37)
for all A ∈ span{a 1 , a 2 }. Since, moreover, ξ 2 (e 1 )A is othogonal to a 4 for all A ∈ span{a 1 , a 2 } and ξ 2 (e 1 )a 4 = 0 holds, the equation (37) is again equivalent to 2ω a (ξ(e 1 )A, ξ(e 1 )a 4 ) = 0 (38) for all A ∈ span{a 1 , a 2 }. Finally we obtain
from equation (36) and cl = 0 from equation (38).
Assume l 0. Then c = 0 and thus a 3 ∈ ker β 0 . Hence condition (b) on page 10 is satisfied if and only if the first equation of the lemma holds. Let us now consider the case It is easy to see that the linear map
is an isomorphism of (a, ω a ) for all x, k, p, q ∈ R.
Let (γ, 0, ξ) be a nilpotent cocycle with ξ(e 1 ) = 0 on a/z(a). This property is invariant under equivalence and G-action. Moreover, we have ξ(e 1 ) 0 on z(a) since the cocycle is balanced.
For every x ∈ R and f 0, the set { f −2 a 1 , f a 2 + xa 1 , f −1 a 3 , f 2 a 4 − f xa 3 } forms a basis of a such that the commutator and symplectic form is given by [ f −2 a 1 , f a 2 + xa 1 ] = f −1 a 3 and ω a = ν 1 ∧ ν 4 + ν 2 ∧ ν 3 , where {ν 1 , . . . , ν 4 } denotes the corresponding dual basis. Thus we can assume that ξ(e 1 ) is given by
for a suitable basis and a suitable m 0.
This motivates to define
for i, j ∈ R. If i = j = 0, we simply write ξ 1 instead of ξ 1 0,0 .
We obtain, that a given nilpotent cocycle with ξ(e 1 ) = 0 on a/z(a) lies in the G-orbit of
Lemma 30. The cohomology classes of all nilpotent cocycles
Proof. At first, we have directly from Lemma 29 that (σ 1 ⊗ α 3 ⊗ σ 1 , 0, ξ 1 ) is a nilpotent cocycle.
Before giving an isomorphism of pairs which maps the cohomology class of [σ 1 ⊗ (x 1 α 1 +
, we determine the equivalence class of
Furthermore,
and using β = −(α 2 ∧ α 4 ) ⊗ σ 1 yields
Thus, we obtain
So, the equivalence classes of (σ 1 ⊗ α 3 ⊗ σ 1 , 0, ξ 1 ) consists of all cocycles (γ, 0, ξ 1
)σ 1 andγ(e 1 )a 4 = 2τ 2 σ 1 . Now, assume
We set S = 1 and U = U(0, p, 0, k) where
.
Finally, we have
Now, let us assume that (γ, 0, ξ) ∈ Z 2 (R, h 3 ⊕ R, ω a ) 0 satisfies ξ(e 1 ) 0 on a/z(a) and that im(ξ(e 1 )) is orthogonal to [a, a]. The set of this cocycles is invariant under equivalence and G-action. Moreover, this case can be devided into two separat cases, namely ξ(e 1 ) = 0 on z(a) and ξ(e 1 ) 0 on z(a). Both cases are also invariant under equivalence and G-action.
Because of im(ξ(e 1 ))⊥[a, a] the vector ξ(e 1 )a 1 lies in the center of a. Thus ξ(e 1 )a 2 0 on a/z(a) and moreover ξ(e 1 )a 1 [a, a] since the cocycle is balanced. For all k ∈ R and f 0, 
is defined by
If i = j = 0 we again omit the indices and simply write ξ 1 (l) instead of ξ 1 0,0 (l).
Lemma 31. The set of all triples
and im(ξ(e 1 ))⊥[a, a] can be represented by the following cocycles
Proof. Again using Lemma 29 yields that the given cocycles are nilpotent. Now, we begin to compute the equivalence class of the cocycle (σ 1 ⊗(l+1)α 3 ⊗σ 1 , 0, ξ 1 (l)). Assume therefor
analogous to the equations (46) and (47). Using equations (42)- (44) and (50)- (51) we obtain
for l {0, 1}. Completely analogous we have
Thus, we also see that [σ 1 ⊗ (
. Therefor, we set S = 1 and U = U(x, p, q, x)
Then
For l = 0 we set instead p = 0 and the parameters x and q as before (equations (52) and (54)). So, we get analogous
for τ 1 and τ 2 (see no. (55) and (56)) and
As a consequence we obtain that every [γ, 0, ξ] ∈ H 2 (l, a, ω a ) 0 satisfying ξ(e 1 ) 0 on a/z(a) and im(ξ(e 1 ))⊥[a, a] lies in the G-orbit of the cohomology class of one of the in the lemma given cocycles.
It remains to show that this cocycle is uniquely determined. Therefor we choose for ξ(e 1 ) 0 on z(a) a L ∈ l, L 0 and a v ∈ a with ξ(e 1 ) 3 v 0 and consider
Obviously, this value is independent from the choice of L 0. It is also independent from the choice of v: Since ξ 3 (e 1 ) = [a, a] is one-dimensional, everyṽ ∈ a satifying ξ 3 (e 1 )ṽ 0 can be written as the sum of a nontrivial multiple of v and an element in the image of ξ(L).
Since the image of ξ(L) is orthogonal to [a, a], we have
for some µ 0. Moreover, the center is isotropic and it follows that
Thus the value of the term (57) is only given by the structure of the Lie algebra and the symplectic form (hence invariant under the G-action). Furthermore, it is invariant under equivalence and defines hence an invariant of the G-orbits. Finally, the term (57) equals 
This means that (S, U) * ξ 1 (0) = ξ 1
z ∈ z(a) and assume Se 1 = λe 1 for λ 0. We consider
We get f = λ = 1 and thus obtain
=γ(e 1 , τ 2 a 3 + a 4 , e 1 ) = 2τ 2 Since
x ∈ R and f 0 are bases of a, such that the commutator and the symplectic form is given unchanged, we can choose a basis of a and a basis {L} of l, such that ξ(L) is given by
for a suitable n ∈ {1, 0, −1} and i, j ∈ R with respect to a suitable basis. This shows that every nilpotent cocycle, whose image of ξ(e 1 ) is not orthogonal to [a, a], lies in the G-Orbit
for some x 1 , . . . , x 3 , i, j ∈ R, y 4 0 and n ∈ {1, 0, −1}. Here ξ
Again, we write simply ξ 1,n instead of ξ 1,n 0,0 .
Lemma 32. The cocycles
where Proof. Using Lemma 29 yields directly that the given cocycles are nilpotent. Now, we determine the equivalence classes of (σ 1 ⊗ (y 2 α 2 + y 4 α 4 ) ⊗ σ 1 , 0, ξ 1,n ) for n ∈ {1, 0, −1}. Therefor, we use equations (42)-(44) and
since x 2 can be written as x 2 = y 2 − 2jn + ij. Moreover, we have
Hence the cohomology classes [σ 1 ⊗ (
If in addition n = 0, we set S = f −3 and
At this point, we have shown that every nilpotent cocycle, whose image of ξ(e 1 ) is not orthogonal to [a, a], lies in the G-orbit of one of the equivalence classes given in the lemma.
Moreover, this cocycle is unique: Therefor, let (S, U) be an isomorphism of pairs satisfying
for the parameters given in the lemma, where γ = σ 1 ⊗ (y 2 α 2 + y 4 α 4 ) ⊗ σ 1 holds. This
for some f 0 and z ∈ z(a). Assume Se 1 = λe 1 for some λ 0. It holds
Since n,ñ ∈ {1, 0, −1}, we have especially n =ñ. (Here we mention that the computation shows that sign(ω a (a 1 , (ξ(e 1 )) 2 a 1 )) ∈ {1, 0, −1} is an invariant of the G-orbits.) Moreover, we
Thus for n =ñ = ±1 it follows that f = λ = 1 and for n = 0 we obtain λ 2 = f −3 > 0. Thus for n =ñ = ±1 the parameter y 4 =ỹ 4 0. For n = 0 and y 4 ,ỹ 4 ∈ {1, −1} we also get y 4 =ỹ 4 . Especially it also follows for n = 0 that f = λ = 1 and hence Lemma 33. The cocycles
Case
Let {e 1 , e 2 } denote the standard basis of l = R 2 , {σ 1 , σ 2 } its dual basis of l * and {a 1 , a 2 } the standard basis of a = R 2 and ω a = α 1 ∧ α 2 , where {α 1 , α 2 } denotes the corresponding dual basis of a * .
At first, we consider cocycles with ξ = 0. For every linear γ : l → Hom(a, l * ) and every ǫ ∈ C 2 (l, l * ) the triple (γ, ǫ, 0) satisfies the conditions (6) -(10), since β = 0, a = R 2 is abelian and l = R 2 is two-dimensional. Thus (γ, ǫ, 0) ∈ Z 2 (l, a, ω a ).
is a nilpotent one if and only if
• γ = 0 and ǫ 0 or 
for all A ∈ a, it follows L = 0 by using no. (59). So, condition (a) holds for all ker γ 0 = {0} and the assertion of the lemma follows.
Now, assume in the following that (γ, ǫ, 0) ∈ Z 2 (l, a, ω a ) 0 satisfies ker γ 0 = {0}. Two cocycles (γ, ǫ, 0) and (γ ′ , ǫ ′ , 0) are equivalent if and only if γ = γ ′ and
for some τ ∈ C 1 (l, a). Because of τ * α(e 1 , e 2 ) = −(γ(e 1 )τ·)(e 2 ) + (γ(e 2 )τ·)(e 1 ) equation (60) is equivalent to ǫ ′ (e 1 , e 2 )(e 1 ) = ǫ(e 1 , e 2 )(e 1 ) − γ(e 1 , τ(e 1 ), e 2 ) + 2γ(e 2 , τ(e 1 ), e 1 ) − γ(e 1 , τ(e 2 ), e 1 ) (61) ǫ ′ (e 1 , e 2 )(e 2 ) = ǫ(e 1 , e 2 )(e 2 ) − 2γ(e 1 , τ(e 2 ), e 2 ) + γ(e 2 , τ(e 2 ), e 1 ) + γ(e 2 , τ(e 1 ), e 2 ).
For every A ∈ a we can consider γ 0 (A) as a bilinear form on R 2 . The space of skewsymmetric maps from R 2 × R 2 to R is one-dimensional. Thus, there is an A ∈ a, A 0 such that γ 0 (A) is symmetric as a bilinear form on R 2 .
At first, let us consider that there is aÃ ∈ a such that γ 0 (Ã) is not symmetric. So, there
one κ ∈ {1, 0, −1} and γ 0 (A 2 ) is not symmetric. Here {Z 1 , Z 2 } denotes the dual basis of l * for
Given the linear map γ : l → Hom(a, l * ) we can describe γ 0 (a 1 ) and γ 0 (a 2 ) by a 2 × 2-matrices A and B with respect to the standard basis {e 1 , e 2 } in the domain l and the corresponding dual basis {σ 1 , σ 2 } in the codomain l * . We obtain here (A) ji := (γ 0 (a 1 )(e i ))e j (B) ji := (γ 0 (a 2 )(e i ))e j (63)
for i, j = 1, 2.
If γ 0 (A) is a non-degenerate symmetric bilinear form on R 2 , then we can consider conformal mappings with respect to γ 0 (A).
Let CO(2) denote the set of all linear maps S : R 2 → R 2 , which are conformal with respect 
Proof. Since γ 0 (a 2 ) andγ 0 (a 2 ) are not symmetric, the isomorphism U of (a, ω a ) satisfies Ua 1 ∈ span{a 1 }. Thus, there is an (S, U) satisfying (S, U) * γ =γ, if and only if there are numbers a 0, b ∈ R and an S ∈ GL(2, R) such that
and we getγ
S ∈CO(1, 1) and
is not symmetric. We define
W. l. o. g. we can assume that γ = γ −1 + aγ s1 + bγ s2 + κγ a for some a, b ∈ R, κ 0. For
and for S = S ± (µ, 0) we obtain
For the skewsymmetric tensor γ 0 (a 2 ) a of γ 0 (a 2 ) and S ∈CO(1, 1) it holds
Now, assume a = ±b. Using S = S ± (0, µ) or S = S ± (µ, 0) we can assume w. l. o. g.
that a = ±b = 1. For every µ > 0 there is a conformal map S + (s 1 , s 2 ) with respect to γ 0 (a 1 )
satisfying (s 1 + s 2 ) 2 = 1, whose determinant equals µ. Thus, there is an (S, U) ∈ G such that which is orthogonal with respect to σ 1 ⊗ σ 2 + σ 2 ⊗ σ 1 and satisfies det(S 1 )κ 1 = κ 2 , or a map S 2 ∈CO(1, 1), which is not conformal with respect to γ 0 (a 1 ) and satisfies
and − det(S 2 )κ 1 = κ 2 . Since S 1 respectively (σ 1 ⊗ e 1 − σ 2 ⊗ e 2 ) • S 2 is orthogonal with respect to σ 1 ⊗ σ 2 + σ 2 ⊗ σ 1 it follows det(S 1 ) = ±1 or det(S 2 ) = ±1 respectively. Thus we obtain κ 1 = κ 2 > 0.
Using equations (61) and (62) At first, we note that for γ 0 (a 1 ) = σ 1 ⊗ σ 1 − σ 2 ⊗ σ 2 and γ 0 (a 2 ) s = σ 1 ⊗ σ 1 + σ 2 ⊗ σ 2 there is an A ∈ a, A 0 such that γ 0 (A) s is a positive definite bilinear form. If γ 0 (a 2 ) s = σ 1 ⊗σ 2 +σ 2 ⊗σ 1 , then γ 0 (A) s is non-degenerate for all A ∈ a, A 0, but also not positive definite. For γ 0 (a 2 ) s = 0 we have that γ 0 (A) s is not positive definite for all A ∈ a and that there is an A 2 ∈ a, A 2 0 which satisfies γ 0 (A 2 ) s = 0. Finally, for γ 0 (a 2 ) s = γ s1 (a 2 ) + γ s2 (a 2 ) we have γ 0 (A) s 0 and not positive definite for all A ∈ a and that there is an A 2 ∈ a, A 2 0 such that γ 0 (A 2 ) s 0 is degenerate. Hence the corresponding G-orbits are pairwise distinct. Now, let (γ, ǫ, 0) be a nilpotent cocycle and let γ 0 (A) be symmetric for all A ∈ a. Then there is aÃ ∈ a such that γ 0 (Ã) has signature (1, 1) . This means that we can w. l. o. g. assume that γ 0 (a 1 ) = σ 1 ⊗ σ 1 − σ 2 ⊗ σ 2 and γ 0 (a 2 ) is symmetric with ker γ 0 = {0}.
The basis transformations for γ 0 (a 1 ) = σ 1 ⊗ σ 1 − σ 2 ⊗ σ 2 and not symmetric γ 0 (a 2 ) are also valid for symmetric γ 0 (a 2 ). Thus, we only have to consider (γ, ǫ, 0) for
Here the case γ 0 (a 2 ) = 0 omits since ker γ 0 = {0}.
Using equations (61) and (62) In the following, we consider (γ, ǫ, ξ 0 ) where
For this triple (γ, ǫ, ξ 0 ) we have β = 0. Moreover, it is a cocycle if and only if γ(e 2 )(a 1 ) = 0 ∈ l * , since this equation is equivalent to the only non-trivial condition (8 
is not satisfied simultaneously for any A ∈ a. Using ω a (α(e 1 , e 2 ), a i ) = γ(e 1 , a i , e 2 ) − γ(e 2 , a i , e 1 ) = γ(e 1 , a i , e 2 ) yields α(e 1 , e 2 ) = γ(e 1 , a 2 , e 2 )a 1 − γ(e 1 , a 1 , e 2 )a 2 =: x 4 a 1 − x 3 a 2 .
Since, moreover, ξ 0 (e 1 )A lies in span{a 1 
for i, j = 1, 2 and ǫ ′ (e 1 , e 2 ) = ǫ(e 1 , e 2 ) + τ * (α(e 1 , e 2 )) − ev(γ ∧ τ)(e 1 , e 2 ) − τ
for some τ ∈ C 1 (l, a). Using τ * (α(e 1 , e 2 )) = −γ(e 1 , τ(·), e 2 ) + γ(e 2 , τ(·), e 1 ) yields ǫ ′ (e 1 , e 2 ) = ǫ(e 1 , e 2 ) − γ(e 1 , τ(·), e 2 ) + γ(e 2 , τ(·), e 1 ) − γ(e 1 , τ(e 2 ), ·)
+ γ(e 2 , τ(e 1 ), ·) − ω a (τ·, ξ 0 (e 1 )τ(e 2 )).
Especially, we have γ ′ 0 (A)(L) = γ 0 (A)(L) for equivalent (γ ′ , ǫ ′ , ξ 0 ) and (γ, ǫ, ξ 0 ), if A ∈ ker ξ 0 (L).
