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Abstrakt 
Tato práce hodnotí použití standardu IEEE 802.11 v oboru automatizace, přesměji 
v měřicí technice. Měří a hodnotí dostupný čip CC3200 od firmy Texas Instruments, který 
je vytvořen jako multiprocesorová jednotka s integrovaným MCU Cortex M-4 od firmy 
Arm spolu se síťovým procesorem CC3100 od firmy Texas Instruments v jednom čipu. 
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Abstract 
This work evaluates uses of standard IEEE 802.11 in automatization industry 
specifically in measurement industry. This work measures and evaluates chip CC3200 
from Texas Instrument company, which include processor Cortex M-4 from ARM 
company and network procesor CC3100 from Texas Instrument company integrated in 
one chip. 
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1 ÚVOD 
V této práci je třeba vyřešit bezdrátovou komunikaci mezi měřicím uzlem a 
sběrným bodem. Měřicí uzel bude se sběrným bodem komunikovat prostředníctvím 
standardu IEEE 802.11. To je hlavní myšlenka této práce. Přenos dat mezi uzlem a bodem 
bude přes TCP/IP protokol. Výsledkem by měli být dvě aplikace, jedna pro měřicí uzel a 
druhá pro sběrný bod. Obě si mezi sebou budou posílat data. 
Nejprve bude nutné, abych se seznámil s principem komunikace prostřednictvím 
TCP/IP protokolu. Budu se muset seznámit i s konkrétním bezdrátovým zabezpečením, 
které je na vybrané vývojové desce použito. Pro tvorbu aplikací bude nutná znalost, již 
vytvořených, knihoven pro bezdrátovou komunikaci. 
Jako vývojová deska bude použita CC3200 LaunchPad od firmy Texas 
Instruments. Tato měřicí jednotka již obsahuje MCU, přesněji Cortex M4, který dosahuje 
rychlosti až 80MHz. Dále je pro tuto práci důležitý koprocesor pro bezdrátovou 
komunikaci přes Wi-Fi, který je, spolu s Cortex M4, v jediném čipu. Samotný výkon 
procesoru Cortex bude využit ke zpracování měřených dat, než budou poslána do 
sběrného bodu. 
Předem jsou známy jisté nevýhody, které tohle řešení bude mít. Jednou z hlavních 
nevýhod je rušení. To snad nebude mít na výsledek zásadní roli. Bude nutné brát v úvahu 
i krajní možnosti samotného připojení, například nenavázání spojení mezi měřicím uzlem 
a sběrným bodem. Další nevýhodou bude časové zpoždění. K tomu bude docházet při 
posílání paketu během měření, takže bude hrát roli v jaké fázi měření budou naměřená 
data poslána. Těmto možným chybám bude nutné se vyvarovat. 
Od této práce očekávám prohloubení znalostí v oblasti automatického měření, 
zvláště v oblasti bezdrátové komunikace. Aplikace v samotném čipu bude psaná v jazyce 
C, protože je tento jazyk standardně používán pro tyto účely. Aplikace pro sběrný bod 
bude napsaná v jazyce C# z osobního důvodu. Vyvíjím na platformě Windows a 
s jazykem C# mám již nějaké zkušenosti. 
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2 ROZBOR ZADÁNÍ 
Měřicí uzel bude se sběrným bodem komunikovat přes Wi-Fi. Od toho se bude 
odvíjet i samotné zpracování projektu, které bude této konkrétní komunikaci uzpůsobeno. 
Samotnou komunikaci bude začínat uzel, který se sám připojí na sběrný bod. Tento bod 
najde v síti díky předdefinovanému nastavení jako je IP adresa a port bodu. Jako sběrný 
bod bude použit počítač s platformou Windows. Pod označením Klient bude vývojová 
deska neboli měřicí uzel. Pod označením Server bude počítač neboli sběrný bod. 
Jakmile se Klient připojí k Serveru bude očekávat obdržení startovacího paketu. 
Tento paketu bude v rámci komunikace poslán vždy na začátku, protože bude obsahovat 
důležité informace o počtu paketů, které se mají poslat a o délce datového rámce. Všechna 
data získaná v rámci jednoho měření budou uložena do datového paketu. Množství 
datových paketů, které se odešlou v jediném datovém rámci bude odpovídat číslu o délce 
rámce. Síťový koprocesor bude během odesílání přepnutý do neblokovacího režimu, 
takže Cortex nebude muset čekat, až se data fyzicky odešlou,  a bude moci připravovat 
další datový rámec pro odeslání. Po odeslání všech datových rámců bude komunikace 
ukončena. 
Výstupem práce bude měření. První bude meření propustnosti pro CC3200. 
Speciálně na tohle měření bude nutné vytvořit jinou funkci než na běžné posílání dat, aby 
se zajistilo co nejrychlejší posílání dat ze strany Klienta. V průběhu běžného posílání dat 
a v průběhu testu propustnosti bude změřen odběr energie CC3200. 
 
 
Obrázek 1 Schéma komunikace mezi měřicím uzlem a sběrným bodem 
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3 IEEE 802.11 
Tento standart byl vytvořen pro bezdrátovou komunikaci. Tento typ komunikace 
má řadu výhod. Nejvýznamnější je absence drátů a s tím spojených velkých nákladů na 
vybudování sítí. Pro bezdrátovou komunikaci vám stačí „jen“ přístupová místa a investice 
do prvotního vybudování je tak výrazně menší. Co muselo přijít spolu s touto technologií, 
jsou standardy a regulace. Je nutné si uvědomit, že bez těchto opatření by nastal zmatek. 
Proto se určila frekvenční pásma, ve kterých je možné provozovat tento standard, tak aby 
co nejméně rušil ostatní v jiných pásmech. Ve spojených státech byly vyhrazeny pásma 
2,4 až 2,5 GHz a 5,725 až 5,875 GHz. 
Ve skutečnosti pokrývají kanály rozsah od 2,400 GHz až po 2,4835 GHz. Tento 
rozsah je rozdělen do 14 kanálů. V Tabulce 1 si můžete prohlédount jednotlivé frekvence 
přiřazené ke konkrétnímu kanálu. Každá země povoluje kanály v rámci její legislativy. 
Nejkratší kanálový rozsah pokrývají Spojené státy Americké, Kanada a některé 
středoamerické a jihoamerické státy. Ty mají povolené kanály 1 až 11, ostatní jsou 
zakázané. Hned za nimi v počtu povolených kanálu jsou ostatní země kromě Japonska, 
Španělska a Francie, kanály 2 až 13. Zmiňované tři státy mají povolený celý kanálový 
rozsah. [1] 
Nejlepší signál je přesně ve středu každého kanálu. Nicméně situace mezi 
jednotlivými kanály není až tak jednoduchá, protože každý kanál překrývá na každé 
straně další dva kanály. To je způsobené distribucí jejich energie a s tím spojené snížení 
jejich amplitudy o 50 dB. Řešením tohoto problému je vzdálenost. Zvýšením vzdálenosti 
mezi dvěma vysílači, které běží na různých, ale vzájemně ovlivnitelných, kanálech, se 
rušení minimalizuje nebo úplně odstraní. V případě, že nemůžeme zvětšit vzdálenost 
mezi vysílači, je nejvhodnější vybrat kanály, které se vzájemně neovlivňují, např. kanály 
1,6,11. [1] 
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Tabulka 1 Konkrétní frekvence k jednotlivým kanálům [1] 
Číslo kanálu Frekvence [GHz] 
0 2,400 
1 2,412 
2 2,417 
3 2,422 
4 2,427 
5 2,432 
6 2,437 
7 2,442 
8 2,447 
9 2,452 
10 2,457 
11 2,462 
12 2,467 
13 2,472 
14 2,484 
 
Tento standard byl založen roku 1997. Dosahoval maximální přenosové rychlosti 
2 Mbps a provozuje se na pásmu 2,4 GHz. Po dvou letech byl vynalezen druhý standard, 
který dostal označení IEEE 802.11a. Ten dosahuje přenosové rychlosti až 54 Mbps a 
provozuje se v pásmu 5 GHz. Na standard IEEE  802.11a si musela veřejnost počkat, až 
do jeho uvolnění v roce 2000. Jelikož brzy přenosová rychlost 2 Mbps v pásmu 2,4 GHz 
nestačila, vytvořil se nový standard IEEE 802.11b. Ten může dosáhnout přenosové 
rychlosti až 11 Mbps. Později byly ještě vytvořeny standardy IEEE 802.11g, IEEE 02.11n 
a nejnovějším standardem je IEEE 802.11ac. [2] 
Protože se budeme pohybovat v bezdrátové sítí je zapotřebí definovat jednotlivé 
body této sítě: [2] 
 Distribution system – Když je více AP připojeno mezi sebou musí 
komunikovat s další takovou sítí. To zajišťuje tento systém. 
 Access points (AP) – Nejdůležitější funkcí tohoto prvku v síti je 
umožnění propojení bezdrátových stanic do jedné sítě. Plní funkci 
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bezpečnostní, kdy může umožňovat přístup do sítě jen vybraným 
stanicím, případně vybírat jednotlivé části frekvenčního pásma. 
 Bezdrátové médium – Bezdrátové zařízení, které v sobě obsahuje 
fyzickou a MAC vrstvu pro komunikaci v rámci sítě s jiným 
bezdrátovým médiem. 
 Stanice – Síť je vytvořena, aby přenášela data mezi stanicemi. Stanice 
je počítač s prvky pro bezdrátovou komunikaci. Obsahuje PHY a MAC 
vrstvu. Typicky je stanice napájena jen přenosnou integrovanou 
baterií, díky které je stanice mobilní. 
Důležitou částí standardu je bezpečnost. Ve chvíli, kdy se data mohou přenášet 
bezdrátově, je mnohem lehčí data zachytit. To sebou nese velké riziko ztráty důležitých 
informací. Aby se těmto ztrátám co nejvíce zamezilo, byly do standardu vloženy 
bezpečnostní protokoly jako WEP, WPA či WPA2. [2] 
V rámci standardu IEEE 802.11 se rozděluje komunikace podle způsobu posílání 
a přijímaní dat na: 
 Half-duplex – Tato komunikace neumožňuje zároveň posílat a přijímat 
data. Je tedy nutné zabezpečit, aby server čekal zatímco klient zpracuje 
přijatá data a začne odesílat požadovaná data. Tuhle komunikaci si lze 
představit jako jeden kanál, jenž dovede vysílat data jen jedním 
směrem současně. Výhodou tohoto spojení je vyšší propustnost dat. 
 Full-duplex – Tato komunikace umožnuje současně posílat a přijímat 
data. Jestliže předchozí half-duplex byl jeden kanál, tak full-duplex 
jsou kanály dva. Jeden slouží pro posílání dat Server-Klient a druhý 
pro opačnou komunikaci. Tento typ komunikace umožňuje např. 
TCP/IP protokol. Výhodou této komunikace je umožnění polovičního 
ukončení, kdy je ukončeno jen jedno spojení, zatímco ve druhém se 
ještě mohou posílat data. 
3.1 Fyzická vrstva (PHY) 
Tato vrstva je nejspodnější vrstvou standardu IEEE 802.11 a zajišťuje základní 
komunikaci. Mezi hlavní funkcí této vrstvy patří převod diskrétních dat na rádiový signál, 
který může být zachycen jinou fyzickou vrstvou stejného standardu. Pro zajištění funkce 
se tato vrstva rozděluje na dvě podvrstvy. Těmi jsou Physical Layer Convergence 
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Procedure (PLCP) a Physical Medium Depent (PMD). PLCP je zodpovědná za 
přidělování hlavičky všem datovým rámcům, zatím co PMD přenáší samotné datové 
rámce do antény. Fyzická vrstva spolupracuje s Clear Channel Assessment (CCA), která 
indikuje MAC hlavičku, při detekci signálu. [2] 
PHY obsahuje komponenty pro uskutečnění přenosu. Těmi jsou anténa a 
zesilovače. Funkce antény je převod elektrického signálu na signál rádiový. V rámci 
celého systému IEEE 802.11 je to nejkritičtější komponenta. K zajištění své funkce musí 
být anténa vyrobena z vodivého materiálu. Rádiové vlny naráží do antény a vyvolají 
elektrony, které skrze vodič vytváří proud. Tento proud vtéká do antény, kde vytváří 
elektrické pole kolem ní. Jak se mění proud vtékající do antény, tak se mění elektrické 
pole kolem ní. Nabíjející elektrické pole vytváří pole magnetické. [2] 
Velikost všesměrové antény, kterou potřebujete, záleží na frekvenci, které chcete 
dosáhnout. Čím vyšší frekvence tím menší anténa. Podle vzorce (1): 
𝜆 =
𝑐
𝑓
=
3 ∗ 108
2,4 ∗ 109
[𝑚] = 0,125[𝑚] = 12,5 [𝑐𝑚] (1) 
 
Pro IEEE 802.11 operující v pásmu 2,4 GHz potřebujeme anténu o velikosti 12,5 
cm. Za pomoci inženýrských triků můžeme takovou anténu mít třeba v kartě pro osobní 
počítače. V rámci posílání a přijímaní signálu rozdělujeme antény na: 
 Omnidirectional (Všesměrový profil) – Tento typ antény může vysílat 
i přijímat signál z jakéhokoli směru. 
 Directional (Směrový profil) – Tento typ antény může vysílat i přijímat 
signál pouze v přímém směru. 
Důvod proč se používají oba typy souvisí s výhodami každého z nich. Directional 
anténa dokáže dostat čistší signál do větší vzdálenosti a dosahuje vyšší citlivosti. Výhoda 
druhého typu je v mobilitě kolem antény, kdy nám stačí jedna anténa na pokrytí určité 
oblasti bez ohledu na směr připojení k anténě. V rámci všech komponent je anténa 
nejjednodušší na oddělení od zbytku systému. Na komunikaci s ní nám stačí jen kabel. 
Nevýhodou takového řešení je ztráta úrovně signálu na vedení a vzrůstající zpoždění 
s délkou vedení. Proto má být anténa co nejblíže ke zbytku systému. Anténa má většinou 
impedanci 50Ω. [2] 
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Další komponentou fyzické vrstvy je zesilovač. Ten zajišťuje zesílení signálu na 
požadovanou úroveň. Zesilovače můžeme rozdělit na nízkoúrovňové a vysokoúrovňové. 
Nízkoúrovňové zesilovače se používají pro příjem signálu, kdy zesilují příchozí signál, 
který anténa zachytává. Vysokoúrovňový zesilovač se používá k maximálnímu zesílení 
signálu před tím, než opustí systém. Tím se dosáhne relativní maximální vzdálenosti, 
kterou signál může urazit. Nízko úrovňový zesilovač zesiluje signál, který se měří v dB, 
zatímco vysokoúrovňový zesilovač zesiluje signál, který se měří v dBm (decibely 
vztažené k výkonu signálu). [2] 
3.2 Řízení přístupu k médiu (MAC) 
Hlavní funkcí této vrstvy je kontrola dat a nastavování parametrů fyzické vrstvy. 
Také tato vrstva řeší problém skrytého uzlu ukazuje Obrázek 2. Můžeme si všimnout, že 
uzel B může komunikovat s uzlem A a C, nicméně uzel A nemůže přímo komunikovat 
s uzlem C. To je způsobeno velkou vzdáleností nebo velkým množstvím překážek, které 
ubírají úroveň signálu. Tedy uzel C je pro uzel A skrytý. Bez vyřešení této situace by oba 
uzly mohli najednou poslat signál k tomu druhému nebo ke stejnému AP. Oba signály by 
museli jít přes uzel B. Uzel A ani C by se nedozvěděli o tom, že signál k jejich příjemci 
nedorazil, protože chyba by vznikla na uzlu B a k nim by se nedostala. Řešení situace 
v bezdrátové síti může být obtížné, protože po většinou jsou bezdrátové sítě half-duplex. 
Pro vyřešení problému vznikly dva specifické signály: Request to Send (RTS) a Clear to 
Send(CTS). Pokud chce uzel A poslat jakékoli datové rámce, musí před zahájením jejich 
odeslání poslat signál RTS. Tento signál se postupně dostane ke všem skrytým uzlům 
v síti a ti jsou povinni odpovědět signálem CTS. Jakmile uzel A dostane požadované 
množství signálů CTS začne posílat datové rámce. [2] 
Nevýhodou předchozího řešení je časové zpoždění, které může být pro určitý druh 
aplikací kritické. Ovšem tohle řešení je nutné pro velké sítě. 
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Obrázek 2 Příklad skrytého uzlu 
 
3.2.1 Struktura rámce 
Specifikace této vrstvy zajišťuje zhotovení datového rámce podle standardu IEEE 
802.11. Tento rámec je velmi podobný ethernetovému rámci. V základu se rámec skládá 
ze tří částí: preambule, záhlaví PLCP a datové jednotky MAC PDU. Datová jednotka 
obsahuje všechna data a pole vlastního protokolu IEEE 802.11. Také se jednotka 
rozděluje na další tři části: záhlaví, data a kontrolní součet CRC32. Datová část má 
proměnitelnou délku a pochází od protokolů vyšších vrstev. Kontrolní součet CRC32 se 
řídí standardními algoritmy. Výjimkou od ethernetového MAC rámce je počet adres, 
které jsou v rámci uvedeny. U ethernetu jsou jen dvě adresy: adresa zdroje a adresa cíle. 
U bezdrátové sítě musíme, ale přidat ještě MAC adresu přístupového bodu, přes který má 
rámec cestovat. Další adresou této MAC vrstvy je čtvrtá adresa, která se používá jen u 
Ad-hoc spojení. Do tohoto pole se udává adresa prvního hostitele, který odesílá signální 
rámce, které se používají pro připojení do této sítě. [1]  
Další funkcí, kterou zajišťuje MAC vrstva je vytvoření MAC hlavičky a její 
kontrola u přijetých datových rámců. Nejdůležitější je Frame Control, který má velikost 
dva bajty a rozděluje se na: 
 Protocol 
 Type 
 Sub Type 
 To DS, From DS – Tyto bity určují, zda je datový rámec určen pro 
distribution system. 
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 More Frag – Tento bit určuje, zda je datový rámec fragmentován nebo 
ne. Pokud ano je bit nastaven na 1. Tohle platí pro inicializované 
datové rámce a všechny následující až na poslední. Poslední rámec má 
bit nastaven na 0. 
 Retry – Tento bit určuje, zda datové rámce budou znovu odeslány nebo 
ne. 
 Pwr Mgmt (Power management bit) – Tento bit určuje, zda bude 
odesílatel/příjemce v úsporném módu nebo ne. Primárně je tento bit 
určen pro zařízení, které jsou napájeny baterií a je u nich žádoucí co 
nejvíce šetřit energii.  
 More Data   
 WEP – Tento bit určuje, zda jsou data zašifrována. 
 Order – Při nastavení tohoto bitu na hodnotu 1 určíme přednostní 
zpracování dat.  
3.3 TCP/IP 
Tento internetový protokol patří mezi základní protokoly. Umožňuje propojit dva 
konkrétní body v síti a zaručuje bezpečné duplexní posílání dat mezi nimi. Možnost 
spojení je zaručena znalostí síťové adresy a adresy bodu. V dnešní době známe dva typy 
adres, které se liší svou délkou a množstvím adres, které mohou obsahovat. První z nich 
je verze adresy IPv4. Ta je veliká čtyři bajty. Druhá je verze IPv6. Ta má bajtů šest.       
Tabulka 2 Struktura IP adresy 
     4B  
Adresa sítě Adresa počítače 
 
Adresy obsaženy ve verzi IPv4 rozdělujeme na tři skupiny, jak ukazuje Tabulka 
3.2. Zásadní rozdíl mezi IPv4 a IPv6 je počet samotných adres. Ten je pro verzi IPv4 
stanoven na 4,3 miliónu adres. Pro verzi IPv6 je adres více, konkrétně 2128 adres. [3] 
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Tabulka 3 Historické třídy síťové architektury [3] 
 Začátek Konec Počet adres 
24-bit blok (/8 prefix, 1 × A) 10.0.0.0 10.255.255.255 16 777 216 
20-bit blok (/12 prefix, 16 × B) 172.16.0.0 172.31.255.255 1 048 576 
16-bit blok (/16 prefix, 256 × C) 192.168.0.0 192.168.255.255 65 536 
 
 
Data jsou přenášena pomocí IP-datagramu. Podrobný vzhled IP-datagramu je 
zobrazen v Tabulka 3.3. Tento datagram je zabalen a poslán prostřednictvím sítě k 
nejbližšímu směrovači. Směrovač datagram rozbalí, přečte si cílovou adresu, následně jej 
zabalí a pošle dál. Tímto způsobem se potřebná data dostanou k danému uživateli. Každý 
datagram obsahuje i údaj o své délce života. Ten je zaveden pro případ, kdy se data 
nedostanou ke svému cíli a tím by docházelo k potulování zbytečných paketů. Takto 
nedoručený paket, jakmile mu dojde životnost, je smazán a síť není zbytečně zahlcována. 
 
 
 
 
Tabulka 4 IP-datagram [3] 
Verze 
IP (4bity) 
Délka 
hlavičky 
Typ 
servisu 
(8bitů) 
Celková délka IP-datagramu 
(16bitů) 
Identifikace IP-datagramu (16bitů) Příznaky 
Fragmenty 
offsetu (13bitů) 
Čas života 
(Time of live) - TTL 
(8bitů) 
Vyšší 
protokol (8bitů) 
Kontrolní součet (16bitů) 
IP adresa zdroje (32bitů) 
IP adresa cíle (32bitů) 
Místo pro možnou hlavičku 
Procházející data (není vyžadováno) 
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Samotný TCP protokol vychází z protokolu IP. Jestliže IP protokol nám udává 
konkrétní ulici cílového uživatele, tak TCP protokol nese konkrétní číslo domu. Protokol 
spojí dva body v sítí. Spojení je plně duplexní, takže data se mohou zároveň posílat oběma 
směry. Segment TCP/IP protokolu je zobrazen v Tabulce 3.4. Celý segment je velký 20 
bajtů. [3]       
Tabulka 5 TCP segment [3] 
Port zdroje (16bitů) Port cíle (16bitů) 
Číslo sekvence (32bitů) 
Potvrzení (32bitů) 
Hlavička 
(4bity) 
Rezerva 
(6bitů) 
Příznaky 
(6bitů) 
Velikost okna (16bitů) 
Kontrolní součet (16bitů) Výplň (16bitů) 
 
3.3.1 Spojení 
Spojení v rámci protokolu TCP je zahájeno voláním OPEN v modulu TCP 
síťového zásobníku odesílajícího systému. Modul komunikuje s modulem přijímacího 
TCP uzlu, přičemž oba využívají služeb svých vlastních IP modulů. Jakmile je spojení 
založeno vrátí se odesílateli odkaz na spojení, který po zbytek života spojení odkaz 
využívá pro své účely. Máme dva typy spojení aktivní a pasivní. [1] 
Aktivní spojení je spojení okamžité. Jakmile dojde požadavek je ihned vytvořeno 
spojení a přenos dat může začít. Odesílatel získá řídicí zprávu, jestliže příjemce spojení 
akceptuje. [1] 
Oproti tomu pasivní spojení je stav, kdy příjemce čeká na spojení odjinud. 
V tomto stavu je možné nastavit konkrétní požadavky, které pokud budou splněny, bude 
spojení zahájeno. Tento typ spojení, je využit pro sběrný bod, kdy bod čeká až mu dojde 
konkrétní paket s přesnými daty. Jakmile tento paket dojde je spojení povoleno a 
pokračuje se v dalších operacích. [1] 
3.4 Zabezpečení 
Zabezpečení je důležitou součástí protokolu IEEE 802.11. Protože se pohybujeme 
v oblasti bezdrátové komunikace je důležité zabezpečit, aby se námi posílaná data dostala 
jen ke správnému příjemci. Pro zajištění bezpečné komunikace byli vytvořeny šifrovací 
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protokoly WEP a WPA. V dnešní době jsou tyto protokoly standardně používány ve 
všech dostupných zařízeních, které operují v bezdrátové síti. 
3.4.1 WEP 
Protokol WEP je součástí standardu IEEE 802.11 a zajišťuje proudové šifrování 
datových rámců s pomocí symetrické šifry RC4. Pracuje s 40 bitovými nebo se 104 
bitovými klíči. Přítomnost tohoto zabezpečení udává bit v poli FC. Principiálně se jedná 
o systém sdílených klíčů, kdy každý bod spojení má dva klíče. První klíč je globální a je 
definován samotným protokolem WEP. Globální klíč se používá pro vícesměrové a 
všesměrové relace. Druhým klíčem je klíč relace, který je používán pro jednosměrové 
relace mezi bezdrátovým klientem a přístupovým bodem. [1] 
Průběh šifrování je principiálně jednoduchý. Nejprve se spočítá kontrolní součet 
CRC z datové části rámce. Tahle hodnota se uloží hned za data. Poté se spočítá indikační 
vektor (IV), který má velikost 24 bitů a je připojen k šifrovacímu klíči WEP. Výsledná 
hodnota, tedy IV + šifrovací klíč, se odešle do generátoru pseudonáhodných čísel, jehož 
výstupem je proud bitů. Z tohoto proudu se odeberou bity o délce, která je rovna velikosti 
IV + šifrovacího klíče, a ty jsou použity jako šifrovací klíč. Šifrovací klíč je pomocí 
operace XOR zkonbinovám  se sekvencí Data + IV a výsledkem jsou zašifrovaná data. 
Nakonec se složí konečný rámec IEEE 802.11, kde před zašifrovaná data je umístěn 
vektor IV. [1] 
Proces dešifrování je obráceným postupem šifrování. Na začátku je nutné ze 
zašifrovaného rámce dostat vektor IV, který se přidá k šifrovacímu klíči WEP. Hodnota 
IV + šifrovacího klíče je vložena do generátoru pseudonáhodných čísel, s jehož pomocí 
byla data zašifrována. Dostaneme klíč, kterým jsou data zašifrována. Pomocí operace 
XOR, mezi klíčem a  tokem dat z rámce, dostaneme původní data před zašifrováním a 
jejich kontrolní součet CRC. Nakonec provedeme kotroua správnosti dešifrovacího 
postupu. Tato kotrola je provedena pomocí hodnoty ICV, díky které se spočítá 
inicializační vektor. Nově spočítaný vektor se porovná s vyextrahovaným vektorem IV 
z příchozího rámce. Pokud jsou oba stejné proběhl dešifrovací proces správně a my máme 
přesná data, která byla odesílatel. [1] 
Hlavní nevýhodou jsou samotné klíče. Tyto klíče se musí poslat až příjemci a to 
je velmi nebezpečné. Hodnotu klíče lze změnit jen ručním zásahem. Dokud nedojde 
k tomuto zásahu používáme stále stejný klíč a to je velmi nebezpečné. Kdokoli může 
22 
 
zachytit klíč a číst námi posílaná data do doby, než jej změníme. Z globálního hlediska je 
také s rostoucím množstvím zařízení, které jsou připojeny k bezdrátové sítí, velmi 
nepraktické používat tyto klíče, protože není definován žádný mechanismus pro zprávu 
klíčů. 
3.4.2 WPA 
Tento protokol vychází z protokolu WEP. Jelikož má protokol WEP nedostatky 
při posílání klíčů, byl vynalezen protokol WPA, který tyto nedostatky eliminuje. Hlavním 
nedostatkem v protokolu WEP je stejné šifrování za pomocí jednoho klíče pro celou 
komunikaci. Přesně tohle eliminuje protokol WPA. Ten zajišťuje generování klíčů 
mechanismem TKIP. TKIP používá 48 bitový inicializační klíč a 128 bitový šifrovací 
klíč. S jejich pomocí je vygenerován nový klíč pro každý datový rámec. Jednotlivé datové 
rámce jsou tak šifrovány různými klíči, a již nelze dešifrovat data pouhým 
odposloucháním komunikace. [1] 
Tento protokol je pod záštitou Wi-Fi Alliance, která uděluje certifikace pro 
jednotlivé produkty. Jakýkoli produkt, který chce využívat protokol WPA musí být 
zkontrolován. Při úspěšném splnění může být na produktu logo Wi-Fi Alliance. Wi-Fi 
Alliance také řídí pokročilejší protokol WPA2, který využívá i šifrovací algoritmus AES. 
Tento pokročilý protokol je plnou implenetací požadavků na bezpečnostní standard IEEE 
802.11i. [1] 
3.5 Topologie 
Topologie standardu IEEE 802.11 řeší řadu situací, které mohu při vytváření sítě, 
ať už domácí či firemní, nastat. Vytváření domácí sítě se zde nebudeme věnovat z důvodů 
její jednoduchosti oproti síti firemní. Důvod, proč více rozebereme firemní síť z pohledu 
standardu IEEE 802.11, je že snímač založený na tomto standardu může být sám součástí 
velké firemní sítě(např. bezpečnostní sítě). Selhání či špatné zapojení takového prvku do 
sítě může, např. v případě bezpečností sítě, vytvořit slabý prvek, přes který může být 
napadnuta celá síť. 
Jak vidíme na Obrázek 3.1, tak základním prvkem sítě je i samotný klient. Klient 
může být zaměstnanec firmy, který se chce připojit na externí stránky na internetu. Každá 
větší firma má vlastní interní síť – intranet. Lze vidět na Obrázku 3.1, že firemní intranet 
není ovlivněn vnějším internetem. Celý intranet běží na interním serveru. Dalším prvkem 
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sítě je Access control device. Ten kontroluje veškerý uživatelský přístup. Jeho přímý 
podřízení jsou všechny routery. V případě velké sítě může být těchto zařízení několik. 
Výhodou tohoto zapojení je firemní kontrola stránek a pohybu uživatelů po síti. [2] 
DHCP server na přidělení IP adresy 
RADIUS server zajišťuje autentizaci, autorizaci a účtování 
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Obrázek 3 Standardní bezdrátová firemní topologie [1] 
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4 HARDWARE 
CC3200 je procesorová jednotka typu SoC(Systém on Chip). To znamená, že 
uvnitř této jednotky najdeme dva procesory, které řeší odlišné aplikace. Hlavní výpočetní 
výkon je obsažen v procesoru Cortex™-M4, který má na starosti všechny úkoly a 
přerušení, kromě bezdrátové komunikace přes protokol IEEE 802.11. Tuto komunikaci 
zajišťuje síťový koprocesor. Výhodou tohoto sestavení je nízká výrobní cena a jednoduší 
aplikační přístupnost. Aplikační přístupností myslím jednoduší řešení pro nenáročné 
aplikace jako je např. domácí měření teploty, bezdrátové zapínán\vypínání světel, 
bezpečnostní kontrola u dveří apod. 
CC3200 obsahuje mikrokontrolér Cortex-M4 od firmy ARM, RAM (až 256 KB), 
ROM, 32 kanálové 𝜇DMA a hardwarový šifrovací engine. Hardwarový šifrovací engine 
obsahuje protokoly AES, DES a 3DES. Mezi periferiemi najdeme i rychlou 8 bitovou 
linku pro možnost připojení kamery, multikanálový audio sériový port (McASP), 
SD/MMC rozhraní, dvě linky UART (Universal Asynchronous Receivers Transmitters), 
jednu linku SPI a interní integrovaný okruh (𝐼2 C). 
Analogová část zahrnuje čtyřkanálový 12 bitový A/D převodník a čtyři generátory 
strojového času s 16 bitovou pulsně-šířkovou modulací PWM. V systémové části 
najdeme až dvacet sedm nezávislých programovatelných pinů. 
Síťový koprocesor má všechny nezbytné protokoly uloženy ve své vlastní paměti 
typu ROM. Podporuje standard IEEE 802.11 b/g/n. Umožňuje souběžnou komunikaci 
pro až osm spojení vedených přes protokol TCP nebo UDP, dvě souběžná spojení pro 
TLS a SSL. Může pracovat v režimu AP nebo station. [4]      
Na přední straně se nacházejí tři tlačítka. Dvě z nich jsou programovatelné, jedno 
slouží pro Reset. Vývojová deska obsahuje i šest LED diod pro signalizaci aktuálního 
stavu. Pro více informací o jednotlivých stavech shlédněte [6]. Napájení může být přes 
USB konektor nebo prostřednictvím dvou baterií typu AA či AAA. Já využívám napájení 
přes USB. 
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Obrázek 4 Zjednodušené schéma1 cc3200 [4] 
4.1 CC3200 LaunchPad 
Firma Texas Instruments vyrábí dva různé typy vývojové desky s označením 
CC3200. První nese název CC3200 AUDBOOST (Audio booster pack) a obsahuje stejné 
periferie jako námi použitá vývojová deska CC3200 LaunchPad, její popis je níže, a 
k tomu navíc extra periferie jako mikrofon, jeden mono a dva stereo 3,5 mm konektory, 
audio kodek a další. 
Druhým typem je CC3200 LaunchPad, který je specifický svým síťovým 
procesorem. Ten je zaměřený na bezdrátovou komunikaci. CC3200 je tak vhodný ke 
všem aplikacím, kde je bezdrátová komunikace výhodou či nutností. Jelikož se jedná o 
kompletní vývojovou desku, tak obsahuje i další části jako je již zmíněný procesor Cortex 
M4, který dosahuje až 80MHz, k tomu adekvátně velké paměti RAM a ROM. Rozsah 
teplot, ve kterém může deska pracovat je stanoven výrobcem od -40 do +80 ℃ 
(Podrobnější popis viz síťový procesor) 
Výkonný procesor a síťový procesor pro bezdrátovou komunikaci v jednom čipu 
a velký rozsah pracovních teplot činí z CC3200 kvalitní řešení pro komerční i amatérské 
projekty. Jako příklad použití krátce popisuji vyřešený projekt z amatérského odvětví. 
                                                 
1 Podrobnější schéma naleznete v příloze A 
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CC3200 použil na bezdrátové měření venkovní teploty. Je to zde uvedeno pro bližší 
představu použití této vývojové desky. 
CC3200 umístil na svou zahradu. Jako ochranu před deštěm vyrobil LaunchPadu 
ochranný kryt. Vývojová deska měří aktuální venkovní teplotu. Tento údaj pošle přes 
domácí směrovač na internetový server, který s aktuálních i předchozích dat vytváří graf. 
Tento graf je ukázán na Grafu 1. Více informací o daném projektu najdete na [5]. Ten 
samý uživatel použil stejnou desku i pro měření teploty vody. Více informací o tomto 
projektu najdete na 2 [6].      
 
Graf 1 Real-time grafy ve webovém rozhraní [5] 
4.2 Cortex-M4 
Tento typ MCU je vyroben firmou Texas Instruments s lycencí poskytutou firmou 
ARM® a podporuje aplikační kód s a bez RTOS. Jeho výhodou je SRAM, hodně periferií, 
pokročilý DC-DC napájecí provoz. Porovnáním s konkurencí to znamená, že aplikace 
vyžadují na provoz méně energie, Cortex-M4 má menší velikost a cenu. [7] 
Důležitým parametrem je rychlost obsluhy přerušení, kterou má Cortex-M4 menší 
než jeho předchůdce. Co se týče instrukční sady, tak Cortex-M4 využívá Thumb-2, který 
spojuje 16 a 32 bitové instrukce. Má aritmetickou saturaci pro signálové aplikace, ovšem 
výrobce nezapomněl ani na aplikace, které jsou náchylné na čas. Pro ně výrobce zajistil 
deterministické přerušení. Procesor neumožňuje výpočet s pohyblivou čárkou a 
neobsahuje jednotku na ochranu paměti. Celé schéma procesorové jednotky Cortex-M4 
zobrazuje Obrázek 5. [7] 
                                                 
2  (http://www.element14.com/community/community/design-challenges/internet-of-the-
backyard/blog/2014/09/05/cc3200-launchxl-iot-program-uploading-values-and-hibernating-ok) 
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V rámci této práce je tento typ procesoru velice výhodný a důležitý. Jelikož je 
CC3200 provedením SoC (System on Chip), tak je důležitá rychlost CPU, tedy 
samotného Cortex-M4. V rámci tohoto provedení jsou všechny přerušení zpracovány 
v CPU. To je nevýhoda pro časově náročné aplikace. V rámci hlavního tématu této práce, 
měření přes IEEE 802.11, je tento systém výhodný. Protože obsahuje vše potřebné pro 
realizaci takové měřicí aplikace. Musím se vyjádřit i k nevýhodám, které se přímo 
dotýkají zmíněné aplikace. Hlavní nevýhodou je přerušení, které nejde vyvolat na 
dostatečně nízké úrovni. V rámci bezdrátové technologie nelze vyvolat přerušení při 
příchozím paketu. Blíže bych to popsal tak, že čip dokáže zachytit paket až za celou 
fyzickou vrstvou. To může být problém pro aplikace, které vyžadují velmi přesné časové 
měření (na mikrosekundy). [7]3 
 
Obrázek 5 Blokový diagram MCU [7] 
 
V rámci řešení jednotlivých instrukcí může procesor pracovat až ve čtyřech 
módech: 
                                                 
3  (http://www.ti.com/lit/ug/swru367b/swru367b.pdf) 
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 Thread mód – V tomto módu řeší procesor instrukce, tak jak jdou v kódu 
za sebou (jak mu jsou přidělovány). Do tohoto módu se dostane vždy po 
resetu. 
 Handler mód – Do tohoto módu se procesor dostane vždy při přerušení. 
Po vyřešení přerušení se vrací do Thread módu. 
 Neprivilegovaný mód – Aplikace běžící v tomto módu má omezený 
přístup k paměti a k periferiím a nemůže používat systémové hodiny 
 Privilegovaný mód – Aplikace běžící v tomto módu má přístup ke všem 
instrukcím a periferiím 
Procesor obsahuje sestupný zásobník, tzn. ukazatel ukazuje na poslední prvek v 
zásobníku. Když procesor přidává do zásobníku další data sníží hodnotu ukazatele a nová 
data uloží na volné místo v paměti. Procesor obsahuje dva zásobníky. Jeden hlavní a jeden 
pro běžící proces. Každý z nich má svůj vlastní ukazatel. 
4.3 Síťový koprocesor 
Protože je tato práce založena na bezdrátové komunikaci, tak hlavní periferii, 
kterou využívám, je integrovaný síťový koprocesor, který řídí bezdrátovou komunikaci. 
Koprocesor splňuje standardy WWW a Wi-Fi Aliance. Pracuje ve frekvenčním 
pásmu 2,4 GHz. V případě použití mobilní aplikace od Texas Instruments je šifrování dat 
řešeno real-time se zpožděním 150 ms.  
 Pro tuhle práci je nutné zaměřit se i na spotřebu. Ta je podle4 [8] 33 mA      
pro stav poslouchání. V aktivním stavu pro příjem dat je spotřeba 53 mA. Je-li koprocesor 
nevyužitý, sám přejde do stavu hibernace, ve které je spotřeba 4 𝜇A. Čas potřebný 
k přepnutí ze stavu hibernace do aktivního stavu je 95 ms. V průběhu provádění 
programu, bude tento koprocesor maximálně vytížen. Jeho spotřeba tak stoupne na 260 
mA. 
Mimo již zmíněné protokoly podporuje i TLS/SSL. Ke své činností má k dispozici 
6KB paměti typu Flash a 400B paměti typu RAM. Rovněž podporuje IPv4 a IPv6. 
Pracovat může v rozsahu teplot od -40 do +80 stupně Celsia. Díky tomu je vhodný pro 
použití do průmyslových aplikací. Více informací naleznete v Tabulce 6 a v Tabulce 7. 
                                                 
4  (http://www.ti.com/lit/ug/swru376b/swru376b.pdf) 
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Tabulka 6 Specifikace síťového procesoru [4] 
Vlastnost Specifikace 
Velikost 9x9mm 64 pinů QFN 
Teplotní rozsah -40 až +80°∁ 
Podporovaný napěťový rozsah z externího 
zdroje 
2,1 až 3,6V z baterie 
Vstupně/Výstupní napětí 2,1 až 3,6V 
Pásmo pro vysílání 
+19,5dBm @ 1Mb/s 
+14,5dBm @ 54Mb/s 
Přesnost přenosu 
-96,5dBm @ 1Mb/s 
-74,0dBm @ 54Mb/s 
Stavy 
Aktivní, Spánek, 
Hibernace 
Spotřeba ve stavu vysílání 
260mA @ maximální 
výkon 
Spotřeba ve stavu poslechu dat 53mA 
Spotřeba ve stavu poslechu serveru 35mA 
Spotřeba ve stavu spánku 85𝜇A 
Spotřeba ve stavu hibernace 4𝜇A 
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Tabulka 7 Specifikace síťového procesoru [4] 
Vlastnost CC3x00R1/CC3x00R1 
WLAN IEEE 802.11 b/g/n 2,4GHz 
WLAN stavy Stanice, AP s jednou stanicí 
WLAN 
zabezpečení 
WPA2 Uživatelský 
WPA2 Podnikový 
WLAN 
konfigurace 
WPS2 
AP s HTML stránkou 
Chytrá konfigurace (přes mobilní aplikaci) 
Integrované 
protokoly 
IPv4, TCP, UDP, RAW, ARP, DHCP, DNS, ICMP, 
mDNS, mDNS-SD, SSL 3.0, TLS 1.2, HTTP server 
Počet možných 
spojení 
8 pro TCP, UDP nebo RAW 
2 pro TLS/SSL 
Maximální 
propustnost 
16 Mb/s pro UDP 
12 Mb/s pro TCP 
Uživatelský 
interface 
SPI, 20MHz 
UART, 3 Mbaud 
Uživatelský 
procesor 
Externí nebo interní MCU (v našem případě Cortex 
M4) 
 
Na Obrázku 6 vidíte detail propojení mezi MCU a síťovým koprocesorem. 
 
Obrázek 6 Komunikace mezi MCU a síťovým koprocesorem [4] 
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4.4 Šifrování 
V dnešní době se čím dál více firmy zaměřují na zabezpečení svých dat. U 
bezdrátové komunikace je zabezpečení přenosu zcela zásadní, zvláště v provedení ve 
firmách. Firma Texas Instruments tento trend sleduje, a proto jej do LaunchPadu zavedla. 
Samotné šifrování může u námi použité vývojové desky probíhat přes šifrovací 
protokoly AES, WPA a WPA2. Všechny tři protokoly jsou podporované vývojovou 
deskou kvůli standardům Wi-Fi. 
Vnitřní šifrování v CC32OO probíhá prostřednictvím 128 bitového 
bezpečnostního klíče v protokolu AES. Tohle šifrování probíhá jen v prostředí mobilní 
aplikace. Jelikož mobilní aplikaci vytvářela stejná firma, může se jakýkoli uživatel spojit 
se síťovým procesorem a přenastavit jeho parametry pro bezdrátovou komunikaci. 
Vzhledem k této možnosti byl vytvořen výše zmíněný klíč. Ten zaručuje, díky 
specifickému číslu, kterým je sériové číslo čipu, propojení jen konkrétního uživatele 
s konkrétním čipem. [4] 
Firma zavedla dvě odlišné varianty vnitřního zabezpečení. První variantou je plné 
zabezpečení. To je založeno na komplexním krytí síťového procesoru, aplikačního kódu 
a dat. Tento typ naše vývojová deska neobsahuje. Ovšem obsahuje druhý typ, tím je 
částečné zabezpečení. Částečné zabezpečení plně kryje nastavení síťového procesoru, jak 
je zobrazeno na Obrázku 8. Uživatel může změnit jen informace pro bezdrátové spojení, 
ale již ne aplikační data a kód. [4] 
 
Obrázek 7 Detailní pohled na šifrování uvnitř síťového procesoru [4] 
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4.5 I2C 
Sběrnice I2C byla vytvořena v roce 1982 firmou Philips Semiconductor. Sběrnice 
obsahuje pouze dvě linky. Jedna je určena pro centrální hodiny(SCL), ta druhá pro 
přenášená data(SDA). Její výhodou je, že umožňuje připojení více zařízení na jedné lince. 
Maximální množství připojených zařízení je omezeno adresovým prostorem a celkovou 
kapacitou sběrnice, která je 400 pF. Ta omezuje komunikaci na ne více než pár metrů. 
Identifikace těchto zařízení probíhá jen prostřednictvím specifické adresy. Sběrnice 
podporuje režimy typu multi-master, multi-slave a single-ended. Důležitou komponentou 
jsou dva pull-up rezistory. Napájecí napětí by mělo být buď +5 V nebo +3,3 V, ale není 
to podmínkou nutnou pro správné fungování. Samotný adresový prostor sběrnice je 7 
nebo 10 bitů s přenosovou rychlostí 100 kbit/s pro standardní režim a 10 kbit/s pro pomalý 
režim. Třetím režimem, který I2C podporuje, je rychlý režim. V tomto režimu může 
přenosová rychlost dosahovat až 3,4 Mbit/s. Rychlý režim je více využívám v embedded 
systémech než v PC. 
Byly již zmíněny režimy, které sběrnice podporuje. Nyní je nutné si objasnit kdo 
je to Master a kdo je to Slave. Master je iniciátor komunikace, přebírá kontrolu nad 
sběrnicí a generuje hodiny v lince SCL. Slave přijímá tyto signály a odpovídá na 
požadavky Mastera, je-li adresován. V multi-master režimu se role masterů přehazují za 
pomoci signálu STOP. Celá komunikace má čtyři možné stavy: 
 Master vysílá – master posílá data směrem k Slave 
 Master přijímá – master přijímá data od Slave 
 Slave vysílá – slave posílá data směrem k Master 
 Slave přijímá – slave přijímá data od Master 
Ma CC3200 jsou podporovány dva rychlostní režimy. První je standardní režim 
s přenosovou rychlostí 100 kbit/s, druhým je rychlý režim s přenosovou rychlostí 400 
kbit/s. Adresový protor je 7 bitů a je podporován multi-master režim. CC3200 také nabízí 
možnost efektivního posílání dat přes 𝜇DMA. Ten oddělí linky pro přijímaní a odesílání 
dat. [7] 
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Obrázek 8 Blokový diagram sběrnice I2C na CC3200 [7] 
Jak bylo již zmíněno, tak I2C má dvě linky. Obě jsou propustné v obou směrech. 
Sběrnice je v nečinném režimu jsou-li obě linky v log. 1. Každá transakce je dlouhá devět 
bitů. Přesněji osm bitů dat a jeden potvrzující bit. V procesu přenosu dat definuje sběrnice 
dva signály: START a STOP. Signálem START začíná master transakci a to tak, že 
podrží linku SCL v log. 1, zatímco linka SDA přejde z log. 1 na log. 0. Tím sběrnice 
přejde z nečinného stavu do provozu. Signál STOP je detekován, jestliže je linka SCL v 
log. 1 a linka SDA přejde z log. 0 na log. 1. Tento signál musí být generován Slavem 
pokaždé, kdy není připraven přijímout další data. Slave bude signál STOP držet (pozn. 
bude držet SCL v log. 1), až do doby, než bude připraven přijímout další data. [7] 
Komunikace mezi Masterem a Slavem začíná generováním signálu START a 
odelsáním prvních dat. Tyto data obsahují adresu zařízení, kterého se transakce bude 
týkat. Adresa má délku sedm bitů, přičemž osmý bit(R/S) indikuje o jakou operaci se 
bude jednat. Pokud je R/S roven jedné, bude Slave vysálat data. Naopak pokud je R/S bit 
roven nule, bude data vysílat Master. [7] 
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4.6 Snímač vibrací 
V této kapitole vás blíže seznámím se snímačem vibrací, který jsem v rámci 
bakalářské práce použil. Jako snímač vibrací byl použit akcelerometr BMA180 od firmy 
Bosch. Snímač komunikuje s CC3200 prostřednictvím I2C komunikace. Tento typ 
komunikace je blíže popsán v předchozí kapitole I2C. 
4.6.1 BMA180 
Snímač od firmy Bosch se vyznačuje svými malými rozměry. Snímač je vytvořen 
pro komunikaci přes I2C nebo SPI. Další výhodou je možnost nastavování rychlosti 
měření. Samotný snímač měří ve třech osách a k tomu dokáže měřit i okolní teplotu. 
Měření teploty je velmi výhodné pro nastavení snímače. Také dokáže měřit dynamickou 
a statickou akceleraci s vysokou přesností. Výstup samotného snímače je 14 bitový. 
V rámci nastavení snímače je možné nastavit módy snímání od 1g až po 16g. Výrobce 
v dokumentaci5 udává v módu 2g typický přesnost 0,5mg s chybou pod 0,25%. Spotřeba 
se pohybuje kolem 650µA při napájení 2,4V. Vše je přehledně zobrazeno v [9]. 
 
V rámci softwarové části je téměř vše detailně popsáno v dokumentaci od 
výrobce. Co není dostatečně vysvětleno je samotná adresa zařízení při komunikaci přes 
I2C. 
                                                 
5 [9] 
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5 SOFTWARE 
Softwarová část je nejdůležitější částí této práce. Aplikace pro Server je vytvořena 
v jazyce C# v programu Visual Studio. Díky pokročilosti tohoto jazyka jsou knihovny, 
potřebné pro komunikaci přes TCP/IP protokol, již vytvořeny. Celý koncept je rozdělen 
do tří tříd. Naopak na straně Klienta je program napsán v jazyce C. Zde byly vytvořeny 
tři h-soubory a k ni odpovídající c-soubory. Ať už jde o program Serveru nebo Klienta, 
každá třída/soubor má svůj specifický význam. 
Princip komunikace spočívá v připojením se na příslušný AP. Server otevře port 
a čeká na připojení klienta. Klient se připojí ke stejnému AP jako server a ihned poté 
najde, podle známé IP adresy a čísla portu, příslušný server. Jakmile dojde k navázání 
spojení pošle klient již pomocí TCP protokolu své sériové číslo. Server si uloží sériové 
číslo klienta do paměti, informuje o tom uživatele a obratem pošle klientovi startovací 
paket. Tento Startovací paket obsahuje  veskeré důležité informace pro klienta. 
Ukázka struktury pro startovací paket: 
typedef struct 
{ 
 char FStar; // Znak pro označení začátku dat ‚*‘ 
 int dataLen; // Informace o délce dat v jednom datovém rámci 
 unsigned count; // Informace o počtu datových rámců, které se mají 
odeslat 
 int Continue; // Informace o pokračování – použité pouze pro testy 
propustnosti 
 char EStar; // Znak pro označení konce dat ‚*‘ 
}StartPacket, *PtrStartPacket; 
 
Po obdržení startovacího paketu. Začne proces sběru dat a jejich odeslání. 
Odeslání dat probíhá prostřednictvím druhé struktury, která se jmenuje Datová struktura. 
Tahle struktura obsahuje všechna data z jednoho měření. V rámci jednoho datového 
rámce se může poslat až dvacet těchto struktur, které jsou řazeny za sebou. Po odeslání 
všech datových rámců se spojení ukončí. 
Ukázka struktury datový paket: 
typedef struct 
{ 
 int pckID; // identifikační číslo paketu 
 int count; // Kontrolní součet naměřených dat 
 int Timestamp; //Informace o časové známce 
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 int data1; // Data z osy X 
 int data2; // Data z osy Y 
 int data3; // Data z osy Z 
}DataPacket, *PtrDataPacket; 
 
5.1 Server 
Tahle část je vytvořena jako konzolová aplikace. Nebylo vytvořeno grafické 
prostředí z důvodu upřednostnění vytvoření komunikace mezi Serverem a Klientem. Jak 
již bylo zmíněno, tak je server psán v jazyce C# a je rozdělen do tří tříd.  
První třída má název Program.cs. Třída obsahuje hlavní funkci main() a 
zajišťuje přepínání a spouštění všech procesů, které požaduje uživatel. V této funkci se 
tedy nachází menu, které zajišťuje pohodlné přepínání funkcí. 
Druhou třídou je Display.cs. Tato třída zobrazuje důležitá hlášení uživately. 
Jsou v ní obsaženy texty pro všechna menu a všechna chybová hlášení. 
Poslední a nejdůležitější třídou je Communication.cs. Zde jsou obsaženy 
veškeré funkce pro komunikaci s Klientem, testování TCP serveru a testování 
propustnosti. Funkce v této třídě jsou rozděleny na veřejné a neveřejné, aby se 
minimalizovalo špatné volání funkcí. Funkce také obsahuje vlastní konstruktor, který se 
spouští při prvním volání v rámci programu. Nechybí zde ani destruktor, který zajišťuje 
uvolení používané paměti. Všechny důležité informace jsou zobrazeny na Obrázku 
zobrazujícím diagram tříd. Každá funkce obsahuje popis v anglické jazyce. Všechny 
funkce jsou ošetřeny proti vložení špatného parametru. Většina funkcí je zabezpečena 
proti nesprávnému volání.  
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5.1.1 Popis volání funkcí 
V této části je popsán popis volání jendotlivých funkcí. Tahle část může také 
sloužit jako návod na obsluhu programu. Popis funkce jdnotlivých funkcí je zestručněn. 
Tahle část je rozdělena na několik podkapitol podle významu a položek v hlavním menu. 
Obrázek 9 Diagram zobrazující třídy pro Server aplikaci 
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5.1.2 Inicializace 
Na začátku se volá kontruktor třídy Communication.cs, který zajišťuje 
základní alokaci paměti pro použité knihovny. Je zde alokována knihovna pro obsluhu 
TCP – TcpClient, TcpListener – a také alokovány všechny používané struktury. 
Poté je volán implicitní konstruktor třídy Display.cs. Uživately je, po alokaci pameti 
pro třídy, zobrazeno hlavní menu, které obsahuje položky: 
 TCP server 
 Server status 
 Start Process 
 Transmitt limit test – TCP 
 Restart 
 END 
První možnou volnou je TCP server. Tím se uživatel dostane do menu pro obsluhu 
serveru. V něm může server založit (TCP_ServerStart()) nebo 
zrušit(TCP_ServerEnd()), případně provést test serveru, který spočívá ve vnitřní 
kontrole privátních funkcí. 
Druhou volbou je Server status, která volá funkci ServerInfo(). Ta vypíše do 
konzole IP adresu serveru, je-li server založen případně je-li připojen klient k serveru. 
Třetí volba zajišťuje start samotného procesu a nastavení parametrů pro Startovací 
paket. 
Čtvrtá a pátá volba slouží pro test propustnosti. Zde uživatel nic nenastavuje. Pro 
zahájení testu je třeba mít v klientovi povolenou funkci pro daný test 
(CommunicationTest). Test začne ihned po zadání požadavku od uživatele. 
Poslední funkcí je Restart. Ten restartuje celou třídu Communication.cs. 
5.1.3 Proces posílání dat 
Proces pro posílání dat má samostatné menu, do kterého se uživatel dostane 
volbou Start Process v hlavním menu. V tomto menu je možné nastavit 
(SetPacket(int, uint, int, bool)) nebo 
zobrazit(ShowDataInPacket()) data, která jsou aktuálně uložená ve startovací 
struktuře. Pokud uživatel zvolí možnost vlastnoručního nastavení dat, je doprovázen 
informačním textem o jednotlivých parametrech. Kontrola zadaných parametrů probíhá, 
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až při volání funkce SetPacket(int, uint, int, bool). Je-li překročen rozsah u libovolného 
parametru je tento paramert nastaven na nejbližší povolenou hranici. 
Poslední volbou je odstartování samotného procesu. Pokud si uživatel nezvolí sám 
data ve startovacím paketu jsou zvolena defaultní hodnoty. Celý proces zajišťujě funkce 
NormalMOD(). Ta o průběhu informuje uživatele prostřednictvím konzolové 
obrazovky. Celý proces si můžete prohlédnout na Obrázku diagram procesu. 
 
Obrázek 10 Diagram procesu 
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5.2 Klient 
Jak je psáno výše, program pro klienta zásadně vychází z ukázkových příkladů 
pro práci s bezdrátovou komunikací, vytvořenou firmou TI. K těmto příkladům byly 
vytvořeny vlastní funkce pro obsluhu celého procesu. Jsou zde vytvořeny stejné struktury 
jako u serverové části. Díky tomu je zaručena správnost konverze dat na obou stranách 
spojení. 
Nejprve se Klient musí připojit k předdefinovanému AP. Tento AP se definuje 
v hlavičkovém souboru common.h. Níže si můžete všimnout výpisu z hlavičkového 
osuboru. Uživatel jednoduše změní SSID a heslo, ale nemusí měnit kód, který již má 
napsaný. Protože se AP nemění často, je tohle řešení ideální i pro průmyslové aplikace. 
// 
// Values for below macros shall be modified as per access-point(AP) properties 
// SimpleLink device will connect to following AP when application is executed 
// 
#define SSID_NAME           "Zyxel_Test_WiFi"    /* AP SSID */ 
#define SECURITY_TYPE       SL_SEC_TYPE_OPEN /* Security type (OPEN or WEP 
or WPA*/ 
#define SECURITY_KEY        ""              /* Password of the secured AP */ 
#define SSID_LEN_MAX        32 
#define BSSID_LEN_MAX       6 
Poté co se deska připojí na příslušný AP, zavolá se jedna z funkcí  
Communication. Výběr funkce závisí na uživately. Je zde hlavní funkce pro komunikaci 
v běžném režimu(Communication(PtrStartPacket, PtrDataPacket)) a poté tři 
testovací funkce. Pro test propustnosti pro TCP, pro test interního časovače k zjištění 
maximální možné čtecí frekvence a poslední je pro režim, kdy nejsou data čtena v rámci 
přeručení časovače. V těchto funkcích je obsažen celý proces posílání dat. Nejprve se 
vytvoří TCP paket prostřednictvím funkce sl_Socket.  
 
sl_Socket(SL_AF_INET,SL_SOCK_STREAM, IPPROTO_TCP); 
 
Výstupem této funkce, jako i ostatních začínající ‚sl_‘, je hodnota typu integer. Ta 
je v případě jakékoli chyby záporná nebo nulová a celý program se ukončí s nahlášením 
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výjimky. Dále se naplní příslušné proměnné adresou a portem prvního Serveru. Zde je IP 
adresa Serveru řešena jako definovaná proměnná v hexadecimálním tvaru. Pokud se 
změní IP adresa prvotního Serveru je nutné hodnotu této proměnné změnit. Poté se zavolá 
funkce sl_Connect, která zajišťuje připojení na daný server. 
 
sl_Connect(iSockID, ( SlSockAddr_t *)&sAddr, iAddrSize); 
 
Jestliže se vše povede, naplní se buffer sériovým číslem desky. Poté se pošle 
prostřednictvím funkce sl_Send.  
 
sl_Send(iSockID, g_cBsdBuf, sTestBufLen, 0); 
 
V této fázi se program zastaví, protože očekává přijetí Startovacího paketu. Přijetí 
zajišťuje funkce sl_Recv. Po přijetí je obsah bufferu konvertován na strukturu 
Startovacího paketu. V jazyce C je konverze z bajtového pole na strukturu, a naopak, 
jednodušší než v jazyce C#, proto zabírá v programu jen tři řádky. Obsah Startovacího 
paketu je zkontrolován. 
do 
{ 
iStatus = -1; 
while(iStatus < 0) 
iStatus = sl_Recv(SL_SOC_OK, g_cBsdBuf, 10025, 0); 
 
aStartPacket = (PtrStartPacket)g_cBsdBuf; 
iStatus = TestRecieveStartPacket(aStartPacket); 
if(aStartPacket->dataLen != 0) 
untilGetPacket= 1; 
} while(untilGetPacket < 0); 
 
Jakmile je přijat startovací paket, pokračuje deska ve vykonávání kódu. Nastaví 
neblokovací režim pro síťový koprocesor a začne číst data, plnit jimi datový rámec a tyto 
rámce posílat v příslušné velikosti. Do této části jsou výše zmíněné čtyři funkce, 
zajišťujicí komunikaci, stejné. Popis jednotlivých částí zmíněných funkcí je popsán níže. 
43 
 
5.2.1 Communication() 
Tahle funkce zajišťuje běžnou komunikaci. Jakmile se síťový procesor přepnut do 
neblokovacího režimu je spuštěn vnitřní časovač. Tento časovač je interním časovačem 
samotného MCU, takže dosahuje frekvence 80 MHz. Začne počítat od nuly směrem ke 
kladným číslům. Jakmile dosáhne požadované hodnoty, která mu se předem 
zadefinovaná, spustí přerušení. V rámci tohoto přerušení přečte údaje ze snímače a spolu 
s aktuálním časem je uloží do pole hodnot. Poté posune index pole o délku takto 
vložených hodnot. Interní časovač se resetuje a MCU vyskočí z přerušení zpět do 
programu. V rámci programu MCU testuje ve smyčce zda-li již jsou data o příslušné 
velikosti připravena k použití. Jakmile jsou data připravena, naplní jimi buffer, který 
pošle serveru. V rámci celého procesu je voláno několik funkcí: 
 FillDataPacket – Kontroluje, zda jsou data připravena  
 FillDataInBuffer – Jakmile jsou data připravena, je zavolána tahle 
funkce, která naplní strukturu daty a takto naplněné struktury vloží do 
bufferu 
 FillDataInStruct – Naplní data z pole do struktury 
5.2.2 CommunicationTest() 
Tahle funkce je úpravou funkce Communication(), která je popsána výše. 
Úprava spočívá v kompletním odebrání časovače. Protože je tahle funkce využitá 
k testování bitové propustnosti v rámci TCP/IP protokolu, je zajištěno co nejrychlejší 
posílání uměle vytvořených dat. Data jsou naplněna do bufferu před samotnýmposíláním. 
V rámci posílácí smyčky se data již jen posílají. Tím se dosáhne maximální rychlosti 
v odesílání. Bližší popis spolu s ukázkou posílací části je ukázán v kapitole Bitová 
propustnost. 
5.2.3 CommunicationWithoutInterrupt() 
Tahle funkce nevyužívá přerušení časovače. Naopak čte data ze snímače a 
aktuální čas z časovače před naplněním paketu a jeho odesláním. Rychlost za jakou dobu 
jsou přečtena další data je nedeterministická a závisí na kódu před samotným čtením. 
Tahle funkce slouží pro ověření aplikace v serveru. 
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5.2.4 Komunikace se snímačem a proces čtení 
Komunikace mezi MCU a snímačem BMA180 probíhá přes I2C. Princip posílání 
naměřených údajů je takový, že MCU periodicky čte hodnoty ze snímače a ty ukládá do 
pole. Mezi čtením hodnot kontroluje velikost zapsaných údajů v poli s velikosti paketu, 
který má být odeslán. Jakmile je velikost zapsaných hodnot alespoň shodná 
s požadovanou velikostí paketu, jsou tyto hodnoty zapsány ho paketu a ten odeslán.  
K zajištění periodického čtení hodnot jsou využity vnitřní hodiny. Na začátku 
celého procesu jsou inicializovány spolu s hodnotou pro přerušení. Jakmile hodiny 
dosáhnout požadované hodnoty pro přerušení, zavolají funkci, která přerušení obsluhuje. 
Tuhle funkci jsem vytvořil. V rámci této funkce jsou čtena data ze snímače, zapsán 
aktuální čas timeru a uloženy všechny získané hodnoty do pole naměřených hodnot. 
V rámci celého procesu MCU jen kopíruje data ze snímače do paměti a z paměti 
do bufferu pro odeslání, který je na jiném místě v paměti. Síťovému koprocesoru jen pošle 
adresu takto naplněného bufferu. Celý princip si můžete prohlédnout na Obrázku 10, 
který je umístěný pod textem. Jakmile server obdrží data, vykreslí je do grafu a vypíše do 
konzole. 
Tabulka 8 Zobrazující vzhled datového paketu 
Hlavička IP Hlavička TCP ID paketu Kontrolní součet Naměřená data 
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Obrázek 11 Princip čtení ze snímače a posílání naměřených dat 
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6 MĚŘENÍ 
V této části se budu zabývat testy, jejichž výsledky nám dají celkový přehled o 
použitém hardwaru. Tahle kapitola je rozdělena do tří podkapitol podle významu. 
Význam podkapitol je převzatý ze zadání práce. V jednotlivých podkapitolách najdete 
popis přípravy k samotnému měření, jeho průběh a zhodnocení výsledků.  
6.1 Bitová propustnost 
V testu zhodnotím bitovou rychlost přenosu6. Test probíhal skrze zapůjčený router 
Zyxel. Vše probíhalo automaticky, abych minimalizoval pravděpodobnost vzniku chyby. 
Cílem měření je zjištění reálné maximální datové propustnosti a maximální možné čtecí 
frekvence. 
V měření jsem měřil maximální bitovou rychlost přenosu, které je CC3200 
schopna dosáhnout. Sběrný bod, měřicí uzel i router byly blízko u sebe (CC3200 – AP ~ 
15 cm, PC – AP ~ 1 m), aby kvalita signálu byla co nejlepší. Základem testu bylo proměřit 
celou charakteristiku. To znamená, že se test opakoval, až do velikosti 1458 bajtů dat 
v jednom paketu. Jeden balík dat obsahující jednu strukturu DATA_STRUCT má velikost 
28 bajtů. Test probíhal od této velikost do 1456 bajtů s krokem 28 bajtů. Vše řídil sběrný 
bod, v mém případě počítač. Ten zadával data do startovacího paketu, ze kterého CC3200 
bere veškeré potřebné informace k dalšímu posílání. 
Další důležitou úpravou, aby měřicí obvod dosáhl co nejlepších výsledků, bylo 
zavedení neblokovaného stavu. Tento stav zaručí, že CPU nečeká, až síťový procesor 
zpracuje požadované instrukce. To zajistilo nejrychlejší možné posílání paketů. Co se 
týče samotného kódu, ten musel být také optimalizován, aby zde nedocházelo ke 
zbytečnému zpoždění. Optimalizace bylo dosaženo naplněním bufferu před samotným 
posílacím cyklem. V cyklu tedy bylo jen počítání čísla paketu a funkce pro odesílání 
paketu. 
Sběrný bod v cyklu s předem daným počtem opakování, nastavoval jednotlivé 
údaje startovacího paketu a posílal je měřicímu bodu. Kromě velikosti balíku dat 
v jednom paketu, byl důležitý údaj o celkovém počtu paketů, které mají být posílány. Ten 
                                                 
6  (http://usnuljan.webnode.cz/news/mereni-bitove-propustnosti-pro-cc3200) 
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byl nastaven tak, aby je CC3200 nebylo schopno všechny poslat během deseti sekund. Po 
uplynutí deseti sekund se přijaté pakety již nepočítaly a jen se přečetli, aby se uvolnil 
přijímací buffer ve sběrném bodě. Počítání bitové propustnosti se provádělo ve sběrném 
bodě po každé jednotlivé části. Aby bylo zajištěno čekání na startovací paket ze strany 
CC3200, byl neblokovací stav nastaven jen pro odesílací část. Po ní byl stav opět nastaven 
jako blokovací. Bitová propustnost se počítala podle rovnice (2). 
𝐴 =  
𝑁
10
∗ 𝐿 [
𝐵
𝑠
] (2) 
 
𝐴 … 𝑃ř𝑒𝑛𝑜𝑠𝑜𝑣á 𝑟𝑦𝑐ℎ𝑙𝑜𝑠𝑡 𝑣 𝑘𝑖𝑙𝑜𝑏𝑎𝑗𝑡𝑒𝑐ℎ 𝑧𝑎 𝑠𝑒𝑘𝑢𝑛𝑑𝑢 
𝑁 … 𝐶𝑒𝑙𝑘𝑜𝑣ý 𝑝𝑜č𝑒𝑡 𝑝ř𝑖𝑗𝑎𝑡ý𝑐ℎ 𝑝𝑎𝑘𝑒𝑡ů (𝑣 𝑝𝑟ů𝑏ěℎ𝑢 𝑑𝑒𝑠𝑒𝑡𝑖 𝑠𝑒𝑘𝑢𝑛𝑑) 
𝐿 … 𝐷é𝑙𝑘𝑎 𝑗𝑒𝑑𝑛𝑜ℎ𝑜 𝑝𝑎𝑘𝑒𝑡𝑢 𝑣 𝑏𝑎𝑗𝑡𝑒𝑐ℎ 
6.1.1 Použité přístroje 
 CC3200 LaunchPad, Rev 3.2, SN: NA5001951 
 Router Zyxel NBG-419N, SN: S100F05000730, SAP: 1000163142 – 0 
 Tp-Link TL-WN722N, SN: 2148461002410, Ver: 1.10 
6.1.2 Průběh 
Pro startu programu ve sběrném bodě bylo spojení inicializováno CC3200. Ten 
inicializoval spojení odesláním svého sériového čísla. Sběrný bod odpověděl odesláním 
startovacího paketu, ve kterém již byli uloženy potřebné data pro konkrétní část testu. 
Měřicí uzel tato data přijal, zpracoval, zaplnil datový rámec požadovaně velkým balíkem 
dat a nastavil neblokovací stav pro síťový procesor. Poté v cyklu odeslal předem známé 
množství paketů, zastavil blokovací stav a čekal na přijetí startovacího paketu. Tohle 
proběhlo až do konce testu. Vždy po provedení pětí měření byla změněna velikost okna 
pro TCP protokol. Tím jsme získali závislost velikosti okna na bitové propustnosti. V 
příloze B naleznete schéma testu. 
Ukázka nastavení velikosti okna: 
SlSockWinsize_t size; 
size.Winsize = 1625;  // [byte] 
sl_SetSockOpt(iSockID,SL_SOL_SOCKET,SL_SO_RCVBUF, (_u8 *)&size, 
sizeof(size)); 
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Ukázka nastavení neblokovacího stavu: 
SlSockNonblocking_t enableOption; 
enableOption.NonblockingEnabled = 1; 
sl_SetSockOpt(iSockID, SL_SOL_SOCKET, SL_SO_NONBLOCKING, (_u8 
*)&enableOption, sizeof(enableOption)); 
Ukázka naplnění a odeslání bufferu. 
int SIZE = aStartPacket->dataLen*28; 
_count = aStartPacket->count; 
memcpy(g_sendBuf, aDataPacket, SIZE); 
while(_count > 0) 
{ 
 iStatus = sl_Send(iSockID, g_sendBuf, SIZE, 0); 
 _count--; 
} 
Ukázka čtení paketů na straně serveru: 
do 
{ 
COUNT_ACT++; 
int k = part; 
if (this.stopky.Elapsed.Seconds < 10) 
{ 
while (k-- > 0) 
{ 
err = ReadDataTest(ref data, ref Timestamp); 
} 
++numberOfPackets; 
} 
else 
err = ReadDataTest(ref data, ref Timestamp);     
} while (COUNT_ACT <= COUNT_DEF && err != ER_READ_DATA_FAIL && 
err != ER_READ_DATA_AFTER_COOL); 
 
V tabulce naměřených hodnot můžete vidět dosažených výsledků. Tabulka 
obsahule číslo části testu a číslo udávající počet bajtů v jednom paketu. Další sloupce 
ukazují počet přijatých paketů a bitovou propustnost za sekundu. Obě hodnoty jsou 
průměrem hodnot z pěti měření. Po tabulkou je přidán graf, který ukazuje závislost počtu 
přijatých paketů na velikosti paketu. Posledním grafem je závislost bitové propustnosti 
za sekundu na velikosti paketu.  
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Tabulka 9 Zobrazující průměrné 
naměřené hodnoty ze tří měření 
n 
Velikost 
paketu 
[B] 
Počet 
přijatých 
paketu 
Mbit/s 
1 28 34348 7,69 
2 56 17649 7,91 
3 84 11584 7,78 
4 112 8856 7,94 
5 140 7207 8,07 
6 168 5932 7,97 
7 196 5143 8,06 
8 224 4423 7,93 
9 252 3979 8,02 
10 280 3575 8,01 
11 308 3244 7,99 
12 336 2956 7,95 
13 364 2738 7,97 
14 392 2594 8,13 
15 420 2421 8,13 
16 448 2264 8,11 
17 476 2129 8,11 
18 504 2004 8,08 
19 532 1889 8,04 
20 560 1809 8,10 
21 588 1728 8,13 
22 616 1637 8,07 
23 644 1566 8,07 
24 672 1500 8,06 
    
n 
Velikost 
paketu 
[B] 
Počet 
přijatých 
paketu 
Mbit/s 
25 700 1441 8,07 
26 728 1375 8,01 
27 756 1332 8,06 
28 784 1288 8,08 
29 812 1248 8,11 
30 840 1203 8,08 
31 868 1159 8,05 
32 896 1133 8,12 
33 924 1102 8,15 
34 952 1065 8,11 
35 980 1035 8,12 
36 1008 1005 8,10 
37 1036 963 7,98 
38 1064 935 7,96 
39 1092 923 8,06 
40 1120 911 8,16 
41 1148 888 8,16 
42 1176 853 8,03 
43 1204 844 8,13 
44 1232 820 8,08 
45 1260 798 8,04 
46 1288 785 8,09 
47 1316 772 8,13 
48 1344 759 8,16 
49 1372 730 8,01 
50 1400 727 8,14 
51 1428 703 8,03 
52 1456 673 7,84 
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Graf 2 Závilost počtu přijatých paketů za sekundu na velikosti paketu 
 
Graf 3 Závislost bitové propustnosti na velikosti paketu 
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6.1.3 Zhodnocení 
Graf závilosti počtu paketů na velikosti paketu má zcela očekávaný průběh. 
Zvyšující se velikost dat v jednom paketu má za následek větší dobu, která je potřebná na 
převedení paketu přes všechny vrstvy standardu IEEE 802.11. Na druhou stranu větší 
datová velikost znamená větší objem přijatých dat. Výběr správné datové velikosti paketu 
závisí na konkrétní aplikaci a požadavcích uživatele. V grafu závilosti bitové propustnosti 
na velikosti paketu si můžeme všimnout kolísání údajů. Tohle kolísání je způsobeno 
zásobníkem síťového koprocesoru. Paket musí vždy projít všemy nižšími vrstvami, než 
je převeden anténou na signál. Tento průběh je nedeterministický. To má za následek 
výrazné kolísání bitové propustnosti, se kterým je potřeba vždy počítat. Kolísání lze snížit 
zachytáváním paketů na nižších vrstvách. Tyto vrstvy nám nezaručí přijetí paketu jako 
TCP vrstva. Dalším důvodem je rušení okolních bezdrátových sítí. Tento důvod rušení 
má na kolísání bitové propustnosti větší vliv než důvod již zmíněný. Zde je výsledek pro 
konkrétní dopad v praxi, závislý na požadavcích uživatele. Závislost velikosti okna na 
propustnosti změřena byla, ale výsledkem bylo, že se propustnost nemění s velikostí 
okna. To je v rozporu s teorií. Důvodem je rušení z okolních kanálů a kolísání 
propustnosti. 
6.2 Výpočetní možnosti 
Cílem tohoto testu bylo zjištění čtecí frekvence čipu CC3200. Ta je důležitým 
parametrem pro budoucí nastavení snímače. Abychom mohli tento test provést bylo nutné 
kód modifikovat. Celý princip, z něhož je jasná i modifikace kódu, je odlišný od 
předchozího testu. Zde bylo nutné zapisovat data do pole hodnot ve stejném časovém 
okamžiku. Mimo tento okamžik bylo nutné kontrolovat stav pole hodnot a případně 
naplnit jimi buffer a odeslat jej. Pro dosažení konstantního zapisování bylo použito 
přerušení z interního časovače. Tento interní časovač je stejný jako pro CPU v čipu, tedy 
s frekvencí 80MHz. Časovač začínal vždy na nulové hodnotě. Po dosažení požadované 
hodnoty zavolal funkci pro přerušení, kterou definuje uživatel. V této funkci se provedlo 
zastavení časovače, sejmutí času z časovače, zapsání fiktivních hodnot do pole, 
vynulování časovače a jeho následné spuštění. Maximální zapisovací frekvence, při které 
bylo CC3200 schopno data posílat, byla 10kHz. Dosaženou hodnotu by šlo ještě zvýšit 
správnou optimalizací funkce pro obsluhu přerušení interního časovače. 
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6.3 Odběr energie 
V tomto testu bylo cílem zjistit reálný odběr energie při plném provozu i při 
nečinnosti. Test se prováděl v laboratoři Fakulty elektrotechniky a komunikačních 
technologií na Technícké 12. V CC3200 byly spuštěny dva programy. První byl test 
bitové propustnosti, kde jsme měřili odběr při plném zatížení síťového koprocesoru. 
Druhým programem bylo demo od Texas Instruments, které uvedlo MCU do stavu 
spánku a hlubokého spánku. Hluboký spánek s minimální spotřebou nebyl změřen. 
6.3.1 Použité přístroje 
 CC3200 LaunchPad, Rev 3.2, SN: NA5001951 
 Zdroj stejnosměrného napětí 
 INA 210-214 
 Multimetr 
6.3.2 Zapojení měření 
Aby se mohl měřit odběr energie bylo nutné zapojit CC3200 do zdroje 
stejnosměrného napětí. Propojení přes microUSB nebylo možné, protože CC3200 
nepodporuje dva zdroje napájení. Jako preferovaný zdroj napájení je microUSB, proto 
musel být odpojen. Celé měření bylo zapojeno dle dokumentace k INA 210-214 [10]. 
 
Obrázek 12 Schéma zapojení pro měření spotřeby 
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6.3.3 Naměřené hodnoty 
Celé měření proběhlo pětkrát. V Tabulce 10 si můžete prohlédnout výslednou 
prúměrnou hodnotu z tohoto měření. V tabulce rovněž najdete i teoretické hodnoty 
z dokumentace [7] a odchylku od těchto hodnot. 
Tabulka 10 Zobrazující naměřené a teoretické hodnoty odběru energie 
 𝑰𝑴 [mA] 𝑰𝑺  [mA] |∆| [𝒎𝑨] 
Spánek 3,28 3,00 0,28 
Hluboký spánek 4,40 5,00 0,60 
Připojování k AP 140,50 neuvedeno  
Odesílání paketu 87,10 53,00 34,10 
Příjem paketu 140,50 260,00 119,50 
6.3.4 Výsledek měření 
Výsledkem tohoto měření je reálná spotřeba CC3200 při plném využití síťového 
koprocesoru a v režimu spánku. 
Baterie typu Alkaline mají kapacitu 2122 mAh pro AA a 1150 mAh pro AAA. 
Protože výrobce doporučuje napájení ze dvou kusů baterií, tak kapacitu jedné vynásobíme 
dvěmi. Podle vzorce (3) dostaneme výslednou výdrž systému, napájeného jen na 
bateriemi, v hodinách. V Tabulce pro AA baterie a v Tabulce pro AAA baterie si můžete 
prohlédnout výsledné časy v hodinách pro výše zmíněný typ baterie a pro další tři typy 
baterií. V prvním sloubci naleznete typ baterie. Následující sloupec udává výdrž jedné 
baterie v mAh. Další sloupce ukazují výslednou výdrž v hodinách. 
 
𝑡 =  
𝐼𝐵
𝐼𝑆
[ℎ] (3) 
 
𝑡 … 𝑣ý𝑠𝑙𝑒𝑑𝑛ý č𝑎𝑠 𝑣 ℎ𝑜𝑑𝑖𝑛á𝑐ℎ 
𝐼𝐵 … 𝑠𝑝𝑜𝑡ř𝑒𝑏𝑎 𝑗𝑒𝑑𝑛é 𝑏𝑎𝑡𝑒𝑟𝑖𝑒 𝑣 𝑚𝐴ℎ 
𝐼𝑆 … 𝑧𝑚ěř𝑒𝑛á 𝑠𝑝𝑜𝑡ř𝑒𝑏𝑎 𝑘𝑜𝑛𝑘𝑟é𝑡𝑛íℎ𝑜 𝑠𝑡𝑎𝑣𝑢 č𝑖𝑝𝑢 𝑣 𝑚𝐴 
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Tabulka 11 Zobrazující výslednou výdrž pří napájení jednou bateriemi typu AA 
 AA 
Typ baterie mAh Spánek Hlub. Spánek Odesílání Příjem 
Alkaline 2122 647,0 482,3 24,4 15,1 
Carbon-Zinc 591 180,2 134,3 6,8 4,2 
Nickle-Cadmium 1000 304,9 227,3 11,5 7,1 
NiMH 2100 640,2 477,3 24,1 14,9 
 
Tabulka 12 Zaborazující výslednou výdrž při napájení jednou baterií typu AAA 
 AAA 
Typ baterie mAh Spánek Hlub. Spánek Odesílání Příjem 
Alkaline 1150 350,6 261,4 13,2 8,2 
Carbon-Zinc 320 97,6 72,7 3,7 2,3 
Nickle-Cadmium 300 91,5 68,2 3,4 2,1 
NiMH 800 243,9 181,8 9,2 5,7 
 
Výsledná výdrž závisí na konkrétním využití celého čipu. Při reálném použití 
budeme pravděpodobně přepínat z jednoho stavu do druhého. Tím prodloužíme výdrž. 
Reálné zhodnocení dosaženého výsledku tedy závisí na konkrétní aplikaci, nicméně nám 
tohle měření dalo přehled o spotřebě CC3200. 
6.4 Měření Jitteru dvou CC3200 
Tento test měl za úkol zjistit minimální možný rozdíl čtecí doby jednotlivých 
paketů. V rámci tohoto testu tedy byl využitý jedinečný Transceiver Mode, který je 
implementován přímo v čipu od výrobce. Tento mód umožňuje odesílání a přijímaní 
paketů za fyzickou vrstvou. Toho je dosaženo tak, že uživatel musí vyplnit všechny 
požadované údaje v paketu, které běžně vyplňují jednotlivé vrstvy. Naopak je tímto 
dosaženo nejrychlejšího čtení co lze na čipu CC3200 provést. 
Pro tento test bylo za potřebý tří desek CC3200. Dvě byli zapůjčeny firmou 
Honeywell. Princip měření spočíval v poslouchání určitého kanálu dvěmi deskami. Třetí 
deska v jeden okamžik vyslala sérii paketů, kde každý z nich měl unikátní číslo. Měřicí 
desky zachytili tyto pakety. Důležitým údajem byl časový rozdíl mezi dvěma 
následujícími příchozími pakety a porovnání těchto časových údajů v rámci obou desek.  
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Obrázek 13 Schéma měření jitteru dvou stejných čipů cc3200 
6.4.1 Použité měřicí přístroje a programy 
 CC3200 Rev 3.2 7– jako vysílač 
 (2x) CC3200 Rev 4.1 – jako přijímač 
 Ultrabook DELL Latitude E7440 8– k zobrazování výsledků 
 Code Composet Studio v6.0 
                                                 
7  (http://www.ti.com/lit/ug/swru372b/swru372b.pdf) 
8  (http://www.dell.com/us/business/p/latitude-e7440-ultrabook/pd) 
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 CCS UniFlash 
6.4.2  Průběh měření 
Nejprve bylo nutné naprogramovat desku Rev 3.2 jako vysílač. Transceiver mod 
může být spuštěn pouze jedenkrát v síťovém koprocesoru. Byl tedy spuštěn a nastaven 
na základní parametry. Vytvoření paketu pro transceiver mode zajišťovala funkce 
CreateSocket(int), jejíž parametr bylo číslo kanálu typu integer. 
 
void CreateSocket(int aChannel) 
{ 
channel = aChannel; 
tPacket = sl_Socket(SL_AF_RF, SL_SOCK_RAW, aChannel); 
} 
Poté byly nastaveny parametry pro fyzickou vrstvu jako délka preambule a síla 
signálu. To zajišťovala funkce SetSpecificProperties(uint, uint). 
 
void SetSpecificProperties(unsigned int aTxPower, unsigned int 
aPreamble) 
{ 
// aPreamble = 1 for long (0 for short) 
// aTxPower valid range is 1-15 
 
if(aTxPower < 1) 
 aTxPower = 1; 
else if(aTxPower > 15) 
 aTxPower = 15; 
 
else if(aPreamble > 1) 
 aPreamble = 1; 
 
sl_SetSockOpt(tPacket,SL_SOL_PHY_OPT, SL_SO_PHY_TX_POWER, 
&aTxPower, sizeof(aTxPower)); 
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sl_SetSockOpt(tPacket, SL_SOL_PHY_OPT, SL_SO_PHY_PREAMBLE, 
&aPreamble, sizeof(aPreamble)); 
} 
 
Poté bylo nastaveno interní přerušení od časovače na 10ms. Tím bylo zajištěno, 
že každý další paket bude poslán práve za 10ms po předchozím paketu. Takhle bylo 
posláno 52 paketů za sebou. Odeslány byly po přejití do transceiver modu, do kterého se 
deska dostala po fyzickém restartu. Obsluha tedy měla plnou kontrolu nad odesláním 
paketů. Po naprogramování a otestování byl kó naflashován do CC3200 Rev 3.2. 
Jako další bod bylo nutné vytvořit přijímací kód pro dvě desky CC3200 Rev 4.1. 
Princip kódu musel být takový, aby čip strávil co nejméně času nad čtením přicházejících 
hodnot. Protože v Transceiver modu čip přijímá všechny pakety na daném kanálu bylo 
nutné zavést i filtraci přijatých dat. Již ze zmíněného důvodu byla tahle filtrace umístěna 
až za samotný poslech. Principiálně tedy čip poslouchal určitý kanál a jakmile cokoli 
zachytit uložil si aktuální čas z interního časovače a  uložil si celý obsah přijatého bufferu. 
Poté pokračoval v novém poslouchání. Jakmile zachytil 100 paketů ukončil poslech a 
přešel k výpočtu a filtraci dat. 
 
//Receive pakets 
EnableTimerA(); 
for(i = 0; i < 100; i++) 
{ 
 while(checkBuffer < 0) 
 { 
  checkBuffer = sl_Recv(tPacket, buffer, 1536, 0); 
 } 
 MemoryTS[i] = ReturnActualValueA(); 
 memcpy(MemorySource[i], buffer, sizeof(buffer)); 
 checkBuffer = -5; 
} 
DisableTimerA(); 
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//Filtr 
for(i = 0; i < 100; i++) 
{ 
 if(MemorySource[i][24] == 0x08) 
  if(MemorySource[i][25] == 0x00) 
   if(MemorySource[i][26] == 0x28) 
    if(MemorySource[i][27] == 0x19) 
     if(MemorySource[i][28] == 0x02) 
      if(MemorySource[i][29] == 0x85) 
      { 
       MemorySeqNum[i] = 1; 
      } 
 
} 
 
Poté co přijatá data prošla filtrem, byl spuštěn výpočet. Ten se skládal jen 
s prostého čtení času a čísla přijatého paketu ze správného indexu. Tyto hodnoty byly 
vypsány na obrazovku, za každé dvě hodnoty byl spočítán časový rozdíl. Tento kód 
probíhal na dvou deskách CC3200 Rev 4.1 současně. 
6.4.3 Výsledek měření 
Výsledkem tohoto měření jsou histogramy, které ukazují časové zpoždění mezi 
dvěmi přijatými po sobě jdoucími pakety. První je histogram pro první desku CC3200 
Rev 4.1. Ten ukazuje největší časový výskyt zpoždění při čtení. Hodnoty jsou v 
milisekundách. Četnost udává kolik výsledných hodnot je v daném rozmezí. Maximální 
hodnota byla 𝑡𝑀𝐴𝑋 = 9,170 ms, minimální hodnota byla 𝑡𝑀𝐼𝑁 = 8,938 ms. 
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Tabulka 13 Pro histogram první přijímací desky (A) 
t [ms] Četnost 
8,915 - 8,961 1 
8,961 - 9,008 12 
9,008 - 9,054 23 
9,054 - 9,101 38 
9,101 - 9,147 0 
9,147 - 9,194 1 
 
 
Graf 4 Histogram pro první přijímací desku (A) 
 
Totéž pro druhou přijímací desku CC3200 Rev 4.1 označenou písmenem – B. 
Maximální hodnota byla 𝑡𝑀𝐴𝑋 = 9,060 ms, minimální hodnota byla 𝑡𝑀𝐼𝑁 = 8,937 ms. 
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Tabulka 14 Pro histogram druhé přijímací desky (B) 
t [ms] Četnost 
8,925 - 8,950 2 
8,950 - 8,974 10 
8,974 - 8,999 1 
8,999 - 9,023 9 
9,023 - 9,048 50 
9,048 - 9,072 3 
 
 
Graf 5 Histogram druhé přijímací desky (B) 
 
Výsledný, třetí, histogram ukazuje časovou diferenci mezi přijímací deskou A a 
B. Čas je v 𝜇𝑠. Maximální hodnota byla 𝑡𝑀𝐴𝑋 = 9,163 ms, minimální hodnota byla 
𝑡𝑀𝐼𝑁 = 0 ms. 
 
 
 
 
2
10
1
9
50
3
0
10
20
30
40
50
60
8,925 - 8,950 8,950 - 8,974 8,974 - 8,999 8,999 - 9,023 9,023 - 9,048 9,048 - 9,072
če
tn
o
st
t [ms]
Histogram pro ∆B
61 
 
Tabulka 15 Pro histogram zobrazující časovou diferenci mezi přijímací deskou A a B 
t [𝝁s] Četnost 
0 - 0,916 4 
0,916 - 2,749 43 
2,749 - 4,581 25 
4,581 - 6,414 1 
6,414 - 8,246 1 
8,246 - 10,080 1 
 
 
Graf 6 Histogram zobrazující časovou diferenci v microsekundách mezi přijímací deskou A a B 
 
6.4.4 Zhodnocení měření 
Tohle měření nám dalo reálný přehled na použití čipu CC3200 jako součást 
pokročilého měřicího systému v reálných podmínkách. Časová diference a schopnost 
synchronizovat měření dvou růzdných veličin je pro automatizační průmysl zcela 
zásadní. K tomuto účelu se nejčastěji používá technologie ZigBee, ovšem na úkor malé 
bitové propustnosti. Větší bitové propustnosti lze dosáhnout práve na standardu IEEE 
802.11. Cíl tohoto měření byl splněn a ukázal možnosti použití v automatizačním 
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průmyslu. Toto měření poukázalo i na nevýhody, které tato technologie má. Tou první je 
nedeterminističnost přijetí paketu. Jak lze vypozorovaz z histogramu-A a z histogramu-B 
mají oba čipy měnící se časové rozdíly. Tento problém souvisí přímo ze synchronizací 
měření dvou různých veličin. Jak moc tato nedeterminističnost ovlivňuje dané měření si 
již musí odpovědět každý sám v závislosti na potřebách jeho měření. 
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7 ZÁVĚR 
Cílem této bakalářeské práce bylo vytvoření měřicího obvodu na standardu IEEE 
802.11. Účelem bylo zjištění možnosti realizace cíle na konkrétním mikrokontroléru 
CC3200 od firmy Texas Instruments. 
Seznámil jsem se s problematikou, navrhnul a vytvořil aplikace pro měřicí uzel i 
pro sběrný bod. Hlavní náplní byla komunikace přes TCP/IP protokol. Vzhledem 
k vlastnostem tohoto protokolu nebyla řešena možnost ztráty namřených dat. 
Aplikace pro sběrný bod je složena z několika tříd. Hlavní třída pro komunikaci 
obsahuje všechny potřebné funkce pro založení/ukončení serveru nebo přijetí klienta/dat. 
Za účelem možnosti budoucí implementace třetích stran, byla každá funkce doplněna 
anglickým komentářem. Problémem v této aplikaci bylo čtení dat přes TCP protokol. 
Jazyk C# obsahuje již vytvořené třídy pro komunikaci, s výše zmíněným protokolem, ale 
samotné převádění přijatých bajtů na strukturu zůstává na programátorovi. To byl největší 
problém, protože C# vytvoří interně strukturu jiným způsobem, pokud  budeme dodržovat 
správné zásady tohoto jazyka. Řešením problému byla implementace struktury podobně 
jako v jazyku C. 
Aplikace pro měřicí uzel vychází z dema, které je vytvořeno firmou Texas 
Instruments. Bylo využito demo pro navázání komunikace s AP. Veškerá další 
komunikace a celý proces byl vytvořen mnou. Celá aplikace byla tvořena s ohledem na 
funkčnost. Proto nejsou ošetřeny stavy nečinnosti, které by snížili spotřebu 
mikrokontroléru. Největší překážkou byla implementace interního časovače a 
komunikace se snímačem. Vzniknuté problémy byly nakonec překonány a časovač i 
snímač fungují jak mají. Co se týče samotné implementace interního časovače tak ta není 
optimální. Její neoptimálnost spočívá v nevyužití pinu pro idikaci přerušení na I2C 
komunikaci. Tím se 80MHz mikrokotrolér sdržuje, protože rychlost s jakou mu snímač 
posílá data je výrazně menší. V rámci této práce to není takový problém. Pokud by třetí 
strana chtěla implementovat CC3200 do systému, musela by upravit kód časovače, aby 
nedocházelo k velkému zpoždění. Předběžné zpracování dat, před jejich odesláním, 
nebylo implementováno. Zpracování dat před odesláním není tak důležité jako odesílání 
samotné. Pokud by se vyžadovalo předzpracování dat není problém výpočty do hotového 
kódu dopsat. 
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V rámci zhodnocení proveditelnosti celého řešení pro aplikace náročné na čas. 
Tím mám na mysli velké měřicí systémy, které potřebují přesnou časovou synchronizaci. 
Problémem je samotný standard IEEE 802.11, který s takovou aplikací nepočítá. Jak je 
ukázáno v sekci Měření ,je dosažená přenosová rychlost lepší než standardy používané 
pro senzorové systémy (např. ZigBee). Změřená spotřeba je vyšší, ale o jejím zhodnocení 
musí rozhodnout každý dle své požadované implementace. Další výhodou je 
mikrokontrolér CC3200, který obsahuje výkoný Cortex-M4 spolu se síťovým 
koprocesorem v jednom čipu. 
Nevýhodou může být spotřeba. Hlavní nevýhodou je rychlost přístupu k přijatým 
datům. Ta je způsobená položením transportní vrstvy, před kterou jsou ostatní vrstvy. 
Data musí projít všemi níže položenými vrstvami než se dostanou na transpotrní vrstu. 
Tím vzniká zpoždění, které je pro senzorové systémy nepřípustné. Pro rychlý přístup 
implementoval výrobce speciální mód (Transceiver mode), který zachytává pakety hned 
za fyzickou vrstvou. V rámci velkého senzorového systému je implementace standardu 
IEEE 802.11, prostřednictvím CC3200, možná jen za předpokladu přepínání z módu do 
TCP vrstvy a použití stejného typu mikrokontroléru ve všech bodech, které mezi sebou 
mají komunikovat. Tím se zajistí časový jitter pod 10𝜇𝑠 (Měření Jitteru dvou CC3200). 
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9  PŘÍLOHA A 
 
Obrázek 14 Schéma vnitřního zapojení cc3200 
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10 PŘÍLOHA B 
 
Obrázek 15 Schéma testu bitové propustnosti 
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11 SEZNAM ZKRATEK 
µDMA Micro Direct Memory Access 
3DES Triple Data Encryption Algorithm 
ACD Automatic call Distribution 
AES Advance Encryption Standard 
AP Access point 
ARP Adress resolution protocol 
CCA Communication Channel Adapter 
CRC Cyclic Redundancy Check 
CTS Clear to send 
DES Data Encyption Standard 
DHCP Dynamic Host Configuration Protocol 
DNS Domain Name Server 
DS Data segment 
HTTP HyperText Transfer Protocol 
ICMP Internet Control Message Protocol 
IP Internet Protocol 
IPv4 Internet Protocol version 4 
IPv6 Internet Protocol version 6 
MAC Medium access control 
MCU Machine Control Unit 
PDU Protokol data unit 
PHY Physical Layer 
PKI Public key infrastructure 
PLCP Physical Layer Convergence Protokol 
PMD Physical Medium Dependent 
RAM Random access memory 
RAW Read after write 
ROM Read only memory 
RTOS Real-Time Operating System 
RTS Request to send 
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SoC Systém on chip 
SRAM Static Random access memory 
SSL Secure Sockets Layer 
TCP Transmission Control Protocol 
TLS Transport Layer Security 
UART Universal Asynchronous Receiver 
Transmitter 
WEP Wired Equivalent Privacy 
Wi-Fi Wireless Fidelity 
WPA Wi-Fi protected Access 
WPA2 Wi-Fi protected Access II 
WWW World Wide Web 
 
