Although state-of-the-art deep reinforcement learning often achieves superhuman levels on some tasks, the authors still struggle to analyze, compare or report the obtained results due to the unstable nature of the algorithms and the diversity of metrics used in the literature. Furthermore, these metrics fail to show some characteristics of the learning process, leading to misinterpretations by the analyst. The objective of this paper is to propose, implement and analyze a difference based evaluation metric that highlight different aspects of the learning process, allowing for more detailed results and analysis that can be used by automated software or analysts, experienced or not. A possible applicability for the proposed metric is to create automated evaluation systems, that can detect anomalies during the training process automatically.
I. INTRODUCTION
The process used by an artificial intelligence (AI) agent to learn and interact with its environment is known as reinforcement learning (RL) . In contrast to the other learning techniques, like supervised learning, RL gives the agent the ability to learn throughout rewards given by the environment, without relying on explicit labeling or no information at all. Recently, with the rise of deep learning, the interest behind developing new algorithms and techniques that improves the performance of this learning process, known as Deep RL, has experienced a growth [1] , [2] . Many areas, such as robotics [3] , Atari games [4] , autonomous vehicles [5] and competitive video games [6] can benefit from such techniques since they are all environments in which RL is the most suitable learning process.
Some of the main problems in Deep RL field are related to misleading metrics [1] , catastrophic forgetting [7] - [9] , environment related non-determinisms [10] , result replication [11] and stability issues [1] . Depending on the project, the commonly used metrics might not present significant values, forcing the analyst to use his intuition. These problems affect directly how the field is evolving, since they make it harder to evaluate and compare different algorithms, and thus creating unrealistic or misleading reports of results. Reliable
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reporting, using different metrics, is necessary for the field to evolve, since it allows researchers to compare different techniques.
Metrics and visualization techniques are key aspects of incremental studies (e.g. Deep RL), since it helps us to compare and investigate novel techniques. However, the lack of standardization of the evaluation process in Deep RL field creates potential misleading reports. Those reports are typically evaluated subjectively and/or empirically, which increased the chances of fallacious assumptions [12] . Also, the majority of the evaluation process used in the RL field is meant to be used after the training process, when it is too late to change the aspects of the process to improve it.
In this paper, we propose, implement and analyze RL evaluation metrics that highlight different aspects of the learning process, allowing for more detailed results and analysis. Since RL algorithms using neural networks are unstable 1 by nature [13] , a metric that is able to provide information to diagnose anomalies during the training process is useful to create better Deep RL algorithms. Especially with the rise of multitask algorithms [14] - [16] , these type of analysis can help the system to change its parameters to adapt when it is performing poorly. The advantages of the proposed evaluation process are demonstrated though the analysis of two cases. The first one involves the the comparison between Deep Q-Network (DQN) [13] , Deep Recurrent Q-Network (DRQN) [17] and random action as baseline, while the second one shows the resulting plot of a training process with induced anomalies.
The paper is organized as follows: Sec. II summarizes the related work and literature review. Sec. III provides a detailed description of the proposed metrics. Sec. IV shows a case study in which discussions are made using the proposed metrics. The conclusions work are drawn in Sec. V.
II. RELATED WORK
Although Deep RL techniques have been extensively used in the last decade due to their accomplishments, some of the obtained results are still misleading or open to interpretation. Recently, some works have focused into trying to improve the evaluation process of those results by tackling the problem of replicating them. In general, the problem relies on the lack of information regarding hyper-parameters, misleading metrics and non-determinism related to the environment [1] , [12] , [18] .
In the literature, the algorithms are typically evaluated by plots or tables of RawReward (RawReward), Maximum AvgReward (AvgReward), Maximum RawReward, Standard Deviation of Rewards, and AvgReward and, recently, of Maximum RawReward over a fixed number of episodes. For instance, the works in [7] , [14] , [19] , [20] uses the AvgReward to measure the algorithm's performance. In [21] , a different approach was taken. Instead of reporting rewards, the authors calculated the success percentage. Another approach, seen in [22] , shows raw scores and percentage relative to a baseline algorithm. Reporting maximum RawReward are usually inadequate to compare between algorithms due to the unstable nature of Deep RL algorithms and the problems it tries to solve. The RawReward, seen Eq. 1, and AvgReward, seen Eq. 2, metrics tends to be noisy because, apart from the unstable nature of the environment, small changes to the model can also lead to abrupt changes in the agent's actions [1] , [11] .
where i represents the current point and f returns the reward obtained at i.
where k represents the starting point of the overlapping average window, i represents the current point, n represents the number of points to be considered within the window, d represents the number of points to skip for the next window and f returns the reward obtained at i. The biggest problem with these metrics is that they are usually more effective to be evaluated after the training process is finished, since the analyst needs to compare the points at each training episode. Due to that, those metrics can be less useful if we want to use them to adapt the algorithm during the training, for instance. Furthermore, those metrics cannot be evaluated in a straightforward manner by an automated software, since they require the analyst the compare parts of the training chart to check if the system is performing in a desired way or not. The following works aim to improve the field of Deep RL by investigating the way the results are obtained, visualized, analyzed and reported.
Some works try to highlight the non-replicability of the results obtained by some found in the literature. In special, [11] investigates the sources of instability and variance that affects the replicability in Deep RL. The work points that two major sources are the metrics used and the hyperparameter tuning, as both may lead to conditions that are hard to replicate. Another problem, pointed by [18] , is that by testing the learning process with little amount of runs, the replicability is reduced since the actual performance is misrepresented. In, [1] , the authors show that stochasticity in the environment or in the learning process, such as random weight initialization, have great impact on the reported results. Even when averaging different results obtained from different random seeds, the reported result can be misleading, since a bad initialization can impair the algorithm. Experiments are shown and the author concludes that several trials with different random seeds are required to obtain replicable results.
Other approaches focus on changing the learning methodology so that the testing process would be more accurate and reflect better the performance of the algorithm. In [10] , the authors point weaknesses in the arcade learning environments that creates uncertainty behind the obtained results. It also shows that the diversity in the evaluation methodology used by different authors make it difficult to compare the different algorithms. The authors discuss evaluation techniques and propose a new arcade learning environment to tackle those problems. A generalized methodology, in which environments are sampled from a distribution to create uncertainty and avoid the exploitation of the design, is proposed in [12] . Also, new performance metrics are discussed, such as the number of times an agent outperforms another.
The work proposed in this paper is similar to the ones above in the way that we also propose new performance metrics to better reflect the performance of the learning process. However, differently than them, our metric can be used as a progress evaluation that can be performed during the training to better adapt it. Metrics and visualization techniques are key aspects of incremental studies, such as most of the works in the Deep RL field, since it gives us the ability to better examine, discuss and extract the information.
III. PROPOSED METRICS
To show the power of the metrics proposed in this paper, we implemented and analyzed two different commonly known algorithms in the literature: DQN [13] and DRQN [17] , and also compared both with a random agent that picks a random action on every frame. Furthermore, we induced anomalies during the training, such as overfitting and forgetting, to analyze the usefulness of the proposed metrics in regards to anomaly detection. For comparison purposes, we are considering the number of frames alive at each point as reward.
First we propose the usage of finite differences, such as forward difference, backward difference or central difference. Since those mathematical expressions are useful to represent the difference between different measured points [23] , it can be used as a novel metric to evaluate whether the training process is being effective or not, and how effective. In contrast with the metrics drawn in Eq. 1 and 2, the finite differences shows how the obtained score changed between two points, which shows how the system evolved over time. Since the main goal is to show difference between points, it is a good metric to compare results between different learning rate parameters.
Since the proposed metrics does not provide information in regards to the obtained score, its intent is not to replace the existing ones. Instead, the key is to provide extra information that can be useful during and after training. For instance, it can be used to detect anomalies during training, such as: if the training is unstable, if it has converged, if it is diverging [24] or if catastrophic forgetting [8] , [25] , [26] is happening. The simplicity of these metrics allows for automated software to easily evaluate the training process by checking if the scores are increasing, stabilizing or decreasing. For instance, a script can periodically check the values obtained for each metric at each point, and decide whether it is necessary to restart the process, make changes to the model or continue the training.
To measure the difference in regards to the next point, we propose the primary metric: Difference Based Score (DBS). It can be described as the Eq:
where i represents the current point, h represents the distance between the current point and the one used for comparison and the reward is the number of frames alive. We also propose the Weighted Difference Count (WDC). It sums the values obtained in Eq. 3 for negative (WDC n ) and positive (WDC p ) points.
where val is a set of DBS values, j is the starting position and n is the number of samples to evaluate in val.
This metric is useful to analyze whether the score improved or not over a given period (e.g. the whole training process, which starts at 0). A higher score obtained in the WDC p , compared with WDC n , means that the algorithm learned good policies to perform better at the task at hand, while a higher score on the WDC n , compared with WDC p , means that the score got worse over time. Along with that, the higher the score in both WDC p and WDC n , the greater the difference between points, which reflects the stability of the learning process, Specially if we consider only the later stages of training, which are expected to have less difference between points. Stability, in machine learning, defines how perturbed by small changes to its inputs an algorithm is. A more stable algorithm will be less affected by its input variance, which will translate in less variance of its obtained scores in comparison to less stable ones.
Another useful metric is the MinMaxAVG (MMAVG) to measure the reward variance wighted by the mean within a range, seen in Eq. 5.
where k represents the starting point, i represents the current point, n represents the number of points and f returns the reward obtained at i. Although the variance alone cannot be used to evaluate the training process, along with other metrics such as the RawReward and DBS, it can be a good indicator of the quality of the training. For instance, a low variance is good if the AvgReward is high and the DBS is consistently positive. However, a low variance coupled with low AvgReward might indicate that the agent is not learning.
IV. RESULTS
Following the trend in the literature, we tested our metrics by implementing and testing different Deep RL algorithms on Atari games. In this section we detail the environment setup and discuss the experiments.
A. TRAINING ENVIRONMENTS
The publicly available learning environment OpenAI Gym [27] was used to emulate Atari 2600 games that were used to train and evaluate the networks. The simulation produces frames of 160 × 210 pixels. In all games, the RawReward is the score obtained in one time episode window, known as episode. The RawReward range is not known in advance and varies from game to game [28] , [29] .
The evaluation on each game is performed by obtaining the score per episode, defined as current point in our equations. An episode starts when the first frame of the match is rendered, and ends when the end-of-game condition is detected. A single trial consists of 3,000 episodes in which RawReward are collected and evaluated [30] , [31] . The game Assault, seen in Fig. 1 , was chosen as training environment for this project due to its simplicity. The objective is to destroy the upcoming enemies by shooting at them. The player can control the position of the spaceship, by moving it to the left or the right and when to shoot. Fig. 2 shows the RawReward for Random, DRQN and DQN. Analyzing the chart, it is possible to notice that DQN performed worse than the random agent, while DRQN performed the best. However, due to the amount of points in different positions, it is hard to extract more information from the chart.
B. PRIMARY EVALUATIONS
A better metric to visualize the training process is the AvgReward, Eq. 2, which is also the most common metric in the literature, seen in Figs. 3 and 4 . Instead of showing RawReward values, it takes the non-overlapping average of n points to plot the chart instead, which helps to smooth the obtained values. In Fig. 3 , it shows the chart averaging 10 points in a sliding window fashion, while in Fig. 4 it shows the average for 100 points.
As seen in both pictures, averaging more points smoothes the noise, which makes the chart easier to understand and highlight meaningful changes in the scores. However, it hides information that can be important for the analysis, specially when analyzing the stability of the learning process.
To visualize the progress of the learning process, a better approach is to consider the difference between the points using a metric such as DBS (Eq. 3), seen in Fig. 5 .
As seen in the Fig. 5 , DBS provides different insights that are harder to notice when using the other metrics only. Firstly, by analyzing the DQN plot, it is clear that the model started to diverge right from the start, while when analyzing with AvgReward, as seen in Fig. 4 , it appears to be unstable. At this point, the algorithm could have used this information to restart with other values or improve itself by changing the hyper-parameters to achieve better results. The system also started to stabilize right after the episode 500, which is an indicator that the agent should explore more its action space to try to find better policies.
For the DRQN, it is possible to see that the system was improving over time, but that the improvement started to decline after the 1500 episode mark. Although visible in Fig. 4 , it is clearer and easier to pinpoint the starting location in Fig. 5 . This behaviour can an indicator that the model was performing well at the beginning but reached a point in which it struggled to learn new policies. Leading the model to overfit and then diverged slightly after around 2300 episodes. It could be a good opportunity to make changes to the model at this point to reduce the loss in learning performance.
C. SECONDARY EVALUATIONS
Along with the evaluations seen in the subsection above, more evaluations can be made by using the DBS. Those evaluations may create more room for investigations in regards to the learning performance.
Instead of measuring the DBS from averaged values, one might want to see the DBS values within an specific region, as seen in Fig. 6 .
For instance, we chose to plot in 6 the part where the DRQN algorithm had an abrupt loss of performance. From this, we can assume that some unexpected action happened in the game that caused the algorithm to make changes to its strategy, disturbing its performance since it wasn't able to adjust in time.
Another possibility, seen in Table 1 , is to use the WDC metrics from DBS values. They can highlight aspects of the training process that are otherwise hard to compare, such as stability and performance gain after training. Since WDC returns a scalar instead of a set of values, it is also easier to develop automated tools to use it.
For example, in the table above, we can see that DQN scored less positive points than negative points, which means it has ended with a lower score than it started and thus, the algorithm wasn't capable to learn proper policies for the problem at hand. The DRQN, in contrast, had a positive score higher than the negative one, which is expected since it performed better over time.
Apart from that, it is also possible to investigate the stability of the process by analyzing how high are the measured scores for both negative and positive. The higher the number, the more unstable the learning process was. As seen in the table, the DQN was the most stable of the three, while
D. TRAINING ANOMALY ANALYSIS
Anomalies during training, such as catastrophic forgetting and overfitting, can lead to subpar performance of the model after training. Sometimes, those anomalies can cause the model to never recover and, thus, not achieve the same level of performance it used to have before. It is especially harmful for Deep RL models since the nature of its training makes it hard for a human analyst to remove unwanted data from the training set, since the model is trained during execution. To show how DBS metric can improve visualization of those anomalies, we provoked some of those scenarios to our DRQN model during its training. The purpose is to show how the metric can be used to perform analysis of training anomalies and try to recover by changing model parameters after it has been detected. The chosen scenarios were Flushed Replay and Partial Forgetting, both are explained in the following subsections.
1) FLUSHED REPLAY
The replay memory is commonly used in the Deep RL field to keep a memory of past experiences the agent had. Those experiences are regularly sampled from memory and used as a training batch for the network [32] , [33] . For the Atari game problem, such as the one analyzed in this paper, the replay memory usually stores the environment state, the action taken by the agent and its RawReward.
In this experiment we flush the replay memory to provoke overfitting due to the small sample of experiences used to train after the flush. A small number of experiences in the memory will make the model to train for the same experience multiple times, leading the model to overfit for those experiences. In the Figs. 9, 10 7 and 8 we show the effect of a flushed replay at the episode number 1400.
As seen in Fig. 9 , the average metric occludes the effects of the flushed replay due to the amount of averaged points. However, averaging a lower amount of points is also a problem due to the noisy nature of the measurements. The problem increases as we decrease the size of episodes considered in the average window, as seen in Fig. 8 that averages 10 episodes instead of 100.
The DBS metric is less prone to the smoothing caused by the averaging of values, when we look at Fig. 10 , it is possible to see that a anomaly happened at 1400 onwards that led the model to abruptly reduce its DBS. Furthermore, although it is also affected by noise, it is still easier to evaluate than the AvgReward. 
2) PARTIAL FORGETTING
The second scenario is the partial forgetting provoked by changing the weights values of 20% of the neurons in the network. It simulates a scenario where a change in the environment, such as a new level in the game, causes some of the neurons to override their learned values to fit the new environment that is similar to the previous.
The charts in Fig. 11 shows the AvgReward values (a) and MMAVG values (b) for a training execution of 10.000 episodes. The partial forgetting was issued at the episode 3600 while the second were issued at 6600. As seen in the chart (a), in contrast to the Flushed Replay test, randomly averaging weights caused a more noticeable effect in the average plot.
To show the variance at each point we can use the MMAVG metric, seen in Eq. 5. Chart (b) shows that the variance values obtained by MMAVG decreased after each partial forgetting episode due to the reduced range of rewards obtained (seen in chart (a)). It shows that although a lower variance is a good FIGURE 11. AvgReward and MMAVG, respectively, with n = 10 and d = 1. The first partial forgetting was issued at the episode 3600 while the second were issued at 6600. sign of a consistent learning process, it may also indicate anomalies such as the catastrophic forgetting.
As seen in Fig. 12 the training anomaly is still more visible when using DBS instead of the AvgReward only. Specially when averaged through larger windows, which, in this case, smoothes the natural training instability without compromising significant information as much as seen when using AvgReward only.
Another possible visualization is to use a 3D scatter plot to represent both the RawReward and the DBS in the same chart, along with the episode window.
The Figs. 13 and 14 shows the 3D plots for 10 and 100 episodes average window, respectively. This type of visualization, coupled with an interactive visualization tool, can aid the analyst to find different patterns in the training process. By analyzing both charts we concluded that as the obtained reward scores rise, the difference between episodes also increases.
V. CONCLUSION
As seen in the results section, the difference based metrics, such as DBS and WDC, are useful to provide insights on-thefly and guide the algorithm or the analyst to adapt the model hyper-parameters or architecture for the task it is trying to accomplish. Also, along with the AvgReward values, it can help the analyst to understand better the training process.
The MMAVG metric can provide further insight about the training process that can potentially help the analyst to spot anomalies. Those metrics can be used to highlight points in the AvgReward plot that would require more attention from the analyst, such as low variance points or a large negative DBS point, making it easier to extract information. However, the highest benefit comes when the proposed metrics are used during the training to allow the system to make decisions such as whether it should restart the training or adapt itself. Since they are simpler to analyze, they are also more suitable for an automated software to make use of them.
Another advantage of the DBS is that, different than the others, it requires less experience to extract useful information from it. For instance, a novice analyst might have a hard time to extract information beyond the measured values in RawReward or AvgReward charts, since anything apart from that require prior knowledge. The proposed metrics, combined with the AvgReward, can spark intuition in the analyst mind and help to detect anomalies such as catastrophic forgetting and avoid misinterpretations.
Those metrics can also be used as a comparison measurement between different algorithms and techniques. In the literature, Deep RL algorithms are often compared using raw and AvgReward values after a defined number of episodes. However, a higher reward score at the end of the training might not be a fair way to define one of them as the best one since there are other aspects of the training that should also be considered when comparing each training process. For instance, in some cases it would be better to use a technique with less variance than one with a higher reward but also a higher variance, and it is possible to verify by using the MMAVG metric. In another scenario, we might want to use the technique that consistently increases its reward, even if it means to pick the one with a lower score at the end. In this case, using the DBS metric would be more suitable.
Although many Deep RL models can benefit from the proposed metrics, we belive that it can impact greatly the multi-task Deep RL models where the algorithm cannot converge properly for different tasks due to different hyperparameter requirements for the different tasks. When a metric that allows the algorithm to evaluate itself during the training is used, it can automatically change itself to try and find better hyper-parameters or architecture for the new task. Along with multi-task models, another type of model that can benefit greatly are models with evolvable architectures since this metric can be used to measure whether the architecture needs to be evolved or not.
As future work, we suggest testing the metrics for other RL systems, such as policy-based methods and Q-table algorithms and also testing different hyperparameter settings. Furthermore, it would be interesting to implement models that use those metrics during the training, such as a multi-task model that change its hyper-parameters and/or make changes to its architecture based on obtained scores. It could improve training, providing better results at the end of the training phase.
