People belong to multiple communities, words belong to multiple topics, and books cover multiple genres; overlapping clusters are commonplace. Many existing overlapping clustering methods model each person (or word, or book) as a non-negative weighted combination of "exemplars" who belong solely to one community, with some small noise. Geometrically, each person is a point on a cone whose corners are these exemplars. This basic form encompasses the widely used Mixed Membership Stochastic Blockmodel of networks [1] and its degree-corrected variants [16], as well as topic models such as LDA [9] . We show that a simple one-class SVM yields provably consistent parameter inference for all such models, and scales to large datasets. Experimental results on several simulated and real datasets show our algorithm (called SVM-cone) is both accurate and scalable.
Introduction
Clustering has many real-world applications: market segmentation, product recommendation, document clustering, finding protein complexes in gene networks, among others. The simplest form of a clustering model assumes that every record or entity belongs to exactly one cluster. More general forms allow for overlapping clusters, where each entity may belong to different clusters or communities to different degrees. For example, George Orwell's 1984 belongs to both the dystopian fiction and political fiction genres, and Pink Floyd's music is both progressive and psychedelic. In this paper, we show that many existing overlapping clustering models can be written in a general form, whose parameters can then be inferred using a oneclass SVM.
In many clustering problems, overlapping or otherwise, we have access to a data matrix Z ∈ R n×m , which is a noisy version of an ideal matrix Z, i.e.Ẑ = Z + R where the norm of the rows of R is small. Also, Z = GZ P , where Z P are ideal "exemplars" of the various communities, and G ∈ R points inside the cone to the surface of the sphere, with the points on the corner rays being projected to the corners ( Figure 1b) . Then, we show a rather fascinating result, namely, for all the above models, the corners can be obtained via the support vectors of a one class SVM [31] , where all normalized points are in the positive class, and the origin is in the negative class ( Figure 1c ). Observe that a hyperplane through the corners separates all the points from the origin. We also show that if the row-wise error of R is small, the SVM approach can be used to infer G from empirical cones. Finally, we show that since the row-wise error of R is indeed small for different degreecorrected overlapping network models and topic models, we can use our algorithm to infer the parameters consistently. We provide error bounds for parameter estimates at the pernode and per-word level, in contrast to typical bounds for the entire parameter matrix. We conclude with experimental results on simulated and real datasets.
Proposed work
Consider a population matrix P of the form P = ρΓΘBΘ T Γ, with Γ ∈ R n×n >0 being a positive diagonal matrix, Θ ∈ R n×K ≥0 a community-membership matrix, and B ∈ R K×K ≥0 a cross-community connection matrix. We will make the following assumptions which are common in the literature: The form of the population matrix P, alongside Assumption 2.1, induces a conic structure on the rows of the eigenvectors of P. Lemma 2.1. Let there be K communities (rank(P) = K), and let I be indices of K pure nodes, one from each community. Let P = VEV T be the top-K eigen-decomposition of P, where columns of V ∈ R n×K are the K principal eigenvectors and E ∈ R K×K is a diagonal matrix of the K principal eigenvalues. Then, V = ΓΘΓ −1 P V P , where V P = V(I, :) is full rank and Γ P = Γ(I, I).
The rows of Y P are unit vectors representing the corner rays of the cone. Each row of Z is constructed from a non-negative weighted combination of these unit vectors, with the weights being given by the corresponding rows of M. Rows of Z that lie on some corner correspond to rows of M that have zero in all but one component. Observe that M is invariant to the choice of K corner rows of Z used to construct Y P . Now consider solving the ideal cone problem with the eigenvector matrix, i.e., Z = V. From Lemma 2.1, the corner rows correspond to the pure nodes. Choosing one such row from each corner gives us a set of pure node indices I. Hence, M = ΓΘΓ P , where N is a diagonal matrix with N ii = 1/ e T i Z and N P = N(I, :). We also have the identity ρΓ P BΓ P = V P EV T P . Coupled with model-specific identifiability conditions (details are provided in the Appendix), these can be used to infer Θ and ρB (Γ are typically considered nuisance parameters).
In practice, we only have an observation matrix A that is stochastically generated from the population matrix P. Hence, we must actually solve: Problem 2 (Empirical cone problem). We are given a matrixẐ ∈ R n×m such that max i∈ [n] We will first present the solution to the ideal cone problem. We will then show that the same algorithm with some post-processing solves the empirical cone problem up to O(ǫ) error. Finally, we apply our algorithm to infer parameters for a variety of models, and present error bounds for each. Notation: We shall refer to the i th row of Z as z T i expressed using a column vector, i.e., z i = Z T e i . The same pattern will be used for rows m T i of M, and other matrices as well.
The Ideal Cone Problem
Observe that given the corner indices I (i.e., given Y P ), finding M such that Z = MY P is a simple regression problem. Thus, the only difficulty is in finding the corner indices. Our key insight is that under certain conditions, the ideal cone problem can be solved easily by a one-class SVM applied to the rows of Y. 
We show next that this intuition is correct. Define the following condition. Thus, the ideal cone problem is easily solved by a one-class SVM. Next, we show that the same method suffices for the empirical cone problem too.
The Empirical Cone Problem
Now, instead of the normalized eigenvector rows Y, we are given the empirical matrixŶ with rowsẑ T i / ẑ i , where max i e T i (Ŷ − Y) ≤ ǫ. Once again, we focus on finding the corner indices, using which M can be inferred by regression. We will show that running a one-class SVM on the rows ofŶ yields "near-corners," after some post-processing. We will need a stronger form of Condition 1:
It is easy to show that the solution (w, b) of the population SVM under Condition 1 is given by
Thus, Condition 1 implies that w is a convex combination of the corners, while Condition 2 additionally requires a minimum contribution from each corner. 
Lemma 2.4 (SVM solution is nearly ideal
This suggests that we should consider all points that are up to (ζ + 2)ǫ away from the supporting hyperplane when searching for corners. The next Lemma shows that each such point is a "near-corner."
Recall that each rowŷ T i is a noisy version of a population row y T i = m T i Y P / m T i Y P , which can be rewritten as a scaled convex combination of the normalized corners:
. For a corner, r i = 1 and φ i = e j for some j. We now show that every point i that is close to the supporting hyperplane is nearly a corner of the ideal cone.
Lemma 2.6 (Points close to support vectors are near-corners). Ifŵ
Consider the set of points S c = {i |ŵ Tŷ i ≤b + (ζ + 2)ǫ} that are close to the supporting hyperplane. Lemmas 2.5 and 2.6 show that S c contains all corners, and possibly other points that are all near-corners. This suggests that we can cluster the vectors {ŷ i | i ∈ S} into K clusters, each corresponding to one corner and possibly extra near-corners close to that corner. Randomly selecting one point from each cluster gives us the set of inferred corners.
Lemma 2.7 (Each corner has its own cluster). There exist exactly K clusters in S c , as long
, for some global constant c ǫ .
Let C be the indices of the near-corners picked by this clustering step. Since Z = MY P , this suggests M can be obtained via regression:
) and Π is a permutation matrix that matches the ordering of ideal corners and the empirical near-corners. Algorithm 1 shows all the steps of our method (SVM-cone). The algorithm requires an estimate of δ := (ζ + 2)ǫ, and returns the inferred M and near-corners C. When the row-wise error bound ǫ is unknown, we can start with δ = 0 and incrementally increase it until K distinct clusters are found.
Theorem 2.8. If Condition 2 and the condition on ǫ in Lemma 2.7 holds, then for any
i ∈ [n], e T i (M −ẐŶ T C (Ŷ CŶ T C ) −1 Π) ≤ c M κ(Y P Y T P ) e T i Z Kζ (λ K (Y P Y T P )) 2.5 ǫ,
Algorithm 1 SVM-cone
Input:Ẑ ∈ R n×m , number of corners K, estimated distance of corners from hyperplane δ Output: Estimated conic combination matrixM and near-corner set C 1: Normalize rows ofẐ by ℓ 2 norm to getŶ with rowsŷ T i 2: Run one-class SVM onŷ i to get the normalŵ and distanceb of the supporting hyperplane 3: Cluster points {ŷ i |ŵ Tŷ i ≤b + δ} that are close to the hyperplane into K clusters 4: Pick one point from each cluster to get near-corner set
Applications
Many network models and topic models have population matrices of the form P = ρΓΘBΘ T Γ.
We have already shown that in such cases, the eigenvector matrix V forms an ideal cone (Lemma 2.1), and that Condition 1 holds. It is easy to see that the same holds for VV T as well. This suggests that SVM-cone can be applied to the matrixVV T , whereV is the empirical top-K eigenvector matrix. We shall show that this yields per-node error bounds in estimating community memberships and per-word error bounds for word-topic distributions.
Network models
Define a "DCMMSB-type" model as a model with population matrix P = ρΓΘBΘ T Γ and an empirical adjacency matrix A with 
with probability at least 1 − O(Kn −2 ). Here λ * (B) is the smallest singular value of B.
Similar results for the non-Dirichlet case follow easily as long as nρ = Ω((log n) 2ξ ), λ K (P) = Ω( √ nρ(log n) ξ ), and max i V(:, i) = O( √ ρ) with high probability. This shows that the rows ofVV T are close to those of VV T , and the latter forms an ideal cone satisfying Condition 1. Hence, the conic combination for each node can be recovered by Algorithm 1 applied toVV T . In fact, we can run the algorithm onV itself; the output depends only on the SVM dual variables β (Eq. 2), which are the same whether the input isV orVV T . The output is the same conic combination matrixM and the same set C of nearly-pure nodes.
For identifiability of Θ, we need another condition. We will assume that Γ ii = n and all diagonal entries of B are equal (details are provided in the Appendix). The next theorem shows that SVM-cone can be used to consistently infer the parameters of DCMMSB as well as OCCAM [36] . 
Remark 3.1. The error bound is small when the clusters are well separated (large λ * (B)), the network is dense (large ρ), there are few blocks (small K), and the membership vectors Θ are drawn from a balanced Dirichlet distribution (small ν, and hence small κ(P )), which leads to balanced block sizes.
. Also, under the conditions of Observe that these are per-node error bounds, as against a simpler bound on Θ−Θ . Clearly, the same results extend to the special case of the Mixed Membership Stochastic Blockmodel [1] and the Stochastic Blockmodel [13] as well (the assumption of equal diagonal entries of B is no longer needed, since Γ ii = 1 is enough for parameter identifiability [22]).
Topic Models
be a matrix of the word to topic probabilities with unit column sum, and let H ∈ R K×D ≥0 be the topic to document matrix. Then A := TH is the probability matrix for words appearing in documents. The actual counts of words in documents are assumed to be generated iid as
The word co-occurrence probability matrix is given by AA T /D = T(HH T /D)T T . Setting Γ ii = T(i, :) 1 , Θ = Γ −1 T, and B = HH T /D, we find that AA T /D = ΓΘBΘ T Γ with Θ1 = 1. This clearly matches the form of P in the DCMMSB model. Hence, its eigenvector matrix has the desired conic structure with weight matrix M = TΓ −1 P N −1 P , with the "pure nodes" being anchor words that only occur in a single topic. We now show that the row-wise error between the empirical and population eigenvector matrices decays with increasing number of documents D and number of words in a document N .
We assume that when it is not zero, it goes to infinity, in particular, g ik ≥ N log max(V, D), which gives D/N → ∞. We also assume that 
Thus, Algorithm 1 run onVV T (or equivalently, justV) can be used to find the conic combination weightsM ≈ M. Since M being the product of T with a diagonal matrix where T has unit column sum, we can extractT =MD −1 , whereD is a diagonal matrix witĥ 
Experiments
We ran experiments on simulated and real-world datasets to verify the accuracy and scalability of SVM-cone. We compared SVM-cone against several competing baselines. For network models, GeoNMF detects the corners of a simplex formed by the MMSB model by constructing the graph Laplacian and picking nodes that have large norms in the Laplacian [21] . It assumes balanced communities (i.e., the rows of Θ are drawn from a Dirichlet with identical community weights). SVI uses stochastic variational inference for MMSB [12] . BSNMF [26] presents a Bayesian approach to Symmetric Nonnegative Matrix Factorization; it can be applied to do inference for MMSB models with B = cI where c ∈ [0, 1]. OCCAM works on a variant of MMSB where each row of Θ has unit ℓ 2 norm, and the model allows for degree heterogeneity [36] . SAAC [17] uses alternating optimization on a version of the stochastic blockmodel where each node can be a member of multiple communities, but the membership weight is binary. For topic models, RecoverL2 [5] uses a combinatorial algorithm to pick anchor words from the word co-occurrence matrix and then recovers the word-topic vectors by optimizing a quadratic loss function. TSVD [7] uses a thresholded SVD based procedure to recover the topics. GDM [35] is a geometric algorithm that involves a weighted clustering procedure augmented with geometric corrections. We could not obtain the code for [16, 18].
Networks with overlapping communities
In this section, we present experiments on simulated and large real networks. 
Simulations
We test the recovery of population parameters (Θ, B) given adjacency matrices A generated from the corresponding population matrices P (Γ are nuisance parameters). We generate networks with n = 5000 nodes and K = 3 communities. The rows of Θ are drawn from Dirichlet(α) for DCMMSB and OCCAM; for DCMMSB, α = (1/3, 1/3, 1/3); for OCCAM, α = (1/6, 1/6, 1/6) and the rows are normalized to have unit ℓ 2 norm. We set B ii = 1 and B ij = 0.1 for all i = j. The default degree parameters for DCMMSB are as follows: for all nodes i that are predominantly in the j-th community (θ ij > 0.5), we set Γ ii to 0.3, 0.5, and 0.7 for the 3 respective communities; all other nodes have Γ ii = 1. For OCCAM, we draw degree parameters from a Beta(1, 3) distribution.
Varying degree parameters Γ: We set the degree parameters for predominant nodes in the 3 communities as 0.5 + ǫ Γ , 0.5, and 0.5 + ǫ Γ respectively. Figure 2a shows SVM-cone outperforms GeoNMF consistently for all choices of ǫ Γ . Varying network sparsity ρ: Figure 2b shows the relative error in estimating Θ as a function of the network sparsity ρ. Increasing ρ increases the average degree of nodes in the network without affecting the skew induced by their degree parameters Γ. As expected, all methods tend to improve with increasing degree. Our method dominates GeoNMF over the entire range of average degrees. Figures 2c and 2d show results for networks generated under the models used by OCCAM and SAAC respectively. SVM-cone is comparable or better than these methods even on their generative models. The smaller error bars on SVM-cone show that it is more stable than SAAC.
Real-world experiments
We tested SVM-cone on large network datasets and word-document datasets. For networks, we used the 5 DBLP coauthorship networks 1 (used in [21] , where each ground truth community corresponds to a group of conferences on the same topic. We also use bipartite author-paper variants for these 5 networks. See Table 1 for network statistics. Following [21], we evaluate results by the rank correlation between the predicted vector for community i against the true vector, averaged over all communities:
, where σ is a permutation over the K communities. We have −1 ≤ RC avg (Θ, Θ) ≤ 1, with higher numbers implying a better match betweenΘ and Θ. We do not use metrics like NMI [32] or ExNVI [36] that require binary overlapping membership vectors to avoid thresholding issues on real-valued membership vectors.
We find that SVM-cone outperforms competing baselines on 2 of the 5 DBLP coauthorship datasets, and is similar on the remaining three ( Figure 3a) . The closest competitor is GeoNMF [21] , which assumes that all nodes have the same degree parameter, and the community sizes are balanced. Both assumptions are reasonable for the dataset, since the number of coauthors (the degree) does not vary significantly among authors, and the communities are formed from conferences where no one conference dominates the others. The differences between SVM-cone and the competition is starker on the bipartite dataset ( Figure 3c ). There is severe degree heterogeneity: an author can be connected to many papers, while each paper only has a few authors at best. Our method is able to accommodate such differences between the nodes, and hence yields much better accuracy than others.
Finally, Figure 3b and 3d shows the wall-clock time for running the various methods on DBLP coauthorship networks and DBLP bipartite author-paper networks respectively. Our method is among the fastest. This is expected; the only computationally intensive step is the one-class SVM and top-K eigen-decomposition (or SVD), for which off-the-shelf efficient and scalable implementations already exist [10] .
Topic Models
We generate semi-synthetic data following [5] and [7] using NIPS 1 , New York Times 1 (NYT), PubMed 1 , and 20NewsGroup 2 (20NG). Dataset statistics are included in the Appendix. We use Matlab R2018a built-in Gibbs Sampling function for learning topic models to learn the word by topic matrix, which should retain the characteristics of real data distributions. Then we draw the topic-document matrix from Dirichlet with symmetric hyperparameter 0.01. We set K = 40 for the first 3 datasets and K = 20 for 20NG. The word counts matrix is sampled with N = 1000, 300, 100, 200 respectively, which matches the mean document length of the real datasets. We evaluate the performance of different algorithms using ℓ 1 reconstruction error
is a permutation function that matches the topics. Table 2 shows the ℓ 1 reconstruction error and wall-clock running time of different algorithms with datasets generated from different number of documents. Each setting is repeated 5 times, and we report the mean and standard deviation of the results. SVM-cone is much faster than the other methods. Its accuracy is comparable to RecoverL2, and significantly better than TSVD and GDM. The Appendix also shows the top-10 words of 5 topics learned from SVM-cone for each dataset. 
Conclusions
We showed that many distinct models for overlapping clustering can be placed under one general framework, where the data matrix is a noisy version of an ideal matrix and each row is a non-negative weighted sum of "exemplars." In other words, the connection probabilities of one node to others in a network is a non-negative combination of the connection probabilities of K "pure" nodes to others in the network. Each pure node is an examplar of a single community, and we require one pure node from each of the K communities. This geometrically corresponds to a cone, with the pure nodes being its corners. This subsumes Mixed-Membership Stochastic Blockmodels and their degree-corrected variants, as well as commonly used topic models. We showed that a one-class SVM applied to the normalized rows of the data matrix can find both the corners and the weight matrix. We proved the consistency of our SVM-cone algorithm, and used it to develop consistent parameter inference methods for several widely used network and topic models. Experiments on simulated and large real-world datasets show both the accuracy and the scalability of SVM-cone.
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Proof of Lemma 2.1. Since rank(P) = K, we have VEV P V P and V P is full rank. Suppose two set of parameters
B Identifiability of DCMMSB-type Models
, we abort ρ in B) and each has a pure node set P 1 and P 2 and W.L.O.G., assume the permutation of the communities is fixed, i.e., Θ
Taking indices P 1 and P 2 respectively on V, we have,
Then,
As
P1 ) −1 are all nonnegative, using Lemma 1.1 of [23], they are both generalized permutation matrices. Also since Γ
P1 must be a permutation matrix as f (θ (2) i ) = 1, ∀i ∈ [n], and f is homogeneous with degree 1. So nodes in P 1 are also pure nodes in Θ (2) . With same arguments, nodes in P 2 are also pure nodes in Θ (1) . So the pure nodes match up. Now since V P EV
P1 . As B (1) and B (2) both have unit diagonal, we must have Γ
(1)
P1 for c = B
11 /B
11 . Now substituting P 2 with P 1 in Eq. (3), and using V P1 has full rank, we have,
, applying f (·) to rows' transpose on both side, since f (θ
, and f is homogeneous with degree 1, we have Γ (1) = cΓ (2) . Now as 1 2) , and this immediately gives
P1 , and this gives B (1) = B (2) .
C Algorithms
In this section we provide the detailed algorithms for parameter estimations of DCMMSB, OCCAM (Algorithm 2) and Topic Models (Algorithm 3). These algorithms both reply on the one class SVM (Algorithm 1) for finding the corner rays and then use those for parameter estimation, the details of which vary from model to model. Note for Algorithm 2, step 7 is to normalize rows of Θ by ℓ 1 norm, if we normalize by ℓ 2 norm, then it can be used for estimation of OCCAM.
Algorithm 2 SVM-cone-DCMMSB
Input: Adjacency matrix A ∈ R n×n , number of communities K Output: Estimated degree parametersΓ, community membershipsΘ, and community interaction matrixB 1: Get top-K eigen-decomposition of A asVÊV T 2: Normalize rows ofV by ℓ 2 norm 3: Use SVM-cone to get pure node set C and estimatedM 
First of all note that b ≥ 0 because if b < 0, we can always make b = 0 to satisfy the condition and decrees the value of the object function. From Lemma A.1, we have y
. So we can reduce the problem to using points i ∈ I as inputs. Furthermore, we consider an equivalent primal problem and its dual:
The dual problem is basically to find a point in Conv(Y T P ) that has the minimum norm (closest to origin). Now denote the optimal function value for the dual problem as L YP and for any subset S ⊂ I, let L Y P (S,:) be the optimal value when we want to find a point in Conv(Y T P (S,:) ) that has the minimum norm.
Let N ∈ R n×n be a diagonal matrix such that N ii = 1/ z i , then Y P = N P Z P is also full rank. If for β * = arg min β L YP (β), each coordinate is strictly larger than 0, it is easy to see that L YP > L Y P (S,:) since Y P is full rank. So a sufficient condition for One-class SVM to find all K corners of L YP is β * > 0, which means the closet point to origin in Conv(Y 
So the only condition left to be satisfied is that β * > 0, using Eq. (7),
1 > 0 and all we require is:
Proof of Theorem 2.3. Using Lemma 2.1, we have:
Since Y P = N P V P , we have:
On the RHS of Eq. (9) 
Proof. First we have w
, and w
is a feasible solution of the primal problem with empirical inputs, by optimality ofb, we haveb ≥ b − ǫ. Similarly we can get b ≥b − ǫ, so |b − b| ≤ ǫ.
Lemma E.2. Let (w, b), (ŵ,b) be the hyperplane of the optimal solution of One-class SVM with population and empirical inputs respectively, then
Proof. Let β l , l ∈ I be the solution of the dual problem in Eq. (6) with population inputs, from the construction of this dual problem, we know w = From the condition of the primal problem,Ŷ Pŵ ≥b1, then we have
and by Condition 2 we know (
LetP be the set of support vectors returned by empirical One-class SVM, andβ as the optimal solution for the dual problem, thenŵ =ŶPβ/b and j∈Pβ j = 1. Now we will give an upper bound on ŵ ⊥ . For any v ∈ span(Y P ), we have ŵ ⊥ ≤ ŵ − v . Now take v = Y
T Pβ
/b, since all rows of Y lie in the span of Y P , this choice of v also lies in the span of Y P . Thus,
Now, we havê
where we use Eq. (10) to get that the cross terms are non-negative for the first inequality. First
Lemma E.3. Let (ŵ,b) be the hyperplane of the optimal solution of One-class SVM with empirical inputs, thenb1
≤Ŷ Pŵ ≤b1 + (ζ + 2)ǫ1.
Proof. Using Lemma E.2,
Y Pŵ = Y Pŵ + (Ŷ P − Y P )ŵ ≤ Y P w + Y P (ŵ − w) + ǫ1 ≤ b1 + (ζǫ + ǫ)1 ≤b1 + (ζ + 2)ǫ1.
Lemma E.4. Let (w, b), (ŵ,b) be the hyperplane of the optimal solution of One-class SVM with population and empirical inputs respectively, and S be the set of nodes selected as support vectors in the optimal solution of the dual problem with empirical inputs. Then for r i defined in Lemma A.1,
Proof. First ∀i ∈ S, we have,
This gives
where the last step uses b ≥b − ǫ from Lemma E.1. Similarly, for i ∈ [n] such thatŵ 
Lemma E.5. For S defined in Lemma E.4, ∀i ∈ S, ∃j ∈ [K] such that for φ ij defined in Lemma
A.1, φ ij ≥ 1 − ǫ 1 , for ǫ 1 = 2ǫ bλK (YP Y T P ) . Furthermore, ∀i ∈ [n], ifŵ Tŷ i ≤b + (ζ + 2)ǫ, then ∃j ∈ [K], φ ij ≥ 1 − ǫ 2 , for ǫ 2 = (ζ+4)ǫ (b+(ζ+2)ǫ)λK (YP Y T P ) < 2ζǫ bλK (YP Y T P ) .
Proof. By Lemma E.4 we have r
Using 2x
for any same length vectors x 1 and x 2 , and
we have max i =l y , using ζ ≥ 4 and (ζ + 2)ǫ ≥ 0. Also since k φ ik = 1, we must have ∃j ∈ [K],
Remark E.1. Lemma E.5 shows that for One-class SVM with empirical inputs, the support vectors selected are all nearly corner points. Lemma E.3 shows that each corner point is closed to the hyperplane (ŵ,b) selected by One-class SVM by (ζ + 2)ǫ, and then Lemma E.5 shows that points close to hyperplane (ŵ,b) by (ζ + 2)ǫ are all nearly corner points. So choosing points that are (ζ + 2)ǫ close to (ŵ,b) will guarantee us all the K corner points and some nearly corner points.
Proof. First we have,
, where last step is by Lemma E.4. This gives
we have the result.
, for some constant c ǫ .
Proof. First because I ∈ S c from Lemma E.3, there exists at least K clusters in S c . By Lemma E.5,
This means if j is a corner point, i will be close to it, and will be in the same cluster as long as there is enough separation between different clusters. Now we will prove this is true. Similarly, if
In order to have enough separation between p clusters, we need
for some constant c ′ > 2. This is equivalent to show
where c i , i ∈ [4] are some constants we do not specify and we use 1/b
in the second last inequality. So a sufficient condition for separated clusters is c 4
F Consistency of inferred parameters
Lemma F.1. For set C returned by Algorithm 1, there exits a permutation matrix
Proof. By Lemma E.5, we know that ∀i ∈ S c , ∃j ∈ [K] such that φ ij ≥ 1 − ǫ 2 . Then we have:
where we use ǫ ≤ b/(4ζ) and ζ ≥ 4. And c Y is a constant. Then
Proof. First note that by definition
Proof of Theorem 2.8. First let us get some important intermediate bounds. Using Weyl's inequality,
, where we use (2σ
where we uses
G Equivalence of usingV andVV T as input of Algorithm 1
Lemma G.1. For DCMMSB-type models, let
population and empirical eigenvectors respectively. One-class SVM using rows of U (orÛ) and rows of Y (orŶ) will return the same solution β.
Proof.
It is easy to see that One-class SVM using rows of U (orÛ) and rows of Y (orŶ) have the same objective function (Eq. 6) and thus will have the same solution of β i , i ∈ [n].
Remark G.1. By Lemmas G.1, D.1, and Theorem 2.3, One-class SVM with
as inputs can find all the K corners corresponding to the pure nodes as support vectors for DCMMSBtype models. Furthermore, asŶ
which shows that outputs of Algorithm 1 usingV andVV T as input are same.
H DCMMSB-type models properties
Lemma H.1. For DCMMSB-type models, if
Proof. Eq. (8) gives ((Γ
where we use θ i ≤ θ i p = 1 for 0 < p ≤ 2. Similarly,
, for models with p > 2, we need to add a model specifically parameter ψ = K 1/2−1/p to the upper bound of v i . For simplicity we omit this and only consider cases when 0 < p ≤ 2.
Lemma H.2. For DCMMSB-type models whose eigenvectors has the form in Lemma 2.1, if using
Proof. For DCMMSB-type models, we have V = ΓΘΓ −1 P V P , and (
P by Lemma 2.1 and Theorem 2.3 (Eq. 8). Note that Y P = N P Z P , then we have
Similarly, we have:
And finally we have,
Lemma H.3. For DCMMSB-type models, let
Proof. From Lemma F.2, we have
where the last step uses Lemma H.1.
Lemma H.4. For DCMMSB-type models, λ
Proof. Let X = BΘ T Γ 2 ΘB, it easy to see that X is full rank and positive definite, then
where we use that LL T and L T L have the same leading K eigenvalues for a matrix L ∈ R n×K with rank K < n.
I DCMMSB error bounds
where λ * (P) is the K-th singular value of P.
Proof. First note that
Here we use that XX T and X T X have the same leading K eigenvalues for X ∈ R n×K with rank K < n. Also, as Θ T (Γ 2 − γ 2 min I)Θ is positive semidefinite, we have
with high probability. Using Lemma H.4, we have,
ρn, with probability at least 1 − K exp − n 36ν 2 (1+α0) 2 .
Lemma I.2. For DCMMSB-type models, we have (Y
Proof. First note that, for diagonal matrices D ∈ R m×m ≥0
and Γ ∈ R n×n ≥0 that have strictly positive elements on the diagonal, and some matrices G ∈ R m×m ≥0
and
we have
Eq. (11) is true because
where last step follows that D, G and (D − min i D ii I) are all non-negative. Eq. (12) can be proved in a similar way. Now use these on Eq. (9), we have
where the last step follows Lemma H.1. By Lemma C. 
with probability larger than 1 − 1/n 3 . Now by Lemma I.1, we have, with probability larger than
We use a crucial result from [22] that shows row-wise eigenspace concentration for general low rank matrix.
Theorem I.3 (Row-wise eigenspace concentration [22])
. Suppose P has rank K, max i,j P ij ≤ ρ. Let A ij = A ji ∼ Ber(P ij ), V andV are P and A's top-K eigenvectors respectively. If P(max i V :,i ∞ > √ ρ) ≤ δ 1 , and for some constant ξ > 1, ρn = Ω((log n) 2ξ ) and P(λ
, with probability at least
Proof of Theorem 3.1. First by Lemma H.3,
Also using Lemma H.1,
,
) with probability at least 1 − δ 1 for
2ν(1+α0) ρn. Then combined with Lemma I.1, P(λ
with high probability. Then by Theorem I.3 we have
.
And using Lemma I.1,
√ nρ with probability at least 1 − O(Kn −2 ). 
Proof of Theorem 3.2. Note that
C e i , then we have,
, and by Lemma I.1,
with probability at least 1 − 2K exp − n 36ν 2 (1+α0) 2 . Then, using Lemma H.2,
where we use e
≤ γ i θ i max j∈I v j /γ j and θ i ≤ 1 for DCMMSB and OCCAM for the last inequality. As 
where the last step is true because
Lemma J.2. Using Eq (13), we see that under Assumption 3.1,
Proof. Recall that from Assumption 3.1,
Note that E[R ij ] = 0, and
When g ik = 0, U ik = 0. When g ik > 0, using Bernstein's inequality, we have:
This yields the result.
Lemma J.3. Using Eq (13), we see that, under Assumption 3.1, there exists constants C, r such that,
Proof. We use the Matrix Bernstein bound in [33] . Let 
We will now note some theoretical properties of the S k matrices. Let X be a vector of size V , such that, X i ∼ Binomial (N 1 , a i ).
Furthermore, let
(By Eq (14) and (15)) = 1
Furthermore,
So the Matrix Bernstein bound gives us:
Using t = C r D log max(V, D)/N , and using the condition in Assumption 3.1, we get the bound. 
, where λ 1 and λ K are the largest and K th largest singular values (and also eigenvalue) of AA T respectively. Thus,
where the third inequality follows Lemma H.4 with P = AA T , ΓΘ = T, B = HH T and ρ = 1. Now we bound ǫ 0 = max i z i −ẑ i = e 
L Closed form rate for known special cases
For a Stochastic Blockmodel (SBM) with K = 2 classes of equal size and standard parameters (ρ = p, B 11 = B 22 = 1, B 12 = B 21 = q/p), our result suggests that as long as (p − q)/ √ p =Ω(1/ √ n), SVM-cone will consistently estimate the label of each node uniformly with probability tending to one. This is similar to separation conditions in existing literature for consistent estimation in SBMs, up-to a log factor. 
M Statistics of topic modeling datasets

N Topics in real data
