We examined changes of event-related potentials~ERPs! while participants learned stimulus-to-stimulus relations in an S1-S2 task. The design allowed for separating processes of associative learning from nonspecific effects. Participants had to respond to S2 by a left or right key-press dependent on S2 identity~letter W or M !. Preparation for S2 could be improved by using the associative information given by S1. The S1 was an arrow pointing to the left or right. In combination with its color, arrow direction was informative about location and identity of S2, but participants were not informed about the relevance of color. Arrows in two of the colors were fully predictive for the S2 whereas the third color gave no valid information. This third stimulus controlled for habituation and procedural learning. Six blocks with 200 trials each and all three S1 colors in random order were presented. Behavioral and ERP differences in each block between "learning" and control trials were used to identify processes of associative learning. Several effects of associative learning were identified indicating the involvement of specific stages of information processing: a continuous increase of P3 amplitude evoked by S1 was accompanied by a decrease of P3 evoked by S2. These changes reflected the modifications of stimulus weights for response selection and the strengthened association between the two stimulus complexes in the time course of learning. The related motor preparation benefited from learning too, expressed in a decrease of CNV amplitude and an increase of LRP amplitude. Finally a decrease of N1 amplitude evoked by S2 indicated the reduced need to allocate spatial attention to the S2 location according to the learned meaning of S1.
The term "associative learning" describes the process by which an organism develops or reinforces connections between stimulus representations~e.g., Gallistel, 1990 !. The encoding and recall of these arbitrary relationships requires the establishment of memory traces. Although there are many event-related potentials~ERPs! studies dealing with distinguishable memory systems~for review, see Rugg, 1995! , only a very few recent ERP studies investigated the learning systems that supply and modulate these memory contents. The present study examined ERP effects in the time course of an associative learning process. The aims were~a! to define ERP components that were sensitive to this learning system, b! to characterize the underlying processes, and~c! to distinguish associative learning from other processes that take place simultaneously~habituation, sensitization, motor learning!.
Associative learning becomes increasingly important where the connection of perception to cognition and response is complex and can be altered by experience. In contrast nonassociative learning like habituation only depends on repeating sequences of perceptual stimuli.
After the discovery of the most distinctive endogenous ERP components, CNV~Walter, Cooper, Aldridge, McCallum, & Winter, 1964! and P3~Sutton, Braren, Zubin, & John, 1965 !, these components were also investigated in learning tasks~e.g., Peters, Billinger, & Knott, 1977; Rösler, 1981; Stuss & Picton, 1978; Verleger, Gasser, & Möcks, 1985!. By assuming that these components should closely reflect high level and specific aspects of cognitive processing, it was expected that the cognitive process of learning could be investigated easily by means of these ERP components. But the results could not be assigned unambiguously to distinct processes of learning and have been partly contradictory. Peters et al. examined CNV and P300 in a paired associate learning paradigm, measuring the ERPs that were evoked by the first stimulus of the pair. They reported an increase of P300 and a decrease of CNV amplitude during practice. Rösler used a stimulusdiscrimination task where subjects had to learn the relevance of different stimulus attributes. During practice, P330 and P160 amplitudes to the irrelevant attributes became smaller than those to relevant features, but there was a general decrease in P330 amplitudes which was interpreted mainly as a habituation effect. Thus the development of the stimulus-response associations led to a general decrease of positivity whereas Peters et al. found an increase for stimulus-to-stimulus associations. More generally these ERP modifications did not seem to be directly correlated with the very learning process but rather either with the modified relevance of the stimuli after learning or with the faster motor reaction. Consequently in the following years associative learning was rarely investigated by means of ERPs.
Linden et al.~1990! revealed an impairment of patients with Parkinson's disease to form arbitrary conditional associations in an S1-S2 task. The patients' behavioral deficits were accompanied by reduced amplitude and increased latency of a slow frontal positivity evoked by S1. Both in patients and in the control group, the frontal positivity was largest when new S1 stimuli were presented that were to be associated with old S2 stimuli. Neither positivity at parietal sites evoked by S1 nor CNV showed learning related effects. The parietal positivity increased over blocks regardless of learning the new S1-S2 associations, and CNV mainly reflected the difference between the three Go tasks and the one NoGo task which was included.
In summary there is no clear-cut relation in the literature between associative learning and modifications of event-related brain activity.
More recently three ERP studies were published investigating implicit learning of complex stimulus sequences~Baldwin & Kutas, 1997; Eimer, Goschke, Schlaghecken, & Stürmer, 1996; Rüssler & Rösler, 2000 !. For example, in the study by Baldwin and Kutas participants had to attend to a small square moving across a grid on the screen and had to respond to target events, which were predefined moves. The sequence of movements was governed by a finite state grammar, of which the participants were unaware. On 15% of the trials, ungrammatical moves were randomly presented. With increasing time on task, ungrammatical targets evoked less positivity between 200 and 500 ms than grammatical targets. However, this difference did not occur with ungrammatical versus grammatical nontargets. Therefore the authors argued that this difference was due to a delayed positivity of the ungrammatical targets reflecting only the delayed motor reaction, and that the ERP modifications gave no further information about the learning process. The recently published study by Rüssler and Rösler tried to avoid this criticism by presenting "perceptually deviant" stimuli that called for the same response as standard stimuli. Again, however, the ERP response to deviance was related to response delays, occurring in those participants only~"explicit learners"! who also responded more slowly to these deviant stimuli. Therefore, to avoid this criticism and to reveal ERP components that were sensitive for associative learning processes, the present study returned to the S1-S2 paradigm as introduced by Peters et al.~1977! and focused on components in the S1-S2 interval where there was no motor response. Whereas the S2 was an otherwise meaningless Go signal in Peters et al.'s study, S2 stimuli were the events whose associations to the S1 stimuli should be learned in our study. Furthermore the learning rate in our study was more precisely quantified by tracking the development of error rate and of response times across learning blocks.
Human performance can benefit from several forms of learning. The most basic form of learning is adaptation as expressed by habituation and nonspecific learning like simple motor learning. As indicated by the study of Rösler~1981! both habituation and more specific forms of learning modify ERP components within the learning period. In contrast, in most of the above-mentioned ERP studies that focused on parietal positivity and CNV, it remains unclear whether these components were also influenced by nonspecific factors. To investigate processes of associative learning the nonspecific factor had to be estimated. We examined this nonspecific learning in a simultaneously presented experimental condition.
Behavioral studies using different sequence learning paradigms showed associative learning at different stages. For instance, it was demonstrated that performance can benefit from the structure of motor responses~Ziessler, 1998!, of perceptual event sequences Howard, Mutter, & Howard, 1992!, or of the underlying cognitive operations~Baldwin & Kutas, 1997; Woltz, Gardner, & Bell, 2000 !. These data may indicate an underlying mechanism that enhances those aspects of the task that are most related to outcome. Principles of attention were used to explain this selection of relevant aspects. For instance, Logan~1998! demonstrated that attention to a location is sufficient to associate the location information with a distinct stimulus.
There is evidence that stimulus-specific knowledge is acquired from repeated exposure to particular stimuli and develops gradually over time. The instance theory of Logan~1988! is memory based and explains improvement of performance as a function of memory traces. According to the instance theory, the building up of memory traces for a stimulus that is predictive for a second stimulus takes place over the whole learning period. The process of memorization is assumed to be accompanied by a shift of attention towards those stimuli features that remain constant. Attention serves the role of filtering out these relevant aspects of the task, which consequently become associatively connected. This informationreduction process~Doane, Sohn, & Schreiber, 1999; Haider & Frensch, 1996 ! can be described as a mechanism in the attentional systems. With ERPs and the use of a control condition for nonassociative learning, we can investigate the consequences for different stages of information processing. Furthermore the time course of ERP modifications in the learning period could serve to detect the characteristics of the suggested attention shifts and the translation into motor preparation. We investigated the dynamics of ERP modifications by analyzing the statistical trends over consecutive learning blocks.
We compared S1 stimuli with and without a predictive value for the upcoming S2 stimuli to investigate the development of stimulusstimulus associations. Furthermore ERP components evoked by S1 and by S2 can be compared in the time course of learning.
In the present S1-S2 experiment, participants could learn to predict the S2 based on information given by two features of S1. In detail, the direction and the color of the arrow used as S1 indicated both where the S2 would appear and what the S2 would be. The S2 was the letters M or W presented right or left to the center of fixation, requiring a left or right key press depending on its identity. The arrow~S1! pointed either to the left or to the right and was presented in three different colors. Two out of the three colors allowed a reliable prediction of S2 identity, by this also of the response hand, based on the arrow's direction. To improve the contingency of these predictive S1s, S2 location was also fixed, always corresponding to the required response~in a compatible way!. Therefore participants could learn to prepare their response and to predict the side of S2 presentation on the basis of S1 identity. When presented in the third color the arrow's direction had no systematic relation to S2~control condition! and furthermore S2 location corresponded only in 50% of the trials with the required response. By means of the control condition, effects of nonassociative learning like habituation and procedural learning could be estimated. For example, in the process of procedural learning, participants could acquire motor skill in using the response buttons and in executing saccadic eye movements to the laterally presented S2.
1 Therefore the control condition could be divided into compatible and incompatible S2-response trials. According to Simon, Acosta, Mewaldt, & Speidel~1976!, performance is more efficient when the presentation side of a stimulus corresponds with the required response side. In the control color, we were able to examine the time course of this "Simon effect" for the incompatible S1-response category.
By comparing the trials with predictable S2 to the control trials with no coherent relation between S1 and S2, we could isolate effects of associative learning by examining the difference between these two kinds of trials both for parameters of the overt response and of the ERPs. We investigated the development of these differences over six consecutive experimental blocks. Participants were unaware of any relation between the S1 and the S2 at the beginning. The highly probable correlation of S1 and S2 was expected to lead to a strengthening of the associative links between the events. It was assumed that due to the developing associations participants should be able to detect the underlying rule and to verbalize the relations.
Under the assumption that the amplitude of P3 is related to stimulus meaning~Johnson, 1986; Verleger, 1998!, P3 amplitude evoked by S1 was expected to increase in the time course of learning for the predictive S1 only, whereas P3 amplitudes for the noninformative S1 should not be different across learning blocks or might even decrease across blocks, indicating a possible habituation effect. Correspondingly, P3 evoked by S2 following the predictive S1 was expected to decrease across blocks, this decrease being due to the reduced value of the S2 for response selection. Furthermore, the learning of the informational value of the S1 would enable the participants to make their response preparation prior to the S2 onset, and CNV amplitudes preceding S2 were expected to reflect this process. Two predictions appeared equally possible. CNV might increase in the course of learning, reflecting increased certainty of response preparation, like the effect of S1 information on CNV reported by Ulrich, Leuthold, and Sommer 1998!. Alternatively, CNV might decrease in the course of learning, reflecting a decrease of task demands, because the information provided by S1 after learning would alter the choice response to a simple response task~cf. the effect of task differences on CNV reported by van Boxtel, van den Boogart, & Brunia, 1993!. Finally, motor preparation for a lateral finger movement is reflected by the lateralized readiness potential~LRP; e.g., De Jong, Wierda, Mulder, & Mulder, 1988 !. Only S1 stimuli that gave reliable information about the S2 were assumed to evoke a lateralized motor process, because knowledge of the correct response could only be formed as a result of learning.
In addition to these predictions made a priori on P3 evoked by S1 and S2 and on CNV and LRP before S2, a number of additional effects were evident a posteriori and will be described accordingly.
Methods

Participants
Twelve healthy right-handed participants performed this experiment. All~6 men, 6 women, mean age 25 years! reported normal or corrected-to-normal vision and reported no history of neurological disorders.
Stimuli and Procedure
The task was an adaptation of the cueing task used by Eimer in several studies~e.g., Eimer, 1995!. Visual stimuli were presented on a 14-in. computer~Multisync! monitor. Participants were seated in a comfortable armchair in a sound-proof, electrically shielded chamber and viewed the monitor from a distance of approximately 120 cm.
Trials started with a red fixation cross~0.758 ϫ 0.658! displayed in the center of the screen for 700 ms. Next, S1 was presented in the center for a duration of 200 ms. S1 was an arrow pointing left or right~1.48 ϫ 1.08! and appearing in one of three different colors~y ellow, brown, or blue!. In the interstimulus interval~700 ms from S1 offset to S2 onset! the fixation cross was presented again. Then the S2 appeared for 100 ms laterally~3.58 distance from the center! left or right. S2 was the letter M or W~0.38 ϫ 0.38!. The letter O was displayed opposite to the relevant target position, to avoid gross effects of unilateral stimulation. Participants were instructed to respond as fast as possible upon the arrival of S2 by pressing a key with the index finger~left hand for M, right hand for W !. The intertrial interval~ITI S2 offset to S1 onset! was kept short, at 1,300 ms, to establish a permanent time pressure, leaving no time to rehearse and remember the stimuli.
Participants were not told that two of the three different colors of S1 gave full information about the location and the identity of the following S2. The "100%" color of the arrow indicated that the arrow pointed to the direction where the S2 would appear~100% valid!. The "0%" color indicated that the arrow pointed opposite to the target location~also 100% valid!. Furthermore there were only compatible stimulus-response mappings following these two S1 colors, i.e. the stimulus on the left was always an M, the stimulus on the right was always a W. Therefore the S1 also indicated the correct response side. We expected that participants would learn these S1-S2 associations in the course of the experiment. The third color of S1 had a 50% validity and therefore provided no useful information for response preparation. This condition served as a control condition for nonassociative learning.
Each participant performed six blocks with 200 trials with a short break after each block. Each block consisted of equal numbers of trials of the 0% color, the 100% color and the 50% color. The 50% condition could be divided in compatible and incompatible S2-response mappings. With these constraints, the trials in each block were presented in random order. The meaning of the colors~blue, yellow, and brown! used for the different predictive validities was counterbalanced over participants. A training block with 30 trials~S1 in green, 50% valid! was presented before the first block to familiarize subjects with the task.
The task was difficult for the participants, especially in the beginning. The S2 was relatively small and was presented outside of the center for only 100 ms. The horizontal electrooculogram hEOG! was fed back to the control computer. Saccades in the S1-S2 interval~a 40-mV amplitude difference in hEOG, approximately corresponding to a 28 saccade! led online to an error message on the screen.
After each block, the participants were asked about the meaning of the colors and their answers were noted. If the participant had not discovered the meaning of the colors after finishing the fourth block~this was true for one participant! verbal instruction was given about all information embedded in the different colors. This was done to ensure that the sixth block covered processing of learned stimuli.
Recording and Data Processing
Response force was recorded continuously from isometric weight elements built in the response keys that had to be pressed by the two index fingers.
EEG was recorded from F3, Fz, F4, FC3, FC4, C3, C1, Cz, C2, C4, P7, P3, Pz, P4, P8, PO7, PO8, O1, and O2 referred to the nose. Vertical and horizontal EOG each was recorded bipolarly from above versus below the left eye and from the outer canthi of the eyes, for recognizing ocular artifacts. Ag0AgCl-electrodes and abrasive-conducting cream~Körner Pharmacy, Graz, Austria! were used. A ground electrode was affixed at the forehead. Electrode resistance was kept below 10 kV. EEG and EOG were amplified in the range from 0.03 Hz~ϭ 5-s time constant! to 120 Hz by a Nihon-Kohden 4421, were A0D converted~250 Hz sampling rate! and stored on the hard disk of the recording computer from 100 ms before S1 until 1,300 ms after S2 onset together with informative signals sent by the controlling computer. The EEG data were edited with self-developed software. The data were checked for artifacts caused by blinks and eye movements~vertical and horizontal!, for zero lines, out-of-range values, and fast amplitudes shifts Ͼ100 mV within 500 ms and slow drifts. Whereas the latter artifacts led to rejection of a trial, EEGs were corrected for blinks and eye-movement artifacts by subtracting both EOG channels weighted by their transmission coefficient~see Verleger, Gasser, & Möcks, 1982!. The EEG was low-pass filtered off-line at 35 Hz.
Data Analysis
Response parameters. Response times~RT! were measured relative to S2, defined as the moment when response force exceeded 2 N.
2 Wrong responses and trials with premature responses~key-press above 0.5 N in the S1-S2 interval until 150 ms after S2 onset! were counted as errors and excluded from further analyses. Likewise excluded were trials with saccades in the S1-S2 interval hEOG amplitude Ͼ 40 mV!. Response force was defined as the maximum value of the force output. Mean latencies of the correct responses, error rate, and response force~averaged across left-and right-hand responses! were evaluated statistically by analysis of variance~ANOVA! for repeated measurements with the factors Practice~6 blocks! and Condition~100%, 0%, 50%!.
For all comparisons with the 100% and 0% conditions, only 50% trials with compatible S2-response mappings were used. Post hoc a contrast analysis was performed to test the factor Practice for linear and quadratic trends. Furthermore differences in the 50% condition were examined by comparing RT to compatible and incompatible stimulus-response mappings over all blocks. When the interaction Practice ϫ Condition revealed significant effects, then parameters were further analyzed to test for a specific learning effect. This specific effect had to be due to the association between S1 and S2 in the 100% and the 0% colors~learning conditions!. To isolate the effects, the differences between the control condition and the two learning conditions were calculated for each participant in each block. These difference values were statistically evaluated by ANOVA for repeated measurements with the factors Practice~6! and Condition~2!. The nonspecific learning effect was tested by comparing the block values of the 50% color across blocks.
Degrees of freedom were corrected by the Huynh-Feldt e coefficient.
EEG parameters. After artifact editing, the remaining correctly responded trials were averaged separately for the three color conditions and for the six blocks. In the averages, six parameters were quantified relative to a baseline 100 ms before either stimulus: For the S1, the largest peaks of P2~200-300 ms!, N2~250-350 ms!, and P3~400-550 ms! were determined. CNV was measured as the mean level of the 200 ms before S2. After S2 onset, the largest peak was determined for N1~150-250 ms! and P3~400-550 ms!. Time windows were determined in the grand mean ERPs where all components were clearly visible. The P2 and N2 components evoked by S1 and the N1 component evoked by S2 were quantified because inspections of the grand means suggested effects of learning on these components.
The peak amplitudes and latencies of the ERP components were measured at that electrode where they had their maximum. These were CZ for CNV~also analyzed at Pz and Fz!, Pz for N2 and P3, PO7 for P2, and O1 for the N1 component. Data of these recordings are displayed in the figures. Amplitudes and latencies were evaluated statistically by ANOVA for repeated measurements with the factors Practice~6! and Condition~3!. Post hoc a contrast analysis was performed to test the factor Practice for linear and quadratic trends. To isolate specific effects of learning, values of the 50% condition were subtracted, as described above for the RT. Furthermore, assuming a large variability especially for small modifications due to the individual learning speed, another analysis was performed. The EEG parameters from block 1 and block 6 were compared by ANOVA~factors: Untrained0Trained and Condition! to compare the extreme positions on the learning curve.
For calculating the LRP, separate averages were computed from trials with left-hand responses and from trials with right-hand responses, the difference contra-ipsilateral was formed for the C30C4 electrode pair in either average~i.e., C3 Ϫ C4 for righthand response trials, C4 Ϫ C3 for left-hand response trials!. These differences were averaged to form the general contra-ipsilateral difference.
Then the pre-S2 LRP, the hand-movement related lateralization averaged across hands, was determined at C30C4 as the mean amplitude of the 100 ms immediately before S2, separately for each color. Due to the low signal0noise ratio of these difference potentials, data from the six blocks were pooled for analysis.
Another lateralized potential, L400~the "early LRP " described by Eimer, 1995;  cf. Verleger, Vollmer, Wauschkuhn, van der Lubbe, & Wascher, 2000!, was calculated by averaging contra-ipsilateral differences across trials depending on the direction in which the arrow pointed~i.e., FC3 Ϫ FC4 for trials with right pointing arrows, FC4 Ϫ FC3 for trials with left pointing arrows!. Again, these differences were averaged for each condition and were pooled across the six blocks. L400 was determined at FC30FC4 as the mean amplitude 300-400 ms after S1, separately for each color.
All degrees of freedom were corrected by the Huynh-Feldt e coefficient, when necessary.
Results
Task performance
There was a general decrease in RT with practice~significant main effect of practice F~5,55! ϭ 24.88; e ϭ .60; p Ͻ .001; linear trend F~1,11! ϭ 80.38; p Ͻ .001; quadratic trend F~1,11! ϭ 11.13; p Ͻ .01!. For the 50% color the responses to incompatible stimulusresponse mappings were significantly slower than to the compatible trials, F~1,11! ϭ 7.04; p ϭ .024. The size of this "Simon effect" was about 40 ms and did not show modifications due to learning. Only the compatible 50% parameters~behavioral and EEG! were further analyzed. The results separately for the 50% color revealed a significant decrease in RT, F~5,55! ϭ 8.24; e ϭ .82; p Ͻ .001, and error rate, F~5,55! ϭ 4.28; e ϭ .99; p ϭ .002. This confirmed our hypothesis about occurrence of nonassociative learning in the 50% task. The additional benefit of the developed associations between S1 and S2 was expressed by an interaction Practice ϫ Condition both on RT, F~10,110! ϭ 7.21; e ϭ .46; p Ͻ .001, and on error rate, F~10,110! ϭ 4.94; e ϭ .64; p Ͻ .001~see Fig. 1 !. The RT differences between the 100% and 0% tasks to the control task~50%! showed a significant increase, F~5,55! ϭ 6.69; e ϭ .66; p ϭ .001~see Fig. 2 !. This parameter reflected the RT benefit independent from nonassociative effects and showed the development of the associations between the stimuli in the course of learning.
The amplitudes of the maximum of response force decreased linearly over blocks, F~5,55! ϭ 3.57; e ϭ .53; p Ͻ .04; linear trend, F~1,11! ϭ 5.68, p ϭ .04; and quadratic trend, n.s. No effect of condition was found on response force.
Mean explicit knowledge about the meaning of all colors was achieved after the third block~SD: 0.97!.
ERP Parameters
ERPs from S1 until 900 ms after S2 are displayed in Figure 3A ,B for the 100% and 50% color in block 1 and block 6. Main effects of learning~associative and nonspecific! were found for the amplitude of P3 both after S1 and after S2, for the mean level of CNV and LRP~cf. Fig. 6 !, for the latency of N2~S1!, amplitude of P2 S1!, and the amplitude of N1 after S2.
P3.
Being pronounced over centroparietal sites, P3 was determined at Pz. P3 amplitudes evoked by the colored arrow~S1! increased during learning, main effect of practice, F~5,55! ϭ 9.80; e ϭ .60; p ϭ .001; linear trend F~1,11! ϭ 16.18, p Ͻ .002; quadratic trend n.s. In contrast, P3 amplitudes evoked by S2 decreased over blocks, F~5,55! ϭ 5.13; e ϭ .90; p ϭ .001; linear trend n.s.; quadratic trend F~1,11! ϭ 20.91; p Ͻ .001. Important were significant interactions Practice ϫ Color for both P3 amplitudes~S1: F~10,110! ϭ 1.95; e ϭ .90; p ϭ .04; S2: F~10,110! ϭ 4.86; e ϭ .78; p Ͻ .001!. As shown by the following additional analyses and displayed in Figure 4 , these interactions indicated that these P3 modifications reflected associative learning effects. P3 modifications in the 50% color were not significantly different between blocks~S1: F~5,55! ϭ .82; p ϭ .53; S2: F~5,55! ϭ 1.69; p ϭ .15!. That is, the nonspecific learning effect as indicated in RT found no expression in the amplitude of P3. As with RT, the P3 amplitudes for the 50% color were subtracted from the values in the learning colors~100% and 0%! separately for each block. For P3 amplitudes evoked by S1 and S2, significant increases in the difference from the 50% color were obtained~S1: F~5,55! ϭ 3.45; e ϭ .64; p ϭ .02; S2: F~5,55! ϭ 8.05; e ϭ .70, p Ͻ .001! during learning. No differences between the 100% and 0% colors were obtained. These results indicate that P3 amplitude changes corresponded to associative learning effects in this paradigm and were insensitive to the nonspecific learning process.
CNV. CNV was first analyzed at the Cz site, where its amplitude was largest. Mean level of CNV differed between conditions, F~2,22! ϭ 5.31; e ϭ .86; p ϭ .02, and a significant interaction Practice ϫ Color, F~10,110! ϭ 2.00; e ϭ 1.0; p ϭ .04, indicated learning dependency~Figure 5!. The difference values from the control color for each block revealed a significant decrease in CNV for the learning conditions~main effect of practice F~5,55! ϭ 2.76; e ϭ 1.0; p ϭ .02; linear trend F~1,11! ϭ 21.44; p ϭ .001; quadratic trend n.s.! independent from nonspecific learning effects. No effects for the nonspecific learning were found by comparing block values in the 50% condition, F~5,55! ϭ 1.22; p ϭ .31!. Mean level of CNV was reduced also at Pz due to learning~condition effect: F~2,22! ϭ 6.02; e ϭ 1.0; p ϭ .01; block effect for 100 and 0%: F~5,55! ϭ 4.44, e ϭ .68, p Ͻ .01; pooled over both colors; block effect for 50%: F~5,55! ϭ 1.79, p ϭ .13!. At Fz there was an overall effect of learning~condition effect: F~2,22! ϭ .62; p ϭ .54; Figure 1 . Mean reaction times and error rate for all conditions for each of the six blocks. The difference between the 100% or 0% condition to the values in the 50% condition was the parameter estimating the influence of associative learning. Error bars representing confidence intervals of condition effect in the within-subject design~according to Loftus & Masson, 1994 ! are shown for 100% and 0% conditions. block effect for all colors: F~5,55! ϭ 2.5; e ϭ .87, p ϭ .05!, but this effect was due to an increase of mean level of CNV over blocks in the 50% condition~block effect for 50%: F~5,55! ϭ 3.8; e ϭ 1.0, p Ͻ .01!, whereas no modifications could be detected for 100 and 0% conditions~block effect for 100 and 0%: F~5,55! ϭ 1.33, p ϭ .28; pooled over both colors!.
LRP. LRP was measured in the averaged C30C4 difference potentials where the amplitudes were maximal and was pooled across blocks to enhance the signal0noise ratio. Even so, five participants still had to be excluded from analysis due to poor signal0noise ratio. The time course of the resulting LRP is depicted in the upper panel of Figure 6 . The main effect of color was significant, F~2,12! ϭ 5.48; e ϭ .81; p Ͻ .03, reflecting the presence of an LRP for the 100% and 0% colors~for 100% color: t~6! ϭ Ϫ3.2, p Ͻ .01; 0%: t~6! ϭ Ϫ2.4, p Ͻ .01! and its absence for the 50% color, t~6! ϭ 1.5, p Ͻ .18.
Other Components
N2.
Evoked by the arrow~S1!, N2 was most pronounced at Pz. Learning reduced its latency, main effect of practice, F~5,55! ϭ 5.82; e ϭ 1.0, p Ͻ .001; linear trend F~1,11!ϭ 15.68; p ϭ .002. No significant interaction Practice ϫ Color was observed, F~10,110! ϭ 1.21; p Ͻ .3, thus indicating that the latency decrease was a correlate of nonspecific learning. On the other hand, when computed separately for each color, in spite of the lacking interaction, the N2 latencies for the nonspecific colors showed no significant difference between blocks, F~5,55! ϭ 0.98; p Ͻ .44, whereas N2 latencies for 100 and 0% did~100%: F~5,55! ϭ 5.05; e ϭ .74, p Ͻ .01; 0%: F~5,55! ϭ 4.06; e ϭ .82, p Ͻ .01!, thus suggesting a relation to specific learning processes.
P2. Amplitude of P2 evoked by S1 was most pronounced at PO7. It decreased in the course of learning, main effect of practice, F~5,55! ϭ 6.24; e ϭ .56, p ϭ .002; linear trend F~1,11! ϭ 7.80, p ϭ .017; quadratic trend F~1,11! ϭ 20.64, p Ͻ .001. No significant interactions were found~p Ͻ .7! and the decrease was also significant when the 50% color was separately analyzed, F~5,55! ϭ 6.11; e ϭ 1.0, p Ͻ .001. Therefore the reduced P2 amplitude was related to nonspecific aspects of learning. Figure 7 , the amplitude of N1 at occipital sites evoked by S2 was enhanced for the 50% color after learning. The main analysis revealed a significant effect of condition, F~2,22! ϭ 6.85; e ϭ .92, p ϭ .006. Comparing the first and the last blocks for all conditions resulted in a significant interaction, F~2,22! ϭ 4.89; e ϭ 1.0, p ϭ .018, indicating an amplitude increase for the 50% color and a decrease for the 100% and 0% colors. Grand average ERPs elicited in blocks 1-6 by stimuli of the 100%~A! and 50% condition~B!, representing main practice effects. S1 was presented at 0 ms~first dashed vertical line, arrow! for 200 ms, S2 at 900 ms~second dashed vertical line, letter M or W !. Baseline~100-0 ms before S1! has been subtracted. Negative polarity is up, the distance between two tick marks on the y axis corresponds to 10 mV. The "windows" denote the epochs and recordings where the components were measured.
N1. As indicated by
L400. The time course of the lateralized potentials at FC30FC4 with respect to the direction of the arrow is depicted in the lower panel of Figure 6 . L400 was measured in the averaged FC30FC4 difference potentials where the amplitudes were maximal. L400 was statistically different from 0 for 100% color, t~6! ϭ Ϫ2.7, p Ͻ .02, for the 50% color, t~6! ϭ Ϫ2.8, p Ͻ .02, but failed to reach significance for the 0% color, t~6! ϭ Ϫ1.2, p Ͻ .26. Nevertheless, the main effect of color was not significant, F~2,12! ϭ 0.5, p Ͻ .95.
Discussion
The present study isolated ERP effects of associative cognitive learning from parallel nonassociative adaptation mechanisms. The participants learned S1 contingencies for the upcoming S2. Two colors of S1 had an informative value whereas the control color had no predictive function. Task performance verified that associative learning was accompanied by a nonassociative process, expressed by a decrease in RT and error rate over blocks even when S1 did not have a predictive value. This process, reflected by the performance in the control-color trials, may refer mainly to the development of motor skills, for example, the execution of saccades to the laterally briefly presented S2 and to habituation effects.
Associative learning was observed for the two S1 colors that had predictive value for the upcoming S2~100% and 0%!, which was reflected in enhanced performance compared with the control stimuli. RT and error rate decreased more than for the control color and this benefit increased in the course of the blocks. This inherent control baseline provided by the 50% color allows more precise interpretations of the ERP findings than in preceding S1-S2 learning studies~Peters et al., 1977; Stuss & Picton, 1978; Verleger et al., 1985!. In the mean over all participants, RTs decreased gradually over time as predicted by the instance theory~Logan, 1988! and therefore were in accordance with a stimulus-specific learning process. Although there is evidence in the literature for strategic components in the skill acquisition process that influences RTs of participants at different time points in the learning process in a stepwise noncontinuous fashion~Doane et al., 1999; Haider & Frensch, 1996 !, the present study used only three different S1 stimuli and therefore stressed the stimulus-specific part of learning.
Response force decreased only as a function of time spent on task and showed no differentiation between colors of associative and nonassociative processing. Some findings suggested that response force measured during reaction time experiments might reflect changes in arousal and activation~e.g., Giray & Ulrich, 1993; Jaśkowski & Włodarczyk, 1997!. From that point of view, the decrease of response force over blocks may be related to a general effect of habituation or of fatigue equally for all S1 colors. Of interest, such a general decrease of amplitudes was not seen in ERP measures that might be expected to be related to response activation, like CNV or like P3 evoked by S2. Thus, the decrease of response force appears to capture an aspect of nonassociative processing not reflected by ERPs.
ERP parameters indicated effects of associative cognitive learning on different stages of information processing. Amplitude of P3 evoked by the predictive S1 increased linearly over blocks, and P3 amplitudes evoked by the S2 following the predictive S1 decreased in the course of learning with a quadratic trend. No modifications of P3 amplitude were observed in the parallel control task; therefore we can argue that P3 amplitude modifications in this context were related to the strengthened associations between S1 and S2 and reflected the modified weights of stimuli for response selection based on stimulus contingencies. The different trends of the modifications might indicate a fast decrease in neglecting the information of S2 and a continuous increase of the meaning of S1. Alternatively, the fast decrease at S2 might be due to the combination of two processes: a change of S2 relevance, as described, and some response-related processes, because P3 after S2 occurred simultaneously with the motor response. Thus, this aspect of the present results is open to the criticism put forward in the introduction.
In terms of Strayer & Kramer~1990!, P3 amplitude reflects the obligatory allocation of attention to task-relevant events. In their studies on automatic and controlled processing, P3 amplitudes were modified by processing priorities in the controlled task, but not in the automatic task, where overall the automatically processed stimuli evoked the largest P3 amplitudes. It can be concluded that P3 amplitude was related to the degree of diagnosticity of stimuli features, which refers to the idea that subjects learn to identify the smallest set of stimulus features that can be used to discriminate the relevance of different stimuli. By the occurrence of a stimulus that possesses these learned critical features, attention is allocated to the processing that is reflected by an increase in P3 amplitude. Our study suggests that these changes in the attentional system take places over the whole learning period. The different statistical trends for P3 amplitudes evoked by S1 and S2 may indicate the use of different processing strategies for S1 and S2.
Mean level of CNV at Cz and Pz preceding S2 was not modulated by time on task for the control stimuli, but decreased linearly for the colors where the developing S1-S2 associations altered the choice response to a simple response task. Thus, these results are in accordance with the results of Van Boxtel et al. 1993 !, who obtained smaller CNV amplitudes when S1 provided full information than when S1 provided no information. The opposite pattern was obtained by Ulrich et al.~1998! with CNVs getting larger when S1 provided full information. The critical difference seems to be that Van Boxtel et al. varied information content of S1 between blocks, whereas Ulrich et al. did so between trials within blocks. Thus, the process of learning investigated in the present study, though perhaps taking place gradually, bears more resemblance to a block-wise than to a trial-wise variation of S1 information. This would support the dominance of a stimulusspecific learning process in accordance with the instance theorỹ Logan, 1988!. It has been assumed that CNV consists of several components, overlapping in time: "movement-preceding negativity," with its maximum at Cz, "stimulus-preceding negativity," maximum at Pz, and a frontal component~recorded from Fz!, "reflecting a process that controls task performance"~Van Boxtel, 1994, p. 66!. Elaborating on the composition of the motor component, Verleger, Wauschkuhn, Van der Lubbe, Jaśkowski, and Trillenberg~2000! recently proposed that CNV includes two motor-related components: a frontocentral component reflecting activation of the precentral hand-motor areas, and a centroparietal component reflecting the assembly and maintenance of stimulus-response links appropriate to the expected S2 patterns. Grand average ERPs of the contra-ipsilateral difference at C30C4~with respect to responding hand!, pooled across the six blocks. S1 was presented at 0 ms, S2 at 900 ms~dashed vertical line!. Negative polarity is up. Lower panel: Grand average ERPs of the contraipsilateral difference at FC30FC4~with respect to the direction of the arrow presented as S1!, pooled across the six blocks. S1 was presented at 0 ms, S2 at 900 ms~dashed vertical line!. Negative polarity is up. In the present 100% and 0% trials, CNV decreased during learning at Cz and Pz, but not at Fz. In Van Boxtel's~1994! terms, this means that effort~at Fz! did not change, whereas motor preparation~at Cz! and stimulus expectancy~at Pz! decreased during learning. It certainly makes sense to assume that stimulus expectancy decreased because, due to learning, participants knew the identity of S2 in advance. However, the decrease of motor preparation due to learning is less clear. One might argue that motor preparation should rather increase than decrease, because participants knew exactly the response to be prepared. On the other hand, motor preparation might indeed decrease, as did CNV, because two responses had to be held in readiness before learning, but only one response after learning. Therefore, this pattern of CNV decrease fits well the distinction proposed by Verleger, Wauschkuhn, et al.~2000!: The frontocentral control of the specific effector activation did not change during learning for 100 and 0% conditions~at least not its nonlateralized part; see below!. What did, however, change, was the necessity to assemble and maintain stimulus-response links appropriate to the two possible S2s~i.e., if S2 will be x, then respond a; if S2 will be y, then respond b!, reflected by the centroparietal CNV component: When participants knew from S1 which of the two S2s would appear, then only one S-R combination had to be held in readiness; therefore the centroparietal component could decrease as a result of learning. In the control condition, CNV did not change at Pz but rather increased at Fz. Here participants could not prepare for a specific S2-R combination. All they could do was to optimally prepare their frontocentral hand motor control.
One might argue that the centroparietal decrease of CNV is not a decrease of negativity but an increase in positivity. Such an increase in positivity might be due to two reasons: First, it might just be a consequence of the enhancement of the preceding P3 during learning. To exclude this possibility, topographies of the CNV decrease and of the P3 increase should differ from each other. When we tested this by using vector-normalized amplitudes not reported in Results!, no significant difference was obtained. Thus, this possibility cannot be excluded, although such a prolonged effect of a P3 enhancement would be rather unusual. The second reason for an increase in positivity might be a slow positive wave, as described, for example, by Ruchkin et al.~1997! in response to alphanumeric visual S1 stimuli. This possibility cannot be excluded either, although assuming modulation of one component~the CNV! is more parsimonious than assuming modulation of this component by overlap of a second component~the slow positive wave!.
Obviously, the knowledge of the correct response led to activation of the corresponding hand-motor cortex reflected by the LRP. It would be of much interest to pinpoint exactly the time point in the course of learning when the LRP developed. Two alternatives seem possible~cf. Eimer et al.'s, 1996 , discussion of their LRP data, p. 985!: On the one hand, the LRP might simply appear as a consequence of participants' having acquired conscious knowledge of the S1-S2-R association. On the other hand, appearance of the LRP might precede participants' conscious knowledge of this association~see Haggard & Eimer, 1999 , for some evidence supporting this claim!. Unfortunately, the signal0noise ratio did not allow us to track the development of the LRP over the session, so we cannot make a clear statement about when precisely the LRP developed.
Similarly, it would have been of interest to track the development of an LRP-like component, reported by Eimer~1995! to appear early in the S1-S2 interval when arrows were S1s, peaking at about 400 ms after S1. This component can also be discerned in Figure 6 . Eimer interpreted this component as reflection of automatic hand-motor activation. If so, this component should be of constant size from the beginning of the experiment and should not be modified by learning. So again it would have been of some interest to track the development of this component across blocks, but again this was not possible due to the low signal0noise ratio. But this component showed no difference between colors, indicating a process that depends on the direction of the arrow and is not sensitive for learning, in accordance with the notion of automaticity.
Of course, the low signal0noise ratio of the LRP and similar contra-ipsilateral difference potentials is a methodological problem that cannot be easily solved in studies on learning like the present one. Simply increasing the number of trials is of no use, if learning is not slowed down to the same extent, such that enough trials become available for separately averaging each of the stages before learning, during learning, and after learning.
Taken together, the results of CNV and LRP presumably indicated two aspects of changes of motor preparation during learning, a decrease of the preparation for different alternative responses, expressed by the decrease of CNV, and a specific preparation for the response cued by S1, expressed by the LRP in 100% and 0% trials.
Analysis of temporally early ERP components evoked by S1 yielded two results. First, time on task led to a decrease of N2 latency. This decrease was only significant for the predictive S1, not for the 50% trials; thus it might indicate a specific aspect of associative learning, in spite of the insignificant Condition ϫ Blocks interaction. Latency of the central N2 has often been found to have a close relation to response times~Michalewski, Prasher, & Starr, 1986; Renault, Ragot, Lesèvre, & Rémond, 1982; Ritter, Simson, Vaughan, & Friedman, 1979 !. Of course, there were no responses to S1 in the present study, but one might speculate that a response was already selected at the time point of N2 after S1, and that this act of response selection was faster after learning. Less severe assumptions are necessary when following the interpretation proposed, for example, by Breton, Ritter, Simson, and Vaughan~1988!, who related N2 to the allocation of effort spent for the evaluation of stimuli. Thus, the allocation of effort to classify the predictive arrows might have taken less time after learning.
Second, P2 amplitude decreased with a mainly quadratic trend at parieto-occipital sites. The systematic modulations in the time course of the task could be related to nonassociative learning because P2 amplitude decreased for all S1 colors. Because of the temporally early stage around 250 ms and its topography, this learning process seems to reflect the perceptual processing of stimulus features, perhaps the classification of the colors.
Finally N1 amplitude evoked by S2 following the predictive S1 decreased. This may indicate the reduced need to allocate spatial attention to the S2 location because S1 had provided reliable information about the identity of S2. Accordingly, the distinct N1 evoked by S2 following the control S1 would represent the orienting of perceptual attention cued by S2 to detect the identity of S2. This interpretation is supported by results from Luck, Heinze, Mangun, and Hillyard~1990! and Eimer~1999!, who concluded that enhancement of temporo-occipital N1 may reflect the orienting of spatial attention to a task-relevant stimulus. This interpretation is in accordance with results from Logan~1998! that demonstrated an obligatory encoding of spatial location after a learning period with spatially arranged stimuli.
In summary, results demonstrated the involvement of perceptual, central, and response-related ERP components within a cognitive associative learning process. The ERP components clearly distinguish between the associative aspect of learning and nonassociative adaptation mechanisms.
Being restricted to S1 colors that made the development of S1-S2 associations possible, P3 amplitude modifications reflected the changes in the attentional systems. We observed a shift of attention from the S2 to the S1 with different trends over time. Due to the learned stimulus associations, the mean level of CNV decreased because S1 stimuli were also associated with a constant response. The association of S1 with a distinct response to S2 resulted in the development of the LRP. Modifications of early components indicated changes in allocation of visual attention for perceptual processing.
Thus ERP studies offer the opportunity to examine different loci of associative learning processes including attentional systems and expectancies.
