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Abstract
In this thesis the dynamics of the air sided boundary layer above wind induced water
waves was investigated by velocity measurements. Within the scope of this study
a measurement technique based on particle tracking was developed, which enables
to measure the flow directly above the water surface down to the viscous boundary
layer with high accuracy. At the big linear wind-wave facility in Marseille, France,
experiments with different wind speeds (u10 = 3 − 15.5 m/s) and different wave
conditions (pure wind waves and mechanically generated waves) were performed. In
addition the water elevation was measured using laser induced fluorescence, which
allows the use of wave following coordinates and phase dependent averaging of the
velocity fields. Turbulent, wave coherent and viscous stress contribution to the total drag
were determined. The pressure induced momentum transport was indirectly estimated
by measurering the total momentum flux and closing the momentum balance. For the
first time measurements of the complete high resolved stress partitioning from inside the
viscous boundary layer (< 1 mm) to approximately 25 cm above the mean water level
were accomplished for high wind speeds and large waves. It was found that directly at
the water surface the viscous shear decreases from 70 % of the total stress at 3 m/s to
only 10 % at 15.5 m/s. Additionally, the viscous shear at the wave crest is larger than
the mean and strongly depends on the wave steepness.
Zusammenfassung
In dieser Arbeit wurde die Dynamik der luftseitigen Grenzschicht über windinduzierten
Wasserwellen anhand von Geschwindigkeitsmessungen untersucht. Eine im Rahmen
der Arbeit entwickelte Messtechnik, bei der kleinste Partikel mit einer Kamera ver-
folgt werden, ermöglichte es mit sehr hoher räumlicher Auflösung direkt über der
Wasseroberfläche bis in den viskosen Bereich hinein die Strömung zu vermessen. Am
großen linearen Wind-Wellenkanal in Marseille, Frankreich wurden Experimente mit
verschiedenen Windgeschwindigkeiten (u10 = 3 − 15.5 m/s) und unterschiedlichen
Wellen (reine windinduzierte und mechanisch erzeugte Wellen) durchgeführt. Die
Wellenauslenkung wurde mit Hilfe von laserinduzierter Fluoreszenz gemessen, was die
Verwendung von gekrümmten Koordinaten und eine phasenabhängige Mittelung der
Geschwindigkeitsfelder ermöglichte. Dadurch konnte der turbulente, der wellenkor-
relierte und der viskose Anteil der Schubspannung höhenabhängig ermittelt werden.
Der druckinduzierte Anteil der Schubspannung wurde durch Messung der gesamten
Schubspannung indirekt abgeschätzt. Zum ersten Mal wurden Messungen der gesamten
höhenabhängigen Aufteilung des Impulstransports von der viskosen Grenzschicht
(< 1 mm) bis zu einer Höhe von 25 cm über großen Wasserwellen bei solch hohen
Windgeschwindigkeiten präsentiert. Es zeigt sich, dass unmittelbar an der Wasser-
oberfläche der viskose Anteil der Schubspannung von 70 % bei 3 m/s auf nur 10 % bei
15.5 m/s absinkt. Außerdem ist die viskose Schubspannung am Wellenberg größer als
ihr Mittelwert und hängt stark von der Wellensteilheit ab.
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1 Introduction
1.1 Transport processes at the air-sea interface
The ocean and the atmosphere are two major environmental compartments, which can-
not be considered separately, as they are connected by the water surface. Wind controls
the boundary layer between those two global systems, where exchange of momentum,
heat and mass takes place. Liss (2014) gives a broad overview of this interdisciplinary
field of research concerning the interaction processes between atmosphere and ocean.
Wind blowing over the sea is the main driving force for all physical processes close
to the water surface. The air flow is usually faster than the water, therefore momentum
is transferred from the atmosphere to the ocean and surface waves are generated. Due to
viscous shear and pressure forces at the surface, energy is transferred and waves grow
until their energy loss due to friction equals the input. The knowledge of all mechanisms
responsible for generation, interaction and decay of waves increased in the last century
starting with first descriptions (Stokes, 1849) over fundamental theories presented by
Miles (1957) and Phillips (1957) and parametrizations of the wave spectrum like those
of Hasselmann et al. (1976) to many numerical and experimental studies (e.g. Toba,
1972; Wanninkhof et al., 2009; Caulliez, 2013; Zakharov et al., 2015).
Additionally, the wind and the momentum transport control the efficiency of transport
processes like heat and gas transfer due to the generation of turbulence, thinning of
boundary layers, surface renewal events and other effects. Jähne et al. (1979) made the
approach, that the transfer rate of gases and heat represented by a transfer velocity is in
first order proportional to the friction velocity in water, which is a quantifies the vertical
momentum transfer. During the last forty years, many studies have been performed
investigating the connection of the transfer of heat and gas with wind, waves, wave
breaking, turbulence, bubbles, spray, rain, surfactants, foam and many more (Jähne
et al., 1987; Wanninkhof et al., 2009; Nightingale, 2009; Garbe et al., 2014). But due to
this complexity and non linearity many aspects are still not fully understood.
For gas exchange as well as for wave dynamics the partitioning of the momentum
transport to different pathways is essential. Pressure forces at the water surface are
for example less crucial for mass transport, because viscous shear is controlling the
thickness of the mass boundary layer, which is the bottle neck for mass transfer (Liss,
1973; Jähne et al., 1987). The larger the tangential stress, the thinner the boundary
layer and the higher the transfer rates. For waves, air sided pressure at the water surface
contributes significantly by pushing the wave crests and the viscous stress only partly
contributes to momentum input into the waves (Papadimitrakis, 2005).
On the other hand waves play an important role in the kinematics and dynamics
of the boundary layer and thereby influence the drag (Donelan et al., 1995; Jones and
Toba, 2001; Sullivan and McWilliams, 2010). Short capillary waves induce small scale
roughness of the surface, long gravity waves are responsible for air flow separation
and wave coherent stresses. Together with events like wave breaking, spray production
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Figure 1.1: Sketch of flow profiles, kinematic processes and the drag partitioning at the wind driven
water surface. Waves influence the region above and below the water surface, which is called the wave
boundary layer (WBL). Here various processes take place and the drag splits into turbulent, viscous
and wave stress, where the latter consists of pressure forces and wave coherent fluxes. Outside the
WBL only free stream turbulence occurs carrying the full drag.
and others, the sea state influences the total amount of wind induced stress and its
partitioning in water as well as in air. Besides the flow profile and some processes in
figure 1.1 also this partitioning into turbulent stress, viscous stress and wave stress (form
drag) is sketched, where the latter is defined as the sum of pressure forces and wave
coherent fluxes. Inside the wave boundary layer (WBL) the turbulent stress reduces
with decreasing distance from the interface, and dependent on the wave state the other
stresses increase. Even if a large number of studies brought substantial insights, there is
still a big knowledge gap relating the coupling between wind and waves.
1.2 Measuring momentum transport
Already in the first half of the 20th century experiments have been performed concerning
the drag above waves (a comprehensive historical overview is given by Jones and
Toba, 2001). Charnock (1955) introduced the first parametrization of the surface drag,
which was derived from logarithmic wind profiles measured by precise anemometers.
Using the same method many studies followed, which resulted in a large number of
parametrizations also considering the wave state (e.g. Kitaigarodskii and Volkov, 1965;
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Stewart, 1974). The first direct measurements of Reynolds stress above the ocean were
performed by Weiler and Burling (1967) using hot wires in X-configuration, whereby
the eddy covariances could be measured. Acoustic measurement techniques further
extended the capabilities and during the last decades optical measurement techniques
like laser doppler anemometry (LDA) and particle imaging velocimetry (PIV) allowed
for measurements with higher precision, even though it is very difficult to operate them
at the open sea (Donelan et al., 2006; Sutherland and Melville, 2015).
In laboratory wind wave flumes measurements much closer to the water surface in
the so called unresolved layer are possible and as another big advantage the conditions
like wind speed and fetch can be controlled. Additionally, the momentum balance can
be used to measure surface drag. While in linear tanks, where a logarithmic wind profile
forms (Kawamura et al., 1981; Troitskaya et al., 2012; Zavadsky and Shemer, 2012),
the input of momentum yields to a slightly tilted water level (Donelan et al., 2004). In
annular facilities the water starts rotating and the surface drag can be determined by
relating the water bulk velocity to the stress at the walls (Jähne et al., 1979; Ilmberger,
1981; Nielsen, 2004; Bopp, 2014) – here secondary currents influence the wind profile
and the profile method fails.
While the literature contains a large number of studies focusing on the total drag and
its dependencies on wave parameters (e.g. Taylor and Yelland, 2001; Drennan et al.,
2003; Fairall et al., 2003; Drennan et al., 2005; Jian et al., 2011; Edson et al., 2013),
direct measurements of the stress partitioning inside the WBL are rare. This is caused
by technical difficulties of measurements below the highest wave crests, where the
operation of fixed positioned flow and pressure sensors is not possible.
By observing streamlines of hydrogen bubbles inside laboratory waves Okuda et al.
(1976) estimated the shear at the water surface, after what a series of publications
followed focusing on the flow structure of short wind waves (Okuda et al., 1977;
Kawamura et al., 1981; Okuda, 1982a,b, 1983, 1984; Yoshikawa et al., 1988).
Peirson (1997) investigated the water flow below wind driven water waves using
PIV-techniques. He showed the significant increase of the wave form drag with wave
development for wind speeds up to u10 = 13 m/s (extrapolated wind speed to 10 m
reference height) and short fetches < 4.4 m (see Banner and Peirson, 1998). The
results have been confirmed in further experiments and it could be shown, that aqueous
near-surface turbulence is generated by wind shear and wave breaking (Peirson and
Banner, 2003; Siddiqui and Loewen, 2010; Peirson et al., 2014).
Measurements in air are more challenging, because the velocities are much higher and
the viscous boundary layer is thinner. The first 2D PIV velocity fields over mechanically
generated waves have been obtained by Reul et al. (1999) and showed airflow separation
past wave crests. Following experiments showed the turbulent flow structure above
waves (Shaikh and Siddiqui, 2010; Troitskaya et al., 2010; Belden and Techet, 2011)
and confirmed that above a certain level the drag is fully represented by turbulent stress
(Troitskaya et al., 2011).
Veron et al. (2007) achieved the first direct phase resolved estimations of the viscous
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stress using PIV in air, which has its maximum at the windward side of the crest and
drops nearly to zero at the lee side, due to air flow separation. By repeatedly plunging a
hot wire anemometer into the water Grare et al. (2013) determined the viscous and form
drags for several wind wave conditions. The recent study by Buckley and Veron (2016),
where combined PIV and laser induced fluorescence (LIF) methods have been used,
analyzes the turbulent velocity fields above waves by meaningful phase averages and
shows the influence of wave age and flow separation on wave-coherent and turbulent
quantities in the airflow (see also Buckley and Veron, 2017). The use of wave following
coordinates, first introduced by Benjamin (1959), makes it possible to clarify how wave
coherent fluxes contribute.
Furthermore, simulations like direct numerical simulations (DNS) or large eddy
simulations (LES) complemented the experimental studies at the water side (Teixeira,
2011) as well as in air (Sullivan et al., 2000; Hara and Sullivan, 2015).
1.3 Scope and structure of this thesis
This study focuses on the partitioning of momentum transfer in the air-sided WBL,
which was investigated by a large number of experiments at different wind-wave
conditions.
The necessary theoretical considerations are shown in chapter 2, which describes the
basics of fluid dynamics, the theory of waves and air-sided kinematics in the boundary
layer. The third chapter gives an overview of the used measurement techniques and
their fundamentals, which were mainly represented by imaging techniques like a newly
developed method of particle streak velocimetry (PSV). In chapter 4 all experiments are
described, which were performed at the large linear IRPHE-Luminy wind wave tank in
Marseille, France. A detailed description of the measurement setup is also given there.
The next chapter 5 explains the full procedure of data processing from raw images to
physical quantities, which is dominated by the newly developed PSV-technique. How
waves are analyzed and wave following coordinates are determined is addressed in
chapter 6. All results are presented in chapter 7. Wave properties like spectra, phase
speed, wave height and steepness could be determined for all experiments (section 7.1).
Time series of the measured 2D wind velocity are shown (section 7.2) and the overall
friction velocity is obtained by logarithmic wind profiles (section 7.3). Phase dependent
velocity fields are shown (section 7.4) and the successfully obtained partitioning of
momentum transport is presented (section 7.5). Finally, the results are summarized and
discussed in chapter 8.
4
2 Theory
This chapter collects the theoretical basics necessary for treating the air-side transport of
momentum above water waves. It gives an overview of the relevant physical processes
and mathematical descriptions. After starting with some substantial descriptions of fluid
dynamics the theory for surface waves in water is outlined, which plays an important
role for the momentum transport in air. This air sided vertical momentum transport is
treated in the last part of this section, where the momentum equations and the occurring
stresses are described as well in fixed as in wave following coordinates. There is no
claim to completeness of this broad field of research and for more detailed information
it is referred to pertinent text books like Kundu et al. (2012) for general fluid dynamics,
Phillips (1977) and Massel (2013) for wave dynamics and Schlichting and Gersten
(2006) for boundary layer dynamics.
For reasons of legibility Einstein’s notation or Einstein’s summation convention is
used in most cases.
2.1 General fluid dynamics
2.1.1 Continuity equation
In an Newtonian fluid, which can be described by a velocity vector ui and its density ρ,
mass conservation has to be fulfilled. This basic conservation law is generally expressed
in differential form:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0. (2.1)
The temporal change of the mass in an infinitesimal fluid parcel is controlled by the loss
through its boundaries, written by the spacial derivative of ρui. In an incompressible
medium all derivatives of the density vanish and the equation reduces to:
∂ui
∂xi
= 0 (2.2)
2.1.2 Momentum equations
Derived from the conservation of momentum the acceleration of a fluid parcel can be
described by the Navier-Stokes momentum equation (NSE):
ρ
Duj
Dt
= ρ
(
∂uj
∂t
+
∂
∂xi
(uiuj)
)
= − ∂p
∂xj
+ ρgj + µ
∂2uj
∂xi2
. (2.3)
The change of momentum expressed by the temporal derivative and an advection term
balances all forces, here represented by the pressure p, gravity with the gravitational
constant g and viscous stresses controlled by the viscosity µ. This form of the NSE
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requires incompressibility and all pressure forces are separated from the pure viscous
momentum transport. In a Newtonian fluid this viscous term can be expressed by the
viscous stress tensor:
µ
∂2uj
∂xi2
= µ
∂
∂xi
(
∂uj
∂xi
+
∂ui
∂xj
)
=
∂
∂xi
τvisc,ij, (2.4)
with
τvisc,ij = µ
(
∂uj
∂xi
+
∂ui
∂xj
)
. (2.5)
Its components τvisc,ij can be seen as an expression for the viscous transport of i-
momentum in negative j-direction.
It often is favourable to write the momentum equations in dimensionless form.
Therefore scaling variables like the scaling length lsc, the velocity scale usc and the
rotation or oscillation frequency ωsc are introduced. By normalization of all variables
x+i = xi/lsc, u
+
i = ui/usc, t
+ = t ωsc, p
+ = (p− p0)/ρusc2, g+i = gi/g (2.6)
the NSE is transformed dimensionless:[
ωsclsc
usc
]
∂u+j
∂t+
+
∂
∂x+i
(
u+i u
+
j
)
= −∂p
+
∂x+j
+
[
g lsc
usc2
]
g+j +
[
µ
ρ usclsc
]
∂2u+j
∂x+i
2 . (2.7)
All information about dimensions is carried by three dimensionless groups of parameters
shown in [,]-brackets, which are controlling the differential equations and thereby the
structure of the flow. These groups have the following names and interpretations:
St = Strouhal number ≡ unsteady acceleration
advective acceleration
∝ ωsclsc
usc
(2.8)
Re = Reynolds number ≡ inertia force
viscous force
∝ ρ usclsc
µ
(2.9)
Ri = Richards number ≡ inertia force
gravity force
∝ usc
2
g lsc
(2.10)
The Strouhal number represents the fraction of unsteady and advective acceleration and
becomes important when flow unsteadiness arises. The Reynolds number, maybe the
most common dimensionless number, deals the fraction of inertia and viscous force and
relates the scale of the flow to its kinematic viscosity, which is important for the flow
regime – only in high Re flows turbulence occurs. The Richards number is represented
by the inertia and gravity forces and gives information about the influence of gravity to
the flow like in stratification flows or surface waves.
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2.1.3 Bernoulli equation
In many fluid mechanical problems the Bernoulli equation helps to find an analytical
solution. It can be derived from the NSE and energy considerations and for constant
viscosity, irrotational, unsteady, constant density flow it is in integrated form:
∂φ
∂t
+
1
2
∣∣∣∣ ∂φ∂xi
∣∣∣∣2 + pρ + g xz = constant, (2.11)
where the fluid velocity is expressed by the velocity potential with ui ≡ ∂φ/∂xi.
2.1.4 Turbulence
A flow is called turbulent, if it contains unpredictable, irregular and chaotic fluctuations,
where energy is transferred by nonlinear interactions from larger to smaller spinning
flow structures, called eddies. The size of these eddies ranges from the width of the
turbulent region to very small scales, where the action of viscosity becomes so large,
that kinetic energy is transferred to heat – it is dissipated. This big range of chaotic
velocity structures makes mixing and diffusion of momentum, heat or mass much more
effective than it is in an equivalent laminar flow with no turbulence.
Since the end of the 19th century turbulence is a leading topic of fluid mechanics and
many studies have been performed to understand this nonlinear unpredictable process.
Monin and Yaglom (2007) give a comprehensive overview of this large field and also
describes its historical evolution.
One context found early by Osborne Reynolds is the connection of the appearance of
turbulence to the dimensionless number Re = ρ usclsc/µ (see equation 2.9), which was
later named the Reynolds number. Below a threshold value Rec no turbulence occurs
and above the flow regime changes from laminar to turbulent. These critical Reynolds
numbers depend on the boundary conditions of the flow, for example in a pipe flow it is
Rec ≈ 2.5, 103 (Prandtl, 1957).
Beside fluctuations the flow contains mean properties, which can be identified by
the Reynolds decomposition. All instant quantities q such as velocity, temperature,
pressure, are expressed by a mean part q and its fluctuations q′:
q = q + q
′
. (2.12)
Assuming stationary flow, what means in case of turbulent flow no temporal changes of
the mean quantities (∂q/∂t = 0), this Reynolds decomposition can be applied to the
NSE (equation 2.3). Temporal averaged this yields
∂
∂xi
(
ρ uiuj︸ ︷︷ ︸
advection
)
=
∂
∂xi
(
−ρ u′iu′j︸ ︷︷ ︸
τturb,ij
−pδij︸ ︷︷ ︸
press. forces
+µ
(
∂uj
∂xi
+
∂ui
∂xj
)
︸ ︷︷ ︸
τvisc,ij
)
(2.13)
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where all fluctuating quantities except for the correlation term u′iu
′
j cancel out. In this
formulation the density of air ρ and the kinematic viscosity µ are treated as constant and
the total pressure ptotal = p+ ρagz is expressed by the sum of the dynamic pressure p
and the atmospheric pressure ρgz. Thereby no gravity forces are present anymore. The
correlation term describes the transport of momentum due to fluctuations and together
with a negative sign and the density ρ it is called turbulent stress τturb,ij .
In order to find a solution for the mean velocity field near a boundary the Reynolds
correlations u′iu
′
j can be set in relation to the mean flow velocity ui. In analogy to the
molecular-motion-based laminar momentum transport an eddy-motion-based turbulent
viscosity µturb, a can be introduced:
−ρau′iu′j = µturb, a
(
∂uj
∂xi
+
∂ui
∂xj
)
. (2.14)
Approaches like the mixing lengths model (Prandtl, 1957) or the Kolmogorov-scaling
(Kolmogorov, 1941) have been developed in order to close the mean-flow momentum
equation.
2.1.5 Transport of heat and mass
Beside velocity, pressure and density also concentration of mass and temperature are
important quantities in a flow. In laminar conditions the transport is performed by
molecular diffusion, which can be described by Fick’s law for mass and Fourier’s law
for temperature or heat:
mass: jc,i = −D ∂c
∂xi
(2.15)
heat: jheat,i = −λheat ∂T
∂xi
= −Ξheat∂cpρT
∂xi
. (2.16)
The flux ji is proportional to the gradient, where D is called the diffusion constant,
λheat the thermal conductivity number and Ξheat = λheat/cpρ the thermal diffusivity.
Describing the behavior of these transport processes in flow dimensionless numbers
like the Schmidt number
Sc =
ν
D
(2.17)
and the Prandtl number
Pr =
ν
Ξ
(2.18)
give the relation to viscous fluxes of momentum, which are in analogy – the shear stress
is proportional to the gradient of velocity (compare equation 2.5). Here the kinematic
viscosity ν = µ/ρ is used, also called the momentum diffusivity.
Similar to momentum transport turbulence increases the efficiency of transport, so
also for heat and mass turbulent diffusivities can be posted, which are defined by the
correlation of velocity fluctuations with temperature or mass concentration fluctuations.
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2.1.6 Coordinate transformations
The Cartesian coordinates, here denoted as (x, y, z, t), form the most simple coordinate
system. In the context of this work x is directed in mean horizontal wind direction and
y is the horizontal crosswind component. The third component z is directed vertical
upward with z = 0 at the mean water surface.
In fluid dynamics often other coordinates systems are used, which are following
surfaces for example. These are defined by a transformation mapping the Cartesian
coordinates (x, y, z, t) to the new coordinates (x∗, y∗, z∗, t). By the transformation
function
x∗i = x
∗
i (x, y, z, t) or xi = xi(x
∗, y∗, z∗, t) (2.19)
the new coordinates of local points or vectors can be calculated (Schlichting and Gersten,
2006, p. 77). For transforming the fluid mechanical equations the chain rule for partial
derivatives has to be used. Anderson et al. (2012) give a detailed explanation of the
transforming rules and how the basic equation can be expressed in the new coordinates.
The partial derivatives become
∂
∂xi
=
∂x∗k
∂xi
∂
∂x∗k
(2.20)
and the differential expressions can be written by the following matrix multiplication: dx
∗
dy∗
dz∗
 =

∂x∗
∂x
∂x∗
∂y
∂x∗
∂z
∂y∗
∂x
∂y∗
∂y
∂y∗
∂z
∂z∗
∂x
∂z∗
∂y
∂z∗
∂z

 dxdy
dz

or
 dxdy
dz
 =

∂x
∂x∗
∂x
∂y∗
∂x
∂z∗
∂y
∂x∗
∂y
∂y∗
∂y
∂z∗
∂z
∂x∗
∂z
∂y∗
∂z
∂z∗

 dx
∗
dy∗
dz∗
 (2.21)
with
∂x∗
∂x
∂x∗
∂y
∂x∗
∂z
∂y∗
∂x
∂y∗
∂y
∂y∗
∂z
∂z∗
∂x
∂z∗
∂y
∂z∗
∂z
 =

∂x
∂x∗
∂x
∂y∗
∂x
∂z∗
∂y
∂x∗
∂y
∂y∗
∂y
∂z∗
∂z
∂x∗
∂z
∂y∗
∂z
∂z∗

−1
(2.22)
= J

∂y
∂y∗
∂z
∂z∗−
∂y
∂z∗
∂z
∂y∗
∂x
∂z∗
∂z
∂y∗−
∂x
∂y∗
∂z
∂x∗
∂x
∂y∗
∂y
∂z∗−
∂x
∂z∗
∂y
∂y∗
∂y
∂z∗
∂z
∂x∗−
∂y
∂x∗
∂z
∂z∗
∂x
∂x∗
∂z
∂z∗−
∂x
∂z∗
∂z
∂x∗
∂x
∂z∗
∂y
∂z∗−
∂x
∂x∗
∂y
∂z∗
∂y
∂x∗
∂z
∂y∗−
∂y
∂y∗
∂z
∂x∗
∂x
∂y∗
∂z
∂x∗−
∂x
∂x∗
∂z
∂y∗
∂x
∂x∗
∂y
∂y∗−
∂x
∂y∗
∂y
∂x∗
 .
So the partial derivatives of the transformed coordinates can be determined by differ-
entiating the expressions of the Cartesian coordinates. The Jacobian J , defined by
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J =
∂(x∗, y∗, z∗)
∂(x, y, z)
=
∣∣∣∣∣∣∣
∂x∗
∂x
∂x∗
∂y
∂x∗
∂z
∂y∗
∂x
∂y∗
∂y
∂y∗
∂z
∂z∗
∂x
∂z∗
∂y
∂z∗
∂z
∣∣∣∣∣∣∣ (2.23)
and
J = 1/J−1 = 1
/ ∂(x, y, z)
∂(x∗, y∗, z∗)
= 1
/∣∣∣∣∣∣∣
∂x
∂x∗
∂x
∂y∗
∂x
∂z∗
∂y
∂x∗
∂y
∂y∗
∂y
∂z∗
∂z
∂x∗
∂z
∂y∗
∂z
∂z∗
∣∣∣∣∣∣∣ , (2.24)
describes the metrics and can be determined if analytical expressions are available –
independent of the direction.
These transformations can be applied to the basic equations for fluid dynamics, like
the continuity equation or the NSE. For expressing temporal derivatives of transformed
coordinates, the transformed velocity vector Ui is introduced:
Ui =
1
J
(
uk
∂x∗i
∂xk
+
∂x∗i
∂t
)
. (2.25)
By the temporal derivative also accelerated mappings are considered. The continuity
equation becomes
∂Ui
∂x∗i
= 0 (2.26)
and the NSE
1
J
ρ
∂uj
∂t
+
∂
∂x∗i
(
ρUi uj + p
1
J
∂x∗i
∂xj
− τvisc,jk 1
J
∂x∗i
∂xk
)
= 0. (2.27)
These equations balance the Cartesian components of momentum regarded in the
transformed coordinate system. The variables uj , p and τvisc,jk are the same as before,
except they are now functions of the new coordinates (x∗, y∗, z∗, t) (Hara and Sullivan,
2015). Dividing by the Jacobian J hereby keeps the metrics constant. More details and
explanations can be found at Anderson et al. (2012).
2.2 Surface waves
This section gives a broad overview of the theory of water waves, explains the basic
equations and describes the main processes. For all following considerations homo-
geneity in y-direction is assumed, which only partly represents the real situation at open
waters. Nevertheless the theory of 2D-waves is not much different to three dimensional
waves and for more information it is referred to text books like Kinsman (1965), Phillips
(1977) or Massel (2013).
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2.2.1 Wave equations
The basic equation for a water wave is given by the Laplace equation:
∆φu =
∂2φu
∂x2
+
∂2φu
∂z2
= 0 (2.28)
It is derived by inserting the velocity potential (with ~u = ~∇φu) in the continuity equation
for incompressible fluids (equation 2.2). In order to solve this equation the boundary
conditions (BC) are necessary (Kundu et al., 2012). At the bottom (z = −h) the normal
velocity component vanishes, which defines the first BC written in form of the velocity
potential:
∂φu
∂z
∣∣∣
z=−h
= 0. (2.29)
At the free surface (z = η) the total derivative of the surface elevation η at location ~x
can be written as:
dη
dt
= w
∣∣
z=η
=
∂φu
∂z
∣∣∣
z=η
=
∂η
∂t
+ ~u
(
∂η
∂x
)
=
∂η
∂t
+
∂φu
∂x
∂η
∂x
∣∣∣
z=η
(2.30)
On a dynamically free surface the pressure can only differ by the surface tension γ.
The pressure at the surface can be written as p = p0 − γ ∂2η/∂x2. With Bernoulli’s
equation (2.11) where the constant and p0/ρ is integrated in φu it is:
∂φu
∂t
+
1
2
ρw
(
~∇φu
)2
+ g η − γ
ρw
∂2η
∂x2
= 0 (2.31)
Neglecting the quadratic term this leads to the dynamical BC:
∂φu
∂t
= −g η + γ
ρw
∂2η
∂x2
(2.32)
2.2.2 Linear waves
First the surface elevation is assumed to be small, so there the BC (equation 2.30)
becomes to ∂φu/∂z|z=η ≈ ∂η/∂t. Together with the BC at the bottom (2.29) and the
dynamical BC (2.32) the Laplace equation (2.28) can be solved for a sinusoidal water
elevation and velocity functions:
η(x, t) = a cos(kx− ω(k)t) (2.33)
φu(x, z, t) =
aω(k)
k
cosh(k(z + h))
sinh(kh)
sin(kx− ω(k)t) (2.34)
u(x, z, t) = aω(k)
cosh(k(z + h))
sinh(kH)
cos(kx− ω(k)t) (2.35)
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Figure 2.1: Dispersion relation for surface waves in clean water with γ = 0.073 N/m. While the dashed
line represents deep water (h λ), the solid line shows the relation at water height h = 90 cm. The
minimum phase speed cmin is 23.1 cm/s at a wave length of λ = 1.71 cm.
w(x, z, t) = aω(k)
sinh(k(z + h))
sinh(kH)
sin(kx− ω(k)t) (2.36)
Inserted in the dynamical BC (equation 2.32) the phase frequency ω(k) and thereby the
dispersion relation is found to:
c(k) =
ω(k)
k
=
√(
g
k
+
γk
ρw
)
tanh (kh). (2.37)
In figure 2.1 the phase velocity c is plotted against the wavelength λ for a finite depth
of h = 90 cm and deep water (h→ inf). At a wavelength of λ = 1.71 cm a minimum
of 23.1 cm/s is reached. To the left the waves are called capillary, where surface tension
is the main restoring force. To the right gravity dominates giving the name gravity
waves. Until a certain point c is growing proportional to λ1/2, than the influence of the
water depth h becomes significant and c approximates a constant value of
√
gh.
2.2.3 Finite amplitude waves
So far the quadratic term in the dynamical BC has been neglected, which has in
consequence, that the following linear equations show waves propagating unchanged
in form. For finite amplitude waves in a dispersive medium this terms yields small
changes, which end in different Fourier components propagating at different speeds
(compare Kinsman, 1965; Kundu et al., 2012).
Stokes’ waves
Stokes (1849) showed an approximation of possible forms of finite amplitude grav-
ity waves in deep water, where the nonlinear steepening cancels out the dispersive
12
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Figure 2.2: Illustration of the surface form of a stokes wave - an approximation of a finite amplitude
deep water gravity wave. The black line shows the surface elevation of the first three terms with an
amplitude of a = 0.06λ. By the dashed line the linear wave with the same amplitude is drawn.
steepening and so the wave form keeps constant.
This wave is called the Stokes’ wave and follows the equation:
η(x, t) = a cos(k(x− c t)) +
1
2
k a2 cos(2k(x− c t)) + 3
8
k2 a3 cos(3k(x− c t)) + ... (2.38)
with the speed of propagation
c(k) =
√
g
k
(1 + k2a2 + ... ) . (2.39)
The form changes from a sinusoidal to steeper wave crests and flatter wave troughs,
which is illustrated in figure 2.2. As a results the orbits of a fluid parcel are no longer
closed circles, so averaging in time yields a slight forward creep in the direction of
propagation. This mean velocity is called the Stokes drift uL and depends exponentially
on depth. For deep water gravity waves it is
uL = a
2 ωke2 k z. (2.40)
Crapper’s waves
For the regime of short wavelengths, where surface tension is the dominant restoring
force, Crapper (1957) found an exact solution for progressive capillary waves. Here
points at the surface are described by the x- and z-position, which depend on the wave
phase φ:
x(φ) =
1
k
(
φ
k
− 4A sin(φ)
1 + A2 + 2A cos(φ
)
z(φ) =
4
k
(
1− 1 + A cos(φ)
1 + A2 + 2A cos(φ
)
(2.41)
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Figure 2.3: Illustration of the surface form of a Crapper’s wave - an exact solution of a finite amplitude
capillary wave. The black line shows the surface elevation with an amplitude of a = 0.15λ. By the
dashed line the linear wave with the same amplitude is drawn.
and
A =
2
k a
(√
1 +
k2a2
4
− 1
)
. (2.42)
The dispersion relation is:
c(k) =
√
γ k
ρw
(
1 +
k2 a2
4
)−1
4
. (2.43)
The amplitude a is defined as half the distance of the crests to the troughs. The
surface form, which is illustrated for a = 1.5λ in figure 2.3, shows the opposite
of Stokes’ gravity waves: flatten crests and steeper troughs. This solution holds for
amplitudes up to a < 0.365λ, where the surface comes in contact with itself.
2.2.4 Statistical properties of wave fields
Only in rare cases a wavy water surface can be described by a single wave with a certain
amplitude and frequency. Usually a superposition of many different wave modes with
different amplitudes is present. Only with statistical considerations the complete wave
field can be captured. In the following, some statistical descriptions and parameters for
complex wave fields are presented.
Energy spectra
The total wave energy can be split in a potential and a kinetic part. The mean potential
energy density Epot of a gravity wave is described by the temporal or spacial averaged
integration of the gravity force acting on the water column from zero water level to the
water elevation η
Epot = Egrav =
∫ η
0
ρw g z dz =
1
2
ρw g η2. (2.44)
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For capillary waves an influence by surface tension has to be taken into account:
Epot = Egrav + Esurf =
1
2
ρw g η2 − γ
2 ρw
η ∂
2η
∂x2
. (2.45)
To get the mean kinetic energy an integration of the wave motion can be done:
Ekin =
∫ η
−H
1
2
ρw u2 dz. (2.46)
Since the water wave is a harmonic system, in spatial or temporal mean the kinetic and
potetntial energy are equal. So the total energy yields to
Etotal = Ekin + Epot = 2Epot = ρw g η2 − γ
ρw
η ∂
2η
∂x2
(2.47)
In fact the wave field always exists of a combination of several waves with different
wavelengths containing different amounts of energy. With knowledge of the surface
elevation η(x, y, t) the energy distribution can be calculated by use of spectral analysis
(Phillips, 1977). The surface can be entirely expressed in Fourier space by
η(x, y, t) =
1
(2pi)3
∫∫∫
ηˆ(kx, ky, ω)e
i(kxx+kyy−ωt) dkx dky dt, (2.48)
which means, that the energy spectra can be expressed by the squared Fourier modes,
respectively. It is distinguished between different forms of reduced spectra, where partly
integration over the variables k or ω has been conducted. The wavenumber (power
density) spectrum is given by:
Ψ(kx, ky) = |ηˆ(kx, ky)|2 with E = ρw
∫∫
Ψ(kx, ky)dkxdky (2.49)
and the frequency (power density) spectrum by:
Φ′(ω) = |ηˆ(ω)|2. (2.50)
Because ω is often defined positive and Φ′(ω) is symmetric in a stationary wave field, it
is:
Φ(ω) =
{
2 · Φ′(ω) for ω ≥ 0
0 for ω < 0
with E = ρw
∫
Φ(ω)dω. (2.51)
Momentum
The momentum M of a single wave can be expressed by the energy divided by the
phase speed: M = E
c
. Therefore the total momentum of a wave field can be written
as the integral over the energy density spectrum divided by the speed of propagation
c = ω(k)/k:
~M = ρw
∫∫ ~k
ω(k)
Ψ(kx, ky) dkxdky. (2.52)
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Wave height
While the energy spectrum gives detailed information about the distribution over all
wavelengths, in many cases only the height of waves – meaning the distance from peak
to peak – is of interest. While one single wave has a wave height doubled the amplitude,
for wave fields with spread amplitude spectra only averaged values can be defined.
The literature provides a large number of different definitions and notations, which is
summarized by Holthuijsen (2007) and Massel (2013).
One common definition is the significant wave height, which represents the mean
wave height of the highest third. For wind waves close to wind-wave equilibrium this
can be expressed as four times the root-mean-square wave elevation (arms):
Hs = 4
√
η2 = 4 arms. (2.53)
It’s important to note the fact, that expression 2.53 holds only for wave fields with
amplitude distributions close to the Rayleigh distribution (Caulliez, 2013). For other
distributions the wave height must be calculated by measuring the height of each
individual wave and taking the average. A single stokes wave with constant amplitude
for example leads to Hs ≈ 2.8 arms, where no difference between the highest third and
the mean wave height is present.
So in many situations the mean wave height of all waves, also called the dominant
wave height Hd, could be a more meaningful parameter to describe and compare wave
fields. In case of wind waves near equilibrium it is Hd ≈ 2.5 arms (Massel, 2013). For a
single stokes wave it is Hd ≈ 2.8 arms.
Wave steepness
In order to describe the wave height in relation to the wave length λ often the wave
steepness  is used as parameter, which is classically written as:
 = ak =
a 2pi
λ
=
piH
λ
=
piH
cT
. (2.54)
Here k is the wave number, H is the distance from peak to peak, T is the wave period
and c is the phase velocity.
Such a wave steepness also can be calculated for wave spectra, where  has to be
averaged. The average over all waves is called the dominant wave steepness d = 
in the context of this work. Similar to the significant wave height, also the significant
wave steepness s is a commonly used parameter describing the steepness of the highest
third. For waves close to equilibrium it can be estimated directly from the frequency
spectrum Sηt of the temporal derivative of the water elevation ηt = ∂η/∂t:
s =
2
cp
√∫
Sηt(f) df. (2.55)
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By this definition also phase coupling between the dominant wave and frequency
modulations close to the spectral peak (Caulliez et al., 2008) is regarded. The integration
or summation is conducted around the peak from 0.5 to 1.5 fpeak.
Mean square slope
In situations, where the small scale roughness of the surface is important, as it is for
gas exchange, the significant wave height is not sensible enough. Here only the large
surface elevations contribute and it can not be differentiated between a big smooth
single wave and rough wind wave with lots of small ripples. In this case the mean
square slope (mss) can be used as a parameter indicating the roughness of the surface.
2.2.5 Wave breaking
If the energy density rises, a wave becomes steeper and steeper until a certain point is
reached, where the fluid parcels near the crest are unable to follow the wave motion.
Then the surface form looses its stability and the wave starts breaking. The processes
connected with wave breaking are strongly nonlinear and many different situations
have to be considered. A summary of this still actual research field can be found
in Massel (2013). The criteria for predicting wave breaking can be classified into
three categories: „(1) geometric criteria based on local wave shape and global wave
steepness; (2) kinematic criteria based on particle and phase velocities; and (3) dynamic
criteria based on acceleration at the crest, momentum and energy growth rate and higher
harmonic energy evolution.” (Wu and Nepf, 2002)
In the 19th century already, Stokes (1849) supposed a maximum angle between
both sides of a crest of 120◦ for stable gravity waves, which could be established with
calculations by Michell (1893). He showed, that the maximum amplitude of a stokes
wave is 0.07 times the wavelength λ, which is usually expressed by the wave steepness
ak. During the last decades a big number of threshold values determined by laboratory
and field measurements appeared in the literature, all in the same range as the value
given by Michell (1893).
Kinematic criteria are dealing with the fluid velocity |~u| in direction of propagation,
which must be equal or higher than the phase velocity c. In this case the wave overtakes
itself and starts breaking. By this approach the effect of shear influencing the breaking
becomes more obvious. Shear currents near the surface are increasing the particle
velocity, which reduces the threshold of breaking especially for small waves and high
shear stresses (e.g. Banner and Song, 2002; Phillips, 1985; Song and Banner, 2002).
As an example for a dynamical criterion the downward acceleration of a fluid parcel
should become bigger than the restoring force, which equals g for gravity waves. For
Stokes waves of second order this leads to a maximum amplitude of a ≥ 0.07λ or a
maximum wave steepness of (ak)max ≈ 0.44 coinciding with Michell (1893). At the
ocean or in big laboratory wave tanks mostly waves of different wavelengths are present,
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where the small waves are riding on top of the big ones. Thereby the real accelerations
of the fluid parcels could differ from its single modes, which affects the breaking and
leading to phase dependent breaking.
For capillary waves the different regime of restoring forces also changes the breaking
characteristics, which is subject of actual studies (see Peirson et al., 2014).
2.2.6 Wind waves and growth rates
From an intuitive point of view the connection between wind and waves is rather clear:
the higher the wind speed the bigger the waves, because wind pushes the waves. But
looking closer to the dependency of this wind induced wave growth and trying to
understand the physical processes becomes very complex. In the middle of the last
century Phillips (1957) and Miles (1957) came out with two different and independent
works building the base for the following research. In respective publications like
Kinsman (1965), Phillips (1977) and Massel (2013) the achievements of the last century
in this field is summarized. Without going into detail only some main concepts and
dependencies are shown in the following subsection.
Regarding the process of wave growing due to wind first small waves are produced.
By nonlinear wave wave interaction and due to wave breaking energy this transformed
to bigger waves ending in an equilibrium wave spectrum, where all the input energy
is dissipated. This spectrum strongly depends on wind speed, on water depth and the
presence of surfactants.
Energy transport equation
The wind is putting energy and momentum in form of pressure forces and shear stress
through the water surface, which partly ends up in energy and momentum input to
waves. At the same time waves are dissipating energy by viscosity and wave breaking.
Additionally, energy and momentum is transferred by nonlinear interaction processes
between waves with different wavelengths. This context can be expressed by the energy
momentum equation (Jones and Toba, 2001):
dΨ
dt
=
∂Ψ
∂t
+ (~u+ ~cgr) · ~∇Ψ = sin + snl − sdiss. (2.56)
The total change of the spectral wave energy Ψ (equation 2.49) is expressed by the
time derivative and transport term, where ~u is the current velocity and cgr is the group
velocity. On the right side we have the energy input source function sin, the nonlinear
interaction source function snl and the dissipation source function sdiss. In integrated
form the dissipation term vanishes and Sin and Sdiss are also spectral integrated:
dE
dt
=
∂E
∂t
+ (~u+ ~cgr) · ~∇E = Sin − Sdiss. (2.57)
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The energy fluxes between wind and waves (equation 2.56) and the resulting growth
rate βwave, which often is written in a dimensionless spectral form
βwave =
1
ωΦ(ω)
∂Φ
∂t
, (2.58)
is subject of several studies like Donelan et al. (2006) and Melville and Fedorov (2015),
where a big number of parametrizations came out (Bole and Hsu, 1969; Peirson and
Garcia, 2008; Reutov and Troitskaya, 1995; Shemdin and Hsu, 1967; Troitskaya and
Rybushkina, 2008).
Momentum transport equation
Similar to the energy balance an equation for the wave momentum ~M (equation 2.52)
could be set to
d ~M
dt
=
∂ ~M
∂t
+ (~u+ ~cgr) ·
(
~∇ ~M
)
= τin − τdiss. (2.59)
Here τin is the total momentum input to wave motion and τdiss is the momentum transfer
from waves to the mean current due to friction and wave breaking. How τin is connected
to the stress situation at the surface is topic of actual research (Peirson and Garcia, 2008;
Grare et al., 2013) – the total wind induced stress contributes also to mean currents.
Wave age
Intuitively the momentum and energy input functions depend on the difference of wind
speed to phase speed of the waves. If the wave moves with the same speed as the wind,
all pressure forces shrink towards zero. In cases of old waves on the ocean, which
generated long before and where the wind has been calmed down the phase velocity can
exceed the wind speed. Then the wind input function becomes negative and the wave
is damped by the air flow. To describe this connection the dimensionless parameter
wave age is introduced, which is the fraction of this two velocities cp/u. As the wind
speed u is height dependent, many different notations of the wave age are present in the
community. Using the reference wind speed u10 at 10 m height or the air sided friction
velocity u∗,a are common. While a low value indicates a young wave, high values
indicate old waves, which had enough time to grow close to equilibrium. After Sullivan
and McWilliams (2010) at a wave age of cp/u10 ≈ 1.2 or cp/u∗,a ≈ 30 the energy
input equals the dissipation and the equilibrium is reached. In this context it should be
pointed out, that for shallow water waves – this is the case for bigger waves in wind
wave facilities with finite depths – the wave age for equilibrium is much lower than on
the ocean, especially for higher wind speeds. Here the phase speed has a maximum
(compare to figure 2.1) and no long waves are generated.
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2.3 Air-sided vertical momentum transport above the
water surface
Flux of momentum in a fluid can be realized by two processes: At the one hand
momentum can be transported by advection – the inflow to an infinitesimal fluid parcel
has a different momentum than the outflow. At the other hand forces can also contribute,
which are mostly defined as stresses using stress tensors τij . As a common way the
advective transport, especially turbulent transport, is also written as such a stress tensor
(compare section 2.1.4) and the different contributions can be included to one τij .
Regarding the mean air-sided vertical momentum transport above the water surface
only one component of this stress tensor is of interest, τxz describes the horizontal stress
acting vertically. The flux of horizontal momentum in z-direction jm,xz then equals the
negative stress component:
jm,xz = −τxz. (2.60)
The opposite sign comes from the notation of τ , which is defined as the stress acting on
a surface with fi = τjinj , where ~n is the surface normal.1
Regarding the momentum transport above the water surface it is suitable to charac-
terize this shear stress τxz by a quantity with the dimension of a velocity. This velocity
u∗ is called the friction velocity and it is (Roedel and Wagner, 2017):
|τxz| = ρu2∗ or u∗ =
√
|τxz|/ρ. (2.61)
As the fluids densities above and below the water surface differ two different friction
velocities exist, u∗,a in air and u∗,w in water, respectively. They can be transformed by
the factor
√
ρa/ρw.
2.3.1 Flat surface
We start with the most simple case, a flat surface without waves. This is a well known
regime described by the law of the wall and plays a big role also in other fields with no
connection to ocean dynamics. Above a certain height the Reynolds number exceeds the
critical value and the flow becomes fully turbulent. To analyze the momentum transport
we consider the NSE in its averaged form after applying the Reynolds decomposition
(equation 2.13). We assume stationary mean flow in time and in horizontal direction
and no mean vertical flow (uz = 0), which is caused by a constant sea level. Then
inside the constant flux layer the equation reduces to
0 =
∂
∂z
(
−ρa u′xu′z︸ ︷︷ ︸
τturb,xz
+µa
∂ux
∂z︸ ︷︷ ︸
τvisc,xz
)
, (2.62)
1The literature provides different notations of τ with opposite signs, here the notation common in fluid
mechanics is used, see Kundu et al. (2012).
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Figure 2.4: Law of the wall in dimensionless form. The dashed line shows the linear velocity behavior
(equation 2.63) valid for the viscous sublayer z+ < 5. Dotted the logarithmic velocity profile
(equation 2.64) is drawn, valid for the logarithmic layer giving good results for z+ > 30. The
buffered layer between is well described by the experimental found equation (2.66), which describes
the complete profile from viscous to fully turbulent regimes. Above the logarithmic layer the wake
part begins, where the flux of momentum decreases and the velocity profile can be approximated by a
quadratic function.
where only the z-derivative of the turbulent and viscous stress terms (τturb,xz and τvisc,xz)
remains. Here the total shear τxz = τturb,zx + τvisc,zx is constant in height. Inside the
viscous boundary layer all fluctuations are dissipated directly and τ consists only of the
viscous part. Solving this equation yields a linear function in z or z+ (dimensionless
height with z+ = z u∗,a/νa):
u+(z+) = z+ or ux(z)− usurf = u∗,a
2
νa
z, (2.63)
where usurf is the surface velocity and νa is the kinematic viscosity of air. Here
u+ = (ux − usurf)/u∗ is the dimensionless velocity. Far above the viscous sublayer
the effect of molecular viscosity can be neglected and by using the turbulent viscosity
with the mixing length model (Prandtl, 1957) the logarithmic velocity profile can be
deduced:
u+(z+) =
1
κ
ln
(
z+
0.11
)
or ux(z) =
u∗,a
κ
ln
(
z
zsmooth0
)
. (2.64)
κ is the van Karman constant, which has been experimentally determined to 0.41
(Schlichting and Gersten, 2006). The integration constant z0 represents the roughness
length. For an aerodynamically smooth surface experiments show the dependency
(Fairall et al., 2003):
zsmooth0 = 0.11
νa
u∗,a
. (2.65)
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Bridging these two regimes, the viscous sublayer (equation 2.63) and the logarithmic
layer (equation 2.64), Spalding (1961) experimentrally found an equation describing
the complete velocity profile. It is given in implicit form:
z+ = u+ + 0.11
(
eκu
+ − 1− κu+ − 1
2
(κu+)2 − 1
6
(κu+)3 − 1
24
(κu+)4
)
. (2.66)
In figure 2.4 these equations are showed. Actual measurements confirm these
equations like Buckley and Veron (2016), who measured the air flow above a flat water
surface.
In the outer part of the turbulent layer the flow changes to free flow, where the
magnitude of the total stress is decreasing. This leads to the so called wake part of the
velocity profile, which varies from the logarithmic law and depends on the Reynolds
number. In figure 2.4 an examplary parametrization by a quadratic function is plotted,
where d represents the boundary layer thickniss and b is an experimental parameter.
Generally the wake part begins at larger distances to the boundary for larger Reynolds
numbers.
2.3.2 Wavy surface
If the air flow has a sufficient velocity, waves are developing influencing the flow, which
also influences the momentum transport. At the one hand the surface topology increases
the generation of turbulence, which ends up in an increased shear. At the other hand
a wave coherent momentum flux occurs, which can be pointed out by using a triple
decomposition of a quantity q. Beside the mean component q the fluctuating component
is further decomposed in the phase dependent q˜ and the real turbulent perturbation q′
(Anis and Moum, 1995; Buckley and Veron, 2016):
q = q + q˜ + q
′
(2.67)
with 〈q(x, y, z, t)〉t = q(x, y, z) (2.68)
and 〈q(x, y, z, t)〉t,φ=const. = q(x, y, z) + q˜(x, y, z, φ). (2.69)
Inserting this triple decomposition to the momentum equation (2.13) and taking a phase
dependent mean (denoted by 〈 〉 = 〈 〉t,φ=const.) it yields:
∂
∂xi
(
ρa(uiuj + uiu˜j + u˜iuj)︸ ︷︷ ︸
advection
)
= (2.70)
∂
∂xi
(
−ρau˜iu˜j︸ ︷︷ ︸
τ˜wave,ij
−ρa
〈
u
′
iu
′
j
〉
︸ ︷︷ ︸
τ˜turb,ij
−pδij︸ ︷︷ ︸
τ˜press,ij
+µa
∂
∂xi
(uj + u˜j)︸ ︷︷ ︸
τ˜visc,ij
)
.
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After averaging all phases (denoted by a line) the equation reduces to:
∂
∂xi
(
ρa uiuj︸ ︷︷ ︸
advection
)
=
∂
∂xi
(
−ρau˜iu˜j︸ ︷︷ ︸
τwave,ij
−ρau′iu′j︸ ︷︷ ︸
τ turb,ij
−pδij︸ ︷︷ ︸
τpress,ij
+µa
∂
∂xi
(uj)︸ ︷︷ ︸
τvisc,ij
)
. (2.71)
The notation of the phase averaged and global averaged shear stresses is τ˜ and τ ,
respectively. The global average can be determined by averaging τ˜ over all phases.
Regarding the vertical transfer of horizontal momentum and again assuming a
constant water level and stationary flow, the global averaged equation becomes:
0 =
∂
∂z
(
−ρau˜xu˜z︸ ︷︷ ︸
τwave,xz
−ρau′xu′z︸ ︷︷ ︸
τ turb,xz
+ µa
∂ux
∂z︸ ︷︷ ︸
τvisc,xz
)
. (2.72)
Compared with equation 2.62 an additional term occurs representing the wave
induced advection. It needs to be said, that this equation only holds above the uppermost
wave crest. Below, problems in taking the mean along a constant vertical height z occur
because of the presence of two different liquids. Here curvilinear coordinates can be
used, as it is described in the next section 2.3.3.
The total transfer of horizontal momentum in vertical direction τxz can be split into
three parts: the wave induced shear τwave,xz, the turbulent shear stress τturb,xz and the
viscous stress τvisc,xz (Veron et al., 2007).
τxz = τwave,xz + τturb,xz + τvisc,xz (2.73)
Logarithmic wind profile
At a certain height above the uppermost crest the wave induced shear and the viscous
shear converge to zero and only the turbulent part remains. Inside the WBL (compare
to figure 1.1), where the total vertical momentum transport is constant in height, a
logarithmic wind profile is formed.
ux(z) =
u∗,a
κ
ln
(
z
zrough0
)
. (2.74)
The equation equals the logarithmic profile of a smooth surface (2.64) with the only
difference, that the roughness length z0 is added by an additional term (Fairall et al.,
1996):
zrough0 = 0.11
νa
u∗,a
+ αch
u∗,a2
g
. (2.75)
This rough flow component was first introduced by Charnock (1955) who gave the
Charnock coefficient αch its name. During half of the last century a big number of
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Figure 2.5: Roughness length z0 (right) and drag coefficient Cd (left) against the reference wind speed
at 10 m height u10. With the dotted line the aerodynamical smooth case is plotted. Parametrizations
of wavy water are shown by the solid (Edson et al., 2013) and the dashed (Charnock, 1955) black line.
By crosses measurements at open ocean (Snyder et al., 1981; Janssen, 1997; Donelan et al., 2006) are
plotted and pluses are showing laboratory measurements (Caulliez et al., 2008; Buckley and Veron,
2016).
parametrizations of zrough0 or αch have been postulated for the wavy water surface (Jones
and Toba, 2001). Many depend on wave age u∗/cp (Kitaigarodskii and Volkov, 1965;
Hsu, 1974), some also depend on wave steepness or significant wave height (Jian et al.,
2011) and others only take the reference wind speed u10 into account (Edson et al.,
2013).
Drag coefficient
Another parameter describing the momentum transport over the wavy water surface is
given by the drag coefficient Cd. It is calculated by the relation of the shear stress τ and
the density times the reference wind speed u10 squared:
Cd =
τ
ρ u102
=
u∗,a2
u102
= κ2
(
ln
(
10
zrough0
))−2
. (2.76)
Cd can be expressed by the squared friction velocity divided by u102. The roughness
length zrough0 and Cd can be converted by z
rough
0 = 10 exp(−κ
√
Cd).
As for z0 a large convolution of measurements and parametrizations have been
published during the last decades, where one main topic was the dependency on the
wave state. A small selection is showed in figure 2.3.2, where z0 and Cd is plotted
against u10. While lines are representing parametrizations, single data points are
measurements. A large scattering as well for open ocean measurements (crosses) and
laboratory measurements (pluses) is demonstrating the complexity. Above u10 ≈ 4 m/s
z0 and Cd rise with increasing wind speed, which can be explained by the wave state
becoming more rough. Recent studies by Donelan (2018) show an upper limit for very
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high wind speeds above u10 ≈ 30 m/s, where the drag coefficient starts decreasing
again.
2.3.3 Considerations in curvilinear coordinates
At heights below the highest crests it is better to make momentum considerations along
layers, which have no intersects with the water surface (Benjamin, 1959). Such layers
following the surface geometry can be received by setting a constant value of the vertical
component z∗ in curvilinear coordinates. At z∗ = 0 this layer is representing the water
surface.
Mapping functions
For the mapping function a large number of transformations with different approaches
could be found in the literature. One option is to use conformal (or angle-preserving)
mapping. Such orthogonal curvilinear coordinates have been first applied on a single si-
nusoidal water elevation by Benjamin (1959). Al-Zanaidi and Hui (1984) supplemented
the transformation by using Stokes waves of second order. Further, the transformation
is able to follow a random surface without loosing orthogonality, if the complete Fourier
spectrum of the surface elevation is taken into account (Buckley and Veron, 2016;
Troitskaya and Rybushkina, 2008).
Using a conformal transformation, which has to modify the horizontal coordinate
yields to complex calculations. An easier approach has been already used for numerical
considerations by Chalikov (1978). The horizontal coordinates remain unchanged
and only the z-component is modified. By subtracting a term f(~x∗, t) depending on
the position in curvilinear coordinates this yields a system following the surface for
z∗ = 0 (e.g. Hara and Sullivan, 2015; Troitskaya et al., 2011). The only necessity is
f(~x∗, t)|z∗=0 = η(x, t) – for vanishing z∗ the function is describing the surface elevation.
The transformation is
x∗ = x
y∗ = y (2.77)
z∗ = z − f(~x∗, t)
and thereof the determinant of the Jacobian and the differentials become (see section
2.1.6)
J = 1
/∣∣∣∣∣∣∣
1 0 0
0 1 0
∂f
∂x
0 1+
∂f
∂z∗
∣∣∣∣∣∣∣ =
(
1 + ∂f
∂z∗
)−1
(2.78)
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
∂x∗
∂x
∂x∗
∂y
∂x∗
∂z
∂y∗
∂x
∂y∗
∂y
∂y∗
∂z
∂z∗
∂x
∂z∗
∂y
∂z∗
∂z
 = 1(
1 + ∂f
∂z∗
)

1 + ∂f
∂z∗ 0 0
0 1 + ∂f
∂z∗ 0
−∂f
∂x
0 1

=

1 0 0
0 1 0
− (1 + ∂f
∂z∗
)−1
∂f
∂x
0
(
1 + ∂f
∂z∗
)−1
 (2.79)
In this work two functions f are applied. Once a simple shift of the vertical coordinate
by the surface elevation is conducted by setting f equal η(x, t). Than an exponential
declining shift is realized by multiplying an exponential term on each mode in Fourier
space, respectively. Thereby all waves are considered according to their wave length.
Long gravity waves are declining more slowly than short ripples. How strong they are
declining can be controlled by the parameter σd. The two functions are defined by:
simple shift: f(x, t) = η(x, t) (2.80)
declining shift: f(x, z∗, t) =
∑
n
an cos(knx− φn) e−σdknz∗ (2.81)
From a fluid mechanical view the simple shift coordinate transformation is not suffi-
cient, because the wind is not effected by the waves at higher layers. The transformed
coordinates also should approach the fixed Cartesian coordinates with growing distance
to the water surface, which is fulfilled by the declining shift.
Figure 2.3.3 shows a demonstration of the simple shifted (equation 2.80) and the
exponential declining (equation 2.81) transformation with two different parameters.
The difference is clearly visible. While the lines of constant z∗ for the simple shifted
case (red dots) keep the shape of the water surface, the transformed vertical coordi-
nates of declining transformations follow the surface near the water and converge the
Cartesian coordinates for larger heights. Even at a distance to the water surface of half
a wavelength, the deviation becomes negligible for σd = 1. For the lower value of
σd = 0.5 the declining is more slowly.
Averaged momentum equation
Similar to the consideration in the upper section the triple decomposition (equation
2.67) can be applied on all quantities of the NSE written in transformed coordinates in
general form (equation 2.27). First, the phase dependent mean is taken:
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Figure 2.6: Demonstration of curvilinear coordinates above a water wave. The black line and the gray
area below show the surface of a simulated wave. Lines of constant z∗ are plotted above. With red
dots the simple shifted coordinates are visualized. The blue lines show constant z∗ for the declining
shift transformation.
∂
∂x∗i
(
ρa(U iuj + U iu˜j + U˜iuj)︸ ︷︷ ︸
advection
)
= (2.82)
∂
∂x∗i
(
−ρaU˜iu˜j︸ ︷︷ ︸
τ˜wave,ji∗
−ρa
〈
U
′
iu
′
j
〉
︸ ︷︷ ︸
τ˜turb,ji∗
−
〈
1
J
p
∂x∗i
∂xj
〉
︸ ︷︷ ︸
τ˜pres,ji∗
+
〈
1
J
τvisc,jk
∂x∗i
∂xk
〉
︸ ︷︷ ︸
τ˜visc,ji∗
)
.
Global averaging yields:
∂
∂x∗i
(
ρaU iuj︸ ︷︷ ︸
advection
)
= (2.83)
∂
∂x∗i
(
−ρaU˜iu˜j︸ ︷︷ ︸
τwave,ji∗
−ρa, U ′iu′j︸ ︷︷ ︸
τ turb,ji∗
− 1
J
p
∂x∗i
∂xj︸ ︷︷ ︸
τpres,ji∗
+
1
J
τvisc,jk
∂x∗i
∂xk︸ ︷︷ ︸
τvisc,ji∗
)
.
Due to the mean, wave dependent and turbulent parts U i, U˜i and U
′
i of the transformed
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velocity vector Ui and due to the partial derivatives of the mapped coordinates the
equations differ from their form in Cartesian coordinates (equation 2.70 and 2.71). Now
all terms between the clamps are expressing the transport of j-momentum across a unit
area with constant x∗i , phase dependent or averaged, respectively.
Partitioning of momentum transfer
The mean transport of horizontal momentum across a layer with constant z∗ if of interest,
so only the terms of ∂
∂z∗ ( ). The phase dependent mean is:
∂
∂z∗
(
ρa(U zux + U zu˜x + U˜zux)︸ ︷︷ ︸
advection
)
= ∂
∂z∗
(
−ρaU˜zu˜x︸ ︷︷ ︸
τ˜wave,xz∗
−
〈
1
J
p
∂z∗
∂x
〉
︸ ︷︷ ︸
τ˜pres,xz∗
(2.84)
−ρa
〈
U
′
zu
′
x
〉
︸ ︷︷ ︸
τ˜turb,xz∗
+
〈
1
J
τvisc,xx
∂z∗
∂x
〉
+
〈
1
J
τvisc,xz
∂z∗
∂z
〉
︸ ︷︷ ︸
τ˜visc,xz∗
)
and the total mean is:
0 =
∂
∂z∗
(
−ρaU˜zu˜x︸ ︷︷ ︸
τwave,xz∗
− 1
J
p
∂z∗
∂x︸ ︷︷ ︸
τpres,xz∗
−ρaU ′zu′x︸ ︷︷ ︸
τ turb,xz∗
+
1
J
τvisc,xx
∂z∗
∂x
+
1
J
τvisc,xz
∂z∗
∂z︸ ︷︷ ︸
τvisc,xz∗
)
.
(2.85)
Thereby follows, that as well the phase dependent as the total transport consist of four
parts. Compared to the equation in Cartesian coordinates an additional term containing
the pressure occurs. This pressure is defined as a field and consists not only at the water
surface. Moreover, the viscous shear stress has to be supplemented by a projection of
τvisc,xx. All advection terms in the phase dependent equation (2.85) do not contribute to
the total momentum transport and therefore don’t have to be regarded.
The total shear τxz∗ through a wave following plane, which also can be expressed by
the density times the friction velocity u∗,a squared, is
τxz∗ = τpres,xz∗ + τwave,xz∗︸ ︷︷ ︸
τform,xz∗
+τturb,xz∗ + τvisc,xz∗ = ρa u
2
∗,a. (2.86)
The sum of the two wave-induced terms τwave,xz∗ and τpres,xz∗ is named the wave
induced stress (see Hara and Sullivan, 2015) or the form drag τform,xz∗ (compare to
Jones and Toba, 2001). As these parts of shear stress are functions of the transformed
coordinate z∗ the dependency on this in particular is important and might differ for
various wind-wave conditions. Generally near the surface, turbulence shrinks against
zero and the momentum transport is carried only by τform,xz∗ and τvisc,xz∗ . Far away
from the surface the regime can be assumed as fully turbulent and all influences by
waves can be neglected. Here the total shear stress is dominated by τform,xz∗ .
28
2.3 Air-sided vertical momentum transport above the water surface
Applying the coordinate transformation of equation (2.77) the pressure and the
viscous term can be written as:
τpres,xz∗ =
(
1 + ∂f
∂z∗
)
p
(
1 + ∂f
∂z∗
)−1
∂f
∂x
= p ∂f
∂x
(2.87)
τvisc,xz∗ = −
(
1 + ∂f
∂z∗
)
τvisc,xx
(
1 + ∂f
∂z∗
)−1
∂f
∂x
+(
1 + ∂f
∂z∗
)
τvisc,xz
(
1 + ∂f
∂z∗
)−1
= τvisc,xz − τvisc,xx ∂f∂x (2.88)
So both depend on the incline of the layer of constant z∗ expressed by the derivative of f .
For the calculation of the two other terms the transformed velocity vector perpendicular
to the layer of constant z∗ has to be determined:
Uz = −
(
1 + ∂f
∂z∗
)
ux
(
1 + ∂f
∂z∗
)−1
∂f
∂x
+(
1 + ∂f
∂z∗
)
uz
(
1 + ∂f
∂z∗
)−1 − (1 + ∂f
∂z∗
) (
1 + ∂f
∂z∗
)−1
∂f
∂t
= uz − ux ∂f∂x − ∂f∂t . (2.89)
On this the triple decomposition of equation (2.67) giving Uz, U˜z and U
′
z can be
applied whereby the turbulent and wave coherent advective momentum transport can be
determined.
Condition at the surface
For wave dynamics only the limiting case at the water surface is of interest, because
here all the momentum and energy is transferred from air to water. Using curvilinear
coordinates with only modifying the vertical component (equation 2.77) at the surface
the shift function f has to equal the surface elevation η. Due to the no slip condition at
the boundary the horizontal velocity component ux is equal to the horizontal surface
velocity usurf . The vertical component of the velocity can be expressed by the temporal
derivative of the water elevation (uz = ∂η/∂t). Applying these boundary conditions to
Uz (equation 2.89) it can be simplified as
Uz
∣∣
surf
= uz − ux ∂η∂x − ∂η∂t = −usurf ∂η∂x (2.90)
and inserting into the NSE (in this case no triple decomposition is used) it yields
τ surf = −ρ usurf 2 ∂η∂x + p ∂η∂x + τvisc,xz∗ . (2.91)
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3 Measurement techniques
3.1 Velocity measurements in air
For velocity measurements a wide choice of techniques is available. Small probes like
Pitot tubes or hot-wire anemometers measure fluids properties like pressure or heat
transport and by this, the flow velocity can be determined indirectly. Other methods like
rotating cup anemometers are able to measure the mechanical influence of the flow on
the instrument directly. A large group of measurement techniques, are optical methods
using small particles in the air acting as tracers.
While the latter method is described in the next section 3.2, in the following the
most common instrument, the Pitot tube is briefly sketched. Even if particle imaging
techniques represent the dominant method in this study, the reference wind speed during
all experiments were logged by a Pitot tube.
Pitot tube
Pitot tubes are measuring the pressure difference between the stagnation pressure at a
small tube directed into the flow and the static pressure. From this dynamic pressure
the flow velocity can be determined by using the Bernoulli equation (2.11) (see Durst,
2006).
L-shaped Pitot tubes are often used, which have an opening at the top and on the
sides. Connected independently to a differential pressure transducer the dynamical
pressure is measured. Due to the construction only a weak dependency on the flow
direction is present. Dependent on the length of the tubes, connecting the holes with
the differential pressure transducer, the response time of the measurements is rather
long. In most cases no turbulent fluctuations can be resolved and so this instrument is
approved for measuring average wind velocity with no changes in direction.
As a robust and not expensive measurement technique they are installed in many
wind-wave facilities, often placed at a reference position for controlling the magnitude
of the wind speed. Also mean wind profiles are measured by Pitot tubes mounting them
on translation bars. A big disadvantage is the restricted usability in the presence of
waves – if the holes come in contact with water no measurements are possible anymore.
3.2 Particle imaging techniques
The basic principle of all particle imaging techniques is simple: the fluid is seeded with
small particles, which follow the flow and represent the fluids velocity. These particles
are illuminated to make them visible and their movement is observed with a camera,
whereby the fluids velocity is determined. Since many particles can fit into one image,
flow fields can be retrieved.
3 Measurement techniques
During the last decades a large number of methods has been developed, which make
use of particle imaging to investigate flows. In general they can be grouped into three
categories according to the seeding density (Adrian, 1991). Low particle densities
(first group) allow tracking single particles, which is commonly called particle tracking
velocimetry (PTV). This can be realized in different ways, by multiple single frames or
multiple illumination pulses in single frames, by long illuminations in single frames
leading to particle streaks (also called particle streak velocimetry – PSV) and many
more including modifications and combinations. The second group is represented by
all particle imaging velocimetry methods (PIV) with medium seeding densities. The
particles are separated in the image, but too close for distinct tracking. Looking at
small image regions (interrogation windows) the velocity is retrieved by statistically
considering many particles. If the seeding is so dense, that no single particles can
be resolved, laser speckle velocimetry (LSV) can be applied. By analyzing random
interference patterns (speckles) the fluid velocity is determined.
In the following a short description of the measurement techniques used in this
work are given. The criteria for good seeding materials are outlined in section 3.2.1.
Section 3.2.2 briefly describes statistical PIV, which was used by Alexander Kandaurov
for measuring the air-flow simultaneously with the PSV-measurements. The basics of
PSV are given in section 3.2.3, where also the modified method used for the current
measurements is detailed.
For a review on particle imaging techniques and their historical evolution it is referred
to textbooks like Raffel et al. (2007) and Adrian and Westerweel (2011).
3.2.1 Tracking characteristics of particles
Fluid mechanical properties
It is clear, that the seeding particles in air must be very small to follow the air flow.
Since the air velocity is determined indirectly by the particles’ velocity, errors may
be produced, if the air- and particle’s velocity differ (Melling, 1997). One source for
such an error are gravitational forces. If the density of the fluid and the particles do not
match, which is usually the case for seeding in air, gravity leads to a downward velocity
of the particles. Assuming spherical particles in a viscous medium at low Reynolds
number, this velocity ug can be estimated using Stokes’ drag law – gravitational force
equals viscous friction:
ug = d
2
particle
ρparticle − ρa
18µa
g, (3.1)
where ρparticle and ρa are densities of the particle and air, respectively, µa is the dynamic
viscosity and g is the gravitational constant. Inserting typical values like ρparticle =
103 kg/m3 and dparticle < 10µm this leads to a downward velocity of ug < 0.05 cm/s,
which can be neglected regarding the air flow above waves with wind speeds in order of
m/s.
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101 Figure 3.1: Estimation of the Stokes number St =
τstokes/τkolmogorov for particles in dependency
on their size dparticles. The different lines rep-
resent different friction velocities u∗,a. The
Kolmogorov time scale τkolmogorov has been es-
timated for wall bounded shear flow inside the
transition layer from laminar to turbulent.
Similarly a particle response time τstokes (relaxation time) can be derived from Stokes’
Law. It represents the time constant of the particle acceleration, if there is a velocity lag
between the particle and the fluid (Raffel et al., 2007).
τstokes =
ρparticle
ρa
d2particle
18 νa
. (3.2)
In order that the particles can follow the flow and act as a tracer, τparticle has to be
significant smaller than the typical time scale of the flow structures. For turbulent flow,
these time scales can be described by the Kolmogorov microscala (Kundu et al., 2012,
p. 568):
τkolmogorov =
lkolmogorov
ukolmogorov
=
√
νa
turb
(3.3)
with the turbulent energy dissipation rate turb ≈ u′w′∂u/∂z.
In order to get the dimension of the maximum turbulent energy dissipation rate in
the air flow near the water surface we consider shear flow at a rigid wall. Using the
logarithmic law of the wall (section 2.3.1), in the transition region from viscous to
turbulent layer (z+ = z ν/u∗ ≈ 12) the largest values of turb are present:
turb = u′w′
∂u
∂z
= u2∗
u∗
κz
= u2∗
u2∗
κ z+ ν
, (3.4)
which leads to a minimum Kolmogorov time scale of:
τkolmogorov ≈
√
z+ κ ν2
u4∗
=
√
κ z+
ν
u2∗
≈ 2.2 ν
u2∗
. (3.5)
In figure 3.1 the Stokes number St = τstokes/τkolmogorov dependent on the particle
size dparticle is plotted for different values of the friction velocity. At St < 1 the particles
are resolving all the flow structures.
During all measurements performed in this study the friction velocities were below
1 m/s (see section 7.3) and the used particles are in the order of 1µm (see section 4.3),
thus St was about 0.1 in maximum.
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Light scattering properties
Since the particles are tracked by a camera, they have to scatter (or emit in case of
fluorescence particles) enough light to be visible. As described above, for air sided
measurements the particles must have sizes in the order of µm, which is mostly much
smaller than the camera resolution. This causes, that the brightness of a particle directly
scales with their diameter squared. The larger the diameter, the larger the effective area
and the brighter the particle.
The scattered light at spherical particles bigger than the wavelength of the light can
be described by Mie’s scattering theory. A detailed description of light scattering by
small particles, which depends on the observation angle, gives van de Hulst (1981).
Raffel et al. (2007) shows some polar distributions of the scattered light intensity, which
can differ in the order of magnitudes for different angles, especially for small particles
< 1µm. Bigger particles have more homogeneous scattering distributions, hence they
are more suitable as seeding for particle imaging.
In general a compromise has to be found: The particles must be small enough to
have suitable fluid mechanical properties and big enough to be visible.
3.2.2 Statistical PIV
Statistical PIV has become a standard measurement method in fluid dynamics. This
extents to flow measurements close to the water surface, in water (e.g. Peirson, 1997;
Siddiqui et al., 2001; Siddiqui and Loewen, 2010; Peirson et al., 2014), as well as in air
(e.g. Reul et al., 1999,Troitskaya et al., 2011,Buckley and Veron, 2016).
The PIV-records are divided in small subareas (interrogation areas or interrogation
windows) and for each the correlating subarea in the next illumination is tried to be
found. The displacement vector quantifies the mean velocity of the fluid inside this
small area, where many particles are considered leading to statistically fewer wrong
correlations. Modern high speed cameras allow very high frame rates, by what even
for high velocities two separate images can be correlated, which is done by applying
the cross-corrletaion (see appendix A.4.5). By iterative multigrid methods outliers
can be found (Scarano and Riethmuller, 1999; Westerweel and Scarano, 2005) and by
assuming an isotropic two-dimensional Gauss peak function of the correlation function
sub-pixel accuracy can be retrieved (Fincham and Spedding, 1997; Raffel et al., 2007;
Kähler et al., 2012.
Kandaurov et al. (2014) details the modified PIV-method used for the measurements
performed within in the scope of the experiments of this study. Transforming the images
by the use of the detected water elevation enables measurements closer to the water
surface.
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Figure 3.2: Top: illumination signal for PSV con-
sisting of a harmonic, where the 6th and the 7th
period are set to zero. Bottom: Example of
a streak image, representing a particle illumi-
nated by the upper signal and moving from left
to right during the exposure time, which is fitted
to the illumination signal.
3.2.3 Particle streak velocimetry (PSV)
While standard statistical PIV needs very high sampling rates, PSV makes the approach
of extracting all the information out of one single image. Already about thirty years ago
a large number of ideas appeared, how this could be realized (Adrian, 1991). The basic
idea is to extract the movement of a particle during one exposure of the camera from
the light trace seen in the image, which was already realized thirty years ago (Hesselink,
1988) for water flows. Using a constant illumination for example, the streak length
is directly connected to the particles velocity. For multiple single illumination pulses
single dots appear, whose distances are analysed. For all these methods low seeding
densities are needed, because the single streaks have to be separated.
PTV and PSV have been applied in many studies investigating the flow close the
air-water interface. Hering et al. (1997) and Hering et al. (1998) for example applied
a combined method at the water side, where even at relatively high seeding densities
Lagrangian flow fields were obtained. The problem of corresponding was solved by
extracting the orientation from the streaks (caused by long exposure times) and by using
this information for the tracking algorithm.
At the air side, where velocities are much higher, Eger (2012) made PSV measure-
ments in a small wind-wave facility. Here the streak length was determined directly
by innovative image processing, leading to velocity measurements very close to water
surface.
If the illumination is modulated in time, the particles seen by a camera generate
streaks, which are also modulated in brightness. This can be used to achieve more
precise measurements. Voss et al. (2012) for example used a harmonic intensity function
for PSV-measurements in water, whereby the Hilbert transform (A.4.3) leaded to
position dependent velocities along the streak.
in this study as illumination function a harmonic (shifted cosine) was used. The
illumination signal and an example of a resulting modulated streak image are shown
in figure 3.3. The signal consists of nine periods of a shifted negative cosine, where
the illumination was set to zero during the 6th and the 7th period, denoted as the gap
in figure 3.3. Thereby it could be made use of the advantages of the periodicity, like
frequency analysis by Fourier decomposition, without losing the information of the
flow direction. The streak image at the bottom in figure 3.3 represents the light trace
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Figure 3.3: Extracts of example images of PSV recorded at different wind speeds during the experiments
in Marseille 2016. High velocities lead to less bright streaks. This was compensated by larger gain
levels of the cameras, whereby also the noise level increased. Especially at 14 m/s wind speed no
measurements were able. At wind speeds ≤ 12 m/s the methods worked properly, even very close to
the water surface, which is represented by the white space. At short streaks (third image) the fine
structure of the harmonic is not resolved anymore, but the gap provides still structure leading to good
measurements.
of a particle moving from left to right during the exposure time, which was fitted to
the illumination signal. The frequency of the harmonic (PSV-frequency) and thereby
the length of such an illumination signal was chosen dependently on the wind velocity,
ranging from 6 kHz (1.5 ms) to 26 kHz (0.35 ms).
Figure 3.3 shows some examples of images recorded during the experiments in
Marseille 2016 (see chapter 4). The white spaces are the water surface, where a
fluorescent dye was added in order to enable the detection of the water surface (see
section 3.3.3). The different images are recorded at different wind speeds, where
different gain levels of the cameras where used. The faster the particles, the shorter the
time a particle crosses over a pixel and the less bright the streak. This was compensated
by increasing the cameras’ amplification (gain), which leads to higher noise level.
Especially, at 14 m/s wind speed the signal to noise ratio was so low, that no robust
measurements where possible. At lower wind speeds with better SNRs the particle
streaks are clearly visible and the evaluation worked properly.
The PSV-frequency was chosen in a way, that the free stream velocity could be
resolved, being the case, if the streak length at the images is smaller than the FOV.
Close to the surface the wind speed decreases, leading to very short streaks (compare
the third image in figure 3.3). Here another strength of the chosen illumination signal
becomes relevant. Due to the illumination gap, the streaks’ intensity is still structured,
even if the PSV-frequency itself cannot be resolved (compare the sampling theorem in
the appendix A.4.1). Thereby even these short streaks yield good measurements. A
detailed description of the evaluation method is given in section 5.1.
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3.3 Measuring waves
During the experiments in sum three methods for measuring wave properties were used.
While the laser slope gauge and the wave wires were operated by Guillemette Caulliez
and are only playing a minor part in this study, the height measurements by laser induced
fluorescence (LIF) provided all the wave data necessary for the investigation of the air
flow. In the following these three techniques are briefly introduced.
3.3.1 Laser slope gauge
If light passes the interface between water and air, dependent on the angle of incidence
refraction occurs, which is used to determine the inclination of the water surface. A
vertical laser beam coming from above is diverted by passing the water surface and ends
on an instrument, existing of a diffusion screen and a position sensing diode. By the use
of special big lenses (frensel lens) an optical telecentric setup can be realized, where
the total wave elevation does not influence the measurement (e.g. Lange et al., 1982).
During the experiments the laboratory-made slope measuring system based on this
method was used, which has been calibrated carefully. More details on the instrument
is given by Caulliez and Guérin (2012).
3.3.2 Wave wires
Wave wires represent a standard method for determining time series of the wave
elevation at a single point, in wind-wave facilities as well as at the open ocean. The
capacity of a wire, which is partly immersed to water, changes according to the water
height. By special electronic circuits this capacity can be measured in time and with
accurate calibrations a measurement of the water elevation is realized. The wave wires
used during the experiments were the same, as in other studies at the large IRPHE-
Luminy wind wave facility in Marseille, see Caulliez et al. (2008) and Caulliez (2013).
3.3.3 Height measurements by LIF
While wave wires measure the surface elevation only at one point, methods using LIF
can provide measurements along an extended line. The principle of the technique is
simple: a fluorescent dye is added to the transparent water, which absorbs the laser light
and directly emits light of lower energy. By spreading the laser beam to a sheet the
water shines along a line, which is observed by a camera. By image processing and
careful calibration the water elevation along this line can be determined.
During the last decades this method became standard for wind-wave experiments
(Caulliez, 2013; Schwarz, 2016; Buckley and Veron, 2017). The setup used in this study
is described in detail in section 4.2 and the evaluation process is briefly explained in
section 5.3.
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In this chapter the experiments and their realizations are outlined. After a short descrip-
tion of the wind-wave facility (section 4.1), where all experiments were performed,
the optical measurement setup is shown in section 4.2. The new method of seeding
generation is described in 4.3. For high spacial accuracy of the measurements the
cameras have been calibrated, which is treated in section 4.4. The last section 4.5 gives
some information on the experiments itself and their conditions.
4.1 Marseille wind-wave-tank
Figure 4.1: Sketch of the large IRPHE-Luminy wind wave facility in Marseille, France. Wind is blown
over a 40 m long water tank. The special design provides clean aerodynamical flow and a constant
flux air boundary layer forms above the water surface (Giovanangeli et al., 2006).
All measurements included in this study took place at the large IRPHE-Luminy wind
wave facility in Marseille, France. In a closed surrounding wind is blown over a water
tank, which causes the generation of waves travelling in wind direction along the facility.
In such laboratory conditions the physical processes at the interface between water and
air can be investigated, which strongly depend on the connection between wind and
waves.
Figure 4.1 shows a sketch of the laboratory and the large linear wind-wave facility.
The water tank is 40 m long, 2.6 m wide and has an averaged depth of 0.9 m. Below the
inlet of the airflow a submerged mechanical wave generator is installed. It is made of
oscillating plates controlled by an electrohydaulic motor. The frequency and amplitude
can be controlled independently and many different wave regimes can be achieved in
the tank. At the end of the facility a tilted perforated metal plate (wave absorber) forces
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Figure 4.2: Sketch of the opti-
cal setup. In sum 6 cam-
eras (1 PIV-camera, 4 PSV-
cameras and 1 LHC-camera)
were placed outside the facil-
ity and looked through a glass
window. Their field of view is
aligned with a vertical laser
sheet, which is realized by
2× 6 Watt laser diodes, three
lenses (two spherical and one
cylindrical) and a mirror.
wave breaking and thereby prevents wave reflections. More detailed information on the
geometry is given by Caulliez et al. (2008) and Caulliez (2013).
The wind blowing in the tunnel of 1.5 m height above the water channel is generated
by an axial fan placed in the air recirculation duct, which is positioned above. The
geometry is specially designed to achieve low-turbulence homogeneous flow at the
entrance of the wind-wave part and a constant flux air boundary layer can be reached.
Wind speeds in the center of the facility as high as 14 m/s can be reached.
At a fetch of approximately 28 m, two large high quality glass windows, one on each
side, enable the optical access for measurements. Additionally for this study a small
glass window has been installed in the ceiling.
As supported measurements capacitive wave probes and a single-point laser slope
gauge were operated close to the optical measurement region.2
4.2 Optical setup
The optical measurements of wave elevation and air flow have been placed at one of the
big glass windows at a fetch of approximately 28 m. Figure 4.2 shows a sketch of the
setup, where six cameras and a blue laser sheet were in use.
This laser sheet has been created by two 447 nm 6 Watt laser diodes close together,
which were focused, widened and aligned by three lenses (two spherical and one
cylindrical) and a mirror to a horizontal line along-wind direction with ≈ 20 mm length
and ≈ 2 mm in thickness. By a self designed current source the laser intensity could
be controlled with a reaction time of ≈ 1µs. Thereby the high speed periodic intensity
modulation needed for the new PSV-method could be realized.
The PSV-measurements were made using four Basler acA1920-155um cameras
2These measurements have been operated by Guillemette Caulliez.
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Figure 4.3: Schematic view of the trig-
ger timings for all cameras and
lasers. The laser intensity was
synchronized to the LHC-camera
(500 Hz), the PSV-cameras (two
images every 20 ms ) and the PIV
camera (6 images at 5− 20 kHz ev-
ery 20 ms). During the exposure of
PSV the laser was modulated by a
cosine including a gap. Only the
first 9 ms are shown. The pattern
repeats every 20 ms.
(155 fps at 1920 × 1200 pixels, 5.86 m pixel size) by mounting them on top of each
other. Four Nikon 135 mm 1:2.8 lenses result in individual field of views (FOV) around
9 cm in height with ≈ 50µm/pixel in resolution . The cameras are mounted such that
their individual FOVs overlap slightly, so that the overall field of view around 36 cm
high and 6 cm width. The horizontal width of FOV was adapted to the width of the laser
sheets. By use of adapters, Scheimpflug-optics (Scheimpflug, 1906) was applied. Due
to tilting the lens relative to the camera sensor, the focal plane also tilts. Thereby the
cameras could be mounted looking downward at an angle around 20◦ without loosing
focus at the edges despite of an open aperture.
For standard-PIV measurements, which were made by Alexander Kandaurov, the
pco.Dimax high speed camera (1279 fps at full resolution with 2016 × 2016 pixels,
11µm pixel size) have been used with a 105 mm 1:2.0 Nikon lens – also in Scheimpflug
configuration. A FOV of around 30 cm with a resulting scale of ≈ 150µm/pixel was
achieved. By reducing the horizontal component of the FOV to 1.3 cm, frame rates up
to 20 kHz were possible and very high velocities could be measured.
The images for detecting the water surface using laser induced fluorescence (LIF)
were recorded by an additional Basler acA1920-155um camera, reffered to in the
following as laser height camera (LHC). Here the lens (35 mm 1:1.8 Minolta) was
shifted against the center of the sensor, whereby the field of view also shifted. In this
way a FOV from lowest trough to highest crest of the waves could be achieved, also
without loosing focus despite of an open aperture. The resulting LHC-resolution was
183µm/pixel and by adapting the FOV to the width of the laser sheet (2 cm) frame rates
of 500 Hz could be achieved. The fluorescent dye pyranine was added to the water,
which absorbs blue and emits green light (emission and absorption spectra are given by
Kräuter, 2015). In order to prevent direct reflections of the laser light into the camera
due to wave breaking or floating bubbles, which can affect the detection of the water
surface, a green band pass filter was mounted in front of the LHC-camera.
The use of different cameras and especially, the new PSV-technique made it necessary
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to trigger and thereby synchronize all cameras and the laser. Figure 4.3 demonstrates
the triggering system, which was realized by a micro-controller (Arduino Uno) and a
function generator. The uppermost plot shows a time series of the laser signal, below the
exposure times of the several cameras are shown, respectively. The LHC-camera was
operating continuously at 500 Hz with an exposure time of ≈ 0.2 ms, where the laser
was switched on at full power. PSV and PIV were operated with a base frequency of
50 Hz, so the signals shown in figure 4.3 repeated every 20 ms – here only the first 9 ms
of such a sequence are shown. The exposures of the PSV-cameras were synchronized to
the PSV-laser-signal, which consists of a harmonic nine periods long, where the sixth
and seventh period are switched off (see section 3.2.3). In each 20 ms ling sequence two
PSV-images were recorded as close together as possible. The purpose was to track the
individual particles and try to find them in next image. But it turned out, that most of
the particles left the laser sheet or were too fast, so this method was not further pursued.
The PIV-camera took six images at a very high frame rate (5 − 20 kHz) every 20 ms
(50 Hz).
4.3 Seeding generation
PIV as well as PSV needs particles suspended in air, which are small enough to follow
the flow and big enough, that they scatter enough light to be visible for the cameras. In
this study a new method of seeding generation has been developed, where the advantage
of a chemical acid-base reaction was taken. Ammonia (base) and hydrochloric acid
have the reaction product ammonium chloride, which is a neutral salt (Binnewies et al.,
2016). If this reaction takes place in gaseous state, very small particles of ammonium
chloride condense, because the salt cannot stay in the gaseous state.
NH3 (gas) + HCl(gas) −→ NH4Cl(solid) (4.1)
It turned out that those small particles have excellent properties for particle imaging
velocimetry. They are very small, have nearly spherical geometry and reflect light in
all directions. Figure 4.4 shows an image of sedimented particles taken by an electron-
microscope3, which quantifies the particle size to the order of 1µm. It seems some of
them are connected, but it is unclear if this represents their state in air. Independently,
they have very good seeding properties, because of their very small size (see section
3.2.1).
During the experiments the generation took place in a setup, which consists of two
wash bottles and a 1 liter plastic bottle (see the sketch in figure 4.5). Clean air is
flushed through the wash bottles filled with high concentrated solutions of NH3 and
HCl, respectively, where it is saturated. By two thin tubes this saturated air is led to
the plastic bottle (mixing bottle), where the reaction takes place. Inside the bottle low
3This record was made with the support from Nikon.
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Figure 4.4: Image by an
electron-microscope showing
ammonium chloride particles
settled down on a plate.
Their size is of the order of
1µm and their geometry is
close to spheres. Some of
them seem to be connected,
but it is not clear, if this
phenomenon only occurs due
to sedimentation, or whether
they are also connected while
they are floating in air.
mixing bottle
NH3 wash bottle HCl wash bottleparticle ejection 
formation 
of 
particles
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Figure 4.5: Sketch of the setup
for particle generation. Clean
air is flushed through two
wash bottles, where it satu-
rates with NH3 and HCl, re-
spectively. In a plastic bottle
the reaction takes place, the
particles form and are then
ejected to the facility.
turbulent flow conditions are present, which seems to provide more a homogenous
size distribution. The air flowing out is now saturated with many small particles. By
controlling the incoming air flux rates the reaction is optimized. The saturation pressure
of ammonia is 14 times higher than for chloride acid, so the air flux of HCl has to be 14
times higher.
The plastic bottle was positioned downwind of the measurement section inside the
facility, whereby an homogeneous particle density could be achieved. The particles had
to pass the full recirculation flume and arrived perfectly distributed at the laser sheet.
By controlling the total incoming air flux the particle density could be controlled.
4.4 Calibration
As different cameras have been used a careful calibration was necessary, which maps
the image coordinates to the real world. One big advantage is that all detected structures,
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Figure 4.6: Image of the used calibra-
tion target. A checkerboard pattern
(5 mm square size) was printed on
an aluminum covered plate (alu-
dibond). As indicator of the ab-
solute position a metal ruler was
glued to the left boarder. The
FOV of the different cameras are
shown by colored rectangles (LHC
in green, PSV in red and PIV in yel-
low). Additionally, the mean wa-
ter surface as well as the extrema
of the water elevation are drawn
by blue lines. The calibration tar-
get was aligned as good as possible
with the laser sheet, which corre-
sponds to the brighter region at the
left side of the target.
the wave height as well as the particle streaks, are located in a thin plane defined by the
laser sheet. Therefore 2D-mapping is sufficient and there is no need of 3D techniques
like triangulation (for more information on 3D vision see Song, 2013).
The calibration target used during the experiments is shown in figure 4.6. A checker-
board pattern with 5 mm squares was printed on a plate covered by aluminum (alu-
dibond). The image shown in figure 4.6 was recorded by the LHC-camera by reading
out the full sensor. Despite looking slightly downwards, there is nearly no distortion
visible, which was achieved by shifting the lens relative to the sensor as mentioned
above. For PSV- and PIV-records this is not the case due to Scheimpflug optics (tilting
the lens). Here the width of FOV slightly changes with height. The several FOV are
shown in different colors (LHC in green, PSV in red and PIV in yellow) in figure 4.6.
Additionally the mean water level as well as the extrema of the water elevation observed
during all experiments is drawn in blue. The slightly brighter region shows the position
of the laser sheet, which was aligned as good as possible with the calibration target.
To map the image plane (X, Y ) to the object plane in real world coordinates (x, z)
(x is in wind direction and z points vertical upward) the following mapping function
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was used (Raffel et al., 2007):
x =
a11X + a12Y + a13 + a14X
2 + a15Y
2 + a16XY
a31X + a32Y + a33 + a34X2 + a35Y 2 + a36XY
(4.2)
z =
a21X + a22Y + a23 + a24X
2 + a25Y
2 + a26XY
a31X + a32Y + a33 + a34X2 + a35Y 2 + a36Y X
(4.3)
a33 = 1.
While the linear parts fully account for the perspective projection (the mapping preserves
the straightness of lines), the nonlinear parts also correct geometric distortions due to
imperfect lenses. Thereby 6 × 3 − 1 = 17 parameters (a11...a36) fully describe the
mapping and since they are known the position of each pixel can be mapped to the real
world.
The corner points of all squares seen by a camera have been used to derive all
17 parameters using a Levenberg-Marquard method, which is more robust for this
application than a linear least squares method (Raffel et al., 2007). By this mapping
function the real positions at the checkerboard could be reprojected with errors in
order of 10% of the resolution (PSV: ≈ 50µm/pixel, LHC: ≈ 183µm/pixel, PIV:
≈ 150µm/pixel).
4.5 Experiments
All experiments treated in this study took place in June 2016 within the framework of
the european ASIST-project4, which focuses on the interaction processes at the wind
driven water surface. Besides the measurements presented in this work also other
techniques were employed simultaneously. Transfer rates of heat were measured by
active thermography (Kunz, 2017; Kunz and Jähne, 2018) and transfer velocities of
mass were measured by use of a mass spectrometer – a large set of species of gases
and volatile species have been used with different solubilities. Gas transfer velocities
were measured with the method described in Krall and Jähne (2014) and are not yet
published. Additionally bubble size distributions were measured by Flothow (2017) at
least for the high wind speed conditions.
A large number of single experiments was conducted with different wind speeds,
different wave conditions (pure wind and mechanically generated waves) and fresh
water as well as modeled salt water, where not all of them are included in this study.
For example all experiments, where butanol was added to the water were excluded here.
Butanol changes the bubble coalescence mechanisms such, that it behaves similar to salt
water (modeled salt water), which is relevant for the transfer rates of water controlled
4Air-Sea Interaction under Stormy and Hurricane Conditions: Physical Models and Applications to
Remote Sensing (ASIST), coorperation of University of Keele (UK), Université d’Aix Marseille
(France), Ruprecht-Karls-Universität Heidelberg (Germany) and Institute of Applied Physics Nizhny
Novgorod (Russia).
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gases. For waves and thereby also for the airflow above no significant differences could
be observed (see Schwarz, 2016).
# uref [m/s] fpaddle [Hz] fp [Hz] arms [cm] mss [%]
1 14 – 1.45 2.45 9.20
4 14 0.9 n.a. n.a. n.a.
5 14 1.3 n.a. n.a. n.a.
7 12 – 1.54 2.03 8.14
8 12 0.9 n.a. n.a. n.a.
9 10 – 1.69 1.61 6.54
10 10 0.9 n.a. n.a. n.a.
11 10 1.3 n.a. n.a. n.a.
13 8 – 1.80 1.09 4.51
14 8 0.9 n.a. n.a. n.a.
15 6 – 1.95 0.80 2.95
17 6 0.9 n.a. n.a. n.a.
18 6 1.3 n.a. n.a. n.a.
20 5 – 2.13 0.62 2.21
21 4 – 2.40 0.44 1.77
22 3 – 3.09 0.26 1.41
23 2.5 – 3.64 0.18 1.12
Table 4.1: Overview of experimental conditions included in this study. The conditions are numbered
(#), missing numbers in the table are conditions not regarded in this study. The wind speed at the
free stream reference position uref was measured by a pitot-tube. fpaddle is the frequency of the
mechanical wave generator. The peak frequency fp of the elevation spectrum and the root mean
square wave height arms were measured by capacitive wave wires and the mean square slope mss
(sum of both directions) was measured by a single point laser slope gauge. At some conditions no
wave measurements are available up to now (n.a.).
Table 4.1 gives an overview of all conditions included in this study. Each single ex-
periment was given an experiment-number (#), numbers missing in table 4.1 correspond
to conditions not regarded here. The wind speed at the reference position (close to the
air-sided free stream velocity in the flume, measured by a pitot-tube) ranges from 2.5 to
14 m/s and is shown in the second column. For some experiments the mechanical wave
generator has been used, the paddle-frequency fpaddle is shown in the third column of
table 4.1. The wave amplitude was chosen as high as possible. Thereby three wave
regimes could be achieved: First there are pure wind waves, where the wave generator
was switched off (denoted as –). Secondly, conditions with 0.9 Hz paddle frequency
represent long waves, which were nearly two dimensional along the compete facility.
Here the highest wave amplitude was found, but the wave form was still stable. By
the 1.3 Hz paddle wave (short paddle wave) a regime could be achieved, where a lot of
wave breaking of the dominant wave occurred along the fetch. The waves were not two
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dimensional anymore and unstable.
Also given in table 4.1 are some of the measured wave properties, which were
obtained by the capacitive wave wires and the single point laser slope gauge (see section
3.3.1). fp is the peak frequency of the amplitude spectrum, arms is the root mean square
wave height and mss is the mean square slope in sum of both directions.
All measurements have been performed after the wind was running for at least
30 minutes, so equilibrium conditions can be assumed.
In sum for nearly all conditions the wave elevation and the flow was measured for
30 minutes. With wave periods shorter than one second, thereby at least 1800 single
waves were observed, which leads to representative statistics. During performing the
measurements at 5 m/s problems occurred, which have been recognized later. So here
only 4.5 minutes of measurements are available.
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For nearly all measurements performed in the context of this work imaging techniques
have been used. The flow velocities have been measured with a new particle tracking
method based on particle streak velocimetry. For this, a complete procedure of image
and data processing has been developed. In this section all evaluation steps are described,
starting from a raw image and ending in velocity vectors and the surface elevation in
real world coordinates.
First, the particle streaks are detected in a raw image and their properties are extracted.
This is done by an algorithm written in Matlab. For each particle streak, the position in
the image, the direction and a wavelength is determined – all in pixel coordinates. This
wavelength is coupled with the periodic illuminating laser signal and is proportional
to the length of the streak. Additionally two parameters are outputted, whereby the
goodness of the respective value could be valued. In order to proof the goodness of
the algorithm, a big number of artificial streak images with different properties has
been generated and the algorithm was tested. Through simulating different image
qualities, an estimation of the measurement accuracy was possible. By using the camera
calibration and the frequency of the illumination function, a velocity vector in real
world coordinates can be determined.
5.1 PSV-algorithm
Figure 5.1: Result of the PSV-algorithm.
From a recorded raw image (left) the
surface (red) and the velocity vectors
(green) are determined using image
processing. Even dark streaks close
to the water surface can be measured
successfully.
On each recorded PSV-image the new developed PSV-algorithm has been applied.
The procedure can be split into six steps. First some preprocessing is done separating the
background from the streaks. Second the local orientation within the image is estimated
by use of the structure tensor. Next all streaks are detected, composed if necessary
and an 1D gray-value profile is extracted, giving the position (X, Y )streak and direction
φstreak of each streak (step 3 and 4). In a fifth step, a first estimation of the streak
wavelength λstreak is performed through spectral analysis, which is used to improve
the calculation time of the last step. Finally, the highest correlation of the gray-value
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profile with modeled streak profiles is found, resulting in a good measure of the streak
wavelength λstreak and thereby the velocity. An illustration of the whole procedure is
given in figures 5.2 to 5.5. An example of the results in form of the detected water
surface and velocity vectors is shown in figure 5.1. All figures used for demonstration
are measurements recorded during the measurements in Marseille (see chapter 4) at
a reference wind speed of 8 m/s with pure wind waves. The algorithm works rather
independently of the wind speed, merely the recording conditions like the frequency of
the illumination function have to be adapted.
5.1.1 Step 1 - preprocessing
In order to generate the background image, first a median filter is applied to the raw
image. The filter mask has to be large enough to disperse the streaks and small enough to
maintain the surface, which has significantly higher gray values and a smooth boundary.
Through the optical setup, the streaks could be depicted with very good resolution and
sharpness yielding streak thicknesses not bigger than two pixels. Therefore a mask
of 7 × 7 pixels was sufficient. Next the initial image is compared with the obtained
median image and all pixels with differences bigger than the noise level are replaced by
the median. This background image is smoothed by binomial filtering and shows no
discredited values, as is the case for the simple median image. A big advantage of using
such a symmetric filter system is the conservation of the position of the water surface.
Using minimum filters, as it is done in many other PIV-methods, would lead to a shift
of the surface height and an exact extraction of the water height becomes difficult.
The surface extraction is done in two steps. First a simple threshold provides an
estimation of the surface position, if present in the image. The smooth boundary, which
originates mainly from the width of the laser sheet and the high camera resolution,
allows further considerations. In a small region around this detected position, the
maximum of the vertical gradient of the gray-values is found, which leads to a good
measure of the surface height.
On the one hand, this water height is stored and considered during later analysis. On
the other hand, it is a necessary information to generate meaningful particle images,
where only streaks representing particles in the air are included. Structures arising from
dirt in the water can be successfully excluded. In order to obtain these particle images,
the initial images are subtracted by the background images and all gray-values below
the detected water surface are set to zero.
5.1.2 Step 2 - direction field by structure tensor
Before detecting the streaks the direction is obtained. In this way it is possible to
separate streaks with distances smaller than the gap between their two parts. For getting
a direction field over a full image, the structural tensor (see appendix A.4.4) is applied
on the slightly smoothed particle image. Before the angle of orientation is gained by
50
5.1 PSV-algorithm
raw image
background image;
surface detection
particle image
 
orientation image
binary particle imagecollecting streakscollected streaks
fitting streak line extracting profile 1D profile
Figure 5.2: Illustration of the first four steps of the new developed PSV-algorithm. From the raw image
a background image is derived by using a median filter, where the surface elevation (red dotted line)
can be detected. Subtracting this background image from the raw image leads to a particle image,
from which the orientation (green arrows) is gained with the structural tensor and the binary particle
image is found by applying a simple threshold. Using the orientation, the single detections of one
streak are collected and through a linear fit, a straight line (red line) describing the streak is obtained.
Along this line the gray-values are extracted, respectively resulting in a 1D gray-value profile.
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taking the inverse tangent, the entries of the structural tensor have to be smoothed
significantly. For this, a Gaussian filter with a big mask and a rather small variance
was used. This leads to meaningful orientations in the absence of the streaks and exact
results in their immediate surrounding. An example of a direction field is shown by
green arrows in the orientation image of figure 5.2.
5.1.3 Step 3 - detection and connection of particle streaks
Identifying the streak of one particle and extracting an intensity profile is one of the
main tasks of the PSV-algorithm. The gap between the first five and the last two intensity
maxima of a streak is a challenge for image processing, especially because the length of
this gap could be bigger than the distance between two single streaks. Hence a simple
threshold detection combined with a dilatation filter was proved to be unsuccessful. The
single maxima are well detected, but split in individual objects. Long streaks result in
seven short detections, at shorter streaks these detections can be connected leading to
two or even one elongated detection. By use of the orientation gained from the structural
tensor, these single objects could be assigned to the light trace of one particle.
First a single threshold detection is applied to the particle image. Due to the back-
ground correction, already pixels with values bigger than ≈ 3 dn (gi > 3 applied on
8 Bit images) can be identified as streaks. As a result we obtain a binary particle image
where all connected "true" pixels represent objects and are labelled. The example in
figure 5.2 illustrates this step and the separation of one streak into single objects. While
longer streaks in the top part of the image are generating seven detections, the shorter
ones below yield fewer.
In order to identify all detections belonging to one streak, the orientation image is
used. Starting at one single object all detections along a path according to the local
orientation are collected. For this, steps with 0.5 pixels are made in the direction of
the local orientation. Running in both directions – forward and backward – up to a
certain length, all detections belonging to the light trace of one particle are collected.
Therefore the binary particle image is dilated a bit. If a new detection is added, the
path position is corrected by its mean position, whereby small errors of the direction
field are corrected. The small image in figure 5.2 named "collecting streaks" shows this
procedure. The small white connected dots are representing all steps along such a path,
the dilated binary particle image is represented in in gray. In the lefthand image the
resulting collected streaks are illustrated with different colors. Each equal colored areas
belongs to the same streak. As long as the streaks in the dilated binary image are not
touching each other, reasonable results are obtained.
5.1.4 Step 4 - extraction of gray-value profile
After all pixels belonging to a streak are identified, its direction and structure containing
the velocity information has to be extracted. For this purpose, the 2D image of a streak
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Figure 5.3: 1D gray-value profile and first estimation of the streak wave length by FFT (step 5). The
blue line in the left plot represents the extracted gray-value profile along the streak. In green the
strongly smoothed signal is depicted. The FFT is applied on the gray-value profile subtracted by the
smoothed profile. The spectrum at the right has a significant maximum.
is converted to a 1D gray-value profile. Since this only contains the spatial extend and
no longer the direction, the latter has to be an output of this conversion.
First a straight line is determined, which describes the particle path as good as
possible. This is implemented by a linear fit of all pixels of the streak weighted with
their gray values. Programmed as a matrix multiplication (Lang and Pucker, 2010), this
is realized with very small computational costs. One output of this fit is the direction
of the streak, whereas it is still unclear whether the particle is moving in positive or
negative direction. Such a line is exemplary shown in figure 5.2 by a red line in the
image at the lower left corner.
Next, along this line in steps of 0.5 pixels, the gray-values are extracted, respectively.
As the image is discrete and the regarded positions are rarely positioned in a pixel’s
center, the extracted numbers are weighted means of the surrounding pixels. Therefore,
a mask of one pixel size is moved along the straight line and accordingly to the
overlapping area, the gray values are weighted and averaged. In order to count also
streaks, which are slightly curved or are not that sharp, this extraction is also done with
a mask with one pixel distance perpendicular to the line (fit) above and below. In figure
5.2 this extracting procedure is illustrated by green squares representing the masks.
On the right the resulting 1D gray-value profile is plotted by the blue line. The x-axis
corresponds to the position on the fitted line in pixels. From then, on all following
considerations are only based on this gray-value profile.
5.1.5 Step 5 - first estimation by FFT
One advantage of the chosen illumination signal composed by two harmonics with five
and two periods is the option to use frequency analysis. For this, the frequency spectrum
of the gray-value profile is calculated using an FFT-algorithm. Its maximum then is a
first estimation of the wave length λstreak.
Before the FFT is applied, the strongly smoothed profile is subtracted. Thereby no
modes with big wave lengths are visible in the spectrum and the maximum leads to a
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Figure 5.4: Model profiles with different wave lengths. The illumination signal has been projected onto
a discrete array with 0.5 pixels in resolution. The stretching of the raw signal leads to signals with
different wave lengths. The gained model streaks show the expected structures – smoothing of the
harmonics for small wave lengths.
good measure for the wave length. The smoothing was designed in a manner, that it
also works for the largest streaks appearing in a measurement. In figure 5.3 the profile,
the smoothed profile and the spectrum is shown.
It has to be noted, that this method using spectral analysis has restrictions. If the
streak is short and the amplitude of the harmonics shrinks due to the image resolution the
procedure yields to wrong results. Thus, the estimated λstreak is only used to optimize
the next step. A further disadvantage is the fact, that there cannot be made a distinction
of forward or backward movement from the spectrum.
5.1.6 Step 6 - fitting the streak profile
Beside the frequency analysis the knowledge of the illumination signal can be used
to determine the wave length of the streak. Therefore model profiles with different
wave lengths are generated and the correlation with the extracted profile is regarded.
The highest correlation gives a precise measurement for the wave length and by using
forward and backward models also the moving direction is detected.
The model profiles are generated by projecting the analytical illumination function
(compare section 3.2.3) on discrete values. Thereby each value contains the integral
over a length related to the sampling distance. This is in analogy by the light emitted by
a moving particle, which is projected to the image sensor. Small shifts of the projected
signal can cause aliasing effects yielding different outputs. This could be reduced by
lightly smoothing the signal. This smoothing takes place during processing the extracted
profiles, too. First due to non-idealized optical imaging and second due to extracting
itself, which is done by a one pixel sized mask. A big number of such model profiles
with wave lengths from 0 to 20 pixels with steps of 0.05 pixels was generated. In figure
5.5 some examples are plotted. While in all model profiles with big wave lengths the
initial function is still present, at smaller wave lengths, high frequencies are more and
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Figure 5.5: Results of fitting the model profile. Left: Extracted profile (blue) and best fitting model
profile (red). With black dots the model profile with the second best residuum is shown. Right: The
residuum (blue) obtained for each λ by the cross correlation gives the best fitting model profile by its
minimum (green plus). The first estimation from step 5, which can be used to improve performance
is plotted with red crosses.
more smoothed out. For λ < 1 even the gap starts disappearing.
For finding the best correlation of these model profiles gmodel with the measured
one gprof , the cross correlation (see appendix A.4.5) is used. Previously, the extracted
profile is normalized by the mean of the highest three values. For each model profile,
the maximum of the correlation function is determined and the normalized residuum Θ
is calculated:
Θfit =
∑ |gmodel,i − gprof,i|∑
gmodel,i
. (5.1)
The minimum of this residuum gives the streak wave length λstreak as a result. By using
a three point Gaussian fit around the minimum, the resolution could be increased to
sub pixel accuracy. In addition to the residuum of the best fit, also the residuum of
the second best fit is outputted and saved. Therewith rules for sorting outliers can be
adapted (see section 5.2). In figure 5.5, residuum and the resulting best fit is shown.
The starting point of the streak (X, Y )streak also is outputted.
As mentioned before the fifth step gives a first estimation of λstreak, which can be
used to improve the calculation time. This is done by performing the cross correlation
only with model profiles in a range around the estimation of the spectral analysis. This
only works for big wave lengths, because smaller streaks yield to wrong estimations in
step 5. Here the length of a streak, measured by the maximum distance of all detected
pixels, is taken into account. Detailed information is given in section 5.2.
The end result of the PSV-algorithm is the detection of the surface and a value of the
starting point (X, Y )streak , the direction φstreak and wave length λstreak of each streak
found in the image. From this, the velocity vector can be derived, which is shown in
figure 5.1 in the beginning of this section.
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Figure 5.6: Scheme of generating a streak image in order to proof the algorithm. A homogeneous streak
image is multiplied with random intensity variations to simulate inhomogeneities in brightness. Then
a random white noise image with noise levels depending on the intensity of each pixel is added.
Finally, the noisy streak image is converted to an 8 bit image and can be used to verify the algorithm.
5.2 Validation of the PSV-method
In order to proof the correct process of the PSV-algorithm and to get a measure for the
accuracy of this technique a big number of model images has been generated. Artificial
particle streaks were drawn onto black images and image noise has been added. All
steps of the PSV-algorithm were performed on these artificial particle streak images and
the output has been compared with the initial streak properties.
5.2.1 Generation of streak images
All streaks can be described by a starting point, a wavelength λstreak, an angle φstreak
and an intensity of brightness Istreak. With the objective to generate realistic streak
images, a virtual particle is moved across a dark image and with respect to its position,
the gray-values of neighboring pixels are increased. This is done reversely to extracting
the gray-values along a streak, described in step 4 of the PSV-algorithm (section 5.1).
The first image in figure 5.6 shows an example of such a generated streak image.
In fact, the brightness of a particle is not homogeneous along its path, which might
be caused by leaving the laser sheet or inhomogeneities in illumination. To simulate this
behavior, the streak image is multiplied by an image of low frequent random variations,
which are produced by setting random values in the Fourier space and performing the
inverse Fourier transform. These images have a mean value of one and the amplitude of
the variations can be controlled by a parameter.See the second image in figure 5.6 for
an example image.
Next to some large scale variations of the streak brightness, also image noise in-
fluences the algorithm. Because of very low light emission of the particles in many
records the gray-values of the streaks are close to the background noise. This can cause
problems in detecting and collecting the streaks from the binary images (see step 3 in
section 5.1). Further noisy images reduce the quality of the extracted profiles, which af-
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Figure 5.7: Measurements and simulation of camera noise of Basler, acA1920-155um at a wavelength
of 466 nm transformed to 8 bit (Jähne and Herrmann, 2015a,b). For different gain levels, shown in
different colors, the measurements are displayed as circles. The colored lines show the result for the
linear variance by using the characterization shown in table 5.1. With small colored dots the results
of modeled noisy images using equation 5.2 are plotted. The upper part shows the variance and the
lower part shows the SNR for the full range of an 8 bit-signal.
fects fitting the profile. To simulate realistic images random noise with a linear variance
(equation 5.2) was added. The variance of the dark signal σ2y.dark and the overall system
gain K have been extracted from a specification of the used camera model according
to the EMVA 1288 standard (EMVA, 2016). Table 5.1 shows the results for different
camera intern gain settings, measured at a wavelength of 466 nm. Here, the camera was
operated at a data transfer mode of 12 bit. Because all PSV-measurements performed
within this work have been performed at 8 bit, all values for σ2y.dark have been adapted
before generating the noise image, which is simply added to the streak image with low
frequency variations. The gray value of each pixel of this noise image gi,noise is set to
the sum of a random number representing the noise of the dark signal plus the product
of the square root of the gray-value of the streak image gi and a random number rslope:
gi,noise = rdark +
√
gi rslope. (5.2)
For generating rdark and rslope, a function was used, which produces random normal
numbers with variances set to σ2d and K, respectively. This method leads to noise
representing the statistical fluctuations of a linear pixel, if σ2d is small enough, which is
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the case for the used camera. The quantization noise can be added simply by performing
all steps in a floating number format and converting the image to 8 Bit in the end. Figure
5.7 shows the results of simulated noisy images, which are generated in this manner.
They are plotted besides the results of a camera characterization (Jähne and Herrmann,
2015a,b) and show the good correlation.
Gain σ2y.dark K
0 dB 0.64 DN2 0.120± 0.3 %
6 dB 1.70 DN2 0.247± 0.1 %
12 dB 5.20 DN2 0.493± 0.1 %
18 dB 16.49 DN2 0.981± 0.1 %
24 dB 58.27 DN2 1.959± 0.1 %
Table 5.1: Camera noise characterization of Basler,
acA1920-155um at a wavelength of 466 nm (Jähne
and Herrmann, 2015a,b). The values are measured
with a data transfer mode of 12 bit.
For each noise level shown in table 5.1, a large number of model streak images like
the example in figure 5.6 have been generated. This was done for the full spectrum
of wavelengths λstreak, angles φstreak and intensities of brightness Istreak, which results
in a large data set for each noise setting. To simulate the effect of inhomogeneities in
streak brightness, this was done for different amplitudes of large-scale variations from
no variations to amplitudes up to 100 % of the mean.
5.2.2 Use of first estimation by FFT
In order to reduce the processing time, a first estimation of the streak wavelength λfft
is used to localize the range for fitting the streak profile (compare step 5 and 6 of the
PSV-algorithm in section 5.1). In the upper plot of figure 5.8, a histogram of the FFT-
results shows how they are distributed in comparison to the initial streak wavelength
λstreak. The data shown here is the result from random generated model streak images
at a large noise level corresponding to gain 18 of the used camera (Basler, acA1920-
155um). In this case, no large scale variations were used. The histogram shows a good
coincidence for λstreak > 4. This can be easily explained by regarding the streak profile
at short wavelengths, where the streak frequency becomes more and more invisible.
The insufficient sampling smooths the signal and the FFT-result is dominated by the
gap (see section 5.5).
The wrong FFT-results for short streak wavelengths require a decision rule, whether
a result is trustable or not. Therefor the streak length of connected detections is used.
In the lower part of figure 5.8, the mean streaklength is plotted for the different streak
wavelengths. It shows, that for short wavelengths (λstreak < 4) the streak length is below
approx. 40 pixels. The following decision rule is limiting the range of wavelengths for
fitting λfit:
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Figure 5.8: FFT-results for model streak images at different noise levels corresponding to gain 18. Top:
Histogram of the wavelength estimated by FFT for different origin wavelengths. Bottom: Mean
streak length of connected detections, which is used to define the decision rules. The green and yellow
dashed lines illustrate the decision rules for trusting the result.
streak length ≤ 40 : 0 < λfit < 4 and 0.9λfft < λfit < 1.1λfft (5.3)
streak length > 40 : 0.9λfft < λfit < 1.1λfft (5.4)
The range around λfft is set to ±10%, which is indicated by the red dashed lines
in the histogramm (figure 5.8). By this rule, the computing time could be reduced
significantly, because the fitting of the streaks is the most CPU-intensive step of the
algorithm.
5.2.3 Goodness of fit
The PSV-algorithm gives the result for each detected streak: λfit, φfit and Θfit, which is
the normalized difference between the extracted streak profile and the best fitting model
streak profile (equation 5.1). In the following it will be analyzed how this parameter Θfit
gives information about the goodness of the fit. Therefore the large data set of modeled
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Figure 5.9: Comparison of Θfit between matches and mismatches for different streak regimes. The data
shows histograms for the normalized difference between the extracted streak profile and the best
fitting model streak profile for a data set of modeled streaks generated with a noise level corresponding
to gain 18 with large intensity variations. While for short streaks with λstreak ≤ 1/2 pix no significant
difference between matches and mismatches can be identified, for larger streaks the distribution of
Θfit splits. Mismatches show much bigger values and can be identified by this.
streaks generated with different noise levels and large intensity variations is considered.
While the major part of the fitted streaks show good results with λfit ≈ λstreak, there
are some outliers completely mismatching. In the following a result is regarded as a
mismatch if the deviation exceeds 0.2 pixels.
Due to sampling, the streak profiles can be categorized into three classes. If λstreak
exceeds two pixels, all structure of the streak is visible and the profile is comparable
with the light signal (compare sampling theorem, appendix A.4.1). With a wavelength
of the streak bigger than half a pixel and smaller than two pixels the streak frequency
blurs, but the gap still remains. Only if λstreak ≤ 1/2 pixel holds, no structure remains.
These limits splitting the three classes are not strict and the image quality has a big
influence. In case of image blurring the values require raising.
Next to the normalized difference of the best fitting model streak Θfit, the second
best fitting model streak is outputted, too. For most of the streak detections, this second
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Figure 5.10: Wavelength dependent selection criteria using ∆Θfit (top) and ∆Θfit (bottom). The blue
crosses show the selection values, where 95 % of all matches pass the selection, the red ones indicate
the values, where 95 % of all mismatches are sorted out. The black dots show the middle, which was
fitted with an exponential function.
best fitting model is represented by the fit with inverse direction, especially if the first
estimation by FFT is used. The difference of these two values ∆Θfit can be used as a
second selection criterion. Especially partly pictured streaks, which are often giving
wrong results, can be sorted out in that way.
In figure 5.9, the connection of Θfit and ∆Θfit to the matching/mismatching is
illustrated for the three regimes explained above. The left plots a), c) and e) show
histograms of Θfit for matches in blue and mismatches in red. For wavelengths longer
than 0.5 pixels, the distributions show significant differences. Mismatches have higher
Θfit values than matches. Short streaks with λstreak ≤ 1/2 pixel show the same distri-
bution of Θfit independent of matching/mismatching. On the right side in figure 5.9,
the distributions of the difference between the two bests fits ∆Θfit is shown. While
short streaks behave similarly, mismatching streaks with λstreak ≥ 1/2 pixel show lower
differences than the matching streaks in the same regime. The distributions are clearly
separated, which indicates a good selection criterion.
The purpose of this validation is to find rules picking out outliers. The fraction of
found mismatches as well as the fraction of the matches, which are not filtered out,
should be as high as possible. The differences for respective wavelengths λstreak requires
a wavelength dependent treatment. In figure 5.10, a procedure for finding thresholds for
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the selection criteria using Θfit and the difference ∆Θfit is demonstrated. A collection
of different data sets with different noise levels and different intensity variations was
used. While the red crosses indicate the levels 95 % of all mismatches are sort out, the
blue ones show the levels where 95 % of the good matches pass the selection. By black
dots the mean is drawn, on what an exponential fit was employed. These two fits give
the opportunity to apply a simple selection criterion. Each evaluated detection of a
streak has to pass these two rules:
Θ < −0.21125 exp(−0.74749λstreak) + 0.38786 (5.5)
∆Θ > −0.36395 exp(−3.104λstreak) + 0.20327 (5.6)
5.2.4 Resulting accuracy
The generation and evaluation of a large number of model streak images allows to
validate the accuracy of the algorithm. First, the selection criteria as defined in the
previous section are discussed (see figure 5.9 and 5.10). Here the number of not found
mismatches and passed matches is relevant. While the former should be as few as
possible, high numbers of the latter are of advantage. The top part of figure 5.11 shows
the respective fractions in dependence of λstreak. All results are split into four groups
depending on the signal to noise ratio (SNR) of the streak image, which are plotted in
different colors. Neglecting very short wavelengths, the results appear to be satisfying.
The fraction of not found mismatches, plotted by dashed lines, is low for all SNRs.
There is a small enhancement for wavelengths between one and two pixels, which
carries no weight. The different SNR levels become significant for the fraction of
counted matches, displayed with solid lines. While high SNRs result in high numbers,
low SNRs reduce the fraction to below 50 %. For wavelengths below 0.3 pixels both
fractions indicate the weak spot of the PSV method: for very short streaks the selection
criteria seem to fail.
The mean error of the estimated wavelength is regarded in the following. In the
central part of figure 5.11, two cases are plotted: the solid line displays the mean
error for all matches (difference smaller 0.2 pixels) in dependence of λstreak. With
dashed lines the mean error for all detections, which passed the selection criteria, are
drawn. If the separation of the mismatches works properly, these two data sets show
the same results, which is the case for wavelengths bigger than 0.3 pixels. For shorter
wavelength the false positive increase the mean error. All in all for wavelengths bigger
than 0.3 pixels and SNRs higher than 2, the algorithm provides an accuracy significantly
below 0.05 pixels. Only for very short streaks, problems in selection of mismatches can
occur, causing a lower accuracy.
Beside the extracted wavelength each streak has a direction, which also contains
errors. The algorithm offers two approaches to estimate the direction of the streak:
by using the orientation from the structure tensor (step 2) and by using the fitted line
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Figure 5.11: Goodness and accuracy of the algorithm applied on simulated PSV-streaks. Top: Fraction
of counted matches and not found mismatches plotted for different wavelengths λstreak. While high
rates of counted matches (solid lines) are preferred, the number of not found mismatches should be
as low as possible. For streaks with SNR values (indicated by colors) above 2, the selection criteria
are performing well, for lower SNR values only few streaks are passing. Center: Error for λstreak
expressed by the standard deviation, where big outliers with ∆λ > 0.2 are excluded. The accuracy
depends a on the SNR and drops a little bit for streaks shorter than ≈ 0.3 pixels. But all errors are
below a very good level of 0.1 pixels. Without excluding outliers especially at short streaks the errors
are bigger. Bottom: Accuracy of direction obtained by the linear fit (solid line) and by only using the
structural tensor. For streaks longer than ≈ 1.3 pixels, the linear fit yields much better results.
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through the streak image (step 4). The third part of figure 5.11 shows the mean error
of the calculated angle for both methods in dependence of the streak wavelength and
SNRs. The dashed lines illustrate the results by using the orientation from the structure
tensor, denoted as gradient. For medium to long streaks the error is between 0.5◦ and 2◦,
where higher SNRs give smaller errors. The results gained by fitting a line through the
streak image provide much better results in this wavelength region, which are plotted
as solid lines. The longer the streak is, the smaller than the errors. For long streaks,
the error is smaller 0.1◦. However, this holds only for medium and long streaks. For
short streaks, the gradient method yields significantly better results. Since the algorithm
needs to calculate the orientation by both methods, the choice of method can be made
streak length dependently.
At this place it should be pointed out, that all these simulations and error estimations
were performed to proof and to optimize the algorithm. The simulated streak images
could differ from real measured images. This can affect the effective accuracy. State-
ments to the resulting accuracy of the PSV-method can be found in section 5.4.5, where
simultaneous measurements with a standard PIV technique are discussed.
5.3 Detection of the water surface from LHC
In all images recorded by the laser height camera (LHC), the surface elevation have
been detected. This has been realized within the scope of the bachelor thesis of Schwarz
(2016), where a detailed description and information about the data processing can be
found. Here only an overview of the procedure is given.
First a position dependent threshold is determined, which is necessary because
of intensity variations of the laser sheet. Thereby binary images of the surface are
produced by applying gi > gthreshold. Small objects are deleted and holes are closed.
The uppermost "true" pixel in a column gives the position of the water surface. Better
results could be obtained by using threshold ranges from 90% to 110% and taking
the mean. In case of strong variance – this is the case within wave breaking or other
conditions effecting the images – these detections are discarded. Next, filtered values
are interpolated and smooth fitting in space and time with splines is performed. As the
result the surface position is outputted in pixel coordinates.
Figure 5.12 shows an examplary LHC-image and the determined surface position as
a red line.
5.4 Real world coordinates and accuracy
The PSV-algorithm and the detection of the water surface from the LHC entirely works
in image coordinates. For obtaining measurements in real world coordinates, the image
calibration described in section 4.4 is used. Therefore the start and end point of each
streak i is transformed to real coordinates yielding to a velocity (ux,i, uz,i). The middle
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Figure 5.12: Exemplary detection of the water surface of pure wind waves at 6 m/s. Left: Extract of
one image recorded by LHC and the determined water elevation (red). Right: yt-plane of a central
column. By the high sampling rate of 500 Hz time series of the water elevation are measured.
of the streak gives the position (xi, zi) of the measurement. The same is done for the
surface detection.
As four cameras with different fields of view have been used for the PSV measure-
ments (compare chapter 4), the results were composed.
One critical point of all measurements is the accuracy, which has to be regarded
before physical interpretations can be made. In this section, the results from different
simultaneously recording cameras are compared.
5.4.1 Accuracy of height measurements
The water elevation η(x, t) is measured by the laser height camera (LHC) as well as by
the cameras used for particle streak velocimetry (PSV). Since they are synchronized
in time and by use of the same calibration target, the results can be compared. The
images are recorded slightly time-displaced, see the explanation of the used triggering
system in section 4.2. Hence for each recorded PSV-image the weighted average of the
LHC-measurements before and after the PSV-measurement was calculated giving the
height measurement, respectively.
In figure 5.13 histograms of the difference between the height measured by LHC
(ηLHC) and by PSV-cameras, which see the water surface (ηPSV) are shown. The single
cameras show individual offsets, which might be caused by misalignment of the laser
sheet and the calibration target or by other small calibration errors. This offset is
corrected in first order by subtracting on for each camera, respectively. The sum of all
corrected detections, illustrated in blue, shows a Gaussian distribution with zero mean,
which is indicating only statistical errors after the correction. The error represented
by the standard deviation is an indication of the resulting accuracy of the elevation
measurements, which can be transferred to all position measurements. With a value
of σ ≈ 0.06 mm the achieved accuracy is smaller than the resolution of the LHC with
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0.183 mm/pix.
In this context it has to be remarked, that the PSV-images with ≈ 0.05 mm/pix are
better resolved and could deliver more accurate measurements than LHC. Especially
for determining the relative distance of detected streaks in PSV to the water surface,
this higher accuracy is useful.
5.4.2 Projection error
One issue, which has to be considered, is the projection error occurring due to the
inclined view of the cameras. For the detection of the water surface – realized by
laser induced fluorescence (LIF) – this is no problem. The result is integrated over the
thickness of the laser sheet and as long as the laser sheet is constant and has a fixed
position, no errors occur.
For the velocity measurements by PIV or PSV, the situation is different. The single
particles, which are tracked by the cameras, are much smaller than the thickness of the
laser sheet and their position and velocity perpendicular to the laser sheet influences the
projection onto the image sensor and thereby the measurement.
The PSV-cameras are mounted with an angle of approximately 20◦ against the
horizontal. With the Scheimpflug optics the focal plane could be tilted, but the projection
angle still remains. Due to the thickness of the laser sheet (≤ 2 mm), the tilted view of
the PSV-cameras can yield to slightly wrong measurements of the height. This possible
error can be estimated by the tangents of the inclination and the half width of the laser
sheet:
∆zPSV ≈ 1 mm · tan(αincl) = 0.364 mm. (5.7)
As the uncertainty of the y-position is effecting the z-position, the y-velocity is effecting
the z-velocity. If the y-component (horizontally cross wind) of a particle’s motion is
nonzero (uy 6= 0), the observed vertical velocity component uz, obs can be expressed by:
uz, obs = uz + uy tan(αincl). (5.8)
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Figure 5.13: Comparison of the measured
water elevation by the LHC and the
PSV-cameras (6 m/s wind speed and
long paddle waves). The histogram
shows a Gaussian distribution with
σ ≈ 0.06 mm. This error is much
smaller than the image resolution of
LHC (0.183 mm/pix).
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Figure 5.14: Illustration of the projection error due to the
inclined observation. The velocity vector ~u, which is
composed by uy and uz yields an observed vertical ve-
locity component uz, obs differing from uz . Depending
on the direction of uy, this could lead to an enhance-
ment or a reduction. The component in wind direction
ux can be disregarded in this context, because it is per-
pendicular to the direction of observation (thin black
lines).
The tangents of the inclination angle αincl times the horizontal cross wind component is
added due to the projection. In figure 5.14, a sketch of an observed velocity is shown.
Within the scope of this work, mainly averaged velocity quantities are considered.
Under the assumption of a vanishing mean y-component of the velocity (uy = 0) the
influence of the projection error is vanishing, too. This holds for single means as well
as for averaged products of the velocity components:
uz, obs = uz + uy tan(αincl) = uz (5.9)
uz, obsux = uzux + uyux tan(αincl) = uzux (5.10)
Thus, it can be followed that as long as there are no mean horizontal flows in cross
wind direction, the here used inclined observation yields correct results for averaged
quantities. Regarding instantaneous measurements, this effect has to be taken into
account.
The effect of this projection error really becomes problematic, if secondary currents
occur as it is the case in annular wind wave facilities. Here, stereo measurements can
be performed within all three components and so the projection error is avoided.
5.4.3 Exclusion of outliers
As it turned out the PSV-algorithm outputs not only good streak detections. In a certain
fraction of all detections, the best fit is not representing the real particle motion and
the challenge is to filter them out. The study of generated streak images with random
variations yields to a selection criterion (section 5.2.3), which can be applied to find
and exclude nearly all bad detections.
Figure 5.15 illustrates histograms of detections measured with different distances
to the water surface. Binning is performed in two dimensions, the x-axis is the height
z∗ = z − η(x, t) and the y-axis is the horizontal velocity ux. The number of counts in
each bin is illustrated by colors, from blue (no counts) to yellow (many counts). This
way for binning was chosen, because here the long term observation of ux should yield
to a rather smooth profile, similar to the law of the wall. Appearances beside this profile
can be considered as wrong. The left plot in figure 5.15 shows an histogram for all
detections unfiltered. The big structure is the expected profile. With rising distance
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Figure 5.15: Illustration of the filtered wrong PSV-results and excluding single outliers. 2D histograms
with horizontal velocity on y-axis and wave following vertical coordinate on x-axis demonstrate the
efficiency of the selection criteria. Left: The plot of all found detections shows counts around zero
at heights, which can be clearly identified as mismatches. Right: after filtering according to the
selection criteria (section 5.2.3) these structures disappear. Single outliers, which were not found by
the first step, can be excluded by use of the median and a threshold expressing the variance at each
height.
to the water surface the velocity increases and the width of the structure represents all
the turbulent eddies. Around zero there are additional counts, which can be evidently
identified as wrong. These detections can be explained by particles, whose path only
partly hit the laser sheet causing the streak to be cut. The fitting of the profile function
leads to wrong results. Additionally, few counts appear with right magnitude but with
negative direction.
At the right of figure 5.15, the remaining values after applying the selection criteria
(equation 5.5 and 5.5) are shown. Now nearly all wrong data points have disappeared,
indicating good success of the selection process.
A few outliers, which are not visible in the color plots, could not be filtered out.
For a simple average, these values do not contribute significantly. But for averaged
correlation terms like u′xu
′
z they can make a big effect. In order to exclude these, too, a
second selection step is performed. For each height, the median (umed) and the range of
the middle 50% (∆u50%) of all filtered values is calculated. Then all detections with
umed − 2 ∆u50% ≤ ux,i ≤ umed + 2 ∆u50% (5.11)
are kept and all others are excluded. These boundaries are plotted in the right plot of
5.15 and are clearly outside the dominant profile, so that there is a buffer and it can be
assumed, that no meaningful measurements are excluded.
As the profile may depend on the phase of the dominant wave, this second step of
selection is performed phase dependently.
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Figure 5.16: Histogram of measurement points in fixed coordinates. Left: Colored illustration in
dependency on the phase of the dominant wave. The color indicates the number of counts, from
zero (blue) to maximum (yellow). The phase dependent averaged surface elevation is plotted by a
red (observation from PSV) and pink dashed (observation from LHC) line. Right: Phase averaged
plot of the height dependent counts of measurements (black line). Clear horizontal structures are
visible, which are caused by lens effects of the single PSV-cameras (blurring, vignetting). The
normalized height dependent histogram is used for corrected averaged values by weighting the single
measurements. The red dotted line illustrates the correction for regions, which are partly under water.
5.4.4 Variances in particle density
A further critical aspect is the distribution of the particles and thereby the distribution
of measurements. Successful averaging needs homogeneous distributed measurements.
If, for example, the density of measurements in front of the wave crest is higher than
behind, the calculated average over all phases of the vertical velocity will be positive,
although the real quantity is zero. This means, that in vertical direction as well as phase
dependent, the distribution of the measurements should be homogeneous.
In the present case, a homogeneous particle density must not lead to a homogeneous
distribution of measurement points. Whether a particle in the laser sheet leads to a
successful measurement, depends strongly on the image quality. These can vary due
to variances of the illumination (the focusing of the laser sheet can vary with height)
or due to lens effects like blurring, vignetting or reflections.Furthermore, quantization
effects of the background influences the PSV-algorithm.
Firstly, the effects caused by the lenses and the laser sheet variances are evaluated.
Because these must only depend on the position figure 5.16 shows a histogram of all
good measurements, which means they passed the selection criterion. The x-direction
represents the phase of the dominant wave. Vertically the height in fixed coordinates
(distance to mean water level) is plotted. The mean phase dependent surface elevation
is plotted with a red line (observation from PSV) and a pink dashed line (measurement
by LHC). Clearly visible are horizontal structures, which become more obvious by the
phase independent illustration on the right side in figure 5.16. These can be explained by
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Figure 5.17: Phase dependent histogram of
weighted measurements points in wave
following coordinates. The blue layer
indicates less detections in a certain dis-
tance above the water surface, which
is caused by an increased background
noise in the images due to scattering of
the laser induced fluorescent light from
the surface. This phase and z∗ depen-
dent information is also used for weight-
ing during averaging. This plot shows
only an extraction of the full FOV.
the influences of the lenses on the image quality. The dominant steps coincide with the
field of views of the single PSV-cameras. The general tendency of fewer measurements
with increasing heights can have two causes. On the one hand, the particles could
accumulate in the lower part. On the other hand the focusing of the laser sheet could
make the same effect. Also the longer streaks caused by higher velocities lead to
effectively fewer good detections.
Especially in the boundaries of two cameras this density variations of measurement
points could shift the average values, if – as it is done in the evaluation – this average
is performed along a layer crossing these borders. To avoid such errors, the single
measurements were weighted by the inverse of the normalized density during averaging.
At heights which are partly under water the weights are corrected, which is demonstrated
by the red dotted line in the right plot in figure 5.16.
Figure 5.17 shows a phase dependent histogram of the measurements points, where
the fixed coordinate weighting has been adopted. Here the illustration of the vertical
coordinate is z∗, the distance to the actual water surface. For the illustration of the
waves, the mean surface elevation at each phase have been added. Now the distribution
of measurement points depicts a layer with a significantly reduced number of detections
at a constant distance to the water surface, which can be guessed in figure 5.16, too. The
reason for this effect is a combination of a light background caused by scattered light
from laser induced fluorescence at the surface and the low light operation of the cameras.
The images have an enlarged background noise in this region, while more detections
are filtered out by the selection criteria. This layer of reduced density also causes an
increase in the wave trough, which is an artifact of the weighting along constant fixed
height. In order to also avoid effects from these structures this histogram is used for
weighting the data points, which is done in dependency of phase and z∗. Thereby the
influence of the distribution of measurement points could be reduced to a minimum and
for all further considerations these weights are applied.
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Figure 5.18: Comparison of results obtained by PIV and PSV at different wind speeds and pure wind
waves. As vertical coordinate the simple shifted height z∗ (distance to actual water surface) was
chosen. All points are averages of mean velocities (horizontal at left and vertical at right) with bin
sizes of 3 mm for PIV and 1 mm for PSV. Results from PIV are shown in red, results from PSV in
black. The mean values show no significant differences.
5.4.5 Comparison of PSV and PIV
The simultaneous measurements with two different methods (standard statistical PIV
and PSV) give the opportunity to compare the measured velocities and proof the
techniques.
For that purpose vertical profiles of the mean velocity are calculated in simple shift
coordinates (z∗ = z − η(x, t)). The PIV-measurements have approximately 3 mm in
spacial resolution, therefore the vertical bin size was chosen accordingly.
In figure 5.18 the profiles of ux and uz are plotted for both techniques, respectively.
The averaged values obtained by PSV (black dots) and by PIV (red dots) are comparable.
Only small deviations up to few percent are visable and range in the accuracy of both
methods.
In section 5.2.4 the accuracy of the PSV algorithm has been discussed by using
71
5 Data processing
uref [m/s] fPSV [kHz] ∆uPSV [m/s]
2.5 6 0.015
3 6 0.015
4 9 0.023
5 11 0.028
6 13 0.033
8 17 0.043
10 21 0.053
12 26 0.065
14 26 0.065
Table 5.2: Accuracy of PSV-measurements for dif-
ferent wind conditions. The error of each veloc-
ity vector is controlled by the PSV-frequency
fPSV and the image resolution (≈ 50µm/pixel).
In all measurements the theoretical accuracy is
lower than 1% of the free stream velocity.
modeled streak images. The result is that the wavelength of the streaks is determined
with an uncertainty of ∆λ ≈ 0.05 pixels. After transforming to real world coordinates,
the image resolution and the PSV-frequency fPSV is limiting the accuracy. The larger the
frequency the larger the uncertainty of each streak measurement. In order to optimize the
settings for each wind condition, different frequencies were used. In combination with
the optical resolution (≈ 50µm/pixel), the resulting accuracy ∆uPSV can be calculated
and is presented in tabular 5.2. So for all conditions the measurements have theoretical
accuracies lower than 1% of the free stream wind speed.
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Essential for successfully interpreting the measured flow velocities above water waves,
the latter have to be analyzed carefully. Besides the measured water elevation also
the dynamics of the wave is important. In this section a short description of the work
flow of detecting the height in the images recorded by the LHC-camera is given. It is
also explained how statistical properties are determined and how the curvilinear wave
following coordinates and the dominant wave phase are obtained.
6.1 Statistical properties
For each run of experiments the available height data measured by the LHC (see section
3.3.3 and 5.3) have been used to generate a convolution of the statistical parameters,
which are describing the wave field (compare table 4.1).
6.1.1 Frequency spectra
In order to account for statistical variations the whole sequence has been split into parts
of 30 sec and from each the frequency spectrum has been determined using Fourier
analysis. Thereafter all single spectra were averaged. Examples of the energy density
spectra are shown in section 7.1.1. The peak frequency fp has been determined by
finding the maximum of the frequency spectrum Φ(f) in each short sequence. The
uncertainty of measurement values is representing the standard deviation of the values
of all short sequences.
6.1.2 Wave height and period
As a good measure for the mean amplitude of surface waves the root-mean-square wave
height arms =
√
η2 was calculated in each short sequence, too. From the standard
deviation the uncertainty or rather variations, which are presented in the summary of
measurement values (appendix A.2), have been derived.
While for wind waves, which are approximately Rayleigh distributed, from arms also
the dominant wave height Hd and the significant wave height Hs could be estimated, for
paddle waves these assumptions do not hold. To still state these parameters an analysis
has been performed extracting the height and period of each individual wave.
An algorithm was written, which detects all zero crossings and all peaks between in
a time signal of the wave elevation at a single point. Figure 6.1 shows in the uppermost
plot an example of the detected points. From these points the wave height H as the
distance from peak to peak as well as the wave period T was determined. Also shown
in the lowest plot is the time resolved phase velocity – a description of the method
follows in the next section. From all single wave heights H the average quantities Hd
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Figure 6.1: Detection of the wave
height and wave period of each
individual wave at 6 m/s wind
speed and pure wind waves. The
uppermost plot shows a time
signal of the water elevation
at a single point (black line).
Blue crosses are detected zero-
crossings and red crosses are de-
tected peaks (crest or through, re-
spectively). The derived wave
height H (distance from peak to
peak) and the wave period T are
plotted below. The lowest plot
shows the time resolved phase
speed, which was derived by the
time correlation between two sig-
nals measured at both ends of the
laser sheet.
and Hs are calculated. The uncertainties presented in this work are statistical errors of
the mean.
6.1.3 Phase speed
Measuring the height along the laser sheet with width around 2 cm it was possible to
determine the phase speed cp of the dominant wave. This has been done by use of
the cross correlation between short sequences measured at the right and the left of the
laser sheet. The shift of these two signals provides the phase speed and by use of short
sequences temporal resolution could be achieved. The left part of figure 6.2 shows
height signals of such a short sequence. The dashed blue line visualizes the shifted left
signal, which has the highest correlation with the right signal. This temporal resolution
makes it possible to obtain the variance of c, which is illustrated by the histogram at the
right side of figure 6.2.
For determining the wave steepness s (equation 2.55) of pure wind waves the
spectrum of the time derivative of the water elevation Sηt have been calculated and
summarized from 0.5 to 1.5 fp. Together with c for each run a value came out. The
uncertainty could be derived by Gaussian error propagation.
6.2 Curvilinear coordinates
For the considerations of momentum transport above waves curvilinear coordinates
have been introduced (compare section 2.3.3). In the scope of this work only coordinate
systems are used, which keep the horizontal coordinate unchanged and only modify the
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Figure 6.2: Illustration of determining the phase speed shown exemplarily for 6 m/s wind speed and
pure wind waves. Left: The time series of the water elevation measured at the left side (blue) and
the right side (red) of the laser sheet are drawn by solid lines. With saturated colors the region of
approximately one period is illustrated, which is regarded for the correlation. The dashed blue line
shows the high correlation of the shifted left signal. Right: The histogram demonstrates the variation
of all values of the phase speed along a time series with 5 min length.
vertical. The z-component is added by a certain value, described by a function f , which
depends on position and time. Two different approaches for this function are deployed.
First this function is expressed by the water elevation η(x, t) itself yielding to a
simple shift independent in height. Therefore all necessary height data is directly
measured by the LHC or PSV-cameras.
The second approach – the declining shift – adapts the vertical component dependent
on the distance to the water surface and the wave form. This is realized by decomposing
the surface elevation η(x, t) into several harmonics (an cos(knx− φn)) and multiplying
on each mode an exponential decaying factor exp(−knz∗), which depends on the
respective wave number kn and the new vertical component z∗ (equation 2.81). For
applying such a transformation first the spacial decomposition of η(x, t) has to be
conformed for each moment of the time series. The available elevation data contain not
more than two centimeters, which is insufficient to identify bigger gravity waves.
Therefore the temporal information of the time series can be used. In the previous
subsection the determination of the phase speed is described. By use of this temporal
resolved quantity the surface beside the measurement range can be extrapolated. Of
course temporal changes of the wave form are neglected, but those become merely
critical with bigger distance to the measurement point. For the extrapolation the left
and right ends xleft and xright of the measured surface line are regarded. The values of
η(x, t) at time t0 for x < xleft are calculated by
η(x, t0) = η(xleft, t
′) with xleft − x =
∫ t′
t0
cp(t)dt (6.1)
and for x > xright by
η(x, t0) = η(xright, t
′) with xright − x =
∫ t′
t0
cp(t)dt. (6.2)
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Figure 6.3: Measured and extrapolated surface elevation along the horizontal coordinate x and layers
of constant z∗ in curvilinear coordinates for pure wind waves at 6 m/s wind speed. The measured
(black) and extrapolated (red) water elevation is drawn for a region around the measurement area
much bigger than the wave length of dominant wave. Above the water surface the layers of constant
z∗ for the declining shift coordinate transformation are illustrated by gray lines.
In figure 6.3 such an extrapolation is illustrated by a red line for an exemplary pure wind
wave at 6 m/s wind speed. The small black part in the middle shows the measured data.
For all wind regimes this method yields reasonable results and no fault extrapolation
could be observed, which would lead to inhomogeneities in the wave form.
As the standard method for decomposing a signal into harmonics the Fourier de-
composition (see appendix A.4.2) has been used. In order to save calculating time the
procedure was applied in two resolution steps. First a Fast Fourier Transform algorithm
(FFT) has been employed on the combined height signal (measured and extrapolated)
at each time step. Therefore a large region of about 5 m with 1 cm resolution was used,
whereby wave length from 2 cm to 5 m are covered. Second a small region around
the measurement area of approx. 5 cm with 0.1 mm resolution was regarded. The big
structures, which are captured by the first FFT, have been subtracted and again an FFT
algorithm was applied. Together all structures expressed by wave lengths down to
0.2 mm are well resolved at and around the measurement area by not just more than 500
modes. By these in the form of an(t) cos(knx− φn(t)) the declining shift coordinate
transform can be realized at each point of the time series t separately. Edge effects,
which are unavoidable while using FFT, are concerning only extreme regions.
Also illustrated in figure 6.3 by gray lines are the calculated layers of constant
vertical component z∗ by use of this harmonics. Figure 6.4 shows a zoomed view of the
area around the measurement area.
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Figure 6.4: Zoomed view of the surface
elevation and the obtained curvilinear
coordinates of the situation shown in fig-
ure 6.3 (6 m/s wind speed and pure wind
waves). The measured (black) and ex-
trapolated (red) surface is illustrated by
the solid lines. Layers of constant ver-
tical coordinate z∗ are drawn with thin
gray lines, which are following the sur-
face structure close to the water surface
and smooth with bigger height.
6.3 Phase of dominant wave
In order to observe wind wave processes all quantities have to be considered phase
dependent. Therefore the dominant wave has to be identified and its phase has to be
determined.
For getting the dominant wave a Fourier based band pass filter has been applied on
the time series of the measured height data. As range the region between 0.5 and 1.5 fp
was used. From this signal the Hilbert transform (see appendix A.4.3) provided the local
amplitude and phase (Melville, 1983). Thus for each flow measurement and so for each
measured velocity vector the phase φd(x, t) and amplitude ad(x, t) of the dominant
wave respectively have been obtained and phase averages could be performed. The
phase is defined in radians from −pi to pi with φ = 0 at the wave crests and increasing
phase in down wind direction. Hence the phase is decreasing with time as it is shown
in figure 6.5. Because of edge effects, which render the phase information unreliable
(Oppenheim and Schafer, 2010) the first and last seconds of each time series were
disregarded.
Figure 6.5 shows a small extraction of a measurement of pure wind waves at 6 m/s.
This example has been chosen because of its inhomogeneity. Even for such chaotic wave
fields the described method leads to meaningful results. Certainly at regions superposed
by two or more modes, which results in very small amplitudes or non-harmonic shapes
phase considerations are pointless. But these regions usually are associated with small
local amplitudes ad and so can be identified and excluded for phase averaging.
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Figure 6.5: Dominant wave and its phase for pure wind waves at 6 m/s. By a Fourier based band pass
filter (0.5 fp < f < 1.5 fp) the measured time series of the water elevation (blue) is smoothed
obtaining the dominant wave (black). The Hilbert transform yields the local amplitude demonstrated
by the red line and the local wave phase drawn by the black line in the lower graph. Regions with
no clear dominant wave, where no reasonable phase can be extracted, can be identified by low
amplitudes.
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In this chapter all measurements and the obtained results are presented. The first section
7.1 gives a description on the wave conditions and their properties. The initial velocity
measurements achieved by the new PSV-method are examplary shown by time series of
wind velocity fields in section 7.2. The total drag and the mean wind profile is studied
in section 7.3. While section 7.4 shows the structure of the velocity fields by using
phase dependent averaging, the last section 7.5 focuses on the momentum transfer and
its partioning.
7.1 Wave properties
In the following same key properties of the waves are treated. The intention is to
describe the wave field, which is needed for further analysis of the air flow above the
waves and the momentum transport.
7.1.1 Wave spectra
A meaningful description of wave fields is given by their frequency spectra Φ (equation
2.51), where the frequency distribution of energy is shown.
Figure 7.1 shows such spectra for a selection of conditions (pure wind waves, short
paddle waves and long paddle waves) at different wind speeds. For pure wind waves the
spectra show a wide distribution with a peak representing the dominant wave. The peak
frequency decreases with increasing wind speed. The higher the wind speed, the higher
the wave growth, which leads to longer waves at the point of measurements with 28 m
fetch. A second weak peak appears at the first harmonic of the dominant wave, which
coincides with Stokes’ theory for finite amplitude gravity waves (see section 2.2.3). As
expected with increasing wind speed also the total energy growths.
The 0.9 Hz of the long paddle was chosen, because at this frequency the dominant
wave was stable at all wind speeds, which resulted in a two dimensional single wave.
This is exactly what the spectra show. The paddle wave and its harmonics are dominating
the spectra and nearly no energy is carried around by modes.
Short paddle waves are between pure wind waves and long paddle waves. Their peak
is very close to 1.3 Hz at all wind speeds. For the highest wind speed a small downward
shift is observed. Here the energy distribution varies with increasing wind. For 6 m/s
the paddle wave is dominant besides the peaks the energy density drops significantly.
For higher wind speeds the spectra are more smooth. Even if the 1.3 Hz wave represents
the maximum of the spectrum, energy has been transported to adjacent frequencies.
This represents the observations during the experiments, where at high wind speeds
wave breaking occurred along all fetches, the paddle wave was not stable and a three
dimensional wave field was present.
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Figure 7.1: Frequency spectra (en-
ergy density spectra) for different
wave conditions at different wind
speeds. Pure wind waves show
a smooth spectrum with a peak,
which frequency is down shifted
with increasing wind speed. The
spectra of long paddle waves are
dominated by the 0.9 Hz-wave
and its harmonics. Short pad-
dle waves (1.3 Hz) are settled
in between. The paddle gen-
erated mode contains still the
most energy, but with increasing
wind speed the energy in regions
around increases as well.
7.1.2 Wave height
While spectra give good impressions of the composition of wave fields, a quantitative
comparison of properties with single values sometimes is more meaningful. As a good
parameter the averaged wave height is used here, which was derived from the peak
to peak distances measured by LHC (compare section 6.1.2). Figure 7.2 shows the
dominant wave height Hd in blue as well as the significant wave height Hs in red for
all conditions. Additionally, theoretical expressions using the root mean square wave
amplitude arms are shown in black and orange.
As expected are all wave heights at conditions with paddle waves larger than for
pure wind waves and with increasing wind the wave height growths. Comparing the
significant and dominant wave height attention is attracted by the fact, that for wind
waves and short paddle waves they are significantly different, while for long paddle
waves they are comparable. This underlines the difference between two dimensional
stable paddle waves and unstable more chaotic wave fields.
The theoretical calculation of the dominant wave height (shown in black) coincides
quite good with the direct observed values. For wind waves and short paddle waves
a Rayleigh distribution with Hd ≈ 2.5 arms was assumed. The long paddle wave was
assumed to be a two dimensional Stokes’ wave with Hs ≈ 2.8 arms (see section 2.2.4).
For short paddle waves, especially for lower wind speeds, the theoretical values are
slightly too low, which indicates a wrong assumption. As the spectrum in figure 7.1
shows, the spectrum of short paddle waves at 6 m/s has not a wide distribution.
For pure wind waves also a theoretical calculation of the significant wave height
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Figure 7.2: Wave height dependent on the reference wind speed for all conditions. Significant wave
height Hs is shown in red, dominant wave height Hd is plotted in blue. Pure wind waves and short
paddle waves show significant differences between Hs and Hd, while there is nearly no difference
for long paddle waves. Theoretical calculations using the root mean square wave amplitude arms are
comparable with the direct averages.
with Hs ≈ 4 arms is plotted in orange, which also coincides very well.
7.1.3 Phase speed of dominant wave
For calculating the wave steepness as well as the wave age the phase speed of the
dominant wave is needed, which was determined by using the time shift of the wave
elevation (see section 6.1.3) at both ends of the measured line. Figure 7.3 shows the
average values of c for all measured conditions by black symbols. In red the theoretical
phase speeds are plotted using the dispersion relation for linear waves (equation 2.37)
and the peak frequency of the energy spectrum. For pure wind waves and short paddle
waves the theoretical values are below the experimental, which indicates a small drift
velocity. Even in a linear facility this is a typical effect – the shear at the air-water
interface pushes the water windward and generates a small current in upper layers and a
backward flow at the bottom.
For long paddle waves the results differ: The experimental estimations are partly
lower than the theoretical calculations, especially for low wind speeds. At the one hand
the 0.9 Hz wave has a larger penetration depth, so due to wave motion near the bottom
the flow characteristics in the facility might change. But this does not explain the values,
which are lower than the linear theory. At the other hand for long paddle waves at lower
wind speeds the wave profile differs from the form of a single Stokes’ wave, which
could influence significantly the phase speed.
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Figure 7.3: Phase speed of dominant wave estimated by correlation. The black symbols represent the
measured values for c, while all red data points and the red dashed lines show the linear theory using
the peak frequency of the energy density spectrum. Variations indicate mean flow at the upper layers
in the tank.
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Figure 7.4: Wave steepness  for different wave conditions at different wind speeds. The dominant
wave steepness d derived from the individual wave heights H , their individual wave period T and
the dominant wave speed c, is shown in blue. Representing the mean of the highest third waves the
significant wave steepness s is plotted in red. For pure wind waves s was also derived from the
spectrum, which is shown in orange. For pure wind waves and long paddle waves the steepness is
increasing for higher wind speeds, but not for short paddle waves.
7.1.4 Wave steepness
The knowledge of the phase speed the measured time series of the water elevation
enables an estimation of the wave steepness  (see section 2.2.4). Similar to the two
expressions for the wave height (Hs and Hd) the dominant and significant wave steep-
ness d and s were determined for all experiments. While d = piH/(cT ) represents
the average over all measured waves, s accounts only for the highest third.
Figure 7.4 shows the determined values of d in blue and s in red for all experiments.
The different wave regimes are denoted by different symbols. Additionally, the signifi-
cant wave steepness has been estimated directly from the frequency spectrum Sηt of
the temporal derivative of the water elevation (see equation 2.55), which is shown in
orange. This formulation was derived under the assumption of a Rayleigh distribution,
so only for pure wind waves it is a meaningful estimation. For low wind speeds up to
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6 m/s the two methods give nearly the same results. For higher wind speeds the values
estimated from the spectra are larger.
Regarding the dependency on the wind speed plotted on the x-axis the steepness
increases for pure wind waves and long paddle waves with increasing uref . Short paddle
waves show a different behavior. The significant wave steepness is constant and the
dominant wave steepness slightly decreases.
Comparing d and s the difference is connected to the distribution of the frequency
spectra. Pure wind waves and short paddle waves show a significant difference (d < s).
The energy is broadly distributed on several wave modes with varying amplitudes, which
results in different values for the total average and the average of the highest third. For
long paddle wave d and s are very close, which demonstrates the homogeneity of this
two dimensional single wave.
The significant wave steepness is a good parameter indicating the breaking state of a
wave field. The higher s, the more wave breaking occurs. The high values for short
paddle waves and pure wind waves at high wind speeds are indicating high breaking
rates, which coincides with the observations during the measurements. Wave fields with
s ≈ 0.3 are including some waves exceeding the breaking criteria (ak)max ≈ 0.44.
7.2 Time series of wind velocity
In this section some examples of the single air flow measurements are presented. The
following plots (figure 7.5 to 7.7) show 2D velocity fields by blue vectors. In gray the
surface elevation measured by the laser height camera is plotted. While the vertical
represents the distance to the mean water surface, the x-axis shows the time. By use of
the phase velocity the time scaling was chosen in a way, that the relation between the
vertical and horizontal axes of the plot equals the relation between z and xextr. = −c t.
This is also the reason for the inverse direction of the time axis.
Some plots are zoomed in for better investigating some single events like eddies or
flow separation (e.g. figure 7.7). In all situations the distribution of the measurements is
random and the wave is well sampled, even for short waves as shown in figure 7.5.
83
7 Results
Figure 7.5: Example of measured wind velocity vectors illustrated by blue arrows at 4 m/s free stream
wind speed and pure wind waves.
Figure 7.6: Example of measured wind velocity vectors illustrated by blue arrows at 10 m/s free stream
wind speed and long paddle waves.
Figure 7.7: Example of measured wind velocity vectors illustrated by blue arrows at 6 m/s free stream
wind speed and pure wind waves (zoomed view).
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Figure 7.8: Vertical profile of stress in fixed coor-
dinates. The total stress (black) is dominated
by the turbulent Reynolds stress (blue) and the
wave coherent flux is close to zero. Below
≈ 85 mm the total drag is rather constant, which
represents the constant flux layer. Above τ de-
creases linearly with height.
7.3 Total drag and mean wind profile
In the following the range from the crests up to ≈ 230mm height above the mean
water surface is considered in fixed coordinates in order to obtain the total momentum
transport. Here all the time air is present and simple averages can be performed.
With the measurement of 2D velocity vectors ~u = (ux, uz) the total drag τ can be
determined by two methods: by fitting the law of the wall in the logarithmic part of the
velocity profile or by directly calculating the Reynolds stresses. Both have to be applied
inside the constant flux region, which was experimentally found in linear wind wave
facilities to be 10− 15% of the boundary layer thickness δ (Troitskaya and Rybushkina,
2008). For all experiments considered in this study the velocity measurement covers
only the lower part of the boundary layer, hence the constant flux layer first has to be
identified.
For this purpose the Reynolds flux was calculated and investigated dependent on
z. Above the wave crests the viscous shear can be neglected and the total drag is
compound by the turbulent shear stress τturb,xz = −ρu′zu′x and the wave coherent flux
τwave,xz = −ρu˜zu˜x. Figure 7.8 shows τwave,xz in blue, τwave,xz in red and the sum of both
in black for measurements at 10 m/s with pure wind waves. In this case the turbulent part
of τ dominates and the wave coherent fluctuations do not contribute significantly. Below
≈ 85 mm the total drag is rather constant, so this can be identified as the constant flux
layer. Above τ decreases approximately linearly with height z, which is in agreement
with other studies see Troitskaya et al. (2012) and Zavadsky and Shemer (2012).
A measure for the total drag for each condition was demanding. Using the logarithmic
wind profile is problematic, because of two reasons. First the highest crest of paddle
waves is in the same order of magnitude as the thickness of the constant flux layer (δτ ),
so the fitting region has to be chosen above leading to wrong values. The second reason
is the waves themself, which are in the same order of magnitude as the large eddies
inside the region of interest. Thereby the assumptions for the derivation of the law of
the wall are not fulfilled anymore and it is unclear how this influences the profile.
Even for determining the total drag from the stress profiles the big paddle waves
are challenging, because it is hard to identify the constant flux layer. Wave following
coordinates can not be used, because due to the transformation of the momentum
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Figure 7.9: Profiles of total stress τ determined in fixed Cartesian coordinate. Black dots show the
measured values above the highest crest. The thickness of the constant flux layer δτ (blue dotted line)
was determined from the measurements above pure wind waves. Using a parametrization of δτ (τ)
the profiles for paddle wave could be extrapolated into the constant flux layer, which is not resolved.
Therby even for this conditions the total stress is determined.
equations pressure forces occur, which contribute to the total shear stress (see section
2.3.3). So without direct pressure measurements curvilinear coordinates do not solve
the problem.
In order to determine the total drag despite of big waves the linear part of the
stress profiles was also used. Under the assumption, that big waves do not change the
thickness of the constant flux layer and δτ depends only on τ , the linear part was fitted
and extrapolated, if waves are to high. First a parametrization of δτ was determined
from the measurements at pure wind waves. The left plot in figure 7.9 shows the total
stress profiles for all pure wind wave conditions by black dots. The height z measured
from the mean water surface is drawn on the x-axis. A clear identification of δτ is
possible. An linear behavior was obtained
δτ (τ) = (76.8± 27.5) mmPa · τ + (52.2± 3.4) mm, (7.1)
which is drawn in blue. With this dependency of δτ (τ) the height dependent two case
function
τfit(z) =
{
τ for z < δτ
mz + b for z > δτ
(7.2)
has been fitted to all data sets, where m, b and τ were fitting parameters and so the total
stress was determined. The results of this fit are shown by thin red lines in figure 7.9.
The curved shape of these linear functions is an artifact of the double logarithmic scale.
By this method even for high waves an estimation of τ could be made.
While the total drag and thereby also the friction velocity u∗,a could be successfully
determined from the stress profile, the roughness length z0 (see section 2.3.2) cannot
be extracted out of it. For determining z0 the velocity profile was regarded and with
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Figure 7.10: Wind profiles for all measurements at different conditions. Logarithmic fits (red line) have
been performed to determine the roughness length z0. u∗,a was fixed by use of the values obtained
from the stress profiles. Points above a certain point (shown in gray) are excluded.
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Figure 7.11: Friction ve-
locity u∗,a and rough-
ness length z0 dependent
on the free stream wind
speed uref . The compar-
ison with earlier studies
at the same location (col-
ored points) shows coin-
cidence with the results
of this study (black). A
slight increase of u∗,a and
z0 for short paddle waves
can be obtained.
the known u∗,a a logarithmic fit was performed, where the roughness length is the only
free parameter. Figure 7.10 shows the velocity profiles and these fits for all measured
conditions. The region, where the fits have been applied is marked in black, while gray
dots are not considered.
The results of u∗,a and z0 are presented in figure 7.11 in black, different symbols
represent different wave conditions. Also shown are measurements obtained by earlier
studies by Caulliez et al. (2008), Caulliez (2013) and Grare et al. (2013), who measured
in the same facility at comparable fetch. The measurements coincide within the scatter-
ing of the different experiments. A small increase of u∗,a and z0 for short paddle waves
can be obtained.
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Figure 7.12: Histogram of dominant amplitude obtained by the Hilbert transform of the smoothed wave
(0.5fpeak − 1.5fpeak). While long paddle waves have one sharp peak, short paddle and pure wind
waves have a wide distribution, which is especially for wind waves close to the Rayleigh distribution.
7.4 Phase dependent velocity fields
The phase of the dominant wave can be obtained by applying the Hilbert transform on
the smoothed wave height-time-signal. Thereby the phase φ as well as the dominant
amplitude ad is determined for each point in time of a measured sequence (see section
6.3). This enables phase dependent averaging of the velocity vectors, introduced as the
triple decomposition (see equation 2.67 to 2.69).
As shown in figure 6.5, this method only gives meaningful results, if the amplitude
exceeds a certain value. For long paddle waves this is always fulfilled, but for pure
wind waves and short paddle waves regions appear, where the phase extraction leads
to wrong results. These regions can be identified by looking at the dominant wave
amplitude ad, which drops there significantly. Figure 7.12 shows the distribution of ad
normalized by the root mean square wave amplitude arms for several conditions. Long
paddle waves have a single peak at ≈ 1.4 arms. Pure wind waves have distributions
close to the Rayleigh distribution, which agrees with theory (see Massel, 2013). Short
paddle waves are something between.
The following two sections show phase dependent mean velocity fields using the
triple decomposition. While for long paddle waves a simple phase decomposition was
performed, for short paddle and pure wind waves the sequence was split into three
classes depending on the the dominant wave amplitude.
The phase dependent averaging was performed by using bins of width ∆φ = pi/12 in
phase and ∆z = 1 mm in vertical direction. This was applied for fixed coordinates, as
well as for wave following coordinates, using the two different mappings described in
section 2.3.3. The simple shift coordinate transform (equation 2.80) is adding the actual
surface elevation to the vertical coordinate and the declining shift mapping (equation
2.81) considers the Fourier modes of the wave profile leading to wave following
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coordinates, which change into Cartesian coordinates with increasing distance to the
water surface.
7.4.1 Long paddle waves
Figure 7.13 shows an example of the averaged flow field above a long paddle wave
at 12 m/s wind. The left plots show the different velocity components, where the
color indicates the magnitude – yellow represents high velocities and blue zero or
negative values, respectively. By the black line and gray color below, the mean phase
dependent water elevation is plotted. It is illustrated in Cartesian coordinates, even if
the binning was performed in wave following coordinates. So the position of each bin
represents the mean height z of this bin and the phase, which is drawn on the x-axis.
The wave following vertical coordinates z∗ of these bins are indicated by thin gray lines
in the lower plots, which represent the simple shift and the declining shift mapping,
respectively. At the right of figure 7.13, the phase averages are plotted. Here the vertical
coordinate represents z∗, the average was performed along layers of constant z∗.
The uppermost plot shows the horizontal velocity component as the sum of the phase
averaged ux and the phase dependent part u˜x. This illustration shows the structure of
the boundary layer, which has higher gradients at the wind ward side of the crest than
at the lee side, where the wind speed is significantly smaller. This behavior is typical
for air flow separation, the rapid air parcels shoot over the wave crest and are not able
to follow the surface form anymore. Additionally, above the crest the velocities are
increased in comparison to above the troughs, which is simply due to compression of
the flow. The phase averaged profile plotted at the right has a smooth shape and looks
similar to a regular boundary flow profile, all phase dependent variations are averaged
to zero.
The plot below shows the vertical velocity component also as sum of uz and u˜z.
Here the upward flow at the windward side and the downward flow at the lee side of the
crest is clearly visible. The phase averaged profile shows increased values close to the
surface, which first seems to be unrealistic, but will be explained in the following.
The third and forth plot illustrates the transformed velocity components Uz, which
represent the flow through layers, of constant wave following coordinate z∗. Regarding
the phase averaged profiles U z they are almost zero, independent of the used mapping.
This shows, that the increased values of uz are caused by averaging along a curved layer
without regarding the horizontal flow components, which are contributing to the mean
flux through this layer. Thereby continuity is fulfilled, because the mean surface height
is constant and there should be no mean flux downwards.
The color-plots of the phase dependent averages U z + U˜z differ from the pure
Cartesian components and depend on the applied mapping. The simple shift (third plot
from top) leads to negative values at the windward side and positive values at the lee
side, especially with increasing distance to the water surface. Close to the water surface
it is close to zero, meaning the flow is following the coordinate z∗. Above, the curved
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Figure 7.13: Averaged velocity fields at 12 m/s with long paddle waves. The phase dependent average
of the respective velocity component is illustrated by color. Yellow indicates high and blue low
or negative values. On the right the phase averaged profiles in wave following coordinate z∗ are
plotted. The horizontal velocity shown in the uppermost plot illustrates the boundary layer close to
the water at the windward side of the crest. At the lee side, the velocities are much lower caused by
flow separation. The comparison of the vertical Cartesian velocity uz with the transformed velocity
components Uz depicts the influence of the mapping. The declining shift transformation represents
better the mean flow, than the simple shift.
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Figure 7.14: Binning in three amplitude classes exemplary for 12 m/s and pure wind waves. The
measured sequence is separated in three classes with equal number of counts. Colors indicate the
different classes: blue for class I (high amplitude waves), green for class II (medium waves) and red
for class III (low amplitude waves). At the right the distribution of the dominant amplitude ad is
shown, which is used as selection criterion.
layers are not representing the flow anymore, which leads to increased magnitudes. The
transformed vertical components with declining shift have much smaller magnitudes.
Hence these coordinates describe the mean flow above waves better .
Similar behaviors were observed for the other long paddle wave conditions at lower
wind speeds, where the air flow separation is less pronounced, but the characteristic of
the flow is the same.
7.4.2 Short paddle waves and wind waves
In order to apply phase averaging on the air flow above pure wind waves and short paddle
waves the sequences are split into three classes using the dominant wave amplitude ad.
These classes are chosen to achieve equal number of counts, so class I represents the
third of the high amplitude waves, class II the medium and class III the low amplitude
waves. Figure 7.14 shows an example of a time series of the wave elevation, where the
separation in those three classes is illustrated by colors. While the colored dots represent
the measured wave elevation, the smoothed signal on which the Hilbert transform have
been applied is drawn by a black line. The smoothing in Fourier space only maintains
the dominant modes around the peak frequency of the energy spectrum. This causes
deviations in comparison to the real signal, especially at the peaks and for short waves.
For that reason, the dominant amplitude ad is only used for classifying and not for wave
analysis.
Figure 7.14 shows the averaged velocity fields for a wind speed of 12 m/s and pure
wind waves. The figure is similar structured as figure 7.13 (averaged phase dependent
velocity field over long paddle waves), with the difference that the three classes are
shown separately. The vertical coordinate represents the height in fixed coordinates
(color plots) or wave following coordinates (profiles), respectively. The phase of the
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dominant wave is drawn on the x-axis, while for class III (low amplitude waves) no
phase binning is applied. Here the method to extract the phase is not working robustly.
The structure of the velocity fields, shown in figure 7.15, is comparable to those above
long paddle waves, even if the magnitude of the mean wave elevation is significantly
lower. The regions of low horizontal velocities behind the wave crest is smaller in class
II than in class I, the same is the case, for the upward and downward velocities on both
sides of the crest. Also for this condition the declining shift mapping gives minimum
magnitudes of U z + U˜z, the velocity component through layers of constant z∗.
Comparing all wind-wave conditions, the structure of the velocity fields differs
only in magnitudes. Overview plots of all measurements are shown in the appendix
(Reference), where the horizontal and vertical Cartesian velocity fields are illustrated by
color-plots. In general the flow characteristics scale with the wave heights: the higher
the waves, the more pronounced the flow separation. With increasing wave height also
the wave coherent flow structures are ranging to larger distances to the water surface
(see appendix A.3).
7.5 Partitioning of momentum transfer
The previous section shows the characteristics of the air flow above gravity waves,
which is more a qualitative observation. This section focuses on the partition of the
momentum transfer into turbulent Reynolds stresses, wave coherent fluxes, viscous
shear and pressure forces, which is strongly connected to the flow structures.
7.5.1 Turbulent and wave coherent fluxes
First the turbulent and wave coherent fluxes are investigated. These can be directly
determined by calculating τ˜turb,xz∗ = −ρa
〈
U
′
zu
′
x
〉
and τ˜wave,xz∗ = −ρaU˜zu˜x, which
leads to phase and height resolved stress fields. Phase averaging leads to τ turb,xz∗ and
τwave,xz∗ representing the averaged flux through a layer of constant wave following
heigh z∗. Here, the considerations in wave following coordinates are used (see section
2.3.3), because fixed coordinates are not meaningful at heights below the highest crest.
It has to be noted, that different mappings lead to different results, which will be shown
in detail in section 7.5.3 and is also indicated by the velocity fields presented in the
previous section 7.4. In this section only the declining shift mapping is used, which
best describes the averaged flow.
Exemplary measurements at a wind speed of 12 m/s above long paddle waves are
shown in figure 7.16. The color-plots illustrate the phase dependent turbulent flux
(top) and wave coherent flux (bottom). Yellow indicates positive stresses representing
downward momentum transport, blue indicates negative stresses representing upward
momentum transport. At green regions the stress is close to zero. Similar to the velocity
plots, the vertical coordinates represent the fixed coordinate z, layers of constant wave
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Figure 7.15: Averaged velocity fields at 12 m/s with pure wind waves. The magnitude phase dependent
average of the respective velocity component is illustrated by color. Yellow indicates high and blue
low or negative values. On the right the phase averaged profiles in wave following coordinate z∗
are plotted. The horizontal velocity shown in the uppermost plot illustrates the boundary layer close
to the water at the windward side of the crest. The magnitudes of the varying structures (air flow
separation, thinning of the boundary layer at the windward side, up- and downward velocities) are
less pronounced for medium waves (class II) than for high waves (class I). For low amplitude waves
(class III) no phase separation is applied.
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Figure 7.16: Turbulent and wave coherent stress distribution at 12 m/s wind speed with long paddle
waves. Color indicates the magnitude of τ˜turb,xz∗ and τ˜wave,xz∗ , respectively. At the right phase
averaged profiles along layers of constant wave following coordinate z∗ show positive values for
turbulent and negative values for wave coherent fluxes.
following coordinates (z∗ = const.) are represented by thin gray lines.
The distribution of turbulent stress τ˜turb,xz∗ ranges from zero right behind the crests
to positive values above the troughs and at the windward side of the crests. Close
to the water surface τ˜turb,xz∗ drops to zero, where the gradient at the wind ward side
seems to be higher than at the lee side. The phase averaged profile plotted at the right
has its maximum at a height of z∗ ≈ 100 mm, which coincides with the thickness of
the constant flux layer determined in section 7.3. Its magnitude is around half of the
maximum of all phase dependent turbulent stresses.
The wave coherent momentum flux shows negative values right above the crests and
a slightly positive region, where flow separation occurs. Everywhere else τ˜wave,xz∗ is
around zero. The strong negative region can be explained by fast flow overshooting the
wave, which is not able to follow the surface profile. Thereby momentum is carried
upwards. This is also present in the phase averaged profile, which is mostly negative.
By comparing the different measurements at varying wind-wave conditions, in
general the magnitude of the effects is scaling with the wind speed and the amplitude of
the waves (see appendix A.3).
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water
Figure 7.17: Decomposition of a velocity vector
~u near the water surface into a component ~u‖
parallel to a layer of constant wave following
coordinate z∗ and a perpendicular component
~u⊥.
7.5.2 Estimation of viscous stresses
To investigate the momentum transport above surface waves correctly using wave
following coordinates is essential. The viscous shear stress acting on a layer of constant
wave following coordinate z∗ is τvisc,xz∗ , which can be expressed by the Cartesian
components τvisc,xx, τvisc,xz of the viscous stress tensor and the derivative of the mapping
function ∂f/∂x (see equation 2.88).
If the stress is aligned with the layer of a constant z∗, τvisc,xz∗ equals its magnitude
τvisc,‖. The x-length of a transformed infinitesimal fluid parcel is stretched, which
compensates the partitioning of τvisc,‖ into τvisc,xx and τvisc,xz. A more detailed derivation
is added in the appendix (A.1). In this case it is sufficient to determine the viscous stress
component parallel to such layers of constant z∗, which is expressed by
τvisc,xz∗ = τvisc,‖ = µ
∂u‖
∂z⊥
, (7.3)
where µ is the kinematic viscosity, u‖ is the parallel part of a velocity vector and z⊥
denotes the normal distance to the water surface. The only assumption is, that there are
no stress contributions perpendicular to this layer of constant z∗, which is fulfilled, if
u⊥ is zero. Figure 7.17 sketches the decomposition of a vector ~u (black) into a parallel
and perpendicular part (blue).
Viscous stress is defined by velocity gradients, which cannot be determined directly
by the measurements made in this study, where only randomly distributed velocity
vectors are available. The only way to still measure viscous stress is to consider
averaged velocity profiles and calculate the gradient, which results in an averaged
viscous shear. In equation 7.3 the parallel velocity has to be replaced by an average, the
structure of the equation keeps the same.
To obtain this averaged parallel shear stress close to the water surface phase de-
pendent profiles of u‖ against z⊥ were regarded. The up and downward velocity of
the surface was corrected by subtracting the elevation speed ∂η/∂t. In figure 7.18 an
example of such a profile is presented. Also shown there is a profile of u⊥ against z⊥,
which satisfies the assumption of u⊥ ≈ 0 in the regarded region. The single gray points
represent the single measurements, the black dots are averages with ∆z = 0.1 mm
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Figure 7.18: Velocity profiles and viscous
shear profiles close to the water sur-
face, measured at 6 m/s free stream wind
speed and long paddle waves. Gray dots
show the single measurements and black
dots represent averaged values with bins
of 0.1 mm width. The top plot shows
the perpendicular velocity component
u⊥, which is on average close to zero.
The averaged profile of the parallel com-
ponent u‖ against the distance to the
water surface (middle plot) shows a lin-
ear shape very close to the water sur-
face. With increasing z⊥ the profile tran-
sitions to turbulent and becomes more
flat. With a red line a numerical fit us-
ing the law of wall is shown, which fits
the shape of the averaged data points.
The plot at the bottom shows the viscous
shear τvisc,‖ calculated from the gradi-
ent of the averaged profile (black) and
as result of the fit (red).
bin size. Very close to the water below approximately 0.5 mm a linear behavior of
the mean profile is present in this example. Above 0.5 mm the profile becomes more
flat indicating the transition to the turbulent regime. The first approach to obtain the
viscous shear is to look at the gradient of this averaged profile. The resulting values
already slightly smoothed are presented by black dots in the third plot at the bottom of
figure 7.18. Despite of large scattering the values show the expected shape (see 2.3.1):
maximum at the water surface and dropping to zero with increasing distance to the
surface.
Close to the water surface inside the viscous boundary layer the flow can be regarded
as smooth. The roughness elements of the water surface represented by waves with
wavelengths ranging from centimeters to meters are larger than the regarded thickness
of < 5 mm. Thus the law of the wall in its implicit formulation (equation 2.66) well
describes the velocity profile. In order to achieve a robust method and also make use
of the transition from laminar to turbulent flow, this implicit formulation was fitted
numerically to the data. This fitting was performed in two steps, a first estimation of the
individual stress and a second fit, where the regarded region was limited to z+ < 30.
The dimensionless vertical coordinate z+ needed for the second step (compare sectio
2.3.1) was estimated from the results of the first step. In figure 7.18 the result of this
fit is plotted by a red line, which coincides with the binned values. Also the resulting
stress profile shown in the plot at the bottom is positioned between the scattered points.
By this method the phase dependent viscous stress inside the boundary layer could be
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Figure 7.19: Phase dependent distribution of viscous shear τ˜visc,‖ directly above the water surface at
10 m/s and pure wind waves. Slightly shifted in phase a strong dependency on the dominant phase is
present. Class I (high amplitudes) shows much higher variations than class II (medium waves).
measured for all conditions, even for high wind speeds up to 12 m/s, where the viscous
part in the boundary layer is in the order of 0.1 mm.
Figure 7.19 shows the measured phase dependent values of τ˜visc,‖ (obtained by fitting
the law of the wall for each phase independently) for such a high wind speed condition
at 12 m/s above pure wind waves. The black dots show the results of the fit, representing
the viscous shear stress directly at the surface and inside the viscous boundary layer. By
numerically fitting, an uncertainty was obtained, which is demonstrated by black error
bars. The wave elevation is illustrated by the phase averaged wave profile for each wave
amplitude class, respectively. In class III, which represents low amplitude waves, no
phase binning was performed. τ˜visc,‖ shows high phase dependent variations, especially
above large waves in class I. At the windward side of the crest the maximum is reached
and directly behind the crest τ˜visc,‖ drops. This coincides very well with the observed
flow field and can be explained by flow separation. Also the turbulent stress shows a
similar distribution close to the water surface – high values at the windward side, low
values at the lee side.
The phase dependent results for all conditions are presented in the overview plots
in the appendix (A.3). The general conclusion is: the higher the waves, the higher the
variances. The phase dependent distribution of τ˜visc,xz∗ is comparable to the results of
measurements in water (e.g. Okuda, 1982a; Peirson and Garcia, 2008), which also show
large enhancements right before the crests.
For the exchange of mass and heat through the interface as well as for wave growth
it is important how the total stress is partitioned directly at the water surface. Even
if the pressure was not measured, the relation of the viscous stress τvisc,‖ averaged
over all phases to the total stress τ = ρau∗,a2 derived by the total stress profiles in
fixed coordinates (section 7.3) shows the partitioning, because the wave coherent and
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Figure 7.20: Averaged viscous shear stress τvisc against the air sided friction velocity u∗,a. All measure-
ments of this study (black symbols) are significantly below the reference (black dashed line). With
increasing friction velocity τvisc seems to saturate below 0.08 Pa. Measurements above short paddle
waves show slightly lower values than for pure wind waves and long paddle waves. Measurements of
other studies show the same behavior with more scattering.
turbulent stress vanishes.
Figure 7.20 shows the results of τvisc,‖ (denoted as τvisc in the following) against the
air sided friction velocity u∗,a (see section 7.3). The reference of τ = ρau∗,a2 is plotted
by the black dashed line. All conditions show significantly lower values as the reference.
With increasing friction velocity also the difference increases and the τvisc seems to
reach saturation below 0.08 Pa. The different wave conditions (pure wind waves, short
paddle waves and long paddle waves), which are illustrated by different symbols are
showing slightly different values. Especially short gravity waves have lower values of
τvisc. All uncertainties are in the range of few percent, so they are not plotted.
By red symbols measurements performed by Grare et al. (2013) are shown. They
have been measured at the same location in the same wind-wave facility by using a
hot wire anemometer, which was repeatedly plunged into the water. Different symbols
again denote different wave conditions also using paddle waves. This data points are
significantly lower than those measured in this study and showing larger scattering. By
blue and green crosses the viscous shear stress measured in water at short fetches by
Banner and Peirson (1998) and Peirson et al. (2014) is plotted. The green dots also
measured by Banner and Peirson (1998) at very short fetches, where no waves were
present, are very close to the reference, so here all the shear is transported by viscosity.
This large scattering gives reason to assume, that the relation of τvisc and τ is strongly
connected to the wave state. But as usual for experimental investigations systematical
errors can not be excepted.
7.5.3 Height dependent momentum budget
Using wave following coordinates the turbulent, the wave coherent and the viscous
stress contributions could be obtained from the air side velocity measurements above
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Figure 7.21: Influence of different mappings on the single stress contributions demonstrated for a
condition at 6 m/s and pure wind waves. Results obtained in fixed coordinates above the highest crest
are shown in red, in simple shift wave following coordinates in blue and in declining shift coordinates
in black. While the profiles of turbulent and viscous stress are very similar, the wave coherent fluxes
give slightly different results, which also affects the sum of all three. Declining shift coordinates have
less scattering than simple shift coordinates.
water waves. So except for pressure forces, all contributions to the momentum budget
are available and can be studied in dependency on the wave following coordinate z∗.
Additionally, the assumption of a constant total drag τ inside the constant flux layer
with its thickness δτ and its estimation from considerations in fixed coordinates (see
section 7.3) gives the opportunity to close this height dependent momentum balance.
In section 7.4, where phase dependent velocity fields are presented, it is outlined, how
different mappings lead to different transformed velocity vectors Uz. Since these are
used to determine the turbulent and wave coherent fluxes τturb,xz∗ and τwave,xz∗ , different
mappings also lead to different values of phase averaged stress contributions. This can
be simply explained: These phase averaged stresses are representing momentum fluxes
through layers of constant z∗. Different mappings lead to different layers and thereby
also the stress contributions change.
In figure 7.21 the height dependent phase averaged stresses τ turb,xz∗ , τwave,xz∗ ,
τvisc,xz∗ and the sum of all three τ sum,xz∗ are shown for the two used mappings, simple
shift in blue and declining shift in black. Additionally the results obtained in fixed
coordinates are shown in red, where z∗ equals z. While τ turb,xz∗ and τvisc,xz∗ are nearly
independent on mapping (if no points of a color are visible, they are hidden by the
others), τwave,xz∗ varies significantly, which also leads to different results of the sum
of all three. Comparing the single profiles, the declining shift mapping leads to less
scattering. A possible explanation for that could be, that here the layers of constant
z∗ better follow the mean flow and thereby lead to more robust estimates, so for all
following considerations only the declining shift mapping is used.
While the vertical axes in figure 7.21 represent the wave following coordinate z∗
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in mm (scale shown at the left), an additionally scale of the wave following height
normalized by the wave number of the spectral peak kp is shown at the right in blue
color. This scaling gives the opportunity to compare the stress partitioning above
water waves with different wavelengths. Such a comparison is presented in figure 7.22
and 7.23, where the stress partitions normalized by the total drag τ is shown. The
different contributions are plotted by different colors and are divided by τ , which was
derived from stress profiles in fixed coordinates (see section 7.3) and is also shown as a
black line. The wave number kp was estimated from the peak frequency of the energy
spectrum and the measured phase velocity c.
The green dots in figure 7.22 and 7.23 represent the sum of turbulent, wave coherent
and viscous stress contributions. While the turbulent stress in some conditions exceeds
the total drag (black lines), the sum is significantly smaller close the water surface
and matches τ with increasing height. From the difference between τ sum,xz∗ and τ an
estimation of the contribution of pressure forces τpres,xz∗ was made, which is shown in
orange and closes the momentum budget. For all conditions τpres,xz∗ has its maximum
close to the surface, where the turbulent and wave coherent stresses drop to zero.
With increasing height τpres,xz∗ decreases and is close to zero at a normalized height
of z∗kd ≈ 1. At some high wind speed conditions with paddle waves the pressure
contribution also decreases at z∗kd ≈ 0.1, where also τwave,xz∗ changes. While for all
conditions the wave coherent fluxes show negative values at the region between 0.1 and
1 and are close to zero above and below, only these conditions show positive values
around 0.1. This effect only occurs for high wind speeds relatively large waves. For
lower wind speeds no such effect can be observed.
In general the stress partitions agree with other studies. Hara and Sullivan (2015)
showed by direct numerical simulations, that stress partition profiles have the same
characteristics at conditions with low wind speeds. Their profiles also show negative
values of τwave,xz∗ between z∗kd ≈ 0.1 and z∗kd ≈ 1 and the structure of the pressure
stress profile is very similar to the results obtained in this study.
Buckley and Veron (2016) (continued in Buckley and Veron, 2017) presented profiles
of wave coherent stresses having also positive regions below z∗kd ≈ 0.1, especially
for very high wave ages. These were realized by low wind speeds (u10 < 6 m/s) and
mechanically generated long waves (fp ranging from 0.5 to 1.2). At this regime the
positive regions are found below the critical height zc, where the mean flow velocity
equals the phase speed. In order to compare this effect with the measurements of this
study, the critical height zc is plotted in figure 7.22 and 7.23 by black dotted lines. But
in contrary to Buckley and Veron (2016) zc is significantly below the region of positive
τwave,xz∗ , which is probably caused by the high wind speeds. In comparison to Buckley
and Veron (2016) the amplitudes of the paddle waves were much larger (factor 2-3) and
the wind speeds over these were significantly higher.
Regarding the phase dependent stress distribution in general (see overview plots in
the appendix A.3) the positive regions of τwave,xz∗ appear right behind the crests, where
sheltering effects are present. So this effect probably is connected to the strength of air
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Figure 7.22: Profiles of stress partitioning dependent on the normalized height z∗kp for all conditions
at wind speeds from 6 to 12 m/s. The directly measured contributions by turbulent stress τ turb,xz∗
(blue), wave coherent flux τwave,xz∗ (red) and viscous shear τvisc,xz∗ (cyan), as well as the sum of
these three τ sum,xz∗ (green) are shown. By the black line the height dependent total stress τ is shown,
which was derived in fixed coordinates above the crests. The pressure contribution τpres,xz∗ (orange)
is estimated by the difference between the sum of the measured contributions to the total stress. The
critical height zc (uz(zc) = c) is drawn by the black dotted line and is close to the viscous sublayer
for all conditions. While τ turb,xz∗ and τwave,xz∗ drop to zero close to the water surface, τvisc,xz∗ and
τpres,xz∗ are maximal and decrease with height.
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Figure 7.23: Profiles of stress partitioning dependent on the normalized height z∗kp for all conditions at
wind speeds from 2.5 to 5 m/s. The profiles have similar shapes to conditions at higher wind speeds
and pure wind waves, which are shown in figure 7.22 (same notation).
flow separation and the resulting flow structures above high waves at high wind speeds.
7.5.4 Dependency on wind-wave properties
In the following it is outlined, how the partition of the surface drag is related to the
wind-wave properties. For this, the relation of the pure viscous shear τvisc,xz∗ (simply
denoted as τvisc) to the total drag τ = ρau∗,a2 is presented against different wind and
wave properties. For gas transfer as well as for wave dynamics, the situation directly at
the surface is predominantly important, so no height dependency is regarded. As shown
in section 7.5.3, the turbulent and wave coherent stresses are dropping towards zero
with decreasing height, so here the total momentum transport is represented by viscous
shear and pressure forces.
The separation of the measured sequences into three classes of different wave
amplitudes allows a closer evaluation of the dependency of the partitioning on the wave
properties. Figure 7.24 shows the normalized shear stress τvisc/ρu2∗ against the wind
forcing (reference wind speed at the left and friction velocity at the right). The different
paddle conditions are represented by different symbols and the three classes are shown
by color. Black circles show measurements at long paddle wave, where no classification
has been performed. The variances at same wind speeds uref caused by different paddle
conditions are relativized in the depiction against u∗. Comparing the three classes,
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Figure 7.24: Stress partition as relation between viscous shear τvisc and total stress ρu2∗ against the wind
forcing. Different conditions are represented by different symbols, amplitude classifying by colors.
Plotting against the friction velocity u∗ shows a more clear dependency than for the free stream
reference velocity uref .
slightly increased values are observed above higher amplitudes (class I). In general, the
relation decreases steadily with increasing wind forcing.
In figure 7.25, the partition for the three wave amplitude classes and for different
wind-wave conditions is plotted against the measured wave properties  (wave steep-
ness), H (wave height) and c/u∗ (wave age). The friction velocity is illustrated by the
color of the symbols. Blue colors represent low and yellow high values. All three plots
show only very low dependencies, which are significantly smaller than the dependencies
on u∗. Based on this observation it can be supposed, that the partition is dominated
by the wind forcing represented by the friction velocity. But it has to be noted, that
the regarded wave conditions are only in a narrow range and also strongly dependent
on u∗. The situation might change for other waves states like very old waves or very
short fetches. Here, fetch dependent observations are needed and would deliver better
insights.
Another aspect being of big importance for the dynamic of gas transfer as well as
for waves is the phase dependent distribution of the viscous stress τvisc. How this is
connected to some wind-wave properties is illustrated in figure 7.26. As a quantitative
description of the distribution, the maximum and minimum values of τvisc normalized
to the mean of τvisc are plotted in red and blue, respectively. Again different symbols
represent the different classes at the varying conditions. Here a clear dependency on the
wave steepness  is present, while wave height H , wave age c/u∗ and friction velocity
u∗ are showing big variations. The minimum values of τvisc are decreasing from high
values around 0.8 τvisc at low wave steepness down close to zero. The maxima are
ranging from slightly above τvisc up to 3 τvisc showing a clear increase for higher values
of . Here the classification has a big influence, so in class III (low amplitudes) the span
width between minimum and maximum is much lower than in class I (high amplitudes).
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Figure 7.25: Stress partition as relation between viscous shear τvisc and total stress ρu∗2 against wave
properties. The color represents the friction velocity u∗ and different conditions and classes are shown
by different symbols. Only slow dependencies on the different wave properties are present, which are
all less pronounced than the dependency on u∗.
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Figure 7.26: Dependency of the span between the normalized maximum (red) and minimum (blue)
magnitudes of viscous stresses on several wind-wave conditions. Different conditions and classes
are represented by different symbols. The plotting against the wave steepness  shows the clearest
dependency: The steeper the waves, the larger the normalized span width of τvisc.
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8.1 Conclusion
Investigating the wind induced stress partitioning above water waves requires air sided
velocity measurements, which are of high spacial resolution and do not influence the
flow. Within the scope of this thesis, a modified PSV-method was developed, where
small particles are illuminated by laser light, which is modulated in intensity (section
3.2). By observing the particles by a camera and applying image processing the
determination of the particle velocity from only one exposure is possible (section 5.1).
Thereby no expensive high speed cameras are needed and the use of camera arrays
becomes applicable. Additionally, this method allows the measurement of velocities
with high spacial accuracy down to 3-5 pixels, which is better than many statistical
PIV-methods (about 8 pixels).
As tracking material small crystals of ammonium chloride were directly generated
by an acid-base reaction in the air (section 4.3). With sizes of about 1µm they are
following the air flow and are big enough to scatter enough light. Their big advantage
in comparison to other seeding materials is their disappearance after hitting the water
surface, because the salt is simply solved.
Detecting the surface elevation by the use of laser induced fluorescence (section
3.3) and measuring the air velocity by PSV allowed the investigation of the air flow
ranging from the viscous boundary layer above the water surface up to heights of
minimum twice the wave height. By using an array of four small cameras the field of
view was extended to approximately 36 cm with a spacial resolution about 50µm/pixel
(section 4.2). A big set of experiments was performed at the large IRPHE-Luminy
linear wind-wave facility in Marseille (France), which has optimal flow characteristics
(section 4.1). By applying wind speeds from 2.5 to 12 m/s a large range of different
values of u∗,∗ was investigated at a fetch of 28 m. Additional experiments with large
mechanically generated waves with wave heights up to 19 cm were performed. For the
first time air sided velocity measurements at such wind-wave conditions were realized,
which resolve the whole boundary layer up to 23 cm and also having a resolution high
enough, to resolve the viscous boundary layer (section 4.5).
For all conditions the wave state was characterized by determining the energy spectra
and wave parameters like wave height, wave steepness and phase speed (section 7.1).
The total vertical momentum transport (drag), which is constant below a certain height
(constant flux layer), could be directly determined by calculating the Reynolds stresses
from the velocity measurements in fixed coordinates above the crests, where no pressure
forces have to be regarded and thereby the momentum balance is closed (section 7.3).
For some conditions the wave height exceeded the thickness of the constant flux layer,
so here the stress profiles were extrapolated and an estimation of the total drag made
possible.
The time resolved measurements of the surface elevation at high frequency (500 Hz)
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enabled the determination of wave following coordinates and the extraction of the
phase of the dominant wave (section 6.2 and 6.3). Thereby averaged phase dependent
velocity fields could be obtained, which characterized the air flow above gravity waves
at different wind-wave conditions (section 7.4). Classifying waves using their amplitude
enabled the phase dependent averaging also for inhomogeneous pure wind waves, where
different wave heights and wavelengths are present.
By using wave following coordinates and transforming the momentum equation
(section 2.3) the stress contribution from turbulent, wave coherent and viscous stress
could be obtained dependently on the vertical wave following coordinate (section 7.5.1
and 7.5.2). Even for high wind speeds up to 12 m/s the phase dependent viscous shear
distribution could be measured. By fitting the law of the wall on the velocity profile a
very robust method was found leading to meaningful results despite of very thin viscous
boundary layers.
While turbulent, wave coherent and viscous stresses could be determined directly
from the velocity measurements, the pressure forces were indirectly estimated from the
difference to the total drag. Thereby the height dependent momentum budget could
be closed and the complete phase averaged stress partitions at the different wind-wave
conditions could be received, which is presented for the first time in this study (section
7.5.3). Up to now the full height dependent stress partition was only received from
direct numerical simulations (Hara and Sullivan, 2015) and there are no measurements
available covering such high wind speeds and large waves. Normalizing these vertical
stress profiles by the wave number of the dominant wave allowed to compare the
different experiments. In general at all conditions the turbulent stress decreases and the
viscous stress and the pressure forces increase with closer distance to the water surface.
For all conditions the pressure forces are close to zero at a height of approximately
the wavelength of the dominant wave divided by two pi (z∗kp ≈ 1). While turbulent
stresses, viscous stresses and pressure forces show completely positive values, the wave
coherent stress shows partly negative values. The structure of the profiles of wave
coherent and pressure stress strongly depends on the wave state. Especially, for large
mechanically generated waves a regime occurs, where the wave coherent flux changes
its direction into positive, which also influences the profile of pressure contributions.
Compared to other studies the results of this height dependent stress partitions
coincide within the scope of the overlapping wind-wave states. The characteristics
for pure wind wave conditions are very similar to the results obtained by numerical
simulations (Hara and Sullivan, 2015) and also other experimental studies by Buckley
and Veron (2016) and Buckley and Veron (2017) deliver comparable results for pure
wind waves and long paddle waves at low wind speeds, even if they are do not show
the complete stress partition. So by this thesis new insights to the stress partition above
wind waves are presented, especially for high wind speeds above large gravity waves.
The partition of stress into viscous shear and pressure forces directly at the surface
is important for transport processes of mass and heat, as well as for the dynamics of
waves. The relation of phase averaged viscous shear to total drag have been showed to
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have a clear dependency on the wind forcing represented by the friction velocity (7.5.4).
The performed experiments indicate, that the connection to the friction velocity is much
stronger than on wave parameters like wave height, wave steepness and wave age. But
for clarifying this dependency additional experiments covering a broader range of wave
states are needed.
Also important for exchange processes of heat and gas, as well as for wave growth,
is the phase distribution of viscous shear along the surface, which has been shown to
strongly depend on wave steepness and not directly on u∗. At steep waves close to the
crests the viscous shear can have magnitudes three times larger than the phase averaged
mean and directly behind the crests it can drop close to zero.
8.2 Outlook
As it is usual for new measurement techniques the PSV-method can be further developed.
Even if the imaging processing delivers already good results, maybe other approaches
like machine learning could further optimize the extracting of the velocity from the
images. Also the quality of the images can be improved. More laser power leads
to brighter particle streaks and so higher velocities can be measured. Better optical
resolution enables measurements closer to the water surface. By enlarging the field of
view in horizontal direction flow paths can be observed and single events like eddies or
air flow separation can be better investigated.
Additionally, the use of stereo imaging enables the measurements of 3D velocity
vectors by PSV. Thereby also measurements in annular wind-wave facilities can be
performed, where secondary currents occur and the horizontal cross wind component
is needed to close the momentum budget. Such measurements have been already
performed in 2016 at the large annular wind-wave facility in Heidelberg (Aeolotron),
but have to be evaluated.
Measurements above very young waves (short fetch) and very old waves at different
wind speeds would extent the investigated conditions of this study, which cover more
over medium fetches. While annular wind-wave facilities are known for the opportunity
to measure at nearly infinite fetches, they also can be used to investigate very young
waves. After starting the wind from zero to a constant level the waves begin to rise with
time. With the knowledge of the intrinsic phase speed this time can be translated into
a fetch length and thereby fetches from zero to very long distances could be obtained.
By measuring the flow above the water surface during many of such experiments the
connection between the partition of momentum transfer and the wave state can be
further investigated.
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A Appendix
A.1 Stress on a tilted surface
A stress τ‖ parallel to a layer of inclination α is considered in two dimensions (x and z).
The resulting stress tensor τij in Cartesian coordinates can be expressed by a simple
rotation of the coordinate system. With the two dimensional rotation matrixD for the
stress tensor follows (see Kundu et al., 2012):(
τxx τxz
τxz τzz
)
= DT ·
(
0 τ‖
τ‖ 0
)
·D
=
(
cos(α) sin(α)
−sin(α) cos(α)
)
·
(
0 τ‖
τ‖ 0
)
·
(
cos(α) −sin(α)
sin(α) cos(α)
)
=
( −2τ‖ cos(α)sin(α) τ‖ (cos2(α)− sin2(α))
τ‖
(
cos2(α)− sin2(α)) 2τ‖ cos(α)sin(α)
)
(A.1)
Using curvilinear coordinates (x∗, z∗) = (x, z − f(x, z∗, t)) following the inclined
layer (see section 2.1.6 and 2.3.3), the rotation angle can be expressed by the x-derivative
of the transformation function f :
tan(α) = ∂f
∂x
(A.2)
The stress component in curvilinear coordinates τxz∗ then represents the stress along the
horizontal side of an infinitesimal area element (volume element if considered in three
dimensions), which is aligned with the inclined layer. It becomes (compare to equation
2.88):
τxz∗ = τxz − τxx ∂f∂x
= τ‖
(
cos2(α)− sin2(α))+ 2τ‖ cos(α)sin(α)tan(α)
= τ‖
(
cos2(α)− sin2(α) + 2 sin2(α))︸ ︷︷ ︸
=1
⇒ τxz∗ = τ‖ (A.3)
The inclination of the layer enlarges the x-side of the infinitesimal area (volume)
element expressed in curvilinear (in this study wave following) coordinates. So the
stress acting on this line has to be integrated and this effect compensates the reduction
by composing the stress into a horizontal and vertical part.
This evidence was performed for a stress τ‖ independent on its physical origin and it
is valid for τvisc, as well as for other kind of stresses.
A.2 Summary of measurement values
Tables A.1 to A.3 show all results of the considered results obtained during the experi-
ments in Marseille 2016. Uncertainties fewer than 1 % are not listed.
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# class uref fpeak arms H c  z0 τ τvisc
[m/s] [Hz] [mm] [mm] [m/s] [mm] [Pa] [Pa]
7 all 12.0 1.59 18.8 49.0 1.18 .22 .609± .006 .4999± .0149 .0647± .0049
I 71.3 .30 .0624± .0050
II 59.9 .26 .0639± .0051
III 27.2 .15 .0680± .0048
9 all 10.0 1.73 14.5 37.8 1.06 .21 .334± .006 .3038± .0083 .0627± .0035
I 55.2 .28 .0622± .0037
II 46.3 .24 .0638± .0036
III 20.8 .14 .0619± .0033
13 all 8.0 1.87 10.7 27.6 .93 .19 .128± .002 .1562± .0033 .0502± .0026
I 40.7 .26 .0508± .0028
II 34.0 .22 .0500± .0025
III 14.9 .12 .0497± .0023
15 all 6.0 2.03 7.3 18.9 .82 .16 .067± .001 .0753± .0011 .0372± .0019
I 28.4 .23 .0377± .0019
II 23.5 .19 .0368± .0019
III 9.7 .10 .0370± .0018
20 all 5.0 2.20 5.8 15.1 .75 .15 .044± .000 .0489± .0010 .0292± .0025
I 22.4 .22 .0291± .0026
II 18.6 .18 .0300± .0025
III 8.0 .09 .0284± .0023
21 all 4.0 2.52 4.2 10.8 .66 .14 .054± .000 .0323± .0004 .0189± .0004
I 16.3 .20 .0190± .0004
II 13.4 .17 .0187± .0004
III 5.6 .09 .0191± .0004
22 all 3.0 3.17 2.6 6.5 .55 .13 .054± .001 .0173± .0002 .0108± .0001
I 10.0 .19 .0106± .0001
II 8.1 .16 .0109± .0001
III 3.3 .07 .0109± .0001
23 all 2.5 3.82 1.7 4.2 .48 .11 .051± .001 .0120± .0001 .0079± .0001
I 6.6 .17 .0076± .0001
II 5.3 .14 .0079± .0001
III 2.1 .06 .0081± .0001
Table A.1: Overview table of all measurements performed with pure wind waves. Each measurement is
named by a number #, missing numbers were not evaluated in this study. uref is the free stream wind
speed at a reference position, fpeak is the peak frequency of the energy spectrum, arms is the root
mean square wave elevation, H is the averaged wave height, c is the intrinsic phase velocity of the
dominant wave,  is the wave steepness, z0 is the roughness length concerning the wind profile, τ
is the total drag inside the constant flux layer and τvisc is the averaged viscous shear directly at the
water surface.
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# class uref fpeak arms H c  z0 τ τvisc
[m/s] [Hz] [mm] [mm] [m/s] [mm] [Pa] [Pa]
11 all 10.0 1.29 29.4 80.6 1.40 .24 .738± .006 .3554± .0068 .0535± .0073
I 110.4 .31 .0543± .0079
II 95.8 .28 .0531± .0073
III 50.3 .17 .0529± .0066
18 all 6.0 1.30 29.7 84.7 1.35 .26 .112± .001 .0881± .0025 .0392± .0029
I 101.2 .31 .0422± .0030
II 93.6 .29 .0395± .0030
III 66.9 .20 .0358± .0026
Table A.2: Overview table of all measurements performed with short paddle waves with paddle frequency
fpaddle = 1.3 Hz. Similar notation as in table A.1 is used.
# class uref fpeak arms H c  z0 τ τvisc
[m/s] [Hz] [mm] [mm] [m/s] [mm] [Pa] [Pa]
8 all 12.0 .89 47.2 136.9 1.79 .22 .893± .008 .5561± .0249 .0644± .0037
I 147.4 .23 –
10 all 10.0 .90 40.1 116.6 1.73 .19 .209± .003 .2805± .0108 .0636± .0017
I 124.7 .21 –
14 all 8.0 .90 33.5 99.5 1.58 .18 .146± .001 .1647± .0069 .0540± .0018
I 105.7 .19 –
17 all 6.0 .90 30.8 86.7 1.41 .17 .070± .002 .0828± .0025 .0399± .0011
I 91.2 .18 –
Table A.3: Overview table of all measurements performed with long paddle waves with paddle frequency
fpaddle = 0.9 Hz. Similar notation as in table A.1 is used.
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A.3 Overview plots
In the following the resulting flow and stress fields measured conditions are illustrated
by overview plots. The structure of the velocity plots is the same as described in section
7.4. The turbulent and wave coherent stress distributions are explained in section 7.5.1
and the phase dependent viscous stress at the surface is adressed in section 7.5.2.
Figure A.1: Overview plot for condition 7 – 12 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.2: Overview plot for condition 8 – 12 m/s, long paddle waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right.
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Figure A.3: Overview plot for condition 9 – 10 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.4: Overview plot for condition 10 – 10 m/s, long paddle waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right.
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Figure A.5: Overview plot for condition 11 – 10 m/s, short paddle waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.6: Overview plot for condition 13 – 8 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.7: Overview plot for condition 14 – 8 m/s, long paddle waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right.
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Figure A.8: Overview plot for condition 15 – 6 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.9: Overview plot for condition 17 – 6 m/s, long paddle waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right.
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Figure A.10: Overview plot for condition 18 – 6 m/s, short paddle waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.11: Overview plot for condition 20 – 5 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.12: Overview plot for condition 21 – 4 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.13: Overview plot for condition 22 – 3 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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Figure A.14: Overview plot for condition 23 – 2.5 m/s, pure wind waves. Phase dependent velocity and
stress distributions on the left and phase averaged profiles on the right. All data are separated into the
three wave amplitude classes.
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A.4 Signal- and image processing
This section briefly addresses some methods of signal- and image processing, which
were used in this work. For more details it is referred to textbooks like Jähne (2012)
and Oppenheim and Schafer (2010).
A.4.1 Sampling theorem
During digitalization processes continuous signals are sampled in finite steps. Thereby
only structures of a certain size can be resolved. For representing a periodical structure
with no aliasing effects correctly, at least two points per wavelength/period have to be
sampled:
in space: ∆λ ≥ 2 ∆x (A.4)
in time: ∆T ≥ 2 ∆t, (A.5)
where ∆x is the sampling width in case of spacial sampling (e.g. for images), ∆t is the
sampling width in case of temporal sampling (e.g. time series) and ∆λ and ∆T are the
wavelength/period of the sampled structure.
A.4.2 Fourier transform
For analyzing signals, if periodical or not, the Fourier transform is a very powerful tool.
The Fourier transform f̂ of a continuous function f is defined as:
f̂(k) =
∫ ∞
−∞
f(x)e−2piikxdx (A.6)
and in inverse direction as:
f(x) =
∫ ∞
−∞
f̂(k)e2piikxdk, (A.7)
where x is the coordinate in spacial domain and k is is the coordinate in wavenumber
domain.
For discrete signals fn the discrete Fourier transform (DFT) is:
f̂k =
1
N
N−1∑
n=0
fne
−2piikn/N , 0 ≤ k < N (A.8)
and in inverse direction:
fn =
N−1∑
n=0
f̂ne
2piikn/N , 0 ≤ k < N, (A.9)
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whereN is the length of the signal, n is the index in spacial domain and k in wavenumber
domain. Here the notation is given for x as the spacial coordinate, the same can be
written for time signals. Also extending the Fourier transform to more dimensions is
commonly used especially in image processes, as images have usually two dimensions.
A fast implementation of a DFT is the fast Fourier transform (FFT), which uses recursive
calculation steps.
A.4.3 Hilbert transform
While the Fourier transform leads to a lost of the spacial information, by the Hilbert
transform the phase φ(x) of a periodical signal f(x) can be retrieved (see also Oppen-
heim and Schafer, 2010). The Hilbert transform is:
fh(x) =
1
pi
∫ inf
− inf
f(x
′
)
x′ − xdx
′
. (A.10)
The local phase of the signal may then be calculated by:
φ(x) = arctan
(−fh(x)
f(x)
)
. (A.11)
The local wavenumber k (here considered in 1D) then can be retrieved by the gradient
of the phase:
k(x) =
∂φ(x)
∂x
. (A.12)
A.4.4 Structural tensor
By the structural tensor the local orientation in an image can be determined. For two
dimensional images g(x, y) it is defined as:
Sij =
∫ inf
−inf
w(x− x′)
(
∂g(x
′
, y
′
)
∂x
′
i
∂g(x
′
, y
′
)
∂x
′
j
)
dxdy, (A.13)
where w is the tapering function defining the environment of a point, in which the
orientation is determined. This can be expressed by an angle θ, which is calculated by:
tan(θ) =
2S12
S11 − S22 . (A.14)
A.4.5 Cross correlation
The cross-correlation function R can be used to find the displacement of the two signals
or images g and g′ . In two dimensions (x, y) it is (Raffel et al., 2007):
Rgg′ (x, y) =
n=K∑
n=−K
m=L∑
m=−L
g(n,m)g
′
(n+ x,m+ y). (A.15)
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Here K and L define the correlation area. By finding the maximum of Rgg′ (x, y) the
displacement of two images (or two signals, if regarded in two dimensions) can be
determined. A much faster implementation can be realized by using the alternative
calculation in the Fourier space by a complex conjugate multiplication:
Rgg′ = ĝ · ĝ
′ ∗. (A.16)
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