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Law of large numbers for the SIR model with
random vertex weights on Erdo˝s-Re´nyi graph
Xiaofeng Xue ∗
Beijing Jiaotong University
Abstract: In this paper we are concerned with the SIR model with random vertex weights
on Erdo˝s-Re´nyi graph G(n, p). The Erdo˝s-Re´nyi graph G(n, p) is generated from the com-
plete graph Cn with n vertices through independently deleting each edge with probability
(1 − p). We assign i. i. d. copies of a positive r. v. ρ on each vertex as the vertex weights.
For the SIR model, each vertex is in one of the three states ‘susceptible’, ‘infective’ and
‘removed’. An infective vertex infects a given susceptible neighbor at rate proportional to
the production of the weights of these two vertices. An infective vertex becomes removed
at a constant rate. A removed vertex will never be infected again. We assume that at
t = 0 there is no removed vertex and the number of infective vertices follows a Bernoulli
distribution B(n, θ). Our main result is a law of large numbers of the model. We give two
deterministic functions HS(ψt), HV (ψt) for t ≥ 0 and show that for any t ≥ 0, HS(ψt) is the
limit proportion of susceptible vertices and HV (ψt) is the limit of the mean capability of an
infective vertex to infect a given susceptible neighbor at moment t as n grows to infinity.
Keywords: Law of large numbers, SIR model, vertex weight, Erdo˝s-Re´nyi graph.
1 Introduction
In this paper we are concerned with the SIR (Susceptible-Infective-Removed) model with
random vertex weights on Erdo˝s-Re´nyi graph G(n, p). First we introduce some notations.
For each integer n ≥ 1, we denote by An the set {0, 1, 2, . . . , n − 1}. We consider the n
elements in An as n vertices and assume that any two vertices are connected by an edge. As
a result, we obtain a complete graph with n vertices, which we denote as Cn. Let p ∈ (0, 1),
then we can obtain a random graph Gn through the procedure that each edge on Cn is
independently deleted with probability 1 − p, in other words, remained with probability p.
The graph Gn with vertices set An and edges which are remained is called the Erdo˝s-Re´nyi
graph with parameter G(n, p) (see Chapter 4 of [5]). For any 0 ≤ i < j ≤ n−1, we denote by
i ∼ j when the edge connecting i and j on Cn is remained during the procedure to generate
Gn. That is to say, i ∼ j when and only when i is a neighbor of j on the graph Gn.
Let ρ be a positive random variable such that P (ρ > 0) > 0 and P (0 ≤ ρ ≤ M1) = 1
for some M1 < +∞ while {ρ(i)}0≤i<+∞ are i. i. d. copies of ρ which are independent
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of {Gn}n≥1, then the SIR model {Xt}t≥0 on Gn with vertex weights {ρ(i)}0≤i≤n−1 is a
continuous-time Markov process with state space {0, 1,−1}An. That is to say, at each
moment t ≥ 0, there is a spin on each vertex on Gn with value taking from {0, 1,−1}. For
each i ∈ An and t ≥ 0, we denote by Xt(i) the value of the spin on i at moment t, then
{Xt}t≥0 evolves according to the following rules. If Xt(i) = −1, then i is frozen in state −1
after the moment t. That is to say, Xs(i) = −1 for any s ≥ t. If Xt(i) = 0, then
P
(
Xt+∆t(i) = 1
∣∣Xs, s ≤ t) = (λ
n
n−1∑
j=0
ρ(i)ρ(j)1{j∼i,Xt(j)=1}
)
∆t+ o(∆t)
and
P
(
Xt+∆t(i) = 0
∣∣Xs, s ≤ t) = 1− P (Xt+∆t(i) = 1∣∣Xs, s ≤ t)+ o(∆t)
where λ > 0 is a positive parameter called the infection rate and 1A is the indicator function
of the random event A. If Xt(i) = 1, then
P
(
Xt+∆t(i) = −1
∣∣Xs, s ≤ t) = ∆t+ o(∆t) = 1− P (Xt+∆t(i) = 1∣∣Xs, s ≤ t)+ o(∆t).
Note that there exists an unique continuous-time Markov process satisfying the above tran-
sition rates functions according to classic probability theory (see Section one of [10]).
Intuitively, {Xt}t≥0 describes the spread of an epidemic on Gn. Vertices in state 0 are
susceptible which are healthy and may be infected by the epidemic. Vertices in state 1 are
infective that can infect susceptible neighbors. Vertices in state −1 are removed which will
never be infected again. An infective vertex waits for an exponential time with rate one
to become removed while a susceptible vertex is infected by an infective neighbor at rate
proportional to the production of the vertex weights on these two vertices. Note that here
we say two vertices are neighbors when the edge connecting them is remained during the
procedure to generate Gn.
For any t ≥ 0, we define
St =
n−1∑
j=0
1{Xt(j)=0} (1.1)
as the number of susceptible vertices at moment t and
Vt =
n−1∑
j=0
ρ(j)1{Xt(j)=1} (1.2)
as the total capability of the infective vertices to infect neighbors at moment t. We write
Xt, St and Vt as X
(n)
t , S
(n)
t and V
(n)
t when we need to point out that process is on Gn. For
the moment t = 0, we assume that {X
(n)
0 (i)}
n−1
i=0 are i. i. d. such that
P (X
(n)
0 (0) = 1) = θ = 1− P (X
(n)
0 (0) = 0) (1.3)
for some θ ∈ (0, 1). Under this assumption, we obtain the law of large numbers for(S(n)
t
n
,
V
(n)
t
n
)
as n grows to infinity at any moment t. For mathematical details, see the
next section.
Readers may wonder what will occur when at t = 0 there is only one infective vertex.
We study a similar epidemic model under this assumption in [16]. According to a similar
2
analysis with that in [16], it can be shown that if there is only one infective vertex at t = 0,
then the epidemic ‘outbreaks’ when and only when λ > λc =
1
pEρ2 (see the main theorem
of [16] for the accurate meaning of ‘outbreak’). Actually we think this is an important result
but we do not want to repeat in this paper lot of similar calculation with that in [16], so we
only give a simple comment here. Readers interested with mathematical details can see [16].
When ρ = p = 1, then our model reduces to the classical SIR model on complete graphs.
According to the theory of density dependent population model introduced in Section 11
of [3], under assumption (1.3), (
S
(n)
t
n
,
V
(n)
t
n
) converges in probability to the solution (st, vt)
of the following ODE as n→ +∞.
d
dt
st = −λstvt,
d
dt
vt = λstvt − vt,
s0 = 1− θ,
v0 = θ.
(1.4)
Our main result given in the next section can be seen as an extension of the above conclusion.
In [12], Neal studies a discrete-time version of SIR on Erdo˝s-Re´nyi graph G(n, p). The
exact final-size distribution and extensive asymptotic results of the model are given since it
is shown that the model is a randomized Reed-Frost epidemic, property of which is studied
in [11] and [14].
There is another important type of epidemic model which is the SIS model. For the SIS
model, an infective one will become susceptible and can be infected again. The stochastic
SIS model is also named as the contact process. Readers can see Chapter 6 of [8] and Part
one of [9] for a survey of the study of the contact process. Peterson studies the contact
process with random vertex weights on complete graphs in [13] and gives the critical value
of the process, which inspires us a lot.
Erdo˝s-Re´nyi graph can be considered as the bond percolation model on the complete
graph (see [4] for the definition of the percolation model). In recent years, epidemic on
clusters of the percolation model has been a popular topic. Readers can see references
[1, 2, 15, 17] and so on for related study.
In [6], Janson, Luczak and Windridge study the SIR epidemic on a random graph with
given degrees. We are inspired a lot by the law of large numbers given in [6]. Our LLN
given in the next section is with a similar form with that in [6]. In [7], Kurtz and co-workers
study limit theorems for an epidemic model on the complete graph. We solve an ODE in
this paper according to the approach introduced in [7].
2 Main result
In this section we will give our main results. First we introduce some notations. For any
x > 0, we define
HS(x) = (1− θ)E
(
xρ
)
(2.1)
and
HV (x) = Eρ− (1− θ)E
(
ρxρ
)
+
log x
pλ
, (2.2)
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where E is the expectation operator with respect to the random variable ρ while θ, p and λ
are introduced as in Section 1. Since P (0 ≤ ρ ≤ M1) = 1, it is easy to check that HV (x)
satisfies the local Lipschitz condition. As a result, the following ODE{
d
dt
ψt = −pλψtHV (ψt),
ψ0 = 1
(2.3)
has an unique solution {ψt}t≥0. Now we can give our main result, which is the following
law of large numbers.
Theorem 2.1. If St, Vt, HS(x) and HV (x) are defined as in Equations (1.1), (1.2), (2.1)
and (2.2) respectively while {ψt}t≥0 is the unique solution of ODE (2.3), then under as-
sumption (1.3),
lim
n→+∞
S
(n)
t
n
= HS(ψt) and lim
n→+∞
V
(n)
t
n
= HV (ψt)
in probability for any t ≥ 0.
Here we give an non-rigorous explanation of Theorem 2.1. Intuitively, ψt is the limit
probability that a given initially susceptible vertex with weight 1 is still susceptible at the
moment t. By a mean-field idea, an susceptible vertex with weight ρ is infected at rate
approximate ρ times that of vertex with weight one. Hence the probability that an initially
susceptible vertex with weight ρ is still susceptible at the moment t is about ψρt . Initially
susceptible vertices with weight ρ have density about (1 − θ)P (dρ) by assumption (1.3).
Hence, the proportion of St is about∫
ψ
ρ
t (1− θ)P (dρ) = (1− θ)E
(
ψ
ρ
t
)
= HS(ψt)
for large n.
The proof of Theorem 2.1 is given in the next section, where we will assume that ρ
has finite support. This assumption is without loss of generality according to the following
analysis. For ρ with infinite support and integer m ≥ 1, we let ρ̂m =
⌊mρ⌋
m
and ρ˜m =
⌊mρ⌋+1
m
,
then ρ̂m and ρ˜m have finite support while
lim
m→+∞
ρ̂m = lim
m→+∞
ρ˜m = ρ. (2.4)
We define Ŝt,m, V̂t,m, ĤS,m, ĤV,m, ψ̂t,m as counterparts with respect to ρ̂m of St, Vt, HS , HV , ψt
while S˜t,m, V˜t,m, H˜S,m, H˜V,m, ψ˜t,m as counterparts with respect to ρ˜m of St, Vt, HS , HV , ψt.
By Equation (2.4),
lim
m→+∞
H˜S,m(ψ˜t,m) = lim
m→+∞
H˜S,m(ψ˜t,m) = HS(ψt)
and lim
m→+∞
H˜V,m(ψ˜t,m) = lim
m→+∞
H˜V,m(ψ˜t,m) = HV (ψt). (2.5)
By basic coupling of Markov processes (see Section 2.1 of [8]),
Ŝt,m ≥ St ≥ S˜t,m and V̂t,m ≤ Vt ≤ V˜t,m (2.6)
in the sense of coupling, since ρ̂m ≤ ρ ≤ ρ˜m. By Equations (2.5) and (2.6), Theorem 2.1
will hold for (St, Vt) if it is proved that Theorem 2.1 holds for (Ŝt,m, V̂t,m) and (S˜t,m, V˜t,m).
As a result, we only need to deal with the case where ρ has finite support.
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3 Proof of Theorem 2.1
In this section we will give the proof of Theorem 2.1. First we introduce some notations
and definitions. Without loss of generality, we assume that the vertex weight ρ has finite
support as we have introduced at the end of Section 2. Let q1, q2, . . . , qK ∈ [0,M1] and
µ1, µ2, . . . , µK be strictly positive constants such that
K∑
j=1
µj = 1, then we assume that
P (ρ = qj) = µj (3.1)
for 1 ≤ j ≤ K, where M1 is defined as in Section 1. For each 1 ≤ j ≤ K and any t ≥ 0, we
define
S
(n)
t (j) = card
{
0 ≤ i ≤ n− 1 : X
(n)
t (i) = 0 and ρ(i) = qj
}
and
I
(n)
t (j) = card
{
0 ≤ i ≤ n− 1 : X
(n)
t (i) = 1 and ρ(i) = qj
}
as the numbers of susceptible vertices and infective vertices respectively with weight qj at
the moment t, where we use card(·) to denote the cardinality of the set. Hence,
S
(n)
t =
K∑
j=1
S
(n)
t (j) and V
(n)
t =
K∑
j=1
ρ(j)I
(n)
t (j). (3.2)
We write S
(n)
t (j) and I
(n)
t (j) as St(j) and It(j) when there is no misunderstanding.
For C,D ⊆ An such that C
⋂
D = ∅, we define
α(C,D) =
∑
i∈C, j∈D
1{i∼j}
as the number of edges connecting two vertices in C and D respectively. For later use, for
any 0 < c, d ≤ 1 and each n ≥ 1, we define
β(c, d, n) = sup
{∣∣α(C,D) − card(C)card(D)p∣∣ : C ⊆ An, D ⊆ An,
C
⋂
D = ∅, card(C) ≥ cn, card(D) ≥ dn
}
. (3.3)
As a preparation of the proof, we give the following two lemmas.
Lemma 3.1. For any t > 0 and 1 ≤ j ≤ K,
lim
n→+∞
P
(
inf
0≤u≤t
S
(n)
u (j)
n
≥ (1− θ)µje
−2λM21 t
)
= 1
and
lim
n→+∞
P
(
inf
0≤u≤t
I
(n)
u (j)
n
≥ θµje
−2t
)
= 1.
Lemma 3.2. For any c, d > 0 such that c+ d ≤ 1,
lim
n→+∞
β(c, d, n)
n2
= 0
in probability.
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Proof of Lemma 3.1. According to the definition of our model on Gn, a susceptible vertex
is infected at rate at most
n
λ
n
M21 = λM
2
1 ,
according to which we consider the following auxiliary model. We assume that at t = 0, there
are n spins taking value from {2,−2}. Each spin independently takes 2 with probability
(1 − θ)µj while takes −2 with probability 1 − (1 − θ)µj . A spin in state −2 will be frozen
in this state forever while a spin in state 2 waits for an exponential time with rate λM21 to
become −2 and then be frozen in state −2. Let Y
(n)
t be the number of spins in state 2 at the
moment t, then S
(n)
0 (j) = Y
(n)
0 and S
(n)
t (j) ≥ Y
(n)
t for any t ≥ 0 in the sense of coupling.
By Kolmogorov’s law of large numbers,
lim
n→+∞
sup
0≤u≤t
∣∣Y (n)u
n
− (1− θ)µje
−λM21u
∣∣ = 0 (3.4)
in probability since a given spin is in state 2 at moment u with probability (1−θ)µje−λM
2
1u.
The first part of Lemma 3.1 follows directly from Equation (3.4) and the fact that S
(n)
t (j) ≥
Y
(n)
t for any t ≥ 0.
The proof of the second part is similar. We consider another n spins taking value from
{3,−3} and assume that a spin in state −3 will be frozen in this state forever while a spin
in state 3 becomes −3 at rate one and then is frozen in state −3. We denote by Z
(n)
t the
number of spins in state 3 at moment t and assume that Z
(n)
0 = I
(n)
0 (j), then I
(n)
t (j) ≥ Z
(n)
t
for any t ≥ 0 in the sense of coupling since any infective vertex becomes removed at rate
one but infective vertices may increase through infecting susceptible ones. The second part
of Lemma 3.1 follows from this coupling and the fact that
lim
n→+∞
sup
0≤u≤t
∣∣Z(n)u
n
− θµje
−u
∣∣ = 0
in probability according to Kolmogorov’s law of large numbers.
Proof of Lemma 3.2. Let {Uj}
+∞
j=1 be i. i. d. random variables such that
P (U1 = 1) = p = 1− P (U1 = 0),
then according to classic theory of large deviation principle, for any ǫ > 0 and integer N ≥ 1,
P
(∣∣∑Nj=1 Uj
N
− p
∣∣ ≥ ǫ) ≤ [σ(ǫ)]N , (3.5)
where σ(ǫ) ∈ (0, 1). By Equation (3.5), for C,D ⊆ An such that C
⋂
D = ∅, card(C) ≥ cn
and card(D) ≥ dn,
P
(∣∣α(C,D) − card(C)card(D)p∣∣ ≥ n2ǫ)
≤ P
(∣∣ α(C,D)
card(C)card(D)
− p
∣∣ ≥ ǫ) ≤ [σ(ǫ)]card(C)card(D) (3.6)
≤
[
σ(ǫ)
]cdn2
,
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since α(C,D) has the same probability distribution as that of
∑
j≤card(C)card(D)
Uj. The num-
ber of subsets of a set with n elements is 2n, hence by Equation (3.6),
P (β(c, d, n) ≥ n2ǫ) ≤ 2n2n
[
σ(ǫ)
]cdn2
= 4n
[
σ(ǫ)
]cdn2
→ 0 (3.7)
as n→ +∞. Lemma 3.2 follows from Equation (3.7) directly.
For 1 ≤ j, l ≤ K and t ≥ 0, we denote by L
(n)
t (j, l) the number of edges connecting a
susceptible vertex with weight qj and an infective vertex with weight ql at moment t. The
superscript (n) means that the process is on Gn. According to Lemmas 3.1 and 3.2, we have
the following important corollary about L
(n)
t .
Corollary 3.3. For any 1 ≤ j, l ≤ K and t ≥ 0,
lim
n→+∞
sup
0≤u≤t
∣∣L(n)u (j, l)− pS(n)u (j) I(n)u (l)∣∣
n2
= 0
in probability.
Proof. By Lemma 3.1, except for a set with arbitrarily small probability as n→ +∞,
sup
0≤u≤t
∣∣L(n)u (j, l)− pS(n)u (j) I(n)u (l)∣∣ ≤ β((1− θ)µje−2λM21 t, θµje−2t, n). (3.8)
Corollary 3.3 follows from Equation (3.8) and Lemma 3.2 directly.
According to corollary 3.3, we obtain the following law of large numbers of our model
through a similar analysis with that Ethier and Kurtz utilize to construct the theory of
density dependent population model in [3].
Proposition 3.4. For any t ≥ 0,
(
S
(n)
t
(1)
n
,
S
(n)
t
(2)
n
, . . . ,
S
(n)
t
(K)
n
,
V
(n)
t
n
)
converges in probabil-
ity to the solution
(
st(1), st(2), . . . , st(K), vt
)
of the ODE
d
dt
st(i) = −pλvtqist(i) for 1 ≤ i ≤ K,
d
dt
vt = −vt + pλvt
(∑K
i=1 q
2
i st(i)
)
,
s0(i) = (1− θ)µi for 1 ≤ i ≤ K,
v0 = θ
∑K
i=1 qiµi = θEρ
(3.9)
as n→ +∞.
Note that it is easy to check that ODE (3.9) satisfies local Lipschitz condition, hence the
solution
(
st(1), st(2), . . . , st(K), vt
)
is unique.
Proof of Proposition 3.4. According to the evolution of our model, for each 1 ≤ i ≤ K,
S
(n)
t (i) decreases by one at rate
λ
n
qi
K∑
j=1
qjL
(n)
t (i, j).
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Then, by Proposition 1.7 of [3], we can write S
(n)
t (i) as
S
(n)
t (i) = S
(n)
0 (i)−
∫ t
0
λqi
n
K∑
j=1
qjL
(n)
u (i, j) du− N˜i
( ∫ t
0
λqi
n
K∑
j=1
qjL
(n)
u (i, j) du
)
, (3.10)
where {N˜i(s) : s ≥ 0} is a right-continuous martingale such that EN˜i(s) = 0 and E
(
N˜2i (s)
)
=
s for any s > 0. Furthermore, {N˜i}Ki=1 are i. i. d..
By Equations (3.2) and (3.10), we can write S
(n)
t (i) as
S
(n)
t (i) = S
(n)
0 (i)−
∫ t
0
pλqiS
(n)
u (i)V
(n)
u
n
du+ nǫ
(n)
1,i (t) + nǫ
(n)
2,i (t), (3.11)
where
ǫ
(n)
1,i (t) = −
1
n
N˜i
( ∫ t
0
λqi
n
K∑
j=1
qjL
(n)
u (i, j) du
)
and
ǫ
(n)
2,i (t) = −
∫ t
0
K∑
j=1
λqiqj
(
L
(n)
u (i, j)− pS
(n)
u (i)I
(n)
u (j)
)
n2
du.
Since
(
st(1), . . . , st(K), vt
)
is the solution of ODE (3.9), by (3.11),
S
(n)
t (i)
n
− st(i) =
(S(n)0 (i)
n
− (1− θ)µi
)
−
∫ t
0
pλqi
(S(n)u (i)
n
V
(n)
u
n
− su(i)vu
)
du (3.12)
+ ǫ
(n)
1,i (t) + ǫ
(n)
2,i (t).
According to the evolution of our model, for each 1 ≤ i ≤ K, V
(n)
t decreases by qi at rate
I
(n)
t (i) and increases by qi at rate
λ
n
qi
K∑
j=1
qjL
(n)
t (i, j).
Therefore, by Proposition 1.7 of [3] and an similar analysis with that deduces Equation
(3.12),
V
(n)
t
n
− vt =
(V (n)0
n
− θEρ
)
−
∫ t
0
(V (n)u
n
− vu
)
du (3.13)
+
∫ t
0
pλ
K∑
i=1
q2i
(S(n)u (i)
n
V
(n)
u
n
− su(i)vu
)
du+ ǫ
(n)
3 (t) + ǫ
(n)
4 (t) + ǫ
(n)
5 (t),
where
ǫ
(n)
3 (t) =
K∑
i=1
q2i
∫ t
0
λ
∑K
j=1 qj
(
L
(n)
u (i, j)− pS
(n)
u (i)I
(n)
u (j)
)
n2
du,
ǫ
(n)
4 (t) = −
1
n
K∑
i=1
qiN˜i,−
( ∫ t
0
I(n)u (i) du
)
and ǫ
(n)
5 (t) =
1
n
K∑
i=1
qiN˜i
( ∫ t
0
λ
n
qi
K∑
j=1
qjL
(n)
u (i, j) du
)
,
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where {N˜i,−}Ki=1 is an independent copy of {N˜i}
K
i=1. Note that since S
(n)
t (i) decreasing by
one and V
(n)
t increasing by qi occur at the same moment, the martingale with respect to
the jumps of V
(n)
t increasing by qi is the same as that with respect to the jumps of S
(n)
t
decreasing by one, which is N˜i. This is why we do not need another independent copy of
{N˜i}Ki=1 in the form of ǫ5.
For given T > 0 and 1 ≤ i ≤ K, we define
ǫ
(n)
6 (i) =
1
n
sup
{∣∣N˜i(s)∣∣ : 0 ≤ s ≤ λTM21Kn}
and
ǫ
(n)
7 (i) =
1
n
sup
{∣∣N˜i,−(s)∣∣ : 0 ≤ s ≤ nT},
then, for any t ≤ T ,
|ǫ
(n)
1,i (t)| ≤ ǫ
(n)
6 (i), |ǫ
(n)
5 (t)| ≤
K∑
i=1
qiǫ
(n)
6 (i) (3.14)
and |ǫ
(n)
4 (t)| ≤
K∑
i=1
qiǫ
(n)
7 (i)
since ∫ t
0
λqi
n
K∑
j=1
qjL
(n)
u (i, j) du ≤ T
λ
n
KM21n
2 = λTM21Kn
and ∫ t
0
I(n)u (i) du ≤ nT.
By Doob’s inequality,
P (ǫ
(n)
6 (i) ≥ ǫ) ≤
4
n2ǫ2
E
(
N˜2i
(
λTM21Kn
))
=
4λTM21K
nǫ2
→ 0
as n→ +∞. Therefore
lim
n→+∞
ǫ
(n)
6 (i) = 0 (3.15)
in probability. According to a similar analysis,
lim
n→+∞
ǫ
(n)
7 (i) = 0 (3.16)
in probability. For given T > 0, we define
ǫ
(n)
8 =
sup
1≤i,j≤K
sup
0≤u≤T
∣∣∣L(n)u (i, j)− pS(n)u (i)I(n)u (j)∣∣∣
n2
,
then
lim
n→+∞
ǫ
(n)
8 = 0 (3.17)
in probability according to Corollary 3.3 and
|ǫ2,i(t)| ≤ λM
2
1TKǫ
(n)
8 (3.18)
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for t ≤ T and 1 ≤ i ≤ K while
|ǫ
(n)
3 (t)| ≤ λK
2M31T ǫ
(n)
8 (3.19)
for t ≤ T since P (ρ ≤M1) = 1. For each t ≥ 0, we define
σ
(n)
t =
∣∣V (n)t
n
− vt
∣∣+ K∑
i=1
∣∣S(n)t (i)
n
− st(i)
∣∣.
For given T > 0 and 1 ≤ i ≤ K, we define
Di = max
{
1, sup
0≤t≤T
|st(i)|
}
and DK+1 = max
{
M1, sup0≤t≤T |vt|
}
, then it is easy to check that there exists M2 > 0
such that
K∑
i=1
∣∣xiv1 − yiv2∣∣ ≤M2(∣∣v1 − v2∣∣+ K∑
i=1
∣∣xi − yi∣∣) (3.20)
for any ~x = (x1, . . . , xK , v1) ∈
K+1∏
i=1
[−Di, Di] and ~y = (y1, . . . , yK , v2) ∈
K+1∏
i=1
[−Di, Di]. By
Equation (3.20),
K∑
i=1
∣∣S(n)u (i)
n
V
(n)
u
n
− su(i)vu
∣∣ ≤M2σ(n)u (3.21)
for any u ≤ T , since
S(n)
u
n
≤ 1 and
V (n)
u
n
≤ M1. By Equations (3.13), (3.14), (3.19) and
(3.21), for t ≤ T ,
∣∣V (n)t
n
− vt
∣∣ ≤ ǫ(n)9 + ∫ t
0
∣∣V (n)u
n
− vu
∣∣ du+ pλM21M2 ∫ t
0
σ(n)u du, (3.22)
where
ǫ
(n)
9 =
∣∣V (n)0
n
− θEρ
∣∣+ λK2M31T ǫ(n)8 + K∑
i=1
qiǫ
(n)
6 (i) +
K∑
i=1
qiǫ
(n)
7 (i).
By Equations (3.12), (3.14), (3.18) and (3.21), for t ≤ T ,
K∑
i=1
∣∣S(n)t (i)
n
− st(i)
∣∣ ≤ ǫ(n)10 + pλM1M2 ∫ t
0
σ(n)u du, (3.23)
where
ǫ
(n)
10 =
K∑
i=1
∣∣S(n)0 (i)
n
− (1− θ)µi
∣∣+ K∑
i=1
ǫ
(n)
6 (i) + λM
2
1TK
2ǫ
(n)
8 .
By Equations (3.22) and (3.23),
σ
(n)
t ≤ ǫ
(n)
9 + ǫ
(n)
10 +
(
1 + pλM21M2 + pλM1M2
) ∫ t
0
σ(n)u du (3.24)
for 0 ≤ t ≤ T . Let M3 = 1+ pλM21M2 + pλM1M2, then by Equation (3.24) and Gronwall’s
inequality,
σ
(n)
t ≤
(
ǫ
(n)
9 + ǫ
(n)
10
)
eM3t. (3.25)
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for 0 ≤ t ≤ T . By assumptions (1.3), (3.1) and Kolmogorov’s law of large numbers,
lim
n→+∞
∣∣V (n)0
n
− θEρ
∣∣+ K∑
i=1
∣∣S(n)0 (i)
n
− (1 − θ)µi
∣∣ = 0
in probability. Therefore,
lim
n→+∞
(
ǫ
(n)
9 + ǫ
(n)
10
)
= 0 (3.26)
in probability according to Equations (3.15), (3.16) and (3.17). By Equations (3.25) and
(3.26),
lim
n→+∞
σ
(n)
t = 0
in probability for any 0 ≤ t ≤ T . Since we can choose T arbitrarily large,
lim
n→+∞
σ
(n)
t = 0 (3.27)
in probability for any t ≥ 0. Note that σ
(n)
t =
∣∣V (n)t
n
− vt
∣∣ +∑Ki=1 ∣∣S(n)t (i)n − st(i)∣∣, hence
Proposition 3.4 follows from Equation (3.27) directly.
At last we give the proof of Theorem 2.1.
Proof of Theorem 2.1. In this proof we write vt as v(t) and write st(i) as s(t, i) to make
them look better. According to Proposition 3.4 and Equation (3.2), we only need to show
that
v(t) = HV (ψt) and
K∑
i=1
s(t, i) = HS(ψt), (3.28)
where ψt is the solution of ODE (2.3). We solve ODE (3.9) through an approach which is
introduced by Kurtz and co-workers in [7]. We define {At}t≥0 as the solution of the ODE{
d
dt
At =
1
v(At)
,
A0 = 0.
(3.29)
Then by the definition of
(
s(t, 1), . . . , s(t,K), v(t)
)
,
d
dt
s(At, i) = −pλqis(At, i) for 1 ≤ i ≤ K,
d
dt
v(At) = −1 + pλ
(∑K
i=1 q
2
i s(At, i)
)
,
s(A0, i) = (1− θ)µi for 1 ≤ i ≤ K,
v(A0) = θ
∑K
i=1 qiµi = θEρ.
Then it is easy to see that{
s(At, i) = (1− θ)µie−pλqit for 1 ≤ i ≤ K,
v(At) = Eρ− t− (1− θ)
∑
i=1 µiqie
−pλqit
and hence {
v(At) = HV (e
−pλt),∑K
i=1 s(At, i) = HS(e
−pλt)
(3.30)
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according to the definitions of HS and HV given by Equations (2.1) and (2.2). Let φt be
the inverse function of At such that Aφt = t, then by Equation (3.30),
v(t) = HV (e
−pλφt) and
K∑
i=1
s(t, i) = HS(e
−pλφt). (3.31)
At last we only need to show that ψt := e
−pλφt is the solution of ODE (2.3). By the
definition of φt and At,
d
dt
ψt = −pλe
−pλφt
d
dt
φt = −pλψt
1
dAs
ds
|s=φt
= −pλψtv(As)|s=φt = −pλψtHV (e
−pλφt) = −pλψtHV (ψt).
Note that φ0 = 0 and e
−pλφ0 = 1 since A0 = 0, hence ψt = e
−pλφt is the solution of ODE
(2.3) and the proof is complete.
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