The application of an immersive design process to investigate theories for motion sickness in virtual reality data visualisations by Hill, Ultan
UCC Library and UCC researchers have made this item openly available.
Please let us know how this has helped you. Thanks!
Title The application of an immersive design process to investigate theories
for motion sickness in virtual reality data visualisations
Author(s) Hill, Ultan
Publication date 2020-01-04
Original citation Hill, U. 2020. The application of an immersive design process to
investigate theories for motion sickness in virtual reality data
visualisations. MRes Thesis, University College Cork.
Type of publication Masters thesis (Research)






The National University of Ireland 
 
University College Cork 
 
Department of Accounting Finance and Information Systems 
 
Head of Department: Professor Joseph Feller 
 






The Application of an Immersive Design Process to Investigate 
Theories for Motion Sickness in Virtual Reality Data Visualisations 
 
 
Ultan Hill, BSc 
 
 
Thesis submitted to the National University Ireland, Cork, for the degree 
of  









Virtual Reality (VR) technology allows a person to be taken from their current 
environment and into an entirely new, digital and immersive one. Because of this 
capability, it has been used in several fields as a data visualisation tool to completely 
immerse researchers and industry professionals in their data. In industry, companies 
derive value from their data by relying on their employees’ ability to create meaningful 
information from it. Data literacy, in brief, is the ability to effectively manage, use, and 
understand data to produce meaningful information. However, given the recent 
increase in volume and complexity of data, the data literacy ability of these employees 
is now often inadequate. It has been speculated that, by addressing the core pillars of 
data literacy with VR instead of more traditional 2D visualisations, this problem can 
be addressed more effectively. This thesis conducts research to examine how this can 
be done. 
A common concern of creating VR visualisations is that they can be problematic to 
design in terms of the design process used. The design process for immersive 
visualisations can often be based on trial and error. This is not the optimal process for 
design as it is more time-consuming and relies on the designer guessing what the client 
wants instead of relying on requirements and feedback from them. To address this 
problem, this thesis details a novel design process which was created using the Design 
Science Research (DSR) methodology. This is then tested and iterated on in a real-
world industry collaborative project.  
Another concern of creating VR experiences is the adverse effects on the user. Motion 
sickness is one of the most prominent physiological effects users experience. However, 
while there have been numerous studies into what causes it and how it can be mitigated, 
there has yet to be a study into why it occurs in VR data visualisations and how severe 
it could be. While the Sensory Conflict Theory is the most widely accepted reason for 
motion sickness in VR games and simulations, it has yet to be determined if this is the 
case for motion sickness in VR data visualisations. This thesis describes an experiment 
that was conducted to investigate this issue and determine how severe the effect of 




The research objective of this thesis is to examine how an immersive design process 
for data visualisation can explain the effects of motion sickness. As a first step, data 
literacy is examined and, once a more comprehensive understanding is achieved, the 
research then investigates how VR can theoretically be applied to increasing data 
literacy. 
Once this theoretical grounding is provided, a practical application of VR is then 
examined which consisted of creating a prototype immersive visualisation in 
conjunction with State Street to visualise their numerous financial product and service 
offerings. This project not only resulted in a completed prototype but also in a research 
chapter detailing the creation of a novel process to design immersive data 
visualisations. 
Once this design process was created, a new research question was discovered in terms 
of how much of an effect motion sickness can have in VR data visualisations and what 
are the potential reasons that can cause it to occur. This led to an experiment where two 
different navigation conditions were implemented to determine the theory that best 
describes motion sickness in VR data visualisations and how severe motion sickness 
could be.  
Through these chapters, several new insights into immersive technologies and VR can 
be gained. Firstly, a greater understanding of the relationship between VR and data 
literacy can be appreciated. Secondly, the thesis shows how to design an immersive 
visualisation in a more efficient manner. Finally, potential reasons for, and the effect 
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1. Introduction  
While Virtual Reality (VR) is still an emerging field of research, VR itself has been 
around since the 1960’s when Ivan Sutherland created his “Ultimate Display” headset 
(Sutherland, 1965). VR research and development continued in the 1980’s when NASA 
created their own headset (Fisher, 1986) which had much of the same functionality as 
modern head mounted displays (HMD’s). These could be controlled through the user’s 
position, voice, and gesture and allowed the user to interact with a 360-degree digital 
environment. In the 1990’s game companies such as Sega and Nintendo created their 
own VR HMDs: the SegaVR and Nintendo Virtual Boy (Hill, 2014; Boyer, 2009). 
However, they were not commercially successful, and both were eventually 
discontinued.  
It wasn’t until the 2012 Kickstarter campaign of the Oculus Rift that VR was brought 
to the general public and eventually gave rise to the creation of several successful VR 
headsets such as the HTC Vive (Greenwald, 2017). The 2019 Q1 sales of VR and 
Augmented Reality (AR) headsets have increased by 27.2% over the same period in 
2018. 96.6% of those sales come from VR headsets while total AR and VR shipments 
for 2019 are expected to be around 7.6 million units (Mott, 2019). With Sony having 
sold a total of 4.2 million PSVR systems, as of March 2019 (Moon, 2019), and Oculus 
projected to sell 1.3 million units of its wireless Go system in 2019 (Fogel, 2019), VR 
is becoming increasingly widespread. Research into potential applications and 
challenges of VR headsets has been ongoing and ranges from applying it to stroke 
rehabilitation (Laver et al., 2017) to examining their potential use as a communication 
tool in financial services (Campbell, 2019).  
How VR could be used to help a person to understand their data and to gain more 
meaningful information from data (referred to as data literacy) is an increasingly 
important area. This is because datasets have become larger and more complex to the 
point where traditional 2D tools have been found to be inadequate to cope. Therefore, 
a new tool is needed and VR has the potential to be that tool.  
Before VR can be of benefit to areas such as data literacy, the development of the 
systems needs to be considered. An issue with VR data visualisations is the lack of a 




process is available, there are further issues with using VR for data visualisations. There 
is still the issue of motion sickness in these visualisations, how it is caused and how 
severe it could be. The research objective of this thesis is to examine how an immersive 
design process for data visualisation can explain the effects of motion sickness. 
 
1.1 Background to the Research 
Collaboration with State Street on a real-world problem was a very important part of 
the masters programme and formed the basis for this thesis. As part of my research, I 
worked with State Street to tackle real-world business problems. Initially, State Street 
needed a way to visualise their financial products and services to their clients to make 
it easier to understand State Street’s offerings and what the client required based on 
their circumstance and specific interests. Therefore, State Street required a VR 
experience they could use to showcase their product offerings. Screenshots of the 
finalized prototype can be seen in Appendix 2 and example reports written for State 
Street during this collaboration for previous versions of the prototype can be seen in 
Appendix 3. The final prototype was presented at a State Street showcase event, the 
poster and slides for which can be seen in Appendix 4. 
During the course of creating this visualisation, three research questions were 
uncovered. The first research question (Research Question 1 in section 1.3 of this 
thesis) was how VR benefits the concept of data literacy? How can it be used to provide 
benefits that more traditional 2D tools can’t? Once it was known how VR could benefit 
data literacy, there remained the question of how to actually implement this. This led 
to the second research question (Research Question 2 in section 1.3) which examined 
how the process for designing data visualisations could be improved for immersive 
visualisations. How could an immersive visualisation design process make the creation 
of immersive data visualisations more efficient? Once the process was created, refined, 
and used, there was still the issue of how a user might physiologically react to such a 
visualisation. The final question (Research Question 3 in section 1.3) examined the 
effect motion sickness could have in VR data visualisations and the potential reason 
for it happening. Is motion sickness in VR data visualisations explained by the Sensory 





1.2 Individual Contribution 
In this section I will explain my contribution to answering each of the research 
questions. The work for State Street was predominately based in research teams so 
there was collaboration on elements of the research. For Chapter 2, I conducted the 
literature review to gain an understanding of data literacy and the primary concepts 
involved in it. I also created the Concept Centric Matrix, analysed and separated the 
concepts into the two groupings and compared 2D tools with VR tools in terms of the 
“imaginative” group.  
In Chapter 3, I created the links between the concepts in the CCM and the iterations of 
the design process. I analysed the concepts to determine their relationship to the initial 
process steps. I also analysed the process steps of both iterations of the process, 
determining the relationship between the steps in both processes and how they changed 
in the second iteration. I was also heavily involved with the practical application of the 
process to the real-world business problem. I analysed the client feedback to gain a 
better understanding of State Street’s requirements and how to alter the process to make 
it more efficient. 
The research described in Chapter 4 is solely the work of the thesis author. 
 
1.3 Research Questions 
The research objective of this thesis is to examine how an immersive design process 
for data visualisation can explain the effects of motion sickness.  
While the objective describes the overarching goal of the thesis, three research 
questions represent the individual elements that combine to meet the research objective. 
The three research questions are: 
Research Question 1: How does VR benefit the concept of data literacy? 
Research Question 2: How can the process for designing data visualisations be 
improved upon for immersive visualisations? 
Research Question 3: How much of an effect does motion sickness have in VR data 
visualisations and what is the potential reason behind what causes it? 
 




• Research Question 1 is addressed in Chapter 2. 
• Research Question 2 is addressed in Chapter 3. 
• Research Question 3 is addressed in Chapter 4.  
 
What follows is a brief description of each chapter as they relate to the research 
questions. 
 
The research in Chapter 2, as it relates to Research Question 1, found that there are two 
primary conceptual groups that constitute data literacy: “functional” and “imaginative”.  
While VR applies to the “imaginative” group, it is not relevant to the “functional” 
group. When creating immersive visualisations, it is this “imaginative” conceptual 
group that should be focused on as they relate more to visualising and explaining data. 
The “imaginative” group comprises four concepts that relate to data literacy. They are: 
“Discovery of Patterns”, “Understanding”, “Visualise” and “Explanation”. It was 
found that each of these concepts can benefit from the application of VR instead of 
traditional 2D visualisations. The exception to this was the concept of “Explanation” 
where it was found that traditional 2D tools also have a benefit. 
Research in Chapter 3 led to the creation of a new design process for immersive 
visualisations. This new process was found to make the creation of immersive data 
visualisations more efficient. It was determined that the process needs to be cyclical to 
obtain multiple rounds of feedback from the client. This ensures that time is not wasted 
on designs that do not address what the client wants. Based on this, the need for 
prototyping was critical, specifically immersive prototypes. The importance of these 
immersive prototypes became clear as they allowed the client to “see” the visualisation. 
This in turn helped them to better understand the visualisation, determine its 
capabilities, and refine their requirements. 
Finally, research in Chapter 4 examined in detail one aspect of VR data visualisations 
that can present problems, even if the correct development process is used. Based on 
existing research into VR in general, it was determined that motion sickness occurring 




experiment was conducted to investigate if the theory also applied in VR data 
visualisations. 
 
1.4 Research Methods  
Several different research methods were employed for this research with each method 
chosen to address the relevant research question.  
For Chapter 2, an extensive literature review was conducted to gain an understanding 
of what data literacy is and how it has been defined. A Concept Centric Matrix (CCM) 
was used to identify the important concepts of data literacy and to then focus on how 
VR can be used to benefit it. 
In Chapter 3, the research followed the Design Science Research methodology. An 
artefact was created and applied to a real-world problem. The artefact was created and 
refined using a new design process for immersive data visualisations created as part of 
this research. This was then applied to a real-world business problem. A CCM was also 
created to isolate the most important concepts that relate to the design of immersive 
visualisations.  
In Chapter 4, an experiment was used as the research method. This experiment was 
carried out to test whether the Sensory Conflict Theory is the best explanation for 
motion sickness in VR data visualisations. Before this experiment was conducted, an 
extensive literature review was conducted into the various theories explaining the 
causes of motion sickness. 
 
1.5 Choice of Research Topic 
The goal of this research is to investigate immersive data visualisations and to examine 
whether the same theory behind motion sickness in more “traditional” experiences, 
such as virtual reality games, also apply to immersive data visualisations. While VR 
has been around in some form since the 1960’s, the potential of the technology has only 
been widely investigated in the last ten years. 
There have been numerous studies into the potential uses of VR and its potential 
benefits over more traditional visualisation methods. There have also been numerous 




Neck fatigue and eye strain are common symptoms of prolonged VR use, but motion 
sickness is the most prevalent and can, for some users, cause nausea and vomiting. How 
to minimise the effects of motion sickness has been investigated widely because of 
these health concerns and several theories have been proposed to explain why it 
happens. 
These studies are predominantly concerned with content such as games or immersive 
experiences and these do not necessarily also describe the effect of motion sickness 
specifically on data visualisations. It is unclear whether motion sickness is a factor in 
immersive data visualisations and, if it is, how severe can it be? Sensory Conflict 
Theory is the most widely accepted explanation for motion sickness in VR, but it is not 
clear if it is a good theory for explaining motion sickness in VR used for data 
visualisation. 
VR is a potentially very powerful tool for data exploration as the complexity and 
abundance of data is growing rapidly with the rise of “Big Data”. Therefore, potential 
side effects of the use of immersive data visualisations needs to be explored and a better 
understanding of why it occurs is necessary. This thesis sets out to establish if motion 
sickness is a side effect of immersive data visualisations and suggests the most likely 
theory to explain its occurrence. In so doing, it aims to provide a basis to the 





2. Improving Data Literacy Through the Use of Virtual 
Reality 
Abstract 
The aim of this chapter is to examine how Virtual Reality (VR) can benefit data literacy. 
Data literacy is an individual’s ability to correctly source, collect, and manipulate data 
to produce meaningful information. VR has the potential to benefit elements of data 
literacy. A literature review conducted in this chapter revealed several concepts that are 
core to the definition of data literacy. Some of the concepts that were found, such as 
curating and managing, are related to sourcing and collecting data. For the purposes of 
this chapter, these concepts are put in a group called “functional” concepts because 
they need to be considered to ensure the correct data is being used. The other concepts 
identified, such as visualising and explaining, are related to displaying data and are put 
in a separate group called “imaginative” concepts. These “imaginative” concepts need 
to be considered to ensure as much correct information is identified from the data as is 
possible. It is in relation to these “imaginative” concepts that VR could provide a 
benefit to data literacy. This chapter will explain how VR can provide unique benefits, 
when compared to traditional 2D visualisations, to these “imaginative” concepts while 



















Data literacy can be simply defined as the ability to source, collect and manipulate data 
to produce useful information. This chapter will illustrate how data literacy consists of 
several core concepts which can be separated into “functional” and “imaginative” 
concepts. “Functional” concepts relate to the correct sourcing and managing of data to 
ensure that the correct data is being analysed. “Imaginative” concepts relate to the 
visualisation of data to provide usable information. Furthermore, this chapter will also 
explore how data literacy can benefit from the application of Virtual Reality (VR) and, 
in particular, how the “imaginative” concepts can be refined and improved with this 
technology. VR allows a person using an appropriate headset to enter and visualise a 
virtual world. Using an input device, an individual can move through this virtual world 
while remaining stationary in their real environment.  
Before examining how VR can be applied to help to address these deficiencies, a 
comprehensive understanding of the term “data literacy” is essential. Data literacy has 
become an important issue in recent years. By 2020, 50% of all organizations are 
expected to have insufficient data literacy skills (Panetta, 2019). It is also expected that 
80% of organizations will have tried to address these deficiencies in data literacy by 
then (Hippold, 2018). Despite its importance, there is no standardised definition and so 
one will be created for the purposes of this chapter. The terms “data” and “literacy” 
will first be considered separately to provide an understanding of how this definition 
was created.  
Firstly, it is important to distinguish between “data” and “information”. Chen et al 
(2008, p.1) define data as “attributes of real or simulated entities” and information as 
“data that represents the result of a computational process”. These definitions are based 
on work by Ackoff (1989) who states more plainly that information is processed data. 
This is the distinction that will be used in this chapter. The recent accumulation of large 
and complex datasets has led to the rise of “big data”. This brings with it two categories 
of challenges: technical and intellectual. The technical challenge is that large amounts 
of data can be difficult to store and analyse in traditional databases (Hashem, 2015). 
The intellectual challenge is how to understand the large amounts of data that have 
been obtained (Storey, 2017). The technical challenge is beyond the scope of this 




between VR and the intellectual challenge of processing and understanding big data. 
Letouzé et al. (2015) suggest that the term big data is a misnomer and that it is simply 
a series of related data points that happen to make up very large data sets. The largest 
difference between “data” and “big data” is the volume of the data in the data set. For 
the purposes of this chapter the terms “big data” and “data” are considered to be 
synonymous.  
There are multiple interpretations of the term ‘literacy’. It is important not to exclude 
any of these interpretations when defining data literacy because VR could potentially 
be useful in any of the instances. Laugksch (2000) has suggested that there are three 
different interpretations of literacy. The original meaning derives from the Latin term 
litteratus which classically meant a person who was well educated or learned (Clanchy, 
1979). Another interpretation is that one is adequately qualified (Teodorescu, 2006), 
suggesting that literacy means that one possesses an intermediate level of ability or 
competence. Finally, literacy has been defined as having only enough knowledge to 
function in a role in society (Miller, 1989). In terms of the Miller (1989) interpretation, 
VR could prove a useful tool in engaging students in order to introduce new scientific 
concepts in an immersive, multimodal format (Hutchison, 2018). At a “competent” 
level of literacy, Massis (2015) concluded that students can benefit immeasurably when 
information is delivered through VR. The use of this cutting-edge technology can assist 
students to become more proficient in their information literacy skills.  
Literacy has also been defined by the National Assessment of Adult Literacy (NAAL) 
as the ability to use printed and written information to function in society, achieve 
goals, and develop knowledge and potential (White and Dillow, 2005). This definition 
is useful because it encompasses all three interpretations of literacy, from functioning 
in society to becoming well educated or learned. By replacing “printed and written 
information” with “data”, data literacy can be defined as the ability to use data to 
function in society, to achieve one's goals, and to develop one's knowledge and 
potential. However, a comprehensive definition of data literacy should also include 
information on where the data can be found, how it can be used and what sources are 
deemed reputable (Frank et al., 2016). Therefore, the definition needs to be expanded 




manipulated in a logical and unbiased method, and the resulting information needs to 
provide some meaningful benefit in terms of actionable decision-making. This leads to 
the following definition of data literacy that will be used in this chapter:  
“Data literacy describes an individual’s ability to correctly source, collect, and 
manipulate high-quality data to produce meaningful information in order to expand 
their existing knowledge in an area of research or to aid in their decision-making 
process to achieve their goal.” 
 
2.2 Methodology 
In order to conduct an examination of the relationship between data literacy and VR, a 
systematic literature review using a Concept Centric Matrix (CCM) was carried out 
into data literacy. This literature review followed the process as laid out by Webster 
and Watson (2002). The concepts from the literature identified as significant  were 
found by searching for the terms ‘data literacy’, ‘information literacy’, ‘big data’, 
‘differences between information and data’, ‘big data and data literacy’, ‘virtual reality 
and literacy’, ‘immersive technology and literacy’, ‘scientific literacy’, ‘statistical 
literacy’, and ‘functional literacy’. These searches were conducted on Google Scholar, 
EBSCO, and the AIS electronic library. Over 165 results were generated, of which half 
were considered irrelevant due to the content not being applicable to this research. Of 
the remaining papers, by reading the abstract of the papers, 80 papers were considered 
useful.   
Further research was carried out by way of searches for data literacy, statistical, 
scientific and information literacy in order to find additional definitions of data literacy 
separate to the initial results in order to extract as many key concepts as possible, the 
results of which were compiled in a CCM following the process outlined by Webster 
and Watson (2002). The only exceptions to this rule are the Schneider (2013) and Qin 
and D’Ignazio (2010) definitions because they were deemed to be more granular and 
specific definitions of data literacy. Searches for ‘pattern discovery in virtual reality’, 
‘virtual reality and pattern recognition’, ‘virtual reality understanding of data’, ‘virtual 
reality visualisation of data’, ‘virtual reality and explanation of data’  on Google 




were considered to be useful for the research because they could be applied to this 
research. Following on from this, these papers were then analysed and categorised to 
clarify how VR could be used to benefit those concepts and therefore data literacy. 
 
2.3 Data Literacy 
As illustrated by Table 1, after analysis of existing literature, eight core concepts were 
identified. Through further refinement, these concepts were divided into two general 
categories: “functional” concepts and “imaginative” concepts. The “functional” 
concepts category is made up of the curation, management, decision making and 
analysis concepts, while the “imaginative” concepts category consists of the discovery 
of patterns, understanding, visualising and explaining concepts. These categories serve 
to distinguish between those that might be affected and enhanced by VR and those that 
might not. “Functional” concepts are those that need to be considered to ensure the 
right data is gathered and that analytics is performed on them accurately and correctly. 
These concepts rely on actions that need to be performed on the data in order to ensure 
accurate and relevant results will arise from any analysis performed on them and as 
such were not considered to benefit from the application of VR. However, the 
“imaginative” concepts are those that require more creativity and understanding to 
display, find relevant patterns from, and draw meaningful insights from the data which 
can be enhanced through the use of VR (see Table 2). 
  




Curation, in this context, takes its meaning from the description of data archiving by 
Lord et al. (2004) as being the ability to identify, retrieve and collect data all in one 
logical place. It refers to knowing where to find data as well as having a depository to 
store that data for it to be queried and sorted. The management concept refers to the 
querying of data for problem solving and decision support (Abadi, 2009). It also 
includes the acquisition and processing of that data so that they can be disseminated 
according to specific standards (Gharaibeh et al, 2017). Once the data has been 
processed according to those standards, decisions must then be made as to which data 
is of sufficient quality to be “fit for use” (Wang and Strong, 1996, p.6).  
The data that has been gathered and sorted may not always be relevant to the problem 
at hand and so the users of the data must decide which to include in their eventual 
analyses (Wang and Strong, 1996, p.6). Following this, the data is analysed according 
to the “area of investigation and the research question” (Johnston, 2017, p.620) they 
are looking to answer. For the purposes and scope of this research, these “functional” 
concepts are not considered to be relevant to the application of VR and as such will not 
be considered as part of the comparison between VR and 2D with regard to data literacy 
below. “Functional” concepts are not suited because they are more centred around 
analysis and data gathering whereas the “imaginative” concepts focus more on 
displaying and visualising data which is a central pillar of VR technology.  
These “imaginative” concepts require more creativity and could benefit most from 
being applied to a VR setting because they are more visually oriented; therefore, they 
will be examined further in this chapter. Once the necessary and required analysis has 
been performed on data, patterns and relationships will start to be revealed within it. 
These patterns will illustrate whether there is a connection among the data that warrants 
more attention or not. If there are patterns, they then need to be deduced and any 
meaning derived from them. Once the meaning behind the pattern is understood, it may 
then have to be shown to others in order to inform a decision or to uncover new 
knowledge. In order to do this, the information must be visualised and explained. Table 
2 below illustrates how VR has the potential to do this. The section that follows will 





2.4 2D vs VR Visualisation 
Because data literacy is set to become an important challenge in the next few years, 
research been carried out (Smit et al., 2015) into the suitability of new methods and 
tools of approaching the issue  in order to determine whether they are a suitable fit for 
potential use in the future. One such tool with the potential to impact on data literacy 
is VR. The potential applications of VR, while not limitless, are incredibly varied. Over 
the last number of years, it has been applied to differing areas such as palaeontology 
(Laha et al. 2014) and HIV stigma reduction (Toppenberg et al., 2019). Of all the 
applications of VR that have been studied, its applicability to data literacy has not yet 
been examined.  
While VR may seem like a new technology, it has in fact been around in one form or 
another since the 1960’s when Ivan Sutherland created “The Ultimate Display” 
(Sutherland, 1965). VR has become more popular in the last decade, beginning with 
the Kickstarter campaign to launch the Oculus Rift in 2012 (Kickstarter, 2012). Since 
then, VR has seen an increase in popularity as evidenced by Facebook’s purchase of 
Oculus only two years later in 2014 for $2 billion (Dredge, 2014). There have also, 
since then, been entries into this market by Google, HTC and Sony with the Cardboard, 
Vive, and PSVR (Ralph, 2015; Greenwald, 2017; Rubin, 2019). While these companies 
have been primarily invested in the creation of content such as games and immersive 
experiences, and research has been done into the potential of VR in varying industries, 
there is yet to be an examination of its benefit to data literacy. Table 2 below describes, 
using the “imaginative” concepts from the concept centric matrix in Table 1, how VR 
can benefit data literacy.  
The concepts that will be examined are those that offer the ability to discover patterns, 
provide more understanding, visualise more effectively, and act as an aid in explaining 
data. These “imaginative” concepts were chosen because, as stated earlier, these 
concepts are more applicable to VR than the “functional” concepts which are more 
concerned with analysis. Table 2 illustrates that the relationship between data literacy 
and VR is based on these concepts. The question of whether to use VR instead of more 
traditional methods can be difficult to answer (Dübel et al., 2014). VR will not be well 




between VR and traditional visualisations is done to highlight how the benefits to data 
literacy that are provided by VR can’t be found in more traditional visualisations and 
therefore provide a unique benefit. Table 2 is a comparison between data 
representations in a 2D format and in a VR format as they relate to data literacy.  
It is acknowledged that 2D can also involve 3D stereoscopic displays on a 2D medium 
such as a screen. For the purposes of this chapter they will be considered as 2D 
visualisations because they are not fully immersive in that the user is still in their “real 
environment” looking at a 2D display rather than being in a completely virtual world 
where they can experience a sense of immersion in their data. The chapter also 
acknowledges that there are occasions where 2D provides benefits over immersive 
visualisations, however, it will be solely focusing on the benefits immersive 
visualisations provide over 2D. 
 




VR can be used to enhance human 
pattern recognition and the 
creation of effective data 




Fewer inaccurate insights were 
reported when using a VR 
visualisation (Millais et al., 2018). 
Visualise 
 
VR is the method of choice when 
showing realistic impressions of 
objects or locations (Bergmann et 
al., 2017). 
Explanation 2D representations are 
preferable to 3D ones for 
precise measurement or 
accurate comparison of data 
values (Marriott and Chen et 
al., 2018).  
Immersive 3D displays can use 
depth to explain additional 
abstract information (Marriott and 
Chen et al., 2018). 
Table 2. Comparison of 2D and VR in relation to the “Imaginative” concepts 
Having provided an overview of how VR can provide unique benefits to the 
“imaginative” concepts in Table 2 above, this section will now go into greater detail 




2.4.1 Discovery of Patterns 
The rise in the volume of data available is growing to an extent where data being used 
for analytical purposes is “on the cusp of petabytes” (Russom p.15, 2011). With this 
growth in data comes the challenge of attempting to understand it by drawing patterns 
from it, with a view to extracting meaningful information. While having more data 
available may initially appear to be a benefit, as Donalek et al (2014) notes, unless 
interesting patterns can be drawn from it, these complex data sets are not useful. 
Considering that the data is not just growing in volume, it is getting more complex with 
multi-dimensional data sets comprising measurements, spectra, images etc. (Donalek 
et al., 2014), discovering and analysing any resulting patterns can be more of a 
challenge.  
Another issue is the dimensionality of the data. As data becomes more high-
dimensional, more dimensions will need to be visualised effectively because it’s more 
likely that this will result in more interesting patterns being observed in the data 
(Donalek et al., 2014). The application of VR to finding patterns in data is exemplified 
by Moran et al. (2015) when they examined how to improve visualisation of data 
analytics with VR. The goal of such analytics is to discover underlying patterns in the 
data and display it to the user. As part of their research they mapped tweets to a VR 
model of the campus of MIT and found doing so made pattern detection easier. These 
examples illustrate not only that pattern detection is becoming more difficult because 
of the increase in the volume of data, but also that VR can be used to alleviate this 
issue. VR can provide more insight into the ability to observe and detect patterns in 
datasets which is one of the central concepts to data literacy. As data becomes more 
high-dimensional and more complex, being visually able to more easily detect patterns 
in these data sets becomes increasingly important for data literacy because as the 
datasets and dimensionality develop, so should the tools used to explore them.  
 
2.4.2 Understanding 
Dale (1969), while an old reference but still relevant, reported that in order to improve 
learning and understanding skills, human sensory capabilities and motor skills should 




vestibular senses of body rotation and balance, sight, hearing, and sense of reality and 
perception (Jerald, 2015). VR, therefore, should provide some unique benefit in aiding 
a person’s ability to understand by engaging the user more. When using a VR data 
visualisation, fewer inaccurate findings relating to the data, or insights, are reported 
from a dataset than when compared to a 2D visualisation (Millais et al., 2018). This is 
important because the visualisation tool used influences the insights gained from the 
data and how the data itself is interpreted (Saraiya, 2005).  
Another finding of their study was that the VR users reported their performance 
workload as lower than those using 2D which corresponds to increased feelings of 
success and satisfaction (Sylaiou, 2010). Albeit on a small scale, this study shows that 
VR can engage users and therefore potentially improve understanding. However, they 
also found that, when using the VR visualisation, fewer “deep” insights were 
discovered in the data than when using the 2D visualisation. “Depth” refers to whether 
an observation was related to specific data points or to the whole dataset. This suggests 
that those using the VR visualisation were reporting more accurate insights but not as 
in-depth as those using the 2D visualisations. This shows that VR users appear to obtain 
a good understanding of the whole dataset but not the specifics. In terms of data 
literacy, being able to understand data is crucial because information can’t be gained 
from data that isn’t understood and VR is a useful tool that can be used in to aid in a 
users’ understanding of their data. 
 
2.4.3 Visualise 
When deciding whether to visualise data in an immersive environment, the type of data 
being displayed is perhaps the most important factor in terms of their suitability. While 
data of all types has been displayed in a virtual environment, from charts (Sullivan, 
2016) to 3D models (Bergmann, 2017), some forms are better suited to being applied 
in a VR environment. For example, Sullivan (2016) found that VR charts were more 
engaging for certain types of information such as looking for an outlier in a dataset. 
However, this is not to suggest that VR is only useful when looking for an outlier. 
When handling spatial data, VR is often more beneficial than 2D visualisations. This 




the volume of 3D objects (Putman and Id-Deen, 2019) to the interpretation of 3D 
geologic data by geoscientists and geophysicists (Kinsland and Borst, 2015).  
This is further evidenced by Bergmann et al.’s (2017) finding that VR is the method of 
choice when showing realistic impressions of objects or when investigating 3D models. 
VR is not a useful visualisation tool for every situation. There are occasions where 2D 
is more effective because of the simplicity of the task or because the task being 
performed doesn’t require depth-heavy information (McIntire et al., 2012). However, 
VR is very much a visualisation platform. Wagner Filho et al (2018) found that in 
comparison to desktop-based 2D and 3D visualisations, a Head Mounted Display 
(HMD)-based immersive 3D visualisation was found to require less effort to find 
information, required less navigation, and had a greater sense of accuracy and 
engagement. As such, visualising data in new ways is one of the methods that VR can 
provide a benefit for data literacy because it will allow for more complex data to be 
visualised in more intuitive methods. 
 
2.4.4 Explanation 
Immersive 3D displays can be used to explain additional abstract information in a way 
that 2D displays can’t. For example, Marriott and Schreiber et al (2018) explain that, 
when there are more dimensions in the original data, projecting that data onto an 
additional third dimension will result in less error in that projection. The distances 
between the points projected onto a 3D space will more accurately represent the 
original dataset than when projected onto a 2D space where there is a dimension 
reduction. Take the example of a 3D scatterplot. If it is projected onto a 3D space it 
would more accurately present the original scatterplot than a 2D representation would 
because the distances between all the points can’t be visualised in a 2D plot. While the 
time taken to create a VR model may take longer than the time taken to create a 2D 
model (Akpan and Shanker, 2019), this appears to be down to the tools and techniques 
used to create it.  
This shows that with the correct tools, creating VR models should take the same time 
as using 2D models. Not only this, but VR models have also been shown to be more 




as managers or decision-makers, of a simulation project than a 2D display (Akpan and 
Shanker, 2019). There are areas where 2D displays are more useful, as shown by 
Marriott and Schreiber et al (2018). They found that while 3D representations show 
overall structure for datasets such as 3D terrain or networks more clearly, 2D 
representations are better for accurate data value measurements such as understanding 
clustering in 2D scatterplots (Marriott and Schreiber et al., 2018). When asked a series 
of questions based on a provided set of data, the 2D users performed significantly better 
than the VR users. The VR dataset created by Marriott and Schreiber et al. was 
“essentially a 3D version of a line graph” (p.13) with one surface plotted as a triangle 
mesh. This allowed more direct comparisons to be made between the VR and 2D 
graphs. While they acknowledge a number of improvements that they admit, had they 
been in the study, would likely have changed their results (Marriott and Schreiber et 
al., 2018, p.43), these findings support the observation that VR is more adept at 
explaining spatial data than 2D displays. 
Examining the four key concepts, there are occasions where VR is not as useful as other 
methods, but just as no one tool is useful for every situation, there are areas where VR 
provides a definite benefit to data literacy. How VR provides benefit to data literacy is 
by providing a unique benefit to the concepts of visually discovering patterns, 
understanding, visualisation, and explanation. Donalek et al (2014) and Moran et al 
(2015) describe how using VR makes discovering visual patterns and insights into data 
easier, especially with data that is more high-dimensional in nature. It was shown by 
Millais et al. (2018) that in terms of understanding data, when compared to a 2D 
visualisation, VR users reported fewer inaccurate insights. Visualising data is perhaps 
the most obvious benefit that VR can provide to data literacy and it has been shown 
that when using spatial data that VR is often more beneficial than 2D. When these 
benefits are taken together, it is clear that there is a potential for VR to provide a lot of 
benefit to data literacy; this will be further explored in the following section. 
 
2.5 Virtual Reality Application to Data Literacy 
This section will explore the studies mentioned in the previous section, with a view to 




Virtual Reality, by providing a benefit to those concepts, enhances data literacy in turn. 
When visualising data, there are several factors that need to be considered before 
determining whether to use a VR visualisation. For example, Sullivan (2016) mentions 
that for newcomers to VR, 2D charts are faster and more accurate than those in VR due 
to the user’s comfort level with 2D and inexperience with VR. One improvement 
described by Sullivan is to conduct two sessions with the users, the first of which would 
be used to better acquaint them with VR and give the users time to get used to the 
controls. Pattern discovery is enhanced by VR by making it easier to discover patterns 
in data. Donalek et al. (2014) explain how VR can be used to more easily find patterns 
from multi-dimensional data by creating a data visualisation inside a virtual world.  
This world allowed a user to explore multi-dimensional data by mapping a data set on 
the X, Y and Z axes as well as giving each point a colour, shape, size and transparency 
(Donalek, 2014). This allowed for the effective visualisation of a 7-dimensional data 
point in one location in space in an environment that allowed for the user to walk around 
all the data points that make up the data set. It also allows for more high-dimensional 
datasets to be visualised while also enabling patterns or relationships between those 
high-dimensional points to be discovered by enabling the user to see which points are 
the same, size, colour, shape etc. In VR a user can “see” multi-dimensional data as a 
series of points in front of them which allows for multiple ways to map the data to find 
patterns that may not have been obvious in a previous mapping (Donalek, 2014). Data 
literacy is benefited from this because the more ways there are of mapping data the 
greater the potential is for finding more patterns in the data. In the last few years, there 
have been studies examining how VR can be used to improve understanding in a variety 
of contexts.  
Wijma et al, (2018) have shown that VR can be used to improve understanding and 
empathy towards people suffering from dementia. They showed that using VR to aid 
informal caregivers to understand the person with dementia reduces psychological 
distress caregivers can often experience (Wijma et al., 2018). This study is just one 
example of how powerful a tool VR can be in aiding understanding. Understanding of 
data has also been shown to be improved using cave automatic virtual environment 




VR experience where the user is surrounded by four wall screens; front, right, left and 
one on the floor. Stereo images are generated by a workstation and are projected onto 
these screens (Ohno and Kageyama, 2007). When compared against a 2D display in 
the form of a desktop screen with a hand tracker, a three-wall CAVE, where the three 
screens were in front, on the right and on the floor, was found to better support the 
understanding of data (Bayyari and Tudoreanu, 2006); understanding is a core 
component of literacy as described above.  
While this shows the potential of immersive displays, a CAVE and a VR headset are 
different forms of immersion and indeed have different results. In a comparison 
between a data visualisation in a VR headset with a 2D visualisation, Millais et al. 
(2018) found mixed results. They found that while a greater number of accurate 
findings related to their data set were found by VR users, these insights were not as 
deep as the 2D users. When considered together, these findings suggest that, while VR 
can be used to improve understanding, when it comes to datasets, a combination of VR 
and 2D techniques would provide more benefit to a user than a strictly VR experience. 
Indeed, in their discussion of potential future work, Millais et al. state as much when 
they suggest investigating “the impact of embedding 2D visualisations into virtual 
environments to capitalize on the engaging effects of VR, whilst overcoming possible 
limitations of 3D representations” (p.6). In order to most effectively improve 
understanding using VR, the use of 2D aspects inside the visualisation may provide an 
avenue to overcome some of the drawbacks of an immersive data visualisation. VR is 
a highly immersive and visual platform.  
As illustrated by the Multimedia Cone of Abstraction created by Baukal et al. (2013), 
VR is the least abstract form of media because of the users’ ability to control what they 
are viewing and move at a pace most comfortable to them and not a pre-set pace. When 
visualising data, a primary consideration is what form the data is in and what tasks are 
going to be performed on them. This has been illustrated across a few different studies. 
One example of when visualising in VR is the method of choice is, as Bergmann (2017) 
noted, when investigating models or displaying realistic impressions of objects. One of 
their methods of illustrating this was with a 3D model of a weevil, a type of insect. The 




displayed all of its’ segments. However, Marriott and Schreiber et al. (2018) found that 
when performing accurate comparisons of data values, 2D representations are 
preferable to 3D.  
In the conclusions of his work on graph-based visualisations in VR, Sullivan (2016) 
found that 3D graphs in VR were not intuitive and the users of these graphs were 
significantly slower and less accurate when compared to users of 2D graphs. While 
their visualisation of a graph in 3D was not as effective as in 2D, Donalek (2014) was 
able to create a 3D scatterplot to effectively visualise high-dimensional data sets in VR. 
These results indicate that there are some forms of data that appear to be more effective 
when visualised in a VR environment. It has been found that, in a comparative study 
visualising data centre temperature in VR versus 2D screens, users were able to 
perceive spatial data better in VR (Nevalainen, 2018). A major consideration for 
enhancing data literacy with VR is that it should be clear what type of data is being 
visualised and there should also be an understanding that this affects the potential 
benefit of any visualisation in a virtual environment.  
Having more options to visualise data in turn provides more avenues to attempt to 
explain it. Explaining data is an essential part of data literacy because, for information 
to be created and decisions to be made, the data needs to be explained to the eventual 
end users. VR provides several potential advantages over 2D displays that can be 
utilised to display data, and therefore explain it, in a more effective manner. Marriott 
and Schreiber et al. (2018) describe several potential advantages that relate to these 
novel methods of displaying data. One of these advantages of immersive 3D over 2D 
that they discuss is using depth to show an additional abstract dimension. Using depth 
to show an additional abstract dimension describes the ability to use another dimension 
to reduce error in a multi-dimensional visualisation. The distance between the data 
points from the original multi-dimensional space are more accurately represented in a 
3D space than when it is projected onto a 2D space (Marriott and Schreiber et al., 2018). 
Therefore, when the visualisation is being explained, the 3D view more accurately 
represents the underlying dataset and should allow for more accurate insights into the 
data. These concepts; discovery of patterns, understanding, visualising and explaining 




immersive VR data visualisation. They are, however, factors to bear in mind when 
recognizing data literacy as important to the VR visualisation. VR can provide a unique 




Data literacy has been defined in many ways by different researchers, as is evidenced 
by Table 1. There is no single standardised definition because there are differing 
opinions on what constitutes data literacy. As such, a concept centric matrix was 
necessary in order to find concepts that were common across all the definitions. This 
revealed eight concepts which were broken into two conceptual groups, where it was 
perceived that one group, termed “imaginative” could benefit from VR more than the 
other, “functional” group, could. By considering how these “imaginative” concepts can 
be improved by VR and by seeking to utilise the benefits VR can provide to them, data 
literacy can be improved in turn. Data literacy and VR have not been examined together 
in previous research, as far as the author is aware.  
Due to the potential of VR, it is worth examining how VR could be used most 
effectively to provide the most benefit to data literacy because this will aid in future 
attempts to create more effective visualisations. It is a relationship that needs to be 
considered when creating immersive data visualisations because the desired end-result 
of data literacy is to turn data into information so the user can make an informed 
decision. VR data visualisations have potential to visualise what is often complex data 
in a more intuitive manner which makes understanding the data easier. This relationship 
is an important consideration when future immersive visualisations are created. New 
tools are needed to more effectively visualise increasingly complex and high-
dimensional data. However, there is also a need for an updated understanding of how 
a users’ level of data literacy affects their ability to understand their data and how VR 
can be used to benefit this.  
By understanding data literacy and how it describes the process of turning data into 
information, it can be seen how VR can be applied to improve data literacy. There are 




been discussed in this chapter. It is through these concepts that VR provides its benefit 
to data literacy and is where the creation of future immersive visualisations must focus. 
By using VR to improve their ability to discover patterns in their data and to understand, 
visualise and explain their data, data users will be able to improve their data literacy 
levels which will allow them to improve their understanding of their data and ultimately 
improve their creation of information.  
This chapter has described how these “imaginative” concepts are not only central to 
data literacy, but they have also been shown to benefit from being applied in a VR 
context. The creation of future immersive visualisations needs to consider how they 
can use VR to benefit these “imaginative” concepts and therefore improve the users’ 
data literacy. In so doing, these new visualisations will not just be providing a 
visualisation for data, but they will provide the added functionality that will aid data 
users in being able to improve their ability to discover patterns, understand, and 





3. An Immersive Data Visualisation Design Process 
Abstract  
The aim of this chapter is to create a prescriptive process for the development of 
interactive visualisations in immersive environments, and to test, evaluate and iterate 
on that process by applying it to a real-world business problem. This process will aid 
developers of immersive visualisations to reduce trial and error, reduce production time 
and streamline the process of designing immersive visualisations. The design process 
will ensure that once development begins, the design of the visualisation will have a 
foundation that will allow it to enhance the creation of the visualisation itself. 
Immersive visualisations have been deployed in a wide variety of fields as a potential 
new tool for data visualisation. However, these applications are often quite unique and 
specific to an area or domain. As a result of this, the ability to reuse, or refine, the 
design process can be difficult. The introduction of a prescriptive design process would 
allow visualisation designers to follow a common process by providing a series of 
clearly defined steps. This should minimise the amount of trial-and-error that is 






According to the International Data Corporation, an estimate for the amount of data to 
be created in the world annually forecasts 44 zettabytes in 2020 and 180 zettabytes in 
2025 (Press, 2016). As the volume of available data grows, more data visualisation 
research is necessary so that this increase in volume does not have a significant impact 
on how that data can be presented. When it comes to creating data visualisations, this 
increase in volume presents a range of challenges for organisations. For example, in 
many organisations data visualisation plays a significant role in performance 
management through data analytics (Kokina et al., 2017).  
Data visualisation can be defined as “the graphical display of abstract information for 
two main purposes: data analysis and communication” (Wang and Perez‐Riverol et al., 
2015, p.1356). Data visualisation techniques are used in many domains for presenting 
and understanding to provide an overview of the dataset or to allow searching for 
patterns and other meaning. For example, they are used in academic studies to 
communicate the results of the research (Szabo et al., 2019). Goldman et al. (2018) use 
a variety of data visualisations to showcase their browser-based platform, (which can 
be found at http://xena.ucsc.edu), for visualising and interpreting cancer genomics data.  
The rise in the volume and complexity of data has been so great that traditional methods 
are inadequate to handle it, therefore new and better visualisations are needed (Agrawal 
et al., 2015). For them to be as efficient as possible in relation to visualising data, 
organisations need to use improved visualisation techniques that best suit their specific 
purpose (Hassan and Elragal, 2017). Donalek et al. (2014) makes the argument that 
“we cannot really understand or intuitively comprehend anything … that we cannot 
visualise in some way.” (p. 609). As the volume and complexity of data increases, 
traditional visualisation tools often being inadequate, immersive visualisations are 
better suited to handle big data and its high complexity and dimensionality (Wang and 
Wang et al., 2015). Therefore, immersive visualisation as a potential data visualisation 
and analytics tool becomes more prevalent (Donalek et al., 2014). As discussed in the 
previous chapter, there are occasions where immersive visualisations provide benefits 
traditional 2D visualisations are unable to: for example, aiding users in finding a greater 




Visualising more sophisticated or high-dimensional data can be challenging when more 
traditional 2D tools are used. This is why data visualisation is likely to benefit from 
immersive technologies (Andersen et al., 2019).  Immersive technologies allow multi-
dimensional data to be expressed in what can be a more intuitive manner. Immersive 
technologies also have the potential to present complex data such as a 3D neural 
network, which requires a visualisation that goes beyond the capability of 2D 
visualisations (Marks et al., 2014), in a manner that allows them to navigate it in 3D 
space. This illustrates how important immersive technologies could become by 
providing a new tool for the effective visualisation of more complex data.  
For the purposes of this chapter, an ‘immersive technology’ is one that can be found on 
the Virtuality Continuum (Suh and Prophet, 2018). The Virtuality Continuum is used 
to describe the range of immersive technologies, with the real world at one end of the 
spectrum, and a fully immersive ‘virtual environment’, (or VR), at the other end 
(Rubio-Tamayo et al., 2017). ‘Virtual environments’ are defined as “systems relying 
on high fidelity tracking and displays to facilitate natural perception and interaction 
within an artificial environment” (Nilsson et al., 2016, p.109). Alternatively, they are 
defined by Zeng and Richardson (2016) where VR allows the user to control their 
actions and navigate a virtual world that might simulate the real world (or ‘real 
environments’). The virtual end of the spectrum describes environments that block out 
the ‘real’ one and replace it with a fully virtual one (Mann et. al. 2018). 
Immersive visualisations provide an avenue for new visualisations that can handle the 
greater volume of complex data. Unlike more traditional, static data visualisations, they 
incorporate innovative interfaces, hardware and software applications, and 
visualisations that incorporate “interaction metaphors and visualisations” (Chandler et. 
al., 2015, p.2) that are used for understanding data. The interaction methods in these 
immersive environments allow for more natural interaction with the data (Sicat et al., 
2018). Thus, the definition of immersive visualisations that is used in this chapter can 
be stated as follows:  
“Immersive visualisations are data visualisations that are placed within a virtual and 
artificial environment and allow the user to explore and navigate the dataset within 





The development and use of immersive applications have experienced “rapid growth” 
and is breaking “into the mass market” (Wang et. al., 2019, p.2). Combined with 
previous successes with training and educational applications, this will give rise to new 
tools that will improve “communication, collaboration, and co-creation” (Greenwald 
and Kulick et. al. 2017, p.2) using immersive visualisations. When it comes to the 
development of these immersive visualisations however, there is currently no 
prescriptive process, specific to visualisation, that a developer can follow in order to 
create an effective solution to adequately visualise their data.  
 
3.2 Development Process 
There are several challenges to be faced when it comes to the development and adoption 
of immersive technologies as a tool for data visualisation. A primary challenge is that 
there are no methods for the creation of visual analytics tools that make use of the 
“novel input and output techniques” (Bach et al., 2017, p.1) that are available. The 
development processes of immersive visualisations are most often specific to each 
individual use case or domain. Some domains that have seen successful 
implementations of immersive visualisations include medicine (Zhang et al., 2001), 
archaeology (Benko et al., 2004), and meteorology (Ziegeler et al., 2001). However, 
while these implementations of immersive technologies are providing a benefit in these 
specific areas, the development processes are all unique to the specific domain and 
visualisation type. From the examples above, Benko et al (2004) needed to visualise 
data that came in many forms, both 2D and 3D. However, Ziegeler et al. (2001) were 
visualising highly specific data made up of 3D grid points that depicted the atmosphere. 
Creating effective immersive interfaces can also be complex and time consuming 
(García-Hernández et al., 2016). There are several considerations to be factored in 
before the visualisation is made. For example, which technology and platform should 
the visualisation run on and is it necessary for the user to be able to move around the 
environment. If the user is to move around, how should movement be implemented. 
The visualisation then needs to be accurate while also being the correct size and 




considerations, are dealt with there is still the human effect. How will this affect the 
user in terms of motion sickness or eye strain? These are difficulties that traditional 2D 
visualisations don’t have to address 
In addition, traditional design optimisation processes essentially come down to trial 
and error (Langnau, 2018).  Using a trial and error method to approach a design task is 
not the optimal design method and is more often used by novices than by more 
experienced developers and designers, and is linked with a lack of confidence in what 
the designer is doing (Ahmed et al, 2003). Marriott and Schreiber et al. (2018) also 
identify the need for a set of development and design guidelines for immersive 
applications specifically for interaction, collaboration, and design. With no guidelines 
for developers of immersive visualisations to follow, they must resort to trialling 
different designs and specifications before deciding on the most suitable one. Having a 
prescriptive design process to follow would allow the developers to know, before 
creation of the visualisation begins, the requirements of the visualisation and what is 
expected from it. This in turn would lead them to be more confident in what they are 
to do and should minimise the use of the trial and error method. 
The prescriptive process that will be outlined in this chapter will allow developers to 
more efficiently design effective immersive visualisations regardless of graph type or 
dataset. Immersive technologies, like VR, are “extremely cross-disciplinary” (Jerald, 
2015, p. 261) and, as such, a design process for immersive visualisations should come 
from more than just one discipline. Immersive visualisation design is a field that, as 
explained by Sicat et al. (2018), “requires knowledge of concepts and technologies 
from multiple areas of study such as data visualisation and analytics, 3D computer 
graphics, AR, VR, human-computer interaction, and human factors” (p.715).  
Immersive technology development requires several different technologies and 
individuals with different roles and areas of expertise to create effective environments. 
The development environment for immersive technology also requires a range of 
hardware and software requirements. (Berg et. al., 2017).  A prescriptive process for 
the development of immersive visualisations would significantly increase efficiency by 
streamlining the visualisation design process by outlining what resources are going to 




was created as a method of ensuring these factors are sufficiently addressed and that 
the time taken for design is not delayed by any of them. 
The development process created in this chapter will aid developers of immersive 
visualisations to address the challenges of trial and error and make the designers more 
confident in their visualisation when choosing a visualisation. It should also help to 
reduce lengthy production times. The design process will ensure that once production 
of the visualisation begins, the design will have a more stable foundation to allow the 
developers of the visualisation to build on. 
A research domain that was influential in the development of the immersive 
visualisation design process was traditional data visualisation design. While it may 
seem counter-intuitive to study non-immersive visualisations, there are lessons that can 
be learned from traditional data visualisation design processes that are also applicable 
to immersive processes. This is because, at their core, data visualisations use any 
technique that is available to help human perception to identify trends and patterns in 
what is often complicated data (Kang et al., 2008). There are many prescriptive 
processes that can be followed during the design of traditional data visualisations. For 
example, Card (1999) lays out a proposed pipeline for mapping data to a visual format. 
Figure 1 below outlines this pipeline. 
 
Figure 1. Card et al. (1999) Data to Visual Pipeline 
However, in the Card et al. (1999) pipeline for data visualisation, much of the focus is 
on displaying the data, and user interactions and cognition is left undefined. User 
interactions, perception and immersion are very important in determining the 
effectiveness of immersive visualisations (Chandrasekera et. al. 2015). Therefore, this 
pipeline is unsuitable for immersive visualisation design. While traditional data 
visualisations processes can perhaps be used as inspiration, they cannot be used as an 





An initial analysis of existing literature was conducted to discover the concepts that are 
important in the design of immersive visualisations. Relevant research papers were 
discovered by doing a search of key phrases across relevant databases including Google 
Scholar, ScienceDirect, SSRN, Web of Science, the EBSCO databases, and the AIS 
electronic library. The key phrases that were searched for were ‘immersive 
visualisations’, ‘immersive environments’, ‘data and virtual reality’, ‘virtual reality 
design’, ‘data visualisation development’, and ‘immersive analytics’. The result of 
these searches was the return of 122 research papers that encompass 11 core concepts. 
Research was conducted on the literature surrounding these core concepts, and a 
Concept Centric Matrix (CCM) was established (Table 4) in order to identify the 
importance of each of the concepts.  
The literature review and concept matrix were conducted using the guidelines outlined 
by Webster et. al. (2002). This CCM informed the creation of the initial iteration of the 
immersive visualisation design process by highlighting the concepts that are the most 
relevant to the design of an immersive visualisation. Another research domain that was 
influential in the creation of the immersive visualisation design process was current 
software development research and software development lifecycles such as the Agile 
software development process as described in Highsmith and Cockburn (2001). Agile 
was an influence because it involves working in iterations. This allows for more 
feedback from the client and more opportunities to evaluate the process. Aikio et al. 
(2005), when researching development techniques for visualisation, used an iterative 
approach so that they could discuss the iterations with the stakeholders. 
The research methodology used was based on the Design Science Research (DSR) 
process (Peffers et al., 2007). This research methodology was applied as it is a 
methodology that puts a focus on generating design knowledge through building and 
evaluating ensemble IT artefacts. Figure 2 below outlines the core guidelines and 





Figure 2. Design Science Research Methodology (Peffers et al. 2007) 
Table 3 below lists the stages from the Peffers et al (2007) DSR methodology, a 
description of each stage, and shows how each stage applied to this research.  
Stage Description For This Research 
Identify Problem & 
Motivate 
This stage involves identifying, 
defining and demonstrating the 
importance of the problem. 
This review was carried 
out in order to define and 
determine the scope of the 
research problem and 
demonstrate its 
importance. The review 
revealed the key concepts 
that were used to inform 
the creation of the design 
process. 
Define Objectives 
of a Solution 
This stage involves determining 
what a better artefact would 
accomplish. 
The formulation of a new 




This stage involves the design 
and development of the artefact 
itself. 
Using the objectives from 
the previous stage, in 
conjunction with 
knowledge gathered from 




the first iteration of the 
artefact. 
Demonstration 
In this stage a suitable context is 




process was implemented 
to solve a real-world 
business problem where 
the objective was to 
create a prototype 
visualisation to display 
financial products and 
services in a VR 
environment. 
Evaluation 
This stage evaluates how 
effective and efficient the 
artefact is as well as comparing 
the desired with the actual 
outcomes of a solution resulting 
from the implementation of the 
artefact. 
The evaluation of the 
effectiveness of the initial 
iteration was conducted 
by carrying out a post-
mortem of the design 
process after it was 
applied to the real-world 
business problem. 
Communication 
This stage involves publishing 





with the real-world 
problem as well as 
presenting the findings in 
this thesis. 




3.4 Development of the Immersive Visualisation Design Process 
After analysing the relevant literature, the following CCM (Table 4) was created to 
illustrate the concepts that are relevant to the development of immersive visualisations 














An evaluation to understand 
stakeholders and their relevance to a 
project (Brugha et al., 2000). 
User Analysis 
Data Analysis Representing, displaying and 
studying variation in data (Ramsay, 
2004). 
Data Analysis Data 
Transformation 
A sequence of operations that 
transform a set of input data to a set 




In “reality” it refers to the physical 
space taken up (Buijs et al., 2011). 
For this chapter it will refer to the 
virtual space in the environment that 
the visualisation will need. 
Requirements 
Hardware Devices that can store and perform 
operations on data or produce 
outputs (Van Der Meulen, 2012). 
Software The development platform used such 




The ability for the visualisation and 
the technology to create a “vivid 
illusion of reality to the senses of a 




Good visualisation design is a 
visualisation that is robust, 




The design of landscapes and natural 
surroundings to be aesthetically 
enjoyable (Study.com, 2019). 
Interaction 
Requirements 
The tools that a user needs to make 
use of the environment they are in. 
These tools need to be intuitive, easy 
to use and best facilitate the user in 
their data analytics tasks (Helbig et 
al., 2017). 
Interaction Design 
User Feedback Feedback solicited from users of a 
system (Belhajjame et al., 2011). 
Evaluation 
Table 5. Relationship of the concepts to the design process 
11 core concepts were identified and presented in the CCM. As can be seen from 




Requirements, many of those that need to be considered in the development of 
immersive visualisations are heavily design focused. Design decisions are primarily 
based on the data that needs to be visualised. The heavy focus on design in much of the 
literature inspired and influenced the first iteration of the immersive visualisation 
design process. There are several concepts, coming from the CCM, that need to be 
considered when designing a process for the creation of immersive visualisations. 
The following table explains the concepts from the CCM and how they are relevant to 
the first iteration of the prescriptive design process shown in Figure 3. The goal here 
is to create a development process based on the key concepts identified from the 
literature. 
There are concepts in Table 5 that would not be major considerations when designing 
traditional visualisations. For example, ‘Hardware’ such as headsets, controllers, base 
tracking stations etc. and ‘Software’ like Unity 3D and Unreal Engine (Jacobson and 
Lewis, 2005) are considerations that are necessary to adequately immerse the user and 
faithfully represent the data in an immersive, virtual environment. ‘Interaction 
Requirements’ is another concept from the literature that must be carefully considered 
when designing data visualisations (Lee et al., 2012). However, many interactive tasks 
that use visualised data are inefficient and unintuitive when using traditional methods 
(Moran et al. 2015). As a result, there is a need for more interactive data analysis 
instruments.  
Figure 3 below shows the first iteration of the immersive data visualisation process that 
was created based on the core concepts identified. While this process takes inspiration 
from earlier models of data visualisation, it also combines the important concepts of 
immersive data visualisation design. Following the DSR process outlined by Peffers et 
al. (2007), the relevant concepts shown in Table 5 were represented in the immersive 
visualisation design process as it appears in Figure 3.  
The next stage was to test the process. This was achieved by applying it to the real-
world problem of creating a prototype immersive visualisation to display a large 






Figure 3.  Immersive Data Visualisation Design Process – Initial Iteration 
Table 6 below explains each of the steps from the initial iteration of the design process 
with example suggestions of considerations that could help maximise the effectiveness 
of the visualisation. While the initial process steps, described in Figure 3 above, is the 
first iteration (as per Design Science Research) of the immersive visualisation 
development process, it required further refinement. This was done through the work 
on the real-world development project. During each of the process stages, discussions 
took place with the client and these discussions were then used to refine the process. 
These refinements are based on enquiries made during the development process. These 
enquiries represent areas where the process steps did not fully capture all the necessary 
details for the development of the real-world project. The enquiries, and the stage they 
applied to, are detailed in Table 6 below, 
For example, in the ‘Requirements’ stage: ‘What are the end goals that the visualisation 
aims to achieve?’ These questions were important to the development of the second 
iteration as they raised issues to the client that needed to be considered as part of that 
step. The second iteration retained and refined the steps from the first iteration and two 




Figure 4. These stages were added as it became clear that the process could not have a 
definite “Start” and “End” point because the customer will always have feedback and 
the designers will notice flaws that need to be fixed. Therefore, a more cyclical process 




Process Step Explained Considerations for the Step 
User Analysis 
Obtaining a comprehensive 
understanding of the main 
stakeholder operators of the 
immersive visualisation, as well as 
any other users and stakeholders 
that will be influenced by the 
design of the visualisation. 
‘How complex can the 
visualisation be in terms of 
the available interactions?’ 
 
‘What level of complexity 
can the user understand in 
terms of the formation of 
the data points?’ 
Data Analysis 
Ability to identify the sources, 
formats, and accuracy of the data 
that need to be considered when 
designing the immersive data 
visualisation. 
‘How is it decided what 
data is to be included?’ 
 
‘Is the most appropriate 
analysis technique being 
used?’ 
Requirements 
Identifying the objectives as well 
as any ethical or legal obligations 
that need to be considered when 
designing the visualisation of the 
immersive visualisation. 
‘What are the end goals 
that the visualisation aims 
to achieve?’ 
 






‘What are the learning 
outcomes that come from 
using the visualisation?’ 
Environment 
Design 
The design process for all of the 
objects that will be present and that 
the user can interact with. 
‘How will the necessary 
data be presented to the 
user?’ 
 
‘Is the environment 




The design of the various 
interaction techniques that will be 
implemented in the immersive 
visualisation. 
‘Are there any negative 
aspects that arise from 
certain interactions, for 
example, motion sickness 
and how much of an 
impact will it make?’ 
Evaluation 
The assessment of the current 
version of the immersive 
visualisation design. 
‘How are all of the various 




‘What are the learning 
outcomes that resulted 
from the design of this 
visualisation?’ 
Iteration 
Fixing any issues that have arisen as a result of the evaluation 
phase. 




The enquiries listed above are only a sample of the improvements made to the initial 
iteration, the following section will go into more detail on the improvements that were 
made to improve the process. 
 
3.5 Iteration of the Immersive Visualisation Design Process 
After the immersive visualisation design process was demonstrated, in following the 
DSR process it then had to be evaluated (Peffers et. al. 2007). For this immersive 
visualisation, the clients were the primary users and they provided evaluation through 
their feedback of the immersive visualisation. The above immersive visualisation 
design process (Figure 3) was used as a method of designing the immersive 
visualisation and, upon examining their evaluation and feedback, there were several 
issues and inefficiencies identified with the process.  
One issue with the process that was identified was that the ‘Environment Design’ and 
‘Interaction Design’ stages were very inefficient. They were inefficient because the 
client didn’t know the capabilities of the designers and the client wasn’t sure what they 
wanted. As a result, prototyping in the ‘Environment Design’ stage was largely created 
with 2D methods because the designers wanted to avoid spending resources on an 
incorrect visualisation. However, this ‘Environment Design’ issue created a 
compounding problem for the ‘Interaction Design’ stage because the interactions the 
client wanted couldn’t be developed until an environment was agreed on. This led to a 
trial and error approach where visualisation designs and interaction techniques were 
created but the client couldn’t “experience” them and so they would be discarded. Until 
a 3D showcase of the environment was used, progress on this stage was slow. 
As designing an immersive environment can be quite difficult and time consuming 
(García-Hernández et al., 2016), this issue increased the time spent on the entire design 
process for much longer than was initially intended. The observation made was that 
there needed to be a better protocol in place when it came to the design of the 
environment in the immersive visualisation in order to increase efficiency and remove 
any form of trial and error.  
The solution to this issue was a change to the visualisation design process that added a 




the process, as shown in Figure 4. The aim of this change is to enable immersive 
visualisation developers to quickly identify and fix any issues in the environment 
design before moving on to the next stage of the process. It became clear that the design 
of the immersive visualisation was taking too much time because user feedback was 
not being implemented until the end of the process. Jerald (2015) suggests several 
design approaches immersive technology developers can use, two of which are: 
Human-Centred Design and Continuous Discovery Through Iteration. However, both 
of these approaches require that feedback be received early and often so the experience 
is constantly improving, and progress is being made. This is similar to an Agile 
approach where reviews occur more often than in traditional software development; it 
is even explicitly stated that traditional methods are “largely useless in VR” (Jerald, 
2015, p.374).   
It can be difficult and time consuming to make changes late in the process than doing 
so nearer the start. As a result, the last amendment to the design process was to 
implement continuous user feedback across all of the design stages of the process. This 
would quickly identify any issues that arose in a stage before moving on to the next 
stage. The second iteration of the immersive visualisation design process is shown in 






Figure 4. Immersive Visualisation Design Process – Final Iteration 
3.6 Conclusion 
There has been a recent increase both in interest and research into practical applications 
of immersive technologies. This has, in turn, increased the potential for immersive data 
visualisations to be implemented on a widespread basis as a means of effectively 
visualising data, enhancing user cognition, and enabling efficient data analysis and 
discovery. The immersive data visualisation design process, presented in this chapter, 
aims to help developers of new immersive visualisations and prototypes follow a 
prescriptive method when designing an accurate visualisation that is effective in its 
purpose and maintains the integrity of the original data. By following this process, 
developers will not have to go through an extensive trial and error process when 
creating an immersive visualisation. 
The process created through this chapter’s research can help designers of immersive 
visualisations because it ensures constant evaluation of the design and supports 
frequent discussion with the client. It also ensures that feedback is frequently given and 





that are specific to immersive visualisations. For example, the inclusion of an 
immersive prototype in the final iteration. This was included because it was found, 
from the application of this process to a real-world problem, that if the client could not 
see the immersive prototype of the visualisation it was difficult to get meaningful 
feedback to progress the visualisation.  
Having no process to follow can lead to time being wasted determining where and how 
to start creating an immersive visualisation. Even then, once the process has begun, it 
was found to be difficult to know how to know what the visualisation should look like 
and exactly what the client needs. However, through the use of this process, there are 
steps to follow that show how these problems can be solved. Through frequent displays 
of immersive prototypes and feedback from the client, among other steps, it is easier to 
understand and faster to develop what is needed from the visualisation and how this 
















4. Investigating the Sensory Conflict Theory in 
Virtual Reality Data Visualisations  
Abstract  
The aim of this chapter is to examine if the Sensory Conflict Theory is the best 
explanation of motion sickness for VR data visualisations, as it is for other VR 
experiences, and how severe the effects could be. Motion sickness is an adverse effect 
that is experienced by many VR users and is a serious consideration when creating VR 
data visualisations. According to the Sensory Conflict Theory, it is brought about when 
there is a mismatch between what the user perceives and what they feel. For example, 
if the user perceives in a VR headset that they are moving forward when, in reality, 
they are standing still, then motion sickness can result. Often, the experience of 
navigating or moving around in VR can result in motion sickness being experienced by 
the user. Because of this, one of the challenges of creating a VR data visualisation is 
finding the navigation condition with the least adverse effect on the user in terms of 
motion sickness. Another issue for VR data visualisations is whether, as mentioned 
above, the Sensory Conflict Theory adequately explains motion sickness or if there are 
other potential explanations. While the Sensory Conflict Theory is the most widely 
accepted theory explaining how motion sickness occurs, there are other potential 
explanations that could be the cause. In order to examine this issue for VR data 
visualisations, and how severe the motion sickness effects are, two data visualisations 
were created with two different navigation conditions. The first navigation condition is 
a “glide” style navigation where the participant can move forward or backward in the 
direction they are facing in the VR data visualisation. The second condition is a teleport 
condition where the participant points to an area on the ground they wish to teleport to. 
According to Sensory conflict theory, the glide condition should cause motion sickness 
because the user will perceive motion. Conversely, the teleport condition, where the 
user does not perceive motion, should not. This chapter will examine whether the 
Sensory Conflict Theory explains motion sickness in VR data visualisations and which 





Motion sickness is a pervasive issue in Virtual Reality (VR) and has been reported on 
in many different studies such as Munafo (2017) and Golding (2015). The widely 
accepted theory of the cause of motion sickness is the Sensory Conflict Theory (Zhang, 
2016). This theory states that motion sickness occurs when a users’ visual and 
vestibular signals don’t match (Jerald, 2015). A person’s vestibular system is their 
sense of self-motion and balance (Dieterich, 2015). When the signals coming from the 
vestibular system don’t align with what they visually see, then motion sickness can 
result. This is the most widely accepted theory for the cause of motion sickness; but it 
is not the only theory. The question addressed in this research (Research Question 3 in 
this thesis) is how much of an effect does motion sickness have in VR data 
visualisations and what is the potential reason behind what causes it. Unlike VR games 
which have been designed to limit motion sickness (Robinson, 2015), the designs of 
VR data visualisations do not consider motion sickness. While the design process from 
the previous chapter improves upon the method of creating a VR data visualisation, the 
role of motion sickness in the process was not a major factor in it. While some studies 
will mention the hardware requirements needed (Theart et al., 2017), none mention the 
motion sickness impact on their VR data visualisation. 
VR is becoming a more important visualisation tool because current 2D tools are 
inadequate to handle the growing amount of increasingly complex data (Wang et al., 
2015). Therefore, the need for newer tools to visualise this data has become 
increasingly important. As examined in Chapter 2, the use of VR as a potential new 
visualisation tool has several potential benefits. However, by implementing VR 
visualisations the effect of motion sickness becomes a new issue for data visualisation 
because it does not impact 2D visualisations. While VR headsets have been growing in 
popularity, they still cause motion sickness (Munafo, 2017; Palmisano, 2017) and as a 
result of this, motion sickness could also occur in VR data visualisations. However, 
because this is a potentially new problem for data visualisations, the reason why motion 
sickness occurs in them has yet to be examined.  
The layout of this chapter is as follows. The next section offers an explanation for 




the other terms that have been used to refer to motion sickness are discussed to provide 
a background to motion sickness. This will provide potential alternatives to the Sensory 
Conflict Theory to explain why motion sickness occurs in VR data visualisations. The 
experiment itself, where two navigation conditions were tested to determine a potential 
reason behind motion sickness in VR data visualisations, is then described followed by 
an analysis of the results that were obtained. 
 
4.2 Motion Sickness 
Motion sickness is one of the main problems associated with VR technologies because 
it can not only disrupt a person’s sense of presence in the virtual environment, but it 
can also adversely affect a person’s health. It has been described as “a feeling of 
unwellness caused by motion, especially during traveling and virtual reality 
immersion”; the symptoms range from fatigue to nausea and vomiting (Zhang et al., 
2016, p.15). There have been multiple classifications of motion sickness. For example, 
Bertolini and Straumann (2016) have defined it as “a common disturbance occurring 
in healthy people as a physiological response to exposure in motion stimuli that are 
unexpected on the basis of previous experience” (p.1). This definition clarifies that it’s 
not only expected motion, but it can also be unexpected motion that causes sickness.  
While the following motion sickness theories that are to be explained in this section 
apply to VR in general, there are different “experiences” that can be made for a VR 
headset, each of which handle motion sickness in different ways.  
What is meant by this can be explained using three examples of a “VR experience”: a 
360-degree video, a VR game, and a VR data visualisation. A 360-degree video in a 
Head Mounted Display is one where the user can move their head in different directions 
to view different sections of a spherical video (Corbillon et al., 2017) while their actual 
position remains the same. Corbillon et al. (2017) did not consider how motion sickness 
could affect the user because of the idea that “no motion equals no motion sickness” 
(Robinson, 2015). VR games are potentially the most widely known examples of VR 
(Carbotte, 2018). However, motion sickness is a major concern for these games and 
much consideration is given to how it can be minimised (Robinson, 2015). On the other 




visualisation (Baltabayev et al., 2018) and it is often not known whether motion 
sickness was experienced by the users. Other studies, such as Theart et al. (2017) 
mention the minimum 60 fps frame rate that is needed from the VR hardware to avoid 
motion sickness but do not mention the effect, if any, of motion sickness in the VR data 
visualisation they created. Therefore, motion sickness is effectively not being taken 
into consideration in VR data visualisations even though it has a potential negative 
impact. 
While it may be the most common term, motion sickness is not the only term that has 
been used to describe illness arising from an experience with a virtual environment. 
Because these terms can often be similar to motion sickness, a clarification is needed 
so that it is clear what is meant by motion sickness in this chapter. Examples of other 
terms that have been used in the literature are simulator sickness, cyber-sickness and 
Visually Induced Motion Sickness (VIMS) (Cohen, 2016; Gavgani et al., 2018; Cobb 
et al., 1999; Kennedy et al., 2010). VIMS is similar to motion sickness with the 
difference being that physical movement is usually absent or limited (Keshavarz, 2015) 
and sickness results from what the user visually perceives. It has been used as an 
umbrella term for subcategories such as cyber-sickness when it occurs in virtual 
environments, gaming sickness during video games, and simulator sickness when in 
flight or driving simulators (McCauley and Sharkey, 1992; Merhi et al, 2007; Brooks 
et al., 2010).  
Even though VIMS can be considered the umbrella term when there is no physical 
movement, this is not a stringent rule because simulators can still provide physical 
movement which can cause sickness. It has been found that cyber-sickness and 
“classic” motion sickness (resulting from being in a moving car for example) are 
clinically identical (Gavgani et al., 2018). Of the Nausea-Oculomotor-Disorientation 
(N-O-D) symptoms of motion sickness taken from the Simulator Sickness 
Questionnaire (SSQ) (Kennedy and Lilienthal, 1993), the only difference between 
motion sickness and VIMS is that Oculomotor symptoms (problems relating to the 
eyes) are more prominent in VIMS (Stanney and Kennedy, 1997) but is otherwise the 




data visualisations, simulator sickness, cyber-sickness, and VIMS will be considered 
effectively the same as motion sickness.  
There have been several reviews of motion sickness in VR and its effects on VR users. 
However, there has yet to be an examination of whether it specifically occurs in VR 
data visualisations, or the potential reasons why it may occur. If it does occur, there is 
also the question as to how severe it could be for the users of VR data visualisations.  
An explanation for why motion sickness occurs is provided by the evolutionary theory 
(Treisman, 1977). This theory states that the reason for experiencing motion sickness 
is that, if a person gets conflicting information from their senses, something has gone 
wrong with their perception and there may be toxins in the body. The body has 
developed protection methods such as vomiting and sweating to eject any perceived 
toxins from the body. While the evolutionary theory explains why motion sickness 
occurs, there is no definite answer to the question of what causes motion sickness. 
There have been several theories proposed as to what causes motion sickness and, while 
some are more popular than others, it is worth examining different reasons to gain a 
better appreciation of why motion sickness could occur in VR data visualisations. The 
primary theories considered in this chapter are the eye movement, sensory conflict and 
postural instability theories (Brooks et al., 2010) as well as the rest frame hypothesis 
(Jerald, 2015) and vection.  
The Sensory Conflict Theory is the most widely accepted explanation of the cause of 
motion sickness (Harm, 2002). It states that motion sickness results from information 
coming from the different senses not being compatible with each other and not 
matching our expectations. The two primary senses involved are the visual and 
vestibular systems. The vestibular system is our sense of balance and self-motion which 
is primarily detected by the otolith organs in the inner ear. In VR, for example, if the 
user sees that they are moving but doesn’t feel it (i.e. their visual and vestibular cues 
don’t match) this can result in motion sickness. However, in their research into a 
comparison between VR and Augmented Reality (AR) in terms of safety, Pettijohn et 
al. (2019) found that “the mismatch between visual and vestibular motion does not lead 
to increased sickness or performance reductions beyond those of motion alone” (p.3), 




causes of motion sickness and that motion in and of itself causes sickness. So, while 
there is not universal agreement to the validity of the Sensory Conflict Theory, it is the 
most widely accepted theory. It must be acknowledged, though, that there are occasions 
where it does not fully explain motion sickness, and the question remains if it explains 
motion sickness specifically in VR visualisations. 
The eye movement theory states that it is the unnatural eye movement, required to keep 
an image stable on the retina, that causes motion sickness. When an image doesn’t 
move as expected, a conflict arises between what the eyes expect and what actually 
occurs. This causes the eyes to move differently than they would in the real world, 
which results in motion sickness (Jerald, 2015). In terms of explaining motion sickness 
occurring in VR data visualisations, this could be a potential explanation. Depending 
on the navigation condition, any movement by the user may not be a completely 
“natural” movement and therefore the image on the retina will not be what was 
expected, leading to motion sickness. 
Postural instability is being unable to control the posture of the body (Stoffregen et al., 
2000). Postural instability theory provides a prediction as to when motion sickness may 
occur as postural instability precedes motion sickness. Riccio and Stoffregen (1991) 
suggest that motion sickness results when a strategy for maintaining postural stability 
hasn’t yet been learned and that sickness results when there is no strategy for 
maintaining balance. They argue that the longer and more unstable one is, the worse 
the sickness will be. VR users can also learn how to control their posture over time 
(Jerald, 2015). Because this theory is only a predictor of motion sickness, and the fact 
that it can be learned, means it could be a factor for new users of VR data visualisations 
but it is unlikely to be the best explanation for motion sickness for all users. 
Another theory about the cause of motion sickness is called the rest frame hypothesis 
theory (Prothero and Parker, 2003). This suggests that there is a “rest frame” which is 
a part of a scene that the viewer considers stationary and which the movement of other 
objects, and oneself, is judged against. If new sensory cues don’t match what is 
expected of the scene and the rest frame does not appear stationary, motion sickness 
can result. For VR data visualisations, this could also be a potential reason for motion 




described by Prothero and Parker (2003) and the user of the visualisation may not 
know, for definite, what the “rest frame” of the visualisation for them would be.  
Another potential cause of motion sickness is what’s known as vection. Used to refer 
to the sensation of self-motion induced in viewing optical flow patterns, vection can be 
induced when viewing representations of motion in the linear or rotational aspects of 
the body (Hettinger et al., 1990). In simple terms, it is the sensation of movement of 
the body produced by visual simulation alone (Barnes, 2019). The real-life example to 
explain this is when on a stationary train, seeing a neighbouring train moving gives the 
illusion that one’s own train is really moving. However, it is still the matter of some 
debate as to whether vection is really needed to cause visually induced motion sickness 
(Keshavarz et al., 2015) and therefore is considered as unlikely to be the reason behind 
motion sickness occurring in VR data visualisations.   
 
4.3 Methodology 
After reviewing various studies on VR and motion sickness, a research question 
emerged as to how severe motion sickness in a VR data visualisation can be and what 
is the most likely reason it may occur (Research Question 3 in this thesis). In order to 
identify relevant research in the area of motion sickness in VR data visualisations and 
what the potential reasons for it may be, a systematic literature review was carried out. 
This literature review followed the process as laid out in Webster and Watson (2002). 
Papers were searched using the terms “virtual reality and motion sickness”, “virtual 
reality and simulator sickness” as well as “virtual reality navigation methods” “virtual 
reality navigation motion sickness” and “immersive visualisation motion sickness” on 
Google Scholar as well as the EBSCO database and the AIS electronic library. These 
searches resulted in a total of 174 papers, 80 of which were deemed irrelevant from 
reading their title and the abstract. From reading the remaining papers it was discovered 
40 papers were relevant to this research. 
To answer the research question (Research Question 3) an experiment was carried out 
to measure the level of motion sickness experienced by the participants when given 
different navigation conditions and to examine potential reasons for why motion 




VR data visualisation with different navigation conditions. As stated previously, the 
Sensory Conflict Theory is most likely to be the reason for motion sickness in VR data 
visualisations but, in order to determine if this is correct, two navigation conditions 
were used in the test: one navigation condition that the theory suggests will cause 
motion sickness and one navigation condition that should not. If the results are in line 
with the theory (i.e. the condition that adheres to the predictions of the Sensory Conflict 
Theory has worse reports of motion sickness), then this is most likely to be the reason 
for motion sickness in VR data visualisations.  
To choose the navigation conditions that would test the Sensory Conflict Theory for 
VR data visualisations, the two navigation conditions needed to be similar so that a 
more direct comparison of the results can be made. For example, the use of more novel 
navigation conditions from existing research such as a walking-in-place solution 
(Tregillus and Folmer, 2016) or flying with virtual wings (Yoon et al., 2018) would not 
allow for a comparison of any reports of motion sickness because they are not similar 
conditions and therefore would not be a like-for-like comparison. For the purposes of 
this research, the two navigation conditions that were implemented were a “glide” 
condition and a “teleport” condition.   
The technology used for the experiments was the HTC Vive with a Vive controller 
connected to a Windows 10 PC with an intel Core i7 processor with 16 GB of RAM. 
The HTC Vive has 110-degree field of view with a 90hz refresh rate and a resolution 
of 1080 * 1200 pixels per eye with a dual AMOLED 3.6” diagonal screen. Using the 
“glide” condition, the participant is able to move forward or backward in the direction 
they were facing by pressing the corresponding direction on the trackpad on the HTC 
Vive controller. In the teleport condition, the participant used a laser pointer to point to 
an area on the ground of the VR visualisation to teleport to. To initiate the teleport 
function, the trigger on the Vive controller had to be pressed. Once initiated, the screen 
would briefly fade from the environment to completely black and back to the 
environment with the participant reappearing in the new location. These conditions 
were chosen so that the only difference between the two was whether the participant 
could watch themselves move to another position (“glide” condition) in the 




visualisations was that the Sensory Conflict Theory predicts different results: one 
causing motion sickness and one not.  
All the participants (n=8) were researchers in the Advanced Technology Centre in 
University College Cork and were chosen because they had a wide range of experience 
with 3D interfaces and therefore would provide more diverse reports on the VR data 
visualisation. As explained by McAvoy (2006), it is their expert knowledge of the area 
that makes the participants key informants.  
There are several ways of visualising data in VR and VR allows for the visualisation 
of more high-dimensional and complex data (Donalek et al., 2014). However, for the 
purposes of this chapter it was decided to use a relatively simple dataset in order to 
establish how much of a factor motion sickness has on even a simple data visualisation. 
Therefore, it was decided to use a 3D scatterplot of the publicly available Iris dataset. 
This data set was used because it was readily available and easily converted to a 3D 
scatterplot which lends itself well to being visualised in VR environments. It has also 
been used as the dataset in other research, for example Galili (2015) used it for 
comparing clustering algorithms. To create the visualisation, the Unity 3D programme 
was used with a csv of the Iris dataset to create the scatterplot. 
The Iris data set consists of three species of the iris flower where each species has 50 
instances, therefore giving a total of 150 rows. The dataset has 4 numerical columns 
measuring the length and width, in cm, of the petal and sepal parts of the flower. A fifth 
column provides the names of the species which are: “Iris Setosa”, “Iris Versicolour” 
and “Iris Virginica”. However, in order to create a 3D scatterplot of this data, the “petal 
length” and “species name” column was excluded. Therefore, the three columns used 
for each axis were the “sepal length”, “sepal width” and “petal width” columns. In order 
to make the data points as clear as possible from each other, each point was given a 
unique colour depending on its X, Y, Z position in the VR environment. In this way, 
the participants can still make the distinction between points that may be positioned 
close together. 
Each participant was put into one of two groups: one group experienced the “glide” 
condition first and the other group experienced the teleport condition first. The 




then asked to carry out a number of tasks.  To minimize the effect of the order of the 
conditions, a Latin-square design was used. This design is as follows. There are two 
groups “A” and “B” and the two conditions “glide” and “teleport”. Group “A” 
experience “glide” first followed by “teleport”, while group “B” experience “teleport” 
first followed by “glide”. 
While there are different questionnaires used to measure motion sickness, as 
documented by Zhang et al. (2016), the Simulator Sickness Questionnaire (Kennedy 
and Lilienthal, 1993) was used because it has been used in many previous studies (e.g. 
Fernandes and Feiner, 2016; Singla et al., 2017 and listed by Kim et al. (2018)) as a 
way to subjectively measure how ill a participant feels after having been in a virtual 
environment. While the Simulator Sickness Questionnaire (SSQ) is not a recently 
developed method of evaluating motion sickness, a re-evaluation performed by Balk et 
al. (2013) concludes that it is a still relevant method of evaluation. 
Each group experienced their first navigation condition after which participants were 
given a break where they filled in the SSQ for the first condition. They were then given 
the second navigation condition and asked to fill out another SSQ. The participants 
evaluated motion sickness using a Likert Scale (0=none, 1=slight, 2=moderate, 
3=severe). The SSQ consists of 16 different items which are grouped into 3 categories: 
Nausea, Oculomotor, and Disorientation. Each item is scored between 0 and 3 
according to the scale above. The SSQ yields 4 results: one for each of the 3 categories 
and a total score. Each category is assigned a weight to be used when calculating the 
results.  
There are two ways the SSQ can be used: one where the questionnaire is administered 
both before and after immersion in the VR environment; and the other where it is only 
provided after immersion. There are advantages and disadvantages to both approaches 
but in this study it was decided to only administer the questionnaire after each test 
because providing the SSQ beforehand, as well as after, has been found to make the 
participants more aware of, or sensitive to, any sickness during the test which could 
skew the results (Young et al., 2007).  It is also recommended to use the SSQ only after 
the session and not beforehand because doing so renders the difference scores 





All of the participants reported in the SSQ that they had at least some experience 
navigating 3D space using a controller. All participants experienced both navigation 
conditions and all spent the same amount of time in each environment to ensure length 
of exposure was the same across all conditions. One group experienced the “glide” 
condition followed by the teleportation condition while the other group experienced the 
teleportation condition first followed by the “glide” condition. The reason for this was 
to exclude the possibility that the condition experienced first could result in worse 
reports of motion sickness than the second condition due to the participant being 
unfamiliar with the environment. Before conducting the tasks, participants were told to 
take a minute or two to get used to the environment as well as the controls. The 
environment in both conditions was the same.  
The environment consisted of a room where each wall, as well as the floor and the 
ceiling, were labelled according to the axis they represented. For example, the “East” 
and “West” walls represented the X-axis of the 3D scatterplot, the “North” and “South” 
walls represented the Z-axis while the floor and ceiling represented the Y-axis. Lower 
X-axis values were closer to the “West” wall while higher X-axis values were closer to 
the “East” wall. Similarly, while lower Z-axis values were closer to the “North” wall, 
lower Y-axis values were closer to the floor. In this way, the participants could “see” 
from these labels what the data represented. The tasks required were to find the 






Figures 5,6. VR 3D Scatterplot 
Figures 5 and 6 above illustrate the visualisation that was created for the experiment. 
They show the 3D scatterplot as well as the floor (white), ceiling (grey) and walls (blue) 
of the visualisation. The light grey panels with text on them explain which axis relates 
to that surface and whether it is the high or low end of the axis. For example, data points 
that are closer to the ceiling have higher “Sepal Width” (Y Axis) values and data points 
closer to the floor have lower “Sepal Width” values. The wall on the right-hand side of 
the visualisation in Figure 5 is the high end of the “Petal Width” values (Z Axis) while 
the wall on the left-hand side of Figure 5 represents the low end of the “Sepal Length” 
values (X Axis). Figure 6 shows that the purple data points have higher X and Z axis 
values because they are closer to those respective walls than the green data points. The 
wall on the left-hand side of Figure 6 is the high end of the Z Axis, while the wall on 
the right-hand side of Figure 6 represents the high end of the X Axis. 
Because all the columns from the Iris dataset were not included, gaining a complete 
understanding of the dataset would not have been possible. Therefore, the tasks to be 
carried out require an understanding not of the entire Iris dataset, but rather only of the 
3D scatterplot they would be seeing. The tasks also required the participants to move 
around the environment so that the navigation condition is sufficiently used. In both 
conditions, the Vive controller was used to enable navigation around the environment.  
The Simulator Sickness Questionnaire (SSQ) was given out to each participant twice 




the second questionnaire was given on completion of the second condition. This 
ensured that the levels of motion sickness experienced could be separated between the 
two conditions and the results would not be conflated. This would also allow for 
comparisons between the two groups to determine what effect, if any, the order of the 
conditions had on the effects of motion sickness.  
 
4.5 Results 
The participants had an average age of 23.5 years (standard deviation = 0.5 years), and 
all reported they spend at least 40 hours on a computer in an average week. Familiarity 
with systems such as VR that did not use controls such as keyboard, mouse or 
touchscreens were more varied with responses ranging from once to over 20 times 
across the participants. These responses suggest that the participants are familiar with 
computers but have varying degrees of experience with 3D interfaces.  
 
Table 7. Glide vs Teleport Motion Sickness Results 
Table 7 above shows the comparison between the reports of motion sickness across the 
teleport and “glide” navigation conditions. The colour indicates the level of severity 
while the percentage is out of the total number of participants. Blank cells indicate 0%. 
For example, 100% of participants reported no symptoms for “Stomach Awareness” 
for the teleport condition whereas 75% of respondents reported no symptoms in the 
“glide” condition with the remaining 25% of respondents reporting “Slight” symptoms.  
Analysing the motion sickness responses across both conditions, it is clear to see that 




teleport condition. None of the symptoms were reported as “Severe” in the teleport 
condition while three (Headache, Eye Strain and Dizzy Eyes Open) in the “glide” 
condition were reported as “Severe” for 12.5% of respondents. The “glide” condition 
also had nine symptoms with “Moderate” reports of motion sickness whereas the 
teleport condition only had five symptoms with “Moderate” levels of motion sickness.  
These results are consistent with the Sensory Conflict Theory because the condition 
where the participants could “see” themselves moving had a more severe effect on the 
participants than the condition where they could not see the movement. In other words, 
the condition that resulted in conflicting information coming from the vestibular and 
visual systems had a more adverse effect than the condition that did not have conflicting 
information. This indicates that it is the Sensory Conflict Theory that is the reason 
behind motion sickness occurring in the VR data visualisation.  
In terms of how severe the effects were on all participants, while this is a relatively 
simple visualisation and for most participants the effects were at worst “Moderate”, 
there is still a sample of the participants for whom motion sickness had a severe impact. 
This shows that simple VR data visualisations are enough to cause serious adverse 
effects in some participants and therefore it should be considered, and designed to be 
minimised, when creating VR data visualisations. 
  





Table 9. “Glide First” Group Motion Sickness Results 
Analysing the groups the participants were put into, either the “Teleport First Group” 
or the “Glide First Group”, showed an interesting result. It was clear that the order the 
navigation conditions are experienced in has an effect on how severe the reports of 
motion sickness were for that condition. The most sickness-inducing condition of the 
two, the “glide” condition, has a more severe effect when it is experienced after the 
teleport condition than when it is experienced first. However, it is not the case where 
the condition experienced first results in the most severe reports of sickness. This is 
shown when the “glide” condition is experienced last it still has more severe results 
than the teleport condition that preceded it. 
This is an interesting result, as it relates to the Sensory Conflict Theory, because the 
“glide” condition is at its most severe after the teleport condition is experienced. The 
Sensory Conflict Theory is still accurate because the “glide” condition still has the most 
severe effects overall. However, a question arises as to why is it the case that the most 
severe condition, when it’s experienced first, doesn’t result in the most severe reports 
of motion sickness? This is not explained by the Sensory Conflict Theory. A potential 
reason behind this is that experiencing the least taxing condition first makes the most 
taxing condition even more severe because the user was expecting the lower levels of 
motion sickness they experienced previously. This would also explain why the teleport 




experiencing the more severe condition, the user is expecting that higher level of 
sickness again. The participants didn’t report the most severe sickness levels for the 
first condition across both groups because they didn’t know what to expect before the 
experiment began. 
Another question from the groupings is why motion sickness for the teleport condition 
is reported as severe? There is no conflicting information coming from the senses so 
therefore there should have been little to no reports of motion sickness across both 
groups. Instead of little to no motion sickness as might be expected, some participants 
reported “Moderate” motion sickness symptoms. It can be assumed that if the 
visualisation was more complicated, the reports of moderate motion sickness could 
become severe motion sickness. 
 
4.6 Conclusions 
The overall effects of the two conditions suggests that the likely explanation for motion 
sickness occurring in VR data visualisations is the Sensory Conflict Theory. This 
explanation is confirmed as the “glide” condition caused more feelings of motion 
sickness than the teleport condition. In addition to this confirmation there were other 
interesting results. For example, the order in which the conditions were experienced in 
had an effect on motion sickness and the teleport condition across the two groups had 
different levels of motion sickness reported. In the “Teleport First Group” there were 
reports of motion sickness that were higher than what was expected; the expected levels 
being little to no motion sickness. One possible explanation for this is that, due to the 
“glide” condition being more detrimental in terms of motion sickness in general across 
both groups, being exposed to this condition first made the teleport condition easier in 
comparison. Starting with the more taxing condition (glide) may have made the teleport 
condition feel even less taxing than when starting with the less taxing (teleport) 
condition.  
In terms of designing VR data visualisations to minimize the effect of motion sickness, 
the previous chapter does not address motion sickness when looking at a design process 
for VR; it is clear now that it is an important issue to be considered. As the results 




visualisation, being given the more taxing one first results in less severe reports of 
motion sickness. If, however, there is only one navigation condition, these results 
suggest the Sensory Conflict Theory explains motion sickness in VR data visualisations 
and therefore removing any possibility of sending conflicting sensory information to 
the user will minimize the effects of motion sickness. 
A potential limitation of this research could be overcome if different data sets were 
used for the different conditions. In this research, the “glide” condition and the 
“teleport” condition both had the same dataset which meant that once the tasks had 
been carried out for the first condition, they were completed much faster in the second 
condition. There is value and merit, though, in ensuring that the tests were as similar 
as possible. Another option is to use the same dataset and conduct the experiment over 
the period of a week where there is a significant gap between the two conditions. This 
could also negate the possibility of participants still experiencing the effects of motion 
sickness from the first condition.  
This research has added to existing theory on motion sickness by showing that the 
Sensory Conflict Theory is relevant to and can explain motion sickness in VR data 
visualisations. This is supported by the results of this experiment which show the 
“glide” condition causes more severe motion sickness for the participants than the 
teleport condition as predicted by Sensory Conflict Theory. This can be summed up 
with the statement that seeing the movement but not actually moving is worse than not 
seeing the movement. An unusual finding was that the order in which the navigation 
conditions occur has an impact on motion sickness. While the teleport condition is less 
likely to cause motion sickness, it can still result in “Moderate” levels of motion 
sickness being reported when it is the first condition experienced. However, when it is 
experienced after the “glide” condition, the reports are much less severe. This suggests 
that if a user is unfamiliar with the visualisation environment then this can negatively 
affect their experience, and developers of VR data visualisations need to be cognizant 
of this when designing these systems. If there are multiple navigation conditions, 
exposing the user to the more taxing condition first should result in less severe motion 
sickness while if there is only one navigation condition then avoiding sending 





This thesis contains the work I conducted over the last 12 months in the State Street 
Advanced Technology Centre in UCC while studying for a research masters in the area 
of financial technology. The focus of my research was to contribute to the existing 
research body of knowledge on the topic of Virtual Reality (VR). I specifically focused 
on the three areas of data literacy, the design process, and motion sickness, as they 
relate to VR. An initial investigation into the relationship between data literacy and VR 
led to the formulation of a new design process for the creation of immersive data 
visualisations and finally to an experiment conducted on the effects of motion sickness 
in immersive data visualisations. Future research possibilities and implications as well 
as limitations of the current research are discussed in more detail in this conclusion. 
5.1 Introduction 
Due to the opportunity I received from this masters’, I now have a better appreciation, 
knowledge and understanding of VR and the various possibilities of its potential 
applications. While I improved my academic skills through this research masters, I also 
gained invaluable experience of collaborating with State Street and working on a new 
and novel visualisation product with them. From this collaboration I gained more 
experience of working as part of a team and working to a number of deadlines to create 
the desired end product. 
This section will conclude and summarize the work presented in this thesis. First, the 
research questions will be addressed and it will be explained how they were answered 
and what was learned from them. After this, the contributions to theory will be outlined; 
it will be stated how the research from this thesis adds to the theory surrounding VR, 
data literacy, VR visualisation design processes, and motion sickness in VR 
visualisations. The contribution to practice is then explained and how the research aids 
VR designers and users. The limitations of the research will be detailed before finally 





5.2 Revisiting the Research Questions 
Revisiting the three main research questions outlined in the Introduction of the thesis 
provides a summary of the insights gained throughout the study and are listed again as 
follows: 
1. How does VR benefit the concept of data literacy? 
2. How can the process for designing data visualisations be improved upon for 
immersive visualisations? 
3. How much of an effect does motion sickness have in VR data visualisations and 
what is the potential reason behind what causes it? 
The first question was examined in Chapter 2. A literature review was conducted on 
the various definitions of data literacy so that a concept centric matrix could be created. 
These key concepts were then categorized into two groups, termed “functional” and 
“imaginative” concepts. The “imaginative” concepts were then used in a comparison 
between traditional 2D visualisations and VR visualisations. This comparison 
illustrated how VR provides benefits to data literacy that are unique and which can’t 
be obtained from traditional visualisations. These unique improvements were then 
explained in more detail. 
The second research question was the focus of Chapter 3. It was discovered that using 
a more traditional design process when developing an immersive visualisation was not 
suitable. Using this as the basis for the research, a novel design process for the creation 
of immersive data visualisations was produced that would reduce any reliability on trial 
and error techniques as well as improving efficiency in the design process. Through the 
use of the Design Science Research methodology, this design process was tested and 
refined and was critical in the establishment of the prototype visualisation. 
The third research question was the focus of the Chapter 4. Through the creation of two 
identical immersive data visualisations with two different navigation conditions, one 
“glide” and one teleport, an experiment was created to determine the levels of motion 
sickness experienced by the participants. It also investigated the potential reasons 
behind the cause of motion sickness. Motion sickness was found through the use of the 




condition was experienced and the applicability of various potential theories was 
discussed. 
 
5.3 Contributions to Theory 
This thesis contributes to research in the area of VR through a few different lenses: a 
theoretical application to data literacy, the theoretical development of a novel design 
process, and through an explanation of motion sickness in VR data visualisations. 
Contributions to the definitions of both ‘data literacy’ as well as ‘immersive 
visualisations’ were made before exploring how both can be augmented through the 
use of VR and an innovative design process respectively. Conducting a literature 
review and creating concept centric matrices of the terms ‘data literacy’ and ‘immersive 
visualisation development’ resulted in a more comprehensive understanding of what is 
important to both of these terms and where the most value could be added to these 
topics. Finally, a contribution was made to the field of motion sickness, the various 
terms associated with it, and a proposal is made in relation to the reason for its 
occurrence in VR data visualisations. 
 
5.4 Contributions to Practice 
This thesis was conducted where a number of applications of VR were examined so 
that there would be practical as well as theoretical benefits resulting from the research. 
The first contribution to practice, through the development of an immersive design 
process, is a more streamlined process that can be implemented by future immersive 
visualisation developers. Unlike more traditional design processes, it is specific to 
immersive visualisations and is more tailored to their creation. The second contribution 
is through the examination of navigation conditions in immersive visualisations. 
Through an experiment, it was interpreted that, while the teleport condition is less 
motion sickness-inducing than the “glide” condition, it can still result in significant 
reports of motion sickness and therefore caution is advised if it is to be implemented. 
In terms of suggesting a reason why motion sickness occurs in VR data visualisations, 
these results suggest that the Sensory Conflict Theory is the most likely reason. 




condition would suggest that more research into this topic is required. The practical 
contributions of this thesis will be in the development of future immersive 
visualisations. The findings from the thesis could help immersive visualisation 
designers make their design processes more efficient, help them to understand how to 
generate more meaningful information from their visualisations, and aid them in 









5.5 Limitations  
As with any piece of research, there are limitations to this thesis that provide potential 
for future research.  
In the creation of the new process for the design of VR data visualisations, only two 
iterations were possible. Given more time and more iterations, this could lead to an 
even more improved design process. Another limitation was that the process was only 
used on one prototype visualisation of financial products and services. Had the finalised 
iteration of the process been implemented for another prototype visualisation and/or a 
fully functioning visualisation to be used in industry, more insights could have been 
learned from these applications.  
A limitation of the motion sickness study is the number of participants. While this study 
specifically focused on key informants, recreating the study with a greater number of 
participants could have resulted in more data being collected and a more diversified 
number of insights. A final limitation of this study is its focus on fully immersive, 
Virtual Reality (VR), visualisations. Had there been conditions in an Augmented 
Reality (AR) environment created in conjunction with the VR conditions, observations 
about the difference between the two technologies, and their levels of immersion, could 
have been deduced. While every effort was made to counteract these limitations, they 
do present opportunities for future research. 
 
5.6 Future Research Directions  
Future studies that could expand on the research would include applying the immersive 
design process to other visualisations in other industries. This would provide more 
concrete examples of the applicability of this process when used in varying contexts as 
well as determining if further improvements could be made. Another possible direction 
is to expand on the process as it is and to iterate on it further.  
For the motion sickness study, further research could include increasing the number of 
participants with varying degrees of familiarity with 3D systems and computer usage. 
This would provide further insight into how severe the motion sickness is and if the 




research avenue is to apply the visualisation to Augmented Reality (AR) technologies 
































































































































Aikio, K.P., Jounila, I. and Jokela, T., 2005. Developing techniques for visualising 
scenarios. In 11th International conference on human-computer interaction, Las Vegas, 
Nevada, USA (pp. 1-10). 
Abadi, D.J., 2009. Data management in the cloud: Limitations and opportunities. IEEE 
Data Eng. Bull., 32(1), pp.3-12. 
Ackoff, R.L., 1989. From data to wisdom. Journal of applied systems analysis, 16(1), 
pp.3-9. 
Agrawal, R., Kadadi, A., Dai, X. and Andres, F., 2015, October. Challenges and 
opportunities with big data visualization. In Proceedings of the 7th International 
Conference on Management of computational and collective intElligence in Digital 
EcoSystems (pp. 169-173). ACM. 
Ahmed, S., Wallace, K.M. and Blessing, L.T., 2003. Understanding the differences 
between how novice and experienced designers approach design tasks. Research in 
engineering design, 14(1), pp.1-11. 
Akpan, I.J. and Shanker, M., 2019. A comparative evaluation of the effectiveness of 
virtual reality, 3D visualisation and 2D visual interactive simulation: an exploratory 
meta-analysis. SIMULATION, 95(2), pp.145-170. 
Andersen, B.J., Davis, A.T., Weber, G. and Wünsche, B.C., 2019, January. Immersion 
or Diversion: Does Virtual Reality Make Data Visualisation More Effective?. In 2019 
International Conference on Electronics, Information, and Communication (ICEIC) 
(pp. 1-7). IEEE. 
Bach, B., Cordeil, M., Dwyer, T., Lee, B., Saket, B., Endert, A., Collins, C. and 
Carpendale, S., 2017. Immersive analytics: Exploring future visualization and 
interaction technologies for data analytics. In IEEE VIS, Accepted Workshop (Vol. 2). 
Balk, S.A., Bertola, M.A. and Inman, V.W., 2013. Simulator sickness questionnaire: 
Twenty years later. 
Baltabayev, A., Gluschkow, A., Blank, J., Birkhˆlzer, G., Kern, M., Klopfer, F., Mayer, 
L.M., Scheibler, G., Klein, K., Schreiber, F. and Sommer, B., 2018. Virtual Reality for 
Sensor Data Visualization and Analysis. Electronic Imaging, 2018(3), pp.451-1. 
Barnes, G. (2019). vection | Encyclopedia.com. [online] Encyclopedia.com. Available 
at: https://www.encyclopedia.com/medicine/encyclopedias-almanacs-transcripts-and-
maps/vection [Accessed 24 Jul. 2019]. 
Baukal, C.E., Ausburn, F.B. and Ausburn, L.J., 2013. A Proposed Multimedia Cone of 
Abstraction: Updating a Classic Instructional Design Theory. Journal of Educational 




Bayyari, A. and Tudoreanu, M.E., 2006, November. The impact of immersive virtual 
reality displays on the understanding of data visualisation. In Proceedings of the ACM 
symposium on Virtual reality software and technology (pp. 368-371). ACM. 
Benko, H., Ishak, E.W. and Feiner, S., 2004, November. Collaborative mixed reality 
visualization of an archaeological excavation. In Third IEEE and ACM International 
Symposium on Mixed and Augmented Reality (pp. 132-140). IEEE. 
Berg, L. P., & Vance, J. M. (2017). Industry use of virtual reality in product design and 
manufacturing: a survey. Virtual Reality, 21(1). https://doi.org/10.1007/s10055-016-
0293-9 
Bergmann, T., Balzer, M., Hopp, T., van de Kamp, T., Kopmann, A., Jerome, N.T. and 
Zapf, M., 2017. Inspiration from VR  Gaming Technology: Deep Immersion and 
Realistic Interaction for Scientific Visualisation. In VISIGRAPP (3: IVAPP) (pp. 330-
334). 
Bertolini, G. and Straumann, D., 2016. Moving in a moving world: a review on 
vestibular motion sickness. Frontiers in neurology, 7, p.14. 
Bhargava, R., Deahl, E., Letouzé, E., Noonan, A., Sangokoya, D. and Shoup, N., 2015. 
Beyond data literacy: Reinventing community engagement and empowerment in the 
age of data. Data-Pop Alliance White Paper Series. Data-Pop Alliance (Harvard 
Humanitarian Initiative, MIT Lad and Overseas Development Institute) and Internews. 
Bowen, M. and Bartley, A., 2013. The basics of data literacy: Helping your students 
(and you!) make sense of data. National Science Teachers Association. 
Boyer, S., 2009. A virtual failure: Evaluating the success of Nintendo's Virtual Boy. 
The Velvet Light Trap, (64), pp.23-33. Bozgeyikli, E., Raij, A., Katkoori, S. and Dubey, 
R., 2016, October. Point & teleport locomotion technique for virtual reality. In 
Proceedings of the 2016 Annual Symposium on Computer-Human Interaction in Play 
(pp. 205-216). ACM. 
Brath, R. (1997). Concept demonstration: Metrics for effective information 
visualisation. Proceedings For IEEE Symposium  On Information Visualisation, 
108–111. Retrieved from 
http://scholar.google.com/scholar?hl=en&btnG=Search&q=intitle:Concept+Demonstr
ation+Metrics+for+Effective+Information+Visualisation#0 
Brooks, J.O., Goodenough, R.R., Crisler, M.C., Klein, N.D., Alley, R.L., Koon, B.L., 
Logan Jr, W.C., Ogle, J.H., Tyrrell,  R.A. and Wills, R.F., 2010. Simulator sickness 
during driving simulation studies. Accident Analysis & Prevention, 42(3), pp.788-796. 
Bunte, K., Biehl, M., & Hammer, B. (2012). A general framework for dimensionality-





Calzada Prado, J. and Marzal, M.Á., 2013. Incorporating data literacy into information 
literacy programs: Core competencies and contents. Libri, 63(2), pp.123-134. 
Campanelli, A. S., & Parreiras, F. S. (2015). Agile methods tailoring - A systematic 
literature review. Journal of Systems and Software, 110, 85–100. 
https://doi.org/10.1016/j.jss.2015.08.035 
Campbell, A.G., Holz, T., Cosgrove, J., Harlick, M. and O’Sullivan, T., 2019, March. 
Uses of Virtual Reality for Communication in Financial Services: A Case Study on 
Comparing Different Telepresence Interfaces: Virtual Reality Compared to Video 
Conferencing. In Future of Information and Communication Conference (pp. 463-481). 
Springer, Cham. 
Card, M., 1999. Readings in information visualization: using vision to think. Morgan 
Kaufmann. 
Carbotte, K. (2018). The Best Selling SteamVR Games of 2018. [online] Tom's 
Hardware. Available at: https://www.tomshardware.com/picturestory/848-bestselling-
steam-vr-games.html [Accessed 17 Dec. 2019]. 
Carlson, J., Fosmire, M., Miller, C.C. and Nelson, M.S., 2011. Determining data 
information literacy needs: A study of students and research faculty. portal: Libraries 
and the Academy, 11(2), pp.629-657. 
Carroll, S.R. and Carroll, D.J., 2015. How to become data literate: The basics for 
educators. Rowman & Littlefield. 
Chandler, T., Cordeil, M., Czauderna, T., Dwyer, T., Glowacki, J., Goncu, C., 
Klapperstueck, M., Klein, K., Marriott, K., Schreiber, F. and Wilson, E., 2015, 
September. Immersive analytics. In 2015 Big Data Visual Analytics (BDVA) (pp. 1-8). 
IEEE. 
Chandrasekera, T., Yoon, S.Y. and D'Souza, N., 2015. Virtual environments with 
soundscapes: a study on immersion and effects of spatial abilities. Environment and 
Planning B: Planning and Design, 42(6), pp.1003-1019. 
Chen, M., Ebert, D., Hagen, H., Laramee, R.S., Van Liere, R., Ma, K.L., Ribarsky, W., 
Scheuermann, G. and Silver, D., 2008. Data, information, and knowledge in 
visualisation. IEEE Computer Graphics and Applications, 29(1), pp.12-19. 
Clanchy, M. T. (1979). From memory to written record: England, 1066–1307. 
Cambridge, MA: Harvard University Press. 
Cliquet, G., Perreira, M., Picarougne, F., Prié, Y., Cliquet, G., Perreira, M., … Hmd-, 
T. V. T. (2017). Towards HMD-based Immersive Analytics To cite this version : HAL 




Cobb, S.V., Nichols, S., Ramsey, A. and Wilson, J.R., 1999. Virtual reality-induced 
symptoms and effects (VRISE). Presence: Teleoperators & Virtual Environments, 
8(2), pp.169-186. 
Cohen, J., 2016. Explaining Simulator Sickness. 
Corbillon, X., De Simone, F. and Simon, G., 2017, June. 360-degree video head 
movement dataset. In Proceedings of the 8th ACM on Multimedia Systems Conference 
(pp. 199-204). ACM. 
Cordeil, M., Cunningham, A., Dwyer, T., Thomas, B.H. and Marriott, K., 2017, 
October. ImAxes: Immersive axes as embodied affordances for interactive multivariate 
data visualisation. In Proceedings of the 30th Annual ACM Symposium on User 
Interface Software and Technology (pp. 71-83). ACM. 
Dale, E., 1969. Audiovisual methods in teaching. 
D'Ignazio, C. and Bhargava, R., 2016. DataBasic: Design principles, tools and activities 
for data literacy learners. The Journal of Community Informatics, 12(3). 
Dieterich, M. and Brandt, T., 2015. The bilateral central vestibular system: its 
pathways, functions, and disorders. Annals of the New York Academy of Sciences, 
1343(1), pp.10-26. 
Dingsøyr, T., Nerur, S., Balijepally, V., & Moe, N. B. (2012). A decade of agile 
methodologies: Towards explaining agile  software development. Journal of 
Systems and Software, 85(6), 1213–1221. https://doi.org/10.1016/j.jss.2012.02.033 
Djorgovski, S. G., Donalek, C., Lombeyda, S., Davidoff, S., & Amori, M. (2018). 
Immersive and Collaborative Data  Visualisation and Analytics Using Virtual 
Reality. American Geophysical Union, Fall Meeting 2018, Abstract #IN53B-01, 609–
614. Retrieved from http://adsabs.harvard.edu/abs/2018AGUFMIN53B..01DTR_96-
Ââ  66. (n.d.). 
Donalek, C., Djorgovski, S.G., Davidoff, S., Cioc, A., Wang, A., Longo, G., Norris, 
J.S., Zhang, J., Lawler, E., Yeh, S. and Mahabal, A., 2014. Immersive and collaborative 
data visualisation using virtual reality platforms. arXiv preprint arXiv:1410.7670. 
Dredge, S. (2014). Facebook closes its $2bn Oculus Rift acquisition. What next? 
[online] The Guardian. Available at: 
https://www.theguardian.com/technology/2014/jul/22/facebook- oculus-rift-
acquisition-virtual-reality [Accessed 10 Jun. 2019]. 
Dünser, A., Grasset, R., Seichter, H. and Billinghurst, M., 2007. Applying HCI 
principles to AR systems design. 
Dübel, S., Röhlig, M., Schumann, H. and Trapp, M., 2014, November. 2D and 3D 
presentation of spatial data: A systematic review. In 2014 IEEE VIS International 




Fernandes, A.S. and Feiner, S.K., 2016, March. Combating VR sickness through subtle 
dynamic field-of-view modification.  In 2016 IEEE Symposium on 3D User Interfaces 
(3DUI) (pp. 201-210). IEEE 
Fernandez, D.J. and Fernandez, J.D., 2008. Agile project management—agilism versus 
traditional approaches. Journal of Computer Information Systems, 49(2), pp.10-17. 
Fisher, S.S., 1986. Virtual interface environment. 
Fogel, S. (2019). Oculus Expected to Sell 1.3 Million Quest Units in 2019, SuperData 
Believes. [online] Variety. Available at: 
https://variety.com/2019/gaming/news/superdata-extended-reality-report-
1203115821/ [Accessed 19 Sep. 2019]. 
Fontichiaro, K., Lennex, A., Hoff, T., Hovinga, K. and Oehrli, J.A. eds., 2017. Data 
Literacy in the Real World: Conversations & Case Studies. Michigan Publishing, 
University of Michigan Library. 
Frank, M., Walker, J., Attard, J. and Tygel, A., 2016. Data Literacy-What is it and how 
can we make it happen?. The Journal of Community Informatics, 12(3). 
Galili, T., 2015. dendextend: an R package for visualizing, adjusting and comparing 
trees of hierarchical clustering. Bioinformatics, 31(22), pp.3718-3720. 
García-Hernández, R.J., Anthes, C., Wiedemann, M. and Kranzlmüller, D., 2016, 
March. Perspectives for using virtual reality to extend visual data mining in 
information visualization. In 2016 IEEE Aerospace Conference (pp. 1-11). IEEE. 
Gartner (2018). Fostering Data Literacy and Information as a Second Language: A 
Gartner Trend Insight Report. [online]  Available at: 
https://www.gartner.com/en/documents/3860965/fostering-data-literacy-and-
information-as-a-second-lang0 [Accessed 19 Jun. 2019]. 
Gavgani, A.M., Walker, F.R., Hodgson, D.M. and Nalivaiko, E., 2018. A comparative 
study of cybersickness during exposure to virtual reality and “classic” motion sickness: 
are they different? Journal of Applied Physiology, 125(6),  pp.1670-1680. 
Gharaibeh, A., Salahuddin, M.A., Hussini, S.J., Khreishah, A., Khalil, I., Guizani, M. 
and Al-Fuqaha, A., 2017. Smart cities: A survey on data management, security, and 
enabling technologies. IEEE Communications Surveys & Tutorials, 19(4), pp.2456-
2501. 
Golding, J.F. and Gresty, M.A., 2015. Pathophysiology and treatment of motion 
sickness. Current opinion in neurology, 28(1), pp.83-88. 
Goldman, M., Craft, B., Brooks, A., Zhu, J. and Haussler, D., 2018. The UCSC Xena 





Gray, J., Chambers, L. and Bounegru, L., 2012. The data journalism handbook: how 
journalists can use data to improve the news. " O'Reilly Media, Inc.". 
Greenwald, W. (2017). HTC Vive. [online] PCMAG. Available at: 
https://www.pcmag.com/review/343390/htc-vive [Accessed 10 Jun. 2019]. 
Greenwald, S.W., Kulik, A., Kunert, A., Beck, S., Fröhlich, B., Cobb, S., Parsons, S., 
Newbutt, N., Gouveia, C., Cook, C. and Snyder, A., 2017. Technology and applications 
for collaborative learning in virtual reality. Philadelphia, PA: International Society of 
the Learning Sciences. 
Harm, D.L., 2002. Motion sickness neurophysiology, physiological correlates, and 
treatment. In Handbook of virtual environments (pp. 677-702). CRC Press. 
Hashem, I.A.T., Yaqoob, I., Anuar, N.B., Mokhtar, S., Gani, A. and Khan, S.U., 2015. 
The rise of “big data” on cloud computing: Review and open research issues. 
Information systems, 47, pp.98-115. 
Hassan, A. and Elragal, A., 2017. Big Data Visualization Tool: a Best-Practice 
Selection Model. In 10th IADIS International Conference on Information Systems 
2017, Budapest, 10-12 April 2017 (pp. 59-68). Institute of Electrical and  Electronics 
Engineers (IEEE). 
Helbig, C., Dransch, D., Böttinger, M., Devey, C., Haas, A., Hlawitschka, M., … 
Unger, A. (2017, October 3). Challenges and strategies for the visual exploration of 
complex environmental data. International Journal of Digital Earth, Vol.  10, pp. 
1070–1076. https://doi.org/10.1080/17538947.2017.1327618Hettinger, L.J., Berbaum, 
K.S., Kennedy, R.S., 
Hettinger, L.J., Berbaum, K.S., Kennedy, R.S., Dunlap, W.P. and Nolan, M.D., 1990. 
Vection and simulator sickness. Military Psychology, 2(3), pp.171-181. 
Highsmith, J. and Cockburn, A., 2001. Agile software development: The business of 
innovation. Computer, 34(9), pp.120-127. 
Hill, M., 2014. The Sega VR headset that never was. Gizmodo UK. 
Hippold, S. (2018). CDOs Must Take the Lead to Improve Data Literacy. [online] 
Gartner.com.  Available at: https://www.gartner.com/smarterwithgartner/cdos-must-
take-the-lead-to-improve-data-literacy/ [Accessed 17 Jun.  2019]. 
Hutchison, A., 2018. Using Virtual Reality to Explore Science and Literacy Concepts. 
The Reading Teacher, 72(3), pp.343- 353. 
Jacobson, J. and Lewis, M., 2005. Game engine virtual reality with CaveUT. Computer, 
38(4), pp.79-82. 





Johnson, C.A., 2012. The Information Diet: A Case for Conscious Consumption. " 
O'Reilly Media, Inc.". 
Johnston, M.P., 2017. Secondary data analysis: A method of which the time has come. 
Qualitative and quantitative methods in libraries, 3(3), pp.619-626. 
Kandel, S., Paepcke, A., Hellerstein, J. M., & Heer, J. (2012). Enterprise data analysis 
and visualisation: An interview study. IEEE Transactions on Visualisation and 
Computer Graphics, 18(12), 2917–2926. https://doi.org/10.1109/TVCG.2012.219 
Kang, H., Getoor, L., Shneiderman, B., Bilgic, M. and Licamele, L., 2008. Interactive 
entity resolution in relational data: A visual analytic tool and its evaluation. IEEE 
transactions on visualization and computer graphics, 14(5), pp.999-1014. 
Keim, D., Andrienko, G., Fekete, J., Carsten, G., Definition, A., Kerren, C. A., … 
Visualisation, I. (2008). HAL Id : lirmm-00272779 Visual Analytics : Definition , 
Process , and Challenges. 
Kennedy, R. S., Lane, N. E., Berbaum, K. S., and Lilienthal, M. G. (1993). A Simulator 
Sickness Questionnaire (SSQ): A New Method for Quantifying Simulator Sickness. 
International Journal of Aviation Psychology, 3(3), 203–220. 
Kennedy, R.S., Drexler, J. and Kennedy, R.C., 2010. Research in visually induced 
motion sickness. Applied ergonomics, 41(4), pp.494-503. 
Keshavarz, B., Riecke, B.E., Hettinger, L.J. and Campos, J.L., 2015. Vection and 
visually induced motion sickness: how are  they related? Frontiers in psychology, 6, 
p.472. 
Kickstarter. (2012). Oculus Rift: Step Into the Game. [online] Available at: 
https://www.kickstarter.com/projects/1523379957/oculus-rift-step-into-the-game 
[Accessed 10 Jun. 2019]. 
Kim, H.K., Park, J., Choi, Y. and Choe, M., 2018. Virtual reality sickness questionnaire 
(VRSQ): Motion sickness measurement index in a virtual reality environment. Applied 
ergonomics, 69, pp.66-73. 
Kinsland, G.L. and Borst, C.W., 2015. Visualisation and interpretation of geologic data 
in 3D virtual reality. Interpretation,  3(3), pp.SX13-SX20. 
Kokina, J., Pachamanova, D. and Corbett, A., 2017. The role of data visualization and 
analytics in performance management: Guiding entrepreneurial growth decisions. 
Journal of Accounting Education, 38, pp.50-62. 
Laha, B., Bowman, D.A. and Socha, J.J., 2014. Effects of VR system fidelity on 
analyzing isosurface visualisation of volume datasets. IEEE Transactions on 




Langnau, L. (2018). Optimization tool eliminates trial and error development. [online] 
3dcadworld.com. Available at: https://www.3dcadworld.com/optimization-tool-
eliminates-trial-and-error-development/ [Accessed 25 Sep. 2019]. 
Laugksch, R.C., 2000. Scientific literacy: A conceptual overview. Science education, 
84(1), pp.71-94. 
Laver, K.E., Lange, B., George, S., Deutsch, J.E., Saposnik, G. and Crotty, M., 2017. 
Virtual reality for stroke rehabilitation. Cochrane database of systematic reviews, (11). 
Lee, B., Isenberg, P., Riche, N. H., & Carpendale, S. (2012). Beyond mouse and 
keyboard: Expanding design considerations  for information visualisation interactions. 
IEEE Transactions on Visualisation and Computer Graphics, 18(12), 2689–2698. 
https://doi.org/10.1109/TVCG.2012.204 
Letouzé, E., Bhargava, R. and Deahl, E., 2015. Beyond Data Literacy: Reinventing 
Community Engagement and  Empowerment in the Age of Data. 
Lord, P., Macdonald, A., Lyon, L. and Giaretta, D., 2004, September. From data deluge 
to data curation. In Proceedings of the UK e-science All Hands meeting (pp. 371-375). 
National e-Science Centre. 
Love, N., Stiles, K.E., Mundry, S. and DiRanna, K., 2008. The data coach’s guide to 
improving learning for all students. Order, 51, pp.08-01. 
Mandinach, E.B. and Honey, M. eds., 2008. Data-driven school improvement: Linking 
data and learning. Teachers College Press. 
Mandinach, E.B. and Gummer, E.S., 2016. Data literacy for educators: Making it 
count in teacher preparation and practice. Teachers College Press. 
Mann, S., Furness, T., Yuan, Y., Iorio, J. and Wang, Z., 2018. All reality: Virtual, 
augmented, mixed (x), mediated (x, y), and multimediated reality. arXiv preprint 
arXiv:1804.08386. 
Manovich, L., 2011. What is visualisation?. Visual Studies, 26(1), pp.36-49. 
Marks, S., Estevez, J.E. and Connor, A.M., 2014, November. Towards the Holodeck: 
fully immersive virtual reality visualisation of scientific and engineering data. In 
Proceedings of the 29th International Conference on Image and Vision Computing 
New Zealand (pp. 42-47). ACM. 
Marriott, K., Chen, J., Hlawatsch, M., Itoh, T., Nacenta, M.A., Reina, G. and 
Stuerzlinger, W., 2018. Immersive Analytics: Time to Reconsider the Value of 3D for 
Information Visualisation. In  Immersive Analytics (pp. 25-55). Springer, Cham. 
Marriott, K., Schreiber, F., Dwyer, T., Klein, K., Riche, N.H., Itoh, T., Stuerzlinger, 




Massis, B., 2015. Using virtual and augmented reality in the library. New Library 
World, 116(11/12), pp.796-799. 
McAuley, D., Rahemtulla, H., Goulding, J. and Souch, C., 2014. How Open Data, data 
literacy and Linked Data will revolutionise higher education. Retrieved May, 8, p.2015. 
McAvoy, J., 2006. Evaluating the Evaluations: Preconceptions of Project Post-
Mortems. Electronic Journal of Information  Systems Evaluation, 9(2). 
McCauley, M.E. and Sharkey, T.J., 1992. Cybersickness: Perception of self-motion in 
virtual environments. Presence: Teleoperators & Virtual Environments, 1(3), pp.311-
318. 
McIntire, J.P., Havig, P.R. and Geiselman, E.E., 2012, May. What is 3D good for? A 
review of human performance on  stereoscopic 3D displays. In Head-and Helmet-
Mounted Displays XVII; and Display Technologies and Applications  for 
Defense, Security, and Avionics VI (Vol. 8383, p. 83830X). International Society for 
Optics and Photonics. 
Merhi, O., Faugloire, E., Flanagan, M. and Stoffregen, T.A., 2007. Motion sickness, 
console video games, and head-mounted displays. Human factors, 49(5),  pp.920-
934. 
Millais, P., Jones, S.L. and Kelly, R., 2018, April. Exploring data in virtual reality: 
Comparisons with 2d data visualisations. In Extended Abstracts of the 2018 CHI 
Conference on Human Factors in Computing Systems (p. LBW007). ACM. 
Miller, J. D. (1989, February). Scientific literacy. Paper presented at the annual meeting 
of the American Association for the  Advancement of Science, San Francisco, CA. 
Moon, M. (2019). Sony has sold 4.2 million PlayStation VR headsets. [online] 






0gdjJcQhJQMBxHUR8FpDMJH [Accessed 19 Sep. 2019]. 
Moran, A., Gadepally, V., Hubbell, M. and Kepner, J., 2015, September. Improving 
Big Data visual analytics with interactive virtual reality. In 2015 IEEE high 
performance extreme computing conference (HPEC) (pp. 1-6). IEEE. 
Mott, N. (2019). VR Headset Sales for 2019 Are Already Impressive. [online] Tom's 
Hardware. Available at: https://www.tomshardware.com/news/vr-ar-market-sales-




Munafo, J., Diedrick, M. and Stoffregen, T.A., 2017. The virtual reality head-mounted 
display Oculus Rift induces motion sickness and is sexist in its effects. Experimental 
brain research, 235(3), pp.889-901. 
Nevalainen, S., 2018. A Comparative Study of Monitoring Data Center Temperature 
Through Visualisations in Virtual Reality Versus 2D Screen. 
Nilsson, N. C., Nordahl, R., & Serafin, S. (2016). Immersion Revisited: A review of 
existing definitions of immersion and their relation to different theories of presence. 
Human Technology, 12(2), 108–134. https://doi.org/10.17011/ht/urn.201611174652 
ODI (2016). Building Global Interest in Data Literacy: A Dialogue-Workshop Report 
| Oceans of Data. [online] Oceansofdata.org. Available at: http://oceansofdata.org/our-
work/building-global-interest-data-literacy-dialogue-workshop-report [Accessed 18 
Oct. 2018]. 
Ohno, N. and Kageyama, A., 2007. Scientific visualisation of geophysical simulation 
data by the CAVE VR system with  volume rendering. Physics of the Earth and 
Planetary Interiors, 163(1-4), pp.305-311. 
Okamoto, K., 2017. Introducing open government data. The Reference Librarian, 
58(2), pp.111-123. 
Olshannikova, E., Ometov, A., Koucheryavy, Y., & Olsson, T. (2015). Visualizing Big 
Data with augmented and virtual  reality: challenges and research agenda. Journal 
of Big Data, 2(1). https://doi.org/10.1186/s40537-015-0031-2 
Palmisano, S., Mursic, R. and Kim, J., 2017. Vection and cybersickness generated by 
head-and-display motion in the Oculus Rift. Displays, 46, pp.1-8. 
Panetta, K. (2019). A Data and Analytics Leader’s Guide to Data Literacy. [online] 
Gartner.com.  Available at:  https://www.gartner.com/smarterwithgartner/a-data-
and-analytics-leaders-guide- to-data-literacy/ [Accessed 17 Jun. 2019]. 
Peffers, K., Tuunanen, T., Rothenberger, M.A. and Chatterjee, S., 2007. A design 
science research methodology for information systems research. Journal of 
management information systems, 24(3), pp.45-77. 
Pettijohn, K.A., Peltier, C., Lukos, J.R., Norris, J.N. and Biggs, A.T., 2019. 
Comparison of Virtual Reality and Augmented Reality: Safety and Effectiveness  
(No. NAMRU-D-19-67). Naval Medical Research Unit Dayton Wright-Patterson AFB 
United States. 
Press, G. (2016). IoT Mid-Year Update From IDC And Other Research Firms. [online] 
Forbes.com. Available at: https://www.forbes.com/sites/gilpress/2016/08/05/iot-mid-





Prothero, J.D. and Parker, D.E., 2003. A Unified Approach to Presence and Motion 
Sickness. Virtual and adaptive environments: Applications, implications, and human 
performance issues, p.47. 
Putman, S. and Id-Deen, L., 2019. " I Can See It!": Math Understanding through Virtual 
Reality. Educational Leadership, 76(5), pp.36-40. 
Qin, J. and D'Ignazio, J., 2010. Lessons learned from a two-year experience in science 
data literacy education. 
Ralph, N. (2015). Google Cardboard is an inexpensive ticket to the world of virtual 
reality. [online] CNET. Available at: https://www.cnet.com/reviews/google-
cardboard-review/ [Accessed 10 Jun. 2019]. 
Riccio, G.E. and Stoffregen, T.A., 1991. An ecological theory of motion sickness and 
postural instability. Ecological psychology, 3(3), pp.195-240. 
Robinson, P., 2015. Designing games for Virtual Reality: A Valiant Example. 
Rubin, P. (2019). Exclusive: What to Expect From Sony's Next-Gen PlayStation. 
[online] WIRED. Available at: https://www.wired.com/story/exclusive-sony-next-gen-
console/ [Accessed 10 Jun. 2019]. 
Rubio-Tamayo, J.L., Barrio, M.G. and García, F.G., 2017, July. The Virtuality 
Continuum and Storytelling: Simulation, Interactivity, User Experience and Interaction 
Design in Virtual and Mixed Environments. A STEAM Based Approach. In 
International Conference on Applied Human Factors and Ergonomics (pp. 345-353). 
Springer, Cham. 
Rubio-Tamayo, J. L., Barro Hernández, M., & Gómez Gómez, H. (2018). Digital Data 
Visualisation with Interactive and Virtual Reality Tools. Review of Current State of the 
Art and Proposal of a Model. Revista ICONO14 Revista  Científica de 
Comunicación y Tecnologías Emergentes, 16(2), 40–65. 
https://doi.org/10.7195/ri14.v16i2.1174 
Russom, P., 2011. Big data analytics. TDWI best practices report, fourth quarter, 
19(4), pp.1-34. 
Saraiya, P., North, C. and Duca, K., 2005. An insight-based methodology for evaluating 
bioinformatics visualizations. IEEE transactions on visualization and computer 
graphics, 11(4), pp.443-456. 
Schneider, R., 2013, October. Research data literacy. In European Conference on 
Information Literacy (pp. 134-140). Springer, Cham. 
Sicat, R., Li, J., Choi, J., Cordeil, M., Jeong, W.K., Bach, B. and Pfister, H., 2018. Dxr: 
A toolkit for building immersive data visualisations.IEEE transactions on 




Singla, A., Fremerey, S., Robitza, W. and Raake, A., 2017, May. Measuring and 
comparing QoE and simulator sickness of  omnidirectional videos in different head 
mounted displays. In 2017 Ninth International Conference on Quality of Multimedia 
Experience (QoMEX) (pp. 1-6). IEEE. 
Smit, M., Ridsdale, C., Rothwell, J., Ali-Hassan, H., Bliemel, M., Irvine, D., Kelley, 
D., Matwin, S. and Wuetherick, B., 2015. Strategies and best practices for data literacy 
education: Knowledge synthesis report. 
Stanney, K.M., Kennedy, R.S. and Drexler, J.M., 1997, October. Cybersickness is not 
simulator sickness. In Proceedings of the Human Factors and Ergonomics Society 
annual meeting (Vol. 41, No. 2, pp. 1138-1142). Sage CA: Los  Angeles, CA: 
SAGE Publications. 
Sternkopf, H. and Mueller, R.M., 2018, January. Doing Good with Data: Development 
of a Maturity Model for Data Literacy in Non-governmental Organizations. In 
Proceedings of the 51st Hawaii International Conference on System Sciences. 
Stoffregen, T.A., Hettinger, L.J., Haas, M.W., Roe, M.M. and Smart, L.J., 2000. 
Postural instability and motion sickness in a fixed-base flight simulator. Human 
Factors, 42(3), pp.458-469. 
Storey, V.C. and Song, I.Y., 2017. Big data technologies and management: What 
conceptual modeling can do. Data & Knowledge Engineering, 108, pp.50-67. 
Suh, A. and Prophet, J., 2018. The state of immersive technology research: A literature 
analysis. Computers in Human Behavior, 86, pp.77-90. 
Sullivan, P.A., 2016. Graph-Based Data Visualization in Virtual Reality: A 
Comparison of User Experiences. 
Sutherland, I.E., 1965. The ultimate display. Multimedia: From Wagner to virtual 
reality, pp.506-508. 
Sylaiou, S., Mania, K., Karoulis, A. and White, M., 2010. Exploring the relationship 
between presence and enjoyment in a virtual museum. International journal of human-
computer studies, 68(5), pp.243-253. 
Szabo, S.M., Johnston, K.M. and Lloyd, A.J., 2019. Advanced Data Visualisation in 
Health Economics and Outcomes Research: Opportunities and Challenges. Applied 
health economics and health policy, pp.1-9. 
Teras, M., & Raghunathan, S. (2016). Big Data Visualisation in Immersive Virtual 
Reality Environments: Embodied Phenomenological Perspectives To Interaction. 
ICTACT Journal on Soft Computing, 05(04), 1009–1015. 
https://doi.org/10.21917/ijsc.2015.0141 Data Science Revealed: A Data-Driven 
Glimpse into the Burgeoning New  Field. (n.d.). 
Teodorescu, T., 2006. Competence versus competency: What is the difference?. 




Theart, R.P., Loos, B. and Niesler, T.R., 2017. Virtual reality assisted microscopy data 
visualization and colocalization analysis. BMC bioinformatics, 18(2), p.64. 
Thomas, J., & Wong, P. C. (2004). Visual Analytics. IEEE Computer Graphics and 
Applications, 24(5), 20–21.  https://doi.org/10.1109/MCG.2004.39Toppenberg, 
H.L., Ruiter, R.A. and Bos, A.E., 2019. HIV status  acknowledgment and stigma 
reduction in virtual reality: The moderating role of perceivers' attitudes. Journal of 
Applied Social Psychology, 49(4), pp.203-212. 
Toppenberg, H.L., Ruiter, R.A. and Bos, A.E., 2019. HIV status acknowledgment and 
stigma reduction in virtual reality: The moderating role of perceivers' attitudes. Journal 
of Applied Social Psychology, 49(4), pp.203-212. 
Tregillus, S. and Folmer, E., 2016, May. Vr-step: Walking-in-place using inertial 
sensing for hands free navigation in mobile  vr environments. In Proceedings of the 
2016 CHI Conference on Human Factors in Computing Systems (pp. 1250-1255). 
ACM. 
Treisman, M., 1977. Motion sickness: an evolutionary hypothesis. Science, 197(4302), 
pp.493-495. 
Wagner Filho, J.A., Rey, M.F., Freitas, C.M. and Nedel, L., 2018, March. Immersive 
visualisation of abstract information: An evaluation on dimensionally-reduced data 
scatterplots. In 2018 IEEE Conference on Virtual Reality and 3D User Interfaces (VR) 
(pp. 483-490). IEEE. 
Wang, R.Y. and Strong, D.M., 1996. Beyond accuracy: What data quality means to 
data consumers. Journal of management information systems, 12(4), pp.5-33. 
Wang, S., Mao, Z., Zeng, C., Gong, H., Li, S. and Chen, B., 2010, June. A new method 
of virtual reality based on Unity3D. In 2010 18th international conference on 
Geoinformatics (pp. 1-5). IEEE. 
Wang, R., Perez‐Riverol, Y., Hermjakob, H. and Vizcaíno, J.A., 2015. Open source 
libraries and frameworks for biological data visualisation: A guide for developers. 
Proteomics, 15(8), pp.1356-1374. 
Wang, L., Wang, G. and Alexander, C.A., 2015. Big data and visualization: methods, 
challenges and technology progress. Digital Technologies, 1(1), pp.33-38. 
Wang, W., Cheng, J., & Guo, J. L. C. (2019). Usability of Virtual Reality Application 
Through the Lens of the User Community.1–6. 
https://doi.org/10.1145/3290607.3312816 
Webster, J. and Watson, R.T., 2002. Analyzing the past to prepare for the future: 
Writing a literature review. MIS quarterly, pp.xiii-xxiii. 
Weigend, A., 2017. Data for the people: how to make our post-privacy economy work 




White, S. and Dillow, S., 2005. Key Concepts and Features of the 2003 National 
Assessment of Adult Literacy. NCES 2006- 471. National Center for Education 
Statistics. 
Wijma, E.M., Veerbeek, M.A., Prins, M., Pot, A.M. and Willemse, B.M., 2018. A 
virtual reality intervention to improve the understanding and empathy for people with 
dementia in informal caregivers: results of a pilot study. Aging & mental health, 22(9), 
pp.1121-1129. 
Wolff, A., Moore, J., Zdrahal, Z., Hlosta, M. and Kuzilek, J., 2016, April. Data 
literacy for learning analytics. In Proceedings of the Sixth International Conference 
on Learning Analytics & Knowledge (pp. 500-501). ACM. 
Yi, J. S., Kang, Y.-A., Stasko, J. T., & Jacko, J. A. (2008). Understanding and 
Characterizing Insights: How Do People Gain Insights Using Information 
Visualisation?? BT - Proc. ACM Workshop on Beyond Time and Errors: Novel 
Evaluation Methods for Visualisation (BELIV),. Proceedings of the 2008 Workshop on 
BEyond Time and Errors:Novel EvaLuation Methods for Information Visualisation, 4. 
Yoon, J., Lee, S. and Park, T., 2018, October. JediFlight: design and evaluation of 
wing-based flying experience in virtual reality. In Proceedings of the 2018 Annual 
Symposium on Computer-Human Interaction in Play Companion Extended Abstracts 
(pp. 309-320). ACM. 
Young, S. D., Adelstein, B. D., and Ellis, S. R. (2007). Demand Characteristics in 
Assessing Motion Sickness in a Virtual Environment: Or Does Taking a Motion 
Sickness Questionnaire Make You Sick? In IEEE Transactions on Visualisation and 
Computer Graphics (Vol. 13, pp. 422–428). 
Zeng, W. and Richardson, A., 2016. Adding Dimension to Content: Immersive Virtual 
Reality for e-Commerce. 
Zhang, S., Demiralp, C., Keefe, D.F., DaSilva, M., Laidlaw, D.H., Greenberg, B.D., 
Basser, P.J., Pierpaoli, C., Chiocca, E.A. and Deisboeck, T.S., 2001, October. An 
immersive virtual environment for DT-MRI volume visualization applications: a case 
study. In Proceedings Visualization, 2001. VIS'01. (pp. 437-584). Ieee. 
Zhang, L.L., Wang, J.Q., Qi, R.R., Pan, L.L., Li, M. and Cai, Y.L., 2016. Motion 
sickness: current knowledge and recent advance. CNS neuroscience & therapeutics, 
22(1), pp.15-24. 
Ziegeler, S., Moorhead, R.J., Croft, P.J. and Lu, D., 2001, October. The MetVR case 
study: meteorological visualization in an immersive virtual environment. In 
Proceedings of the Conference on Visualization'01 (pp. 489-492). IEEE Computer 
Society. 
 
