Abstract. A sufficient condition for a set Ω ⊂ L 1 ([0, 1] m ) to be invariant Kminimal with respect to the couple
Introduction
The importance of the quantity f * * (t) :
where f * denotes the decreasing rearrangement of f ∈ L 1 + L ∞ , in harmonic analysis is well-known. A celebrated result connecting this quantity with the couple L 1 , L ∞ is the following characterization established by A. P. Calderón in [5] : given f, g ∈ L 1 + L ∞ , the condition g * * ≤ f * * is equivalent to the existence of a linear operator T :
In the present paper we will provide a general construction of closed and convex subsets Ω of L 1 ([0, 1] m ) where for any given f ∈ L 1 ([0, 1] m ), there is an element g f ∈ Ω such that (g f − f ) * * ≤ (g − f ) * * (1) holds for all g ∈ Ω. A simple example of such set is the L ∞ -ball of radius t > 0, see Corollary 5.1. However, there exist much more complicated examples.
The inequality (1) can equivalently be expressed in terms of Peetre's K-functional for the couple L 1 , L ∞ , more precisely the element g f satisfies
holds for all x ∈ Ω and every t > 0.
From Definition 1.1 it follows that x * ,a is the nearest element of a in Ω with respect to the norms of all exact interpolation spaces of (X 0 , X 1 ) generated by the K-method of the theory of real interpolation. In particular, x * ,a is the nearest element of a in Ω with respect to the norms of all interpolation spaces (X 0 , X 1 ) θ,q , 0 < θ < 1, 1 ≤ q ≤ ∞. As an example, consider the specific couple (X 0 , X 1 ) = L 1 , L ∞ . Then the element x * ,a is the nearest element of a in Ω with respect to the norms of all L p -spaces, 1 < p < ∞, i.e. element of best approximation of a in Ω exists and is invariant with respect to all L p -norms, 1 < p < ∞. Note further from Definition 1.1 that if the set Ω ⊂ X 0 + X 1 is invariant Kminimal, then the set Ω + a, for any a ∈ X 0 + X 1 , is also invariant K-minimal. This is the reason for calling the set invariant K-minimal.
Our motivation for introducing invariant K-minimal sets was the taut string problem considered by Dantzig, see [7] , in connection with problems in optimal control. Taut string problems have since then appeared in a broad range of applications including statistics, see [1] and [15] , image processing, see [19] , stochastic processes, see [13] , and communication theory, see [18] and [20] . A brief presentation of the taut string problem is given in Section 2.2. Now, let us recall some notion and results from [12] . ±e k , k ∈ {1, ..., n} , ± (e k + e l ) , k, l ∈ {1, ..., n} , k = l, ± (e k − e l ) , k, l ∈ {1, ..., n} , k = l,
is the standard basis of R n , will be referred to as special directions in R n .
Definition 1.3 (Special cone property).
Let Ω ⊂ R n be closed and convex. For x ∈ Ω, take all special directions v such that x + βv ∈ Ω for sufficiently small β > 0. Let S x denote the set of all such special directions at the element x ∈ Ω. Further, let K x = y ∈ R n : y = v∈Sx α v v, α v ≥ 0 be the convex cone generated by the special directions in S x . We say that Ω has the special cone property if (x + K x ) ∩ Ω = Ω for each x ∈ Ω.
The main result of [12] is the following characterization of all bounded, closed and convex sets in R n that are invariant K-minimal with respect to the couple ℓ 1 , ℓ ∞ on R n : Theorem 1.1. A bounded, closed and convex set Ω ⊂ R n is invariant K-minimal with respect to the couple ℓ 1 , ℓ ∞ on R n if and only if it has the special cone property.
What we will use in the sequel is the following sufficient condition which also was established in [12] :
Let Ω ⊂ R n be a closed and convex set that has the special cone property. Then Ω is an invariant K-minimal set with respect to ℓ 1 , ℓ ∞ on R n .
Note that the set Ω in Theorem 1.2 needs not to be bounded. Besides the introduction, the paper is organized into four sections. Section 2 contains examples of invariant K-minimal sets with respect to ℓ 1 , ℓ ∞ on R n . In Section 3, an algorithm for computing the element of minimal K-functional is provided for sets satisfying the special cone property. Applying Theorem 1.2, we give concrete examples of invariant K-minimal sets with respect to ℓ 1 , ℓ ∞ on R n in Section 2 of the paper. The given examples are used in the proof of the results in the continuous setting in Section 5. Moreover, these examples are of independent interest and important for applications. The most interesting example, in our opinion, is the following. Let (V, E) be a finite directed graph with number of vertices |V | = n and number of edges |E| = m. By S V we denote the n-dimensional space of real-valued functions defined on V . Analogously, S E denotes the m-dimensional space of real-valued functions defined on E. The divergence operator div : S E → S V is defined by
The elements of S E can be thought of as flows on the graph (V, E) which gives the interpretation of the divergence at a vertex as the sum of all incoming flows minus the sum of all outgoing flows.
Given
The following result holds: Theorem 1.3. The set div (R F,G ), i.e. the image of R F,G under the divergence operator div, is an invariant K-minimal set with respect to ℓ 1 , ℓ ∞ on S V .
Thinking of the elements of S E as flows on the graph (V, E), Theorem 1.3 can be seen as a result on optimal network flows. This result seems to have many potential applications. A brief discussion concerning applications is given after Remark 2.5. In connection with Theorem 1.3, we would like to mention the interesting paper [21] where a similar result is formulated, see Theorem 1 on p. 552. Unfortunately, a complete proof of that result has not been published.
An important aspect in applications is how to construct the nearest element x * ,a to a. In Section 3 we present an algorithm for computing x * ,a ∈ Ω where Ω is a closed and convex set in R n with the special cone property. The algorithm is constructed through iterative projections of a starting element x ∈ Ω along special directions. We prove that the algorithm converges, for any given starting element x ∈ Ω, towards x * ,a .
In Section 4 we turn to the continuous setting and consider invariant K-minimal sets with respect to the couple
. To briefly describe the result, let us introduce the averaging operators P n , n ∈ N. For a real-valued Lebesgue measurable function f on [0, 1] m we define
, we denote by Γ the set in R n m which consists of all coefficient vectors corresponding to the elements in Γ. With this notation introduced, we can now formulate the result: Theorem 1.4. Let {Ω 2 n } n∈N be a family of sets such that for each n ∈ N (i) Ω 2 n is a closed and convex subset of S 2 n ([0, 1] m ), (ii) P 2 n : Ω 2 n+1 → Ω 2 n , and (iii) the set of coefficient vectors Ω 2 n is invariant K-minimal with respect to
The proof of this theorem uses uniform boundedness in L 1 and uniform integrability combined with Mazur's lemma.
Finally, in Section 5 we construct, through Theorem 1.4, concrete examples of invariant K-minimal sets with respect to
One of the results in this section is an infinite-dimensional analogue of Theorem 1.3. This result was inspired by the remarkable Theorem 4.46 in [19, p. 148 
analogue of Theorem 1.3 holds:
Finite-dimensional examples
In this section we present examples of invariant K-minimal sets with respect to ℓ 1 , ℓ ∞ on R n . These examples have interesting applications and also serve as prototypes for constructing invariant K-minimal sets with respect to
Before proceeding to the examples we recall the notion of invariant ϕ-minimal sets which are closely related to invariant K-minimal sets with respect to ℓ 1 , ℓ ∞ .
Definition 2.1. A set Ω ⊂ R n will be called invariant ϕ-minimal if for every a ∈ R n there exists an element x * ,a ∈ Ω such that
for all convex functions ϕ : R → R.
As noted in [12, Remark 3.1], we have the following counterpart of Theorem 1.2 for invariant ϕ-minimal sets:
n be a closed and convex set that satisfies the special cone property. Moreover, assume that n i=1 x i = C, where C is some fixed real number, for every x ∈ Ω. Then Ω is an invariant ϕ-minimal set.
We will use notation from Definitions 1.2 and 1.3 frequently in the sequel of this section.
2.1. Rectangular domains. Our first example of invariant K-minimal sets with respect to ℓ 1 , ℓ ∞ are rectangular domains.
Then Ω is an invariant K-minimal set with respect to ℓ 1 , ℓ ∞ on R n .
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Proof. It is straightforward to show that Ω has the special cone property by considering the special directions e i , i = 1, ..., n. By applying Theorem 1.2, the result then follows.
2.2. Taut string problem. We now recall the taut string problem. Let a = x 0 < x 1 < ... < x n = b be n + 1 points on the real line, n ≥ 1, given by
Consider two continuous functions F ≤ G on the interval [a, b] that are linear on the intervals [a, The taut string problem can be formulated as:
Remark 2.1. Classically, the functions F and G are assumed in addition to satisfy F (a) = G(a) and F (b) = G(b). However, these assumptions are not necessary for Theorem 2.2 below.
The connection between the taut string problem and invariant K-minimal sets is given by: Theorem 2.2. The set
is an invariant K-minimal set with respect to
Remark 2.2. Note that the set Ω can be interpreted as the set of piecewise constant derivatives of the functions in Γ F,G . Theorem 2.2 was formulated in [12] . As the taut string problem has many applications and the proof of Theorem 2.2 in [12] was rather sketchy, we provide a proof in full detail here.
Proof. Note that Ω is closed and convex. The next step is to show that Ω has the special cone property. Applying Theorem 1.2 will then give the result. The definition of Ω and recalling that x i − x i−1 = (b − a)/n, i = 1, ..., n, imply that u ∈ Ω can be represented according to
for some f ∈ R F,G . Given u, we now take an arbitrary element v ∈ Ω\ {u} and show that v ∈ u + K u . The element v can be represented as
where g ∈ R F,G . We can then express
Let us consider how the signs of the coefficients
∈ Ω for small enough β > 0. Hence, −e 1 ∈ S u in this case. On the other hand, if g(
∈ Ω for small enough β > 0. Hence, e i − e i+1 ∈ S u in this case. On the other hand, if g( (2) give that v can be expressed as a sum of u and positively scaled special directions in S u , i.e. v ∈ u + K u . As v ∈ Ω\ {u} was arbitrarily chosen, it follows that Ω ⊂ u + K u or equivalently Ω = (u + K u ) ∩ Ω. Recalling that u ∈ Ω also was arbitrarily chosen from the beginning, we then conclude that Ω has the special cone property.
Applying Theorem 1.2 finally gives that Ω is an invariant K-minimal set with respect to ℓ 1 , ℓ ∞ on R n .
Remark 2.3. From the proof of Theorem 2.2 we know that Ω is a closed and convex set that has the special cone property. If F (a) = G(a) and
Theorem 2.1 therefore gives that Ω in this situation in addition is invariant ϕ-minimal.
2.3. Rectangular domain intersected with hyperplane. Our next example of invariant K-minimal sets concerns the intersection of a hyperplane of the type {u ∈ R n : n i=1 u i = C} with a rectangular domain. Sets of such type are considered in [11] in connection with optimization problems over partitions of a finite set.
We have the following result:
where the constant C ∈ R is such that
Proof. First note that Ω is closed and convex. We now show that Ω has the special cone property which then, by applying Theorem 1.2, will give the result. Given u ∈ Ω, let us show that certain special directions of the type e i − e j are in the set S u . Fix i ∈ {1, ..., n} with F i < G i and consider all j ∈ {1, ..., n} \ {i}. We have three cases.
∈ Ω for small enough β > 0, i.e. −e i + e j ∈ S u . With the inclusion of special directions in S u according to (i)-(iii) at hand, let us now show (u + K u ) ∩ Ω = Ω. Let v ∈ Ω\ {u} be given. Take an index i 1 ∈ {1, ..., n} that satisfies
Next, take an index j 1 ∈ {1, ..., n} that satisfies
Note that such index j 1 must exist since
By construction, u 1 ∈ Ω and u
Note that the number of components where u 1 and v differ are strictly less than the corresponding number of components where u and v differ.
Suppose v = u 1 . We then repeat the procedure for u 1 . First, take an index i 2 ∈ {1, ..., n} that satisfies
and then an index j 2 ∈ {1, ..., n} that satisfies
2 then repeat the procedure for u 2 and so on until we reach
for some integer m ∈ {1, ..., n − 1} where sgn (
So, after adding a finite number of positively scaled elements in S u to u we will obtain v. Hence, (u + K u ) ∩ Ω = Ω as v ∈ Ω\ {u} was chosen arbitrarily. As u ∈ Ω in turn was chosen arbitrarily, it follows that Ω has the special cone property. Applying Theorem 1.2 finally gives that Ω is an invariant K-minimal set with respect to
Remark 2.4. From the proof of Theorem 2.3 we know that Ω is a closed and convex set that has the special cone property. As n i=1 u i = C for every u ∈ Ω it follows from Theorem 2.1 that Ω in addition is invariant ϕ-minimal. This was also obtained in [11, Theorem 4.3 ] by a different approach.
Divergence of flows on graphs.
We next consider a problem that in some sense is a generalization of the one-dimensional taut string problem with fixed ends, i.e. F (a) = G(a) and F (b) = G(b). Let (V, E) be a finite directed graph with n vertices v 1 , ..., v n ∈ V and m edges v ij , v kj ∈ E, j = 1, ..., m. The edge (v i , v k ) is interpreted as directed from v i to v k . By S V we denote the n-dimensional space of real-valued functions defined on V . Analogously, S E denotes the m-dimensional space of real-valued functions defined on E. The divergence operator div :
Example of a graph with flows.
The following result holds Theorem 2.4. The set div (R F,G ), i.e. the image of R F,G under the divergence operator div, is an invariant K-minimal set with respect to ℓ 1 , ℓ ∞ on S V .
Proof. First, note that that we can identify S E with R m and S V with R n . Below, we will consider div (R F,G ) as a subset of R n . We note that div (R F,G ) is closed and convex. In order to prove the theorem, we will show that div (R F,G ) has the special cone property which, by applying Theorem 1.2, will give the result.
Take u = div f ∈ div (R F,G ). As the flow term f (v ij , v kj ) is added in the term (divf )(v kj ) and subtracted in the term (divf )(v ij ) we can express u according to
Take now v = div g ∈ div (R F,G ) \ {u} and consider the difference v − u. In view of (5) we have
Fix j = 1, ..., m. We now show that certain special directions are in S u .
This implies u+β e kj − e ij ∈ Ω for small enough β > 0. Hence, e kj −e ij ∈ S u in this case.
(ii) On the other hand, if
So, for small enough β > 0 we have f β ∈ R F,G where
This implies u + β −e kj + e ij ∈ Ω for small enough β > 0. Hence, −e kj + e ij ∈ S u in this case.
Taken together, (i)-(ii) and (6) give that v can be expressed as a sum of u and positively scaled special directions in
Recalling that u ∈ div (R F,G ) also was arbitrarily chosen from the beginning, we then conclude that div (R F,G ) has the special cone property. Applying Theorem 1.2 finally gives that Ω is an invariant K-minimal set with respect to
Remark 2.5. From the proof of Theorem 2.4 we know that Ω is a closed and convex set that has the special cone property.
for every x ∈ div (R F,G ) and every convex function ϕ : R → R.
We now briefly discuss a possible application of Theorem 2.4. Suppose the directed graph (V, E) represents a network where water flows through pipes (edges) to different locations (vertices). Each pipe e ∈ E has a given capacity interval [0, G(e)], G(e) ≥ 0. Assume first that the network is running in normal condition and then one or several pipes becomes broken with reduced or no capacity. This might affect incoming and/or outgoing flow at some locations. Recall that the divergence at a location is the difference between incoming and outgoing flow. An increasing divergence at a location can be thought of as a flooding there whereas a decreasing divergence at a location can be thought of as a drought there. Let G ′ denote the upper capacity function of the broken network. Suppose the divergence in the network during normal conditions is given by a ∈ S V . We modify the flows in the network such that the resulting divergence
for all convex function ϕ : R → R. This can be viewed as minimizing the total impact of the broken pipes in the network or in other words optimally adjust the flows to the new network conditions. This approach of optimal management of a network under changing conditions is useful in diverse applications. For examples in communication theory and image processing, we refer to [20] respectively [17] . We plan to apply this approach to more applications in future investigations.
An algorithm
Suppose Ω ⊂ R n is closed and convex and satisfies the special cone property (recall Definition 1.3). Then by Theorem 1.2 it follows that for given a ∈ R n , there exists an element x * ,a ∈ Ω such that
for every x ∈ Ω and t > 0. In this section, we provide an algorithm that computes x * ,a . The algorithm is constructed through ℓ 2 -minimization along search directions given by the special directions. Before formulating the result of this section, we introduce some notation.
Fix a, v ∈ R n . Let P a,v : Ω → Ω denote the operator defined by the conditions
So, P a,v maps x ∈ Ω onto the element of best approximation of a, with respect to ℓ 2 -norm, on the line segment {x + tv : t ∈ R} ∩ Ω with direction vector v.
As before, given x ∈ Ω let S x denote the set of all special directions v such that x + βv ∈ Ω for small enough β > 0. Choose a special direction v x ∈ S x such that
If there are several special directions v that fulfill (7) we can choose v x to be any of them. The operator P a : Ω → Ω is now defined according to P a (x) = P a,vx (x). For an illustration, see Figure 3 . Figure 3 . Illustration of projections along special directions, in this case P a (x) = P a,v1 (x).
We have now introduced all needed notation and proceed to the result:
Let Ω ⊂ R n be closed and convex and satisfy the special cone property. Fix a ∈ R n . Choose any x 0 ∈ Ω. Let x n = P a (x n−1 ), n ∈ N. Then x n → x * ,a as n → ∞. Proof. The definition of P a implies
From (8) it follows that {x n } n∈N is bounded and since Ω is closed it therefore exists a subsequence {x n k } k∈N such that x n k →x ∈ Ω as k → ∞. Further, in view of (8) we must have
Let us now show thatx = x * ,a . The first step is to show that P a (x) =x. Suppose the contrary, i.e. P a (x) =x. Then there is a special direction v such thatx + βv ∈ Ω and x + βv − a ℓ 2 < x − a ℓ 2 for some small β > 0. We now fix such β. Let B(x, ε) denote the Euclidean ball centered at x ∈ R n with radius ε. From continuity of · ℓ 2 it follows that sup y∈B(x+βv,ε) y − a ℓ 2 = c x − a ℓ 2 , c < 1, for ε small enough. Given such ε,
Further, convexity of Ω and choosing δ > 0 small enough give for any z ∈ Ω∩B (x, δ) that
i.e. we can find an element u on the line segment Ω ∩ {z + tv : t ∈ R} which is in the ball B (x + βv, ε). This assertion is clear if B (x + βv, ε) ⊂ Ω. If B (x + βv, ε) is not contained in Ω some additional explanation is needed. Given fixed R > 0, let Λ R denote the convex hull of the set (Ω ∩ B (x, R)) ∪ {x + βv}. The convexity of Ω implies Λ R ⊂ Ω. Next, let H ε denote a hyperplane with normal direction v which intersects the line segment tx + (1 − t)(x + βv), t ∈ (0, 1), such that x + βv − y ℓ 2 < ε for every y ∈ Λ R ∩ H ε . Choosing δ > 0 close enough to 0 ensures that the orthogonal projection of Ω ∩ B (x, δ) onto H ε will be contained in Λ R . For such δ, the condition (11) holds. An illustration of this construction is given in Figure 4 .
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Take now an element x ∈ {x n k } k∈N ∩ B (x, δ) where δ is chosen such that both (10) and (11) hold. Then we have
which contradicts (9). So, P a (x) =x.
Consider now the set Sx of all special directions v for whichx + βv ∈ Ω for small enough β > 0. As the number of special directions is finite, we can fix the number β. We enumerate the special directions in Sx according to {v 1 , v 2 , ..., v k }. Our next step is to show that
.., k. Take an arbitrary v ∈ Sx. Note that from convexity of Ω it follows thatx+λv ∈ Ω for every λ ∈ [0, β]. Taking into account P a (x) =x, we have
and therefore
Since λ can be arbitrary close to 0 it follows that
Consider next an arbitrary element x of the form
From (12) it follows that
Further, 
Taking into account (13) and (14) implies that
Assume now that there exists z ∈ Ω such that z − a ℓ 2 < x − a ℓ 2 .
As Ω has the special cone property it follows that z ∈x + Kx. So,
. It follows that
For any α ∈ (0, 1] we have
By choosing α close enough to 0 the bounds 0 ≤ αµ i ≤ β, i = 1, ..., k, hold. Hence, (16) contradicts (15) . So,x is an element of best approximation of a in the whole set Ω with respect to the ℓ 2 -norm. The strict convexity of ℓ 2 -norm then givesx = x * ,a . What remains is to establish convergence of the entire sequence {x n } n∈N . Since the convergent subsequence {x n k } k∈N was chosen arbitrary it follows that all convergent subsequences of {x n } n∈N converges to x * ,a . Suppose now that x n x * ,a . Then for η > 0 small enough there exists a subsequence {x n l } l∈N of {x n } n∈N such that (17) x n l − x * ,a ℓ 2 ≥ η, ∀l ∈ N.
But {x n l } l∈N , as it is bounded, must have a subsequence x n lm m∈N with x n lm → x * ,a which contradicts (17) . So, x n → x * ,a as n → ∞.
Remark 3.1. In applications, the algorithm can be simplified when taking into account the specific structure of the set Ω. For an example, see [17] where a special version of the algorithm is applied to the Rudin-Osher-Fatemi image denoising model. Considering the taut string problem with fixed ends, a different algorithm that computes the element x * ,a in a finite number of steps can be given, see pp. 421-422 in [13] .
Sufficient conditions in the continuous setting
We now turn to the study of invariant K-minimal sets with respect to the couple
. Note that real L p -spaces are considered in this paper. The present section is divided into three subsections. In Section 4.1 we introduce some notation and lemmas that will be needed in the sequel. Next, in Section 4.2 we present a sufficient condition for a set m that we will frequently use in the sequel. We can now formulate and prove the following lemma.
for every t > 0 and g ∈ Γ.
Proof. In the proof we will use the notationf to denote the coefficient vector in R (18) where
n m , t > 1 where c * ∈ R n m is the vector consisting of the coefficients |c i1....im |, i 1 , ..., i m = 1, ...n, sorted in decreasing order.
For the coefficient vectorh ∈ R n m of h we can show using (18) that (20)
Suppose now Γ ⊂ S n is such that the corresponding set of coefficient vectors Γ is an invariant K-minimal set with respect to ℓ 1 , ℓ ∞ on R n m . Take f ∈ S n . Then there existsg * ,f ∈ Γ such that
for every t > 0 andg ∈ Γ. Comparing (19) with (20) it is then clear that
Let M denote the set of real-valued Lebesgue measurable functions on [0, 1] m . We define the averaging operator P n : M → S n by
The following result collects some properties of P n that we will need in the sequel:
Proof. The lemma follows easily from the definition of P n and direct computations.
A sufficient condition for invariant K-minimal sets with respect to
We are now ready to formulate and prove the following result:
Theorem 4.1. Let {Ω 2 n } n∈N be a family of sets such that for each n ∈ N, (i) Ω 2 n is a closed and convex subset of S 2 n ([0, 1] m ) and the operator P 2 n maps Ω 2 n+1 into Ω 2 n , i.e. P 2 n : Ω 2 n+1 → Ω 2 n , (ii) the set of coefficient vectors Ω 2 n is invariant K-minimal with respect to
The assumption (ii) and Lemma 4.1 imply the existence of an element g 2 n * ,f ∈ Ω 2 n such that
for every t > 0 and any g ∈ Ω 2 n . We now show uniform boundedness in L 1 and uniform integrability of the sequence g 2 n * ,f − P 2 n f n∈N which guarantees the existence of a weakly convergent subsequence g
Corollary IV.8.11, p. 294].
Consider first uniform boundedness in L 1 . By recalling that for the decreasing rearrangement
and utilizing (18), (22) and P 2 n L 1 →L 1 ≤ 1, we derive for any h ∈ Ω (clearly it is enough to consider the case Ω = ∅) 
Combining (23), (18) and (22) give
which combined with (24) and (18) give
Together, (26) and
imply that for any ε > 0 it is possible to find δ = δ(ε) > 0 such that if µ(A) < δ then
Recalling that P n f
We now show that g * ,f ∈ Ω. Mazur's lemma, see [8, Corollary V.3.14, p. 422], implies that (27) where N : N → N, with N (n) ≥ n, and the sequence of sets of real numbers {λ l (k) : l = k, ..., N (k)} k∈N satisfy λ l (k) ≥ 0 and
That is, the sequence of convex combinations
Let now M ∈ N be given. With (27) at our disposal, we can for any ε > 0 find
The identity P 2 n (P 2 n+1 ) = P 2 n (recall the definition of P n in (21)) and the assumption P 2 n : Ω 2 n+1 → Ω 2 n for each n ∈ N give, taking into account n kM ≥ M , that
because Ω 2 n by assumption is a convex subset of S 2 n for each n ∈ N. Moreover, P n L 1 →L 1 ≤ 1 gives
Since ε can be chosen arbitrary close to 0 and taking into account (28) and (29) we obtain inf
Hence, P 2 M g * ,f ∈ Ω 2 M as Ω 2 n by assumption is a closed subset of S 2 n for each n ∈ N. The choice of M ∈ N was arbitrary and we conclude therefore that
Let us now show that g * ,f − f is an element with minimal K-functional in the
Combining (27) with
for every t > 0. Further, applying the triangle inequality, (22) and (25) in turn we obtain
for every h ∈ Ω and t > 0. So, taking into account (30) we obtain
for every h ∈ Ω and t > 0. Hence, g * ,f is an element with minimal K-minimal element in the set Ω − f . As f ∈ L 1 ([0, 1] m ) was chosen arbitrarily we conclude that Ω is an invariant K-minimal set with respect to
4.3.
A sufficient condition for invariant ϕ-minimal sets in the continuous setting. We now introduce invariant ϕ-minimal sets in the setting of L 1 ([0, 1] m ), compare with Definition 2.1.
for every g ∈ Ω and every convex function ϕ : R → R.
The proof of Theorem 4.2 below shares similarities with the proof of Theorem 4.1. However, since the functional ϕ(·) is not a norm on L 1 we need to use additional tools here. More precisely, we will also use Jensen's inequality and another inequality for convex functions originally formulated by Hardy, Littlewood and Pólya, see [9] . Theorem 4.2. Let {Ω 2 n } n∈N be a family of sets such that for each n ∈ N, (i) Ω 2 n is a closed and convex subset of S 2 n ([0, 1] m ) and P 2 n : Ω 2 n+1 → Ω 2 n ,
(ii) Ω 2 n has the special cone property,
nm by Theorem 2.1. In particular is Ω 2 n invariant Kminimal with respect to ℓ 1 , ℓ ∞ on R 2 nm . So, by Lemma 4.1 there exists an element
for every g ∈ Ω 2 n and t > 0. As Ω 2 n is invariant ϕ-minimal on R 2 nm it is possible to show, by arguments similar to the proof of Lemma 4.1, that the element g 2 n * ,f in addition satisfy
for every g ∈ Ω 2 n and every convex function ϕ : R → R.
With the same arguments as in the proof of Theorem 4.1, i.e. uniform boundedness in L 1 and uniform integrability, one can show the existence of a subsequence g
Mazur's lemma then implies the existence of a function N : N → N, N (n) ≥ n, and a sequence of sets of real numbers {λ l (k) : l = k, ..., N (k)} j∈N , with λ l (k) ≥ 0 and
converges strongly to g * ,f in L 1 . Using Jensen's inequality, P 2 n : Ω → Ω 2 n and (31) we derive
for every h ∈ Ω and every convex function ϕ : R → R. Further, the definition of P 2 n and Jensen's inequality (for integrals) imply (34)
for every h ∈ Ω and every convex function ϕ : R → R. Combining (33) and (34) give for every h ∈ Ω and every convex function ϕ :
Let us now consider the limiting behaviour of (35) when k → ∞. In order to do so we recall a result first formulated in [9] . Given
holds for every convex function ϕ : R → R if and only if
for every u ∈ R. Later on, it was found that the proof in [9] was done for a certain class of convex functions. For a complete proof, i.e. for all convex functions ϕ : R → R, and generalization to finite measure spaces we refer to [14] and [6] .
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As (35) holds for every convex function ϕ : R → R, it follows from the above cited characterization that (36)
for any u ∈ R and any h ∈ Ω. As f n
for every u ∈ R. Combining (36) and (37) then give
for every u ∈ R and any h ∈ Ω. Further, as also g * ,f ∈ Ω, recall (32), we have
Hence,
From (38) and (39) we then conclude, utilizing the above cited characterization, that
for every convex function ϕ : R → R and every h ∈ Ω. As f ∈ L 1 ([0, 1] m ) was chosen arbitrary the theorem now follows.
Examples in the continuous setting
We now construct examples of invariant K-minimal sets with respect to the couple
by using Theorem 4.1. These examples are infinitedimensional analogues of the finite-dimensional examples considered in Section 2.
5.1. Rectangular domains in the continuous setting. We here provide an infinite-dimensional analogue of Proposition 2.1.
Proof. In order to make formulas clear we will consider the case m = 1. The case m > 1 is proved completely analogously. Consider the family of sets {Ω 2 n } n∈N where
It is clear from the definition that Ω 2 n is a closed and convex subset of S 2 n . Take h ∈ Ω 2 n+1 . Through direct computations one verifies that P 2 n h ∈ Ω 2 n . Hence, P 2 n : Ω 2 n+1 → Ω 2 n . The coefficient set Ω 2 n of Ω 2 n is given by
2 n , i = 1, ..., 2 n . We notice that Ω 2 n falls into the category of sets of Proposition 2.1. So Ω 2 n is invariant K-minimal with respect to
n . From Theorem 4.1 it now follows that the set
The remaining part of the proof is devoted to show the characterization Ω = Λ.
First consider the inclusion Λ ⊂ Ω. Take g ∈ Λ and n ∈ N. For x ∈ Γ 2 n i we have
So, P 2 n F ≤ P 2 n g ≤ P 2 n G and therefore P 2 n g ∈ Ω 2 n . As g ∈ Λ and n ∈ N were arbitrarily chosen we conclude that Λ ⊂ Ω. We now turn to the inclusion [8, Corollary III.6.13, p. 150] , the existence of a subsequence {P 2 n k f } k∈N such that
almost everywhere on [0, 1]. Combining (40) with P 2 n F ≤ P 2 n g ≤ P 2 n G for every n ∈ N, which follows from g ∈ Ω, give
We conclude that g ∈ Λ and since g ∈ Ω was arbitrary we have Λ ⊃ Ω.
We have now established Ω = Λ and the proposition follows.
Corollary 5.1. The L ∞ -ball with radius t > 0 is an invariant K-minimal set with respect to
Proof. The corollary follows from Proposition 5.1 by taking F = −t and G = t.
5.2.
Intersection of rectangular domain and hyperplane in the continuous setting. Our second example concerns an infinite-dimensional analogue of Theorem 2.3. Compared with the finite-dimensional setting, we interchange the order between the corresponding analogues of Theorem 2.2 and Theorem 2.3. We do so because the provided proof of the analogue of Theorem 2.3 is easier in our opinion.
Proof. The proof will resemble the proof of the preceding proposition. As there, we will consider the case m = 1 in order to make formulas clear. The case m > 1 is proved completely analogously. Consider the family of sets {Ω 2 n } n∈N where
We notice that Ω 2 n falls into the category of sets of Theorem 2.3. So Ω 2 n is invariant K-minimal with respect to ℓ 1 , ℓ ∞ on R 2 n . From Theorem 4.1 it now follows that the set
We first consider the inclusion Λ ⊂ Ω. Take g ∈ Λ and n ∈ N. Then for x ∈ Γ 2 n i we have 1
Hence, P 2 n g ∈ Ω 2 n . As g ∈ Λ and n ∈ N were arbitrarily chosen we conclude that Λ ⊂ Ω.
We now turn to the inclusion Λ ⊃ Ω. Let g ∈ Ω. From P 2 n g 
almost everywhere on [0, 1]. Combining (43) with P 2 n F ≤ P 2 n g ≤ P 2 n G for every n ∈ N, which follows from g ∈ Ω, give
Taking into account (42) and (44) we conclude that g ∈ Λ. Since g ∈ Ω was arbitrary we have Λ ⊃ Ω.
We have now established Ω = Λ and the theorem follows.
Remark 5.1. From the proof of Theorem 5.1 we know that the family of sets {Ω 2 n } n∈N defined by (41) satisfy the conditions of Theorem 4.1. Further, we have
for every g ∈ Λ and all convex functions ϕ : R → R. 
Proof. Consider the family of sets {Ω 2 n } n∈N where
We will now show that {Ω 2 n } n∈N fulfill the conditions of Theorem 4.1.
It is clear from the definition that Ω 2 n is a closed and convex subset of S 2 n . We next show P 2 n : Ω 2 n+1 → Ω 2 n . Take h ∈ Ω 2 n+1 with corresponding constant
n+1 .
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As (46)
and therefore P 2 n h ∈ Ω 2 n . So, P 2 n : Ω 2 n+1 → Ω 2 n . The coefficient set Ω 2 n is given by
So, F 2 n and G 2 n are continuous piecewise linear function on [0, 1] with nodes in n , and which satisfies the inequalities
Then we see that Ω 2 n can equivalently be expressed as
Hence, Ω 2 n falls into the category of sets of Theorem 2.2 which gives that it is invariant K-minimal with respect to ℓ 1 , ℓ ∞ on R 2 n . From Theorem 4.1 it now follows that the set
We first consider the inclusion Λ ⊂ Ω. Take h ∈ Λ and n ∈ N. By assumption there exists H ∈ AC [0, 1] such that h = H ′ a.e. on [0, 1] with F ≤ H ≤ G. From (46) it follows that
h(s)ds, k = 0, 1, ..., 2 n , and therefore
So, P 2 n h ∈ Ω 2 n . As h ∈ Λ and n ∈ N were chosen arbitrarily we conclude that Λ ⊂ Ω.
We now turn to the inclusion Λ ⊃ Ω. Let h ∈ Ω. Then P 2 n h ∈ Ω 2 n for every n ∈ N. It follows that for each n ∈ N there exists constant (47) and (48)) and D 2 n + x 0 P 2 n h(s)ds interpolate linearly between the nodes Further, lim
From (53) it is clear that H ∈ AC [0, 1]. Combining (50), (51), (52) and (53) give
Since y ∈ [0, 1] was chosen arbitrarily we conclude that F ≤ H ≤ G and therefore h ∈ Λ. Further, the choice of h ∈ Ω was arbitrary so Ω ⊂ Λ and the theorem is established. g(x)dx = F (1)−F (0) for every g ∈ Ω 2 n . We can then from Theorem 4.2 conclude that the set Λ in addition is invariant ϕ-minimal,
for every g ∈ Λ and all convex functions ϕ : R → R. We will now show that {Ω 2 n } n∈N fulfill the conditions of Theorem 4.1.
Since Ω 1 2 n and Ω 2 2 n are bounded, closed and convex subsets of S 2 n it is clear by construction that Ω 2 n also is so. Further, direct computations give that P 2 n : Ω 2 n+1 → Ω 2 n .
Next, the coefficient set Ω 2 n can be interpreted on a directed graph (V, E) according to the following. Let The superscripts h and v stand for "horizontal" respectively "vertical", a notation which is natural when arranging the vertices in a rectangular array. For an example of graph with this structure, see Figure 5 . On the edges of the graph we assign Then f (e) ∈ [−1, 1] for any e ∈ E. Further, recall that the divergence at a vertex v ∈ V , denoted div v, is the sum of all incoming flows minus the sum of all outgoing flows at v. Taking into account the structure of (V, E) and (57) and (58) it then follows that div v ij = c ij 2 n , i, j = 1, ..., 2 n where g = . So, the coefficient set Ω 2 n can be interpreted as the set in S V which is the image of the rectangular domain R −1,1 = {f ∈ S E : −1 ≤ f (e) ≤ 1, ∀e ∈ E} under the divergence operator div : S E → S V . Recalling Theorem 2.4, we then conclude that Ω 2 n is an invariant K-minimal set with respect to ℓ 1 , ℓ ∞ on R as m → ∞. From F m ∈ M , for large m, it then follows that f ∈ div M . As f ∈ S c was arbitrary we obtain S c ⊂ div M . To sum up, the following inclusions
hold for every n ∈ N.
Take now h ∈ Ω. Since Ω 2 n ⊂ div M for every n ∈ N and P 2 n h L 1 → h as n → ∞ we must have h ∈ div M . So, Ω ⊂ div M which completes the proof.
Remark 5.4. From the proof of Theorem 5.3 we know that the family of sets {Ω 2 n } n∈N defined by (54) satisfy the conditions of Theorem 4.1. Further, (54), (55) and (56) imply that [0, 1] m g(x)dx = 0 for every g ∈ Ω 2 n . We can then from Theorem 4.2 conclude that div M in addition is invariant ϕ-minimal, i.e. given f ∈ L 1 ([0, 1] m ) there is an element g * ,f ∈ div M such that holds for every g ∈ div M and all convex functions ϕ : R → R. In [19] , the possibility to have such result under some additional conditions was pointed out, see Remark 4.47 on p. 150.
