ABSTRACT. We consider a model of electroconvection motivated by studies of the motion of a two dimensional annular suspended smectic film under the influence of an electric potential maintained at the boundary by two cylindrical electrodes. We prove that this electroconvection model has global in time unique smooth solutions. December 3, 2015.
Introduction
Electroconvection is the flow of fluids and particles driven by electrical forces. There are several studies of electroconvection in the physical literature, pertaining to different types of occurrences of the phenomenon. The interaction of electromagnetic fields with condensed matter is a vast and important subject, with applications ranging from solar magnetohydrodynamics to microfluidics. Here we idscuss a particular system, in which a charge distribution interacts with a fluid in a geometrically constrained situation. The fluid is confined to a very thin region, and a voltage difference is maintained by electrodes situated at the boundaries of the region. Physical experiments [5] and numerical studies [8] consider the flow of an annular suspended smectic film. Despite the non-Newtonian nature of the constituent, the model describes the fluid by Navier-Stokes equations confined to a fixed two dimensional region (an annulus in the cited studies). The Navier-Stokes equations are driven by body forces due to the electrical charge density and the potential. The charge density is transported by the electric potential and by the flow. The electric potential is determined by three dimensional equations in the whole space: the physics is inherently nonlocal.
The potential obeys −∆ 3 Φ = 2qδ Ω
with Ω ⊂ {(x, 0) | x ∈ R 2 } ∩ (R 3 \ (K 1 ∪ K 2 )), and δ Ω is the Dirac mass on Ω. The factor 2 is due to the fact that the film has two sides. The term 2qδ Ω is the charge density in the limit of zero thickness of the film. Here ∆ 3 is the 3D Laplacian. All the rest of the derivatives below will be 2D. We tacitly identify R 2 with {(x, 0) | x ∈ R 2 }. The regions K 1 ⊂ R 3 and K 2 ⊂ R 3 determine the electrodes (disjoint, with smooth or Lipschitz boundaries), and the smooth bounded open set Ω ⊂ R 2 × {0} shares boundaries with them. The electrodes are maintained at different voltages,
and we have Φ → 0 at infinity. The charge density q evolves in time
together with the fluid
The fluid is two dimensional, incompressible
and adheres to the boundary, u | ∂Ω = 0. The charge density determines the three dimensional potential
where Φ 2 is the 3D Newtonian potential (fundamental solution of the 3D Laplacian) of the distribution 2qδ Ω
for x ∈ R 2 , z ∈ R, and Φ 1 solves
with boundary conditions
The Newtonian potential of the charge distribution, Φ 2 , has a jump singularity in the normal derivative at the points of continuity of q in
Here we denote the jump of a function f across
. Thus, the Newtonian potential of the charge 2qδ Ω with q continuous in Ω can be seen as the distributional solution of the two phase problem
Note that −∂ z Φ 2 is the Poisson integral of qχ Ω where χ Ω is the characteristic function of the set Ω. The Poisson integral equals
for z > 0, and therefore
holds for z > 0. Passing to the limit z ↓ 0 we obtain that the contribution due to Φ 2 to the right side of (1.1) is given by
On the other hand, a direct calculation shows if q | ∂Ω = 0 that
χ Ω (y) ∂q(y) ∂y i dy, and passing to the limit z ↓ 0 we obtain
. Note that the condition q ∈ H 1 0 (Ω) is exactly the condition required for χ Ω q ∈ H 1 (R 2 ), if ∂Ω is smooth. It is easy to see that
Regarding Φ 1 let us note that because Φ 2 (x, z) belongs to C α (R 3 ) with 0 < α < 1 (it is actually Lipschitz) if q is bounded, it follows that
Unfortunately, the condition that q ∈ H 1 0 (Ω) is not maintained under the evolution, even if u = 0 and Φ 1 = 0. In that case the solution of
which manifestly does not keep q | ∂Ω = 0. The addition of the contribution from the potential Φ 1 does not help matters. Singularities in q appear at the shared boundaries, and their analysis is not our priority here. The main message of the calculation above is that nonlocal dissipation appears naturally when electrical (or electro-magnetic) fields interact with confined condensed matter.
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FIGURE 2. Schematic of the model considered in this paper. Side view and top view.
In this paper we avoid the boundary singularities by considering the electrods K 1 and K 2 to extend to infinity in the z direction. This way the potential Φ 1 is z-independent, and does not contribute to the q evolution (1.1). To be more specific, we consider a connected open domain Ω with smooth boundary in R 2 . The domain is not simply connected, and
(An annular region is such a domain, but that double connectivity is not important). We solve the problem
for x ∈ Ω together with the boundary condition Φ 2| ∂Ω = 0 by setting
where Λ D is the square root of the Dirichlet Laplacian. If we take
we consider vertical electrods at the boundaries of the domain, then the harmonic function Φ 1 (x), solving
The function Φ 1 is z-independent and harmonic in x. Because Φ 1 is smooth, it might influence the stability of solutions to (1.1)-(1.2), but not their regularity. For simplicity of exposition we take
with homogeneous Dirichlet boundary conditions for u on ∂Ω. In the rest of the paper we study the regularity of solutions to (1.4). Our main result, Theorem 3 below, shows that if
, then solutions to (1.4) exist for all time, are smooth and uniquely determined by initial data.
Preliminaries
We consider the Dirichlet Laplacian in a bounded open domain Ω ⊂ R d with smooth boundary. We denote by ∆ the Laplacian operator with homogeneous Dirichlet boundary conditions. Its L 2 (Ω) -normalized eigenfunctions are denoted φ j , and its eigenvalues counted with their multiplicities are denoted µ j :
Functional calculus is defined using the eigenfunction expansion. In particular
We denote by
the fractional powers of the Dirichlet Laplacian and by
We recall the Córdoba-Córdoba inequality [4] for bounded domains, established in [3] :
We use also the following commutator estimate proven in [3] :
Assume that the normal component of the trace of v on the boundary vanishes, v | ∂Ω · n = 0 (i.e the vector field is tangent to the boundary). There exists a constant C such that
This result is proved in [3] using the method of harmonic extension. It is used to prove an existence theorem for linear equations of transport and nonlocal diffusion [3] :
be a vector field parallel to the boundary. Then the equation
holds.
We need also the fact that, for d = 2,
Background material and applications of the method of harmonic extension can be found in [1] .
We recall now some basic notions concerning the Navier-Stokes equations [2] . The Stokes operator
is defined via the Leray-Hodge projector
The operator is positive,
and its inverse A −1 is compact. Functional calculus is defined using eigenfunction expansion. The eigenvalues of A are denoted λ j , 0 < λ 1 ≤ . . . λ j ≤ · · · → ∞, the eigenfunctions w j ∈ D(A),
The square root A
The nonlinear term in the Navier-Stokes equations is B(u, u) = P(u · ∇u).
(2.14)
It has the property that
and
and the ellipticity of the Stokes operator, we obtain
valid for all u ∈ D(A). Also, using elliptic regularity we have
for u ∈ D(A). Indeed, the right hand side bounds ∇(u · ∇u) = u · ∇∇u + ∇u∇u in L 2 (Ω), and, because B(u, u) = u · ∇u + ∇π with −∆π = ∇(u · ∇u), with homogeneous Neumann boundary condition ∂π ∂n = 0 at ∂Ω, it follows by elliptic regularity that ∇∇π obeys the same L 2 (Ω) bound.
A base model
We consider the system formed by the incompressible Navier-Stokes equations
and with
coupled with the evolution of the charge density
The equations hold for x ∈ Ω, t ≥ 0, and the initial data u 0 and q 0 are smooth. Our main result is:
(Ω) and let T be arbitrary. Then, there exist and are unique solutions of the problem (3.1), (3.2), (3.4) 
In order to prove the theorem, we construct solutions by an approximation procedure (see (3.9), (3.10), (3.11) below), prove a priori estimates on the approximants ( see (3.26), (3.27), (3.29) below), and pass to the limit via the Aubin-Lions compactness theorem.
We consider Galerkin approximations for u. These are defined using the projectors P m :
The approximate system is
for u m ∈ P m H, coupled with
where u 0 ∈ D(A) is the initial velocity in our problem. The system is thus a system of nonlinear ordinary differential equations (3.9) coupled to a linear transport and nonlocal diffusion partial differential equation (3.10). By Theorem 2 (see [3] ) we have that the linear equation (3.10) has unique solutions in
is a vector field wich is parallel to the boundary. Because u m is a finite linear combination of eigenfunctions of the Stokes operator, smooth and vanishing at the boundary, the only issue is whether some norm of u m stays finite and square integrable in time. The reason we chose the full PDE for q rather than some approximation is so that we can use L ∞ bounds. We prove this in conjunction with a priori estimates on q which follow from Proposition 1:
(3.12)
These are valid for any p, 1 ≤ p ≤ ∞. These inequalities are justified in our situation by the energy bounds for u m which follow below. Because R : L 2 (Ω) → L 2 (Ω) are bounded, it follows then that the forcing qRq in the right hand side of (3.9) is bounded uniformly in m
The energy inequality
Strictly speaking, because the system formed by (3.9) and (3.10) is nonlinear, we have to redo the proof of Theorem 2 for this nonlinear case. This involves taking an additional approximation, at fixed m, of (3.10) by eigenfunction expansions of the Laplacian, proving energy bounds for it, and passing to the limit. This approximation does not preserve the L ∞ norm, and because of that, passage to the limit is done first for short time. The limit equation is the nonlinear system (3.9), (3.10), and because of smoothness of u m we obtain the uniform bounds (3.12) and (3.15) a posteriori. Then we extend the solution. A fixed point argument using a semigroup method needs to be avoided because the system is not semilinear. Here are a few details of this procedure: We couple
for u m ∈ P m H, with initial data u m (0) = P m u 0 , to
and initial data q n (0) = P n q 0 . Thus (3.16)-(3.17) is a system of ODEs which have solutions on a maximal time interval. How long this time interval is depends on bounds. We use energy bounds employing the commutator estimate (2.6) and the proof of Theorem 2 to obtain a priori estimates. The basic estimate concerns the H 2 norms. We apply Λ to (3.17), and use the commutator:
We take the scalar product with Λ 3 q n :
In the first integration by parts we used the fact that Λq n is a finite linear combination of eigenfunctions which vanish at the boundary. Then we use the fact that Λ 2 = −∆ is local. In the last equality we integrated by parts using the fact that Λq n is a finite linear combination of eigenfunctions which vanish at the boundary and the fact that u m is divergence-free. It follows that
and consequently
)dt (3.20) on the time of existence interval [0, τ ). We used here the finiteness of m and the smoothness of the eigenfunctions of the Stokes operator:
The terms with u m 2 B(Ω) in the exponent originate from the commutator estimate (2.6):
which are followed by a Young inequality and use of the dissipative term Λ 2.5 q n 2 L 2 (Ω) . On the other hand, the basic energy estimate for (3.16 
and therefore we deduce
and we can replace the L 2 norm in the right hand side of the inequality (3.23) above by the fourth power of the H 2 norm of q n , resulting in
Combining this with (3.20) we can close the estimates and show that time of existence for the ODE (3.16), (3.17) is independent of n. Passing to the limit n → ∞ at fixed m, we obtain solutions (q, u m ) of (3.9), (3.10) on a short time interval [0, T m ) with T m > 0, depending on m and norms of initial data. On this short time interval we obtain a posteriori the uniform L ∞ bounds (3.12) and the uniform energy bound (3.15). With a similar calculation of the H 2 norm of q with this information and obtain that the bound on q H 2 (Ω) depends only on initial data (at t = 0) and on m. More precisely, the H 2 norm of q obeys the same inequality as (3.20) and thus it grows at most exponentially in time
with γ m depending on m and proportional to the right hand side of (3.15). Higher derivatives can be bounded as well. If T m < T , the arbitrary time we are considering, then we can uniquely extend the solution beyond T m by repeating the procedure, and obtain again the bound above. This proves the global existence of the solutions of the approximate system. Using classical methods for 2D Navier-Stokes equations it follows next that u m are uniformly in m bounded
(3.24) Indeed, we take the scalar product of (3.9) in H with Au m , and then, using (2.17) and Young's inequality we obtain the evolution inequality
and thus, using a Gronwall inequality and the bounds from the energy inequality (3.15), we obtain (3.24) with bounds independent of m. The bounds depend only on the norms of initial data do not depend on T . Note that at this stage we do not yet have uniform bounds in m for u m ∈ L 2 (0, T ; B(Ω)) although obviously we do have each u m ∈ L 2 (0, T ; B(Ω)) in view of the weaker bounds and the fact that u m are functions in P m H. We take now the scalar product of the equation (3.10) with −∆q. We integrate by parts, and using the facts that u m vanish on the boundary and are divergence-free, we obtain Ω (u m · ∇q)∆qdx = − Ω ∇q(∇u m )∇qdx.
We use a Hölder inequality to bound
because Riesz transforms are bounded in L 4 (Ω) (cf. [6] ) and because of the bounds (3.12) and (3.26). The other term obeys, using (2.18) with uniform bounds in m, independent of T and depending only on initial data. It is only now that we attained by interpolation the uniform bounds for u m ∈ L 2 (0, T, B(Ω)). Finally, we take the equation (3.10), apply Λ and obtain, for g = Λq This belongs uniformly to L 1 ((0, T )) because of (3.26) and (3.27). We obtain thus q ∈ L ∞ (0, T ; W 1,4 (Ω) (3.29)
with bounds that are indpendent of T and depend only on initial data. This concludes the uniform bounds, which are (3.26), (3.27) and (3.29). Passage to the limit m → ∞ is done using an Aubin-Lions lemma [7] and the bounds are inherited by the solutions of the limit equations. We omit further details.
