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KYC know your customer
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svojih strank
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Povzetek
Naslov: Zbiranje verodostojne povratne informacije s strojnim učenjem in
tehnologijo veriženja blokov
Za uspešno gradnjo modelov metode strojnega učenje potrebujejo čim več
označenih primerov, s katerimi želimo modele naučiti v takšni meri, da bi
nove neoznačene primere s čim večjo zanesljivostjo razvrščali v pravilne ra-
zrede. Te običajno pridobimo od strokovnjaka področja, ki najprej podatke
zbere, jih ustrezno označi in jih nato posreduje nam. V magistrski nalogi z
omenjenimi metodami ter na podlagi označenih podatkov naslavljamo pro-
blem pridobivanja in upoštevanja verodostojne in kvalitetne povratne infor-
macije o naših napovedih. Za varno prenašanje podatkov opǐsemo nov način
uporabe tehnologije veriženja blokov kot vmesni sloj – nespremenljivo refe-
renco med uporabniki, s katero so uporabniki med seboj sinhronizirani ter
lahko kadarkoli preverijo, ali so informacije, shranjene na verigi, še zmeraj
enake in pravilne. Klasičnim metodam strojnega učenja dodamo koraka pri-
dobivanja povratne informacije in posodabljanja modelov ter predstavimo
izzive in mogoče rešitve motiviranja uporabnikov za posredovanje iskrene
in kvalitetne povratne informacije. Na podlagi zanesljivosti naših napovedi
predlagamo način ocenjevanja uporabnikov in njihovih odzivov. Na medi-
cinskih podatkih nato zgradimo klasifikator ter na podlagi izračunane ocene
zdravnikov, predstavimo tri načine bogatenja učne množice in posodabljanja
klasifikatorja, od katerih se dva izkažeta kot uspešna.
Ključne besede
tehnologija verǐzenja blokov, strojno učenje, povratna informacija, motivacija
Abstract
Title: Collecting credible feedback with machine learning and blockchain
technologies
In order to successfully build machine learning models, we need as many
annotated examples as possible such that new unlabeled examples can be
classified into correct classes with the greatest possible reliability. These can
be obtained from an expert in the field, who first collects the data, marks it
accordingly and then sends it to us. On the basis of the annotated data and
machine learning methods, we predict classes for new examples and address
the problem of obtaining credible and quality feedback for our predictions.
For secure data transfer, we describe a new way of using blockchain technolo-
gies as middleware for immutable reference between users to ensure that all
users are synchronized and can check at any time that the information stored
on the blockchain is still correct. We add steps of obtaining feedback and
updating models to classical machine learning methods, and present chal-
lenges and possible solutions to motivate users to provide honest and quality
feedback. Based on the reliability of our predictions, we suggest a way of
assessing users and their responses. We build a classifier on medical data
and, based on the calculated assessment of doctors, present three ways of en-
riching the learning examples and updating the classifier, two of which prove
to be successful.
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Pridobivanje povratne informacije, s katero obogatimo učne podatke, lahko
zelo pripomore pri izbolǰsevanju napovednega modela [1]. Tovrstne naloge
spadajo v področje strojnega učenja [2], kjer se računalnǐski program na
podlagi podanih podatkov nauči napovedovati ciljno spremenljivko na po-
datkih, ki niso bili prvotno uporabljeni pri učenju. Po napovedi želimo od
uporabnika še povratno informacijo, ki bi dano napoved potrdila ali zavr-
nila. S tem dobimo nove implicitno ali eksplicitno označene učne primere,
s katerimi lahko obogatimo prvotno učno množico. Ker uporabniki vračajo
različne povratne informacije glede na svoje sposobnosti, motivacijo, strahove
in pričakovanja [3, 4], ni enostavno ugotoviti, katere povratne informacije so
kvalitetne. Ni nujno, da uporabniki vračajo dobre informacije, temveč lahko
vračajo tudi namenoma slabe ali naključne povratne informacije. V magi-
strski nalogi nalogo pridobivanja povratne informacije razširimo z uporabo
tehnologije veriženja blokov, s katero zagotovimo, da je povratna informa-
cija karseda verodostojna, kar bi omogočilo, da lahko podatke zbiramo in
dograjujemo na porazdeljen način [5].
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1.2 Cilji magistrske naloge
Naša naloga je ugotoviti, kako lahko uporabnike spodbudimo oz. motiviramo,
da bi naše napovedi s povratno informacijo potrdili ali zavrnili in da bi bile
te verodostojne. Npr. zdravnika, uporabnika naše storitve, želimo motivirati
za posredovanje povratne informacije in obenem ovrednotiti njeno kvaliteto.
Shema opisanega problema je prikazana na sliki 1.1.
Slika 1.1: Zdravnik napovednemu modelu najprej posreduje podatke o pacientu
in ta nato pošlje napoved zdravniku. Zatem želimo, da zdravnik vrne povratno in-
formacijo o naši napovedi, ki jo uporabimo za označevanje novega učnega primera.
Novi označen primer uporabimo pri nadaljnjem učenju.
1.3 Sorodna dela
Ideje za uporabo tehnologije veriženja blokov in medicinskih podatkov niso
nove in želja po večjem nadzoru lastnih podatkov s strani pacientov je ve-
dno večja [6, 7]. Z omenjeno tehnologijo lahko rešujemo izzive in zahteve,
povezane z varnostjo in zasebnostjo, kot je počasna in nepopolna izmenjava
podatkov pacientov med različnimi ustanovami ter nevarnost izgube ali kraje
le-teh med fizičnim prenosom [8]. Zasebnost posameznikov, na katere se
nanašajo osebni podatki in tudi zaupnost podatkov institucij ali ponudnikov
podatkov, rešujemo z distribuiranim zbiranjem podatkov, kjer glede na poi-
zvedbo, ki obsega več baz podatkov, rezultati ne smejo vsebovati podatkov,
s katerimi je mogoče identificirati posameznike [5]. S tehnologijo veriženja
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blokov želimo odstraniti omejitve, kot sta nedostopnost lastnih medicinskih
podatkov in zmanǰsana razpoložljivost podatkov našim oskrbovalcem. V [9]
opisujejo, kako lahko to dosežemo z upoštevanjem treh temeljnih načel, na
katerih tehnologija temelji:
1. Podatki so shranjeni v javni, nespremenljivi knjigi transakcij, ki jo
lahko prebere vsak. Ker transakcij ni mogoče izbrisati ali spremeniti,
je vedno na voljo popoln in neizpodbiten zapis vseh transakcij.
2. Verige blokov se izvajajo v decentraliziranem omrežju računalnǐskih
vozlǐsč, zaradi česar so robustne proti napakam in napadom. Decen-
tralizacija tudi pomeni, da noben uporabnik ni lastnik ali nadzornik
verige blokov.
3. Metapodatki, ki opisujejo vsako transakcijo, so na voljo vsem v sis-
temu, vendar to ne pomeni, da so podatki, shranjeni v verigi blokov,
berljivi. Shranjeni podatki so šifrirani in jih je mogoče odšifrirati samo
z uporabnikovim zasebnim ključem. Četudi napadalcu uspe vdreti v
verigo, ni praktičnega načina za branje podatkov ostalih uporabnikov
[9].
Povratne informacije so kvalitativni in kvantitativni podatki uporabni-
kov o njihovih vtisih, zahtevah in všečnosti izdelkov, aplikacij ali storitev. Ti
podatki nam lahko pomagajo razumeti potrebe uporabnikov in razširiti apli-
kacije ali storitve oz. izbolǰsati izdelke na način, da bi se odzvali na zahteve
in želje uporabnikov. Zato je zbiranje in ocenjevanje povratnih informacij
ključnega pomena, če želimo izbolǰsati učinkovitost oz. kvaliteto omenjenih
produktov [10]. S spodbudo oz. motivacijo, da se povratna informacija poda,
lahko pridobimo na številu le-teh, a ima lahko negativen učinek glede na to,
kako verodostojna oz. pravilna je ta informacija [11].
V [12, 13] avtorji opisujejo, kako povratna informacija, podana študentom
medicine pri diagnosticiranju pacientov, v splošnem deluje pozitivno na na-
daljnje učenje. Da študenti ne bi bili odvisni od zdravnika in njegove odzivno-
sti, avtorji [13] predlagajo spletno aplikacijo “DrKnow”, s katero dobijo po-
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vratno informacijo takoj, ko zaključijo z nalogo. Študenti na podlagi prej de-
finiranih virtualnih pacientov zahtevajo klinične informacije o njih. Aplikacija
nato na podlagi zahtev vrača prilagojene povratne informacije, ki študentom
pomagajo razviti diferencialne in začasne diagnoze. Ko študenti postavijo
končno diagnozo, jim aplikacija predstavi informacije o njihovi celotni dia-
gnostični uspešnosti in priporočila za diagnosticiranje podobnih primerov.
V domeni nadzorovanega učenja za primer robota, ki mora opraviti na-
loge v dinamičnem okolju, se izkaže, da je upoštevanje povratne informa-
cije ceneǰse, kakor ponovno planiranje metod robota [14]. Uporaba učenja z
ojačenjem za gradnjo lokalnih modelov za pridobivanje povratne informacije
izbolǰsa uspešnost robota pri primerih, ki niso bili predstavljeni v prvotni
fazi nadzorovanega učenja. Rezultati kažejo, da lahko povratne informacije
bistveno izbolǰsajo sisteme strojnega učenja, vendar je treba učne algoritme
razširiti na več načinov, da bodo lahko te povratne informacije asimilirali [1].
1.4 Prispevki magistrske naloge
Glavni prispevek magistrske naloge je metoda za pridobivanje in vrednotenje
povratne informacije. Za zagotavljanje verodostojnosti povratne informacije
opǐsemo metode tehnologije veriženja blokov, s katerimi dosežemo kredibil-
nost podatkov in uporabnikov. Prav tako pa z metodami, opisanimi v [15],
zagotavljamo, da so prenešeni podatki nedostopni tujim in nepooblaščenim
uporabnikom. Z uporabo začetnih učnih podatkov zgradimo napovedni mo-
del, katerega rezultate na neoznačenih primerih posredujemo nazaj uporab-
niku in nato od njega želimo še povratno informacijo o pravilnosti napovedi,
s katero lahko obogatimo naše učne podatke ter izbolǰsamo napovedni mo-
del [16, 17]. Za izbolǰsanje napovednega modela uporabimo metode strojnega
učenja za obteževanje in izbiro primerov, ki pri ponovnem učenju bolǰse usme-
rijo grajenje modela ter doprinesejo k bolj kakovostnim napovedim nadaljnjih
primerov. Za pridobitev povratne informacije pa želimo ugotoviti, na kakšne
načine lahko dosežemo bolǰso odzivnost in kvalitetneǰse odgovore na posre-
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dovane napovedi ter opǐsemo načine, kako uporabnika motivirati, da podaja
iskrene in kvalitetne povratne informacije na podlagi bonusov ali ugleda zno-
traj sistema ali pa z denarno spodbudo [1, 18].
1.5 Struktura dela
V drugem poglavju opisujemo delovanje tehnologije veriženja blokov ter pred-
stavimo način varnega prenašanja podatkov med uporabniki in ponudniki
storitev z ohranjanjem zasebnosti. V tretjem poglavju opǐsemo delovanje
metod strojnega učenja ter vključitev povratne informacije. Predstavimo
tudi izzive, ki se pojavijo pri pridobivanju povratne informacije, ter opǐsemo
mogoče rešitve zanje. V četrtem poglavju predstavimo načine pridobivanja
povratne informacije in ocenjevanje uporabnikov, ki jih posredujejo. Našte-
jemo tudi načine bogatenja učne množice ter posodabljanja klasifikatorja. V
petem poglavju analiziramo rezultate pridobivanja in ocenjevanja povratne
informacije ter primerjamo uspešnosti klasifikatorjev na različno porazdelje-
nem ciljnem razredu v podatkih ter s podajanjem različne povratne informa-
cije. V zaključku povzamemo ugotovitve posameznih poglavij ter rezultate
analize, kjer opǐsemo dobljene rezultate, ki so najbolj uspešni, ki dosegajo
slabše rezultate ter kakšne so možnosti za nadaljnje delo.
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Poglavje 2
Tehnologija veriženja blokov
Z uporabo tehnologije veriženja blokov (angl. blockchain) želimo zagotoviti,
da podatke in napovedi, ki jih izmenjujemo med uporabniki in napovednim
modelom, prihajajo iz verodostojnega vira, pri čemer upoštevamo zasebnost
uporabnikov. V razdelku 2.1 opǐsemo delovanje tehnologije, v razdelku 2.2
naštejemo in opǐsemo vrste verig blokov, v razdelku 2.3 naštejemo različne
uporabe tehnologije, v razdelku 2.4 opǐsemo omrežje Ethereum, v razdelku
2.5 naštejemo prednosti tehnologije v primerjavi z alternativnimi rešitvami,
v razdelku 2.6 pa podrobno opǐsemo delovanje izhodǐsčnega protokola (angl.
Baseline Protocol), prikažemo ilustrativen primer uporabe protokola za naše
potrebe, predstavimo njegove prednosti in trenutno stanje razvoja.
2.1 Kako deluje tehnologija veriženja blokov
Tehnologija veriženja blokov je porazdeljena baza podatkov, ki si jo delijo
vozlǐsča v omrežju enakovrednih računalnikov (npr. v omrežju Ethereum je
več kot 10.000 vozlǐsč). Vsako omrežno vozlǐsče lahko sprejema in oddaja
transakcije. Kot že ime pove, se transakcije beležijo v povezane bloke [19].
Ko uporabnik želi interakcijo z verigo blokov (npr. za prenos kriptovalut ali
podatkov), s svojim zasebnim ključem ustvari in podpǐse transakcijo. Nato
pošlje transakcijo v omrežje blokov; vozlǐsče, ki sprejme transakcijo, jo potrdi
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(npr. preveri podpis uporabnika) in, če je veljavna, transakcijo shrani na svoj
seznam transakcij na čakanju in ga posreduje sosednjim vozlǐsčem.
Vozlǐsča za ustvarjanje blokov se izbirajo periodično; izbor temelji na
uporabljenem protokolu soglasja. V primeru soglasnega protokola potrdilo
o delu (angl. proof-of-work ali PoW) [20] je vozlǐsče, ki najprej reši mate-
matično uganko, tisto, ki ustvari nov blok. Pomembno je poudariti, da ne
sme biti bližnjic za reševanje uganke, da se zagotovi, da so vozlǐsča izbrana
naključno. Vozlǐsča so spodbujana k ustvarjanju novih blokov, saj so nagra-
jena z novo ustvarjenimi kovanci (npr. v verigi Bitcoin blokov je nagrada od
leta 2019 12,5 bitcoinov) in provizijo za transakcije. Čas, potreben za gene-
riranje bloka, je specifičen z uporabljeno tehnologijo veriženja blokov (npr.
za Bitcoin je 10 minut, medtem ko za Ethereum 15 sekund) [19].
2.2 Vrste verig blokov
Tehnologija veriženja blokov je na voljo v različnih vrstah. Natančneje, ob-
stajajo tri vrste verig blokov: veriga brez dovoljenj, znana tudi kot javna
veriga (npr. Bitcoin in Ethereum), veriga z dovoljenji (npr. Hyperledger
fabric) in zasebna veriga [21].
Javne verige blokov štejemo za psevdo-anonimne; uporabniku ni potrebno
razkriti svoje identitete (npr. imena); namesto tega je uporabnik identificiran
z naslovom. V javnih verigah ni predpisov ali pravil za pridružitev mreži in
katerikoli uporabnik lahko bere in zapisuje podatke v verigo blokov. Uspeh
tovrstnih verig je odvisen od števila uporabnikov.
Verige blokov z dovoljenji omejujejo, kdo lahko v omrežju sodeluje. Zlasti
ustvarjanje in preverjanje blokov nadzoruje nabor predhodno pooblaščenih
vozlǐsč; npr. imamo nabor 10 bank, kjer ima vsaka banka eno vozlǐsče. Pra-
vica do branja podatkov, zabeleženih v verigi blokov, je lahko javna ali ome-
jena na uporabnike. Tudi uporabniki so lahko omejeni glede na to, kaj lahko
počnejo v verigi blokov (npr. transakcije med dvema uporabnikoma so lahko
skrite pred ostalimi uporabniki).
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V zasebni verigi blokov so dovoljenja za pisanje centralizirana in omejena
na enega uporabnika; dovoljenja za branje so lahko javna ali omejena.
2.3 Uporaba tehnologije
Tehnologija veriženja blokov ponuja način, kako lahko uporabniki izmenjujejo
informacije z vsemi zmožnostmi, ki jih ponujajo druge tehnologije, vendar je
le-ta bolj varen in ne zahteva centralne upravne enote [22]. Največja uporaba
tehnologije je kriptovaluta, ki je digitalna oz. navidezna vrsta valute, ki
uporablja tehnike šifriranja za izvajanje finančnih transakcij. Kriptovalute
je mogoče poslati neposredno med dvema uporabnikoma z uporabo zaseb-
nih in javnih ključev. Ti prenosi se lahko opravijo z minimalnimi stroški
obdelave, kar uporabnikom omogoča, da se izognejo visokim provizijam, ki
jih zaračunavajo tradicionalne finančne institucije. Bitcoin in Ethereum sta
primera najpogosteje uporabljenih kriptovalut.
2.4 Ethereum
Ethereum, druga najpogosteje uporabljena kriptovaluta, predstavljena leta
2015, je najbolj uveljavljena odprta, javna, na tehnologiji veriženja blokov
osnovana programska platforma [20]. Za razliko od Bitcoina, ki omogoča iz-
menjavo valut, Ethereum dovoljuje uporabo pametnih pogodb. To so delčki
kode oz. protokoli, ki digitalno omogočajo, preverijo in zagotovijo izvajanje
pogodb [23]. Ethereum ponuja tudi nabor programskih jezikov, ki uporab-
nikom omogočajo, da z lastno decentralizirano javno tehnologijo veriženja
blokov objavijo distribuirane aplikacije brez zunanjih motenj, goljufij ali iz-
padov [24].
Ethereum je decentralizirana tehnologija, ki deluje v omrežju naprav oz.
vozlǐsč, ki so distribuirani po vsem svetu. Ker ni osrednje točke okvare, je
Ethereum odporen proti vdorom in napadom, ki preprečujejo njegovo delo-
vanje. Transakcija je način, kako zunanji svet komunicira z omrežjem Ethe-
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reuma. Vsakokrat, ko je potrebno spremeniti ali posodobiti stanje omrežja,
moramo narediti transakcijo. Te transakcije so lahko treh vrst:
1. prenos sredstev med dvema računoma,
2. uvedba pametne pogodbe v omrežje Ethereum,
3. izvajanje funkcij pametnih pogodb.
Kakršna koli sprememba stanja omrežja se šteje kot transakcija. Ta prenaša
informacije o uporabniku prek uporabnǐskega vmesnika (npr. brskalnika) do
omrežja, do druge končne točke v omrežju ali nazaj do uporabnǐske naprave.
Transakcija lahko prenaša kapital v obliki etra (kriptovaluta omrežja Ethe-
reum) ali podatke prek pogodb, ki jih lahko transakcija pokliče za izvršitev.
Ethereum je bil razvit za olaǰsanje transakcij med posamezniki, ne da bi od
njih zahtevali, da razkrijejo svoje osebne podatke.
2.5 Prednosti tehnologije veriženja blokov v
primerjavi z alternativnimi rešitvami
V dobi velepodatkov se podatki nenehno zbirajo in analizirajo, kar vodi k
inovacijam in gospodarski rasti. Podjetja in organizacije uporabljajo zbrane
podatke za prilagajanje storitev, optimizacijo korporativnega procesa odloča-
nja, napovedovanje prihodnjih trendov in še več. Danes so podatki dragoceno
bogastvo našega gospodarstva [25]. Medtem ko vsi izkorǐsčamo prednosti
družbe, ki temelji na podatkih, v javnosti narašča skrb glede varovanja za-
sebnosti uporabnikov. Centralizirane organizacije, prikazane na sliki 2.1(a)
– tako javne kot zasebne, ki so odvisne od osrednjega strežnika, zbirajo ve-
like količine osebnih in občutljivih podatkov, nad katerimi imajo posamezniki
malo ali nič nadzora in védenja o tem, kje so shranjeni in kako se uporabljajo.
Zato takšne arhitekture predstavljajo več tveganj:
• Ena točka odpovedi [26]. Če se na primer osrednji strežnik izklopi
zaradi vzdrževanja, celotno omrežje preneha delovati. Če poleg tega
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pride do vdora skrbnǐskega uporabnǐskega računa osrednjega strežnika,
obstaja nevarnost, da bo ogroženo tudi celotno omrežje [22].
• Sodelujoče organizacije se ne morejo kadarkoli pridružiti oz.
zapustiti omrežja [27]. Če se katera koli organizacija za kratek čas
pridruži omrežju ali ga zapusti, je delovanje moteno in strežnik mora
težave odpraviti. Novo pridružena organizacija ne sme sodelovati v
omrežju brez preverjanja pristnosti in ponovne konfiguracije na osre-
dnjem strežniku [26].
• Podatki, ki se pošiljajo med organizacijami in zapisi o prenosu,
so spremenljivi. Napadalec bi lahko spremenil podatke, ne da bi ga
opazili [22]. Zapisi o prenosu se lahko spremenijo tudi tako, da ni
na voljo nobene revizijske sledi za prepoznavanje takšne zlonamerne
spremembe podatkov [28].
Slika 2.1: Shemi centraliziranih in decentraliziranih organizacij. Slika (a) pri-
kazuje centralizirane organizacije z osrednjim strežnikom in njihovo odvisnost od
njega. Slika (b) pa prikazuje decentralizirane organizacije, ki so med seboj pove-
zane in so brez ene same točke odpovedi [26].
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Takšne centralizirane rešitve so tudi drage za razvoj in težke za razširitev
ob pridružitvi novih uporabnikov. Ti bi morali razviti lastno rešitev, da bi
se lahko pridružili obstoječemu omrežju. Poleg tega takšne rešitve enemu
uporabniku omogočajo, da ima nadvlado nad drugim ter nepravičen dostop
do vseh podatkov. Čeprav je mogoče uporabiti nevtralno tretjo osebo, je
ta storitev zelo draga in omogoča dodatnemu akterju dostop do občutljivih
podatkov.
Za reševanje zgoraj omenjenih tveganj je ena od mogočih rešitev uporaba
tehnologije veriženja blokov. Porazdeljeno javno omrežje, ki temelji na teh-
nologiji veriženja blokov, ima naslednje zaželene funkcije, zaradi katerih je
primerno za zmanǰsanje tveganj centraliziranih omrežij:
• Tehnologija veriženja blokov je po zasnovi decentralizirana arhitektura
(tj. uporablja omrežje enakovrednih računalnikov (angl. peer-to-peer)
brez centralnega vozlǐsča) prikazana na sliki 2.1(b); preverjanje tran-
sakcij se doseže z večinskim glasovanjem z dokazom potrdila o delu
(angl. proof-of-work) [29]. Vsaka organizacija ima lahko popoln nad-
zor nad svojimi računskimi viri. Prav tako ni nevarnosti, da bi prǐslo
do ene same točke okvare [26].
• Vsaka organizacija, vključno z novimi, se lahko prosto pridruži oz. za-
pusti omrežje, ne da bi s tem dodatno obremenili centralni strežnik (ker
ga v takem omrežju ni) ali motili delovanje omrežja [27].
• Ponarejanje preteklih transakcij je običajno precej težka naloga. Četudi
napadalcu uspe spremeniti preteklo transakcijo, je spremembo enostav-
no opaziti, ker se zgoščevalna funkcija (angl. hash) bloka shrani v
naslednji blok in bi neusklajenost zgoščevalnih funkcij hitro zaznali
[22].
Toda zaradi dostopnosti do omrežja in podatkov se pokaže težava glede za-
sebnosti. Vozlǐsča, vključena v omrežje, imajo dostop do vseh podatkov,
vključno s podatki vseh ostalih vozlǐsč. Tukaj pa nastane težava, ko rokujemo
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z občutljivimi podatki (npr. osebni podatki pacientov), ki ne smejo biti dosto-
pni nepooblaščenim uporabnikom. Zato taka uporaba tehnologije ne pride v
poštev. Najti moramo način, kako uporabiti predstavljene prednosti javnega
omrežja ter zagotoviti zasebnost podatkov posameznih uporabnikov.
Druga alternativa bi bila uporaba omrežja veriženja blokov z omeje-
nim dostopom. Čeprav to ponuja želeno decentralizacijo, ima še zmeraj
pomanjkljivosti, glede varnosti, saj zopet obstaja entiteta, ki ima pooblastilo
za nadzor nad tem, kdo si lahko ogleda ali potrdi transakcije, ter zasebnosti,
saj vozlǐsča vidijo podatke vseh ostalih vozlǐsč. Prav tako pa je pridružitev
takemu omrežju običajno dolg in zahteven postopek dobrega poznavanja svo-
jih strank (angl. know your customer oz. na kratko KYC), ki ga morajo
uporabniki opraviti, preden se lahko pridružijo omrežju.
Avtorji [30] predlagajo novi način, imenovan izhodǐsčni protokol (angl.
Baseline Protocol), podrobneje opisan v razdelku 2.6, ki z uporabo glavnega
javnega omrežja verig blokov skrbi za to, da so uporabniki sinhronizirani in
upoštevajo pravila. Izmenjava podatkov se zgodi le na šifriran način ena-
kovrednih računalnikov ter brez nevarnosti puščanja občutljivih podatkov v
verigi. Tudi uporabniki istega postopka izmenjave podatkov nimajo dostopa
do procesov oz. podatkov, v katere niso neposredno vključeni, niti se jih ne
zavedajo. Tako izhodǐsčni protokol omogoča varnost podatkov in hkrati za-
gotavlja, da so vsi uporabniki, ki sodelujejo v procesu, vedno sinhronizirani.
2.6 Izhodǐsčni protokol
V zadnjih nekaj letih je tehnologija veriženja blokov doživela vedno več
zanimanja in nekatera podjetja so jo tudi začela vključevati v svoje poslo-
vanje. Toda zaradi nepoznavanja tehnologije, strahu uhajanja občutljivih
podatkov, zapletene nastavitve in pridružitve skupnemu omrežju, se veliko
podjetij še ni odločilo za prehod na novo tehnologijo. Avtorji [30] predlagajo
način, imenovan izhodǐsčni protokol, s katerim želijo omogočiti sinhroniza-
cijo med uporabniki ter zagotoviti varnost podatkov uporabnikov. Izhodǐsčni
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protokol z uporabo kriptografije, medsebojnega povezovanja in porazdelje-
nih sistemov uporabnikom omogoča varne in zasebne poslovne procese [31].
Omogočanje sinhronizacije zasebnih poslovnih procesov, kot je izmenjava do-
kumentov preko javne verige blokov Ethereum, zagotavlja nespremenljivo
revizijsko sled. Izhodǐsčni protokol uporablja tehnike kriptografije, kot so
dokazi in podpisi ničelnega znanja, protokole za pošiljanje sporočil enako-
vrednih računalnikov in verigo blokov. Mešanica uporabljenih tehnologij
zagotavlja zaupnost, zasebnost in varnost podatkov, ki so shranjeni pri upo-
rabnikih. Zunanji uporabniki ne vedo, kateri postopek se izvaja, kdo so
akterji ali kakšni podatki se izmenjujejo [32].
Izhodǐsčni protokol je čisto nova tehnologija, ki je trenutno še v povo-
jih. S predstavitvijo marca letošnjega leta so s partnerji, kot so Microsoft,
ConsenSys ter EY, želeli omogočiti bolǰso rešitev za razvoj ERP in CRM
sistemov. Kot je opisano v podrazdelku 2.6.1, uporaba glavnega omrežja
verige Ethereum kot skupne referenčne točke za sinhronizacijo uporabnikov,
omogoča neomejen in nemoten dostop do vseh informacij ter zagotavlja vi-
soke standarde zasebnosti, varnosti in učinkovitosti [33].
2.6.1 Glavno omrežje verige Ethereum kot vmesni sloj
Za zagotavljanje poenostavljenega delovanja uporabnikov, izhodǐsčni proto-
kol spremeni način delovanja z glavnim omrežjem verige Ethereum. Prepro-
sto povedano, izhodǐsčni protokol uporablja glavno omrežje kot vmesni sloj
(angl. middleware), vendar to ne pomeni, da so ključne značilnosti javnega
omrežja spremenjene. Še vedno gre za porazdeljeno javno knjigo (angl. led-
ger), kjer se za vsako spremembo na omrežju izvede transakcija. Glavno
omrežje se uporablja kot nespremenljivo skupno referenco, ki mora ostati
nevtralna, zanesljiva in javna, da se uporabniki lahko sklicujejo nanjo ter
zagotavlja skladnost podatkov in poteka dela med sistemi zapisov. Od tod
tudi izraz skupna referenca, ki zahteva nespremenljive lastnosti. Taka rešitev
lahko prinese veliko sprememb v načinu, kako podjetja in ustanove upora-
bljajo tehnologijo veriženja blokov. Protokol sledi arhitekturi, ki temelji na
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mikrostoritvah, kar različnim uporabnikom omogoča povezovanje med seboj.
Komunikacija poteka z uporabo API klicev izhodǐsčnega protokola ter deluje
kot privzeti prehod za sporočanje med različnimi mikro storitvami.
2.6.2 Kako deluje izhodǐsčni protokol
Referenčna implementacija izhodǐsčnega protokola, imenovana Radish34 [34],
je sestavljena iz več odprtokodnih knjižnic, ki so potrebne za izvajanje. To so
knjižnica za dokazovanje ničelnega stanja (ZoKrates) [35], knjižnica za varno
in zasebno pošiljanje sporočil (Whisper) [36], uporaba razdeljene javne knjige
(glavno omrežje verige Ethereum) [20], knjižnica poizvedbenih API klicev
(GraphQL) [37] ter knjižnica sistema čakalne vrste (Bull) [38]. Omenjene
knjižnice so uporabljene pri referenčni implementaciji in so izmenljive.
Kot je opisano v [39], izhodǐsčni protokol razdelimo na več ločenih faz.
Prva faza je omogočanje lokalnih sistemov zapisov (npr. lokalne zbirke po-
datkov, ERP sistemov, zasebna in/ali druga javna omrežja), da so skladni za
uporabo izhodǐsčnega protokola. To je potrebno storiti pri obeh uporabnikih,
ki želita med seboj sodelovati. V drugi fazi začnemo z uporabo protokolov
za pošiljanje sporočil komunicirati z uporabniki, s katerimi želimo sodelovati.
V primeru dogovora se ustvari pogodba, kjer se oba uporabnika podpǐseta.
V tretji fazi se prične ustvarjanje dokaza doslednosti podatkov in poteka
dela v lokalnem sistemu zapisov, da je bil poslovni proces upoštevan. Tega
v četrti fazi pošljemo v verigo blokov kot nespremenljivo referenčno točko
med obema uporabnikoma, da lahko uporabnik, s katerim sodelujemo, dokaz
pregleda in potrdi. Da so informacije zasebne, so pogoji poslovnega procesa
zapisani v kriptografsko konstrukcijo brez razkritja znanja, ki si ga lahko
predstavljamo kot definicijo procesa v kodi. Z uporabo dokaza brez razkritja
znanja (angl. zero knowledge proof oz. na kratko ZKP) izhodǐsčni protokol
zagotavlja, da nobena tretja oseba ne more pridobiti občutljivih podatkov
iz javnega omrežja verige blokov. Dokaz brez razkritja znanja so leta 1989
predlagali Goldwasser, Micali in Rackoff [40]. V kontekstu kriptografije je
ZKP metoda, s katero lahko uporabnik s shemo kriptografskih zavez dru-
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gemu uporabniku dokaže, da pozna skrivnost δ, ne da bi posredoval kakršne
koli informacije razen dejstva, da poznajo skrivnost δ [41]. Dokaz brez razkri-
tja znanja ne izda nobenih podatkov, toda preko njega smo lahko prepričani,
da so bila upoštevana vsa pravila poslovnega procesa.
2.6.3 Izmenjava podatkov med uporabnikom in ponu-
dnikom storitve (napovednim modelom) z upo-
rabo izhodǐsčnega protokola
Primer iz referenčne implementacije [15] o dvostranskem sistemu kupca, ki
namerava nabaviti blago, in dobavitelja (proizvajalca), ki lahko v zameno
za plačilo zagotovi končni izdelek, spremenimo za naše potrebe. Na sliki
2.2 predstavimo ključne interakcije med uporabnikom in ponudnikom stori-
tve (napovednim modelom). Komunikacija poteka preko zasebnih sporočil z
uporabo knjižnic za šifrirano pošiljanje sporočil.
2.6.4 Prednosti uporabe izhodǐsčnega protokola
Uporaba izhodǐsčnega protokola in podobnih sistemov v primerjavi s
standardnimi metodami hranjenja, dostopanja in pošiljanja podatkov
(odjemalec – strežnik) pripomore k bolj varnemu in zanesljivemu pošiljanju
občutljivih podatkov (npr. podatki pacientov), saj zaradi nespremenljivosti
podatkov v verigi ter stalno vklopljenega in porazdeljenega omrežja zmanj-
šamo nevarnost vdorov, izgube ter nedostopnosti podatkov. Ti morajo biti
zavarovani, saj bi ob kraji takih podatkov zlonamerne osebe poznale celotno
zdravnǐsko zgodovino ukradenih zapisov pacientov, kar je lahko zelo nevarno.
Uporaba tehnologije veriženja blokov, kot nespremenljive referenčne točke
med uporabniki, pripomore k temu, da so uporabniki med seboj sinhronizi-
rani. Vsak uporabnik lahko kadarkoli preveri, ali so informacije, shranjene na
verigi, še zmeraj enake in pravilne. Le na podlagi teh informacij so lahko pre-
pričani, da so uporabniki, s katerimi sodelujejo, verodostojni. Dobra lastnost
verig blokov je ta, da se nedovoljene spremembe enega bloka poznajo pri vseh
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Slika 2.2: Shema komunikacije med uporabnikom in ponudnikom storitve z
uporabo izhodǐsčnega protokola. Uporabnik najprej pošlje prošnjo za predlog;
ponudnik mu odgovori s predlogom in nato uporabnik ustvari in podpǐse pogodbo
ter jo pošlje ponudniku, ki jo tudi podpǐse in vrne nazaj uporabniku. Uporabnik
zatem ustvari dokaz doslednosti podatkov in poteka dela ter ga pošlje in preveri
v verigi blokov ter posreduje račun preverjanja in lokacijo pogodbe ponudniku.
Ponudnik preveri in potrdi dogovor.
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ostalih blokih, saj imajo vsi bloki shranjene podatke vseh ostalih blokov in
neskladje takoj opazimo. Šele po preverbi verodostojnosti uporabnikov (na
podlagi informacij shranjenih v verigi blokov), s katerimi želimo sodelovati,
se šifrirani podatki pošljejo. Tako podatki ostanejo pri uporabnikih, dokler
jih sami ne želijo poslati drugim in ni nevarnosti, da bi nezaščitene podatke
puščali v verigi.
2.6.5 Trenutno stanje izhodǐsčnega protokola
Izhodǐsčni protokol, prvič objavljen marca letošnjega leta 2020, je bil podprt
s strani družbe za profesionalne storitve EY podjetja za programsko opremo
tehnologije veriženja blokov ConsenSys ter Microsofta [33]. Z izidom verzije
0.1 [30], se zmeraj več podjetij zanima za vpeljavo izhodǐsčnega protokola v
svoje poslovanje in trenutno imamo več kot 600 uporabnikov oz. podjetij, ki
aktivno uporabljajo izhodǐsčni protokol in vse njegove prednosti [30]. Na pri-
mer CONA, partner največjega podjetja za dobavo Coca-Cola steklenic, bo
z uporabo izhodǐsčnega protokola izbolǰsal preglednost in olaǰsal delovanje
dobavne verige med notranjimi in zunanjimi organizacijami [42].
Poglavje 3
Strojno učenje in povratna
informacija
Uspešnost strojnega učenja običajno ocenjujemo na znanih, označenih podat-
kih s pomočjo primerne metodologije (npr. prečno preverjanje). Ko pa model
uporabimo v produkciji, je zelo pomembno sledenje njegove uspešnosti, saj
lahko pri uporabi pride do kršenja predpostavke i. i. d. (angl. independent
and identically distributed data) ali pa do premika koncepta (angl. concept
drift), kar lahko negativno vpliva na uspešnost. Zato je zbiranje in uporaba
povratne informacije zelo pomembna, bodisi za kontrolo, bodisi za dopolnje-
vanje učne množice in s tem izbolǰsav novih različic modela. Z metodami
strojnega učenja želimo najprej zgraditi klasifikator za dani problem in nato
vključiti še koraka pridobivanja povratne informacije ter posodabljanja klasi-
fikatorja. Povratne informacije ocenjujemo z zanesljivostjo lastnih napovedi
ter ocenami uporabnikov. Predstavimo še izzive motiviranja uporabnikov,
da posredujejo iskreno povratno informacijo ter predlagane rešitve na pod-
lagi sistemov ugleda in z denarnimi spodbudami. V razdelku 3.1 opisujemo
postopek klasificiranja primerov ter vključevanje povratne informacije za po-
sodabljanje modelov. Poleg klasificiranja opǐsemo še postopek ugotavljanja
zanesljivosti posameznih napovedi. V razdelku 3.2 predstavimo povratno in-
formacijo, kakšen vpliv ima na učenje, kako jo ocenimo ter kakšni so načini
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pridobivanja kvalitetnih povratnih informacij od uporabnikov.
3.1 Klasifikacija z upoštevanjem povratne in-
formacije
Klasifikacija je ena glavnih metod nadzorovanega strojnega učenja, ki jo lahko
opǐsemo kot dodeljevanje oznak primerom na podlagi njihovih lastnosti. Pri-
meri aplikacij za klasifikacijo vključujejo filtriranje neželene pošte, zaznavanje
obrazov na slikah, prepoznavanje govora in napovedovanje bolezni. Algori-
tem za klasifikacijo uporabi učne podatke za izdelavo klasifikatorja, s katerim
nato dodeljuje oznake razredov novih primerov. Tako je klasifikacija oblika
nadzorovanega učenja, saj zahteva, da so podatki označeni s strani strokov-
njaka za določeno področje. Učni podatki prihajajo iz resničnega sveta, ki
jih strokovnjak področja označi in algoritem za gradnjo klasifikatorja upo-
rabi. Zgrajeni model se nato uporablja za uvrščanje novih primerov v vnaprej
določene razrede.
Cilj klasifikacije je z najmanǰso napako dodeliti razred novemu primeru.
Zato je največja skrb ugotavljanje primernosti podatkov ter kako dobro mo-
del opisuje še nepoznane podatke. Obstajajo različne metode za merjenje
sposobnosti modela. Vsak model uvršča podatke z odločitvami na podlagi
podatkovnih vrednosti atributov. Te odločitve lahko uporabimo za razu-
mevanje strukture vhodnih podatkov, pomena atributov in odvisnosti teh
atributov od ciljnega razreda. Koristi, ki jih prinaša model, so odvisne od
algoritma, uporabljenega za njegovo izdelavo. Poleg klasifikacije želimo v
našem primeru prejeti še povratno informacijo od strokovnjaka področja in
nato posodabljati model z dodatno označenimi primeri, da bi nato nove pri-
mere bolje klasificirali. Postopek klasificiranja z dodanima korakoma pri-
dobivanja povratne informacije in posodabljanje modela je prikazan na sliki
3.1.
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Slika 3.1: Shema nadzorovanega učenja z upoštevanjem povratne informacije.
Najprej s prvotno označenimi primeri določimo učne podatke, ki jih algoritem za
klasifikacijo uporabi. Nato zgradimo model, ki na podlagi novih primerov napove-
duje in posreduje napovedi nazaj strokovnjaku področja. Ta posreduje povratno
informacijo o napovedi, ki jo upoštevamo pri posodabljanju modela. Nato posto-
pek klasificiranja primerov in posodabljanja modela ponavljamo z željo doseganja
bolǰsih rezultatov.
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Pri nadzorovanem učenju poznamo različne algoritme učenja, vključno z
nevronskimi mrežami, metodo podpornih vektorjev in odločitvenimi drevesi.
Odločitveno drevo je klasifikator, ki sprejme odločitev na podlagi enega atri-
buta na vsakem notranjem vozlǐsču. Ta odločitev je sprejeta v skladu z meri-
lom nečistoče, ki meri negotovost podatkov. Skupine atributov so naključno
izbrane med vsemi atributi podatkov. Gini nečistoča vozlǐsča je opredeljena
kot




kjer je C število razredov, pk pa verjetnost, da vzorec pripada razredu k.
Za en nabor podatkov je mogoče izdelati več dreves. Dokazano je, da je
konstrukcija optimalnega drevesa NP popoln problem [43]. Za doseganje
bolǰse učinkovitosti je mogoče združiti več odločitvenih dreves. Metode sku-
pinskega učenja združujejo več klasifikatorjev za večjo uspešnost. Naključni
gozd je algoritem, ki združuje več odločitvenih dreves. Algoritem je leta
1995 predstavil Breiman [44]. Naključne gozdove lahko uporabimo tako za
klasifikacijske kot tudi za regresijske probleme.
3.1.1 Zanesljivost napovedi
Zdi se intuitivno, da niso vse napovedi, podane z enako mero zanesljivosti,
npr. igralec, ki se s pikadom ukvarja že 10 let, bo morda bolj natančen
in bolj zanesljiv pri napovedovanju lokacije zadetka puščice v primerjavi z
začetnikom, ki prvič igra pikado. Čeprav obstajajo načini, da algoritmi stroj-
nega učenja vsaj delno zagotavljajo kvantitativno oceno svojih napovedi,
nas zanima uspešnost klasifikatorja na enem primeru namesto povprečne
uspešnosti neodvisnega nabora podatkov. Na podlagi pristopa [45] se je izo-
blikovalo področje konformnega napovedovanja (angl. conformal prediction),
kjer avtorji predlagajo drugačen pristop, ki temelji na splošni transduktivni
metodi za ocenjevanje zanesljivosti. Predlagan pristop je neodvisen od upo-
rabljenega algoritma strojnega učenja in od njega zahteva le, da lahko svoje
klasifikacije predstavi kot verjetnostne porazdelitve.
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Kot omenjeno v razdelku 3.1, želimo od strokovnjaka področja še povra-
tno informacijo za naše napovedi. Vendar ni nujno, da je posredovana povra-
tna informacija vedno kvalitetna, zato jo skušamo najprej oceniti. Da bi pa
lahko ocenili kakšno povratno informacijo, nam uporabniki posredujejo, mo-
ramo najprej ugotoviti, s kakšno zanesljivostjo napovedujemo oznake novim
primerom. Zato v poglavju 4 predlagamo način, da napovedi z določanjem
nizkega in visokega praga verjetnosti razdelimo na območji visoke in nizke
zanesljivosti. Tako bomo lahko primerjali napovedi primerov, v katere smo
bolj prepričani s povratno informacijo uporabnikov ter jim na podlagi števila
pozitivnih in negativnih povratnih informacij dodelili ustrezno oceno. Če
uporabnik vrača kvalitetne povratne informacije, bi moral primerom, ki smo
jih napovedali z večjo zanesljivostjo, večkrat podati pozitivno povratno in-
formacijo.
3.2 Povratna informacija
Povratne informacije so značilne za naše naravno okolje in ključnega pomena
za učenje in prilagajanje. Ljudje uporabljamo povratne informacije za prido-
bivanje in izbolǰsanje svojih veščin, npr. z uporabo povratnih informacij vida
za prilagajanje gibanja, povratnih informacij posledic odločitev, da jih po-
pravimo, kadar rezultati niso predvideni, ali povratnih informacij učiteljev
za učenje in popravljanje pravil, na katerih temeljijo veščine, kot je npr.
košarka in matematika. Povratne informacije pričajo o objektivnem izidu.
Lahko jih ocenimo kot dobre ali slabe, bolj ali manj presenetljive in bolj ali
manj koristne za učenje. V različnih domenah se zdi, da povratne informa-
cije podpirajo učenje do te mere, da so nepričakovane, zato zagotavljajo nove
informacije za učenje.
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3.2.1 Vpliv povratnih informacij
Natančne povratne informacije so ključnega pomena, če želimo izbolǰsati
uspešnost dejanj [46]. Na primer, za pripombe kolegov ali nadzornikov o
vzorcih posameznikove prakse se lahko pričakuje, da imajo vlogo informa-
cij, ki lahko dopolnjujejo osebna mnenja o lastni praksi, in obstaja veliko
dokazov, da lahko takšne povratne informacije izbolǰsajo uspešnost [47]. Tu
se zgodba vedno bolj zapleta, saj vseh povratnih informacij na splošno ni
mogoče opisati kot koristnih. Eden od dejavnikov, ki ga je treba upoštevati
pri poskušanju uskladitve teh različnih pogledov na vrednost povratnih in-
formacij, je, da povratne informacije niso enotne pri uporabi ali konceptu.
Kdaj, kako in kdo posreduje povratne informacije, je pomembno in učinki so
spremenljivi v odvisnosti od dane situacije [16, 17].
Prav tako do širšega spoznanja vodi dejstvo, da se povratne informacije v
kakršnikoli obliki nikoli ne pošiljajo v vakuumu. Za razliko od računalnǐskega
sistema, kjer je povratno informacijo mogoče poslati kot ukaz s takoǰsnjim
in enotnim odzivom, bo vsaka povratna informacija, ki jo dobimo, interpre-
tirana skozi filtre, s katerimi sprejemnik gleda na svet, svoje sposobnosti,
motivacijo, strahove in pričakovanja [3, 4]. Obseg, v katerem se povratne
informacije štejejo za dragocene, je deloma odvisen od stopnje, do katere je
mogoče povratne informacije uskladiti z zanesljivostjo lastnih napovedi [48].
3.2.2 Zanesljivost napovedi in njihov vpliv na obdelavo
povratnih informacij
Razlika med pričakovanimi in dejanskimi rezultati je splošno sprejeta kot
podlaga za učenje na različnih področjih. Toda napake pri napovedovanju
so različno opredeljene med področji in odražajo različne ocene povratnih
informacij. Na področju medicine so rezultati preiskav diagnoze pacientov,
napake napovedi pa odražajo neskladje med napovedanim in dejanskim izi-
dom diagnoz pacientov. Velikost neskladja med napovedjo in izidom kaže na
kakovost zgrajenega modela in potrebo po njegovi prilagoditvi, ki ga lahko
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s kvalitetno povratno informacijo pravilno usmerimo. Pridobivanje povra-
tnih informacij je odvisno od spremljanja uspešnosti, ocene lastnih dejanj,
odkrivanja napačnih dejanj in predvidevanja njihovih posledic. Včasih ne
moremo z gotovostjo ugotoviti, ali je bilo dejanje pravilno ali nepravilno, ven-
dar lahko kljub temu izrazimo stopnjo zanesljivosti v svojo izbiro, ki lahko
omogoči učinkovito ureditev odločitvenega procesa [49]. Odkrivanje napak in
zanesljivost napovedi sta obliki ocenjevanja uspešnosti, ki zahtevata dovolj
znanja o obravnavani nalogi [50].
3.2.3 Ocenjevanje kvalitete povratne informacije oz.
uporabnikov
Znanje, ki ga imajo uporabniki o pravilni napovedi, je lahko veliko večje od
napovednega modela in želja je izkoristiti to znanje za izbolǰsanje učenja.
Zato so se začeli pojavljati pristopi, v katerih uporabniki in komponente
strojnega učenja komunicirajo med seboj, da bi izbolǰsali natančnost algo-
ritma ali kako drugače dopolnili zaključke algoritma z vključevanjem povra-
tnih informacij uporabnika. Omogočanje uporabnikom, da s pozitivnimi in
negativnimi povratnimi informacijami navedejo, ali je bila napoved pravilna
oz. napačna, je velikega pomena za nadaljnje učenje modela. Pozitivne in
negativne povratne informacije v kontekstu napovedovanja imajo različne
pomene. Če predvidevamo, da uporabnik podaja kvalitetne povratne in-
formacije, pozitivne napovednemu modelu sporočajo, da so napovedi, ki jih
posreduje dobre. Obratno je pri negativnih povratnih informacijah, ki pa
sporočajo, da so napovedi slabe. Situacija je drugačna, ko uporabnik ne
posreduje kvalitetnih povratnih informacij. V tem primeru pa lahko pri po-
zitivnih povratnih informacijah lažno sporoča, da so napovedi dobre, čeprav
so v resnici slabe. Enako velja za negativne, kjer zopet lahko lažno sporoča,
da so napovedi slabe, ko so v resnici dobre [51]. Naša naloga je oceniti od-
govore uporabnikov, da izvemo, s kakšno zanesljivostjo lahko upoštevamo
njihove povratne informacije.
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3.2.4 Izzivi pridobivanja kvalitetne povratne informa-
cije
Pri odločanju se pogosto opiramo na izkušnje posameznikov. Na primer,
priporočilni sistemi zbirajo in združujejo ocene posameznikov, da bi lahko
drugim uporabnikom priporočali dobro ocenjene izbire. Npr. eBay vabi
kupce in prodajalce, da ocenjujejo drug drugega [52]: Amazon in Netflix
vabita k ocenam filmov, knjig in drugih izdelkov. Učinkovitost takšnih metod
zbiranja povratnih informacij je močno povečal napredek interneta, saj lahko
z minimalnimi stroški zbiramo in obdelujemo informacije velikega števila
posameznikov.
Vsak sistem, ki zahteva posamezna mnenja, mora premagati dva izziva.
Prvi je premajhno število povratnih informacij. Oblikovanje mnenja in po-
ročanje o njem zahtevata čas in trud, vendar informacije običajno koristijo
le drugim, ne pa tudi posamezniku, ki jo posreduje. Drugi izziv je poštenost.
Uporabniki bodo morda raje prijazni in zadržijo negativne ocene. Lahko se
bojijo maščevanja ali pa imajo navzkrižja interesov [52]. Če jim je mar, kako
jih bodo drugi dojemali, bodo uporabniki morda raje poročali o mnenjih, ki
bodo izbolǰsala njihov ugled, namesto da bi poročali o svojih poštenih mne-
njih. Tako namesto verodostojnega ocenjevanja pozitivna motivacija postane
cilj (npr. ugled).
3.2.5 Motiviranje uporabnika za posredovanje kvalite-
tne povratne informacije
Izgradnja sistema nagrajevanja za iskreno ocenjevanje in trud je prvi korak
k premagovanju teh izzivov. Ko so objektivne informacije javno razkrite, se
lahko ocene posameznikov primerjajo z objektivnimi informacijami. A tudi
če pride do neodvisnih, objektivnih rezultatov, se lahko pojavijo predaleč
v prihodnosti, da bi sedanjim uporabnikom zagotovili učinkovite spodbude.
V teh primerih je ena od rešitev medsebojna primerjava ocen uporabnikov
[1]. Take primerjave potekajo naravno in neformalno, saj ljudje preverijo, ali
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se mnenja posameznih uporabnikov bistveno razlikujejo od mnenj preostalih.
Če so nagrade del procesa, nastanejo nevarnosti. Ob zelo veliki verjetnosti iz-
ida, na primer pozitivna izkušnja s prodajalcem na eBay-u, ki ima pozitivno
zgodovino povratnih informacij, bo uporabnik, ki ima slabo izkušnjo, raje
posredoval neiskreno pozitivno povratno informacijo, če bo nagrajen zgolj
zato, ker se bo strinjal z vrstniki in ne bo poročal o svojih slabih izkušnjah.
V takem primeru mora sistem nagrajevanja ustrezno upoštevati oceno upo-
rabnika in mu zagotoviti, da iskrena ocena ne bo negativno nagrajena.
Nagrade lahko spremenimo v denarne spodbude bodisi kot neposredna
plačila bodisi kot popuste pri prihodnjih nakupih. V mnogih spletnih siste-
mih pa se zdi, da so ocenjevalci precej motivirani z ugledom ali privilegiji
znotraj sistema. Na primer, na spletnem mestu Slashdot.org uporabniki zbi-
rajo karma točke za različna dejanja, vǐsja karma pa uporabnikom omogoča,
da ocenjujejo objave drugih in da se njihove objave začnejo z vǐsjimi ocenami
[18].




V poglavju opisujemo načine vrednotenja in upoštevanja povratne informa-
cije, ocenjevanja uporabnikov, katere (nove) primere upoštevamo pri poso-
dabljanju modelov ter kako jih utežimo. Predpostavljamo, da sodelujemo z
zdravnikom ali medicinsko inštitucijo, ki nam posreduje označene podatke
pacientov z določenim naborom bolezni (učna množica). Na teh podatkih
zgradimo model, ki ga nato uporabimo za klasificiranje novih pacientov. Da
bi model lahko v času uporabe še izbolǰsali, želimo, da nam zdravnik po dani
napovedi posreduje povratno informacijo, ali je napoved pravilna ali ne, s
katero bi naš model ustrezno posodobili. Povratno informacijo o naših na-
povedih smo od zdravnika zahtevali v binarni obliki (pravilna/nepravilna),
saj, kot opǐsemo v razdelkih 3.2.4 in 3.2.5, uporabniki niso naklonjeni njiho-
vemu podrobneǰsem podajanju. S tako obliko želimo doseči bolǰso odzivnost,
kvalitetneǰse povratne informacije ter uporabnike čim manj obremeniti. Naša
naloga je ugotoviti, ali je posredovana povratna informacija verodostojna ter
na kakšen način bi jo vključili v posodabljanje modela.
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POGLAVJE 4. PRIDOBIVANJE IN VREDNOTENJE POVRATNE
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4.1 Predpogoj izbire metode strojnega učenja
Pri strojnem učenju poznamo klasifikatorje, ki lahko glede na podatke vrača-
jo napovedi s porazdelitvijo verjetnosti posameznih razredov. Primera takih
klasifikatorjev sta naivni Bayesov klasifikator in naključni gozdovi. Poznamo
pa tudi klasifikatorje, ki napovedujejo samo najverjetneǰse razrede, kateremu
primeri pripadajo. Primer takega klasifikatorja je metoda podpornih vektorjev
(angl. support vector machine). Ko se ukvarjamo s klasifikacijskimi problemi,
so samo napovedi primerov velikokrat premalo. Pogosteje bi poleg napovedi
radi določili še stopnjo zaupanja v napoved. S tem namenom je izbira klasi-
fikatorjev, ki lahko podajajo verjetnosti razredov predpogoj, saj bomo, kot
opǐsemo v razdelku 4.4, na podlagi verjetnosti določevali območji zaupanja
v naše napovedi, ki nam bosta v nadaljevanju pomagali pri ocenjevanju po-
vratnih informacij zdravnikov.
4.2 Izbira metode strojnega učenja
Kot primer dobro znane metode strojnega učenja, ki lahko podaja napo-
vedi s porazdelitvijo verjetnosti posameznih razredov, smo izbrali klasifi-
kator naključnih gozdov, ki je sestavljen iz kombinacij odločitvenih dreves,
ki podajajo napovedi. Naključni gozd nato združuje napovedi posameznih
odločitvenih dreves, da ustvari natančneǰse napovedi [53]. Toda ni nujno, da
te verjetnosti za posamezne razrede vedno odražajo resničnost, zato klasifika-
torje umerimo z metodami za kalibracijo [54], s katerimi želimo naše napovedi
čimbolj približati dejanskim vrednostim. Umerjanje klasifikatorja se nanaša
na postopek, pri katerem vzamemo že zgrajeni klasifikator in uporabimo po-
stopek naknadne obdelave, ki izbolǰsa njegove izračunane verjetnosti. Torej
izmed primerov, ki so bili ocenjeni kot pozitivni z verjetnostjo p ≥ 0.85,
pričakujemo, da je najmanj 85 % pozitivnih (velja za vsak p).
Z diagramom zanesljivosti, prikazanim na sliki 4.1, lahko ugotovimo,
kakšna odstopanja imajo naše napovedi od dejanskih vrednosti. Bolǰse kot je
klasifikator umerjen, bolj se točke prilegajo glavni diagonali od spodnjega le-
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vega kota do zgornjega desnega. Točke, ki so pod diagonalo, imajo previsoke
verjetnosti pri napovedi in točke nad diagonalo imajo prenizke verjetnosti
[55]. Umerjanje klasifikatorjev naredimo na podatkih [56], predstavljenih v
razdelku 5.1 pri enakomerni porazdelitvi ter rezultate prikažemo na sliki 4.1
in v tabeli 4.1. Vidimo, da se kalibriran klasifikator bolj prilega glavni diago-
nali in dosega verjetnosti bližje dejanskim vrednostim, kar nam bo pomagalo
pri določevanju območji zaupanja v naše napovedi.
Slika 4.1: Na diagramu zanesljivosti opazimo, da se kalibriran klasifikator (zelena
krivulja) bolj prilega dejanskim vrednostim (glavni diagonali), kar nam pove, da
so verjetnosti izračunanih napovedi bližje dejanskim vrednostim.
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neg. poz. neg. poz. neg. poz.
Klasifikator 0,7139 0,6950 0,7391 0,7801 0,6453 0,7351 0,6890
Kalibriran klasifikator 0,7210 0,7040 0,7428 0,7792 0,6606 0,7397 0,6993
Tabela 4.1: Primerjava uspešnosti klasifikatorja ter kalibriranega klasifikatorja.
Vidimo, da kalibriran klasifikator pri metrikah dosega bolǰse rezultate, kar potrdijo
tudi avtorji [54]. To nam bo pomagalo pri določevanju območji zaupanja v naše
napovedi, saj bodo napovedne verjetnosti bližje dejanskim vrednostim.
4.3 Določanje bolǰsega odločitvenega praga
Pri problemu z binarno klasifikacijo z oznakama razredov 0 in 1 se za napove-
dovanje razreda novih primerov običajno uporablja privzeti prag verjetnosti
0,5. To pomeni, da bomo razredu 0 dodelili primere, ki imajo verjetnosti
manǰse od 0,5, razredu 1 pa primere, ki imajo verjetnosti večje ali enake
0,5. Lahko se pojavi težava, da privzeti prag morda ne predstavlja najbolǰse
interpretacije predvidenih verjetnosti. To se lahko zgodi, ker napovedane
verjetnosti niso umerjene ali pa porazdelitev razredov ni enakomerna. Zato je
pri interpretaciji napovedi klasifikatorja pogosto potrebno spremeniti privzeti
prag ter izračunati bolǰsega, ki je postavljen tam, kjer je pričakovana napoved
razreda 1 enaka pričakovani napovedi razreda 0. Bolǰsi prag lahko izračunamo
na več načinov, npr. z uporabo krivulje natančnost – priklic in maksimira-
njem vrednosti F1 ali z uporabo krivulje ROC in izračunom senzitivnosti in
specifičnosti klasifikatorja in nato maksimiranje Youdenove statistike J [57],
ki je definirana kot
J = senzitivnost + specifičnost − 1. (4.1)
Senzitivnost, ki je istočasno priklic ali angl. true positive rate (TPR) in spe-
cifičnost ali angl. true negative rate (TNR), lahko zapǐsemo še drugače kot
senzitivnost = priklic = TPR =
TP
TP + FN
= 1 − FNR (4.2)
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in
specifičnost = TNR =
TN
TN + FP
= 1 − FPR. (4.3)
S krivuljo ROC, pri vsakem pragu verjetnosti (od 0 do 1 s korakom 0,001),
izračunamo vrednosti true positive rate (TPR) in false positive rate (FPR). V
enačbi (4.2) vidimo, da je TPR enaka senzitivnosti, v enačbi (4.3) pa vidimo,
da FPR lahko uporabimo za izračun specifičnosti (specifičnost = 1 – FPR).
S to ugotovitvijo lahko v enačbi (4.1) namesto senzitivnosti in specifičnosti
sedaj uporabimo izračunane TPR in FPR, da dobimo
J = TPR + 1 − FPR − 1
oz.
J = TPR − FPR (4.4)
in nato izberemo prag, pri katerem ima statistika J največjo vrednost.
Sedaj imamo zgrajen klasifikator, ki smo ga v razdelku 4.2 kalibrirali
in predpostavimo, da vrača dobre napovedi. Našo predpostavko preverimo
tako, da ga primerjamo z večinskim klasifikatorjem, ki uvršča vse primere v en
razred. To je minimalna postavka, ki jo morajo premagati vsi klasifikatorji,
da pokažejo, da vračajo napovedi z določeno spretnostjo. Podobno kot v raz-
delku 4.2 na podatkih [56] predstavljenih v razdelku 5.1 prikažemo rezultate
klasifikatorjev, ko uporabimo privzeti prag ali izračunan bolǰsi prag. Primer-
jave uspešnosti klasifikatorjev prikažemo v tabeli 4.2, ko so podatki enako-
merno in neenakomerno porazdeljeni. Vidimo, da je uspešnost obeh klasifi-
katorjev pri enakomerni porazdelitvi približno enaka pri obeh, saj je privzeti
prag primeren pri taki porazdelitvi. Večje razlike pa opazimo pri neenako-
merni porazdelitvi, kjer na prvi pogled izgleda, da bolǰse rezultate dosega
klasifikator, ki uporablja privzeti prag, vendar vidimo, da dosega dobre re-
zultate pri večinskem razredu in slabše pri manǰsinskem. V primerjavi s kla-
sifikatorjem, ki uporablja izračunan bolǰsi prag, pa vidimo, da se uspešnost
napovedovanja manǰsinskega razreda precej izbolǰsa in da veliko več primerov
napove v pravilni razred.
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Acc Pr Rec F1
neg. poz. neg. poz. neg. poz. neg. poz.
50 % 50 % 0,5 (privzeti) 0,7188 0,7139 0,7245 0,7468 0,6899 0,7300 0,7068
50 % 50 % 0,534 (izračunan) 0,7210 0,7040 0,7428 0,7792 0,6606 0,7397 0,6993
80 % 20 % 0,5 (privzeti) 0,8128 0,8359 0,5729 0,9532 0,2512 0,8907 0,3492
80 % 20 % 0,171 (izračunan) 0,7289 0,9041 0,3972 0,7396 0,6863 0,8136 0,5031
Tabela 4.2: Primerjava učinkovitosti klasifikatorjev pri enakomerni in
neenakomerni porazdelitvi podatkov, z uporabo privzetega in izračunanega praga
verjetnosti. Vidimo, da v obeh primerih izračunan prag doprinese k bolǰsim rezul-
tatom z bolj opaznimi razlikami pri neenakomerni porazdelitvi podatkov.
4.4 Določanje območij zaupanja
Za ocenjevanje povratnih informacij moramo določiti stopnjo zaupanja v naše
napovedi, da izvemo, kateri zdravniki vračajo bolj ali manj kvalitetne povra-
tne informacije. Napovedi razporedimo v razreda, kjer primere napovedu-
jemo z visoko in nizko zanesljivostjo. Če predpostavimo, da je porazdelitev
razredov enakomerna, so v povprečju napovedi z visoko zanesljivostjo tiste,
ki imajo verjetnosti med 0,0 in 0,3 ter 0,7 in 1,0 ter napovedi z nizko zane-
sljivostjo, ki imajo verjetnosti med 0,3 in 0,7 [58]. V nasprotnem primeru pa,
če imamo neenakomerno porazdeljena razreda, se prag in območje nizkega
zaupanja premakneta v eno oz. drugo smer, odvisno od tega, kateri razred je
večinski. Območji visokega in nizkega zaupanja določimo s pomočjo koristi,
ki jo avtorji v [59] opǐsejo in uporabijo za izbiro najbolǰse metode diagnosti-
ciranja pacientov na razponu pragov verjetnosti.
Definicija 4.1 Vickers in sodelavci v [59, 60] definirajo korist kot mero
določanja uspešnosti klasifikatorja ali testa na razponu različnih pragov ver-
jetnosti. Korist klasifikatorja je, da pravilno prepozna, kateri pacienti imajo
oz. nimajo bolezni (v našem primeru kardiovaskularne bolezni). Ob predpo-
stavki enakomerne cene napak, korist izračunamo na razponu različnih pragov
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verjetnosti po enačbi (4.5).
Korist = senzitivnost ∗ prevalenca− (1− specifičnost) ∗ (1− prevalenca) ∗w,
(4.5)
kjer izračun senzitivnosti in specifičnosti opǐsemo v razdelku 4.3, prevalenca










kjer je P število vseh pozitivnih pacientov (resnično pozitivni (TP) in lažno
negativni (FN)), n število vseh primerov ter pt trenuten prag verjetnosti.
Korist klasifikatorja primerjamo s koristma, če obravnavamo, da vsi pa-
cienti imajo oz. nimajo bolezni. V mnogih scenarijih sta to smiselni klinični
strategiji, saj so v [61] ugotovili, da je imel klasifikator pri napovedovanju bi-
opsij prostate manǰso korist od koristi biopsiranja vseh moških s povǐsanim
tveganjem, ker je klasifikator podcenjeval tveganje raka. Za utemeljitev upo-
rabe klasifikatorja v klinični praksi mora torej ta preseči obe strategiji [60].
Primerjavo koristi pri enakomerni porazdelitvi prikažemo na sliki 4.2, kjer
smo za gradnjo klasifikatorja zopet uporabili podatke [56], predstavljene v
razdelku 5.1. Na grafu simuliramo prage od 0 do 1 s korakom 0,01 in pri
vsakem koraku, na podlagi napovednih verjetnosti klasifikatorja, določimo
število resnično pozitivno (TP), lažno pozitivno (FP), resnično negativno
(TN) in lažno negativno (FN) napovedanih pacientov. Nato izračunamo ko-
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ter rezultate prikažemo na grafu. Korist, če obravnavamo, da noben nima
bolezni, je po enačbi (4.8) zmeraj 0, saj je v tem primeru število resnično
pozitivnih (TP) in lažno pozitivnih (FP) pacientov enako 0 in po vnašanju
podatkov dobimo
Koristnihče = 0 ∗
FN
n





Korist, če obravnavamo, da imajo vsi bolezen, je pa prav tako izračunana
po enačbi (4.8), le da je tokrat število resnično negativnih (TN) in lažno




















Klasifikator ima na grafu v označenem območju nizkega zaupanja večjo
korist, kar pomeni, da so napovedi bolǰse, kakor napovedi krivulj, s katerimi
ga primerjamo. Čeprav ima klasifikator v tem območju večjo korist, ga
označimo kot območje nizkega zaupanja, ker ga primerjamo s koristma, če vsi
pacienti imajo bolezni ali ne. Koristi teh krivulj so enake koristi klasifikatorja
le, če smo zelo prepričani, da pacient ima bolezen ali ne. Npr. pri visokem
pragu verjetnost 0,9 je korist klasifikatorja enaka koristi, če predvidevamo, da
noben pacient nima bolezni, saj bo klasifikator zaradi visokega praga skoraj
vse primere (paciente) klasificiral kot negativne (nimajo bolezni). Obratno
je pa pri nizkih, kjer zaradi nizkega praga, npr. 0,1, klasifikator skoraj vse
primere klasificira kot pozitivne. Ker diagram narǐsemo glede na trenutno
porazdelitev, označene meje jemljemo kot dobre točke, kjer bi klasifikator
primere nad zgornjo mejo napovedal kot pozitivne in primere pod spodnjo
mejo kot negativne z dobro mero zanesljivosti. To trdimo zato, ker smo pri teh
mejah izračunali število resnično pozitivnih, lažno pozitivnih, resnično nega-
tivnih in lažno negativnih pacientov in videli, da se klasifikator pri teh točkah
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obnaša enako kot ostali dve krivulji. Zato korist klasifikatorja ne gledamo ab-
solutno pri določenem pragu, temveč jo primerjamo, če je večja v primerjavi
z ostalima dvema krivuljama. Klasifikator je bolj koristen v primerih, ko je
težje določiti ciljni razred (območje nizkega zaupanja) in enako koristen ta-
krat, ko primerom ni težko določiti pravilnega razreda (območje visokega
zaupanja). Območji nam bosta služili kot osnova za ocenjevanja zdravnikov
in njihovih povratnih informacij.
Slika 4.2: Diagram koristi klasifikatorja pri enakomerni porazdelitvi podatkov v
primerjavi, če obravnavamo, da vsi pacienti imajo/nimajo bolezni. Z rdečo barvo
je označeno območje nizkega zaupanja v napovedi ter z modro območje visokega
zaupanja.
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4.5 Načini bogatenja učne množice in poso-
dabljanje klasifikatorja
4.5.1 Ocena zdravnika
Zdravniki lahko podajajo pozitivne in negativne povratne informacije.
Pozitivne potrdijo, da so napovedi klasifikatorja pravilne, medtem ko ne-
gativne sporočijo, da so napovedi napačne. Ni pa nujno, da zdravniki po-
sredujejo kvalitetne povratne informacije, zato moramo za spodaj opisane
načine na začetku ugotoviti, ali za naše napovedi podajajo dobre (kvalite-
tne) ali slabe povratne informacije, da jih lahko primerno ocenimo. Ocene
nam služijo kot merilo za uteževanje primerov, ki jih nato upoštevamo pri po-
sodabljanju modelov. Dobre povratne informacije so tiste, kjer zdravnik pove
svoje pravo mnenje. Ker tega ne moremo vedeti, skušamo tako vrsto povra-
tnih informacij aproksimirati s smiselnimi hevristikami. Če je naš klasifikator
dober, se lahko opremo na njegove rezultate, vendar je to tudi hevristična
ocena. Slabih povratnih informacij je pa lahko več vrst, npr. zdravnik po-
daja naključno, enolično ali napačno (pravilne napovedi označi kot napačne
in obratno) povratno informacijo. V nalogi opǐsemo in uporabimo dve vrsti
slabe povratne informacije: prve so tiste, ko zdravnik podaja bodisi samo
pozitivno bodisi samo negativno povratno informacijo, in druge tiste, ko
zdravnik naključno izbira med pozitivnimi in negativnimi povratnimi infor-
macijami.
Po določenem številu prejetih povratnih informacij analiziramo njihovo
porazdelitev ter preverimo, ali zdravnik posreduje enolične (samo pozitivne
ali negativne) ali različne (naključne ali pravilne) povratne informacije. Za
zdravnike, ki podajajo različne povratne informacije, moramo ugotoviti, ali
posredujejo kvalitetne ali naključne povratne informacije. V tem primeru
podrobneje pogledamo posredovane povratne informacije in jih primerjamo
z našimi napovedmi, za katere z visoko zanesljivostjo trdimo, da so pravilne.
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kjer je nvz množica primerov, za katere z visoko zanesljivostjo trdimo, da so
napovedi pravilne in PF število pozitivnih povratnih informacij v množici
primerov n (angl. positive feedback). Rezultat deljenja pomnožimo še s
številom 100, da dobimo ocene v merilu od 0 do 100, kjer ocena 0 pomeni,
da zdravnik daje slabe povratne informacije, ocena 100 pa, da zdravnik daje
dobre povratne informacije. Ocenam zdravnikov, izračunanih v enačbi (4.11),
ki posredujejo enolične povratne informacije (vsebovanost enakih povratnih
informacij > 95 %) pomnožimo pribitek 0,5, da oceno znižamo, saj na pod-
lagi predpostavke, da naše napovedi niso bodisi samo dobre bodisi samo
slabe vemo, da taka porazdelitev povratnih informacij ne vsebuje kvalite-




∗ 100) ∗ 0, 5. (4.12)
Na grafu 4.3 pri podatkih [56] z enakomerno porazdelitvijo prikažemo
simulacije različno parametriziranih virov povratne informacije. Prikažemo,
kako različni deleži naključnih povratnih informacij vplivajo na oceno. Pri
izračunu ocene primerjamo tudi delež uporabljenih zanesljivih napovedi
(nvz). Primerjamo med uporabo 10 %, 50 % in 100 % vseh zanesljivih napo-
vedi in njihov vpliv na izračunano oceno. Vidimo, da se pri manǰsem deležu
uporabljenih zanesljivih napovedi ocena zdravnika prej poslabša, v primerjavi
z uporabo 50 % ali 100 % zanesljivih napovedi. Opazimo tudi, da imajo vse
krivulje približno enaki oceni, ko zdravniki ne posredujejo naključnih povra-
tnih informacij (85) in ko posredujejo samo naključne povratne informacije
(51 ± 4,17).
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Slika 4.3: Ocena zdravnika pri različnih deležih naključne povratne informacije.
Vidimo, da se pri uporabi vseh primerov, ki smo jih napovedali z visoko zanesljivo-
stjo, ocena počasneje zmanǰsuje z večanjem deleža naključnih povratnih informacij.
Opazimo pa tudi, da so ocene pri vseh treh krivuljah na začetku in koncu približno
enake.
4.5.2 Določanje uteži primerov na podlagi povratne in-
formacije
Da bi model posodabljali s kvalitetnimi povratnimi informacijami, bomo pri
ponovnem učenju sorazmerno z oceno zdravnika dodeljevali uteži novim pri-
merom. Primere, ki smo jih uporabili pri gradnji osnovnega modela, bomo
utežili z najbolǰso utežjo (1), saj pri teh uporabimo pravilne diagnoze. Za vse
nadaljnje primere dodelimo uteži, odvisno od zdravnika in njegove ocene. S
tem želimo zdravnike, ki posredujejo kvalitetneǰso povratno informacijo, bolj
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upoštevati v primerjavi s slabo ocenjenimi zdravniki. To storimo tako, da
primere utežimo sorazmerno z oceno zdravnika po enačbi (4.13), da dobimo





Da bi ugotovili, s kakšnimi načini dosegamo bolǰse rezultate, ki jih po-
slabšajo in ki na njih ne vplivajo; predlagamo tri načine bogatenja učne
množice in posodabljanja modela. Posodabljanje poteka periodično s testi-
ranji (angl. offline), saj je zaradi uporabe modela kot medicinske naprave za
vsako spremembo oz. posodobitev potrebna njegova certifikacija.
1. način – pri bogatenju učne množice upoštevamo samo
zdravnike ocenjene z oceno ≥ 50:
• zdravnik nam posreduje podatke pacienta,
• na podlagi podatkov s klasifikatorjem napovemo, ali pacient ima bole-
zen ali ne, in napoved posredujemo nazaj zdravniku,
• zdravnik nam posreduje povratno informacijo o naši napovedi,
• zabeležimo zdravnikov odgovor in posodobimo oceno zdravnika,
• zdravnik ima oceno ≥ 50:
– sorazmerno s trenutno oceno zdravnika z enačbo (4.13) utežimo
dani primer in ga vključimo v množico primerov, ki jih bomo
uporabili za posodabljanje klasifikatorja,
• zdravnik ima oceno < 50:
– primer izpustimo iz posodabljanja klasifikatorja.
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2. način – sorazmerno z njihovimi ocenami upoštevamo
povratno informacijo vseh zdravnikov:
• zdravnik nam posreduje podatke pacienta,
• na podlagi podatkov s klasifikatorjem napovemo, ali pacient ima bole-
zen ali ne, in napoved posredujemo nazaj zdravniku,
• zdravnik nam posreduje povratno informacijo o naši napovedi,
• zabeležimo zdravnikov odgovor in posodobimo oceno zdravnika,
• sorazmerno s trenutno oceno zdravnika z enačbo (4.13) utežimo dani
primer in ga vključimo v množico primerov, ki jih bomo uporabili za
posodabljanje klasifikatorja.
3. način – povratno informacijo želimo samo za nas zani-
mive primere ter upoštevamo samo zdravnike, ocenjene
z oceno ≥ 50
Tretji način je nadgradnja prvega, pri čemer so za nas zanimivi primeri le
tisti, katere klasifikator napove z nizko zanesljivostjo. Za te bomo želeli
prejeti povratno informacijo ter jih vključili v učno množico.
• Zdravnik nam posreduje podatke pacienta,
• na podlagi podatkov s klasifikatorjem napovemo, ali pacient ima bole-
zen ali ne, in napoved posredujemo nazaj zdravniku,
• zdravnik nam posreduje povratno informacijo o naši napovedi,
• zabeležimo zdravnikov odgovor in posodobimo oceno zdravnika,
• klasifikator napove z nizko zanesljivostjo in zdravnik ima oceno ≥ 50:
– sorazmerno s trenutno oceno zdravnika z enačbo (4.13) utežimo
dani primer in ga vključimo v množico primerov, ki jih bomo
uporabili za posodabljanje klasifikatorja,
• v vseh ostalih primerih (klasifikator napove z visoko zanesljivostjo,
zdravnik ima oceno < 50):




Za gradnjo, posodabljanje in evalvacijo modelov smo uporabili podatkovno
zbirko 70.000 pacientov, med katerimi je približno polovica pacientov klasi-
ficirana s kardiovaskularno boleznijo [56]. Podatki, prikazani v tabeli 5.1,
so sestavljeni iz 11 značilk treh vrst: objektivne (dejanske informacije), pre-
gledne (rezultati zdravnǐskega pregleda) ter subjektivne (informacije, ki jih
posreduje pacient). Objektivne značilke so starost v dnevih, vǐsina v cen-
timetrih, masa v kilogramih in spol, označen z razredoma 1 (ženski) in 2
(moški). Pregledne značilke so sistolični krvni tlak (mmHg), diastolični krvni
tlak (mmHg), holesterol (1: normalen, 2: povǐsan, 3: visok) in glukoza (1:
normalna, 2: povǐsana, 3: visoka). Subjektivne značilke so kajenje (0: ne,
1: da), vnos alkohola (0: ne, 1: da) in telesna aktivnost (0: ne, 1: da).
V tabeli 5.2 prikažemo statistične podatke posameznih značilk ter vidimo,
da podatki ne vsebujejo manjkajočih vrednosti in da nekatere vsebujejo ne-
mogoče vrednosti (npr. negativne in ogromne vrednosti krvnih tlakov). Te
bomo v razdelku 5.1.1 ustrezno pregledali in po potrebi odstranili.
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Atribut Vrsta značilke Značilka Vrsta vrednosti
Starost Objektivna age int (dnevi)
Vǐsina Objektivna height int (cm)
Masa Objektivna weight float (kg)
Spol Objektivna gender 1: ženski, 2: moški
Sistolični krvni tlak Pregledna ap hi int (mmHg)
Diastolični krvni tlak Pregledna ap lo int (mmHg)
Holesterol Pregledna cholesterol 1: normalen, 2: povǐsan, 3: visok
Glukoza Pregledna gluc 1: normalna, 2: povǐsana, 3: visoka
Kajenje Subjektivna smoke 0: ne, 1: da
Vnos alkohola Subjektivna alco 0: ne, 1: da
Telesna aktivnost Subjektivna active 0: ne, 1: da
Kardiovaskularna bolezen Ciljni razred cardio 0: ne, 1: da
Tabela 5.1: Tabela prikazuje podatke za kardiovaskularno bolezen [56] ter opi-
suje iz katerih značilk je sestavljena in kakšne vrste so. Vidimo, da je pet atributov
numeričnih (starost, vǐsina, masa, sistolični ter diastolični krvni tlak), dva sta ka-
tegorična (holesterol in glukoza) in ostale binarne (spol, kajenje, vnos alkohola,












cholesterol gluc smoke alco active cardio
število primerov 70000 70000 70000 70000 70000 70000 70000 70000 70000 70000 70000 70000
povprečje 53,34 164,36 74,21 1,35 128,82 96,63 1,37 1,23 0,09 0,05 0,80 0,50
σ (SD) 6,76 8,21 14,40 0,48 154,01 188,47 0,68 0,57 0,28 0,23 0,40 0,50
min 29,58 55 10 1 -150 -70 1 1 0 0 0 0
max 64,97 250 200 2 16020 11000 3 3 1 1 1 1
Tabela 5.2: Tabela prikazuje statistično primerjavo posameznih značilk. Opa-
zimo, da podatki nimajo manjkajočih vrednosti, a imajo ponekod nemogoče vre-
dnosti (negativne in prevelike vrednosti srčnih tlakov). Te moramo popraviti oz.
odstraniti, da dobimo reprezentativne podatke. Za lažjo predstavo smo starost
prikazali v letih.
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5.1.1 Predpriprava podatkov
Kot je razvidno iz tabele 5.2, imata krvna tlaka (ap hi in ap lo) nenavadne
vrednosti (negativne, večje od 1000). Ker so bili vsi tlaki izmerjeni v enotah
mmHg, kjer so pričakovana območja tlakov med 40 in 120 za ap lo in med 70
in 190 ap hi, moramo pregledati, ali so to osamelci oz. napake v podatkih.
Narǐsemo graf, prikazan na sliki 5.1, ki prikaže razporeditev vrednosti za
omenjeni značilki.
Slika 5.1: Prikaz razpona vrednosti krvnih tlakov. Vidimo, da pri obeh obstajajo
zelo visoke vrednosti, ki so na podlagi [62] nemogoče oz. imajo napake pri vnosu
podatkov. Primere v celoti odstranimo, da dobimo reprezentativen nabor podat-
kov.
Vidimo, da so nekatere vrednosti nemogoče, saj, kot opǐsejo v [62], če ima
oseba sistolični krvni tlak večji od 180 ali diastolični krvni tlak večji od 120,
potrebuje nujno medicinsko pomoč. Opazimo tudi, da je v nekaterih prime-
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rih en tlak zelo visok, drugi pa pričakovan, kar je lahko napaka pri vnašanju
podatkov pacienta. Čeprav nismo strokovnjaki področja, lahko na podlagi
omenjene reference v celoti odstranimo zelo nemogoče primere, primere, kjer
je diastolični krvni tlak (ap lo) večji od sistoličnega (ap hi), ter primere z
napakami pri vpisu podatkov.
Po odstranjevanju omenjenih primerov zopet prikažemo razpon vrednosti
za oba tlaka. Kot je razvidno iz slike 5.2, so vrednosti sedaj bolj v skladu s
pričakovanimi [62]. Vidimo, da je večina primerov pri diastoličnem krvnem
tlaku (ap lo) med 80 in 90, pri sistoličnem krvnem tlaku (ap hi) pa med 120
in 140.
Slika 5.2: Ponoven prikaz razpona vrednosti krvnih tlakov po odstranjevanju
primerov z nemogočimi podatki. Vidimo, da sta razpona sedaj v skladu s
pričakovanim.
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Poleg krvnega tlaka pa vidimo, da so lahko nenavadne vrednosti še pri
vǐsini in teži. Na sliki 5.3 prikažemo razpon omenjenih značilk ter vidimo, da
so vrednosti v večini pričakovane razen nekaterih izjem (vǐsina 250 cm, teža
10 kg). Iz tabele 5.2 razberemo, da so pacienti, stari med 30 in 65 let, kar
pomeni, da govorimo o odraslih ljudeh in ne o otrocih. Vemo pa, da na svetu
obstajajo zelo visoki in težki kot tudi pritlikavi ljudje in ne smemo kar brez
premisleka izpustiti primerov. Zato odstranimo primere, katerim vrednosti
padejo pod 0,1 % ali nad 99,9 % danega območja pri obeh značilkah, da
odstranimo le čiste osamelce. Mejni vrednosti pri vǐsini sta 120 cm in 190
cm, pri masi pa 40 kg in 145 kg.
Slika 5.3: Razpon vrednosti mase in vǐsine. Opazimo, da sta razpona dokaj
dosledna s pričakovanim z nekaterimi izjemami (vǐsina 250 cm, teža 10 kg).
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Po odstranjevanju na sliki 5.4 zopet prikažemo razpon vrednosti mase in
vǐsine in vidimo, da smo uspešno odstranili osamelce.
Slika 5.4: Ponoven prikaz razpona vrednosti mase in vǐsine po odstranjevanju
osamelcev, ki padejo pod 0,1 % ali nad 99,9 % danega območja (pod 120 cm in nad
190 cm pri vǐsini; pod 40 kg in nad 145 kg pri masi) pri obeh značilkah. Opazimo,
da smo s tem načinom odstranili primere, ki so imeli zelo visoke in nizke vrednosti.
Ponovno opǐsemo statistične podatke spremenjenih značilk, prikazane v
tabeli 5.3, in vidimo, da imamo po odstranjevanju primerov na podlagi krvnih
tlakov, mase in vǐsine 67.863 primerov. Od teh smo 1913 primerov odstranili
na podlagi krvnih tlakov ter 224 na podlagi mase in vǐsine, kar je skupaj
2137 primerov.
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height (cm) weight (kg) ap hi (mmHg) ap lo (mmHg)
število primerov 67863 67863 67863 67863
povprečje 164,40 74,00 126,35 81,18
σ (SD) 7,84 13,93 15,84 8,99
min 120 40 90 59
max 190 144 180 115
Tabela 5.3: Tabela prikazuje statistično primerjavo značilk, na podlagi katerih
smo odstranili osamelce in nemogoče primere. Vidimo, da v primerjavi s podatki
v tabeli 5.2, imajo omenjene značilke bolj pričakovane statistične podatke, kjer
največje spremembe vidimo pri obeh krvnih tlakih.
5.1.2 Korelacije med atributi
Sedaj, ko imamo urejene podatke, lahko zgradimo graf korelacij, ki nam
prikaže katere značilke najbolj vplivajo na naš ciljni razred (cardio). Kot je
razvidno iz slike 5.5, imata na naš ciljni razred največji vpliv krvna tlaka,
za njima pa starost ter holesterol. Vidimo tudi, da masa pacienta ima vpliv,
vǐsina pa ne in zaradi želje po doseganju bolǰsih napovedi dodamo nov atribut
- indeks telesne mase (angl. body mass index ali bmi), ki ga izračunamo na
podlagi mase in vǐsine. Tega dodamo v podatke ter vključimo v graf korelacij,
kjer vidimo, da ima vpliv na ciljni razred.
Poleg grafa korelacij narǐsemo še graf porazdeljenosti ciljnega razreda v
primerjavi z leti pacientov, kjer iz slike 5.6 vidimo, da so osebe, stareǰse od
55 let, bolj izpostavljene diagnosticiranju s kardiovaskularno boleznijo.
5.1.3 Razdelitev podatkovne zbirke na podzbirke nee-
nakomerno porazdeljenega ciljnega razreda
Podatkovna zbirka ima na začetku zelo enakomerno porazdelitev ciljnega ra-
zreda, zato smo želeli ugotoviti učinkovitost klasifikatorja tudi, ko sta ciljna
razreda v podatkih porazdeljena bolj neenakomerno. Zanimalo nas je tudi,
ali lahko s kvalitetno povratno informacijo napovedovanje izbolǰsamo v enaki
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Slika 5.5: Iz zadnje vrstice grafa korelacij razberemo, da imata krvna tlaka (ap hi
in ap lo) največji vpliv na ciljni razred; za njima imata leta (age) in holesterol
(cholesterol) in nazadnje še teža (weight) in indeks telesne mase (bmi), ki smo ga
na podlagi vǐsine in mase naknadno izračunali. Ostale značilke nimajo velikega
vpliva na ciljni razred.
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Slika 5.6: Porazdelitev ciljnega razreda v primerjavi z leti pacientov. Opazimo,
da do 55. leta starosti večini pacientov ni bila diagnosticirana kardiovaskularna
bolezen. Od 55. leta naprej pa vidimo, da je trend nasproten, z leti se povečuje
tudi število pacientov, ki jim je bila diagnosticirana ta bolezen.
meri, kot če klasifikator naučimo in posodabljamo s pravilnimi razredi. Podat-
kovno zbirko s 67.863 primeri smo zato najprej razdelili na učno, validacijsko
in testno množico. V učni množici je bilo 33.932 učnih primerov, ki smo jih
nato razdelili na naključne podzbirke podatkov in simulirali neenakomerno
porazdeljenost ciljnega razreda. V validacijski množici je bilo 16.965 prime-
rov ter 16.966 primerov v testni množici. Porazdeljenost testne in validacijske
množice smo v skladu s predpostavko i. i. d. izenačili s porazdeljenostjo učne
množice. Simulirali smo 9 različnih stanj (ne)enakomerno porazdeljenega cilj-
nega razreda v vseh treh množicah, prikazanih v tabeli 5.4, kjer vrstica, s
krepkim besedilom predstavlja začetno porazdelitev podatkov.
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18550 1855 (10 %) 16695 (90 %) 9354 935 (10 %) 8419 (90 %) 9259 926 (10 %) 8333 (90 %)
20869 4174 (20 %) 16695 (80 %) 10524 2105 (20 %) 8419 (80 %) 10416 2083 (20 %) 8333 (80 %)
23850 7155 (30 %) 16695 (70 %) 12027 3608 (30 %) 8419 (70 %) 11904 3571 (30 %) 8333 (70 %)
27825 11130 (40 %) 16695 (60 %) 14032 5613 (40 %) 8419 (60 %) 13888 5555 (40 %) 8333 (60 %)
33932 17237 (50 %) 16695 (50 %) 16965 8546 (50 %) 8419 (50 %) 16966 8633 (50 %) 8333 (50 %)
28728 17237 (60 %) 11491 (40 %) 14243 8546 (60 %) 5697 (40 %) 14388 8633 (60 %) 5755 (40 %)
24624 17237 (70 %) 7387 (30 %) 12209 8546 (70 %) 3663 (30 %) 12333 8633 (70 %) 3700 (30 %)
21546 17237 (80 %) 4309 (20 %) 10682 8546 (80 %) 2136 (20 %) 10791 8633 (80 %) 2158 (20 %)
19152 17237 (90 %) 1915 (10 %) 9496 8546 (90 %) 950 (10 %) 9592 8633 (90 %) 959 (10 %)
Tabela 5.4: Razdelitev učne, validacijske in testne množice na podzbirke neena-
komerno porazdeljenih ciljnih razredov. Vrstica s krepkim besedilom predstavlja
začetno porazdelitev podatkov.
S simuliranjem želimo ugotoviti, kakšne rezultate dosegajo zgrajeni klasi-
fikatorji, ki jih bomo vrednotili z metodami evalvacije, opisane v razdelku 5.2,
in kako se razlikujejo med različnimi porazdelitvami. Poleg tega želimo ugo-
toviti, ali se bo z našimi načini pridobivanja povratne informacije, bogatenja
učne množice ter posodabljanja modela uspešnost izbolǰsala ali poslabšala.
5.2 Metode evalvacije
Uspešnost zgrajenih modelov merimo z metrikami točnost (angl. accuracy),
natančnost (angl. precision), priklic (angl. recall) in ocena F1.





kjer je TP število resnično pozitivnih pacientov (angl. true positive), TN
število resnično negativnih pacientov (angl. true negative) in n število vseh
primerov. Pove nam, kolikokrat smo pravilno napovedali diagnozo pacienta.
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kjer je FP število lažno pozitivnih pacientov (angl. false positive), FN pa
število lažno negativnih pacientov (angl. false negative). Povesta nam, koliko
pravilno napovedanih diagnoz je med vsemi pozitivnimi (5.3) in negativnimi
diagnozami (5.2).










Povesta nam, koliko pravilnih napovedi je med vsemi relevantnimi pacienti
(tisti, ki bi morali biti pozitivni (5.5) oz. negativni (5.4)).
Oceni F1 sta definirani kot
















= 2 ∗ Prpoz ∗ Recpoz
Prpoz + Recpoz
, (5.7)
To sta harmonični povprečji med natančnostjo in priklicem. Povesta nam,
koliko primerov smo pravilno napovedali. Če bi gledali samo natančnost ali
priklic posebej, bi npr. lahko imeli visoko natančnost in nizek priklic, kar
pomeni, da model natančno napoveduje, vendar veliko težjih primerov izpu-
sti. Ocena F1 nam pomaga najti ravnotežje med natančnostjo in priklicem
ob predpostavki, da sta razreda enako pomembna.
5.3 Analiza rezultatov pridobivanja in vre-
dnotenja povratne informacije
Kot omenjeno v poglavju 4, smo glede na porazdeljenost podatkov določili
bolǰse prage verjetnosti, s katerimi smo glede na verjetnosti napovedi določili,
ali pacient ima bolezen ali ne. Poleg določanja praga smo napovedi razdelili
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na območji visokega in nizkega zaupanja, ki sta pomagali pri ocenjevanju
zdravnika in njegove povratne informacije ter predstavili načine uteževanja
primerov za bogatenje učne množice in posodabljanje klasifikatorja.
5.3.1 Vpliv neenakomerne porazdelitve ciljnega razre-
da na uspešnost napovedi
Podatkovno zbirko smo razdelili na manǰse podzbirke podatkov, s katerimi
smo simulirali neenakomerne porazdelitve ciljnega razreda. Podatke smo raz-
delili tako, da smo pri razredu, ki smo ga hoteli imeti za večinskega, vzeli
vse primere iz učne množice in nato sorazmerno z želeno porazdelitvijo na-
ključno izbrali določeno število primerov drugega razreda. Nato smo na pod-
zbirkah zgradili klasifikatorje ter njihovo uspešnost izmerili na testni množici.
Kot vidimo v tabeli 5.5, klasifikator v primerih, ko je pozitivni ali negativni
ciljni razred v veliko večji meri vsebovan v podatkih, zelo dobro napoveduje
večinski razred, slabše pa manǰsinskega. Vendar bi bila razlika še bolj očitna,
če ne bi uporabili izračunanega bolǰsega praga, predstavljenega v razdelku
4.3. Ta, kot smo prikazali v tabeli 4.2, pri podatkih z zelo neenakomerno
porazdelitvijo ciljnega razreda v veliki meri pripomore k bolǰsim rezulta-
tom tudi pri manǰsinskem razredu. Uspešnost bi bila pri privzetem pragu
0,5 v takih primerih slabša, saj bi klasifikator skoraj vse primere klasificiral
kot večinske zaradi večje zaznamovanosti primerov z večinskim razredom v
učnih podatkih. Tako pa tedaj, ko postavimo prag vǐsje ali nižje, klasifikator
kljub vǐsjim oz. nižjim verjetnostim zna razbrati, katere napovedi spadajo v
kateri razred. Želeli smo ugotoviti, ali lahko s predlaganimi načini pridobi-
vanja in vrednotenja povratne informacije ter posodabljanja klasifikatorja z
uteževanjem primerov na podlagi ocene zdravnika pozitivno vplivamo v pri-
merih, ko so podatki precej neenakomerno porazdeljeni in dosežemo dovolj
kvalitetne rezultate.








Acc Pr Rec F1
neg. poz. neg. poz. neg. poz. neg. poz.
10 % 90 % 0,9171 0,7148 0,2129 0,9538 0,6868 0,7179 0,3251 0,8192
20 % 80 % 0,8573 0,6560 0,3439 0,9232 0,7931 0,6217 0,4797 0,7431
30 % 70 % 0,7616 0,6886 0,4881 0,8750 0,7841 0,6477 0,6017 0,7444
40 % 60 % 0,6651 0,7036 0,5978 0,8225 0,7912 0,6451 0,6810 0,7231
50 % 50 % 0,5340 0,7210 0,7040 0,7428 0,7792 0,6606 0,7397 0,6993
60 % 40 % 0,4375 0,7346 0,7724 0,6744 0,7906 0,6506 0,7814 0,6622
70 % 30 % 0,3301 0,7508 0,8367 0,5768 0,8001 0,6357 0,8180 0,6048
80 % 20 % 0,1713 0,7289 0,9041 0,3972 0,7396 0,6863 0,8136 0,5031
90 % 10 % 0,0999 0,7945 0,9496 0,2683 0,8149 0,6111 0,8771 0,3729
Tabela 5.5: Učinkovitost klasifikatorjev pri različnih porazdelitvah podatkov.
Opazimo, da je pri neenakomernih porazdelitvah uspešnost napovedovanja bolǰsa
za večinski razred. Vrstica s krepkim besedilom predstavlja začetno porazdelitev
podatkov.
5.3.2 Vpliv ocene zdravnika ter tipa povratne informa-
cije na uspešnost posodobljenih klasifikatorjev
Za vrednotenje vpliva ocene zdravnika ter posredovanih povratnih informa-
cij na učnih podatkih zgradimo klasifikator, ki ga z upoštevanjem povratnih
informacij na validacijski množici posodobimo in na testni množici ocenimo.
Uporabili smo 2. način bogatenja učne množice (upoštevamo vse primere in
jih sorazmerno z oceno zdravnika dodajamo v učno množico), predstavljen
v razdelku 4.5, saj smo hoteli ugotoviti, kako vpliva upoštevanje različnih
povratnih informacij na rezultate in kako se te razlikujejo z rezultati, ko
klasifikator posodabljamo s pravilnim razredom. Da bi bilo posodabljanje
klasifikatorjev čim bolj uspešno, primere utežimo glede na oceno zdravnika,
ki je povratne informacije posredoval. Uteži določamo sorazmerno z oceno
zdravnika, le da so v razponu od 0 do 1, npr. primere, za katere je zdravnik, ki
je ocenjen z oceno 75, podal povratne informacije, utežimo z utežjo 0,75. Pri-
merjave uspešnosti naredimo z generiranim klasifikatorjem, kjer smo hoteli
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videti, ali se uspešnost posodobljenih klasifikatorjev z uteževanjem primerov
izbolǰsa. Za primerjavo smo generiran klasifikator posodobili z dodajanjem
primerov s pravilnimi razredi v učno množico ter ponovno gradnjo klasifika-
torja.
Ker zdravnikov ne moremo prisiliti, da nam vračajo iskrene oz. pravilne
povratne informacije, moramo ugotoviti, kakšne dejansko vračajo. Zato si-
muliramo štiri zdravnike, ki podajajo različne tipe povratnih informacij. Prvi
posreduje samo negativne, drugi samo pozitivne, tretji naključne (z enako
verjetnostjo izbira med pozitivnimi in negativnimi povratnimi informacijami)
in četrti kvalitetne povratne informacije (potrdi pravilne diagnoze s pozi-
tivnimi povratnimi informacijami in z negativnimi popravi napačne). Z
upoštevanjem tipa povratne informacije ter izračunane ocene posodobimo









neg. poz. neg. poz. neg. poz.
Generiran
klasifikator










Negativna 0,0 (0,0) 0,8136 0,8676 0,5412 0,9052 0,4472 0,8860 0,4897
Pozitivna 50,0 (0,5) 0,7383 0,9091 0,4098 0,7476 0,7011 0,8205 0,5173
Naključna 49,97 (0,4997) 0,4316 0,9183 0,2453 0,3177 0,8869 0,4721 0,3843
Kvalitetna 84,24 (0,8424) 0,7647 0,8976 0,4391 0,7968 0,6362 0,8442 0,5196
Tabela 5.6: Vidimo, da pri posodabljanju z naključno povratno informacijo
dosegamo najslabše rezultate ter da kvalitetna dosega ekvivalentne tistim, ki smo
jih dobili s posodabljanjem s pravilnimi razredi. Pozitivna (zaradi neprestanega
potrjevanja napovedi) obstoječi klasifikator samo pritrdi v enaki smeri, v kateri je
bil zgrajen; pri negativni pa opazimo, da so rezultati nekoliko nepričakovani in jih
podrobneje opǐsemo v tabeli 5.7.
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Najprej opazimo, da je zdravnik, ki podaja samo pozitivno povratno in-
formacijo, ocenjen z oceno 50. Prvotno bi moral biti ocenjen s 100, saj je vse
naše napovedi, ki smo jih napovedali z visoko zanesljivostjo, ocenil pozitivno,
vendar vidimo, da smo ga, kot je opisano v razdelku 4.5.1, kaznovali zaradi
posredovanja enolične povratne informacije. Vidimo, da dosega rezultate, ki
so skoraj enaki rezultatom generiranega klasifikatorja, saj s pozitivno povra-
tno informacijo generirani klasifikator samo pritrdimo v enaki smeri, kot je
bil zgrajen, in s takimi povratnimi informacijami ne pripomoremo k precej
bolǰsim rezultatom.
Naslednji zdravnik, ki podaja naključno povratno informacijo, je oce-
njen z nevtralno oceno 49,97. Ocena je podobna oceni zdravnika, ki podaja
pozitivno povratno informacijo, vendar vidimo, da v primerjavi z ostalimi
dosega najslabše rezultate. To je seveda pričakovano in taki vrsti zdravnikov
se pri posodabljanju klasifikatorjev želimo izogniti.
Zdravnik, ki podaja kvalitetne povratne informacije, ima bolǰso oceno
(84,24) in dosega tudi bolǰse rezultate, enake tistim, dobljenim s
klasifikatorjem, ki je bil posodobljen s pravilnimi razredi. Ta rezultat je tudi
pričakovan in želja je uporabljati povratne informacije tovrstnih zdravnikov.
Zadnji je zdravnik, ki podaja samo negativno povratno informacijo. Oce-
nili smo ga z oceno 0 in primere utežili z utežjo 0. Pričakovali bi, da bodo
rezultati posodobljenega klasifikatorja enaki generiranim, saj imajo samo pr-
votni primeri učne množice pozitivne uteži. A kot vidimo iz tabele so ti
drugačni in nepričakovani. Da bi preverili, da rezultati niso napačni, smo
uspešnost takega posodabljanja primerjali z uspešnostjo, če bi primere, ki
smo jih utežili z utežjo 0, sedaj utežili z 1, da bi bili enakovredni prvotnim
primerom. Primerjavo prikažemo v tabeli 5.7 in vidimo, da so rezultati poso-
dobljenega klasifikatorja, pri katerem smo vsem primerom dali enake uteži,
krepko slabši. Uteževanje z utežjo 0 torej pripomore k temu, da uspešnosti
klasifikatorja ne poslabšamo, ampak zaradi nedokumentiranega obnašanja ne
vemo, na kakšen način se ti primeri pri posodabljanju upoštevajo.









neg. poz. neg. poz. neg. poz.
Generiran
klasifikator





0,7630 0,8970 0,4364 0,7951 0,6348 0,8430 0,5173
Posodobljen
klasifikator
Negativna 0,0 (0,0) 0,8136 0,8676 0,5412 0,9052 0,4472 0,8860 0,4897
Negativna 100,0 (1,0) 0,2350 0,8735 0,2036 0,0512 0,9703 0,0967 0,3366
Tabela 5.7: Primerjava uteževanja primerov z 0 in 1. Ničelno uteženi primeri
doprinesejo nepričakovane rezultate, saj so ti drugačni od rezultatov originalnega
generiranega klasifikatorja; primeri, uteženi z 1, jih pa pričakovano poslabšajo.
Ugotovimo, da ničelne uteži rezultatov ne poslabšajo, ampak ni jasno, na kakšen
način nanje vplivajo.
5.3.3 Primerjava načinov bogatenja učne množice in
posodabljanje klasifikatorja
V razdelku 4.5 smo opisali tri načine bogatenja učne množice ter posoda-
bljanja klasifikatorjev. Naša želja je ugotoviti, kateri način dosega najbolǰse
rezultate, ko imamo enakomerno in neenakomerno porazdelitev ciljnega ra-
zreda v podatkih. Testiranje smo zopet naredili s simuliranjem zdravnikov,
ki podajajo različne tipe povratnih informacij (samo negativna, samo pozi-
tivna, naključna in kvalitetna). Zdravnikom nato na podlagi napovedi pri-
merov validacijske množice in z enačbama (4.11) in (4.12) izračunamo ocene.
Te kasneje uporabimo za določanje uteži primerov pri predlaganih načinih
bogatenja učne množice in posodabljanja klasifikatorja. Nato z metodami
evalvacije predstavimo rezultate posameznega zdravnika ter skupne rezultate
vseh zdravnikov pri posameznih načinih, ki ustrezajo njihovim kriterijem.
Naprej analiziramo rezultate načinov, prikazane v tabeli 5.8, ko sta ciljna
razreda enakomerno porazdeljena v podatkih. V tabeli so najprej predsta-
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vljeni rezultati generiranega klasifikatorja na učnih podatkih. Nato poso-
dobimo klasifikatorje z validacijskimi podatki z upoštevanjem zdravnikov z
različnimi vrstami povratne informacije. Uspešnost posameznih zdravnikov
nato preverimo na testni množici ter prikažemo v tabeli kot tudi rezultate
končnega klasifikatorja, ki ga dobimo z upoštevanjem vseh zdravnikov, ki
ustrezajo kriterijem posameznih načinov. Prvi način upošteva samo zdrav-
nike, ki so ocenjeni z oceno 50 ali več; pri drugem načinu nimamo omeji-
tve in upoštevamo vse zdravnike; pri tretjem načinu zopet kot pri prvem
upoštevamo samo zdravnike z oceno 50 ali več; dodatno se omejimo samo na
primere, ki jih klasifikator napove z nizko zanesljivostjo.
Najprej opazimo, da nam pri vseh načinih rezultate poslabša zdravnik, ki
podaja naključno povratno informacijo. Ker približno enakovredno posreduje
pozitivne in negativne povratne informacije, uspe doseči oceno 51,17 in ga
posledično pri prvem in tretjem načinu upoštevamo. To bi lahko rešili, da bi
mejo ocene postavili vǐsje, na npr. 60, in bi s tem dodatno omejili, katere
zdravnike upoštevamo, z željo, da bi tako izločili te, ki dajejo naključne po-
vratne informacije. Nato vidimo, da smo zdravnika, ki posreduje negativno
povratno informacijo, pri prvem in tretjem načinu ignorirali. Toda kot vidimo
pri drugem načinu, se zaradi uteževanja primerov z ničelno utežjo rezultati
ne poslabšajo, saj jih ne upoštevamo v enaki meri kot primerov iz prvotne
učne množice. To potrdi, da z uteževanjem primerov pripomoremo k bolǰsim
rezultatom, saj – čeprav posredujejo slabe povratne informacije – določenih
zdravnikov ne bomo upoštevali v enaki meri kot zdravnikov, ki posredujejo
bolǰse povratne informacije. Primere slabše ocenjenih zdravnikov utežimo z
nižjo utežjo in jih posledično v manǰsi meri upoštevamo pri posodabljanju
klasifikatorjev.
Pri enakomerni porazdelitvi ugotovimo, da najbolǰse rezultate dosegamo
z uporabo drugega načina, vendar so razlike minimalne. Kot omenjeno, bi bili
rezultati drugačni, če bi pri prvem in tretjem načinu ignorirali tudi zdravnika,
ki podaja naključne povratne informacije in bi s tem oba načina dosegala
bolǰse rezultate. To se pokaže pri neenakomerno porazdeljenih podatkih, kjer









neg. poz. neg. poz. neg. poz.
Generiran
klasifikator










Negativna 0,0 (0,0) Prenizka ocena zdravnika
Pozitivna 50 (0,5) 0,7233 0,7079 0,7428 0,7768 0,6679 0,7407 0,7034
Naključna 51,17 (0,5117) 0,6883 0,6867 0,6901 0,7126 0,6631 0,6994 0,6764















Negativna 0,0 (0,0) 0,7229 0,7039 0,7480 0,7862 0,6574 0,7428 0,6998
Pozitivna 50 (0,5) 0,7233 0,7079 0,7428 0,7768 0,6679 0,7407 0,7034
Naključna 51,17 (0,5117) 0,6883 0,6867 0,6901 0,7126 0,6631 0,6994 0,6764


















Negativna 0,0 (0,0) Prenizka ocena zdravnika
Pozitivna 50 (0,5) 0,7249 0,7070 0,7481 0,7844 0,6633 0,7437 0,7031
Naključna 51,17 (0,5117) 0,6923 0,6780 0,7108 0,7527 0,6297 0,7134 0,6678





0,7121 0,6969 0,7315 0,7684 0,6538 0,7309 0,6904
Tabela 5.8: Rezultati načinov pri enakomerni porazdelitvi ciljnega razreda v po-
datkih. Za najbolj uspešnega se izkaže drugi način, vendar prvi in tretji dosegata
zelo podobne rezultate. A ker vsi načini upoštevajo zdravnika, ki posreduje na-
ključno povratno informacijo, dosegajo končno posodobljeni klasifikatorji pri vseh
slabše rezultate. Večje razlike med načini opazimo v tabeli 5.9, kjer pa taki zdrav-
niki niso prǐsli v poštev in jih pri prvem in tretjem načinu nismo upoštevali, zaradi
česar sta dosegala bolǰse rezultate.
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pa tak zdravnik ni dosegel minimalne ocene in smo ga uspešno ignorirali.
V tabeli 5.9 analiziramo rezultate, ko sta ciljna razreda neenakomerno
porazdeljena v podatkih, da vidimo, kakšne rezultate dobimo še na taki po-
razdelitvi. V tabeli so ponovno najprej predstavljeni rezultati generiranega
klasifikatorja na učnih podatkih; nato posodobimo klasifikatorje s primeri iz
validacijske množice in prikažemo uspešnost predlaganih načinov na testni
množici. Pri vsakem načinu zopet prikažemo še rezultate končnega klasi-
fikatorja, ki ga dobimo z upoštevanjem zdravnikov, ki ustrezajo kriterijem
posameznih načinov.
V primerjavi z rezultati iz tabele 5.8 so rezultati pri neenakomerno po-
razdeljenih podatkih precej drugačni, kjer sta najbolj uspešna prvi in tretji
način. Razlog za to je seveda, ker ne upoštevamo zdravnika, ki podaja na-
ključne povratne informacije. Vidimo, da pri drugem načinu ta zdravnik zelo
poslabša končne rezultate. Razlike rezultatov med prvim in tretjim načinom
so minimalne; prvi način ima za odtenek bolǰse. Ugotovimo, da uporaba samo
primerov, ki jih je klasifikator napovedal z nizko zanesljivostjo, ne pripomore
k dokaj drugačnim oz. bolǰsim rezultatom in lahko pri posodabljanju upora-
bimo vse.
Na podlagi rezultatov vidimo, da se pri enakomerno porazdeljenih podat-
kih najbolj splača uporabiti drugi način, saj zaradi upoštevanja vseh zdrav-
nikov dosegamo najbolǰse rezultate. To bi bilo drugače, če bi, podobno kot
pri neenakomerno porazdeljenih podatkih, ignorirali rezultate najslabšega
zdravnika, ki podaja naključne povratne informacije in bi z vǐsanjem mini-
malne ocene, od katere upoštevamo zdravnike, tako filtrirali nezaželene. Pri
neenakomerno porazdeljenih podatkih vidimo, da sta prvi in tretji način do-
segala najbolǰse rezultate, saj je opisana meja zadoščala, da nismo upoštevali
najslabšega zdravnika, ki je podajal naključno povratno informacijo.









neg. poz. neg. poz. neg. poz.
Generiran
klasifikator










Negativna 0,0 (0,0) Prenizka ocena zdravnika
Pozitivna 50 (0,5) 0,7383 0,9091 0,4098 0,7476 0,7011 0,8205 0,5173
Naključna 49,97 (0,4997) Prenizka ocena zdravnika















Negativna 0,0 (0,0) 0,8136 0,8676 0,5412 0,9052 0,4472 0,8860 0,4897
Pozitivna 50 (0,5) 0,7383 0,9091 0,4098 0,7476 0,7011 0,8205 0,5173
Naključna 49,97 (0,4997) 0,4316 0,9183 0,2453 0,3177 0,8869 0,4721 0,3843


















Negativna 0,0 (0,0) Prenizka ocena zdravnika
Pozitivna 50 (0,5) 0,7341 0,9096 0,4053 0,7413 0,7053 0,8169 0,5148
Naključna 49,97 (0,4997) Prenizka ocena zdravnika





0,7481 0,9043 0,4205 0,7664 0,6747 0,8294 0,5173
Tabela 5.9: Rezultati načinov pri neenakomerni porazdelitvi ciljnega razreda v
podatkih. Tokrat sta najbolj uspešna prvi in tretji način bogatenja učne množice in
posodabljanja klasifikatorja. Drugi način zaradi upoštevanja zdravnika, ki podaja
naključno povratno informacijo, dosega slabše rezultate.
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5.3.4 Statistična analiza značilnosti
Da ugotovimo, ali dobljeni rezultati predstavljajo dovolj značilne razlike, mo-
ramo uspešnost klasifikatorjev posameznih načinov primerjati z uspešnostjo
generiranega klasifikatorja. Za to nalogo uporabimo statistično metodo Mc-
Nemar [63], s katero primerjamo napovedne točnosti dveh klasifikatorjev.
Metoda temelji na tabeli sosednosti (5.10), kamor na podlagi testne možice,
napovedi klasifikatorjev ter pravih vrednosti primerov vnesemo, kolikokrat
sta bila za iste primere oba klasifikatorja pravilna (a), napačna (d), samo













Tabela 5.10: Tabelo sosednosti uporabimo za ugotovitev podobnosti oz. razlik
klasifikatorjev pri binarni klasifikaciji. Na podlagi primerov testne množice ugo-
tovimo, kolikokrat je prvi klasifikator pravilen, kolikokrat drugi ter kolikokrat sta
oba (ne)pravilna. Na podlagi teh izračunamo McNemarjevo test statistiko [63], s
katero lahko ugotovimo, ali klasifikatorja dosegata enake ali različne rezultate.
Najprej oblikujemo ničelno domnevo, ki pravi, da med klasifikatorjema
ni značilnih razlik oz. da nobeden od obeh klasifikatorjev ne deluje bolje
kot drugi. Alternativna domneva je torej nasprotna, da med obema klasifi-
katorjema obstajajo značilne razlike. V našem primeru bomo primerjali, ali
so razlike med opisanimi načini dovolj velike, da jih označimo kot značilne.
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kjer ima, v skladu z ničelno domnevo in z dovolj velikim številom neskladja
(med b in c) porazdelitev hi-kvadrat z eno stopnjo prostosti (angl. degree
of freedom). Če je rezultat pomemben, to zagotavlja zadosten dokaz za
zavrnitev ničelne domneve v korist alternativne, da je uspešnost med obema
klasifikatorjema različna, kar bi pomenilo, da se rezultati klasifikatorjev med
seboj bistveno razlikujejo. To ugotovimo tako, da najprej nastavimo stopnjo
značilnosti (α) (tudi stopnja signifikantnosti), ki je običajno v vǐsini 0,05 (v
uporabi pa sta tudi stopnji 0,10 in 0,01), in nato izračunamo p vrednost,
ki je verjetnost opazovanja dobljene McNemarjeve testne statistike. Če je p
vrednost nižja od izbrane stopnje značilnosti, ničelno domnevo zavrnemo.
Najprej primerjamo uspešnost klasifikatorjev vseh treh načinov iz tabele
5.9 z uspešnostjo originalnega generiranega klasifikatorja. Stopnjo značilnosti
nastavimo na α = 0, 01 in rezultate prikažemo v tabeli 5.11.

















7644 266 6757 1155 7639 272
napačna
napoved
475 2406 697 2182 439 2441
α = 0, 01 χ2 = 58,4, p = 2, 2 × 10−14 χ2 = 38,8, p = 4, 8 × 10−10 χ2 = 112,8, p = 2, 4 × 10−26
Tabela 5.11: Rezultati McNemar testa, ko primerjamo uspešnost generiranega
klasifikatorja z uspešnostjo klasifikatorjev vseh treh načinov. Vidimo, da pri vseh
načinih obstajajo statistično značilne razlike rezultatov (p ≤ α), kar pomeni, da
ničelno domnevo lahko zavrnemo ter trdimo, da so dobljeni rezultati dovolj po-
membni.
V tabeli podamo, kolikokrat je bil določen klasifikator pravilen oz.
kolikokrat sta oba bila (ne)pravilna. Pod tabelo prikažemo vrednost TS, ki
jo izračunano po enačbi (5.8), ter p, s katero na podlagi primerjanja s sto-
pnjo značilnosti α ugotovimo, da pri vseh primerjavah pride do statistično
značilnih razlik rezultatov, saj je p vrednost pri vseh treh načinih manǰsa od
vrednosti α.
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Na podlagi rezultatov v tabeli 5.9 smo ugotovili, da prvi in tretji način
dosegata podobne rezultate, zato nas zanima, ali so rezultati tudi med njima
dovolj različni, da lahko ničelno domnevo zavrnemo. Zato opravimo McNemar
test tudi za omenjena načina in rezultate prikažemo v tabeli 5.12. Vidimo, da
v tem primeru, ne pride do statistično značilnih razlik med rezultati, saj je













α = 0, 01 χ2 = 2,4, p = 0,125
Tabela 5.12: Rezultati McNemar testa med prvim in tretjim načinom. Vi-
dimo, da so razlike med napovedmi majhne in da je vrednost p večja od stopnje
značilnosti α. To pomeni, da razlike niso dovolj velike, da bi lahko zavrnili ničelno
domnevo in lahko zaključimo, da pri prvem in tretjem načinu ne pride do stati-
stično značilnih razlik med rezultati.
Na podlagi tega lahko zaključimo, da uporaba tretjega načina, kjer smo
želeli povratno informacijo samo za primere, ki jih je klasifikator napove-
dal z nizko zanesljivostjo, nič bolj in nič manj ne pripomore k uspešnosti v
primerjavi s prvim načinom.
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5.4 Ponovitev eksperimentov na drugi poda-
tkovni zbirki
V razdelku 5.3 ugotovimo, da sta prvi in tretji način najbolj ustrezna za po-
sodabljanje klasifikatorjev, vendar moramo preveriti, da dobljeni rezultati ne
veljajo samo za uporabljene podatke, in eksperimente ponoviti tudi na drugi
zbirki podatkov. Uporabimo zbirko Adult pridobljeno iz [64], kjer napovedu-
jemo, če je letna plača ljudi večja ali manǰsa od 50 tisoč dolarjev. Zbirka ima
48.842 primerov, ki so označeni in vsebujejo atribute, kot so starost, spol,
rasa, izobrazba, vrsta službe, število ur na teden in zakonski stan. Predpri-
pravo spet opravimo na podoben način, kot je opisano v razdelku 5.1.1 ter
pripravimo učno množico, ki ima 30.718 primerov, validacijsko s 7657 primeri
in testno s 7658 primeri. Vse množice so, tako kot originalna, neenakomerno
porazdeljene s približno 75 % vsebovanostjo primerov, ki imajo plačo manǰso
od 50 tisoč dolarjev, in 25 % primerov, ki imajo plačo vǐsjo od 50 tisoč do-
larjev.
Najprej na učnih podatkih zgradimo klasifikator in njegovo uspešnost
preverimo na testnih podatkih ter rezultate prikažemo v tabeli 5.13. Nato za
primere iz validacijske množice generiramo napovedi in zopet simuliramo štiri
uporabnike, ki podajajo povratno informacijo na enak način, kot predstavimo
v razdelku 5.3.2 (samo pozitivno ali negativno, naključno ter kvalitetno).
Osnovni klasifikator nato posodobimo na podlagi povratnih informacij ter
njihovo uspešnosti zopet preverimo na testni množici. Rezultate prikažemo
v tabeli. Vidimo, da so rezultati zelo podobni rezultatom iz tabele 5.9 in da
zopet najbolǰse dosegata prvi in tretji način bogatenja učne množice in po-
sodabljanja klasifikatorjev. Rezultate drugega načina pričakovano poslabša
posodabljanje z upoštevanjem zdravnika, ki podaja naključno povratno in-
formacijo. Za lažjo primerjavo prikažemo rezultate iz tabel 5.9 in 5.13 še na
grafih 5.7 in 5.8 ter vidimo, da so v obeh grafih razlike med klasifikatorji
podobne in da imata prvi in tretji način bolǰse rezultate od generiranega
klasifikatorja, drugi pa slabše.
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Negativna 0,0 (0,0) Prenizka ocena uporabnika
Pozitivna 50 (0,5) 0,7721 0,9258 0,5262 0,7578 0,8157 0,8334 0,6397
Naključna 49,84 (0,4984) Prenizka ocena uporabnika















Negativna 0,0 (0,0) 0,8010 0,9050 0,5772 0,8217 0,7383 0,8613 0,6479
Pozitivna 50 (0,5) 0,7721 0,9258 0,5262 0,7578 0,8157 0,8334 0,6397
Naključna 49,84 (0,4984) 0,6750 0,9262 0,4228 0,6169 0,8510 0,7406 0,5649


















Negativna 0,0 (0,0) Prenizka ocena uporabnika
Pozitivna 50 (0,5) 0,7706 0,9261 0,5240 0,7552 0,8173 0,8319 0,6386
Naključna 49,84 (0,4984) Prenizka ocena uporabnika





0,7737 0,9251 0,5285 0,7608 0,8131 0,8349 0,6406
Tabela 5.13: Rezultati načinov na novi podatkovni zbirki Adult [64]. Opazimo,
da so rezultati konsistentni z rezultati iz tabele 5.9, kjer se prvi in tretji način
izkažeta kot najbolǰsa, drugi pa rezultate poslabša.
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Slika 5.7: Grafični prikaz metrik ocenjevanja za podatke s kardiovaskularno bole-
znijo [56]. Opazimo, da se posodabljanje generiranega klasifikatorja najbolj splača
z uporabo prvega ali tretjega načina.
Slika 5.8: Grafični prikaz metrik ocenjevanja pri podatkih napovedovanja letne
plače [64]. Opazimo, da se v skladu z ugotovitvami pri prvotni podatkih poso-
dabljanje generiranega klasifikatorja zopet najbolj splača z uporabo prvega ali
tretjega načina.
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Da preverimo ali tudi ti rezultati predstavljajo statistično značilne raz-
like znova uporabimo statistično metodo McNemar opisano v razdelku 5.3.4.
Primerjamo napovedne točnosti med klasifikatorji in primerjave prikažemo v
tabeli 5.14. Ugotovimo da je, v primerjavi z generiranim klasifikatorjem, pri
vseh načinih p-vrednost manǰsa od α, kar pomeni da obstajajo statistično
značilne razlike med njimi. Poleg tega pa primerjamo še prvi in tretji način,
kjer pa vidimo da je p-vrednost večja od α, kar potrdi našo trditev iz razdelka
5.3.4, da tretji način, v primerjavi s prvim, nič bolj in nič manj ne pripomore
k uspešnosti.
α = 0, 01 1. način 2. način 3. način
Generiran klasifikator p = 1, 7 × 10−5 p = 3, 3 × 10−3 p = 2, 1 × 10−3
3. način p = 0,025
Tabela 5.14: Rezultati McNemar testa pri podatkovni zbirki Adult [64] med
generiranim klasifikatorjem in klasifikatorji vseh treh načinov. Vidimo, da pri vseh
primerjavah z generiranim klasifikatorjem obstajajo statistično značilne razlike (p
< α), med prvim in tretjim načinom pa ne (p ≥ α).
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Poglavje 6
Sklepne ugotovitve
Glavni cilji magistrske naloge so bili pridobivanje in vrednotenje povratne
informacije ter zagotavljanje, da posredovani podatki prihajajo iz verodo-
stojnega vira. Pri vrednotenju povratne informacije se naslonimo na metode
strojnega učenja, pri zagotavljanju verodostojnosti virov povratne informa-
cije pa na tehnologijo veriženja blokov.
6.1 Izhodǐsčni protokol
Uporaba javne verige blokov kot skupne reference med uporabniki je nov
način, ki se v primerjavi s standardnimi metodami hranjenja, dostopanja
in pošiljanja podatkov (odjemalec – strežnik), izkaže kot bolǰsa alternativa
sinhronizacije uporabnikov in podatkov. Nespremenljivost verig blokov pri-
pomore k večji zaščiti pred napadalci, večji transparentnosti med postopki
ter večjemu zaupanju med uporabniki. Z dokazi brez razkritja znanja so
informacije v verigi zaklenjene in nedostopne nepooblaščenim uporabnikom.
Izhodǐsčni protokol omenjene prednosti uporabi in predlaga način, kako se
uporabniki lahko enostavno pripravijo za vpeljavo in uporabo protokola, ki
ga vedno več uporabnikov oz. podjetij vpeljuje v svoje poslovanje.
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6.2 Pridobivanje, vrednotenje in upoštevanje
povratne informacije
Pri pridobivanju povratnih informacij so uporabniki bolj naklonjeni k nji-
hovem podajanju, če so za svoj čas in trud nagrajeni. To lahko storimo, da
jim za svoja iskrena mnenja obljubimo denarne nagrade, popust pri uporabi
storitev ali vǐsji ugled in na tak način dobimo kvalitetne povratne infor-
macije. A kljub vsemu se izkaže, da ljudje ne glede na spodbude vračajo
različne povratne informacije, ki jih moramo znati razbrati in oceniti. Simu-
liramo različne zdravnike, ki podajajo različne povratne informacije in jih
ocenimo. Na podlagi ocene utežimo primere in preverimo uspešnost posa-
meznih zdravnikov. Ugotovimo, da najbolǰse rezultate dosega zdravnik, ki je
podajal iskreno oz. pravilno povratno informacijo, in najslabše zdravnik, ki
podaja naključno. Poleg tega ugotovimo, da uteževanje primerov pripomore
k bolǰsim rezultatom oz. rezultate poslabša v manǰsi meri: npr. pri negativni
povratni informaciji, kjer smo primere utežili z utežjo 0, smo preprečili, da
so se rezultati posodobljenega klasifikatorja poslabšali.
Na podlagi izračunanih ocen nato predlagamo tri načine bogatenja učne
množice in posodabljanje klasifikatorja, od katerih se prvi in tretji izkažeta
za najbolj uspešna. S statistično analizo ugotovimo, da pri vseh načinih v
primerjavi z generiranim klasifikatorjem obstajajo statistično značilne raz-
like rezultatov, prav tako pa ugotovimo, da med rezultati prvega in tretjega
načina ni značilnih razlik. Opazili smo, da je meja (ocena 50), nad katero
upoštevamo zdravnike pri omenjenih načinih, prenizko postavljena, saj v ne-
katerih primerih upoštevamo tudi najslabšega zdravnika, ki podaja naključno
povratno informacijo. Zato bi bilo potrebno mejo povečati in bi tako dose-
gali bolǰse skupne rezultate. Razlike v rezultatih med različno porazdelje-
nimi podatki tudi niso bile velike. Kvaliteten zdravnik je rezultate izbolǰsal;
zdravnik, ki je podajal samo pozitivno povratno informacijo, ni veliko vplival
na podatke; zdravnika, ki je podajal samo negativno povratno informacijo,
zaradi ocene 0 nismo upoštevali. Zadnji zdravnik, ki je podajal naključno
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povratno informacijo, je dosegal najslabše rezultate.
6.3 Možnosti za nadaljnje delo
V nalogi smo obravnavali problem zbiranja verodostojne povratne informa-
cije pri binarni klasifikaciji. Velikokrat imajo podatki več razredov in obrav-
navanje povratnih informacij postane malo bolj zapleteno. V teh primerih
imamo več načinov obravnavanja povratnih informacij.
Prvi način je, da podatke predstavimo kot eno-proti-vsem (angl. one-
vs-all) klasifikacijo, ki vključuje usposabljanje več različnih binarnih klasi-
fikatorjev, od katerih je vsak namenjen prepoznavanju določenega ciljnega
razreda. Nato se ti klasifikatorji skupaj uporabljajo za večrazredno klasi-
fikacijo. Po klasifikaciji moramo povratne informacije pravilno razumeti in
primere na nek način utežiti za posodabljanje. To bi lahko storili na primer
tako, da v primeru, če kvaliteten uporabnik neko napoved potrdi, damo ti-
stemu razredu vǐsjo utež, ostalim pa nič. Če javi, da je napoved slaba, pa
damo razredu, ki smo ga napovedali, nižjo utež in vsem ostalim vǐsje. Tako
bi lahko prevedli pridobivanje povratne informacije pri binarni klasifikaciji v
večrazredno.
Pri drugem načinu pa – namesto da nam uporabniki posredujejo, če je
napoved dobra ali slaba – zahtevamo, da nam eksplicitno posredujejo pravilen
razred. Ta nadgradnja bi bila pri večrazrednem problemu bolj primerna, saj
bi na tak način primere lahko eksplicitno utežili in vključili pri posodabljanju.
Pri takem načinu bi tudi lažje prepoznali uporabnike, ki posredujejo kvalite-
tneǰse povratne informacije, saj bi zaradi eksplicitno posredovanega razreda
hitreje ugotovili, ali so ti pravilni ali ne.
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