Abstract. We present an elementary uni ed and self-contained proof of sharp Sobolev embedding theorems. We introduce a new function space and use it to improve the limiting Sobolev embedding theorem due to Br zis and Wainger.
Prologue
Let be an open subset of R n , where n 2, let 1 p < 1 and let W 1;p ( ) be the Sobolev space, that is, the set of all functions in L p ( ), whose distributional derivatives of the rst order belong to L p ( ), too. If p = n we assume that j j < 1.
We de ne W 1;p 0 ( ) as the closure of C 1 0 ( ) in W 1;p ( ). We denote p = np n ? p ; 1 p < n:
The classical Sobolev theorem 16] asserts that W 1;p 0 ( ) , ! L p ( ) when 1 < p < n: The embedding (1.2) is usually associated to Trudinger 19], similar results had been obtained earlier by Pokhozhaev 15] and Yudovich 20] . Now, both of the embeddings (1.1) and (1.2) are sharp within the context of Orlicz spaces. In other words, neither of the target spaces can be replaced by an essentially smaller Orlicz space. This fact was observed by Hempel, Morris and Trudinger 9] for (1.2), a general result was obtained later by Cianchi 5] . However, both of the target spaces can be improved if we are willing to allow di erent function spaces than Orlicz spaces. Consider Lorentz spaces L p;q ( ), de ned by The aim of this paper is two-fold. First, we wish to contribute to the discussion on how to teach (sharp) Sobolev embeddings in advanced courses. We have compiled an elementary uni ed proof, which we are going to show in a self-contained way. We rst establish the weak version of the Sobolev{Gagliardo{Nirenberg embedding, that is, jfjuj gj
for all u 2 W 1;1 0 ( ) and > 0. In our opinion, it is not reasonable to avoid potential estimates in lecture courses on function spaces. It is natural to make pro t of this knowledge when deriving (1.5). This approach seems to be less tricky than the traditional way of proving strong-type Gagliardo-Nirenberg estimates. Now, having (1.5) at our disposal, the remaining job, namely the proof of (1.3) and (1.4), can be made very simple and elementary, and it is not essentially more di cult to obtain sharp embeddings than the classical L q -ones.
For the sake of simplicity we restrict ourselves to the space W 1;p 0 ( ). If the domain veri es additional boundedness and regularity assumptions, then the argument can be easily modi ed to obtain embedding theorems for W 1;p ( ) or Poincar type inequalities. Now when we know that (1.3) and (1.4) are sharp in the context of rearrangementinvariant Banach function spaces, we can rewrite them in the form of inequalities. For their formulation and proof, we can even forget the notion of a Lorentz space. 
for all u 2 W 1;p 0 ( ). Theorems A and B are proved in Section 2. Concerning the proofs, we do not claim that our approach is original. A lot of work has been done and our aim is to optimize the argument. In main features we follow the strategy used by Tartar in his recent paper 18], where the inequalities (1.3) and (1.4) (and many others) are also proved. Concerning details, it would be very hard to trace back sources of each particular trick.
The fact that strong-type Sobolev estimates can be derived from weak ones has been observed by Federer 7] when deriving the Sobolev-Gagliardo-Nirenberg inequality (p = 1) from the isoperimetric inequality. The co-area integral argument can be simpli ed by the truncation trick which has been invented by Maz'ya 11] in connection with capacitary estimates. Its application to getting strong-type Sobolev embedings from their weak forms is pursued for example by Bakry, Coulhon, Ledoux and Salo -Coste in 1], where also plenty of references are given. The point of departure in 1] is the well-known equivalence of the Sobolev embedding to Nash and Moser inequalities, which is avoided here.
The second goal consists of the introduction and examination of a new function space. In the course of the proof of Theorem B we discover that when jruj n is integrable over , then u in fact belongs to a yet smaller class than BW n ( ). We denote this class by W n ( In the last section we study the properties of W p ( ); perhaps the most interesting one is the fact that it is not closed with respect to addition of functions (in particular, it is not a linear set). In view of this, W p ( ) resembles somewhat the space weak{L 1 of Bennett, De Vore and Sharpley 2]. Throughout the paper, C stands for a positive constant, not necessarily the same at each occurrence.
Elementary proof of embeddings
We proceed in two steps. First we sketch an elementary proof of (1.5) and then show that it implies both (1.6) and (1.7). Now, x u 2 C 1 0 ( ). Extended by zero outside , we can consider u 2 C 1 0 (R n ).
We denote by G the set fx 2 R n ; ju(x)j g. Let ? a k+1 ? a k n C Z jruj n dx; (2.8) which is just a discrete version of (2.7).
