Introduction
In early 1999, a news article in the prestigious journal Nature led off with the announcement, "An experiment with atoms at nanokelvin temperatures has produced the remarkable observation of light pulses traveling at velocities of only 17 m/s." The review continued with the understatement, "Observation of light pulses propagating at a speed no faster than a swiftly moving bicycle. . . comes as a surprise." 1 These findings (and their review) marked the beginning of the current wave of interest in the field that has come to be called "slow light." 2 When we refer to "the speed of light," we typically mean c, the phase velocity of light in a vacuum, or the speed of propagation of the phase fronts of monochromatic light. The phase fronts travel more slowly through a material, propagating at the speed c/n, where n is the index of refraction of the medium. However, this ordinary slowing of the phase velocity is not slow light. "Slow light" and "fast light" refer to changes in the group velocity of light in a medium.
A pulse of light can be decomposed mathematically into a group of monochromatic waves at slightly different frequencies, as in Fig. 19 .1. In a dispersive material, these monochromatic waves travel at different speeds. When one views the propagation of the pulse as a whole, its apparent velocity depends on the extent of the spread of individual monochromatic-wave velocities. Each monochromatic wave travels at its own phase velocity, while the pulse travels at the group velocity.
Of course, the group velocity of a pulse of light is not a new concept. The field of slow and fast light has drawn on theoretical and developments from the work of Sommerfeld and Brillouin from 1907 to 1914, 3, 4 experiments with early laser amplifiers in 1966, 5 and other work done through the end of the 20th century. 6, 7 (For more of the history behind slow and fast light, see Refs. 8 and 9.)
Phase velocity
Consider the (complex) electric field of a monochromatic electromagnetic plane wave of amplitude E 0 : E(z, t) = E 0 e i(kz−ωt) .
Here, ω is the angular frequency of the plane wave, k is the wavevector, z is the position in space, and t is the time. When we speak of the propagation of the plane wave, we mean the motion of the wave's phase fronts, or surfaces of constant phase.
If we define φ = kz − ωt (19.2) and rewrite the plane wave as
we see that the phase fronts are defined by constant values of φ. For convenience, we observe the motion of the phase front located at the origin z = 0 at time t = 0 (such that φ = 0). This motion is then defined by
To account for dispersion, the wavevector k and the refractive index of the medium n are written as functions of ω. We ignore absorption for the moment and write the wavevector as k(ω) = n(ω)ω c . 
Group velocity
The propagation velocity of a pulse can be derived by requiring that the pulse shape remain constant under propagation, meaning its plane-wave Fourier components maintain their relative amplitudes and phases. Absorption needs to be included in the derivation, so we first define the complex wavevector k c (ω) as
Here, n(ω) is the (real) refractive index in the usual sense. The parameter α(ω) is the linear intensity absorption per unit length experienced by a plane wave:
I(z) ∝ |E| 2 = E 0 e iω(nz/c−t) e −(α/2)z 2 = |E 0 | 2 e −αz . (19.9) Assuming that the Fourier components are in a sufficiently narrow bandwidth ∆ω around some center frequency (or carrier frequency) ω 0 , we define ω = ω 0 + ∆ω and expand the real and imaginary parts of k c (ω) in a Taylor series about ω 0 : (19.10) α(ω) = α 0 + α 1 ∆ω + 1 2 α 2 ∆ω 2 + 1 6
α n n! (∆ω) n , (19.11) where we have defined For each Fourier component, we define ∆ω j = ω j − ω 0 . We then substitute Eqs. (19.10) and (19.11) into Eq. (19.14) . Next, we take the ω 0 , k 0 , and α 0 terms outside the sums, and we take the k 1 term outside the sum over m, giving
α n n! (∆ω j ) n = e −α 0 z/2 e i(k 0 z−ω 0 t) j E j e −i∆ω j (t−k 1 z)
α n n! (∆ω j ) n . (19.15) In order for the pulse to propagate unchanged through a medium, the relative amplitudes and phases of the plane-wave Fourier components must remain constant. Propagation can at most be allowed to scale the entire pulse by a single complex constant. More specifically, if the pulse propagates with unchanged shape from the origin to the point z in a time t, we can write the propagation requirement formally as E(z, t) = re iφ E(0, 0). (19.16) Here, r and φ are free variables describing the change in amplitude and phase during propagation. By expanding the right-hand side of Eq. (19.16) according to the definition in Eq. (19.14), we find 
18) 
The derivative is evaluated at ω = ω 0 ; we have dropped that notation for convenience. The group velocity v g , or the speed at which the pulse envelope propagates, can then be defined as 24) where the quantity (19.22) have important consequences for slow light. In order for a general pulse shape to propagate wholly unchanged, second-order dispersion (group velocity dispersion, or GVD) and higher-order dispersion terms must be zero, and absorption must be spectrally flat. Any higher-order dispersion or absorption terms will introduce some amount of distortion into the pulse. As we shall see in Sec. 19.2.1, the Kramers-Kronig relations dictate that Eqs. (19.21) and (19.22) can never precisely be satisfied in real-world media. A great deal of experimental research in slow light is aimed at reducing the effects of pulse distortion.
The statement in Sec. 19.1 that the pulse travels at the group velocity does not give a complete picture. The pulse velocity is equal to the group velocity when distortion is minimal and the pulse more or less maintains its shape. However, severe distortion can cause the pulse to "break up" into a shape that has several peaks. In such situations, the group velocity is still defined according to Eq. (19.24), but there is no longer a single pulse for which to define a meaningful pulse velocity.
Slow light, fast light, backward light, stopped light
Slow light, then, is light that travels at an exceptionally slow group velocity, or in a medium with an exceptionally large group index. 2 Traditionally, slow light is defined as having v g v p , which occurs when n g n p . Slow-light techniques aim to increase n g by increasing dispersion (dn/dω). However, dispersion need not be positive. It can be zero, negative, or (nearly) infinite, leading to several other regimes of operation.
Fast light is light for which v g > c. Fast light occurs in media for which 0 ≤ n g < 1. Such propagation is also called "superluminal," owing to the fact that the group velocity is greater than the speed of light in vacuum. The limit of fast light is zero group index, or infinite effective group velocity, in the so-called critically anomalous dispersion regime; 10 in such a regime, the pulse appears to leave the medium at exactly the same time as it enters. It should be noted that fastlight propagation is entirely within the bounds of causality and special relativity. 11 No information can be communicated superluminally; for more discussion on this point, see Sec. 19.4.4. Fast light may also be defined as occurring when v g > v p and 0 ≤ n g < n.
Backward light occurs in media for which n g < 0. A pulse travels in such a medium with v g < 0, giving an apparent backward propagation of the pulse within the medium. 7, 12, 13 In this regime, shown in Fig. 19.2 , the pulse appears to leave the medium before it enters, and the peak of the pulse within the medium propagates backwards from the time the outbound pulse leaves to the time the inbound pulse enters. Energy still flows in the forward direction. 14 Causality is not violated here, either; the effect can be seen as a form of pulse reshaping, selectively amplifying the long leading edge of a Gaussian pulse and attenuating the original peak.
Stopped light (or stored light) is related to slow light. Stopped-light techniques are used to "stop" or "trap" a pulse of light inside a medium for some amount of time. The pulse is slowed as it enters the medium, and then the medium is altered or stimulated so that the pulse is stored for a short time and then retrieved. The actual storage may happen by inducing the group velocity to become zero (and the group index to become infinite) or by some other means, such as by mapping the pulse into the spin coherence of a coherently prepared atomic medium. 15, 16 These different regimes of operation are all concerned with inducing strong dispersion and thus use very similar techniques. They are often all grouped together under the heading of "slow light" or "slow and fast light."
Slow Light Based on Material Resonances

Susceptibility and the Kramers-Kronig relations
Both the refractive index n(ω) and the absorption coefficient α(ω) of a medium have their origin in the susceptibility of the medium χ(ω). When an electric field is applied to a medium, the charged particles in the medium (the electrons and protons) shift their positions in response to the field. This shift in the positions of the charges creates an additional electric field. The electric dipole moment per unit volume of the material is known as the polarization density P , or simply the polarization. Some materials are more susceptible than others to being polarized by an incident electric field. The degree to which the material may be polarized by a given electric field is known as the electric susceptibility χ and is defined by
where E is the strength of the electric field and 0 is the permittivity of free space. The permittivity of the medium is defined as 27) and the refractive index and absorption coefficient are defined respectively as
When χ(ω) is small, such as for dilute gases, Eqs. (19.28) simplify to
One can thus think of the real part of the susceptibility as corresponding to the refractive index n(ω) and the imaginary part as corresponding to the absorption coefficient α(ω). The correspondence is a useful conceptual device, although one must remember that Eqs. (19.29) are not strictly true for media with a strong electromagnetic response (a large susceptibility). In such cases, the more general forms in Eqs. (19.28) should be used. The medium's electromagnetic response must be causal (it must obey causality). Any change in P at time t must be caused by changes in E that happen before time t. In other words, the cause must precede the effect. This may seem obvious, but the causality requirement has important consequences: It can be shown that the electromagnetic susceptibility of any causal medium also obeys the KramersKronig relations
These relations lead to several important results. First, any material that exhibits absorption must also possess dispersion. Conversely, any dispersive medium must also possess some spectral variation in absorption, meaning that dα/dω (and α 1 ) cannot be zero for all ω. Thus, distortion is ever-present in slow-light media. Additionally, the Kramers-Kronig relations dictate that n(ω) will be nearly linear in the neighborhood of a smooth peak or valley in the absorption spectrum. 
Resonance features in materials
Many of the spectral features of a material's optical response come from material resonances. In many instances, the motion of bound charged particles in a material (such as electrons bound to atoms or molecules, or nuclei within a crystal lattice) is constrained to the form of a damped harmonic oscillator, similar to a mass on a spring. In this model, often called the Lorentz model, the charged particle tends to oscillate at a resonance frequency ω r . The equation of motion of the charged particle can then be written as
where x is the particle's displacement from its equilibrium position, e is the charge carried by the particle (e < 0 for an electron), E is the magnitude of the applied electric field, m is the charged particle's mass, and γ r is a damping coefficient. It can be shown that, under these conditions, the susceptibility χ of the medium due to the resonance has the form Of course, material systems have many different resonances, each with its own center frequency, linewidth, and relative strength. Beyond natural material resonances, resonances of a similar Lorentzian form can also be induced by certain optical processes. Lasing, for example, consists of creating an inverted population, such that a certain atomic or molecular transition (a resonance) experiences gain. In that case, ω r is the frequency of the lasing transition, γ r is its linewidth, and the value of α(ω r ) is negative, indicating gain rather than absorption. The KramersKronig relations then dictate essentially a reversed shape for n(ω).
It is easy to see from Fig. 19 .3 how slow and fast light can be achieved in such systems. Near ω = ω r , n(ω) varies nearly linearly with ω, making d 2 n/dω 2 nearly zero. The absorption feature is only slightly dependent on ω near the resonance. However, |dα/dω| becomes very large as the absorption drops off away from ω r . One must be careful that the pulse spectrum does not extend too far into the region of large |dα/dω|. Notice also that fast light occurs in regions of strong absorption; the fast-light experimenter may choose to deal with this absorption, to mitigate it somehow, or to create fast-light features using any of several other means that avoids absorption.
Spatial compression
It is clear that the reduced group velocity in slow light leads to spatial compression of the pulse by a factor equal to the group index. If a pulse of duration τ decelerates from speed c to speed c/n g , its length L must likewise decrease from L ∝ cτ to L = L/n g . Conservation of energy then dictates that if the pulse energy was distributed over length L but is compressed down to length L , the energy density u must increase by the same factor to u = n g u.
Interestingly, the intensity of a pulse I = uv g is unchanged upon entering a slow-light medium, because the increase in u is canceled exactly by the decrease in v g . Likewise, the electric field strength E ∝ √ I is unaffected by changes in the group velocity. Thus, although the pulse energy is spatially compressed, its peak electric field strength is unchanged. 8, 19 In contrast to this result, slow light achieved in coupled resonators or photonic crystals is accompanied by an increase in electric field strength. 20 
Two-level and three-level models
Optical interactions with atoms (or molecules or other systems) can be described quantum-mechanically using a two-or three-level model. In the two-level model shown in Fig. 19 .4(a), the incident light at some frequency ω is assumed to be resonant (or nearly resonant) with the atomic transition between energy levels |1 and |2 . (By resonant, we mean that the photon energy E =hω is the same as the energy difference between states |1 and |2 , and the optical transition is not forbidden by other issues such as parity.) Formally, the incident light has some probability of causing an atomic transition between any two energy levels; however, if the light is nearly resonant with the |1 -|2 transition, the probabilities of other transitions become vanishingly small, and all other energy levels can be neglected. Thus, the atomic model is effectively reduced to two levels. Similarly, the threelevel model shown in Fig. 19 .4(b) is applicable when light fields are applied at two different frequencies ω p and ω c , which are respectively resonant (or nearly resonant) with the |1 -|3 and |2 -|3 transitions. (Note that the |1 -|2 transition is typically forbidden by dipole selection rules.) The three-level model is often useful in experiments where the ω c field is a strong coupling field or pump field that induces some optical effect and the ω p field is a weak probe field that measures or "sees" the effect.
Electromagnetically induced transparency (EIT)
Electromagnetically induced transparency (EIT) allows a very narrow window of increased transparency (a spectral hole) to be introduced in an absorption resonance. 21 The narrowness and depth of the spectral hole lead to a large group index, producing slow light. A three-level Λ-type model of an atom is shown in Fig. 19 .4(b). The atom starts in state |1 , the ground state. A strong pump field (also called a coupling field) at frequency ω c is applied to the |2 -|3 transition in such a way that a coherence is introduced between the |1 -|3 and |2 -|3 transitions. If a weak probe at frequency ω p is later applied to the |1 -|3 transition, it will undergo little or no absorption, whereas it would ordinarily be absorbed readily. The hole created in the probe absorption spectrum at ω p is very narrow, so by the Kramers-Kronig relations, the medium has a large dn/dω and a large group index at the same frequency.
As EIT is a quantum interference phenomenon, it is crucial that the EIT medium be maintained in an environment that preserves quantum coherence. 21 Typically, the medium is kept at cryogenic temperatures or, for vapors, at low pressure. A number of other requirements must also be met, and achieving EIT can be quite difficult experimentally. Despite these restrictions, EIT has been a popular experimental method for achieving slow light. The experiment that sparked recent interest in slow light was carried out using EIT in a Bose-Einstein condensate (BEC). 2 EITbased slow-light experiments have been carried out in hot alkali vapor, 16 cold alkali vapor, 22 crystals, 15 semiconductor quantum wells, [23] [24] [25] and vapor confined within photonic band-gap fiber 26 and have been proposed in doped optical fiber 27 and semiconductor quantum dots. 28 Certain transparency effects similar to EIT have been predicted in resonator systems [29] [30] [31] [32] and plasmas. [33] [34] [35] EIT is also associated with an enhancement of the medium's optical nonlinearity. 19 When the fields applied to a resonant medium are tuned to a resonance, the optical nonlinearity of the medium reaches a local maximum. In the absence of EIT, linear absorption also reaches a local maximum, making the nonlinearity unusable. EIT allows access to these resonant nonlinearities that would otherwise be precluded by absorption. It would be incorrect to say that the nonlinearity enhancement in EIT is caused by the slow-light effect; however, the slow-light effect and the nonlinearity enhancement in EIT are inseparable.
Coherent population oscillation (CPO)
Coherent population oscillation (CPO) occurs in a two-level atom when a pump beam at frequency ω and a probe beam at frequency ω + δ are applied to the same transition, such as the |1 -|2 transition in Fig. 19.4(a) . If ω and ω + δ both lie within the natural linewidth 1/T 1 of the transition, a portion of the atomic population oscillates between levels |1 and |2 at the beat frequency δ. The oscillating population produces a narrow hole in the absorption line centered at frequency ω. By the Kramers-Kronig relations, the narrow spectral hole results in a rapid index variation, producing slow light. (Of course, if the atomic population is initially in the excited state, the CPO effect produces a hole in the gain spectrum, giving a fast-light effect.) 36, 37 Equivalently, CPO can be viewed as a time-dependent saturable absorption or saturable gain effect. As part of the population moves from level |1 to level |2 , that part of the population is unavailable to participate in the absorption process, leading to reduced absorption. A slow-light effect is achieved through pulse reshaping: The leading edge of the pulse is selectively attenuated, producing an effective delay of the peak. As part of the population moves from level |2 to level |1 , the corresponding gain saturation occurs, giving a fast-light effect by selectively amplifying the leading edge of the peak. Note that the optimal pulse bandwidth is of the order of δ, so approximately one complete population cycle occurs. [38] [39] [40] [41] CPO as a slow-and fast-light method has several advantages over EIT. CPO is much easier to achieve at room temperature. Both methods can have similarly narrow linewidths, resulting in sharp dispersion and extreme group velocities. Additionally, CPO slow-and fast-light effects may be achieved with only a single beam by inducing a sinusoidal amplitude modulation at frequency δ on a pump beam at ω, or even a single pulse with approximate bandwidth δ. However, CPO typically suffers from a higher degree of residual absorption than EIT. Also, the bandwidth of CPO is limited to the natural linewidth 1/T 1 of the atomic transition. CPO has been achieved in a variety of experimental setups, including in crystals, 37, 42 erbium ions as dopants in an optical fiber, 14 semiconductor waveguides, 43 quantum dots in semiconductor waveguides, 44 and quantum dot semiconductor optical amplifiers (QD-SOAs). 45 CPO has also been used to generate slow light at cryogenic temperatures (10 K) in a semiconductor quantum well structure. 46 
Stimulated Brillouin and Raman scattering
Both stimulated Brillouin scattering (SBS) and stimulated Raman scattering (SRS) involve the scattering of light off a vibrational wave. If a pump field at frequency ω scatters off a vibrational wave at frequency Ω, scattered fields are generated at the Stokes frequency ω S = ω − Ω. The frequency Ω can be up to several gigahertz for SBS and up to several terahertz for SRS. If a probe field is applied to the medium at the Stokes frequency, it will experience gain as energy is scattered from the pump into the Stokes frequency. By the Kramers-Kronig relations, the SBS or SRS gain line induces a slow-light dispersion curve in the vicinity of the probe (Stokes) frequency. Stimulated Brillouin scattering is based on the electrostrictive effect, whereby materials experience a slight change in density (and hence refractive index) in re- The pump laser at frequency ω couples molecules (or atoms) from the vibrational ground state to the vibrationally excited state, emitting Stokes photons at frequency ωS = ω − Ω and producing gain at the Stokes frequency (inner pair of slanted arrows). In the presence of the pump (and in the absence of four-wave mixing effects), anti-Stokes photons at frequency ωa = ω + Ω can be absorbed by a stimulated Raman transition in ground-state molecules, resulting in loss at the anti-Stokes frequency (outer pair of slanted arrows). Note that the two upper levels are so-called virtual levels and need not correspond to real energy levels.
sponse to an applied optical field. In SBS, the pump and probe fields beat together and induce a traveling density modulation (a pressure wave or acoustic wave) in the medium at frequency Ω. Energy from the pump wave then scatters off the acoustic wave and into the probe field (since ω S = ω − Ω), which further enhances the acoustic wave, and so forth, creating a positive feedback loop. Absorption (or loss) increases at the anti-Stokes frequency ω a = ω + Ω. (If no Stokes field is applied initially, one can be generated by the scattering of the pump field off a thermal phonon at Ω. For further discussion of SBS, see Chaps. 8 and 9 of Ref. 17.) SBS can readily be induced in optical fibers. 47, 48 Since SBS can be controlled via the pump, it can be tailored to minimize distortion 49 and to optimize gain bandwidth. 50 Stimulated Raman scattering works by inducing molecular transitions between vibrational sublevels. As shown in Fig. 19 .5, molecular vibrations at frequency Ω are excited by the beating of the pump and probe fields; these molecular vibrations scatter some energy from the pump into the Stokes sideband ω S = ω − Ω, and the probe field experiences gain. In a normal thermal distribution at room temperature, there are far more molecules in the ground state than in the excited state; these ground-state molecules can now absorb light in the anti-Stokes sideband ω a = ω + Ω, due to the presence of the pump to complete the stimulated Raman transition to the excited state. Thus, the anti-Stokes field, if present, experiences loss. (However, there is also a four-wave mixing component to SRS that can alter this balance. For further discussion of SRS, see Chap. 10 of Ref. 17.) SRS can be observed not just in molecules but also in atoms and crystals, i.e., in any system that can be vibrationally excited. Slow light based on SRS gain has been observed in both solids 51, 52 and optical fibers. 53 
Other resonance-based phenomena
A number of other slow-light techniques based on resonance phenomena have been implemented successfully. Picosecond pulses were delayed by as many as 80 pulse widths by operating at the center frequency between two absorption lines (hyperfine ground states) of cesium. 54 Slow light was achieved using the gain of a vertical-cavity surface-emitting laser (VCSEL) configured as a semiconductor optical amplifier (SOA) rather than as a laser. 55 Slow light in semiconductors has also been achieved using a number of different mechanisms, including several excitonic mechanisms. [56] [57] [58] For more details on semiconductor effects, see Refs. 59 and 60 and their references.
Slow Light Based on Material Structure
Waveguide dispersion
In an optical fiber, a fraction of the energy in a guided electromagnetic mode propagates in the core, and the remainder propagates in the cladding. The effective refractive index of the mode depends on this fraction. For different wavelengths, the fraction changes, producing an index variation with frequency. This dispersion is known as waveguide dispersion or intramodal dispersion. Additionally, each mode of a multi-mode waveguide has its own group velocity; if a pulse coupled into a multi-mode waveguide propagates in several modes with different group velocities, intermodal dispersion results. For further discussion on dispersion in waveguides, see Chaps. 8 and 9 of Ref. 18 
Coupled-resonator structures
Slow-light effects have also been explored in coupled-resonator structures, alternately called coupled-resonator optical waveguides (CROWs) or coupled-cavity waveguides (CCWs). Examples of such structures are shown in Fig. 19 .6. Low group velocities are observed in the propagation of light across the CROW, as a result of weak coupling and feedback between the resonators. 62 Here is a conceptual model of how the device works: Light couples evanescently into the first resonator. As the light resonates there, it couples evanescently into the second resonator, where it also resonates. It then couples evanescently into the third resonator, and so forth, until it has "leaked" across the entire waveguide. 63 Photonic crystals (PCs or PhCs) are formed by introducing periodic refractive index changes in a dielectric medium. Because of the periodic index modulation, light within certain wavelength bands is unable to propagate in the photonic crystal. In analogy to semiconductor crystals, these bands are called forbidden bands or photonic band gaps. Often, photonic crystals are made by drilling rectangularly spaced air holes into a dielectric, with the index contrast between air and the dielectric providing the periodic index modulation. One-, two-, and three-dimensional photonic crystals can be formed in such a way. By convention, however, the term "photonic crystal" is typically reserved for two-and three-dimensional structures with high index contrast. Two-dimensional photonic crystals are perhaps more common since three-dimensional photonic crystals are quite difficult to fabricate.
A small defect introduced in the photonic crystal lattice will allow light to propagate in the vicinity of the defect, creating a resonator (see Fig. 19.6 ). If a periodic series of defects is introduced in the photonic crystal, the resonators can couple evanescently, forming a photonic crystal defect waveguide, another form of CROW. 63 Photonic crystals are particularly versatile, since they may be used to design many different optical devices and may be fabricated out of virtually any dielectric media. Photonic crystal devices may be created in highly nonlinear optical media as well. For example, the air holes in a photonic crystal lattice may be filled with a fluid having a high nonlinearity. 20 In CROW devices, the electric field is enhanced within the resonators, leading to an enhancement of the optical nonlinearity. 20, 63, 64 Nonlinear effects typically depend on the strength of the incident electric field raised to some power. In a resonator, the resonating electric field builds up, leading to an enhancement of the nonlinear effect. Coupled-resonator optical waveguides typically see a nonlinearity enhancement that scales as the square of the slowing factor. 64 Slow light has also been explored in certain optical filters, including fiber Bragg gratings 65 and Moiré fiber gratings. 66 These can be thought of conceptually (but not rigorously) as a series of coupled resonators. The dispersion and slow-light effects in optical filters are similar to those of coupled-resonator structures.
Band-edge dispersion
Photonic band gap materials can be used to achieve slow light using another effect, one which they have in common with semiconductors. In the band gap, electromagnetic waves cannot propagate. Steep dispersion exists near the band edges, and precisely at the band edge, the group velocity goes to zero. At frequencies just outside the band gap (i.e., just inside the transmission band), light propagates at extremely slow group velocities. [67] [68] [69] [70] [71] 
Additional Considerations
Distortion mitigation
The Kramers-Kronig relations dictate that any slow-light system will cause some degree of pulse distortion, as discussed in Sec. 19.2.1. In its simplest form, distortion takes the form of pulse broadening or compression, while more complicated forms of distortion can lead to pulse break-up. Workers in the field of slow light have developed a number of techniques for minimizing pulse distortion. For instance, Wang and coworkers 72 utilized the following scheme: Consider two resonances of the type shown in Fig. 19.3(a) , spaced far apart. The refractive index will follow a smooth line between the resonances, producing a nearly linear refractive index profile (and hence a nearly constant group index) in the region directly between the two resonances. Such a configuration has since been used successfully by others. 54, 73, 74 One group suggested inducing two nearly overlapping resonances, which sum to produce a spectral region of nearly flat absorption and hence nearly flat group velocity. 49 Another group proposed doing the same with three resonances. 75 In coherent population oscillation, adding a continuous-wave background to the pulse can balance the competing effects of gain recovery and pulse spectrum broadening. 76 Many further techniques have been suggested.
Figures of merit
Several figures of merit are in common use among workers in slow light. The group index n g may be quoted, either by itself or as the slowing factor S = c/v g . 77 The most common figure of merit is simply the group delay τ g , the time delay induced by propagation through the slow-light medium. This is nearly always the experimental quantity that is measured directly, so it is simple to report. However, it is generally easier to produce longer delays for longer pulses. Thus, a more meaningful measure is often the fractional delay, or the delay normalized by the pulse width. 78 Fractional delay coincides more closely with the particular application of slow-light delay lines and slow-light buffers for optical networking; fractional delay, then, becomes a measure of the number of bits that can be stored by such a delay line. Fast-light systems may be evaluated in terms of fractional advancement, or negative fractional delay. To offer a truer estimate of the technological value of experimental results, fractional delay is often quoted along with pulse width. Perhaps the most useful single figure of merit for optical delay lines is the delay-bandwidth product (DBP), which is also equal to the maximum possible fractional delay in a given slow-light system. 79 The delay-bandwidth product must also be quoted with the bit rate to be a definitive performance measure.
Many more figures of merit have been defined; indeed, the usefulness of a figure of merit depends on the merits it measures, which in turn depend on the intended application. The maximum possible delay can be represented in other ways, such as the length of a waveguide required to achieve a given time delay 71 or the ratio of a quantum memory's maximum storage time to the input pulse length. 80 Other figures of merit often include some measure of the absorption experienced by the pulse, such as the ratio of the group index or the delay-bandwidth product to the absorption coefficient, 81, 82 or the time a signal can propagate in a slow-light buffer before needing regeneration or amplification. 58 Pulse distortion can be measured in several different ways, including the input-output pulse width ratio, 76 degree of dispersion near an absorption feature or a band edge, 71 or group velocity dispersion (GVD). The effects of pulse distortion on a telecommunications system are often the ultimate concern, so some experimenters use commercial telecommunications test equipment to test the bit-error rate (BER) 83 or the eye opening. 84 
Theoretical limits of slow and fast light
The most general theoretical limits of the performance of slow-light systems were already mentioned in Sec. 19.1.2: Group velocity dispersion (k 2 ), frequency-dependent absorption (α 1 ), and higher-order dispersion and absorption terms must be sufficiently small that the pulse is not distorted too much (though the degree of acceptable distortion is often application dependent). Generally, total linear absorption (αL) must also be sufficiently small that the signal can be detected. More specific limits than these depend on the particular slow-light technique in question. Some results are quoted here without further comment.
For many slow-light techniques, group velocity and bandwidth are proportional, requiring a trade-off between the two parameters. 82, 85 Under many circumstances, the minimum spatial extent occupied by a single optical bit in a slow-light medium is roughly one vacuum wavelength. 82 Slow light using electromagnetically induced transparency (EIT) or coherent population oscillation (CPO) is most often limited by residual absorption on line center (α 0 ) and by frequency-dependent absorption (α 1 and higher terms). 78, 86 The excited state lifetime limits fractional delay in CPO in the short-pulse limit. 87 Group delay in EIT is partly limited by atomic collisions 88 and by nonlinear effects. 89 In slow-light systems using stimu- lated Brillouin scattering (SBS) in optical fibers, there is a trade-off between increased bandwidth and reduced pulse distortion. 84 
Causality and the many velocities of light
Fast light (v g > c) and backward light (v g < 0) seem at first to violate causality. However, careful analysis shows that this is not so. Causality is the requirement that any effect must be preceded by its cause. When combined with the special theory of relativity, causality requires that no information travel faster than the speed of light. From 1907 to 1914, Sommerfeld and Brillouin examined the propagation of a discontinuous jump (like a step function) in the electric field. They examined the front velocity, or the speed of propagation of the first non-zero value of the electric field. They found that the front velocity can never exceed c and that no part of the waveform can overtake the front. 3, 4 Their result was later extended to nonlinear media and to all functions with compact support, i.e., functions such as in Fig. 19 .7 that are zero except over a finite range. 92 Many fast-light experiments and theories use Gaussian-like pulses with long leading and trailing tails. The group velocity can then be used to describe the motion of the pulse envelope or the pulse peak. Using the presence or absence of a pulse as representing one bit (as in on-off keying), one may be tempted to think of the peak as carrying the information associated with the pulse, and hence conclude that information is propagating superluminally. However, the presence or absence of the long leading edge of the pulse carries the same information as the presence or absence of the peak. A true Gaussian pulse has infinite extent; in a sense, the pulse and its information have already "arrived" everywhere, irrespective of the motion of the peak. The superluminal peak velocity is therefore completely unrelated to the speed of information transfer. For the more realistic case of a truncated Gaussian pulse (as in Fig. 19.7) , the peak of the pulse may travel superluminally for a time, but the front of the pulse still propagates at or below the speed of light (since the pulse front is a discontinuity). None of the pulse energy can overtake the pulse front. For example, in an on-off keyed binary signal, fast light may shift the peak of a pulse within its bit slot but cannot advance the peak past the beginning of the bit slot. As the peak approaches the front, the pulse becomes highly distorted, often breaking up into a series of peaks or some other irregular shape. For further discussion, see Ref. 93 and Sec. 2.5 of Ref. 94 .
A different, equally valid explanation of why superluminal propagation is consistent with causality follows from the formal description of fast-light effects. Fast light is predicted by the form of the susceptibility χ and by Maxwell's equations. The susceptibility is governed by the Kramers-Kronig relations, which are a consequence of requiring the medium in question to exhibit a causal response. In other words, the Kramers-Kronig relations are derived by requiring the electromagnetic response of the medium to occur strictly after the electromagnetic stimulus that causes it. Maxwell's equations, which govern the propagation of light within the medium, obey special relativity. It is easy to understand on these grounds that fast light could never be predicted to violate causality or special relativity.
It is sometimes convenient when working with relativistic considerations to consider the forward light cone, the region of space-time that is relativistically (and t z z0 z1 Figure 19 .9: Superluminal (fast-light) propagation and the forward light-cone. The front of the pulse propagates at c both in vacuum (z < z0 and z > z1) and in the medium (z0 ≤ z ≤ z1); the pulse peak travels at c in vacuum and at vg > c within the medium. Although the peak moves faster than c over a short space-time interval, it does not violate causality: The peak cannot escape the forward light cone of the beginning of the transmission event. Inset:
The trajectory of the peak of the pulse (dotted line) and that of the pulse front (solid line). See text for details.
causally) accessible from a given point in space-time. In the example shown in Fig. 19 .8, an event happens at the point z = z 0 at the time t = t 0 . Only observers inside the forward light cone, or inside the boundaries (z − z 0 ) = ±c(t − t 0 ), could possibly observe the event. Any other observers would need a form of superluminal communication, or information transfer faster than the speed of light. Imagine now that a long but truncated Gaussian pulse is transmitted through a superluminal medium, as shown in Fig. 19.9 . A fast-light medium exists between z = z 0 and z = z 1 . A transmitter at location z = 0 begins transmitting a long but truncated Gaussian pulse at time t = 0. The forward light cone of the transmission event is denoted by the solid line, which also represents the pulse front traveling at its maximum velocity c. The peak of the pulse travels at c in vacuum and at v g > c in the medium. However, the peak can never overtake the front; instead, the pulse would become distorted. (Notice how the pulse expands inside the fast-light medium.) The inset to Fig. 19.9 shows the trajectory of the peak (dotted line) and the trajectory of the front (solid line). Inside the medium, the dotted line's slope is more horizontal than the solid line's slope, meaning that the speed of the peak is greater than the speed of the front and greater than c in that region. However, the dotted line may never cross the solid line. Fast-light propagation does not violate causality, because the peak of the pulse can never travel outside of the forward light cone of the event that began the transmission of the pulse. (This explanation is similar in spirit to the bit slot argument above.)
A number of other velocities have been defined in an attempt to understand the relationship between superluminal group velocities and causality. The original work of Sommerfeld and Brillouin defined five different velocities, including the front velocity and the group velocity, and showed that the front velocity is always less than or equal to c (always luminal), even when v g > c. The group delay associated with an evanescent wave can appear superluminal, akin to the Hartman effect of quantum-mechanical tunneling through a barrier. However, the effect is a matter of energy storage and retrieval in the medium, rather than true propagation. The group delay of evanescent waves, then, should not be considered a propagation time. 95, 96 For propagating waves, an "energy centroid" can be defined (similar to the center of mass for the total electromagnetic and stored material energy); its velocity is always luminal. [97] [98] [99] (Recall that, even in the case of backward light, the energy flow is still in the forward direction.) 14 One group attempted to quantify the information velocity by defining special pulses with definite points of distinguishability and then tracking the time at which the pulses could be distinguished. They found that the information velocity thus defined was always luminal, even for v g > c. 73 As a result of Brillouin's work, the special theory of relativity was reformulated slightly in the early 20th century: No information may be communicated faster than the speed of light. 73 There is no clear consensus on what constitutes the "information velocity" or the "signal velocity," perhaps due to the lack of a universal definition for "information" or for "signal." However, it has been well established that fast light and backward light cannot violate causality.
Potential Applications
Slow and fast light allow researchers to conduct many exciting fundamental studies of physics and light propagation, but they also have many potential practical applications. The applications proposed for slow and fast light cover many different areas, but they can be grouped into three main themes. Perhaps the most obvious use for a slow-light medium is as a tunable optical delay line, a compact device that can store or buffer light pulses for a time or perhaps even indefinitely. Tunable optical delay lines could find a number of applications within telecommunication networks, as well as in optical coherence tomography (OCT), ultrafast pulse metrology, and various kinds of optical signal processing. 100, 101 Slow light can also be used to enhance the nonlinear effects of an optical material, leading to smaller devices and lower operating power in applications that require a high degree of nonlinearity. Finally, slow and fast light can enhance interferometry, producing more sensitive and more stable interferometers. (As discussed in Sec. 19.4.4, fast light may not be used to increase network data rates by increasing the propagation speed of light above c.) In a packet-based data network, such as the Internet, a router can be modeled as an N × N switch, as shown in Fig. 19 .10. As packets arrive at the router's input ports, the router reads the destination information in the packets and sends them to the appropriate output ports. However, contention arises when two packets destined for the same output port arrive simultaneously at the router's inputs, as in Fig. 19.10(a) . The router cannot simultaneously send both packets to the same output port. If it has no buffer, it can send one packet and must drop (discard) the other packet. Dropped packets must be retransmitted, causing increased network latency.
A much more desirable situation is shown in Fig. 19.10(b) . If the router has an internal packet buffer, as in Fig. 19.10(c) , it can send one packet and store the other in its buffer until the output port becomes available. Buffering enhances network robustness and throughput. (Of course, the actual router is much more complex, but this model suffices conceptually. For more details, see Chap. 5 of Ref. 102.) At present, essentially all routing functions in an optical network are implemented in electronics. This requires converting the optical signal to an electrical signal for processing and then back to an optical signal for further transmission. This process, known as OEO conversion, adds delay to network transmissions and consumes additional power. An optical buffer would be the first step in all-optical networking, which many feel will soon become crucial to the increased performance of telecommunication networks. 103 
Network resynchronization and jitter correction
Tunable optical delay lines are ideal for all-optical jitter compensation. 104 In modern data networks, transmissions are synchronized to bit slots, regularly spaced time windows during which either a zero or one value is transmitted. For example, in traditional on-off keyed (OOK) transmission, zero or one is indicated respectively by the absence or presence of a light pulse in each bit slot. In a 10-Gbit/s transmission link, bit slots are 100 ps each. Every 100 ps, the transmitter transmits a pulse of light to indicate a one or no pulse to indicate a zero.
Transmitters and receivers must agree on the size and start times of bit slots. Sometimes, parts of the data stream become slightly stretched, compressed, or shifted during the transmission process, resulting in a slight desynchronization between the transmitter and receiver. The receiver observes jitter in the data stream, meaning that each data bit arrives slightly before or after the expected time, shifted by a random amount. In other words, the data bits are not precisely aligned to the bit slots at the receiver.
Jitter is usually caused by random processes such as temperature changes, vibration, or pattern-dependent nonlinearities in the transmission medium or equipment. It is important that receiver equipment adjust its timing slightly to compensate for jitter, or else data corruption and increased bit-error rate (BER) can result. All-optical networks will require all-optical methods of jitter compensation, such as could be afforded by slow-light and fast-light delay lines.
Tapped delay lines and equalization filters
Optical delay lines can be used to implement tapped delay lines, as shown in Fig. 19.11(a) . Tapped delay lines, in turn, can be used to implement certain optical signal processing elements, particularly filters. 105 Such filters are prevalent in electronics and allow reshaping of the signal spectrum in a well-defined manner. A typical filter is shown in Fig. 19.11(b) . Optical filters may be particularly useful for equalization of an optical signal, whereby certain transmission effects can be mitigated and network robustness enhanced.
Optical memory and stopped light for coherent control
The group velocity of light can in fact be adjusted to zero, leading to so-called stopped light. 15, 16, 106 One stopped-light technique is to use electromagnetically induced transparency (EIT) to "map" a light pulse onto the spin coherence of a medium, effectively storing the pulse. The pulse can later be retrieved by performing the reverse operation. Other proposed techniques include using solitons in coupled-resonator structures. 63, 107 A stopped-light system could be useful as an optical memory for storing pulses of light.
Many stopped-light techniques also preserve quantum coherence properties. EIT-based techniques, for example, can be used to preserve and store entanglement, or the coherence of two quantum-mechanical systems (such as two photons or a photon and an atom). A so-called quantum memory, one which can store and retrieve entangled photons, could find applications in quantum computing, quantum cryptography, and any other technology that depends on entanglement. 108 One drawback of stopped-light memories is the finite lifetime of the memory. EIT media gradually undergo decoherence (or dephasing). Other kinds of optical memories have different decay mechanisms, but all memories decay and lose their data over time. But decay only needs to be slowed, not eliminated. A memory cell can be refreshed by reading out its value and rewriting the value into the cell, starting the decay cycle anew. In two 2001 stopped-light experiments using EIT, the coherence lifetime was 500 µs. 15, 16 Thus, a stopped-light memory cell using similar techniques would need to be refreshed faster than every 500 µs. For comparison, modern electronic memory (DRAM) cells require a refresh every 7.8 µs. 109 
Optical image buffering
Slow-light media can buffer not just pulses of light but in fact entire images. 110 Both amplitude and phase information in an image are preserved by slow-light media. Such an image buffer could have applications in optical image processing.
True time delay for radar and lidar
A phased-array radar antenna is a configuration of many individual antennas that radiate the same signal, only shifted in time relative to each other. Typically, the relative phases of the individual antenna elements are tuned to steer the radar beam in any direction. The rephasing acts like a time delay for narrowband radar. However, for wideband radar signals, using the signal phases to steer the beam will cause a phenomenon called beam squint, which results in directional inaccuracy. In these cases, a true time delay must be used to offset the signal of each antenna element. 111, 112 There has been much interest in the past in the possibility of optical true time delay for radar, as optical signals can sustain the high bandwidth needed for modern radar. A radio frequency (RF) signal is impressed on an optical carrier, a tunable optical optical delay line creates the true time delay, and then heterodyne optical detection is used to reconstruct the delayed RF signal. Slow-light delay lines hold great promise in this area as a tunable source of delay for phased-array radar and lidar systems. 113 
Enhancement of optical nonlinearities
Slow light is sometimes associated with an enhancement of the optical nonlinearity. A reduced group velocity does not of itself increase the nonlinear response. However, in electromagnetically induced transparency (EIT), slow-light effects allow access to a kind of latent nonlinearity enhancement (see Sec. 19.2.5). In coupledresonator structures, the field is enhanced by resonator effects, leading to a nonlinearity enhancement (see Sec. 19.3.2). Nonlinearity enhancements would let certain devices be miniaturized and consume less power.
Wavelength converter
In a wavelength-division multiplexed (WDM) optical network, each of a number of network channels is carried over the same optical fiber using a different wavelength range. One approach to routing the network data is to assign certain wavelengths to certain routes a priori, such as in Fig. 19 .12. However, the network can be far more flexible and resilient if wavelength assignments can be modified dynamically. 114 A wavelength converter is a device that can convert one wavelength channel to another wavelength optically and programmably, without decoding and re-encoding the network data (as in an OEO conversion). The nonlinear optical process of four-wave mixing (FWM) allows just such a conversion to happen. The enhanced nonlinearity in a slow-light medium could enable more efficient FWM, allowing both smaller devices and reduced operating power requirements. 20 
Single-bit optical switching, optical logic, and other applications
Slow-light systems can be used for all-optical network switching at low light levels (i.e., using as little as or less than the equivalent energy of one data bit per switch- ing operation). [115] [116] [117] The switching of light by light requires a nonlinear interaction, and the nonlinearity enhancement associated with slow light can make optical switching achievable at reasonable power levels. Optical logic gates may be implemented using a similar system. 20 Photonic crystal and coupled-resonator slow-light Mach-Zehnder interferometric modulators with favorable properties have already been fabricated. 63, 118 Many other applications have been envisioned for slow-light devices with enhanced nonlinearities. Pulse generation and all-optical signal regeneration are possibilities. Traditional nonlinear optical processes, such as harmonic generation and the Kerr effect, can be implemented in slow-light devices. 19, 119, 120 All of these devices could be improved by using the nonlinearity enhancement associated with slow-light techniques.
Slow-and fast-light interferometry
Spectral sensitivity enhancement
The spectral properties of slow and fast light can be used to enhance the performance and robustness of spectroscopic interferometers. In such interferometers, a change in laser frequency causes a change in the optical path length difference (OPD) between the two interferometer paths. A slow-light medium placed in one path increases the sensitivity by a factor of the group index. 121 For example, if a slow-light medium of length L slows a pulse of light to a group velocity of c/10 6 , it has the same effect on frequency sensitivity as would an OPD of 10 6 L (see Fig. 19.13 ). Of course, by using fast light, one could correspondingly decrease the frequency sensitivity of the interferometer. In theory, using stopped light with zero group velocity and zero group index, one could remove all sensitivity of the phase to frequency shifts, at least over the bandwidth of zero group velocity. Using a medium with a negative group index (in the backward light regime), one could reverse the sign of the phase change with respect to frequency, although very few applications depend on the sign of the phase change. Slow and fast light have also been proposed for use in Fourier-transform interferometry 122 and interferometric rotation sensing. 123, 124 Similar sensitivity effects to those above are seen when a slow-or fast-light medium is placed inside a Fabry-Pérot cavity. The cavity linewidth is changed but the cavity storage time remains unaffected. 125, 126 A slow-light medium narrows the cavity linewidth, while a fast-light medium broadens it. Thus, slow light can be used to enhance the spectral resolution of the cavity, while fast light can be used to decrease the sensitivity of the cavity to changes in length or laser frequency. 127 
White light cavities
Fast light may also be used to construct a white light cavity. 128 A white light cavity is a Fabry-Pérot cavity that contains an anomalously dispersive (fast-light) element. In a normal Fabry-Pérot cavity, a slight detuning away from resonance will reduce the cavity transmission drastically: Each round trip acquires a slight phase shift, and the multiple round trips add destructively. However, in a white light cavity, the fast-light element compensates for this slight phase shift, such that the cavity resonates across a range of wavelengths. In such a cavity, the electric field is greatly enhanced, making certain detection problems easier to solve.
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