The article studies different methods for estimating the Viterbi path in the Bayesian framework. The Viterbi path is an estimate of the underlying state path in hidden Markov models (HMMs), which has a maximum posterior probability (MAP). For an HMM with given parameters, the Viterbi path can be easily found with the Viterbi algorithm. In the Bayesian framework the Viterbi algorithm is not applicable and several iterative methods can be used instead. We introduce a new EM-type algorithm for finding the MAP path and compare it with various other methods for finding the MAP path, including the variational Bayes approach and MCMC methods. Examples with simulated data are used to compare the performance of the methods. The main focus is on non-stochastic iterative methods and our results show that the best of those methods work as well or better than the best MCMC methods. Our results demonstrate that when the primary goal is segmentation, then it is more reasonable to perform segmentation directly by considering the transition and emission parameters as nuisance parameters.
Introduction and preliminaries
Hidden Markov models (HMMs) are widely used in several application areas including speech recognition, computational linguistics, computational molecular biology and many more. Recently there has been a continuing interest to apply HMMs in the Bayesian framework, where model parameters are not directly estimated. On the one hand, the Bayesian approach allows researchers to incorporate their prior believes and information in the modeling process, and makes inference more robust with respect to different sets of parameters. On the other hand, the Bayesian framework might heavily complicate the analysis, since a mixture of HMMs is not typically an HMM anymore. Therefore, the algorithms and methods valid for a single HMM might not be applicable in the Bayesian setup. For example, when several HMMs are mixed, the optimality principle is not present anymore and dynamic programming algorithms like the Viterbi algorithm as well as forward-backward algorithms do not work. Therefore, finding the Viterbi path in the Bayesian framework is a difficult task where no simple solution exists.
Most of the literature on HMMs in the Bayesian framework (see, e.g. [5, 18, 22, 30, 27, 23, 8] ) deals with MCMC methods [30, 5, 18, 27, 3] . When the goal is segmentation, often various methods based on Gibbs sampling, for example simulated annealing, are used. It should be noted that simulated annealing works well only if the applied cooling schedule is correct and the number of sweeps big enough. In this article, we are mainly interested in studying different non-stochastic methods for finding the Viterbi path in the Bayesian framework, because in comparison to MCMC methods non-stochastic methods are computationally less demanding. We introduce a new EM-type segmentation method which we call segmentation EM, where the hidden path is considered as a parameter of interest. The segmentation EM method is our main study objective, since it optimizes the studied criterion. The performance of segmentation EM is compared with various other segmentation methods (including the variational Bayes approach and parameter EM estimation procedures) in numerical data examples. According to our numerical examples, the segmentation EM method and a closely related method which we call segmentation MM, perform as well as MCMC methods. Moreover, our empirical studies demonstrate that direct Bayesian segmentation approach outperforms the commonly used parameter-first approach, where segmentation is performed after the parameters have been estimated.
The Viterbi path estimation in the Bayesian framework has been studied and applied in speech tagging problems [12, 14, 10, 11] . In these papers, several methods for calculating the Viterbi path have been studied, for example simulated annealing, variational Bayes and also the parameters-first approach. The results of the studies are somewhat contradictory (see, e.g. [11] ), showing that further research in this area is indeed needed. An overview of Bayesian HMMs in speech tagging can be found in [7] .
The article is organized as follows. In the rest of this section, we introduce the problem of estimating the Viterbi path in the frequentist and Bayesian framework. At the end of the section, the main objectives of the article will be summarized. In Section 2, a brief overview of the methods and algorithms considered in the article is given. In Section 3, the results of numerical examples are presented. First, in Subsection 3.2 we consider the case where the emission parameters are known and transition parameters are unknown having Dirichlet prior distributions. In Subsection 3.3, we consider the case where also emission parameters are unknown. In the example, the emission densities are normal with conjugate priors.
Segmentation with hidden Markov models
Hidden Markov model. Consider a homogeneous Markov chain Y n := Y 1 , . . . , Y n with states S = {1, . . . , K}. Let X n := X 1 , . . . , X n be random variables taking values on X such that: 1) given Y n , the random variables {X t } are conditionally independent; 2) the distribution of X t depends on Y n only through Y t . Since only X n is observed, the pair (Y n , X n ) is referred to as a hidden Markov model. Because the underlying Markov chain is homogeneous, the model is fully specified by the transition matrix P = (p lj ), initial probabilities p 0k and emission distributions P (X t ∈ ·|Y t = k), k = 1, . . . , K. Thus, there are two types of parameters in our model: transition parameters Θ tr where θ tr ∈ Θ tr specifies the transition matrix and the initial probability vector, and emission parameters Θ em . Often initial distribution is fixed or a function of the transition matrix. In this case, any θ tr can be identified with a transition matrix. The whole parameter space is given by Θ := Θ em × Θ tr . Without loss of generality we assume that all emission distributions have emission densities f k with respect to some common reference measure on X . Typically, all emission densities are assumed to belong to the same parametric family F = {f (·|θ) : θ ∈ Θ em }. Thus, for any state k ∈ S, there is a θ k em ∈ Θ em such that f k (·) = f k (·|θ k em ). The joint likelihood of (y n , x n ) is denoted by p(y n , x n ). Similarly, p(x n ) and p(y n ) denote the marginal likelihoods of p(y n , x n ), and p(x n |y n ) and p(y n |x n ) stand for the conditional likelihoods. We assume that the length of the observation sequence is fixed and leave it from the notation. Thus, we denote by x ∈ X n a vector x n of observations and by y, s ∈ S n state sequences. Also, X and Y stand for X n and Y n , respectively, p(y, x) is used instead of p(y n , x n ) and so on. To indicate a single entry of a vector x or s, we use x t or s t , t = 1, . . . , n. For any t = 1, . . . , n, p t is used for marginal probability, for example
Viterbi path. Suppose θ ∈ Θ is given. The segmentation problem consists of estimating the unobserved realization of the underlying Markov chain Y given observations X. Formally, we are looking for a mapping g : X n → S n called a classifier, that maps every sequence of observations into a state sequence. The best classifier g is often defined via a loss function L :
, where L(y, s) measures the loss when the actual state sequence is y and the estimated sequence is s. For any state sequence s ∈ S n , the expected loss is called the conditional risk of s for given θ,
In the present paper, we consider the common loss function L ∞ defined as
Minimizing the risk for given parameters θ corresponds in this case to maximizing the conditional probability p(s|x, θ). For an overview of risk-based segmentation with HMMs, see [17, 21, 34] . The solution of max y∈S n p(y|x, θ) can be found by a dynamic programming algorithm called the Viterbi algorithm. Hence, any path v = arg max y∈S n p(y|x, θ) is called the Viterbi path. Observe that the Viterbi path is not optimal when it comes to minimizing the expected number of misclassification errors. Yet, it is the most popular and most studied hidden path estimate in practice (see e.g. [26, 18, 4, 6] ).
Bayesian approach
The Viterbi algorithm is applicable when the transition matrix as well as emission parameters are known. When this is not the case, the standard way is to estimate first the parameters and then perform segmentation. This approach -parameters first, then segmentation -is also applicable in the Bayesian framework, where the parameters of an HMM are considered random. Indeed, one can use a Bayesian point estimate and then perform segmentation. However, if the primary goal is segmentation rather than parameter estimation, one can consider the true underlying path as the actual parameter of interest and the emission and transition parameters as nuisance parameters, and perform segmentation directly. Such approach ensures a high probability of the obtained path over a range of possible parameters and is therefore more robust.
Bayesian framework. Let π be a prior density in Θ with respect to a reference measure dθ. For any θ = (θ tr , θ em ) and for any pair (x, y),
It is important to note that although for any parameter set θ the measure p(y, x|θ) is a distribution of an HMM, then the measure p(y, x) obtained after mixing is a distribution of a process that in general is not an HMM. This circumstance complicates the whole analysis. The joint likelihood of an underlying path y, observations x and parameter θ is now p(y, x, θ) = p(y, x|θ)π(θ), and
As previously, the Viterbi path v is defined as any state sequence y ∈ S n that maximizes the probability p(y|x) over all state sequences. In general, for a given loss function L, segmentation in the Bayesian framework means minimizing the risk R(s|x) = y L(y, s)p(y|x), where due to (1.2),
Therefore, our objective function R(s|x) is the expected conditional risk, where the expectation is taken over the posterior p(θ|x). The Viterbi path minimizes R(s|x) for the loss function L ∞ .
Prior distributions. In this article, we assume that the number of states K as well as initial probabilities p 0k are known. The prior π is assumed to be such that emission and transition parameters are independent: π(θ) = π em (θ em )π tr (θ tr ), where π em and π tr are marginals. Then
where n lj (y) denotes the number of transitions from state l to state j in the state sequence y. In particular, (1.3) ensures that for given y and x, p(y) depends on transition priors and p(x|y) depends on emission priors only. The independence also implies that the posterior of the transition parameters depends only on y: p(θ tr |x, y) = p(θ tr |y), and that θ em and θ tr are independent under posterior measure:
We consider the case where emission parameters are componentwise independent, that is π em (θ em ) =
, which implies the independence under posterior:
Typically transition parameters are the transition probabilities, that is p lj (θ tr ) = p lj . The standard approach in this case is to model all the rows of a transition matrix P = (p lj ) independently with the l-th row having a Dirichlet prior Dir(α l1 , . . . , α lK ), see e.g. [18, 5, 22, 8, 13, 12] . Thus,
. . , p lK ) ∈ S K , where S K is a unit simplex. Since the rows are independent under the prior, they are also independent under the posterior, so that for a given path y, the l-th row has a Dirichlet distribution:
Let n l (y) = j n lj (y) and α l = j α lj . Under Dirichlet prior, the marginal probability of any path y can be calculated as (see e.g. (19) in [8] )
Uniform Dirichlet priors. Let us briefly discuss the case when α lj = 1 for every l and j. Then the rows of the transition matrix are uniformly distributed and therefore, the priors with α lj = 1 are considered to be non-informative corresponding to not assuming anything of the transition matrix. In other words, all transition matrices are equiprobable and the expected values of all entries in the transition matrix are 1 K . This might suggest that the same holds in the sequence space and no particular path structure (like sequences with long blocks or rapid changes) is preferred. But this is not the case -with uniform Dirichlet priors the state sequences are far from being equiprobable and the ones having long blocks are preferred. The following proposition proves that sequences with maximum prior weight are the constant ones.
Proof. When α lj = 1, then p(y) is according to (1.6) for any sequence y given by
For the proof it suffices to show that any constant sequence maximizes the product term in the expression above. Fix y and denote n lj := n lj (y). Since for every l = 1, . . . , K, j n lj = n l and l n l = n − 1, the following inequality holds for any integer a > 0:
, where the equality holds only if n l = n − 1 for some l = 1, . . . , K. Therefore,
The inequality is strict if ∃j, k such that n j > 0 and n k > 0. Thus, the upper bound is reached only if n l = n − 1 for some l = 1, . . . , K, that is we have a constant state sequence.
To summarize: assuming nothing about the transition matrix is not equivalent to not assuming anything about the state sequences. On the contrary, equiprobable paths correspond to the fixed transition matrix with all entries equal to 1 K , which is a very specific and strong assumption about the transition matrix.
The role of concentration parameter. As is common in the case of Dirichlet priors (see e.g. [13] ), we will use factorization α lj = M q lj , where Q = q lj is a transition matrix and M > 0 the so-called concentration parameter. Thus, Q postulates our belief about the general form of the transition matrix and M shows how strongly we believe in it. The bigger M , the smaller is the variance of p lj . When q lj = 1/K for every l and j, then the concentration parameter M can be considered as a regularization parameter in the optimization problem
where the subscript M denotes the dependence on M . Increasing M corresponds to reducing the role of ln p(y), thus the limit case M → ∞ corresponds to ln p(y) = const (all paths are equiprobable). Therefore, when M → ∞, (1.7) reduces to max y p(x|y). The case with M = K corresponds to the case of uniform Dirichlet priors with α lj = 1, and in this case the role of ln p(y) in (1.7) is to make the output sequences more constant. Thus, when q lj = 1/K, then decreasing M means changing the sequence prior p M (y) so that the sequences with big blocks have more weight. Interestingly, the same holds for other Q-matrices as well. In this article, we also consider Q-matrices, where the entries on the main diagonal have larger values than the off-diagonal elements. With such Q, for every M the sequence prior p M (y) puts more weight on the sequences with big blocks and the most probable sequences are constant ones. However, this behavior is more pronounced when M is small. Indeed, if M → ∞, then for every y, p M (y) → p 0y 1 l,j q n lj (y) lj := p ∞ (y). It is easy to see that for constant sequences the convergence is monotone. For example, if y = 1, . . . , 1, then as M → ∞, it holds p M (y) ց p 01 q n−1 11 = p ∞ (y). Thus, since the entries on the main diagonal have larger values than the off-diagonal elements, the limit measure p ∞ puts more weight on sequences with big blocks. But due to the monotone convergence, we see that for smaller M , the measure p M (y) concentrates on such sequences even more.
Objectives of the article
The main goals of the article are the following: -To introduce segmentation EM method and study its performance in comparison to other Bayesian segmentation methods. Segmentation EM is a standard EM method where the path y is considered as the parameter of interest and θ as a nuisance parameter. Although the idea is universal, it might not be always applicable. We show that in Bayesian HMM-setting considered in this paper, the segmentation EM is applicable. Unlike the other non-stochastic methods considered in the article, it maximizes p(y|x), and is therefore theoretically justified.
-To show that the best non-stochastic iterative methods perform in Bayesian segmentation at least as well as MCMC methods like simulated annealing, being at the same time computationally faster and less demanding.
-To show how largely the objective function p(y|x) as well as the optimal path actually depend on the choice of hyperparameters.
Bayesian segmentation methods

Segmentation EM
Since our goal is to find a state sequence that maximizes p(y|x), the main parameter of interest is the hidden path rather than the model parameters θ. Therefore, it is natural to change their roles in the EM procedure in order to maximize p(y|x). We start with an initial sequence y (0) and update then the state sequences according to the following rule:
Every iteration step increases the probability p(y|x) and the algorithm stops when there are no more changes in the estimated state sequence. We call this procedure segmentation EM, the output is denoted byv sEM .
Lemma 2.1. Every iteration step in the segmentation EM procedure increases the posterior probability: 
Proof. It is well known that the standard EM algorithm increases the likelihood at every iteration step (see, e.g. [24, 5] ). Change the roles of θ and y to obtain p(y (i+1) |x) ≥ p(y (i) |x). To see that y (i) can be found with the Viterbi algorithm, note that by (1.1), (1.4) and (1.5) we have
Thus, the objective function is in the form of ln p(y, x) of an HMM with 'transition matrix' (u lj ) and 'emission densities' h k . By Jensen's inequality we know that the rows of (u lj ) do not sum up to one, thus (u lj ) is not a transition matrix. Similarly, the functions h k do not integrate to one, thus the functions h k are not probability densities. However, the Viterbi algorithm can still be applied to find the path with maximum probability. To see that, note first that the functions h k enter into the Viterbi algorithm only via values h k (x t ), so it really does not matter whether they integrate to one or not. Similarly, the optimality principle -if a maximum probability path passes state k at time m, the first m elements of that path must form a maximum likelihood path amongst those paths that end in state k at time mdoes not depend on whether the probabilities sum up to one or not. If the optimality principle holds, then the Viterbi algorithm as a dynamic programming algorithm finds the maximum probability path.
The fact that the Viterbi algorithm can be applied for maximizing ln p(y, x) makes the segmentation EM possible as soon as (u lj ) and h k (x t ) can be calculated. In our case with Dirichlet priors for the transition parameters the posterior measure p(θ tr |y) is the product of the row posteriors, and the posterior of the l-th row is Dir(α l1 + n l1 (y), . . . , α lK + n lK (y)). Then
It is known that when X ∼ Be(α, β), then E(ln X) = ψ(α) − ψ(α + β), where ψ is the digamma function. Thus, for any sequence y, the quantities u lj can be calculated with the following formula:
Computing h k depends on the family of emission densities. If emission distributions belong to an exponential family, that is
, then calculation of h k (x) reduces to evaluating the moments
For conjugate priors, this kind of integration is often feasible.
Other segmentation methods
Segmentation MM. The segmentation MM algorithm is just like the segmentation EM algorithm, except that the expectation step is replaced by the maximization step. We start with an initial path y (0) . Then, given y (i) , find
The algorithm converges when there are no changes in the two consecutive path estimates. Every iteration step increases the joint likelihood, that is
but the objective function p(y|x) is not guaranteed to increase. In the context of parameter estimation in the non-Bayesian setting (that is when the prior is non-informative) this algorithm is sometimes called the Viterbi training [21, 19, 16, 20] or classification EM [29, 28] . It should move on faster than segmentation EM. The advantage of the segmentation MM procedure over the segmentation EM procedure is that it does not require calculation of u lj and h k . For given θ (i) the path y (i) can be found by the standard Viterbi algorithm, and θ (i+1) is just the posterior mode that can in our case due to the independence be calculated separately for the emission and transition parameters:
Bayesian EM. The parameters-first approach in segmentation consists of estimating the unknown parameters first and then performing segmentation. The most common parameter estimate in the Bayesian setup is the MAP estimate defined aŝ
The standard method for findingθ is the EM algorithm [24, 18] . The EM procedure in the Bayesian setup starts with an initial parameter θ (0) and updates the parameters iteratively as follows:
Every iteration increases the posterior probability, that is p(θ (i+1) |x) ≥ p(θ (i) |x). We call this estimation procedure Bayesian EM and denote the resulting parameter estimate byθ B(EM) . The EM procedure in the non-Bayesian setup is the same, except that ln π(θ) is missing on the right hand side of (2.4). This procedure will be called standard EM and the output of the procedure will be denoted byθ EM . Thus, the standard EM algorithm can be considered as a special case of the Bayesian EM algorithm with a non-informative prior (ln π(θ) = const). In the case of Dirichlet transition priors, noninformative priors correspond to the case α lj = 1. The Viterbi path estimatesv B(EM) andv EM are obtained by applying the Viterbi algorithm with the respective parameter estimate:v B(EM) := arg max y p(y|x,θ B(EM) ), v EM := arg max y p(y|x,θ EM ).
Variational Bayes approach. The idea behind the variational Bayes (VB) approach (see, e.g. [32, 31, 9, 15, 1, 2, 4] ) is to approximate the posterior p(θ, y|x) with a productq θ (θ)q Y (y), whereq θ andq Y are probability measures on the parameter space and S n , that minimize the Kullback-Leibler divergence
It is known that the measuresq θ andq Y satisfy the following equations:
where c 1 and c 2 are constants. This suggests the following iterative algorithm for calculatingq θ (θ) and q Y (y). Start with an initial sequence y (0) and take q (0)
Y , update the measures as
In [1] , the algorithm is called the variational Bayes EM and it is argued (Theorem 2.1) that it decreases the Kullback-Leibler divergence in the following sense:
Suppose the VB algorithm described above has converged and its final output isq θ ×q Y . Thenq Y is the approximation of p(y|x) and the Viterbi path estimatev VB is obtained asv VB := arg max yqY (y). Applying the variational Bayes method for estimating the Viterbi path is certainly not a trivial task. All the formulas needed for updating q Simulated annealing. Let 1 ≤ β 1 < β 2 . . . < β r be a cooling schedule. Since direct sampling from distribution p β (y|x) ∝ p β (y|x) is not possible, for every β we sample y
alternately from a probability measure p β (θ, y|x) ∝ p(θ, y|x) β in the Metropolis-Hastings sense as follows. For given β and path y (i) , generate the parameter
The generated path y will be accepted as y (i+1) with the probability
where
Note that the ratio actually does not depend on θ (i) . If the candidate path y is not accepted, then a new parameter θ (i) from p β (θ|y (i) , x) and a new path y from the distribution p β (y|θ (i) , x) will be generated. At the end of the sampling, the path with highest probability is found:
Iterative conditional mode algorithm. As already mentioned, sampling from p(y|x) is in general not possible even if the model is simple. Since for any path y the probability p(y|x) can be found, also for any site t the probability p t (y t |y −t , x) can be calculated, where p t (y t |y −t , x) stands for the probability of observing y t at site t given the rest of the sequence and x. Note that because p(y|x) is not a Markov measure, p t (y t |y −t , x) is not necessarily the same as p t (y t |y t−1 , y t+1 , x). The iterative conditional mode (ICM) updates paths iteratively as follows. It starts from a sequence y (0) . To obtain y (i+1) , the sequence y (i) is updated site-by-site by the following rule:
Thus, the ICM algorithm acts similarly to single site sampling ( [5] , [11] ), but instead of generating a random state, it picks at every step a state with maximum probability. In [8] , the ICM algorithm is used under the name 'greedy algorithm'. It is indeed greedy in the sense that the update of every site increases the probability p(y|x). The ICM algorithm converges when no further changes occur in the estimated sequence, the output will be denoted byv ICM . It is well known from the theory of simulated annealing that such a greedy update can cause the output being trapped into a local maximum (see, e.g. [33] ) and also our numerical examples confirm that. However, since [8] is one of the few papers that considers segmentation in the Bayesian framework by non-stochastic methods, we include this method in our study.
Numerical examples
To illustrate the behaviour of the segmentation methods described in Section 2, we will present the results of two examples. In the first example we study the case with known emission distributions and transition probabilities following Dirichlet priors. Thus, θ = θ tr , π = π tr and under π, the rows of the transition matrix are independent with the l-th row having a Dirichlet distribution Dir(α l1 , · · · , α l4 ). In the second example also emission parameters are assumed to be unknown and normal emissions with conjugate priors are studied. Since the estimation criterion is arg max y p(y|x), the main measure of goodness is p(y|x) or equivalently, ln p(y, x). We will also study how the methods perform in regard to initial state sequences and how the estimated state paths differ for different sets of prior parameters.
General framework
The data is generated from an HMM with four underlying states, thus S = {1, 2, 3, 4}. The emission distributions are normal with common variance σ 2 = 0.25, the emission distribution corresponding to state k is N (µ k , σ 2 ) with µ 1 = −0.7, µ 2 = 0, µ 3 = 0.7 and µ 4 = 1.4, respectively. The transition matrix is given by P = (p lj ) with p ll = 0.6, l = 1, . . . , 4, and p lj = 0.4/3, otherwise. The initial distribution (p 0k ) is uniform. The length of the generated data sequence x is n = 600.
Hyperparameters. Recall that we use the parametrization α lj = M q lj , where Q = q lj is a transition matrix and M > 0 concentration parameter. We will consider three Q-matrices: Q 1 = (q lj ) with q lj = 0.25 ∀l, j; Q 2 = P; Q 3 = (q lj ) with q ll = 0.4, q lj = 0.2 for l = j.
Thus, the combination Q 1 and M = 4 corresponds to uniform priors on transition parameters and Q 1 together with very large M puts uniform prior p(y) on sequences. The matrices Q 2 and Q 3 favour sequences with long blocks, the smaller M , the more such behavior is pronounced. To explain our choices of M in simulations, let us give some intuition about the role of M in some procedures. First, the Bayesian EM updates (4.4) for this parametrization are given by
where ξ (i) (l, j) is the expected number of transitions from state l to j at iteration i, which varies between 0 and n − 1. If all transitions are equally likely, with our n = 600 it is approximatively of order 37. If M is a way bigger than n, then the influence of data in (3.1) is negligible and the output of the procedure is very close to Q. On the other hand, a necessary condition in (3.1) is that M q lj > 1, which gives a lower bound to M . Similar argumentation holds for segmentation EM. Since for any integer n large enough (see e.g. [14] ), ψ(n) ≈ ln(n − 0.5), where γ ≈ 0.577, we can for large n ≪ m use the approximation ψ(m) − ψ(n) ≈ ln(m − 0.5) − ln(n − 0.5). Disregarding the fact that M q lj might not be an integer, (2.3) gives that for a given state sequence y,
If M is very small in comparison to n lj , then u lj ≈ n lj (y) n l (y) and the segmentation EM algorithm is practically the same as the segmentation MM algorithm. If on the other hand M is too big, then the data are negligible and the output is close to the Viterbi path with Q. Based on these arguments, we consider the following constants M : 600, 150, 50, 10, 5. Observe that segmentation MM and Bayesian EM are applicable when M q lj > 1, which is restrictive when hyperparameters α lj ≤ 1 are of interest.
Initial sequences. Since the studied non-stochastic methods depend on initial path values, the choice of initial paths has an important role in our numerical examples. All our procedures are designed to start with initial sequence, but a closer inspection of formulas (2.3), (4.1) and (4.5) reveals that when emission parameters are known and transition probabilities have Dirichlet priors, then the segmentation EM, segmentation MM, Bayesian EM and variational Bayes algorithms actually depend on y (0) only through the frequency matrix or empirical transition matrix (n lj (y (0) )). The only deterministic algorithm that really depends on initial sequence is ICM. Therefore, it is expected that ICM is more sensitive with respect to initial sequences, because there are many more actual sequences than frequency matrices. For MCMC methods as simulated annealing the initial value does not matter, because the number of sweeps is typically large.
Since our goal is to find the global maximum of p(y|x) and the output of a method depends typically on the frequency matrix of the initial sequence, we try to choose initial sequences so that the corresponding frequency matrices will be different. Theoretically we would somehow like to cover the whole space of transition matrices. In the simplest case, that is for a two-state model, we could for example choose transition matrices as follows:
, where p, q ∈ {0.25, 0.5, 0.75}.
This would provide us with nine different transition matrices which could then be used to generate random sequences as realizations of a Markov chain with initial distribution being the stationary one. In the case of four states applying the described approach becomes more complicated. Therefore, in our examples we have considered 15 transition matrices B 1 , . . . , B 15 for generating initial sequences, which are obtained as follows. The first three matrices are just our Q 1 , Q 2 and Q 3 . The rest, B 4 , . . . , B 15 , have been randomly generated as follows: each row of B l has been independently generated from Dir(α, α, α, α), where the following 12 constants α = (0.3, 0.5, 0.7, 0.8, 0.9, 1, 1.1, 1.2, 1.3, 1.5, 1.7, 1.9) have been used. From each matrix we have generated three random sequences as realizations of a Markov chain with initial distribution being the stationary one. We study also the initial sequence y (0) that corresponds to maximizing emissions pointwise, that is
which was suggested in [8] . For given Q, a good candidate for initial path is always the Viterbi path obtained using Q, therefore the last initial sequence considered is the Viterbi path obtained with the transition matrix Q. Thus, alltogether we have studied 47 initial sequences. Given a set of hyperparameters and a non-stochastic iterative method, every initial sequence produces an output sequence. The maximum number of different output sequences is 47. The smaller that number, the more robust or less sensitive with respect to initial sequences the method is. The end result of the method is given by the best output sequence, i.e. the one that has the biggest likelihood ln p(y, x).
Example 1: fixed emission distributions
The main purpose of the first example is to compare the general performance of the presented algorithms. All non-stochastic methods (segmentation EM, segmentation MM, VB, ICM, Bayesian EM, standard EM) were run with all 47 initial sequences, whereas for simulated annealing one initial sequence was used. In the case of segmentation EM, segmentation MM and ICM the algorithm stopped when there were no further changes in the estimated state sequence. In simulated annealing a cooling schedule with inverse temperatures equally spaced in the range [1,10.2] was used, where for every inverse temperature 15 paths were generated. In Table 1 , for every method the best log-likelihood value ln p(v, x) over the outcomes corresponding to 47 initial sequences is presented, wherev denotes the best output sequence for the corresponding method. The number in the brackets gives the number of different outputs out of 47 possible. The best log-likelihood value over all the methods for each set of hyperparameters is given in bold. As the table shows, the best results are generally obtained by the segmentation EM and segmentation MM methods.
The results for those methods differ for five sets of hyperparameters, and then sometimes the segmentation EM performs slightly better and sometimes the other way around. The similarity of the segmentation EM and MM methods is explained in Subsection 3.5. It is a bit surprising that the segmentation EM method that is designed to maximize p(y|x) gives sometimes a slightly worse result than the segmentation MM method that maximizes something else than p(y|x). In Table 1 , we can also see that VB and Bayesian EM behave quite similarly, this will also be clarified in Subsection 3.5. Observe that Bayesian EM is independent of initial sequence, while VB can result in different path outcomes. We can see that for EMtype methods the number of different outputs (sensitivity) increases when M decreases and this makes sense, because smaller M means that data has more influence. Notice that ICM is most sensitive among the studied methods, resulting in a different outcome for basically every initial sequence. It can also be remarked that the number of different outputs in the table for segmentation EM and segmentation MM shows that the initial state sequences generated from the same transition matrix result often in different output sequences. Table 1 : The best log-likelihood value obtained for every method in Example 1. The best result(s) for every set of hyperparameters is presented in bold. In the brackets, the number of different output sequences out of 47 possible is given.
The log-likelihood values in Table 1 give a general summary measure for comparing the best paths over the studied methods. To understand better how different these best paths really are, we have counted the pointwise differences in comparison to the best path and summarized these in Table 2 . Tables 1 and 2 summarize the results of different methods for fixed observation sequence x. To observe the general behavior of the studied algorithms, we have rerun these simulations for 20 different observation sequences. Different observation sequences show the similar pattern as in Table 1 . We now study how segmentation EM and segmentation MM perform in comparison to simulated annealing. Table  3 summarizes the results for our 15 sets of hyperparameters and 20 observation sequences. The counts in the first half of the table (columns SA max , sEM max , sMM max ) present for each set of hyperparameters the number of best scores over 20 observation sequences. Each time a considered method is counted as best when it reaches the maximum log-likelihood for a given set of hyperparameters. Thus, for example, if all the three methods resulted in the same state path estimate, every method is counted as the best or 'winner'. In our example we can conclude that EM-type methods perform better than simulated annealing, since simulated annealing does not give the maximum log-likelihood value as often as EM-type methods. The second part of the table (columns SA min , sEM min , sMM min ) presents for each method and for a given set of hyperparameters the count over 20 observation sequences of when this method was strictly worse than the other two. Here we can see that simulated annealing gives the lowest log-likelihood value most often. Thus, our example demonstrates that for a given cooling schedule and given set of initial state paths, EM-type algorithms perform actually better than simulated annealing.
Example 2: priors on transition probabilities and emission parameters
In the second example we assume that also the parameters of emission densities are unknown. The transition probabilities are modeled with Dirichlet priors like previously. For emissions we consider normal distributions with conjugate prior distributions. The emission distribution corresponding to state k is N (µ k , σ 2 k ), where prior distributions for µ k and σ 2 k are given by a normal and inverse chi-square distribution, respectively:
Here κ 0 , ν 0 and τ 2 0 are hyperparameters that might depend on k, but in our example we assume they are equal. The calculations have been performed using the same 20 observation sequences x and the same 47 initial sequences y (0) as in Example 1. We will also refer to this example as the Dirichlet-NIX case. The necessary formulas and computational details about the algorithms needed for the Dirichlet-NIX example can be found in the Appendix.
In the Dirichlet-NIX example, the choice of emission hyperparameters affects segmentation results strongly, see also Subsection 3.4. The hyperparameters we consider are as follows: ξ = (−0.7, 0, 0.7, 1.4), τ 2 0 = 0.25, κ 0 = 10, ν 0 = 50. In simulated annealing a cooling schedule with inverse temperatures equally spaced in the range [1, 21] was used, for every inverse temperature 15 paths were generated. Since we are very much interested in how computationally faster non-stochastic methods perform in comparison to MCMC methods, we start with presenting in Table 4 a summary of the behaviour of log-likelihood values over 20 sequences and our 15 sets of transition hyperparameters just as in Table 3 . The counts in Table 4 show that simulated annealing gives often the maximum log-likelihood value for M = 600, otherwise EM-type algorithms perform generally better.
In Table 5 , the log-likelihood values ln p(v, x) of the best output sequence for the studied methods are presented for the same observation sequence as in Table 1 . Again, the number of different outcome sequences out of 47 possible can be seen in the brackets. In general Table 5 shows the same pattern as Table 1 : the best methods are segmentation MM and segmentation EM and they both outperform VB and Bayesian EM. The log-likelihood values for segmentation MM are slightly better for this observation sequence compared to segmentation EM. But this is not a rule, studying the other 19 observation sequences shows that in general sometimes segmentation EM is better and sometimes the other way around.
The log-likelihood values in Table 5 give again a general summary measure for comparing the best paths over the studied methods. Relatively small differences in log-likelihood values can incorporate large pointwise differences in the respective sequences. 20  11  13  0  4  1  150  7  13  10  13  1  2  50  1  14  13  18  1  1  10  3  10  14  16  2  1  5  5  15  na  15  5  na   Table 4 : The counts over the 20 sequences when the simulated annealing, segmentation EM and segmentation MM methods reached the maximum and minimum values of log-likelihood in Example 2. The minimum count shows how many times the respective method performs worst of the three methods according to the log-likelihood value.
Clustering under NIX model
To understand the role of emission hyperparameters, it is instructive to consider the optimization problem max y p(x|y). In the Bayesian HMM setup this corresponds to the limit case with Q = Q 1 and M → ∞, thus p(y) = const. Since p(y) is not involved in segmentation anymore, it is more correct to refer to the problem as clustering. We will show that the nature of the clustering problem and its solutions depend heavily on the hyperparameters. It turns out that under NIX priors, the family of possible clustering problems is very big including many familiar k-means related problems. We will briefly discuss some of them. Typically, 'standard' problems are obtained when the hyperparameters approach their extreme values 0 or ∞. The details about the formulas are given in the Appendix. Table 5 : The best log-likelihood value for segmentation EM, segmentation MM, ICM, variational Bayes, Bayesian EM, standard EM and simulated annealing methods in Example 2. The best result(s) for every set of hyperparameters is presented in bold. The number of different output sequences out of 47 possible is given in the brackets.
I. The case ν 0 → ∞. When ν 0 → ∞, then the problem max y p(x|y) approaches for given τ 2 0 > 0 the following clustering problem: find clusters S 1 , . . . , S K that minimize
2) where m k = |S k |. Here the first term is the sum of least squares, the second term tries to form clusters around ξ k and the third term tries to build clusters of unequal length. Thus, if τ 2 0 is very big, then one cluster gets very big and the others are empty or very small. For small τ 2 0 , the influence of the third term is small. When κ 0 → 0, the second term disappears. This corresponds to the case where the variance of µ k is infinite (uninformative prior for µ k ). The case with κ 0 → 0 and τ 2 0 → 0 gives the classical k-means optimization problem.
The segmentation MM algorithm acts in the case ν 0 → ∞ for any τ 2 0 as follows: given clusters S
K , find the corresponding cluster centres
Given these centres, find new clusters corresponding to the Voronoi partition:
In the case of segmentation EM algorithm the cluster centres µ (i) k are calculated in the same way as for segmentation MM, but the clustering rule is different:
3)
The term τ 2 0 /(m
3) affects cluster size. When τ 2 0 is small, then segmentation EM and MM give the same result, but when τ 2 0 increases, then segmentation EM tends to produce clusters of unequal length, whereas segmentation MM remains unaffected by τ 2 0 . When κ 0 → 0 and τ 2 0 → 0, then both algorithms converge to the standard Lloyd algorithm.
When κ 0 → ∞, the clustering problem in (3.2) reduces to minimizing
with the solution given by S k = {x t : |x t − ξ k | = min l |x t − ξ l |}. The solution matches fully with intuition, because ν 0 → ∞ and κ 0 → ∞ corresponds to the case with fixed normal emissions with means ξ k and variances τ 2 0 , thus clustering is trivial.
II. The case with finite ν 0 . For a given ν 0 , the general optimization problem we have is the following: find clusters S 1 , . . . , S k minimizing the sum
The first two terms in (3.4) tend to make the clusters unequal. This follows from the observation that under the constraint k m k = n, the products
are maximized when m k = n holds for some k. The smaller ν 0 and κ 0 are, the bigger is the influence of the first two terms. When κ 0 → ∞, the problem in (3.4) reduces to minimizing
The solution to this problem gives bigger clusters than obtained by minimizing
0 → ∞, then the last term in (3.4) disappears and the problem reduces to finding clusters that minimize the sum of the first two terms in (3.4) . The solution here is one big cluster.
As we have exemplified, clustering under NIX setting is very dependent on hyperparameters. In order to keep optimal clusters of comparable size, the hyperparameters must be chosen very carefully.
Discussion
Similarity of algorithms. We have seen that out of five non-stochastic optimization methods (segmentation EM, segmentation MM, ICM, Bayesian EM and VB), ICM is clearly the most inadequate one, because it depends heavily on initial sequences and gets stuck into local optimums. The other four methods can be divided into two groups, which can be characterized as segmentation-based methods (segmentation EM and segmentation MM) and parameter-based methods (Bayesian EM and VB). We call VB a parameter-based method, because it updates the parameters iteratively and then, with final h l and u lj , the Viterbi algorithm is applied (see Subsection 4.1). The segmentation EM and MM methods apply the Viterbi algorithm at each iteration step. Our numerical examples demonstrate a clear advantage of the segmentation-based methods, which is also expected, because segmentation EM optimizes the objective function of interest and segmentation MM behaves very similarly.
We already observed the pairwise similarity of the segmentation-based methods and the parameterbased methods in Example 1 and 2. In the case emission distributions are known, the four algorithms can be further summarized as follows. Comparing (3.1) and (4.8) shows that both the Bayesian EM and VB updates can be written as
where p * lj is either p lj (Bayesian EM) or u lj (VB), and where f 1 (x) = ln(x − 1), f 2 (x) = ln(x − K) for Bayesian EM and f 1 = f 2 = ψ for VB. Similarly, the transition updates for segmentation MM (4.1) and segmentation EM (2.3) can be written as
where f 1 (x) = ln(x − 1), f 2 (x) = ln(x − K) for segmentation MM and f 1 = f 2 = ψ for segmentation EM. Thus, the four methods can be characterized by two parameters: the function parameter (ln vs ψ) and the counts parameter (direct counts n lj (s) versus averaged counts ξ(l, j)):
The results of Example 1 and 2 show that the difference in functions does not influence the algorithm that much as the difference in counts, because the methods behave similarly row-wise. The examples also show that in terms of maximizing the main study criterion, that is the posterior likelihood, the methods using direct counts outperform the methods that use averaged counts. We have noticed that the methods using ln-function give sometimes slightly bigger posterior probability than the ones using ψ, this is a matter of future research.
Appendix
Formulas for the studied segmentation methods
Due to our independence assumption, all emission and transition parameters can be estimated separately. In the formulas of this section we use the same notation for the random parameters p l,j , µ k and σ 2 k , k, l, j ∈ {1, . . . , K}, and the corresponding estimates. The exact meaning can be understood from the context. Segmentation MM. In the case of Dirichlet priors the matrix θ (i+1) tr can be found row-wise, the l-th row is the posterior mode:
Emission parameters can be updated independently:
where x S k is the subsample of x corresponding to state k in y (i) . Formally, for every sequence y ∈ S n define S k (y) = {t ∈ {1, . . . , n} : y t = k}, then x S k = {x t : t ∈ S k }.
Bayesian EM. The emission updates are given by
where γ
In the case of Dirichlet priors the transition updates are given by
, where
Since one of the studied methods (ICM) starts with an initial sequence, in order the comparison to be fair, we let all the other methods to start with a sequence as well. Therefore, for a given initial sequence
Variational Bayes approach. Let us have a closer look at the measure q
We are going to show that there exists an HMM (Z, X) such that for every sequence y, q
Apply the notation from (2.2) in the current case:
Since ln p(θ, y|x) = ln π(θ) + ln p(y, x|θ) − ln p(x), we obtain
whereũ lj is the normalized quantity,ũ lj :=
. Let now (Z, X) be an HMM, where Z is the underlying Markov chain with transition matrix (ũ lj ) and emission densities are given byh k . From (4.6) it follows that q
and P (Z ∈ ·|X = x) are both probability measures, it follows that they are equal. To stress the dependence on iterations, we will denote q (i+1) Y (y) = P (i+1) (Z = y|X = x). Let us now calculate q θ . Let γ
Observe that
is the expected number of transitions from l to j, so that using the equality q (i)
Therefore,
From (4.7) we can see that under q (i+1) θ the parameters θ tr , θ 1 em , . . . , θ K em are still independent and can therefore be updated separately. In the case of Dirichlet transition priors the rows are independent as well. The transition update for the l-th row and the emission update for the k-th component are given by
The whole VB approach is applicable since ξ (i) (l, j) and γ With these parameters, ξ (i+1) and γ Simulated annealing. Because of independence of the emission and transition parameters, it holds even for β > 1 that p β (θ|y, x) = p β (θ tr |y)p β (θ em |y, x), thus the transition and emission parameters can be sampled separately. When the rows of a transition matrix have independent Dirichlet priors, the l-th row can be generated from Dirichlet distribution with parameters β(n lk (s) + α lk ) + 1 − β, k = 1, . . . , K. For given θ, sampling from p(y|θ, x) can be performed in various ways, we use so-called Markovian Backward Sampling (Algorithm 6.1.1 in [5] ). To sample from p β (y|θ, x), note that 
Non-stochastic algorithms for the Dirichlet-NIX case
Suppose the emission distribution corresponding to state k is N (µ k , σ 2 k ), where prior distributions for µ k and σ 2 k are given by a normal and scaled inverse-chi-square distribution, respectively:
Here κ 0 , ν 0 and τ 2 0 are hyperparameters that might depend on k, but in our example we assume they are equal. Recall the density of Inv−χ 2 (ν, τ 2 ):
f (x; ν, τ 2 ) = (τ 2 ν/2) ν/2 Γ(ν/2)
If X ∼ Inv−χ 2 (ν, τ 2 ), then EX = τ 2 ν ν − 2 , Var(X) = 2τ 4 ν 2 (ν − 2) 2 (ν − 4)
, E(ln X) = ln
and the mode of the distribution is given by ντ 2 /(ν + 2). Therefore, if ν 0 and κ 0 are both very large, then σ 2 k ≈ τ 2 0 and µ k ≈ ξ k , and we get back to the first example. If ν 0 is very large, then σ 2 k ≈ τ 2 0 , so that emission variances are τ 2 0 , but the variance of the mean is approximately τ 2 0 /κ 0 . Since emission and transition parameters are independent, the transition parameters can be updated as previously, that is as described in Section 4.1. Because the emission components (θ 1 em , . . . , θ K em ) are independent under prior and posterior, it holds that p(θ em |y, x) = k p(θ k em |x S k ), where x S k is the subsample of x along y corresponding to state k. Let m k (y) be the size of x S k . Letx k and s 2 k be the mean and variance of x S k . Since NIX-priors are conjugate, for any state k the posterior parameters κ k , ν k , µ k and τ 2 k can be calculated as follows: 
see [25] . We also need to calculate for every path y the joint probability p(x, y) = p(y)p(x|y). Due to the independence of transition and emission parameters, p(y) is still as in (1.6) and p(x|y) depends on emission parameters, only. According to the formula for the marginal likelihood (see, e.g. [25] ) we obtain
(4.12)
We will now give a more detailed description of the non-stochastic algorithms for Example 2.
Bayesian EM. Start with initial state sequence y (0) . With this sequence, find for any state k the parameters κ k , µ k , ν k , τ 2 k as defined in (4.9), (4.10), (4.11) and calculate the posterior modes, that is update 
NIX clustering formulas
From (4.12) it follows that for any sequence y ′ , the likelihood ratio is given by
(4.14)
When ν 0 → ∞ and τ 2 0 > 0, then due to k m k = k m ′ k = n we have
Write ν k τ 2 k as
