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We investigate the spin-pumping-induced electric current on the surface of a three-dimensional topological
insulator hybridized with a ferromagnet, namely, ferromagnetic topological insulator. In order to do this, we
establish the microscopic formalism and construct the perturbation theory using a Keldysh Green’s function
approach. We analyze how this electric current is generated by an exchange interaction and an external ac mag-
netic field, which is the driving force of ferromagnetic resonance as well as the spin pumping. The mechanism is
as follows. First, the ferromagnetic resonance is driven and a zero-momentum magnon emerges. It is the fluctu-
ation from the saturation magnetization pointing parallel to the precession axis of the ferromagnetic resonance.
After then, the spin pumping is generated with the zero-momentum magnon being the carrier of spin. The zero-
momentum magnon and the topological insulator surface state couples through the exchange interaction and the
spin carried by the magnon is transferred to it. Owing to the spin-momentum locking, the transferred spin is
converted into the momentum of topological insulator surface state leading to the generation of electric current
flowing perpendicular to the precession axis of the ferromagnetic resonance. It is quadratic in the amplitude of
external ac magnetic field whereas it is linear to the strength of the exchange interaction. The associated electric
voltage is described by the spectrum of zero-momentum magnon. The non-linearity of spin-pumping-induced
electric current in the ac magnetic field as well as the linearity in the exchange-interaction strength reflects that
the surface of ferromagnetic topological insulator has a high-performing functionality of generating the electric
charge current by magnetic controlling.
I. INTRODUCTION
Quantum technologies for hybridizing two or more sub
quantum systems have been advancing rapidly with many
types of elements ranging from solid-state systems to atomic-
molecular and optical systems having been used, for exam-
ple, electrons and nuclei in GaAs semiconductors, nitrogen-
vacancy centers in diamonds, superconducting qubits, and
atoms and cavities composing cavity quantum electrodynamic
systems [1–13]. The functionalities of these hybrid quantum
systems are superior to or richer than those of any individual
sub quantum systems and are characterized in the way they
are composed of. By selecting sets of sub quantum systems
which are the best choices to engineer the hybrid quantum
system which has the functionality to perform the task you are
aiming, it becomes a powerful tool to execute quantum-state
controlling, quantum information processing, and spintronics.
The key issue for spintronics is to perform a high-efficient
conversion of electric charge and spin degrees of freedom
or the coherent controlling of electricity and magnetism with
lowering sufficiently an energy consumption (Joule heating).
In order to accomplish these tasks, we have to search for ma-
terials having potentials to create physical processes which
can be utilized for them and use these materials to engineer
quantum devices. Examples include the non-magnetic heavy
metals with strong spin-orbit interaction which exhibits (in-
verse) spin Hall effect like Pt and materials composed of metal
and oxide possessing Rashba interfaces [14–24]. Recently,
∗ current address: Quemix Inc., 2-11-2 Nihombashi, Chuo-ku, Tokyo 103-
0027, Japan
topological insulator (TI) is considered to be a good candi-
date for a component of spintronics devices because TI ex-
hibits bulk state with strong spin-orbit coupling as well as
surface state whose spin and momentum are strongly coupled
which is called the spin-momentum locking (high-efficient
convertibility of spin and electric charge current) [25–28].
In addition, the hybrid quantum system of magnetic materi-
als and TI, namely, the magnetic TI, has been intensively in-
vestigated from both theoretical and experimental points of
view [29–59]. Including the quantum anomalous Hall ef-
fect, the magnetic TI exhibits rich quantum phenomena ow-
ing to the composition of magnetism and spin-momentum
locking (multifunctionality). Because of the multifunction-
ality and the high-efficient convertibility of spin and electric
charge current, the magnetic TI is considered to be one of
the promising candidate for spintronics devices and a large
number of investigations have been made toward this goal
[29, 38–45, 47, 51, 52, 54, 55, 57–59]. Although great ef-
forts have been made for this, we still have not satisfactorily
achieved the microscopic understanding of physics at the in-
terface between the magnet and TI. For instance, we have not
understand satisfactorily the way and how efficiently the spin
transferred from the magnet can be converted into the elec-
tric current and/or voltage (spin pumping and the associated
phenomena; inverse spin Hall effect and inverse Edelstein ef-
fect) whereas the electric current of TI being converted into
the magnetization dynamics and/or a spin current (spin-orbit
torque, spin Hall effect, and Edelstein effect). Such complex-
ities are arising from the fact that the spin current is not a con-
served current in the macroscopic systems and the difficulties
to distinguish whether the contribution to the electric charge
current under observation is coming from the surface state or
ar
X
iv
:2
00
5.
13
85
0v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
28
 M
ay
 20
20
2the bulk state. It is important and an urgent issue to challenge
analyzing these problems in order to achieve a deeper under-
standing of the conversion between the electric current (orbital
degrees of freedom) and the magnetization dynamics (spin po-
larization as well as the spin current) in the magnetic TI, the
physics at the interface between magnets and TI surface state
both theoretically and experimentally, and further, to realize
the coherent controlling of TI surface state and magnetization
toward spintronics application.
In this paper, we will focus on the physics of TI surface
state and construct the microscopic theory for the quantum
transport phenomena at the interface between ferromagnet and
TI. In order to do this, we use a Keldysh (non-equilibrium or
contour-time) Green’s function approach. We investigate the
electric current of TI surface state as well as the associated
electric voltage induced by the spin pumping originating in
the ferromagnetic resonance (FMR) driven by an external ac
magnetic field. We analyze in detail how this electric current
is created by the ac magnetic field and the exchange interac-
tion between the localized spin in the ferromagnet and the TI
surface state. We show that when the spin is carried from the
zero-momentum magnon, which is created by the FMR, to
the TI surface state through the exchange interaction, due to
the spin-momentum locking this carried spin is converted into
the momentum. Then correspondingly, the electric current is
induced in the direction perpendicular to the precession axis
of FMR, namely, spin-pumping-induced electric current. It
is the quadratic response to the ac magnetic field whereas it
scales linearly to the strength of exchange coupling. On the
other side, the associated electric voltage has a structure rep-
resented by the spectrum of zero-momentum magnon which
clearly reflects that the driving force of this electric voltage is
the spin pumping. Our result enables us to understand clearly
not only the mechanism of the spin-pumping-induced electric
current and its characteristic, but it also gives us a qualitative
explanation for the experimental results reported previously
[42, 59].
This paper is organized as follows. In Sec. II, we present
our microscopic model of the composite system of ferromag-
net and TI surface state. Then, we construct the formalism for
describing the time evolution of this system using the Keldysh
Green’s function approach. Based on it, we present a mathe-
matical representation for the electric current of TI surface
state at the non-equilibrium steady state. Next, to calculate
this electric current we establish the perturbation theory for
the Keldysh Green’s function where the external ac magnetic
field and the exchange interaction are regarded as perturbative
terms. In Sec. III, which presents the main result of this pa-
per, we discuss in detail the generation of electric current of TI
surface state induced by the spin pumping as well as the asso-
ciated electric voltage. By analyzing the structure of Feynman
diagram for the perturbative Green’s function, we discuss the
mechanism of the spin-pumping-induced electric current as
well as its characteristics. Then, we make a comparison be-
tween our result and the experimental results [42, 59] through
the characteristic of electric voltage. Sec. IV is devoted to the
conclusion and outlook of this paper.
FIG. 1. Schematic illustration of the ferromagnetic TI. FM is rep-
resented by the Hamiltonian HFM while the surface state of TI is
expressed by HTI. The localized spin in FM couples with the spin
of TI surface state through the exchange interaction V exc. The total
Hamiltonian of this system is given by H = HFM +HTI + V exc.
II. MICROSCOPIC THEORY
In this section, we first present our microscopic model for
the ferromagnetic TI. Based on it, we establish the formalism
to describe the time evolution of this system generated by the
spin pumping. Then we evaluate the electric current of the
TI surface state at the non-equilibrium steady state using the
Keldysh Green’s function approach. We do this by construct-
ing the perturbation theory for the Keldysh Green’s function
so that the ac magnetic field and the exchange interaction are
treated as perturbative terms.
A. Modeling and Formalism
The ferromagnetic TI is the composite system of a ferro-
magnet (FM) and the three-dimensional TI. We take a spa-
tial cartesian coordinate so that the xy plane is parallel to the
interface between the FM and TI whereas the z axis perpen-
dicular to it. The surface state of TI appears in the xy plane.
The TI surface state and a localized spin in the FM are cou-
pled through the exchange interaction. The illustration of fer-
romagnetic TI is presented in Fig. 1. Experimentally, this
system is created by doping the magnetic atoms (for instance,
Cr, V, and Mn) to the TI or implementing the heterostructure
of ferromagnetic materials (e.g., a ferromagnetic insulator as
well as metal including EuS, EuO, YIG, and permalloy such
as Ni81Fe19 and CoFeB) and the TI [33, 34, 36–40, 42, 45–
54, 56–59]. The examples of three-dimensional TI include
tetradymites Bi2Se3 and Bi2Te3 [25–28, 60]. Hereinafter, let
us focus on the interface between FM and TI and model the
composite system of localized spin at this interface and the
TI surface state (let us call it the surface of ferromagnetic
TI). The spin pumping and the associated inverse spin Hall
effect in the heterostructure systems composed of ferromag-
netic metal (or ferromagnetic insulator such as YIG) and Pt
or NiPd alloy have been modeled in [19]. By referring to it,
we model the surface of ferromagnetic TI for describing the
spin pumping process and the associated electric-current gen-
eration. It is described by the Hamiltonian H = H0 + V exc,
3where H0 = HFM + HTI with HTI = H¯TI0 + H
imp. The
Hamiltonian H¯TI0 is the unperturbed Hamiltonian of the TI
surface state consisting of the spin-momentum-locking term
with the dispersion relation being measured from the chem-
ical potential µTI: H¯TI0 = (H
TI
0 − µTINTI). The operator
NTI is the number operator of TI surface state. Hereinafter,
let us take the chemical potential µTI to be equal to the Fermi
energy of TI and denote it as F. H imp is an impurity potential
term and assume to be spin independent (non magnetic). HFM
is the unperturbed Hamiltonian of FM and take its chemical
potential to be zero (µFM = 0). V exc is the exchange inter-
action between the localized spin in FM and TI surface state.
The Hamiltonians H¯TI0 and H
imp are given by
H¯TI0 =
∫
d2xψ†α′(x)
(
H(0)TI (x)− F1
)
α′α
ψα(x), (1)
H imp =
∫
d2xψ†α′(x)Himpα′α(x)ψα(x), (2)
where(
H(0)TI (x)
)
α′α
= −i~vF(σy∂x − σx∂y)α′α, (3)
Himpα′α(x) =
Nimp∑
iimp=1
Vimp(x−X impiimp) · 1α′α. (4)
The operators ψα(x) and ψ†α(x) are the annihilation and cre-
ation operators of the TI surface state at the two-dimensional
spatial coordinate x = (x, y), respectively. The index α =↑, ↓
describes the spin degrees of freedom of TI surface state. The
summation is taken for two repeated indices α and α′ in Eqs.
(1) and (2). vF ∼ 5.0×105 m/s is the Fermi velocity while σx
and σy are the Pauli matrices. Vimp(x−X impiimp) in Eq. (4) is
the impurity potential and the vector X impiimp = (X
imp
iimp
, Y impiimp )
is the coordinate of iimp-th impurity. Nimp is the total num-
ber of impurities. 1α′α is the two by two unit matrix. For
the details of TI-surface-state field operators ψα and ψ
†
α′ , see
subSec. A 1 in Appendix A. The Hamiltonian HFM is given
by
HFM = −Jnx
∑
〈ij〉
Si · Sj + ~γ
∑
i
B0S
y
i . (5)
The three-component vector Si = (Sxi , S
y
j , S
z
i ) represents
the localized spin of the FM at the spatial coordinate ri =
(rxi , r
y
i ). The indices i and j runs from 1 to Nloc with Nloc
denoting the total number of localized spin at the inter-
face between FM and TI. Jnx is the strength of the nearest-
neighboring exchange interaction. The summation
∑
〈ij〉 is
taken for nearest-neighboring pairs. For any i, the localized
spin Si satisfies S2i = (S
x
i )
2 + (Syi )
2 + (Szi )
2 = S0(S0 + 1)
with S0 its spin magnitude. γ is the gyromagnetic ratio of lo-
calized spin. The static magnetic field B0 is applied to the y
direction and the saturation magnetization is created along this
direction. Hereinafter we will not include the demagnetizing
coefficient for simplicity. The exchange interaction V exc has
the form
V exc = −Jexc
∑
i
∑
a=x,y,z
sa(ri)S
a
i , (6)
FIG. 2. Diagrammatic representation of the time evolution of fer-
romagnetic TI surface. At far past (t = −∞), the ferromagnetic TI
surface is in the thermal equilibrium state described by the grand-
canonical ensemble ρGC(H,β, F). After then, at t = t0 the exter-
nal magnetic fieldHext(t) is applied and the FMR as well as the spin
pumping are driven. The time evolution of this system is represented
by the density matrix ρH(t). At sufficiently a long time (t  t0),
the surface of ferromagnetic TI is in the non-equilibrium steady state
and the associated quantum transport of TI surface state is generated.
where Jexc is the strength of the exchange interaction.
sa(ri) = ψ
†
α′(ri)(σ
a
α′α/2)ψα(ri) is the spin density of TI
surface state at the coordinate ri.
Next, let us discuss the time evolution of this system. At
initial time (t = −∞), the ferromagnetic TI is in the thermal
equilibrium state with the temperature T . It is represented by
the grand-canonical ensemble with its density matrix
ρGC(H,β, F) =
exp (−βH)
Tr (exp (−βH)) , (7)
where β−1 = kBT with kB the Boltzmann con-
stant. Note that the TI-Fermi-energy dependence
is included in the Hamiltonian H. At t = t0, we
apply an ac external magnetic field Bext(t) =
Bext
(
sin
(
sgn(B0) · ωextt
)
, 0, cos
(
sgn(B0) · ωextt
))
,
where sgn(B0) = +1 (−1) when B0 > 0 (< 0). Here we
have taken a circular polarized light. Bext and ωext are its
amplitude and frequency, respectively. This triggers the ferro-
magnetic resonance (FMR). The system at t > t0 is going to
be described by the total Hamiltonian H(t) = H + Hext(t)
where Hext(t) is given by
Hext(t) = ~γ
∑
a=x,z
∑
i
Bexta (t)S
a
i . (8)
For later convenience, we decompose the total Hamiltonian
H(t) into the form H(t) = H0 + H ′(t) with H ′(t) =
V exc +Hext(t). The precession axis of the FMR is along the
y direction owing to the static magnetic field B0. Once the
FMR is triggered, a spin transfer occurs from FM to the TI
4surface state mediated by the exchange interaction V exc, i.e.,
spin pumping. As a result, a spin polarization as well as an as-
sociated non-equilibrium state is generated on the surface of
TI. Such a physical process (the time evolution of the system
at t > t0) is represented by the density matrix [62, 63]
ρH(t) = U(t, t0)ρC(H,β, F)U†(t, t0), (9)
where the time-evolution operator U(t, t0) is given by
U(t, t0) = T exp
(
− i
~
∫ t
t0
H(t′)dt′
)
, (10)
with the symbol T denoting the time-ordering product of real
time. By using the density matrix in Eq. (9), the expectation
of a physical operator A at t > t0 is expressed by
〈A(t)〉 = Tr [AH(t)ρC(H,β, F)] , (11)
where AH(t) = U†(t, t0)AU(t, t0).
〈
X
〉
=
Tr(XρC(H,β, F)) represents the thermal average taken
with respect to the Hamiltonian H . At sufficiently a long
time (t  t0), the non-equilibrium steady state is realized
and the quantum transport phenomena of TI surface state is
generated. To summarize the above description, in Fig. 2 we
present the diagrammatic structure of time evolution of the
ferromagnetic TI surface.
Since the microscopic formalism for the time evolution of
the ferromagnetic TI surface as well as that for the expectation
of the physical operators have been established, let us discuss
the quantum transport phenomena on the surface of ferromag-
netic TI at the non-equilibrium steady state. When the spin
pumping is driven by the FMR, the y-polarized spin is injected
from FM to TI surface. We write the spin current associated
with this spin pumping process as J spiny,z . The first subscript y
denotes the direction of the spin polarization whereas the sec-
ond subscript z describes the flowing direction of spin current.
Through the exchange interaction V exc, the spin current flows
toward the TI surface. Some portion of J spiny,z is going to be
converted into the momentum (the electric current flowing on
the surface of TI) due to the spin-momentum locking. Besides
that, it might be converted into other types of phenomena, for
instance, a dissipation process like a spin relaxation process or
the spin current which bounces back to FM. From such a con-
sideration, the exact evaluation of the spin current J spiny,z and
how efficiently it is converted into the electric current of TI
surface state are very difficult tasks. This is because it is hard
to mathematically define the spin current since the spin is not
the conserved quantity or the spin current is not the conserved
current in the macroscopic system like a mili-meter-scale sys-
tem. On the other hand, what has been observed in the ex-
periment is the electric voltage induced by the spin pumping
[42, 59]. By taking into account of this fact, although there
are some theoretical approaches which treat mathematically
the spin current and calculate the spin-to-charge conversion
efficiency using a concept such as spin-mixing conductance
[15, 19, 22], we do not take such approaches. Instead, we con-
sider that the y-polarized spin carried from FM to TI surface
via spin-pumping process is going to be mainly converted into
the electric charge current of TI surface state. Therefore, in-
stead of calculating the spin current J spiny,z directly and analyze
how efficiently it is converted into the electric charge current,
we calculate directly the electric charge current of the TI sur-
face state and analyze how it is created by the ac magnetic
field and the exchange interaction. Here we calculate the x-
component of electric charge current density jx(x). It is given
by jx(x) = −evF
(
ψ†α′(x)σ
y
α′αψα(x)
)
= −2evFsy(x), with
−e (< 0) the electric charge and sy(x) is the y-component
spin density of TI surface state at the coordinate x. Such an
equivalence of the x-component of electric charge current and
the y-component spin originates in the spin-momentum lock-
ing. By denoting the annihilation and creation operators of
TI surface state field in the Heisenberg picture with respect to
H(t) as ψHα(x, t) and ψ†Hα(x, t), respectively, from Eq. (11)
the expectation of the x-component electric current density at
time t is given by
〈jx(x, t)〉 = −evFσyα′α
〈
ψ†Hα′(x, t)ψHα(x, t)
〉
. (12)
B. Keldysh Green’s Function and Perturbation Theory
Our next task is to rewrite the expectation value of electric
current density in Eq. (12) with the Keldysh Green’s function
and evaluate it by constructing the perturbation theory where
the perturbative term is H ′(t) = Hext(t) + V exc. Then, what
we evaluate at the end is the spatial and temporal averaged
electric current density at the non-equilibrium steady state. It
is defined by
j¯x =
∫
d2x
V
∫ t0+T
t0
dt
T
〈jx(x, t)〉, (13)
where V the area of TI surface. The time T is given by
T = 2piNtime/ω
ext with Ntime a positive integer. We as-
sume it to be very large to describe that we are taking the
long-time average (Ntime  1). By analyzing the structure
of perturbative Keldysh Green’s function, we investigate how
the TI-surface-state electric current j¯x is generated by the spin
pumping in terms of the ac external magnetic field and the ex-
change interaction.
First, we rewrite the expectation value of electric current
density in Eq. (12) by the field operators in the interaction
picture. We denote the creation and annihilation operators of
TI surface state in the interaction picture as ψ†H0α and ψH0α,
respectively. The expectation value of x-component electric
current density at the non-equilibrium steady state becomes
[61] 〈
jx(x, t)
〉
= ievFσ
y
α′α lim
t′→t+
x′→x
G<αα′(xt;x
′t′), (14)
whereG<αα′(xt;x
′t′) is the lesser component of full real-time
Green’s function. t+ is the time which is infinitesimally later
than t: t+ = t + +t with 
+
t a positive infinitesimal. The
lesser Green’s function G<αα′(xt;x
′t′) is redescribed by the
5FIG. 3. Schematic for the closed contour C. It consists of two
sub contours C− and C+. The sub contour C− starts from τ = −∞
and ends at τ = +∞whereasC+ begins from τ = +∞ and reaches
τ = −∞. The variables t and t′ are the real times which are obtained
by performing the real-time projection on the contour times τ and
τ ′, respectively. As shown in the diagram in Fig. 2, the contour C
describes the time evolution of the ferromagnetic TI surface such that
at the far past (t → −∞) the thermal-equilibrium state represented
by ρGC(H,β, F) was realized, and due to the external fieldHext(t),
at sufficiently a long time (t → +∞) the non-equilibrium state is
generated.
Keldysh (contour-time) Green’s function defined by [62, 63]
iGC,αα′(xτ ;x
′τ ′) =
〈
TC
[UexcC UextC ψH0α(xτ)ψ†H0α′(x′τ ′)]〉0,
(15)
where
〈
X
〉
0
= Tr(XρGC(H0, β, F)) is the thermal average
taken with respect to the unperturbed Hamiltonian H0. The
contour C is the closed path as shown in Fig. 3 and is rep-
resented by the time variable called the contour time. Let us
denote it as τ . The symbol TC represents the time-ordering
operator for contour times belonging to C. For instance, if
τ1 < τ2 we have TC [A1(τ1)A2(τ2)] = ±A2(τ2)A1(τ1). We
obtain the positive sign after we exchanged the order between
A1(τ1) and A2(τ2) if this exchange was bosonic (exchanging
even numbers of fermionic operators) while we get the nega-
tive sign if the exchange was fermionic (exchanging odd num-
bers of fermionic operators). The contour C consists of two
sub contours C− and C+. The sub contour C− starts from
τ = −∞ and reaches τ = +∞ while the sub contour C+
begins from τ = +∞ and ends at τ = −∞. Such a struc-
ture represents that the timescale of dynamics we are focusing
on is when the non-equilibrium steady state is realized. It is
when sufficiently a long time has passed since we applied the
external field Hext(t) (at time t0). In order to describe such
a situation, the limit t0 → −∞ is going to be taken while
for time t, which is the time when the non-equilibrium state
we are focusing on is realized, we take t → ∞. The reason
we have the two sub contours C− and C+ is because, as de-
scribed in Eq. (11), the physical operators are sandwiched be-
tween the two time evolution operators U†(t, t0) and U(t, t0).
Note that the temporal structure of contour C is equivalent
to the structure of time evolution presented in Fig. 2. The
contour times τ and τ ′ in Eq. (15) belong to C− and C+,
respectively. In such a temporal configuration, the Keldysh
function GC,αα′(xτ ;x′τ ′) becomes the lesser Green’s func-
tion via real-time projection. For more details on the real-time
projection of the Keldysh Greens’ function formalism see sub-
Sec. B 1 in appendix B.
The operators UexcC and UextC are the time-evolution opera-
tors along the contour C generated by V exc and Hext, respec-
tively. They are defined by
UextC = exp
(
− i
~
∫
C
dτ˜HextH0 (τ˜)
)
,
UexcC = exp
(
− i
~
∫
C
dτˇV excH0 (τˇ)
)
. (16)
HextH0 (τ˜) and V
exc
H0
(τˇ) in the above equation are written by
the field operators in the interaction picture at the contour
time τ˜ or τˇ . In order to perform the perturbative calcu-
lation, we rewrite the Hamiltonians HextH0 (τ˜) and V
exc
H0
(τˇ)
in the momentum representation and reorganize the unper-
turbed and perturbed terms. For doing this, let us intro-
duce the Fourier transform of the spin density for TI sur-
face state. It is given by sa(x) = V −1
∑
k e
ik·xsa(k)
where k = (kx, ky) is the two-dimensional wavevector of
TI surface state and sa(k) =
∑
k′ ψ
†
α′(k
′)(σaα′α/2)ψα(k
′ +
k) with a = x, y, z. The (inverse) Fourier trans-
form of the field operator of TI surface state is given
by ψH0α(xt) =
(
1/
√
V
)∑
k e
ik·xψH0α(kt), ψH0α(kt) =(
1/
√
V
) ∫
d2xe−ik·xψH0α(xt). Besides the TI-surface-state
field operator in the momentum representation, we introduce
the magnon field operators represented in the momentum
space by re-expressing the localized spin with them (Holstein-
Primakoff tranformation). They are given by
Syi = −sgn(B0)
S0 − 1
Nloc
∑
pp′
a†(p′)a(p)ei(p−p
′)·ri
 ,
S−i = S
z
i − iSxi =

√
2S0
Nloc
∑
p e
−ip·ria†(p), (B0 < 0)√
2S0
Nloc
∑
p e
ip·ria(p), (B0 > 0)
,
S+i = S
z
i + iS
x
i =

√
2S0
Nloc
∑
p e
ip·ria(p), (B0 < 0)√
2S0
Nloc
∑
p e
−ip·ria†(p), (B0 > 0)
,
(17)
where a(p) (a†(p)) denotes the annihilation (creation) oper-
ator of magnon with momentum p = (px, py). The annihi-
lation and creation operators of magnon satisfy the commuta-
tion relation [a(p), a†(q)] = δ(p − q) with all others being
zero. By using the spin density sa(k) and the magnon field
operators a(p) and a†(p′), the Hamiltonian of the surface of
ferromagnetic TI is re-expressed in the momentum space as
6H¯TI0 = ~vF
∑
k
ψα′(k)
(
σy(kx + kx0 )− σxky − F1
)
α′αψα(k), (18)
H imp =
1
V
∑
kqα
vimp(q)ρimp(q)ψ
†
α(k + q)ψα(k), (19)
HFM0 =
∑
p
FMp a
†(p)a(p),
V exc =
 −
√
S0
2NlocV 2
∑
qp
(
Jexc(qp)s
−(q)a(p) + J sd∗(qp)s
+(−q)a†(p)
)
+ J
exc
V
∑
pp′ a
†(p′)a(p)sy(p′ − p), (B0 < 0)
−
√
S0
2NlocV 2
∑
qp
(
Jexc(qp)s
+(q)a(p) + J sd∗(qp)s
−(−q)a†(p)
)
− JexcV
∑
pp′ a
†(p′)a(p)sy(p′ − p), (B0 > 0)
,
(20)
Hext(t) = ~γBext
√
NlocS0
2
(
a†(0)e−iω
extt + a(0)eiω
extt
)
, (21)
where vimp(q) =
∫
d2xe−iq·xVimp(x) and ρimp(q) =∑Nimp
i=1 e
−iq·Xi . We will take vimp(0) = 0. FMp =
zJnxS0(1−γp)+~γe|B0| is the dispersion relation of magnon
with γp = z−1
∑
ρ e
−ip·ρ. z is the number of nearest-
neighboring sites for localized spins and ρ represents the
nearest-neighboring-site vector. The quantity Jexc(qp) is defined
by Jexc(qp) =
∑
i J
excei(q+p)·ri . By comparing the Hamilto-
nian H¯TI0 in Eq. (1) and that in Eq. (18), we see that be-
cause of the exchange interaction the Dirac point of TI sur-
face state (the point where the dispersion of TI surface state
becomes zero) is shifted to the momentum k0 = (kx0 , 0) with
kx0 = sgn(B0)(J
excS0n
2D
loc)/(2~vF). Here n2Dloc = Nloc/V is
the two-dimensional number density of localized spins. For
the convenience, we perform the Fourier transformation on
the field operators of TI surface state ψα(x) and ψ
†
α′(x) by
the shifted momentum k˜ = k + k0. As a result, the formula
of Hamiltonian HTI0 in Eq. (18) described by the shifted mo-
mentum k˜ is going to be equivalent to that in Eq. (1) rep-
resented by the original momentum k. Hereinafter we just
simply write the shifted momentum k˜ as k. Note that with-
out the impurity effect, the TI surface state exhibits the linear
dispersion relation TIk = ~vFk with k =
√
(kx)2 + (ky)2.
Consequently, the surface of ferromagnetic TI is remodeled
as the hybrid quantum system of magnon and TI surface state
with the Hamiltonians in Eqs. (18) - (21).
Next, in order to construct the perturbation the-
ory for the Green’s function GC,αα′(xτ ;x′τ ′) in
Eq. (15) let us perform the Fourier transforma-
tion with taking the limit x′ → x. We have
GC,αα′(xτ ;x
′τ ′) = V −1
∑
kk′ e
i(k−k′)xGC,αα′(kτ ;k′τ ′).
Here GC,αα′(kτ ;k′τ ′) is given by GC,αα′(kτ ;k′τ ′) =
−i
〈
TC
[UexcC UextC ψH0α(kτ)ψ†H0α′(k′τ ′)]〉0. Then, we
perform the perturbative expansion on GC,αα′(kτ ;k′τ ′) by
expanding the two operators UextC and UexcC in Eq. (16) with
respect to HextH0 (τˇ) and V
exc
H0
(τ˜), respectively. It is going to
be represented in the form
GC,αα′(kτ ;k
′τ ′) =
∞∑
n=0
∞∑
n′=0
G
(n,n′)
C,αα′(kτ ;k
′τ ′). (22)
We have used the superscript (n, n′) in the right-hand side of
Eq. (22) to describe that the perturbative Green’s function
G
(n,n′)
C,αα′(kτ ;k
′τ ′) is in the n-th order of Hext while it is
in the n′-th order of V exc. Note that the Green’s function∑∞
n′=0G
(0,n′)
C,αα′(kτ ;k
′τ ′) is the full thermal-equilibrium
Green’s function since it does not contain the external-field
Hamiltonian Hext. At the non-equilibrium steady state, what
we observed in the experiment is the deviation (fluctuation)
from the thermal-averaged value at thermal equilibrium.
Thus, we calculate and show the expectation value of〈
jx(x, t)
〉
in Eq. (14) as well as the spatial and temporal
averaged electric current j¯x in Eq. (13) for n ≥ 1.
As a result, the perturbative Green’s function
G
(n,n′)
C,αα′(kτ ;k
′τ ′) is expressed by the unperturbed Keldysh
Green’s functions of TI surface state and magnon given by
iG0C,αα′(xτ ;x′τ ′) =
〈
TC
[
ψH0α(xτ)ψ
†
H0α′(x
′τ ′)
]〉
0
,
(23)
iD0C(qτ ; q′τ ′) =
〈
TC
[
aH0(qτ)a
†
H0
(q′τ ′)
]〉
0
. (24)
G0C,αα′(xτ ;x′τ ′) is the unperturbed Keldysh Green’s function
of the TI surface state while D0C(qτ ; q′τ ′) is that of magnon.
The Fourier transform of G0C,αα′(xτ ;x′τ ′) is given as
G0C,αα′(xτ ;x′τ ′) = V −1
∑
kk′ e
i(k−k′)xG0C,αα′(kτ ;k′τ ′).
Note that both G0C,αα′(kτ ;k′τ ′) and D0C(qτ ; q′τ ′) are diago-
nal in momentum: G0C,αα′(kτ ;k′τ ′) = G0C,αα′(k; τ, τ ′)δkk′
and D0C(qτ ; q′τ ′) = D0C(q; τ, τ ′)δqq′ . To obtain the
physical observables like the electric current of TI sur-
face state, we project the contour times onto the real-time
axis. Then, the Keldysh Green’s functions G0C,αα′(xτ ;x′τ ′)
and D0C(qτ ; q′τ ′) are rewritten by the unperturbed real-time
7Green’s functions: G0C,αα′(k; τ, τ ′) → g¯ναα′(k, t − t′) and
D0C(q; τ˜ , τ˜ ′) → D¯ν˜(q, t˜ − t˜′). Here ν, ν˜ = t, <,>, t˜ de-
noting the time-ordered, lesser, greater, and anti-time-ordered
components, respectively. t, t′, t˜, and t˜′ are real-time vari-
ables introduced by the real-time projection and correspond
to τ, τ ′τ˜ , and τ˜ ′, respectively. After the Keldysh Green’s
functions are transformed into the real-time Green’s functions
they are represented by the differences of two real-time vari-
ables. As a result, the perturbative Keldysh Green’s function
G
(n,n′)
C,αα′(kτ ;k
′τ ′) is redescribed as products of unperturbed
real-time Green’s functions. Its formula can be organized with
the retarded and advanced components in the momentum-
frequency representation given by
g¯rαα′(k, ω) =
(1 + H˜0)αα′
2
(
ω + ωF − ωTIk + i2τrelTI
) + (1− H˜0)αα′
2
(
ω + ωF + ωTIk +
i
2τrelTI
)
g¯aαα′(k, ω) =
(1 + H˜0)αα′
2
(
ω + ωF − ωTIk − i2τrelTI
) + (1− H˜0)αα′
2
(
ω + ωF + ωTIk − i2τrelTI
) , (25)
D¯r(0, ω) =
1
ω − ωFM0 + iαω
, D¯a(0, ω) =
1
ω − ωFM0 − iαω
, (26)
where 1 is the two by two unit matrix and H˜0 is given by
H˜0 =
(
0 − i(kx−iky)k
i(kx+iky)
k 0
)
. (27)
The Green’s functions g¯r(a)αα′ (k, ω) and D¯
r(a)(0, ω) in Eqs.
(25) and (26) are the retarded (advanced) components of TI-
surface-state and zero-momentum magnon Green’s functions,
respectively. The frequencies ωTIk , ωF, and ω
FM
0 are defined
by ωTIk = ~−1TIk , ωF = ~−1F, and ωFM0 = ~−1FM0 =
γ|B0|, respectively. τ relTI is the relaxation time of the TI sur-
face state due to the impurity effectH imp while the constant α
appearing in the magnon Green’s function is the Gilbert damp-
ing constant. We put bars on top of these Green’s functions
to express that we have taken into account the impurity and
damping effects.
The perturbation theory for the Keldysh Green’s function in
the above way enables us to clearly explore how the electric
current on the surface of TI is induced by the spin pumping in
terms of the external ac magnetic field and the exchange inter-
action. In Appendix A, we present the details for the real-time
Green’s functions of TI surface state as well as the derivation
of retarded and advanced components of impurity-averaged
Green’s functions given in Eq. (25) using the imaginary-time
Green’s function formalism. Moreover, we describe the real-
time Green’s functions of magnon and then discuss the deriva-
tion of retarded and advanced Green’s functions in Eq. (26)
using the Landau-Lifshitz-Gilbert equation. In Appendix B,
we present the detailed description for the Keldysh Green’s
function formalism as well as the relation between Keldysh
Green’s function and real-time Green’s function. Further,
we show some formulas of Keldysh Green’s function formal-
ism and by applying them we demonstrate the derivation of
impurity-averaged Green’s functions of TI surface state for
the retarded, advanced, lesser, and greater components.
III. SPIN-PUMPING-INDUCED NON-LINEAR ELECTRIC
CURRENT
Since we have established the perturbation theory, we now
evaluate the electric current of the TI surface state induced by
the spin pumping. Let us first present the diagrammatic rep-
resentation of our perturbative Green’s function. Based on it,
we microscopically analyze how the electric current is gen-
erated by the external magnetic field and the exchange inter-
action. Then, we show the structure of spin-pumping-induced
electric current as well as the associated electric voltage repre-
sented by the static external magnetic field, the amplitude and
the frequency of ac magnetic field, the exchange-interaction
strength, the relaxation time originating in the non-magnetic
impurity, and the Gilbert-damping constant. Finally, we com-
pare our result of the electric voltage with the experimental
results [42, 59].
Let us evaluate the right-hand side of Eq. (22). We denote
the expectation of spatial and temporal averaged x-component
electric current corresponding to the term G(n,n
′)
C,αα′(kτ ;k
′τ ′)
as j¯(n,n
′)
x . First, we can show that the spatial and temporal
averaged electric current j¯(1,1)x is zero. This implies that the
surface of ferromagnetic TI does not show the linear response
in the ac external magnetic field. Next, let us present the next-
leading-order term j¯(2,1)x . In order to obtain this, we calculate
the perturbative Green’s function G(2,1)C,αα′(kτ ;k
′τ ′) given in
the right-hand side of Eq. (22). First, we expand the time-
evolution operators UextC and UexcC with respect to HextH0 (τ˜)
and V excH0 (τˇ), respectively. With using the Wick’s theorem
the perturbative Green’s function G(2,1)C,αα′(kτ ;k
′τ ′) is given
in terms of the unperturbed Keldysh Green’s functions of TI
surface state and magnon as
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(2,1)
C,αα′(kτ ;k
′τ ′) = isgn(B0)
(
− i
~
)3 (
~γBext
)2 Jexcn2DlocS0
4
∫
C
dτ˜1dτ˜2dτˇ1e
−iωext(τ˜1−τ˜2)
∑
pp′k1
× [D0C(0; τ˜1, τ˜2)D0C(p; 0+)δp,p′ +D0C(0; τ˜2, τˇ1)D0C(0; τˇ1, τ˜1)δp,0δp′,0]
×
[
G0C,αα′1(k; τ, τˇ1)σ
y
α′1α1
G0C,α1α′(k′; τˇ1, τ ′)δk,k1δk′,k1+p′−p
− G0C,αα′(k; 0+)σyα′1α1G
0
C,α1α′1
(k1; 0
+)δk,k′δk1,k1+p′−p
]
. (28)
We note that in the above equation the positive infinitesimal
time difference 0+ for G0C,αα′(k; 0+) is equal to t′ − t. Since
τ (= t) ∈ C− while τ ′ (= t′) ∈ C+, the Green’s function
G0C,αα′(k; 0+) is the lesser Green’s function. On the other
hand, 0+ for G0C,α1α′1(k1; 0
+) is equal to τ+1 −τ1. The contour
times τ+1 and τ1 both belong to the same sub contour Cµ (µ =
−,+).
Second, we perform the real-time projection on the con-
tour times τ˜1, τ˜2, and τˇ1 and rewrite the right-hand side of
Eq. (28) by the real-time Green’s functions of TI surface state
and magnon. Then, the perturbative Keldysh Green’s func-
tion G(2,1)C,αα′(kτ ;k
′τ ′) in the right-hand side of Eq. (28) be-
comes the lesser real-time Green’s function which we write
as G<(2,1)αα′ (kt;k
′t′) with t′ = t+ (see also Eq. (14)). Let us
denote the real-time variables corresponding to τ˜1, τ˜2, and τˇ1
as t˜1, t˜2, and tˇ1, respectively. Then, by using the first formula
in Eq. (B10), we obtain
G
<(2,1)
αα′ (kt;k
′t′) = isgn(B0)
(
− i
~
)3 (
~γBext
)2 Jexcn2DlocS0
4
∫
dt˜1dt˜2dtˇ1e
−iωext(t˜1−t˜2)D¯a(0, t˜2 − tˇ1)D¯r(0, tˇ1 − t˜1)
×
(
g¯rαα′1(k, t− tˇ1)σ
y
α′1α1
g¯<α1α′(k, tˇ1 − t) + g¯<αα′1(k, t− tˇ1)σ
y
α′1α1
g¯aα1α′(k, tˇ1 − t)
)
δkk′ , (29)
where we have used
∫
C
dτ˜1dτ˜2D0C(0; τ˜1, τ˜2) =∫
dt˜1dt˜2
(
D¯t − D¯< − D¯> + D¯t˜
)
(0, t˜1 − t˜2) = 0.
Further, the term G0C,αα′(k; 0+)G0C,α1α′1(l; 0
+) in Eq. (29)
vanishes since it describes the disconnected diagram: We
denote the real time variables t1 and t′1 which are the real-
time projection of the contour times τ1 and τ ′1, respectively.
They satisfy τ1 < τ ′1 because in the exchange-interaction
Hamiltonian V sd the operator ψ†α′1(l, τ
′
1) comes to the left
side of ψα1(l, τ1). When τ1, τ
′
1 ∈ C− we have t1 < t′1 and
G0C,α1α′1(l; τ1, τ
′
1) = g¯
<
α1α′1
(l, t1−t′1) whereas for τ1, τ ′1 ∈ C+
we obtain t1 > t′1 and G0C,α1α′1(l; τ1, τ
′
1) = g¯
<
α1α′1
(l, t1 − t′1).
Hence, we have
∫
C
dτ1 limτ ′1→τ+1 G
0
C,α1α′1
(l; τ1, τ
′
1) =∫
dt1
[
g¯<α1α′1
(l, 0−) − g¯<α1α′1(l, 0
+)
]
= 0. Here 0− is the
negative infinitesimal. For the detail treatments on real-time
projection as well as the real-time integration see subSec.
B 1 in Appendix B. Third, what we do is we perform the
Fourier transforms on the above Green’s functions as, for
instance, D¯a(0, t˜1 − tˇ1) =
∫
dω˜
2pi e
−iω˜(t˜1−tˇ1)D¯a(0, ω˜) and
g¯tαα′1
(k, t− tˇ1) =
∫
dω
2pi e
−iω(t−tˇ1)g¯tαα′1(k, ω).
Then, using Eq. (B28) the right-hand side of Eq. (29) is
rewritten by the retarded and advanced Green’s functions in
Eqs. (25) and (26). By performing the temporal integrals∫
dt˜1dt˜2dtˇ1 and from Eq. (13), the x-component averaged
electric current density of TI surface state becomes
FIG. 4. Feynman diagram for the spin-pumping-induced electric cur-
rent described by Eq. (30). It consists of two TI-surface-state Green’s
functions (solid lines), two magnon Green’s functions (wavy lines),
and two vertices denoted by crosses. As described by the orange cir-
cle, the exchange interaction between the zero-momentum magnon
and the TI surface state occurs at the right vertex leading to the gen-
eration of electric current on the surface of TI.
9j¯(2,1)x = (−evFsgn(B0))
(
− i
~
)3 (
~γBext
)2(JexcS0n2Dloc
4
)
D¯r(0, ωext)D¯a(0, ωext)
×
∫
d2kdω
(2pi)3
f(~ω)
[(
g¯aαα′1(k, ω)σ
y
α′1α1
g¯aα1α′(k, ω)− g¯rαα′1(k, ω)σ
y
α′1α1
g¯rα1α′(k, ω)
)
σyα′α
]
, (30)
where f(~ω) =
(
1 + eβ~ω
)−1
and we have taken a contin-
uum limit V −1
∑
k →
∫
d2k/(2pi)2. The right-hand side of
Eq. (30) represents the way the electric current of TI sur-
face state is induced by the spin pumping due to the external
magnetic field Hext and the exchange interaction V exc. To
see this clearly, let us describe j¯(2,1)x diagrammatically and
present this in Fig. 4. The solid and the wavy lines represent
the Green’s function of TI surface state (fermion line) and that
of magnon (boson line), respectively. The two vertices are de-
scribed by crosses where the energy and momentum conserve.
The gray and orange circles denote the amplitude of ac mag-
netic field Bext and the exchange-interaction strength Jexc,
respectively. The Pauli matrix in the left side originates in the
generator of x-component electric current while the right one
is coming from the y-component exchange interaction. The
retarded Green’s function D¯r(0, ωext) appearing in this dia-
gram describes the emission process of magnon with the zero
momentum and the energy ~ωext going from orange to gray
circles whereas the advanced Green’s function D¯a(0, ωext)
represents the absorption process going from gray to orange.
In the diagram in Fig. 4, the energy and momentum of TI
surface state remains unchanged. This is because, first, the
emission and absorption processes of magnon of the energy
~ωext occur with each process occurring once. Second, the
magnon does not carry momentum since the ac magnetic field
Hext is spatially homogeneous and so does the Fourier trans-
form of exchange interaction Jexc(qp): for the y-component it is
described by the constant Jexc (see Eq. (20)). Since we have
overlooked at the structure of our diagram, let us now ana-
lyze the mechanism of the spin-pumping-induced electric cur-
rent. Initially, the TI surface state is in the thermal equilibrium
ρGC(H,β, F) and the origin of Fermi sphere of TI surface
state is at k0 = (0, 0). When the FMR is triggered at t = t0,
the localized spin Si starts to show its dynamics described by
the Landau-Lifshitz-Gilbert equation (see Eq. (A31)) and the
magnon of zero momentum and frequency ωext emerges. It is
the fluctuation of the saturation magnetization in the y direc-
tion created by the external magnetic field B0. After then, the
spin pumping occurs associating with the spin current Jpumpy,z
flowing from FM to the surface of TI. The zero-momentum
magnon is going to be the carrier of it. In other words, the
spin current Jpumpy,z is the flow of zero-momentum magnon.
The magnon couples with the TI surface state through the ex-
change interaction V exc. Then owing to the spin-momentum
locking, the magnon acts like an additional momentum of TI
surface state. This means that effectively TI surface state ex-
periences the coupling between the magnon as an electric field
being applied and a non-equilibrium state of TI surface state
is driven. Such a situation can be described as the deviation of
the TI-surface-state Fermi circle from the origin (see also Fig.
5 (b)). On the other side, the TI surface state is affected by
the impurity potential H imp given by Eq. (2). Then as time
goes by, the effect of effective electric field of magnon and the
impurity effect H imp are going to get balanced. As a result,
the TI surface state and the magnon both relax to the non-
equilibrium steady state and the static electric field is created
on the surface of TI. Let us call it the spin-pumping-induced
electric field ESPIx . At the non-equilibrium steady state, the
TI surface state experiences the ESPIx and the spin-pumping-
induced electric current j¯(2,1)x flows on the TI surface as the
response to it. To make the relation between j¯(2,1)x and ESPIx
clear, let us rewrite j¯(2,1)x with using the electrical conductiv-
ity σTIxx as j¯
(2,1)
x = σTIxxE
SPI
x . As in the case of Dirac electrons
in graphene, the electrical conductivity of TI surface state σTIxx
can be calculated by using the Boltzmann equation [66]. We
obtain σTIxx =
Fτ
rel
TI
2~ · e
2
2pi~ . On the other side, the formula
of ESPIx is obtained by evaluating the right-hand side of Eq.
(30). For doing this, first we remark that the denominator in
the right-hand side of Eq. (30) is a function of the dispersion
of TI surface state (ωTIk = ~−1TIk ), and thus, it is the func-
tion of the absolute k =
√
(kx)2 + (ky)2. Hence, it means
that the denominator in the right-hand side of Eq. (30) is an
even and symmetric function of kx and ky . Due to this fact,
for the numerator in the right-hand side of Eq. (30) the terms
proportional to kxky as well as (kx)2 − (ky)2 vanish. As a
result, the only terms which remain are the products of two
diagonal elements of TI-surface state Green’s function, i.e.,(
g¯
a(r)
↑↑ (k, ω)
)2
and/or
(
g¯
a(r)
↓↓ (k, ω)
)2
. In the following evalu-
ation, we only retain the first term of g¯r(a)αα′ (k, ω) in Eq. (25)
since only the electronic state in the vicinity of Fermi-energy
level contributes to the electric transport. Next, we perform
k and ω integrals with using three types of approximations.
We first do from the ω integral and rewrite the integrand with
the derivative term ∂f(~ω)/∂(~ω). As the first approxima-
tion, we take the low-temperature limit (β → ∞) and we ob-
tain ∂f(~ω)/∂(~ω) = −δ(~ω).By performing the ω integral,
the integrand becomes the function of the relaxation time τ relTI ,
the TI-surface-state dispersion ωTIk , and the Fermi energy ωF
(= ~−1F) given as 1/2τ
rel
TI(
(ωTIk −ωF)2+(1/2τrelTI )2
) . Next, we rewrite
the k integral in the following way: d
2k
(2pi)2 = N˜(ξk)dξk,
where N˜(ξk) =
(ξk+F)
2pi(~vF)2 is the density of states per volume
and ξk is the energy of the TI surface state measured with re-
spect to the Fermi energy. It is defined by ξk = TIk − F. As a
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result, the integrand becomes N˜(ξk)× ~/2τ
rel
TI
ξ2k+(~/2τrelTI )2
. Then as
a second approximation, we regard only the electronic state in
the vicinity of Fermi surface contributes to the electric current.
In other words, the TI surface state depends weakly on the
density of states N˜(ξk). Therefore, we take N˜(ξk) ≈ N˜(0).
On the other side, the lower limit of ξk-integral is −F. We
consider that on the surface of area V a huge number of elec-
trons are contained. Hence, as a third approximation we take
the number density of TI surface state nTI2D to be sufficiently
large. Since the number density nTI2D is related to the Fermi
energy F as F = ~vF
√
4pinTI2D, we take F → ∞ (see also
the argument below Eqs. (A25) and (B19)). By using these
three types of approximations and performe the ξk-integral,
we have
ESPIx (ω
ext, B0) = −sgn(B0)
(
JexcS0n
2D
loc
4evFτ relTI
)
(γBext)2
(ωext − ωFM0 )2 + (αωext)2
, (31)
where ωFM0 = γ|B0|. Consequently, when the FMR occurs
with the frequency ωext, the electric current j¯(2,1)x as well as
the electric field ESPIx are induced by the spin pumping on
the surface of TI. It flows perpendicular to the precession axis
(y axis) of FMR owing to the spin-momentum locking. It is
proportional to the square of the ac-magnetic-field amplitude
Bext describing that it is the non-linear (quadratic) response
to the external ac magnetic field. In other words, it is pro-
portional to the power of the applied electromagnetic wave
(microwave). Like the FMR (magnon) spectrum, the electric
current j¯(2,1)x (or the electric field ESPIx ) is described by the
quantities γBext, ωext, ωFM0 , and the Gilbert-damping con-
stant α. Indeed, the spectral function of magnon can be ob-
tained by multiplying the factor αωext to the third factor of
ESPIx in Eq. (31): αω
ext × 1
(ωext−ωFM0 )2+(αωext)2
. In other
words, the retarded Green’s function of magnon is equivalent
to the magnetic susceptibility (see Eq. (A32) and the argument
below it). Physically, this represents the absorption energy
of localized spin which we need to drive the FMR (see also
the argument after Eq. (8) in [15]). The electric field ESPIx
depends on both magnetic quantities including γBext, α, the
exchange interaction strength Jexc, the density of localized
spin n2Dloc, and those of TI such as Fermi velocity vF, and
the relaxation time τ relTI . This is natural and reasonable be-
cause the spin-pumping-induced electric field ESPIx is real-
ized at the non-equilibrium steady state owing to the com-
mensuration of the effective electric field of magnon and the
impurity effect H imp mediated by the exchange interaction.
Based on the Feynman diagram in Fig. 4, we can under-
stand why the spin-pumping-induced electric current j¯(2,1)x
is the quadratic response to the ac magnetic field in the fol-
lowing way. First, the ac magnetic field is used to drive the
FMR and the associated zero-momentum magnon which cou-
ples with the TI surface state through the exchange interac-
tion. Second, to generate the transport phenomena of TI sur-
face state we need to drive the magnon with the ac magnetic
field once more. As a result, the electric current of TI surface
state becomes the quadratic response to the ac magnetic field
such that both the emission and absorption processes of zero-
momentum magnon occur. Indeed, this naturally reflects that
FIG. 5. (a) Schematic of the generation of the electric field EISHEx .
When the spin current Jspiny,z is injected to the non-magnetic metal,
owing to the spin-orbit interaction the inverse spin Hall effect is gen-
erated so that the both electrons of spins polarized in the positive
and negative y directions accumulate on the edge of the sample. As
a result, the electric field EISHEx and the associated electric current
jISHEc emerge. (b) Schematic of the generation of the spin-pumping-
induced electric current j¯(2,1)x . When we drive the FMR and the asso-
ciated spin pumping, the zero-momentum magnon couples with the
TI surface state through the exchange interaction. Due to the spin-
momentum locking, the TI surface state effectively experiences the
zero-momentum magnon as the electric field. As a result, the spin-
pumping-induced electric field ESPIx as well as the spin-pumping-
induced electric current j¯(2,1)x are generated (inverse Edelstein ef-
fect). It is described as the flow of Fermi circle of TI surface state.
the spin-pumping-induced electric current is generated by the
electromagnetic wave whose power is quadratic to the ampli-
tude of ac magnetic field. The spin-pumping-induced elec-
tric current j¯(2,1)x (or the spin-pumping-induced electric field
ESPIx ) gets larger by raising the ac-magnetic-field amplitude
Bext (or the power of electromagnetic wave) and by choosing
the ferromagnetic material exhibiting a strong exchange cou-
pling strength. Such a feature is reflecting that the surface of
ferromagnetic TI has a high-performing functionality of gen-
erating the electric charge current by magnetic controlling.
To make our understanding on the spin-pumping-induced
electric current j¯(2,1)x better, let us compare it with the elec-
tric field associated with the inverse spin Hall effect by us-
ing the illustrations presented in Fig. 5. The inverse spin
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Hall effect occurs in, for instance, the hybrid system com-
prise of FM and non-magnetic heavy metal exhibiting strong
spin-orbit interaction, for example, the heterojunction of NiFe
and Pt [19, 20, 22, 24]. When we inject the y-polarized spin
current to the non-magnetic metal flowing in the z direction,
due to the spin-orbit coupling both the electrons whose spins
are polarized in the positive and negative y directions flow
parallel into the x direction and accumulate to the edge of
sample. As a result, the electric field, namely, EISHEx emerges
in the x direction. Simultaneously, the associated electric cur-
rent jISHEc flows in the same direction (Fig. 5(a)). This is
the phenomenon in a three-dimensional bulk system. In con-
trast, our spin-pumping-induced electric current j¯(2,1)x is the
phenomenon intrinsic in the two-dimensional surface system.
The mechanism of its generation is not due to the accumula-
tion of electrons on the edge of sample but due to the effective
electric field of magnon via the spin-momentum locking. As
illustrated in Fig. 5(b), the spin-pumping-induced electric cur-
rent can be described as the flow of Fermi circle of TI surface
state. It is nothing but the inverse Edelstein effect which is
also realized in systems possessing Rashba interfaces [22, 24].
Finally, let us make a qualitative comparison between
our result and the experimental results [42, 59]. What has
been measured in these experiments are the electric voltage
emerged on the surface due to the spin pumping. Therefore,
we calculate the spin-pumping-induced electric voltage and
compare its characteristic with the experimental results. Be-
fore we give a detailed argument, we note here that in [42] the
direction of static magnetic field B0 (the precession axis of
FMR) is taken to be parallel to the y axis while in [59] it is
taken to be in the x axis. Since the essence of physics does
not change, as we did in Sec. II A we take the precession axis
of FMR to be in the y axis (thus, the electric current of TI sur-
face state or electric voltage emerges in the x direction). To
make our argument clear and simple, in the following we in-
troduce the effective electric voltage by using ESPIx . First, as
we see in Eq. (31) the electric field ESPIx is spatially homoge-
neous along the x direction. Thus, by multiplying ESPIx with
the length of TI surface in the x direction lTIx , we obtain the
electric voltage in the x direction and call it as V SPIx . Next,
we divide V SPIx by the factor
(
−JexcS0n2DloclTIx
4evFτrelTI B
2
0
)
because essen-
tially its characteristic is represented by the Gilbert-damping
constant α, the external frequency ωext, and the frequency
ωFM0 = γ|B0| = γ (sgn(B0)B0). In addition, in the experi-
ment the external frequency ωext is fixed whereas the mag-
netic field B0 varies from positive to negative values. By
taking account of this, we take ωext to be the positive con-
stant and introduce the “spin-pumping-induced electric volt-
age V¯ SPIx ” defined as the function of B0 as
V¯ SPIx (B˜0) = −Θ(B˜0)
eP(
B˜0 − 1
)2
+ α2
+ Θ(−B˜0) eP(
B˜0 + 1
)2
+ α2
, (32)
where B˜0 = (γB0)/ωext is the dimensionless magnetic field
FIG. 6. Plots of spin-pumping-inducedelectric voltage V¯ SPIx de-
fined by Eq. (32). The vertical axis represents the dimensionless
magnetic field B˜0 whereas the horizontal axis represents the spin-
pumping-induced electric voltage V¯ SPIx . The blue, orange, green,
and red curves are for P = 0.0100, 0.0075, 0.0050, and 0.0025, re-
spectively. For all four curves, we take the Gilbert damping constant
α to be equal to 0.15.
and P = (Bext)2. It is the quantity describing the power
of electromagnetic field which we apply to derive the FMR.
Θ(±B˜0) is the Heaviside step function. We plot V¯ SPIx (B˜0)
in Fig. 6 by taking the electromagnetic-wave power P as
a parameter while we fix the Gilbert-damping constant α
to 0.15. Here we plot V¯ SPIx for four different conditions;
P = 0.0100, 0.0075, 0.0050, and 0.0025. The full width of
half maximum is equal to the Gilbert damping constant α.
The most striking features of V¯ SPIx are (i) the emergence of
two side peaks and (ii) the linear scaling of two peak val-
ues with respect to the power P ; the two side peaks locate
at B˜0 = ±1. The values of two peaks have the same abso-
lute values (= eP/α2) but the signs are opposite. Let us now
look at the experimental data [42, 59]. First, in [42] the (bulk
insulating) TIs were chosen as Bi1.5Sb0.5Te1.7Se1.3 naming
BSTS and Sn-doped Bi2Te2Se. On the other hand, for the
ferromagnetic material they choose Ni81Fe19. Let us focus
on Figs. 3(b) or 4(a) and 3(c). Fig. 3(b) is the experimental
data of electric voltage for sample BSTS/Ni81Fe19 with the
sample size of BSTS is 4 × 3 × 0.1 mm3 for four different
microwave-power conditions; 0.2mW, 0.15mW, 0.10mW, and
0.05 mW. Fig 4(a) is the result of electric voltage for samples
BSTS/Ni81Fe19 with three different sample sizes of BSTS;
4 × 1 × 0.1 mm3, 4 × 3 × 0.1 mm3, and 2 × 1.5 × 0.2
mm3. They are plotted as functions of static magnetic field
which corresponds to our B0 (or B˜0). Both of them show
two side peaks as discussed in the previous description. Two
peak spots appear symmetrically with respect to the origin of
the magnetic-field axis and the two peak values have (almost)
the same absolutes with opposite signs. The similar result
is reported in [59]. In this work, the magnetic TI was engi-
neered by creating the heterostructure of YIG and Cr-doped
TI: YIG/Cr0.08(Bi0.37Sb0.63)1.92 Te3. We will focus on Fig.
2(c) where the electric voltage is plotted as a function of mag-
netic field. It shows the similar features as the results shown
in Fig. 3(b) or Fig 4(a) in [42]: the emergence of two side
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peaks having opposite signs. The difference between the elec-
tric voltage in Fig. 3(b) or Fig 4(a) in [42] and that in Fig.
2(c) in [59] is that the signs of two peaks; in Fig. 3(b) the
peak value at positive magnetic field is negative while it is
positive in Fig. 2(c) it is positive. Such an opposite-sign
behavior, however, is not essential for our analysis and we
will not refer to its origin. We note that in [51] the measure-
ment of spin-pumping-induced voltage was performed using
the bilayer systems of Bi2Se3 (TI) and CoFeB (ferromagnet).
In this experiment, it is considered that the dominant contri-
bution to the spin-pumping-induced voltage is coming from
the inverse spin Hall effect (bulk state) rather than the inverse
Edelstein effect (surface state). Thus, although the measured
spin-pumping-induced voltage shows similar characteristics
(Figs. 2 and 3(a) and (b)) with V¯ SPIx , we will not make a
comparison with these experimental results. Next, let us take
a look at Fig. 3(c) in [42]. It shows the microwave-power de-
pendence of peak values for the BSTS sample size 4×1×0.1
mm3. Both the positive and negative peak values become
larger as microwave power increases. To summarize, from the
above analysis we see that the physical behavior of our result
V¯ SPIx represented by Eq. (32) and Fig. 6 match qualitatively
with these experimental results.
IV. CONCLUSION
In this paper, we have investigated the electric current on
the surface of ferromagnetic TI induced by the spin pumping.
First, we have presented the microscopic model of ferromag-
netic TI surface and represented its time evolution. We have
mathematically formulated how the system evolves from the
thermal equilibrium state realized in the far past to the non-
equilibrium steady state driven by the spin pumping (FMR).
Then we have used the Keldysh Green’s function approach
to analyze the generation of a spin-pumping-induced elec-
tric current. We have calculated it by regarding the ac exter-
nal magnetic field and the exchange interaction as perturba-
tive terms. In this way, we could clearly understand the way
spin-pumping-induced electric current is generated by these
two interactions. The mechanism is as follows. The FMR is
triggered by the ac magnetic field and the magnon with the
zero momentum emerges. It is the fluctuation from the satura-
tion magnetization. After then, the spin pumping is induced,
and during such a process, the spin current flows from FM to
TI carried by the zero-momentum magnon. Through the ex-
change interaction, the zero-momentum magnon couples with
the TI surface state and the spin is exchanged between them.
Then owing to the spin-momentum locking, it is converted
into momentum and effectively the TI surface state experi-
ences this additional momentum as the applied electric field.
On the other hand, the TI surface state is affected by the non-
magnetic impurity. As a result, at the non-equilibrium steady
state these two effects commensurate and the static electric
field, i.e., the spin-pumping-induced electric field is created
leading to the generation of the spin-pumping-induced elec-
tric current. It scales quadratically to the ac magnetic field
(linear to the power of electromagnetic field) while it is lin-
ear to the strength of the exchange interaction. The effective
electric voltage V¯ SPIx in Eq. (32) is expressed by the spec-
trum of zero-momentum magnon which clearly reflects that it
is created by the spin pumping (FMR). The effective electric
voltage V¯ SPIx shows two side peaks. They emerge when the
absolute of external frequency of ac magnetic field becomes
equivalent to the Zeeman gap of magnon. The absolutes of
these two peak values are the same while they have the oppo-
site signs. Further, the absolutes of two peaks are the increas-
ing function of the microwave power. Such characteristics of
our effective voltage V¯ SPIx show qualitatively the good match-
ing with the experimental results of electric voltage reported
in [42, 59]. Consequently, the spin-pumping-induced elec-
tric current is the quantum phenomena intrinsic in the hybrid
quantum system of TI surface state and the zero-momentum
magnon. It is the non-linear response to the ac magnetic field.
Our microscopic theory based on the Keldysh Green’s func-
tion approach makes not only the mechanism as well as the
structure of spin-pumping-induced electric current (voltage)
clear. We believe that our theory can be extended in many
other types of quantum phenomena occurring at the inter-
face between the magnetic materials and TI. For instance, we
would like to apply our Keldysh Green’s function approach
to analyze the heat current as well as the spin Seebeck effect
and the spin-orbit torque in the future. In addition, we become
able to extract more information on magnets and TI. For in-
stance, by measuring the peak value of electric voltage we can
estimate the exchange-coupling strength. Another important
and interesting issue is the Fermi-energy dependence on spin-
pumping-induced electric voltage. It is important to analyze
whether the contribution to electric transport quantities (for
instance, the electric voltage) is coming from the surface state
or the bulk state [51, 54, 59]. The transport properties of Dirac
electrons in solids are affected by many types of elements. For
instance, the Fermi-energy dependence of Dirac-electron con-
ductivity in graphene differs whether the impurity potential
is short-range (delta-function) type or long-range (Coulomb)
type [66]. For the TI surface state the characteristics of its
conductivity is not only generated by the impurity effect but
also by a scattering process due to a magnetic texture such as
skyrmion [67]. As our future work, we would like to explore
the rich transport phenomena on the surface of a magnetic TI
induced by the impurity potentials and the magnetic textures
with many types and analyze carefully the characteristics of
electric voltage as well as the electrical conductivity as func-
tions of the Fermi energy.
To discuss our result from the application point of view,
the non-linear response in the magnetic field as well as the
linear scaling in the exchange-coupling strength of the spin-
pumping-induced electric current clearly indicates that the
surface of ferromagnetic TI possesses the high-performing
functionality of creating the electric charge current or volt-
age by the magnetic controlling. When we think of engineer-
ing spintronics devices, the merit of using the ferromagnetic
TI comparing to the hybrid system of FM and metal like the
NiFe/Pt is the lower energy consumption: The joule heating is
suppressed for the ferromagnetic TI because the bulk is insu-
lating while it is unavoidable for the FM/metal hybrid system
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since the bulk is metallic. By designing carefully the larger
hybrid quantum systems based on the magnet and TI, we will
become able to perform the coherent controlling of magnon
dynamics and the quantum transport of TI surface state at the
interface, and consequently, make a high-efficient conversion
of the spin and the electric charge current (coherent control-
ling of the magnetism and the electricity). Such investigations
lead to an important progress on the realization of magnetic-
TI-based spintronics devices.
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Appendix A: Field Quantization, Real-Time Green’s Function,
and Imaginary-time Green’s function
In this section, first we present the details of field quantiza-
tion for the TI surface state. Then, we introduced the unper-
turbed real-time Green’s function. Next we demonstrate the
derivation of impurity-averaged Green’s function of TI sur-
face state by using the imaginary-timeGreen’s function for-
malism. Further, we show the real-time Green’s functions
of magnon and the retarded and advanced components of
magnon Green’s function including the Gilbert-damping ef-
fect.
1. Field Quantization and Real-Time Green’s Functions of TI
Surface State
The spin-momentum-locking Hamiltonian of TI surface
state in the momentum space is given by (see also Eq. (3))
HTI0,α′α(k) = ~vF (kxσy − kyσx)α′α , (A1)
where α, α′ =↑, ↓. The eigenvalues of the above Hamil-
tonian are ±TIk = ±~vFk with k =
√
(kx)2 + (ky)2.
We denote the positive and negative-energy plane-wave solu-
tions as u(+)k (xt) = u
(+)(k)ei(k·x−ω
TI(k)t) and u(−)k (xt) =
u(−)(k)ei(k·x+ω
TI(k)t), respectively. The eigenfrequency
ωTI(k) is obtained from TIk as ω
TI(k) = ~−1TI(k).
The vectors u(+)(k) = (u↑(k), u↓(k))t and u(−)(k) =
(u
(−)
↑ (k), u
(−)
↓ (k))
t are two-column vectors with “t" denot-
ing the transpose. We take them as
u(+)(k) =
1√
2
(
1
ik+
k
)
, u(−)(k) =
1√
2
(
ik−
k
1
)
,
(A2)
where k± = kx ± iky . The two eigenvectors u(+)(k) and
u(−)(k) satisfy the completeness relations∑
α=↑,↓
u(+)†α (k)u
(+)
α (k) =
∑
α=↑,↓
u(−)†α (k)u
(−)
α (k) = 1,∑
α=↑,↓
u(+)†α (k)u
(−)
α (k) =
∑
α=↑,↓
u(−)†α (k)u
(+)
α (k) = 0.
(A3)
With using the plane-wave solutions in Eq. (A2) and the com-
pleteness relations in Eq. (A3), we construct the field operator
of TI surface state. By denoting the field operator (annihila-
tion operator) of TI surface state as ψα(x), it is given by
ψα(x) =
1√
V
∑
k,λ=±
(
u(λ)α (k)e
ik·x
)
· c(λ)(k), (A4)
where c(+)(k) and c(−)(k) are annihilation operators of TI
surface state whose energy and momentum are (TI(k),k)
and (−TI(k),k) , respectively. V is the area of TI surface.
For the ground state, we choose the Dirac sea represented by
|0〉 =
∏
k
c(−)†(k)|0˜〉, (A5)
where |0˜〉 is the Fock state which satisfies c(±)(k)|0˜〉 = 0 for
any k. Correspondingly, we rewrite the field operator in Eq.
(A4) as
ψα(x) =
1√
V
∑
k
(
uα(k)e
ik·xa(k) + vα(k)e−ik·xb†(k)
)
,
(A6)
where a(k) = c(+)(k), b†(−k) = c(−)(k), uα(k) =
u
(+)
α (k), and vα(k) = u
(−)
α (−k). The operator a(k) is
annihilation operator of particle (electron) with the energy
+TI(k) and momentum k while b†(k) is creation opera-
tor of anti-particle (hole) with the energy +~ωTI(k) and
momentum k. They satisfy the anti-commutation relations
{a(k), a†(k′)} = {b(k), b†(k′)} = δ(k − k′), and all the
others are zero. From these anti-commutation relations and
Eq. (A3), we have {ψα(x), ψ†α′(x′)} = δ(x − x′) and
{ψα(x), ψα′(x′)} = {ψ†α(x), ψ†α′(x′)} = 0. By using the
operator ψα(x) in Eq. (A6) and its Hermitian conjugate the
free Hamiltonian, momentum operator, and number operator
are described as
HTI0 =
∑
k
TI(k)
(
a†(k)a(k) + b†(k)b(k)
)
,
P i =
∑
k
~ki
(
a†(k)a(k) + b†(k)b(k)
)
NTI =
∑
k
(
a†(k)a(k)− b†(k)b(k)), (A7)
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where i = x, y. We have neglected the constants in HTI0 and
NTI which are the contribution from the Dirac sea. Here-
inafter, we just write NTI as N . Based on the previous argu-
ment, next we consider the Hamiltonian H¯TI0 = H
TI
0 − FN
(see also Eq. (1)) with F (> 0) the Fermi energy of TI.
We have taken the chemical potential of TI surface state to
be equal to F. Correspondingly, we re-describe the field op-
erator ψα(x) in Eq. (A6) by three operators a(k), b(+)(k),
and b(−)(k): The operator a(k) is the annihilation operator of
momentum k with its energy higher than the Fermi energy F.
On the other hand, the operator b(+)(k) is the annihilation op-
erator of momentum k with a positive energy which is lower
than F. b(−)(k) is the annihilation operator of momentum k
with a negative energy [68]. The representation of operator
ψα(x) in terms of a(k), b(+)(k), and b(−)(k) is given as
ψα(x) =
1√
V
∑
k
[
Θ(k − kF)uaα(k)eik·xa(k) +
(
Θ(kF − k)vb(+)α (k)b(+)†(k) + vb
(−)
α (k)b
(−)†(k)
)
e−ik·x
]
, (A8)
where Θ(k − kF) (Θ(kF − k)) is the step function and
kF = (~vF)−1F. The operators a(k), b(+)(k), and b(−)(k)
satisfy the anti-commutation relation {a(k), a†(k′)} =
{b(+)(k), b(+)†(k′)} = {b(−)(k), b(−)†(k′)} = δ(k − k′)
and all the others are zero. The two-column vectors uα(k),
vb
(+)
α (k), and v
b(−)
α (k) are given by
ua(k) =
1√
2
(
1
ik+
k
)
, vb
(+)
(k) =
1√
2
(
ik−
k
1
)
, vb
(−)
(k) =
1√
2
(
− ik−k
1
)
. (A9)
From Eqs. (A8) and (A9), the Hamiltonian H¯TI0 is expressed by the operators a(k), b
(+)(k), and b(−)(k) as
H¯TI0 =
∑
k
[
Θ(k − kF)ξTIa (k)a†(k)a(k) + Θ(kF − k)ξTIb(+)(k)b(+)†(k)b(+)(k) + ξTIb(−)(k)b(−)†(k)b(−)(k)
]
, (A10)
where ξTIa (k) = −ξTIb(+)(k) = TI(k) − F, and
ξTI
b(−)(k) = 
TI(k) + F. For deriving Eq. (A10), we have
used the anti-commutation relation {b(+)(k), b(+)†(k′)} =
{b(−)(k), b(−)†(k′)} = δ(k − k′). Next, we introduce the
field operator of TI surface state in the interaction picture with
respect to the Hamiltonian Let us denote it as ψH0α(xt) which
is defined by ψH0α(xt) = e
iH¯TI0 t/~ψα(x)e−iH¯
TI
0 t/~. It is de-
scribed by a(k), b(+)(k), and b(−)(k) as
ψH0α(xt) =
1√
V
∑
k
(
Θ(k − kF)uaα(k)ei(k·x−ω
ξ,TI
a (k)t)a(k) + Θ(kF − k)vb(+)α (k)e−i
(
k·x−ωξ,TI
b(+)
(k)t
)
b(+)†(k)
+ vb
(−)
α (k)e
−i
(
k·x−ωξ,TI
b(−)
(k)t
)
b(−)†(k)
)
, (A11)
where ωξ,TIa (k) = ~−1ξTIa (k), ω
ξ,TI
b(+)
(k) = ~−1ξTI
b(+)
(k),
and ωξ,TI
b(−) (k) = ~
−1ξTI
b(−)(k). By using the field oper-
ator ψH0α(xt) in Eq. (A8) and its Hermitian conjugate
ψ†H0α(xt), we introduce two-point real time Green’s func-
tion in the interaction picture. Let us denote the time-
ordered, anti-time-ordered, retarded, and advanced Green’s
functions as gt(0)αα′ (xt;x
′t′), gt˜(0)αα′ (xt;x
′t′), gr(0)αα′ (xt;x
′t′),
and ga(0)αα′ (xt;x
′t′), respectively. They are given by
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g
t(0)
αα′ (xt;x
′t′) = −iT 〈ψH0α(xt)ψ†H0α′(x′t′)〉0¯ = g
t(0)
αα′ (x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei
(
k·(x−x′)−ω(t−t′)
)
g
t(0)
αα′ (kω),
g
t(0)
αα′ (kω) =
(1 + H˜0(k))αα′
2
[
1− nf (TIk )
ω + ωF − ωTIk + iη
+
nf (
TI
k )
ω + ωF − ωTIk − iη
]
+
(1− H˜0(k))αα′
2
[
n¯f (
TI
k )
ω + ωF + ωTIk + iη
+
1− n¯f (TIk )
ω + ωF + ωTIk − iη
]
,
g
t˜(0)
αα′ (xt;x
′t′) = −iT˜ 〈ψH0α(xt)ψ†H0α′(x′t′)〉0¯ = g
t˜(0)
αα′ (x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei
(
k·(x−x′)−ω(t−t′)
)
g
t˜(0)
αα′ (kω),
g
t˜(0)
αα′ (kω) =
(1 + H˜0(k))αα′
2
[ −nf (TIk )
ω + ωF − ωTIk + iη
+
nf (
TI
k )− 1
ω + ωF − ωTIk − iη
]
+
(1− H˜0(k))αα′
2
[
n¯f (
TI
k )− 1
ω + ωF + ωTIk + iη
+
−n¯f (TIk )
ω + ωF + ωTIk − iη
]
,
g
r(0)
αα′ (xt;x
′t′) = −iθ(t− t′) · ρ(0)αα′(xt;x′t′) = gr(0)αα′ (x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei
(
k·(x−x′)−ω(t−t′)
)
g
r(0)
αα′ (kω),
g
a(0)
αα′ (xt;x
′t′) = iθ(t′ − t) · ρ(0)αα′(xt;x′t′) = ga(0)αα′ (x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei
(
k·(x−x′)−ω(t−t′)
)
g
a(0)
αα′ (kω),
g
r(0)
αα′ (kω) =
∫
dωˇ
2pi
ρ
(0)
αα′(kωˇ)
ω − ωˇ + iη g
a(0)
αα′ (kω) =
∫
dωˇ
2pi
ρ
(0)
αα′(kωˇ)
ω − ωˇ − iη , (A12)
where 〈· · · 〉0ˇ denotes the thermal average taken by the den-
sity matrix ρGC(Hˇ0, β, F) with Hˇ0 = H¯TI0 . η is a positive
infinitesimal. The symbols T and T˜ are the time-ordering and
anti-time-ordering operators, respectively. For the step func-
tion θ(t − t′) we have used θ(t − t′) = − ∫ dω2pii e−iω(t−t′)ω+iη .
The functions nf () and n¯f () are given by nf () =(
1 + eβ(−F)
)−1
and n¯f () =
(
1 + eβ(+F)
)−1
. nf () rep-
resents the Fermi-Dirac distribution function for the energy
 with the chemical potential µ which we take to be equal
to F. n¯f () is the one with the chemical potential equal to
−F. They are given by the thermal average of TI-surface-
state field operators as nf (TI(k)) = 〈a†(k)a(k)〉0¯ = 1 −
〈b(+)†(k)b(+)(k)〉0¯ and n¯f (TI(k)) = 〈b(−)†(k)b(−)(k)〉0¯.
The matrix H˜0 is given by Eq. (27) or
H˜0(k) =
(
0 − i(kx−iky)k
i(kx+iky)
k 0
)
.
The spectral functions ρ(0)αα′(xt;x
′t′) and ρ(0)αα′(kω) are
ρ
(0)
αα′(xt;x
′t′) = 〈{ψH0α(xt), ψ†H0α′(x′t′)}〉0¯ = ρ
(0)
αα′(x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei
(
k·(x−x′)−ω(t−t′)
)
ρ
(0)
αα′(kω),
ρ
(0)
αα′(kω) = pi
[
(1 + H˜0(k))αα′δ(ω + ωF − ωTIk ) + (1− H˜0(k))αα′δ(ω + ωF + ωTIk )
]
, (A13)
where {} in the above first equation denotes the anticommu-
tator: {X,Y } = XY + Y X .
Besides time-ordered, anti-time-ordered, retarded, and ad-
vanced components, there are lesser and greater components
defined by
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g
<(0)
αα′ (xt;x
′t′) = i〈ψ†H0α′(x′t′)ψH0α(xt)〉0¯ = g
<(0)
αα′ (x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei
(
k·(x−x′)−ω(t−t′)
)
g
<(0)
αα′ (kω),
g
<(0)
αα′ (kω) = ipif(~ω)
[
δ(ω − ωTIk + ωF)(1 + H˜0(k))αα′ + δ(ω + ωTIk + ωF)(1− H˜0(k))αα′
]
,
g
>(0)
αα′ (xt;x
′t′) = −i〈ψH0α(xt)ψ†H0α′(x′t′)〉0¯ = g
>(0)
αα′ (x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei
(
k·(x−x′)−ω(t−t′)
)
g
>(0)
αα′ (kω),
g
>(0)
αα′ (kω) = −ipi
(
1− f(~ω)) [δ(ω − ωTIk + ωF)(1 + H˜0(k))αα′ + δ(ω + ωTIk + ωF)(1− H˜0(k))αα′] , (A14)
where f(~ω) =
(
1 + eβ~ω
)−1
. The lesser and greater components of Green’s functions are related to the time-
ordered, anti-time-ordered, retarded, and advanced compo-
nents through the relations [62, 65]
g
<(0)
αα′ (xt;x
′t′) = gt(0)αα′ (xt;x
′t′)− gr(0)αα′ (xt;x′t′) = gt˜(0)αα′ (xt;x′t′) + ga(0)αα′ (xt;x′t′),
g
>(0)
αα′ (xt;x
′t′) = gt(0)αα′ (xt;x
′t′)− ga(0)αα′ (xt;x′t′) = gt˜(0)αα′ (xt;x′t′) + gr(0)αα′ (xt;x′t′). (A15)
The above relation also holds for the Green’s functions in
the momentum-frequency representation. Further, from Eq.
(A14) and the formula 1z−z0±iη = P
(
1
z−z0
)
∓ ipiδ(z − z0),
we have
g
<(0)
αα′ (kω) = f(~ω)(g
a(0)
αα′ (kω)− gr(0)αα′ (kω)),
g
>(0)
αα′ (kω) = −(1− f(~ω))(ga(0)αα′ (kω)− gr(0)αα′ (kω)).
(A16)
2. Impurity-Averaged Imaginary-Time Green’s Function
We now include the impurity-potential effect and derive the
impurity-averaged Green’s function for the TI surface state.
Let us denote a function described by the coordinates of im-
purities as F (X1, . . . ,XNimp). The impurity average is de-
fined by
〈F (X1, . . . ,XNimp)〉impave =
∫ Nimp∏
i=1
dXi
V
F (X1, . . . ,XNimp).
(A17)
To perform this on the Green’s functions of TI surface state,
we derive the Dyson’s equation for the imaginary-time (Mat-
subara) Green’s functions with regarding the impurity poten-
tial as the perturbation which is given by Eq. (4). First, let
us introduce the unperturbed imaginary-time Green’s function
defined by [61, 64, 65]
G(0)M,αα′(xτM;x′τ ′M) = −
〈
TMψH0α(xτM)ψ
†
H0α′(x
′τ ′M)
〉
0,GC
= G(0)M,αα′(x− x′; τM − τ ′M),
=
1
β~V
∑
km
ei
(
k·(x−x′)−iωm(τM−τ ′M)
)
G(0)M,αα′(k; iωm),
G(0)M,αα′(k; iωm) =
∫
dω′
2pi
ρ
(0)
αα′(kω
′)
iωm − ω′ . (A18)
Here τM, τ ′M are the imaginary times and TM represents
the imaginary-time ordering. The fermionic imaginary-time
Green’s function G(0)M,αα′(x−x′; τM−τ ′M) in the above equa-
tion is anti-periodic with respect to the the imaginary time:
G(0)M,αα′(x−x′; τM−τ ′M) = −G(0)M,αα′(x−x′; τM−τ ′M±β~).
Correspondingly, the Matsubara frequency ωm is given by
ωm = (2m + 1)pi/(β~) and the Fourier transform of the
G(0)M,αα′(x − x′; τM − τ ′M) for the temporal component be-
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comes G(0)M,αα′(x−x′; iωm) =
∫ β~
0
eiωm(τM−τ
′
M)G(0)M,αα′(x−
x′; τM − τ ′M)d(τM − τ ′M). ρ(0)αα′(kω) is the spectral function
defined in Eq. (A13). By performing the analytic continua-
tion iωm → ω + iη on G(0)M,αα′(kω) in Eq. (A18), we obtain
the retarded Green’s function gr(0)αα′ (kω) in Eq. (A12). On the
other side, we have the advanced Green’s function ga(0)αα′ (kω)
in Eq. (A12) by iωm → ω − iη.
Next, the Dyson equation owing to the impurity potential is
given by [64]
GM,αα′(xτM;x′τ ′M) = G0M,αα′(xτM;x′τ ′M)
+
∫ β~
0
dτM1
∫
d2x1G0M,αα′1(xτM;x1τ
M
1 )Himpα′1α1(x1)GM,αα′(x1τ
M
1 ;x
′τ ′M). (A19)
Let us rewrite the right-hand side of Dyson Equation (A19)
as GM,αα′(xτM;x′τ ′M) =
∑
n G(n)M,αα′(xτM;x′τ ′M) where
G(n)M,αα′(xτM;x′τ ′M) is in the n-th order of impurity potential
Himp. Its form is represented as
G(n)M,αα′(xτM;x′τ ′M) =
∫ β~
0
dτM1 · · · dτMn
∫
d2x1 · · · d2xnHimpα′1α1(x1) · · ·H
imp
α′nαn
(xn)
× G0M,αα′n(x− xn; τM − τMn )G0M,αnα′n−1(xn − xn−1; τ
M
n − τMn−1) · · · G0M,α1α′(x1 − x′; τM1 − τ ′M),
(A20)
where we have used G0M,αα′(xτM;x′τ ′M) = G0M,αα′(x −
x′; τM − τ ′M). Let us perform the Fourier transfor-
mations on the Green’s function G(n)M,αα′(xτM;x′τ ′M).
Since the impurity potential is time independent, the
Green’s function G(n)M,αα′(xτM;x′τ ′M) is described as
G(n)M,αα′(xτM;x′τ ′M) = G(n)M,αα′(x,x′; τM − τ ′M). Then the
Fourier transformation is given as G(n)M,αα′(x,x′; τM − τ ′M) =
(β~V )−1
∑
mkk′ G(n)M,αα′(k,k′; iωm)ei(k·x−k
′·x′−ωm(τM−τ ′M)).
The formula of G(n)M,αα′(k,k′; iωm) is represented as
G(n)M,αα′(k,k′; iωm) =
1
V n
∑
k1,...,kn−1
[
G(0)M,ααn(k; iωm)vimp(k − kn−1)
] [
G(0)M,αnαn−1(kn−1; iωm)vimp(kn−1 − kn−2)
]
· · ·
[
G(0)M,α3α2(k2; iωm)vimp(k2 − k1)
] [
G(0)M,α2α2(k1; iωm)vimp(k1 − k0)
]
G(0)M,α1α′(k′; iωm)
× ρimp(k − kn−1)ρimp(kn−1 − kn−2) · · · ρimp(k3 − k2)ρimp(k2 − k1)ρimp(k1 − k′), (A21)
where we have used (β~)−1
∫ β~
0
dτ exp
(
i(ωm − ωm′)τ
)
=
δm,m′ . In the above equation, all the Matsubara frequencies of
n+1 unperturbed Green’s functions in the right-hand side are
equivalent due to time independence of impurity potential. We
now perform the impurity average on Eq. (A21) by assuming
that the total number of impurities Nimp is sufficiently large.
We use the formulas, for instance [65],
〈ρimp(k − k′)〉impave = Nimpδk,k′ ,
〈ρimp(k)ρimp(k′)〉impave = Nimpδk+k′,0 +N2impδk,0δk′,0.
(A22)
For n = 0, 1, 2, we have
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〈G(0)M,αα′(k,k′; iωm)〉impave = δk,k′G(0)M,αα′(k; iωm),
〈G(1)M,αα′(k,k′; iωm)〉impave = 0,
〈G(2)M,αα′(k,k′; iωm)〉impave = δk,k′G(0)M,αα1(k; iωm)
(
nimp
∫
d2q
(2pi)2
|vimp(q − k)|2G(0)M,α1α0(q; iωm)
)
G(0)M,α0α′(k′; iωm)
≡ δk,k′ G¯(2)M,αα′(k; iωm), (A23)
where nimp = Nimp/V is the number density of impu-
rities. To derive Eq. (A23), we have taken the contin-
uum limit V −1
∑
q →
∫
d2q/(2pi)2. Further, we used
v∗imp(q) = vimp(−q) and vimp(0) = 0. The impurity-
averaged Green’s function 〈G(n)M,αα′(k,k′; iωm)〉impave in Eq.
(A23) is diagonal with respect to momentum. Similarly,
the impurity-averaged Green’s function is diagonal in mo-
mentum for n ≥ 3 [64, 65]. As a result, when the impurity
average is taken on Green’s function, it restores the trans-
lational symmetry. Let us express 〈GM,αα′(k,k′; iωm)〉impave
and 〈G(n)M,αα′(k,k′; iωm)〉impave as G¯M,αα′(k; iωm)δk,k′
and G¯(n)M,αα′(k; iωm)δk,k′ , respectively. Their Fourier
transforms are given by 〈GM,αα′(x,x′; iωm)〉impave ≡
G¯M,αα′(x − x′; iωm) = V −1
∑
k e
ik·(x−x′)G¯M,αα′(k; iωm)
and 〈G(n)M,αα′(x,x′; iωm)〉impave ≡ G¯(n)M,αα′(x − x′; iωm) =
V −1
∑
k e
ik·(x−x′)G¯(n)M,αα′(k; iωm).
Next, we reorganize the perturbative expansion∑
n G¯(n)M,αα′(k; iωm) by representing it as the sum of all
irreducible Feynman diagrams. Let us denote the associated
self-energy as Σimp(k, iωm)αα′ . Then, the Dyson equation
for the impurity-averaged Green’s function G¯M,αα′(k; iωm)
is expressed as
G¯M,αα′(k; iωm) = G(0)M,αα′(k; iωm) + G(0)M,αα2(k; iωm)Σimp(k; iωm)α2α1 G¯M,α1α′(k; iωm). (A24)
To evaluate the self-energy Σimp(k; iωm), we take the impu-
rity potential as Vimp(x − X impi ) = v0δ(x − X impi ) with
v0 a constant and use the first-Born approximation. Then,
we have vimp(q) = v0. Since the Fermi energy F is posi-
tive, the term in the unperturbed Green’s function which con-
tributes dominantly to this evaluation is 1/(iωm+ωF−ωTIk ).
Therefore, when we perform the momentum integral for eval-
uating Σimp(k, iωm), we just retain 1/(iωm + ωF − ωTIk ).
Let us write the self-energy in the first-Born approximation as
Σimp1BA(k; iωm)αα′ . It is evaluated as
Σimp1BA(k; iωm)αα′ =
nimp
~
∫
d2q
(2pi)2
|vimp(q − k)|2G(0)M,αα′(k; iωm) =
1
2
nimpv
2
0
∫ ∞
−F
dξN˜(ξ)
1
im − ξ
≈ −1
2
N˜(0)nimpv
2
0
∫ ∞
−∞
dξ
ξ + im
ξ2 + 2m
= − i
2
piN˜(0)nimpv
2
0sgn(ωm) ≡ −
i
2τ relTI
sgn(ωm)δα,α′ , (A25)
where m = ~ωm. The quantity N˜TI(ξ) is the density of
states per volume of the TI surface state measured from the
Fermi energy. It is given by N˜TI(ξ) = (F+ξ)/
(
2pi(~vF)2
)
.
For going from the first to second line of Eq. (A25), we have
made an approximation such that the density of state N˜TI(ξ)
included in the integrand can be set with N˜TI(0). This is
because we can consider that the energy state in the vicin-
ity of Fermi level dominantly contributes to the self energy
Σimp1BA(k; iωm)αα′ : |q|, |k| ' kF and N˜(ξ) ' N˜(0). Fur-
ther, we have replaced the lower limit −F with −∞ since
we consider that the number of electrons included in the sur-
face with its area V is large enough and the number density
of TI surface nTI2D can be taken as large. The relation between
F and nTI2D is given by F = ~vF
√
4pinTI2D, and hence, we
take F → ∞. The time τ relTI is the relaxation time of TI sur-
face state owing to the impurity effect. We now derive the
impurity-averaged green’s function G¯M,αα′(k; iωm). From
Eqs. (A24) and (A25) we obtain
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G¯M,αα′(k; iωm) =
[(
G(0)M (k; iωm)
)−1
+
i
2τ relTI
sgn(ωm) · 1
]−1
αα′
, (A26)
where(
G(0)M (k; iωm)
)−1
αα′
= (ωm + ωF)1αα′ + ω
TI
k H˜0,αα′ .
(A27)
By performing the analytic continuation iωm → ω +
isgn(ωm)η, consequently, we obtain the retarded and ad-
vanced components of impurity-averaged Green’s functions
g¯rαα′(k, ω) and g¯
a
αα′(k, ω) in Eq. (25). The retarded compo-
nent is obtained for sgn(ωm) > 0 while we get the advanced
component for sgn(ωm) < 0.
3. Magnon Green’s Functions
We present the real-time magnon Green’s functions. First
let us show them without the damping effect. Like given in
Eq. (A12), the time-ordered, anti-time-ordered, retarded, and
advanced components of magnon Green’s functions in the in-
teraction picture are
Dt(pt;p′t′) = −iT 〈aH0(pt)a†H0(p′t′)〉0 = δp,p′Dt(p, t− t′) =
∫
dω
2pi
e−iω(t−t
′)δp,p′D
t(pω),
Dt˜(pt;p′t′) = −iT˜ 〈aH0(pt)a†H0(p′t′)〉0 = δp,p′Dt˜(p, t− t′) =
∫
dω
2pi
e−iω(t−t
′)δp,p′D
t˜(pω),
Dt(pω) =
1 + nb(
FM
p )
ω − ωFMp + iη
− nb(
FM
p )
ω − ωFMp − iη
, Dt˜(pω) =
nb(
FM
p )
ω − ωFMp + iη
− 1 + nb(
FM
p )
ω − ωFMp − iη
,
Dr(pt;p′t′) = −iθ(t− t′) · ρ(0)(pt;p′t′) = δp,p′Dr(p, t− t′) = δp,p′
∫
dω
2pi
e−iω(t−t
′)Dr(pω),
Da(pt;p′t′) = iθ(t′ − t) · ρ(0)(pt;p′t′) = δp,p′Da(p, t− t′) = δp,p′
∫
dω
2pi
e−iω(t−t
′)Da(pω),
ρ(0)(pt;p′t′) = δp,p′e−iω
FM
p (t−t′), Dr(pω) =
1
ω − ωFMp + iη
, Da(pω) =
1
ω − ωFMp − iη
, (A28)
where aH0(pt) = e
iH0t/~a(p)e−iH0t/~ and a†H0(pt) = e
iH0t/~a†(p)e−iH0t/~. nb() =
(
eβ − 1)−1 is the Bose-
Einstein distribution function. The lesser and greater Green’s
functions are given by
D>(pt;p′t′) = −i〈aH0(pt)a†H0(p′t′)〉0 = δp,p′D>(p, t− t′) =
∫
dω
2pi
e−iω(t−t
′)δp,p′D
>(pω),
D<(pt;p′t′) = −i〈a†H0(p′t′)aH0(pt)〉0 = δp,p′D<(p, t− t′) =
∫
dω
2pi
e−iω(t−t
′)δp,p′D
<(pω),
D>(pω) = −2piiδ(ω − ωFMp )
(
1 + nb(
FM
p )
)
, D<(pω) = −2piiδ(ω − ωFMp )nb(FMp ). (A29)
The magnon Green’s functions presented above satisfy ex-
actly the same relations given in Eq. (A15). Further, from
Eqs. (A28) and (A29), we can verify that with similar to Eq.
(A16) these components satisfy the relations
D<(pω) = −nb(~ω) (Da(pω)−Dr(pω)) ,
D>(pω) = −(1 + nb(~ω)) (Da(pω)−Dr(pω)) . (A30)
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Next, we show the magnon Green’s functions including the
damping effect. This is obtained by solving the Landau-
Lifshitz-Gilbert equation
dSi
dt
= γ
(
B0 +B
ext(t)
)× Si − α
S0
(
Si × dSi
dt
)
,
(A31)
where B0 = (0, B0, 0) with B0 a constant. For
Bext(t), we take the same magnetic-field con-
figuration as we did in Sec. II: Bext(t) =
Bext
(
sin
(
sgn(B0) · ωextt
)
, 0, cos
(
sgn(B0) · ωextt
))
.
The solution is given in the form Syi = −S0sgn(B0) and
S−i = S
z
i − iSxi = S¯−i e−isgn(B0)ω
extt where S¯−i is a complex
constant. The demagnetizing coefficient is going to be
excluded. By introducing Bext,− = Bext,z − iBext,x and
the magnetic susceptibility as χmag, for sgn(B0) > 0 we
re-express S−i as S
−
i = χ
magBext,− [15]. As a result, we
obtain
χmag =
γS0
ωext − ωFM0 + iαωext
, (A32)
where ωFM0 = γ|B0|, which is the Zeeman gap of magnon.
With eliminating the factor γS0 in Eq. (A32), we identify the
magnetic susceptibility χmag with the retarded Green’s func-
tion D¯r(0, ω) in Eq. (26). On the other hand, for sgn(B0) < 0
we identify the retarded function with the response (magnetic
susceptibility) of S+i = S
z
i + iS
x
i to B
+
i = B
z
i + iB
x
i and
this is equal to χmag in Eq. (A32). The advanced component
is given by the complex conjugate of retarded component.
Appendix B: Keldysh Green’s Functions
In this section, first we present the formalism for the
Keldysh Green’s function. Next, we show how the Keldysh
Green’s function is related to the real-time Green’s func-
tion via the real-time projection. Further, with presenting
some useful formulas obtained by the the real-time projection,
we demonstrate the derivation of impurity-averaged real-time
Green’s functions.
1. Real-Time Projection
As discussed in subsec. II B, our starting point is the full
lesser Green’s function of TI surface state in Eq. (14). We
rewrite this with the Keldysh Green’s function given by Eq.
(15) or
iGC,αα′(xτ ;x
′τ ′) =
〈
TC
[UexcC UextC ψ†H0α′(x′τ ′)ψH0α(xτ)]〉0.
The time-evolution operators UexcC and UextC in the above
equation are defined by Eq. (16) or
UexcC = exp
(
− i
~
∫
C
dτˇV excH0 (τˇ)
)
,
UextC = exp
(
− i
~
∫
C
dτ˜HextH0 (τ˜)
)
.
The perturbative calculation is performed by expanding UexcC
and UextC with respect to V excH0 (τˇ) and HextH0 (τ˜), respectively.
Then by taking thermal average on them, these perturbative
expansions are described by the unperturbed Keldysh Green’s
functions given by Eqs. (23) and (24) or
iG0C,αα′(xτ ;x′τ ′) =
〈
TC
[
ψH0α(xτ)ψ
†
H0α′(x
′τ ′)
]〉
0
,
iD0C(qτ ; q′τ ′) =
〈
TC
[
aH0(qτ)a
†
H0
(q′τ ′)
]〉
0
.
We perform the real-time projection to the above Keldysh
Green’s functions in order to calculate the physical observ-
ables. We do this by classifying whether the contour time τ
belongs to the path C− or C+ while τ ′ to C− or C+ (see Fig.
3). We have four different configurations. To represent this
situation clearly, let us introduce a two-by-two-matrix Green’s
function (Schwinger-Keldysh Green’s function) [62]
Gˆαα′(xτ ;x′τ ′) =
( Gˆ−−αα′(xt−;x′t′−) Gˆ−+αα′(xt−;x′t′+)
Gˆ+−αα′(xt+;x′t′−) Gˆ++αα′(xt+;x′t′+)
)
,
(B1)
where t± and t′± are both real times. The compo-
nent Gˆµµ′αα′(xtµ;x′t′µ
′
) (µ, µ′ = ∓) is representing that
the contour time τ = tµ belongs to the contour Cµ
while τ ′ = t′µ
′
belongs to Cµ′ . The components
Gˆ−−αα′(xt−;x′t′−), Gˆ−+αα′(xt−;x′t′+), Gˆ+−αα′(xt+;x′t′−), and
Gˆ++αα′(xt+;x′t′+) are equivalent to time-ordered, lesser,
greater, and anti-time-ordered components, respectively.
Similarly, we introduce the Schwinger-Keldysh Green’s
function of magnon given by
Dˆ(qτ ; q′τ ′) =
( Dˆ−−(qt−; q′t′−) Dˆ−+(qt−; q′t′+)
Dˆ+−(qt+; q′t′−) Dˆ++(qt+; q′t′+)
)
,
(B2)
where the components Dˆ−−(qt−; q′t′−), Dˆ−+(qt−; q′t′+),
Dˆ+−(qt+; q′t′−), and Dˆ++(qt+; q′t′+) are equivalent to
time-ordered, lesser, greater, and anti-time-ordered Green’s
functions, respectively.
In the following, let us show some examples of calculation
for the real-time projection on the Keldysh Green’s functions.
We will just write the time arguments of functions and omit
the arguments of spatial coordinate or momentum since what
we want to demonstrate here is the calculation for real-time
projection and integrals of real-time variables. We perform
the integral along the contour C by decomposing it into C−
and C+ and rewrite them by the real-time variables.
For practice, first let us show the simplest example of inte-
gral along the contour C given by a single contour-time vari-
able τ1. It has a form
f(τ, τ ′) =
∫
C
dτ1g(τ, τ1)h(τ1, τ
′)
=
∫ +∞
−∞
τµ1µ1z dt
µ1
1 f(t, t
µ1
1 )g(t
µ1
1 , t
′), (B3)
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where
τ
µ1µ
′
1
z =
(
τ−−z τ
−+
z
τ+−z τ
++
z
)
=
(
1 0
0 −1
)
, (B4)
and tµ11 is the real-time variable. Via the real-time projec-
tion, let us rewrite the function f(τ, τ ′) as fνµµ′ (t, t′). Here
t and t′ are real-time variables corresponding to the real-time
projection of the contour times τ and τ ′, respectively. The
superscript νµµ′ = t, <,>, t˜ with µ, µ′ = ±. It describes
the situation such that τ ∈ Cµ while τ ′ ∈ Cµ′ . For instance,
when τ ∈ C− while τ ′ ∈ C+ the function f(τ, τ ′) becomes
f<(t, t′). In the following, we list the four cases of f(τ, τ ′)
given as
f t(t, t′) =
∫ +∞
−∞
dt1
(
gt(t, t1)h
t(t1, t
′)− g<(t, t1)h>(t1, t′)
)
,
f<(t, t′) =
∫ +∞
−∞
dt1
(
gt(t, t1)h
<(t1, t
′)− g<(t, t1)ht˜(t1, t′)
)
,
f>(t, t′) =
∫ +∞
−∞
dt1
(
g>(t, t1)h
t(t1, t
′)− gt˜(t, t1)h>(t1, t′)
)
,
f t˜(t, t′) =
∫ +∞
−∞
dt1
(
g>(t, t1)h
<(t1, t
′)− gt˜(t, t1)ht˜(t1, t′)
)
. (B5)
By using the relations in Eq. (A15), Eq. (B5) can be re- described by the lesser, greater, retarded, and advanced com-
ponents as
f<(t, t′) =
∫ +∞
−∞
dt1
(
g<(t, t1)h
a(t1, t
′) + gr(t, t1)h<(t1, t′)
)
,
f>(t, t′) =
∫ +∞
−∞
dt1
(
g>(t, t1)h
a(t1, t
′) + gr(t, t1)h>(t1, t′)
)
,
f r(t, t′) =
∫ +∞
−∞
dt1g
r(t, t1)h
r(t1, t
′), fa(t, t′) =
∫ +∞
−∞
dt1g
a(t, t1)h
a(t1, t
′). (B6)
Next, we present an example of temporal function represented
by two contour-time variables τ1 and τ2 given by
f(τ, τ ′) =
∫
C
dτ1dτ2g(τ, τ2)h(τ2, τ1)l(τ1, τ
′). (B7)
Like we did in Eq. (B5), we perform the real-time projection
on τ1 and τ2 and rewrite them as t1 and t2, respectively. As a
result, we have
f<(t, t′) =
∫ +∞
−∞
dt1dt2
(
g<(t, t2)h
a(t2, t1)l
a(t1, t
′) + gr(t, t2)h<(t2, t1)la(t1, t′) + gr(t, t2)hr(t2, t1)l<(t1, t′)
)
,
f<(t, t′) =
∫ +∞
−∞
dt1dt2
(
g>(t, t2)h
a(t2, t1)l
a(t1, t
′) + gr(t, t2)h>(t2, t1)la(t1, t′) + gr(t, t2)hr(t2, t1)l>(t1, t′)
)
,
f r(t, t′) =
∫ +∞
−∞
dt1dt2 (g
r(t, t2)h
r(t2, t1)l
r(t1, t
′)) , fa(t, t′) =
∫ +∞
−∞
dt1dt2 (g
a(t, t2)h
a(t2, t1)l
a(t1, t
′)) . (B8)
Eqs. (B6) and (B8) are called Langreth rules [62, 63]. As a last example, we demonstrate a calculation represented
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by three contour-time variables τ˜1, τ˜2, and τ1. The integral
which we calculate is
f(τ, τ ′) =
∫
C
dτ˜1dτ˜2dτ1l(τ˜1, τ1)m(τ1, τ˜2)n(τ, τ1)o(τ1, τ
′).
(B9)
With using the real-time variables t˜1, t˜2, and t1 corresponding
to τ˜1, τ˜2, and τ1, respectively, the right-hand side of Eq. (B9)
is rewritten as
f<(t, t′) =
∫ +∞
−∞
dt˜1dt˜2dt1l
a(t˜1, t1)m
r(t1, t˜2)
(
n<(t, t1)o
a(t1, t
′) + nr(t, t1)o<(t1, t′)
)
,
f>(t, t′) =
∫ +∞
−∞
dt˜1dt˜2dt1l
a(t˜1, t1)m
r(t1, t˜2)
(
n>(t, t1)o
a(t1, t
′) + nr(t, t1)o>(t1, t′)
)
,
f r(t, t′) =
∫ +∞
−∞
dt˜1dt˜2dt1l
a(t˜1, t1)m
r(t1, t˜2)n
r(t, t1)o
r(t1, t
′),
fa(t, t′) =
∫ +∞
−∞
dt˜1dt˜2dt1l
a(t˜1, t1)m
r(t1, t˜2)n
a(t, t1)o
a(t1, t
′). (B10)
2. Impurity-Averaged Real-Time Green’s Function
Let us apply the Keldysh Green’s function formalism to de-
rive the retarded, advanced, lesser, and greater components of
impurity-averaged real-time Green’s functions.
The Dyson equation for the Keldysh Green’s function of TI
surface state due to the non-magnetic impurity effect is given
by [16, 62, 63]
GC,αα′(xτ ;x′τ ′) = G0C,αα′(xτ ;x′τ ′) +
∫
C
dτ1
∫
d2x1G0C,αα′1(xτ ;x1τ1)H
imp
α′1α1
(x1)GC,α1α′(x1τ1;x′τ ′),
= G0C,αα′(xτ ;x′τ ′) +
∫
C
dτ1
∫
d2x1GC,αα′1(xτ ;x1τ1)H
imp
α′1α1
(x1)G0C,α1α′(x1τ1;x′τ ′). (B11)
We use the formulas given in Eq. (B6) and perform the real-
time projection on the contour times τ, τ ′ and τ1 in Eq. (B11).
Then, we obtain the Dyson equations for retarded, advanced,
lesser, and greater Green’s functions given by
23
grαα′(xt;x
′t′) = gr(0)αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)g
r(0)
αα′1
(xt;x1t1)g
r
α1α′(x1t1;x
′t′)
= g
r(0)
αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)g
r
αα′1
(xt;x1t1)g
r(0)
α1α′(x1t1;x
′t′)
gaαα′(xt;x
′t′) = ga(0)αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)g
a(0)
αα′1
(xt;x1t1)g
a
α1α′(x1t1;x
′t′)
= g
a(0)
αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)g
a
αα′1
(xt;x1t1)g
a(0)
α1α′(x1t1;x
′t′)
g<αα′(xt;x
′t′) = g<(0)αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)
(
g
<(0)
αα′1
(xt;x1t1)g
a
α1α′(x1t1;x
′t′) + gr(0)αα′1(xt;x1t1)g
<
α1α′(x1t1;x
′t′)
)
= g
<(0)
αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)
(
g<αα′1
(xt;x1t1)g
a(0)
α1α′(x1t1;x
′t′) + grαα′1(xt;x1t1)g
<(0)
α1α′(x1t1;x
′t′)
)
g>αα′(xt;x
′t′) = g>(0)αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)
(
g
>(0)
αα′1
(xt;x1t1)g
a
α1α′(x1t1;x
′t′) + gr(0)αα′1(xt;x1t1)g
>
α1α′(x1t1;x
′t′)
)
= g
>(0)
αα′ (xt;x
′t′) +
∫
dt1d
2x1Himpα′1α1(x1)
(
g>αα′1
(xt;x1t1)g
a(0)
α1α′(x1t1;x
′t′) + grαα′1(xt;x1t1)g
>(0)
α1α′(x1t1;x
′t′)
)
,
(B12)
where we have used the relations gt = gr + g< = ga + g>
and gt˜ = −gr + g> = −ga + g< as given in Eq. (A15).
Based on Eq. (B12), we derive the impurity-averaged Green’s
functions for all of these four components. Basically, we can
obtain them by adopting the same argument given in subSec.
A 2. At first, let us focus on the retarded component. We
express grαα′(xt;x
′t′) in the perturbative expansion form as
grαα′(xt;x
′t′) =
∑
n g
r(n)
αα′ (xt;x
′t′) where gr(n)αα′ (xt;x
′t′) is
in the n-th order ofHimp. Then we perform the Fourier trans-
formations
grαα′(xt;x
′t′) =
1
V
∑
kk′
∫
dωdω′
(2pi)2
ei((kx−k
′x′)−(ωt−ω′t′))grαα′(kω;k
′ω′),
g
r(n)
αα′ (xt;x
′t′) =
1
V
∑
kk′
∫
dωdω′
(2pi)2
ei((kx−k
′x′)−(ωt−ω′t′))gr(n)αα′ (kω;k
′ω′). (B13)
We take the impurity average on grαα′(kω;k
′ω′) as well as
g
r(n)
αα′ (kω;k
′ω′). Let us denote them as 〈grαα′(kω;k′ω′)〉impave
and 〈gr(n)αα′ (kω;k′ω′)〉impave , respectively. As a result, both of
them become diagonal in momentum and frequency repre-
sented as
〈grαα′(kω;k′ω′)〉impave = g¯rαα′(kω)δk,k′ · (2piδ(ω − ω′)) ,
〈gr(n)αα′ (kω;k′ω′)〉impave = g¯r(n)αα′ (kω)δk,k′ · (2piδ(ω − ω′)) .
(B14)
Consequently, the impurity average of grαα′(xt;x
′t′)
is represented in the translational invariant form:
〈grαα′(xt;x′t′)〉impave = g¯rαα′(x−x′; t− t′). The Fourier trans-
form of impurity-averaged Green’s function g¯rαα′(kω) is ob-
tained from the two-point Green’s function g¯rαα′(x−x′; t−t′)
as
g¯rαα′(x− x′; t− t′) =
1
V
∑
k
∫
dω
2pi
ei(k(x−x
′)−ω(t−t′))g¯rαα′(kω). (B15)
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Next, we re-sum the perturbative expansion g¯rαα′(kω) =∑
n g¯
r(n)
αα′ (kω) and express it in terms of the self-energy. Here
we take the first-Born approximation to evaluate this as we did
in subSec. A 2. As a result, we obtain
g¯rαα′(kω) = g
r(0)
αα′ (kω) + g
r(0)
αα2(kω)Σ
r(0)
α2α1(kω)g¯
r
α1α′(kω)
= g
r(0)
αα′ (kω) + g¯
r
αα2(kω)Σ
r(0)
α2α1(kω)g
r(0)
α1α′(kω),
(B16)
where the self-energy Σr(0)α2α1(kω) is given by
Σr(0)α2α1(kω) =
nimp
~V
∑
q
|vimp(q − k)|2gr(0)α2α1(qω). (B17)
Formally, we can solve Eq. (B16) for g¯rαα′(kω) as
g¯rαα′(kω) =
[(
gr(0)(kω)
)−1
− Σr(0)(kω)
]−1
αα1(
gr(0)(kω)
)−1
αα′
= (ω + ωF + iη)1αα′ − ωTIk H˜0,αα′ .
(B18)
Next, let us evaluate the self-energy Σr(0)α2α1(kω) in Eq. (B17).
In order to do this, we only retain the term proportional to
ω + ωF − ωTIq + iη in gr(0)α2α1 . As a result, we have
Σr(0)α2α1(kω) =
1
2
nimpv
2
0
∫ ∞
0
dN()
1
F − + iη =
1
2
nimpv
2
0
∫ ∞
−F
dξN˜(ξ)
1
−ξ + iη
≈ −1
2
N˜(0)nimpv
2
0
∫ ∞
−∞
dξ
ξ + iη
ξ2 + η2
= −1
2
piN˜(0)nimpv
2
0 = −
i
2τ relTI
δα2α1 , (B19)
where N() = /
(
2pi(~vF)2
)
is the density of states per
volume of TI surface state with  = ~ω. ξ =  − F and
N˜(ξ) = (F + ξ)/
(
2pi(~vF)2
)
. The time τ relTI in the above
equation is the same quantity appearing in Eq. (A25). As we
derived Eq. (A25), in the above analysis we considered that
the quantum tranport phenomena is induced by the electrons
in the energy state in the vicinity of Fermi surface and the
number density of TI surface to be sufficiently large. Thus,
we assume |q|, |k| ' kF,   F and set N˜(ξ) = N˜(0) with
taking F → ∞ for the lower limit in the first line of above
equation. From Eqs. (B16) and (B19), we have the formula
of g¯rαα′(kω) and it is the same as the one given in Eq. (25).
By applying the similar argument, we can derive the advanced
components of impurtiy-averaged Green’s function g¯aαα′(kω).
Like Eq. (B16), we have
g¯aαα′(kω) = g
a(0)
αα′ (kω) + g
a(0)
αα2 (kω)Σ
a(0)
α2α1(kω)g¯
a
α1α′(kω)
= g
a(0)
αα′ (kω) + g¯
a
αα2(kω)Σ
a(0)
α2α1(kω)g
a(0)
α1α′(kω),
(B20)
where
Σa(0)α2α1(kω) =
nimp
~V
∑
q
|vimp(q − k)|2ga(0)α2α1(qω). (B21)
The self-energy Σa(0)α2α1(kω) in Eq. (B21) can be evaluated
by the same analysis which we did exactly for deriving Eq.
(B19). We have Σa(0)α2α1(kω) = −Σr(0)α2α1(kω). We solve Eq.
(B20) for g¯aαα′(kω) and obtain
g¯aαα′(kω) =
[(
ga(0)(kω)
)−1
− Σa(0)(kω)
]−1
αα1(
ga(0)(kω)
)−1
αα′
= (ω + ωF − iη)1αα′ − ωTIk H˜0,αα′ ,
(B22)
which is equal to the advanced Green’s function in Eq. (25).
Lastly, we derive the impurity-averaged lesser Green’s func-
tion referring to the analysis in [16]. By the similar analysis
used for deriving Eqs. (B16) or (B20), we obtain
g¯<αα′(kω) = g
<(0)
αα′ (kω) + g
<(0)
αα′2
(kω)Σ
a(0)
α′2α1
(kω)g¯aα1α′(kω)
+ g
r(0)
αα′2
(kω)
[
Σ
r(0)
α′2α1
(kω)g¯<α1α′(kω) + Σ
<(0)
α′2α1
(kω)g¯aα1α′(kω)
]
,
(B23)
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where
Σ<(0)α2α1(kω) =
nimp
~V
∑
q
|vimp(q − k)|2g<(0)α2α1(qω). (B24)
From Eqs. (B18), (B22), and (B24), Eq. (B23) is rewritten as
g¯<αα′(kω) = g¯
r
αα2(kω)Σ
<(0)
α2α1(kω)g¯
a
α1α′(kω)
+ g¯rαα2(kω)
[(
gr(0)(kω)
)−1
· g<(0)(kω) ·
(
ga(0)(kω)
)−1]
α2α1
g¯aα1α′(kω). (B25)
First, let us evaluate the second term in Eq. (B25). From Eqs. (A16), (B18), and (B22) we have
[(
gr(0)(kω)
)−1
· g<(0)(kω) ·
(
ga(0)(kω)
)−1]
α2α1
= f(~ω)
[(
gr(0)(kω)
)−1
−
(
ga(0)(kω)
)−1]
α2α1
= 2iηf(~ω)1α2α1 . (B26)
By taking the limit η → 0+, we see that the second term in Eq. (B25) vanishes. Next, let us evaluate the first term in Eq.
(B25) using Eqs. (25) and (A16). This becomes
g¯rαα2(kω)Σ
<(0)
α2α1(kω)g¯
a
α1α′(kω) = f(~ω) (g¯
a
αα′(kω)− g¯rαα′(kω)) . (B27)
By doing exactly the same analysis for the greater compo-
nent starting from the Dyson equation (B12), as a result, the
lesser and greater components of impurity-averaged Green’s
functions are represented by the retarded and advanced com-
ponents as
g¯<αα′(kω) = f(~ω)(g¯
a
αα′(kω)− g¯rαα′(kω)),
g¯>αα′(kω) = −(1− f(~ω))(g¯aαα′(kω)− g¯rαα′(kω)). (B28)
Consequently, the impurity-averaged Green’s functions sat-
isfy exactly the same relations with the ones for non-impurity-
averaged Green’s functions presented in Eq. (A16).
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