Abstract
Introduction
Data mining is used to extract useful information or pattern from huge amount of data. Which is further used for classification and prediction task [5] . Data mining can be applied where data stored in tabular form, relational table, spread sheets, and text and web data. Web mining become important because data are increasing on the web day by day in large amount.
Some issues are present in web page classification existing techniques Optimizing the within classification variation is computationally challenging .The necessarily for users to specify, the number of classification in advance can be seen as a disadvantage. The numbers of web pages at various servers are alike thus classification the data according to the relevance requires a large amount of query system. Outlier at web page cannot be detected while large number of filter is used. They are unrecognizable.
Here outliers are redundant web pages and thus they have to be out clustered and sorted according to the relevance.
Web page classification is a task of text classification from webpage we have to find useful pattern or feature from web page to classify it. Web page can be classified by two types such as manual classification and automatic classification. Manual classification is a slow process it is time consuming process for large data set while automatic classification can easily handle large data set and it is faster and accurate because it is based on algorithms.
The problem of Classification is to decide from which class a given record belongs. There are two type of classification I.e. unsupervised and supervised .In unsupervised classification class label of training data is unknown i.e. from which class a given record belongs is not known while in supervised classification class label of training data is known there are two phase training phase, testing phase. In first phase set of training record is used to train the classifier while in second phase set of document is used to test the classifier [5] .
Classification plays a vital role in many information retrieval and management tasks. Web page classification can improve the searching quality of web search. Problem can be represented in different form based on classes, classification can be divided into two types i.e., binary classification and multiclass classification, binary classification categorizes instances into exactly one of two classes, and multiclass classification deals with more than two classes. It depends on the number of classes that can be assigned to an instance, classification can be categorized into single class label classification and multi-label classification. In single class label classification, one and only one class label is to be assigned to each instance, while in multi class-label classification, more than one class can be `assigned to an instance.
While researchers talk about the various classification methods, it is very obvious that there are so many other optimization techniques are also available to increase the efficiency of the various available methods.
In this paper, the relationships among the techniques of data mining, web mining and optimization techniques are studied and used for web page classification.
The rest of the paper is organized as follows: Section 2 briefly introduces various data mining techniques. Section 3 briefly introduces the web data mining and the web classification process. Section 4 provides various optimizing techniques. Section 5 contains the comparison of different technique. Section 6 contains support vector machine and Section 7 role of support vector machine (svm) in web classification optimized by firefly and Section 8 provide conclusion and future work.
Data Mining Techniques
Data mining uses a relatively huge amount of computing power operating on a large set of data stored in repositories to determine regularities and connections between relevant data points [3] . To search large databases we can use the techniques called statistics, pattern recognition and machine learning are used to search large databases automatically. Another word for data mining is Knowledge-Discovery in Databases (KDD) [4, 5] . The data mining helps bank or any other organization to increase its ability to gain deeper understanding of the patterns previously unseen using current available reporting capabilities. Further, prediction from data mining allows the bank or any other organization an opportunity to act with customer drops out or top loan for resource allocation with confidence gained from knowing how to interact with a particular case [3] .
Web Data Mining and Web Classification
Data mining is the study of data-driven techniques to discover patterns in large volumes of raw data. Web mining can be referred as the transformation of the data mining techniques to web data. Web mining is highly divided into various categories (see Figure  1 ) upon which our research is focused these are web page classification mining [16] .
Web Structure Mining
Mining the content involves extracting the relevant information. Structure mining studies the structure and prototype. In other words, it is a process by which we discover the model of link structure of web pages. We catalog the links, generate the web pages generate the information such as the similarity and relations among them by taking the advantage of hyperlink topology. The goal of web structure mining is to generate structured summary about the website and web page. Page rank and hyperlink analysis also belongs to this category. It tries to discover the link structure of hyper links at inter document level [16, 17] . As it is very common that the web documents contain links and they use both the real or primary data on the web so it can be concluded that web structure mining has a relation with web content mining.
Web Content Mining
It is also known as text mining, is generally the second step in web data mining. Content mining is the scanning and mining of text, pictures and graphs of a web page to determine the relevance of the content to the search query. This scanning is completed after the clustering of web pages through structure mining and provides the results based upon the level of relevance to the suggested query [16, 17] . With the massive amount of information that is available on the web, web content mining provides the results lists to search engines in order of highest relevance to the keywords in the query.
Web Usage Mining
Web usage mining is the analysis of the discovered patterns. In other words, it is the process from we can identify the browsing patterns by analyzing the navigational pattern of user. It concentrates on techniques that can be used to predict the user behavior while the user interacts with the web. It uses the secondary data on the web [16] . This activity involves the automatic discovery of user access patterns from one or more web servers. Through web usage mining we can find out what users are looking for on Internet [16] .
The working of WUM has three steps -preprocessing of the data, pattern discovery and analysis of the patterns. Results of the pattern discovery directly influenced the quality of the data processing. Good data sources not only discover quality patterns but also improve the WUM algorithm. Hence, data preprocessing is an important activity for the complete web usage mining processes and vital in deciding the quality of patterns. In data preprocessing, the collection of various types of data differs not only on type of data available but also the data source site, the data source size and the way it is being implemented.
Web Page Classification Mining
Classification plays an important role in managing web directory. On the Web, classification of page content is essential to focused crawling, to the assisted development of web directories, to topic-specific Web link analysis, to contextual advertising, and to analysis of the topical structure of the Web. Web page classification can also help improve the quality of Web search [18] .
Web Page Classification Techniques
Web pages can be classified into the following categories:
(1) Manual classification 
Optimization Techniques
This section serves as a quick review of nature-inspired algorithms. Readers who are interested in the full details about these algorithms and their integration mechanism are referred to the following inline citations.
Firefly Algorithm
It is a Meta heuristic algorithm, inspired by the flashing behavior of fireflies [6] . To attract other fireflies is the main aim of firefly's flash. Xin-She Yang formulated this firefly algorithm by assuming: 1.All fireflies are unisex, so that one firefly will be attracted to all other fireflies; 2. Brightness make them attractive accordingly, and for any two fireflies, the less brighter one will attract (and thus move) to the brighter one; here, distance increases makes decreases of brightness; 3.If there are no fireflies brighter than a given firefly, it will move randomly .So objective function must have brightness component. Recent studies show that FA is particularly suitable for nonlinear multimodal problems.
Cuckoo Search
It is an optimization algorithm developed by Xin-She Yang and Suash Deb in 2009 [7] . It was inspired by the obligate brood parasitism of some cuckoo species by laying their eggs in the nests of other host birds (of other species). Some host birds can engage direct conflict with the intruding cuckoos. For example, if a host bird discovers the eggs are not their own, it will either throw these alien eggs away or simply abandon its nest and build a new nest elsewhere. Some cuckoo species have evolved in such a way that female parasitic cuckoos are often very specialized in the mimicry in colors and pattern of the eggs of a few chosen host species. Out of so many optimization techniques this CS idealized such breeding behavior works at most of the places or problems. CS uses the following representations: Each solution is presented by a egg in a nest, and so each new solution is presented by a cuckoo egg. Main purpose of this is to replace a not-so-good solution in the nests to use the latest and most probably better than other solutions (cuckoos) to. For the simplicity each egg is in each nest. In many applications, cuckoo search can outperform other algorithms such as particle swarm optimization and ant colony optimization. The algorithm can be extended to more complicated cases in which each nest has multiple eggs representing a set of solutions. Their invention "Novel 'Cuckoo Search Algorithm' Beats Particle Swarm Optimization" was recently reported at ScientificComputing.com [8] .
Bat Algorithm
Bat-inspired algorithm is a Meta heuristic search optimization developed by Xin She Yang in 2010 [9] . This bat algorithm is based on the echolocation behavior of micro bats with varying pulse emission and loudness. The idealization of echolocation can be summarized as follows: Each virtual bat flies randomly with a velocity v i at position (solution) x i with a varying frequency or wavelength and loudness A i at i th step.
ABC Algorithm
Artificial Bee Colony (ABC) algorithm is a problem solving method, developed based on behaviors of honey bee colony, foraging and sharing the information with other colony members in the hive, to be able to exploit richest food sources in shortest possible time [10, 19, 20, 21] .
A possible solution in the problem is represented by a position of a food source in nature. The nectar amount in that food source represents the fitness value of that solution.
There are 3 types of bees in ABC algorithm. 
Employed Bees
Every employed bee works on a food source. Position of this food source symbolizes a possible solution. Employed bee calculates the fitness of this solution and saves the position information in its memory. Number of employed bees in the hive "Ne", represents the number of solutions in ABC algorithm in one iteration step.
Onlooker Bees
Those bees that are waiting in the hive Receive information about the position of food sources from employed bees. Each onlooker bee selects a food source to exploit, depending on the nectar amount. This selection is done by modeling the nectar amount as a probability (Pq, probability of q th employed bee being selected by onlookers). The more nectar amount is exist, the higher probability that employed bee is selected. After this selection, each onlooker bee searches new position near the selected food source (employed bee location).
Scout Bees
A bee who is foraging new food sources without any information is called scout bee. They randomly search whole environment. A scout bee becomes an employed bee when it starts to work on a food source.
PSO Algorithm
PSO was originally developed by Eberhart and Kennedy in 1995 [22] is a population based global optimization technique, and it takes inspiration from social behavior of a birds flocking. In the PSO algorithm, the birds in a flock are shown as particles in ndimension. Best fitness value of particle at a location in the n-dimensional problem space represents one solution for the problem. When a particle updates it's position, another problem solution is generated and then new solution is evaluated by fitness function and the process is repeated until a stopping criteria is met.
Each particle is initialized with initial position and initial velocity in n-dimension space. Each particle represents solution for problem and each particle's fitness is evaluated using simple formula. We have to define boundary for communication grouping between the particles then the best particle with best fitness value is selected as a local best solution it is represented as pbest. Then it is compared with other group's pbest if it's value is better than all then it is selected as the best feature it represent the best solution as global best gbest.
Intelligent Water Drops (IWDs)
It is a nature inspired technique developed by Shah-Hosseini in 2007 [23] .In nature, flowing water drops are observed in rivers how they starts and how they find path from source to destination? The path that natural river takes from the action and reaction between water drops and riverbeds. Assume an imaginary natural water drop is going to flow from one point of a river to the next point in the front. Intelligent water drop have two parameters to maintain static and dynamic. Static parameters remain same for the lifetime of IWD while dynamic parameter changes after each iteration.
IWD is a graphical representation in which each node is initialized with IWD drops. Each IWD starts with initial soil and initial velocity and then it start removing soil by water drop with initial velocity. Each IWD maintains it's memory and visited node list .if visited node is not found then it is added to IWD node list. Probability based evaluation is used to add new node in list.IWD prefers the path which having minimum soil then path having high soil. Here in last amount of soil is proportional to time taken from source to destination.
Based on the aforementioned statements, an intelligent water drop (IWD) has been suggested [23] , which possesses a few important properties of a natural water drop which help to calculate.
This Intelligent Water Drop has two important properties:
(1) The soil carried by IWD, denoted by soil (IWD).
(2) The velocity that it posses, denoted by velocity (IWD).
Ant colony Optimization (ACO)
Ant colony optimization (ACO) is among the most successful swarm based algorithms proposed by Dorigo & Di Caro in1992.it takes inspiration from ant colony and behavior of ant for finding food by searching the shortest path. They travel from source to destination (food) after finding they return to their colony by laying down a substance called pheromone it is an attractive attribute and other ant follows the pheromone trail which has highest amount of pheromone. After some time the evaporation of pheromone starts this reduces the attractiveness of path. So that ant searches for the new path.
Ant miner algorithm is developed for web page classification. there are many version available for ant miner such as ant miner, ant miner 2,ant miner + etc., in ant miner algorithm we have to represent attribute in graphical format and find classification rule which has two part if <antecedent> then <consequent> .antecedent is combination of categorical attribute and consequent represent class. some steps of the algorithm is as follows: Initialization of pheromone values and then Rule production is done after this Heuristic function is used to calculate the probability of path selection then Rule pruning is done to improve accuracy of rule and in last pheromone value is updated This process is repeated until the best rules or features have been found from web page.
Comparison of Different Optimization Techniques
In this section we are representing comparative study of different optimization techniques including scalability, method based on, important parameter, advantage and disadvantage. 
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Support Vector Machine
The SVM developed by Vapnik [15] . The support vector machine [SVM] is a training algorithm. It trains the classifier to predict the class of the new sample. SVM is based on the concept of decision planes that defined decision boundary and point that form the decision boundary between the classes called support vector treat as parameter. SVM is based on the machine learning algorithm invented by vapnik in 1960's. It is also based on the structure risk minimization principle to prevent over fitting.
There are 2 key implementations of SVM technique that are mathematical programming and kernel function. It finds an Optimal separates hyper plane between data point of different classes in a high dimensional space. Let's assume two classes for classification. The classes being P and N for Y n = 1,-1, and by which we can extend to K class classification by using K two class classifiers. Support vector classifier (SVC) searching hyper plane. But SVC is outlined so kernel functions are introduced in order to non line on decision surface.
Linear SVC
Data that is linearly separable. Let w is weight vector, his base, X n is the nearest data point w T +b≥1 for x n ε P and w T x n +b≥1 for x n ε N. For optimization the problem minimizes the ½ [w T w] Subject to y n (w T w+b) ≥1 for n=1 to N.
Non -linear SVC
A linear classifier not suitable for c class hypothesis. It can be used to learn nonlinear decision function space SVM can also be extended for learning non-linear decision function.
Role of Support Vector Machine (SVM) in Web Classification Optimized by Firefly
This section talks about the method, which are used to improve the performance of the web page classification method. This improvement is done by optimizing the basic feature selection method by Support Vector Machine (SVM). This is also called ensemble approach to classify web pages.
(1) Apply Firefly based feature selection process.
(2) Apply efficient Support Vector Machine (SVM) to classify webpage. 
Conclusions and Future Work
Here we have seen different aspect like (i) Web classification, (ii) Optimization method (which is use by the web classification method to increase the efficiency or say decrease the complexity), (iii) Support Vector Machine. Our study found that what is web page classification and different ways to optimize it. It also gives the idea to extract various feature or information from various Web pages and use them according to their need or other way round, this extract information is used for web page classification.
This study motivates us to do further work in the area of optimized web page classification with the help of Support Vector Machine. 
