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1 Introduction
Paradata for purposes of investigating and understanding measurement error
include response times, keystrokes, mouse clicks, behavior codes, vocal characteristics, and interviewer evaluations. Description and collection of these paradata is
examined extensively in Chapter 3. In this chapter, we focus on the analysis of
these types of paradata.
We begin this chapter with a brief review of empirical literature using paradata to investigate measurement error in Section 4.2. Section 4.3 describes the
specific analytic steps taken and issues to be considered when analyzing paradata for the purpose of examining measurement error. Examples taken from published research work are provided in Section 4.4 to illustrate how one type of
paradata—response times—has been used to answer various research questions
on measurement error. Section 4.5 calls the reader’s attention to issues related to
the measurement error in paradata themselves and other general issues involved
in analyzing paradata. We wrap up this chapter by offering, in Section 4.6, take
home points for researchers, survey practitioners, supervisors, and interviewers.

2 Review of Empirical Literature on the Use of Paradata for
Measurement Error Investigation
Measurement error refers to the difference between an answer to a survey
question reported by a respondent and the true value on that question for that
73
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particular respondent (Groves, 1989; Biemer and Lyberg, 2003). Unless the true
value is known and available, the exact magnitude of measurement error for a respondent on a particular item remains unmeasurable. As a substitute, survey researchers look for respondent and interviewer behaviors and response characteristics hypothesized to be highly correlated with measurement error. For instance,
linguistic expressions of doubts and/or uncertainty by respondents (e.g., “I don’t
know,” “I think,” “maybe”) are found to predict higher rates of inaccurate responses (Dykema et al., 1997; Draisma and Dijkstra, 2004). Even though these expressions are neither causes of inaccuracy nor measurement error themselves,
they indicate problems respondents have answering survey questions and potential measurement error in the survey responses. Paradata provide an additional
venue for examining these indicators of measurement error (Couper, 1998).
In general, research using paradata to investigate measurement error indicators in surveys falls into one of the three broad categories: (1) understanding the
question-answering process, (2) usability issues in computer-assisted interviewing (CAl) systems, and (3) reducing measurement errors. Of course, these three
categories are not mutually exclusive, nor are they meant to be, as they share a
common goal of understanding-and potentially reducing-measurement error.
2.1 Using Paradata to Understand the Question-Answering Process
As mentioned in Chapter 3, measurement error can arise at any stage of the
question-answering process (Tourangeau et al., 2000). Respondent behaviors and
response characteristics indicative of measurement error include (but not limited
to) linguistic expressions of doubt and uncertainty (Dykema et al., 1997; Draisma
and Dijkstra, 2004; Schaeffer and Dykema, 2011), nonverbal expressions of doubts
and uncertainty (Conrad et al., 2004), paralinguistic and verbal cues (Draisma and
Dijkstra, 2004; Conrad et al., 2008); answering too fast (Malhotra, 2008; Callegaro
et al., 2009; Kaminska et al., 2010) or answering too slowly (Bassili and Fletcher,
1991; Bassili, 1995, 1996; Fletcher, 2000; Bassili and Krosnick, 2000; Huckfeldt and
Sprague, 2000; Heerwegh, 2003), changes of responses (Bassili and Fletcher, 1991;
Stem, 2008), and so on. Paradata such as response times, keystrokes, behavior
codes, and vocal characteristics are used to measure each of these measurement
error indicators.
For instance, research on response time paradata demonstrates that longer
questions (in terms of number of words in the question and number of clauses)
and more complex questions increase response time, showing that longer response times are an indicator of difficulty that respondents have answering survey questions (Yan and Tourangeau, 2008; Couper and Kreuter, 2013). In addition, respondent’s cognitive capacity (proxied by age and education) is negatively
associated with the amount of time it takes him/her to process and answer a survey question; those with lower cognitive capacity (e.g., older respondents and/
or respondents with less education) tend to answer more slowly than those with
higher cognitive capacity (e.g., younger respondents and/or educated respondents) (Yan and Tourangeau, 2008; Couper and Kreuter, 2013). When respondents go through a questionnaire too quickly, they are more likely to exhibit satisficing response behavior and provide responses of low quality (Malhotra, 2008;
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Callegaro et al., 2009; Kaminska et al., 2010), (see also Krosnick, 1991, 1999, for definition and examples on satisficing).
Mouse clicks and keystroke paradata have been used to study respondents’
navigation through a long list of response options (Heerwegh, 2002; Tourangeau
et al., 2004), whether respondents backup to change answers (Heerwegh, 2002,
2003); how respondents use drop-down boxes versus radio buttons (Heerwegh,
2002; Healey, 2007), how respondents change answers given different versions of
scalar questions (Stem, 2008), the answer process for mark-all-that-apply versus
force-choice questions (Smyth et al., 2006; Stem, 2008), and respondents’ use or
non-use of clarification features on the web screen (Conrad et al., 2006). These issues reflect both usability issues with a web survey (see Section 4.2.2) and potential causes of measurement error in web surveys.
Behavior codes have also been used to study the question-answering process.
Question characteristics, interviewer characteristics, and respondent characteristics all affect the respondent’s question-answering process. These effects may
manifest in both interviewer and respondent behaviors during an interview. For
example, respondent behaviors that indicate “uncertainty” are consistently associated with measurement error (Schaeffer and Dykema, 2011, p. 28) whereas
misreading of questions by interviewers is inconsistently related to measurement error (Schaeffer and Dykema, 2011, p. 27). As there are too many variations
on behavior coding schemes to report completely here (see Ongena and Dijkstra, 2006, for a review), interested readers are referred to recent reviews of the relationship between behavior coding and measurement errors by Schaeffer and
Dykema (2011) and Fowler (2011).
2.2 Using Paradata to Investigate Usability Issues in CAl Systems
This line of research draws heavily on keystrokes (also known as audit trail
files) to study usability issues and interactions with CAl instruments by respondents and interviewers. CAl instruments generate a record of all keys being pressed as interviewers or respondents move through the instrument. A
keystroke file then can be used to restore how interviewers/respondents interact with the instrument as they move through it. For example, Caspar and
Couper (1997) found that two-thirds of respondents used a special key for editing purposes for at least once and that young respondents had a higher use of
these special keys than older respondents. They also demonstrated that respondents had no trouble keying verbatim responses for open-ended questions. In a
similar vein, Couper et al. (1994) analyzed interviewers’ use of various function
keys, identifying outlying interviewer behaviors and questions that trigger heavy
use of a certain function key (also see Hansen et al., 1997; Couper et al., 1997a, b;
Couper and Schlegel, 1998; Lepkowski et al., 1998; Couper, 2000; Mockovak and
Powers, 2008).
2.3 Reduction of Measurement Error
Reduction of measurement error involves using paradata to improve survey
questions and to improve the data collection process. Various types of paradata
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such as question timings, keystroke files and audio recordings can provide an indication of respondent difficulty in answering survey questions. A typical example of using paradata to pretest and improve survey questions is shown by Bassili
(1996), who took longer response time as a signal of potential problems with survey questions, as an indicator of respondent uncertainty, and even as an indicator of response error (see also Bassili, 1996; Draisma and Dijkstra, 2004; Lenzner
et al., 2010).
Paradata can also be used during data collection to improve the survey response process. For instance, Conrad and colleagues used response times to identify those respondents taking too long to answer survey questions and allowed
the system to provide them with clarifications. They found that that response
quality was improved for these respondents (Conrad et al., 2007). In another
study, Conrad et al. (2011) identified respondents who answered too quickly
based on response time data, showing a prompting message to them; they found
that those responsive to the prompting slowed down on later questions and had
fewer straight-lining responses to grid questions.
2.4 Adjusting for Measurement Error
The use of paradata to adjust for measurement error lags behind that of paradata for nonresponse adjustment (Couper, 2009; Lynn and Nicolaas, 2010). At the
time of this writing, we are not aware of any published research that uses paradata such as response times, keystrokes, or mouse clicks to adjust for measurement error. In the one study of which we are aware that uses behavior codes for
purposes of adjustment, Mathiowetz (1998) suggests incorporating interviewer
and respondent behaviors such as “qualifying” an answer (“I’m not sure”) or
whether the interviewer had to probe for an answer into imputation models. Her
analyses demonstrate significant improvements in the quality of imputations of
the number of health visits when these behaviors are incorporated into the imputation procedure compared to when they are not incorporated. Nonetheless, as
reviewed briefly above, there is evidence that these and other types of item-level
paradata can provide useful information about the question asking and answering process. Future research could focus on designing and collecting item-level
paradata useful for adjusting measurement error at the estimation stage and/or
for inclusion in statistical models for data analysis.

3 Analyzing Paradata
It is apparent from Chapter 3 and the literature review section that paradata have great potential for measurement error research. However, the key
challenge with paradata has been and will probably continue to be that of extracting, processing, and analyzing paradata for methodological research and
for practical operations. Steps for analyzing paradata are similar to analysis of
any type of surveyor experimental data-identifying units of analysis, data management, making appropriate transformations to variables, selecting covariates, and selecting appropriate modeling forms. What makes analysis of paradata different and challenging, however, are the details for each of these steps.
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We now briefly review the steps involved in analyzing paradata. We follow this
with four examples of how paradata were actually used to answer important
research questions.
3.1 Units of Analysis
Paradata identified for measurement error research tend to be hierarchical or
nested in nature (see Chapter 3 for a more detailed discussion). Response times,
mouse clicks, keystrokes, verbal behaviors, and vocal characteristics are recorded
for each action taken for each question item for each respondent, nested within
each interviewer for a given survey. For example, in a CAPI survey’s keystroke
data files, every time the interviewer presses a key, from entering a survey response to accessing a help menu to exiting the interview, a keystroke is recorded
with the corresponding day and time that the keystroke was pressed. In a web
survey, each click on the screen by the respondent, including entering an answer,
changing their answer, backing up, and switching screens, will be recorded in
client-side paradata files. Although each respondent and each interviewer receive the same survey questions, the actions that are taken vary across respondents and interviewers, leading to non-rectangular (unequal numbers of observations per respondent) datasets. As a result, decisions must be made about the
level of analysis so that the information can be aggregated accordingly. Depending on specific research questions, paradata can be aggregated at the survey item
level, respondent level, or survey level. For instance, the presence or absence or
particular keystrokes or mouse clicks for a question is summed to produce the
count of those keystrokes or mouse clicks for that question; or response latencies
are summed over survey items to obtain the total time taken to complete the full
questionnaire for each respondent.
Figure 1 illustrates three different levels of aggregation possible in paradata files
for an example dataset with two respondents (ID) and two questions (Question).

Figure 1. Three levels of aggregation for paradata used for measurement error.
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Table 1. Wide Format for Action-level Paradata File Displayed in Figure 1
ID
1
2

Q1A1

Q1T1

Q1A2

Q1T2

Q2A1

Q2T1

Q2A2

Q2T2

Click ‘1’
Click ‘2’

0.5
3.1

Click ‘2’
—

1.2
—

Click ‘DK’
Click ‘2’

0.8
4

Click ‘4’
Click ‘3’

1.6
1.7

On the left side is the original dataset, recording actions (e.g., clicking on “1” and
“2” for respondent 1 on question 1) and the time for each action in seconds (e.g.,
0.5 s, 1.2 s). This is the lowest level of aggregation for a paradata file. Action-level
data files can be aggregated to question-level data files, displayed on the upper
right side of Figure 1. Here, the total number of actions is recorded (2 actions for
respondent 1) and the total time to complete those actions (0.5 s + 1.2 s = 1.7 s on
question 1 for respondent 1) for each question for each respondent. These question-level totals can be summed over all questions for each respondent, resulting in the person-level dataset with the total number of actions over all questions
(e.g., 4 for respondent 1) and total time spent on the questions (e.g., 4.1 s for respondent 1).
If the paradata file is recorded in a long format with multiple observations
for each question for each person as displayed on the left side of Figure 1, then
“by-group” processing will be necessary to do this kind of aggregation. Alternatively, the paradata file may be recorded in a wide format with multiple variables
for each question for each person, as displayed in Table 1. In this instance, there
will be “missing” values for actions that the respondent did not make (e.g., question 1, action 2 for respondent 2, represented by Q1A2). In this instance, aggregation will require appropriately accounting for these variables for which no action
occurred. Question-level analyses can then be aggregated to a section or survey
level using similar methods.
There is no single appropriate unit of analysis for paradata. As with any other
research problem, this decision is tied to the research question and inference one
wishes to make. For example, if the objective is to study measurement error on a
particular question, then only paradata about that question-or perhaps about actions prior to that question-may be relevant (Tourangeau et al., 2004). If the objective is to study an entire questionnaire, the analyst may aggregate paradata
across the questionnaire, losing details about when and where particular events
occurred (Olson and Peytchev, 2007). We provide examples of how different
forms of paradata are used at different levels of analysis below.
3.2 Data Management
Data management with paradata begins as with any other dataset-with basic
frequency distributions and descriptive univariate statistics. Each form of paradata
has additional unique challenges that lead to different data management steps.
Response times, sometimes called response latencies, have been a focus on
analysis in psychological research for many decades, as evidenced by a review
by Fazio (1990) of the early use and analysis methods for response latencies. Re-
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sponse latencies are measured as the number of milliseconds until the occurrence
of an event. They are constructed by taking the difference in time from the beginning of an event to the end of the event. Software programs may report simply
these beginning and end times, requiring the analyst to calculate the total time for
the event, or report the time for the event itself. As reported in Chapter 3, large
response latencies indicate slow reaction times, whereas small response latencies
indicate fast reaction times. In survey research, different from psychological research, is the presence of “negative” response latencies, in which a respondent
provides an answer before the interviewer finishes reading the question.
Four data management decisions are common with response timing data: validity of response times, definition of outliers, transformation to address skewed
distributions, and baseline adjustment. First, decisions about whether a response
timing measurement is “valid” depend heavily on the mode of survey administration and how the timings are measured. In web surveys and in intervieweradministered surveys where latencies are measured simply by recording of keystrokes, “validity” of the latency is related to whether or not time is recorded. In
web surveys, a researcher with access to both server-side and client-side response
times may need to evaluate whether one is more valid for the research question
than another. In interviewer-administered surveys where timings are recorded or
evaluated by an interviewer or where they are measured from sound recordings,
interviewers and/or analysts may judge a timing measurement as invalid (Bassili
and Fletcher (1991), but see Huckfeldt et al. (1999), for a different approach), respondent comments that do not immediately yield a codable answer may be
judged as invalid (Bassili and Fletcher, 1991; Bassili, 1996; Bassili and Scott, 1996;
Mulligan et al., 2003), or “negative” timings may be judged as invalid (Draisma
and Dijkstra, 2004).
Response timing outliers have been defined and dealt with in many ways.
The most common method is to define an outlier as a certain number of standard deviations away from the mean length of time. Although times above and
below the mean response latency can be considered outliers, generally times
a certain distance above the mean latency are considered outliers for surveybased analyses. The most common method of addressing outliers is to exclude
them from analyses altogether (Ratcliff, 1993; Heerwegh, 2003; Tourangeau et
al., 2004), but analysts have also replaced the outlying values with some predefined large or small value (e.g., top percentile; Yan and Tourangeau, 2008).
The distance from the mean for defining an outlier is not fixed, ranging from
plus one standard deviation (Malhotra, 2008), two standard deviations (Bassili
and Fletcher, 1991; Heerwegh, 2003), three standard deviations from the mean
(Mulligan et al., 2003), or above a certain length of time (Tourangeau et al., 2004;
Stieger and Reips, 2010). If the issue with the response timing data is a long
upper tail rather than outliers, then logarithmic (Bassili, 1993; Malhotra, 2008),
square root (Bassili and Krosnick, 2000), or inverse (Fazio, 1990) transformations of the response latencies have been used to make the data more closely approximate a normal distribution. Because of the skew and outlier issues, other
measures of central tendency (such as median) that are less prone to outliers
and distributional problems have been suggested to replace means for statistical analyses prior to transformation (see Fazio, 1990).
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Finally, some people simply respond more quickly than others (e.g., younger
vs. older respondents; Yan and Tourangeau, 2008). This difference may be of analytic interest, for example, in studying aging (Yan and Tourangeau, 2008) or differences in attitude accessibility (Lavine et al., 2000). However, the difference may
simply be “noise” rather than “signal” (Fazio, 1990), and thus add measurement
error to the response timing data, attenuating potential associations between latencies and an outcome of interest. To account for these differences, researchers
have subtracted a “baseline” measurement calculated separately for each respondent from the average of response timings to multiple items external to (and usually administered prior to) the questions of interest from the response timing data
for the questions of interest (Fazio, 1990; Bassili, 1993; Lenzner et al., 2010). The
use of baseline measurements is common in psychological research, but is by no
means standard in survey research, and should be used only if differences across
respondents in length of responding are not of analytic interest.
Keystroke data records keys pressed by interviewers or respondents and mouse
click data specifically record mouse clicks and movements. Data management for
these two types of paradata is intimately tied to the level of analysis (e.g., the action, question, section or survey level, or respondent/interviewer level). Unlike
response latencies, keystroke and mouse click data are dichotomous measures
of the occurrence or non-occurrence of an event. As such, data management requires identifying whether there are large enough frequencies of a particular type
of keystroke or mouse click to analyze statistically. Keystrokes or mouse clicks
that occur infrequently are rare events and may not be analyzable. For example,
Caspar and Couper (1997) found only three instances of use of a “back-up” key
in the review of the National Household Survey on Drug Abuse audit trails data.
In experimental research, prevalence of outcomes must be considered overall and
for each experimental condition. For instance, Stem (2008) found few instances of
changing answers when respondents were asked to respond via a number box,
but higher rates (4–10%) of changing answers with various types of radio button
response formats.
Since rare events can be difficult to use in multivariate models, they may be
combined with other similar events or to a higher level of aggregation for analysis. When keystrokes or mouse clicks are aggregated, they become counts of
events rather than the presence or absence of certain events. For instance, the use
of a “back-up” key can be aggregated to the total number of times this “backup” key was used in a particular section or questionnaire for a given respondent.
When the use (or nonuse) of certain keystrokes or mouse clicks is concentrated
among a small number of respondents or interviewers, analysts may choose to dichotomize the aggregate count measures to indicate that the event never occurred
versus the event occurring at least once for a particular respondent. For example,
Couper and Schlegel (1998) found that only 9% of interviews in the NHIS used
the “help” screen at any time.
Paradata that record the behaviors that occur during the interaction between
the interviewer and respondent in a survey interview, known as behavior codes,
require multiple steps of data management. First, a decision must be made as to
whether the behavior codes will be obtained by listening to an audio recording or
the interview itself, or whether each interview to be behavior coded will be tran-
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scribed to conduct behavior coding. More detailed behavior coding schemes are
facilitated by transcriptions of interviews, whereas less detailed behavior coding
schemes can be easily implemented by listening to the interview itself. Second, a
coding scheme is developed, either from existing schemes or built anew. Third,
these codes are applied to (a sample of) the transcripts or audio recordings by at
least two coders, and the reliability of these codes assessed through the percent
of codes that match across coders, kappa statistics, or intraclass correlation coefficients. Fourth, unreliable codes are dropped or aggregated. For example, Brick et
al. (1997) audio-recorded 70 interviews from the 1993 National Household Education Survey for purposes of behavior coding to understand data quality. Coding
was conducted from the audio recordings themselves, so only five interviewer
behaviors were coded (three related to question reading, one on providing clarification, and one code for “displayed some affect”) and six respondent behaviors
were coded. Reliability was assessed through the percent of codes that matched
across coders, with higher levels of agreement for respondent behaviors (over
80%) than for interviewer behaviors (from 58% to 78%). Since interviewer behaviors were less reliable than desired, the authors combined two of the interviewer
behaviors together, increasing the match rate between coders to around 90%
(Brick et al., 1997, pp. 3-8). For a thorough review of behavior coding schemes and
each of these steps of data management (see Ongena and Dijkstra, 2006).
Behavior codes are often combined or aggregated to improve precision in
analyses or to identify particular combinations of behaviors. Furthermore, conceptually similar or highly correlated codes may also be combined to ease interpretability and to minimize multicollinearity. Combinations of behaviors
may reflect a particular sequence of events during an interview. For example,
“straightforward” or “paradigmatic” sequences, such as those in which an interviewer asks a question and a respondent provides an answer, may be of particular interest (Sykes and Collins, 1992; Garbarski et al., 2011). Alternatively, behaviors may be combined using factor analyses to reflect particular concepts, such as
“rapport” and “cognitive difficulty” (see Belli et al., 2001).
Vocal characteristics measured from audio recordings-such as pitch-require a
similar type of data management as behavior codes, in which audio recordings
are processed through a software program such as Praat (http://www.fon.hum.
uva.nl/praat/). In this software, analysts select various vocal characteristics of
interest, such as the average, minimum and maximum pitch (fundamental frequency), among various other characteristics. Because these characteristics have
received only limited empirical attention in the measurement error literature, appropriate data management strategies for survey-related questions cannot be discussed fully here. In analyses for nonresponse, measures of vocal characteristics
related to pitch and speech rate are used directly with little transformation, reduction, or identification of outliers (Jans, 2010; Benkí et al., 2011).
Interviewer evaluations of aspects of the interview such as the respondent’s
level of cooperation during the interview or his/her understanding of the survey questions are the most straightforward of the various measurement-error-related paradata to analyze. Most often, these measures are included directly in a
substantive model as a covariate (Duff et al., 2007). The most common data management issue with these paradata is that of missing data. Hurtado (1994) reports
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item missing rates between 3% and 5% for six different interviewer evaluations.
Additionally, if multiple questions are asked of interviewers, they may be highly
correlated. As with any set of highly correlated survey items, interviewer evaluations may be combined in a scale (Kaminska et al., 2010) or one or two may be selected as exemplar observations (Herzog et al., 1988).
3.3 Other Auxiliary Variables
Paradata, as with any other type of data, often require contextual information for analyses. These contextual data can be especially important when examining multiple questions in the same questionnaire simultaneously. In this case,
the number of words per question can be associated with the length of time spent
processing a particular question, especially when measuring response latencies
from the beginning of a question being displayed on a page to the entering of
a response. For example, Couper and Kreuter (2013) and Yan and Tourangeau
(2008) find a positive association between the amount of time spent on a question
and the number of words per question in a face-to-face and web survey, respectively. Alternatively, the number of words in a question can be used during data
management to “standardize” response latencies across items to reflect the number of seconds per word (Couper and Kreuter, 2013). An alternative related measure for standardization of questions across items in interviewer-administered
surveys is to create a “gold standard” measurement of the length of the questions
from an experienced interviewer reading the questions (Caspar and Couper,
1997; Couper et al., 2009). The length of the audio recording for each question can
be compared against the length of the audio recordings from the field administration, accounting for longer or shorter questions.
Other covariates that may be relevant for analyses using paradata include
question and/or screen attributes. The placement of a question in a questionnaire may be used when examining potential respondent fatigue (Savage and
Waldman, 2008; Galesic and Bosnjak, 2009) or “contagion” of particular events
or behaviors in which the occurrence of one event (such as saying don’t know)
early in the instrument increases the likelihood of this event occurring later in
the instrument (Hill, 1993). Question and response option “complexity” (Yan and
Tourangeau, 2008) and auxiliary screen information such as interviewer instructions or the requirement for a show card (Couper and Kreuter, 2013) have also
been used to explain variability in response latencies across questions in the entire questionnaire. These characteristics may be coded by human coders, by using
measures of reading complexity in a program such as Microsoft Word, or through
a computerized tool such as QUAID (http://mnemosyne.csl.psyc.memphis.edu/
QUAID/quaidindex.html) to identify potential problems with questions.
3.4 Modeling Decisions
Decisions for analytic methods for paradata vary depending on whether a single item or multiple items are being examined and by the type of paradata. Many
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analyses of response latencies simply compare mean latencies (Heerwegh and
Loosveldt, 2000; Healey, 2007). Transformations of the dependent variable discussed above to make response latency data (e.g., log or square root transformations) more normally distributed facilitate use of OLS models (Huckfeldt et al.,
1998). Survival models or Cox proportional hazards models have also been employed with the response latency defining “time to event” (Mulligan et al., 2003;
Johnson, 2004; Grant et al., 2010). For predicting other forms of paradata, such as
mouse clicks, keystrokes, and behavior codes, other modeling forms, such as logistic regression or event history analyses (Lepkowski et al., 2000) are more common because the variables formed from these paradata tend to be dichotomous. If
paradata are used as an independent variable, then the same kind of transformations discussed above (logarithmic transformation, creating categories, collapsing
categories) may be necessary to yield more informative or stable estimates.
A complicating factor in the analysis of paradata is the presence of multiple
observations for the same respondent/interviewer. When analyzed simultaneously, these paradata violate the assumption of independence for most statistical models. As a result, multilevel or random effects models have been employed
to account for the correlation of outcomes within the same respondent (Yan and
Tourangeau, 2008; Couper and Kreuter, 20l3). For behavior codes, multilevel logistic models have been employed (Johnson et al., 2006). Although some paradata
are collected for surveys with complex sample designs, few paradata analyses directly account for sample design.

4 Four Empirical Examples
This section provides four examples of using paradata for measurement error research. One thing in common among the four studies is the use of response
time data. However, the four examples differ in many other aspects such as how
response times are obtained and calculated, whether or not response times are
trimmed and/or transformed, the complexity of the analyses involving paradata,
the formulation of research questions or hypotheses involving paradata, the interpretation of response times, the level at which response times are analyzed
and whether response times are used as a dependent variable or an independent
variable. Table 2 displays how the four studies deal with the measurement, treatment, and use of response times in their analyses.
4.1 Draisma and Dijkstra (2004)—Item Level: Paradata as an Independent Variable
Draisma and Dijkstra (2004) examined response times (as well as paralinguistic expressions) as an indicator of response error using data from two telephone
surveys. In both studies, they chose survey questions for which the true scores
for individual respondents can be determined. The telephone interviews were
audio-taped. Response times for individual questions were determined by coders who listened to the tapes and marked the start and end time of a question-answering event. Response times were calculated as the duration between the end
time of question reading and the start time of responding.

Response times as
independent variable

Response times as dependent
variable dependent variable

Response times as

Summing item-level
response times over 28
items
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Draisma and Dijkstra’s (2004) research interest on response times lies in the
relationship between response times and response accuracy. To examine this research question, they fitted a multiple logistic regression model to examine each
survey. The final datasets are at the question level; that is, each record of the dataset contains a response to a survey item by a survey respondent and the time
it took that respondent to answer that survey item. The dependent variable is
whether or not a respondent gave a correct answer to a survey question. One of
the independent variables is the amount of time taken by a respondent to answer
a survey question. Draisma and Dijkstra (2004; Table 7.8, p. 144) found a significant negative coefficient for the response times (B = –0.19, SE(B) = 0.08 for study 1
and B = –0.18, SE(B) = 0.08 for study 2). The negative coefficient for the response
times suggest that the longer the respondents took to answer a question, the less
likely he/she gives a correct answer.
4.2 Malhotra (2008)—Survey Level: Paradata as an Independent Variable
The response time data for Malhotra (2008) are generated from a web survey
completed by a nationally representative sample of American adults. Instead of
focusing on response times for an individual survey question, Malhotra (2008) is
interested in the time respondents spent completing the full questionnaire. The
response time measure in his study is an aggregate measure at the questionnaire
level. He normalized the survey-level response times by taking their natural logs
and dropped outliers at least one standard deviation greater than the mean value.
The resultant dataset for analysis is at the respondent level-that is, each record
contains the respondent’s completion time for the entire questionnaire. The outcome variable of interest is the number of times he/she produced responses consistent with satisficing behaviors. The dataset also contains other variables at the
respondent level.
To address the research question of whether or not faster respondents are
more likely to show satisficing response behaviors, Malhotra conducted three
types of analyses. (All analyses are weighted.) In the first two analyses, Malhotra divided respondents into three groups based on their overall response
times and showed that low-education respondents in the fastest group exhibited the most primacy effects (in Table 3 on p. 922 and Table 4 on p. 924). Figure 2 plots partial data reported in Table 3. In the third analysis, he fitted a Poisson regression model with overall response times as one of the independent
variables and satisficing responses as the dependent variable. Malhotra (2008)
found significant positive coefficients for the interaction between overall response times and the response order treatment for low-education respondents
(interaction effect coefficient = 0.28, SE(B) = 0.16, when the dependent variable
is calculated using all the five items and B = 0.70, SE(B) = 0.27, when the dependent variable is calculated using only rating scales; see Table 5 on p. 925 for additional modeling results). The significant positive interaction effects between
the overall response times and the response order treatment for low-education
respondents suggest that respondents with low education who moved through
the questionnaire faster were more likely to produce survey responses consis-
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Figure 2. Satisficing response behaviors as a function of response times. Data taken from Table 3
in Malhotra (2008).

tent with satisficing behaviors than their counterparts who went through the
questionnaire at a slower pace.
4.3 Van and Tourangeau (2008)-ltem Level: Paradata as a Dependent Variable
Unlike the previous two examples, Yan and Tourangeau (2008) studied response times as a dependent variable and attempted to determine factors affecting response times to different survey items by different respondents. Their
response times are at the item level. Specifically, they focused On server-side response times, which start the moment a server delivers a survey question to a respondent’s device and ends with the moment when it receives an answer from
the respondent. As a result, the response time measure in Yan and Tourangeau
(2008) covers question downloading, question reading, response selecting, and
uploading time.1
The authors trimmed outlying response times by replacing values above the
upper one percentile or below the lower one percentile with the upper and lower
one percentile values separately. In addition, they took a log transformation of
the response times before analysis.
The resultant dataset is cross-classified by survey items and survey respondents; that is, each record contains a response time measure taken by a respondent to answer a question. A cross-classified multilevel random effects model is
1. See Chapter 3 for more information on server-side versus client-side paradata, Yan and
Tourangeau (2008) for detailed analyses on the comparison between server-side and client-side response times.
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used to estimate the effects of item-level and respondent-level characteristics on
timing. The modeling results indicate that response times are affected by both
item-level characteristics (such as the total number of clauses and the number of
words per clause) and respondent characteristics (such as age, education, and experience with the internet).
4.4 Lenzner, Kaczmirek, and Lenzner (2010)—Survey Level: Paradata as a Dependent Variable
The response times data used by Lenzner and colleagues are also generated
from a web survey. Different from Yan and Tourangeau (2008), Lenzner et al.
(2010) used client-side response times, which include the elapsed time from when
a question is presented on a respondent’s device to when a response is selected.
As a result, this type of response time measure does not include downloading or
uploading time.
Lenzner and colleagues also took a logarithmic transformation on the response times, but they did not trim or drop outliers before or after the logarithmic transformation. Lenzner and colleagues consider response times as an indicator of cognitive burden (and therefore an indicator of measurement error) and
analyzed them as a function of question formulation. They grouped 28 questions
into 2 categories—well-formulated and suboptimal question formulations; questions in the “suboptimal” category contain one or more text features believed to
negatively affect question clarity. An overall response time is calculated by summing response times to all 28 individual survey questions. The resulted dataset is
at the respondent level.
A one-factor analysis of covariance is conducted on the overall response
times with question formulation as the factor and reading rate as a covariate. As
shown in Figure 3, Lenzner et al. (2010, p. 1013) found that respondents, on average, took longer to answer questions in the suboptimal category than those in the
well-formulated category, suggesting that questions in the suboptimal category

Figure 3. Response times as a function of question formulation. Adapted from data reported in
Lenzner et al. (2010).
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presented bigger cognitive burden to respondents than their counterparts in the
well-formulated condition.

5 Cautions
Paradata are a useful tool for understanding intricacies in how respondents
and interviewers interact with questionnaires. As with any set of data, paradata
are best used when their selection and use is driven by a research question and
relevant theory. As Fazio (1990, p. 89) said, “There may be nothing scientifically
less meaningful than the simple observation that subjects responded in x milliseconds.” As such, what one can learn from paradata depends highly on what is
measured, at what level of analysis, and for what mode.
As with any type of data, paradata have potential measurement errors. These
include differential speed of computers and browsers in web surveys, multiple
actors in telephone and face-to-face surveys, and potential errors due to coding
problems. For certain types of paradata, missing data may also be an issue, as
are the host of data management issues reviewed above. Thus, paradata are not
a panacea for error-free measurement of respondent and interviewer behaviors
during surveys external to the survey data themselves. They do, however, provide useful unobtrusive insights into the process of asking and answering survey
questions not directly observable from the responses themselves.
As mentioned earlier, paradata identified for measurement error research
(keystrokes, response times, and behavior codes) are cross-classified by survey
respondents and survey items; that is, these paradata are nested within cells
cross-classified by survey respondents and survey items. Such a nesting nature of
the data inevitably creates dependency in keystrokes or response times within respondents and within survey items. Said another way, paradata outcomes for the
same respondent are likely to be correlated across questions and paradata outcomes for the same question are likely to be correlated across respondents. As a
result, analyses of paradata of this type need to be aware of potential increase to
the variance of parameter estimates due to the intra-respondent and intra-item
correlations. Appropriate modeling forms such as hierarchical or random effects
models (Raudenbush and Bryk, 2002) are now routinely available in most standard statistical analysis packages (see Chapter 12 for a discussion of multilevel
models in the context of paradata for nonresponse).
Furthermore, caution should be taken when trying to aggregate cross-classified paradata to either respondent or item level. Even though single-level data
(whether respondent level or item level) are easier to handle and analyze, the loss
of information could also produce analytic problems such as aggregation bias,
misestimated standard errors, heterogeneity of regression slopes, and systematic
misestimation of group effects.
In addition to the nested nature of paradata, outlying values and skewed distributions inherent in most of paradata present additional analytical challenges.
As discussed in Section 3.2, the literature documents a variety of ways to handle
outliers and to reduce skewed distributions. It is recommended that analysts use
an assortment of methods to account for outliers and check the sensitivity of their
conclusions to these decisions.
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6 Concluding Remarks
This chapter continues the discussion of Chapter 3 by providing a brief review
of current literature that has used paradata to investigate measurement error in
surveys. Steps are identified for transforming paradata from raw data to an analyzable state. Actual examples of paradata analysis are also provided. Interpretation and analytic challenges with paradata are described.
For survey researchers, we believe that paradata are very useful as indicators
of measurement error, testing theories on response mechanisms, and furthering
investigation under the total survey error framework. However, there is a gap in
the current research for the use of paradata for measurement error reduction and
adjustment. We encourage survey researchers to think about bringing paradata
into the picture when adjusting for measurement error. We also encourage the
survey researchers to think about how to best design and collect paradata so that
they are useful for methodological investigations.
For survey practitioners, we suggest that paradata should be built into data
collection efforts whenever possible, and that regular resources be dedicated to
analysis of paradata. This is because paradata have been shown very useful in
improving and monitoring data collection processes for nonresponse error (see
Chapters 1 and 2). Measurement error has received less attention in this area, but
the limited use in monitoring interviewers proves promising. Additionally, timebased clarifications or probing, shown to be useful in web surveys, could be built
into interviewer-administered surveys, urging interviewers to provide clarifications when respondents take very long to answer a question, for example.
For supervisors of field interviewers, we encourage the development of systems that permits them to actively use results from paradata research into their
data collection work. For instance, supervisors could target retraining or monitoring toward interviewers who tend to have shorter than average interviews.
In general, paradata for purposes of measurement error investigation have a
variety of complexities. However, even simple analyses of paradata at highly aggregate levels can be informative about what is happening during a survey interview. We encourage further analysis of paradata to reveal their strengths and
weaknesses.
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