Multiresolution is investigated on the basis of shift-invariant spaces. Given a finitely generated shift-invariant subspace S of
§1. Introduction
In this paper we investigate multiresolution and wavelet decomposition in the multivariate situation. Our study is based on the theory of finitely generated shift-invariant spaces. Certain basic questions concerning multiresolution are addressed and solved. Orthogonal wavelets are constructed explicitly under almost the weakest assumptions. When the scaling function is skew-symmetric about some point, orthogonal wavelets and prewavelets are constructed in such a way that they possess certain desirable properties.
Refinable shift-invariant spaces constitute an appropriate setting for wavelet theory.
Given a linear space S of (complex-valued) functions defined on IR d , we say that S is shift-invariant if, for any s ∈ S and j ∈ Z Z d , the shift s(· − j) of s is also in S; we say that S is refinable if, for any s ∈ S, its dyadic dilate s(·/2) is also in S. 
, we define S(φ) to be the smallest closed shift-invariant subspace of
We say that φ is refinable if S(φ) is. A refinable function is also called a scaling function.
Most methods used in wavelet decompositions rely on the notion of multiresolution as introduced by Mallat [32] and Meyer (see [33] ). Here we shall adopt the definition of multiresolution put forward by de Boor, DeVore, and Ron in [6] , which is a generalization of the definition given by Mallat and Meyer. Let S be a shift-invariant subspace of L 2 (IR d ).
For k ∈ Z Z, let S k be the 2 k -dilate of S:
We say that {S k } k∈Z Z forms a multiresolution of L 2 (IR d ) if the following conditions are satisfied:
Evidently, the condition (i) is equivalent to saying that S is refinable.
In [32] and [33] , the space S was assumed to be S(φ) for some function φ ∈ L 2 (IR d ).
Moreover, φ was assumed to have stable shifts. We also denote by 0 (Z Z (see e.g., [33, Chap. 2] ) that (1.1) is equivalent to the following condition:
for almost all ξ ∈ IR d .
See the work of Jia and Micchelli ([24] and [25] ) for a characterization of the stability of the shifts of a finite number of functions in L p (IR d ) 1 ≤ p ≤ ∞. When p = 2, their results were generalized by de Boor, DeVore, and Ron in [5] .
If φ ∈ L 2 (IR d ) has stable shifts, then φ * a is well defined for any a ∈ 2 (Z Z d ), and S(φ)
can be characterized as the space { φ * a : a ∈ 2 (Z Z d ) }. In particular, φ is refinable if and only if φ satisfies a refinement equation
is called the refinement mask. In the case when d = 1 and the (refinement) mask is finitely supported, the stability of the shifts of φ was characterized by Jia and Wang [27] in terms of the mask.
Of fundamental importance in multiresolution analyses is the following question. 
where IN is the set of natural numbers, |x| denotes the Euclidean norm of x, and C m are positive constants which might depend on m. In the work of Jia and Micchelli [25] , the aforementioned regularity conditions were relaxed so that φ is only required to satisfy
Various improvements of the above results were made in [31] and [39] . But the ultimate solution to the question concerning multiresolution was obtained by de Boor, DeVore, and Ron in [6] . Their results can be stated as follows.
Theorem 1.1. Let S = S(φ) be the shift-invariant subspace generated by a function φ ∈ L 2 (IR d ), and let S k be the 2 k -dilate of S for k ∈ Z Z. If, in addition, φ is refinable, then
is a set of measure zero, where
Note that in Theorems 1.1 and 1.2 φ is not assumed to have stable shifts. In fact, it was proved earlier in [25] that the union of
φ is refinable, φ satisfies (1.3), andφ(0) = 0.
In this paper we investigate multiresolution induced by finitely generated shiftinvariant (FSI) spaces. A shift-invariant space is said to be finitely generated if it is generated by a finite number of functions. Let Φ be a finite set of functions in L 2 (IR d ).
By S(Φ) we denote the smallest closed shift-invariant subspace of
We say that Φ provides an orthonormal (resp. stable) basis for a shift-invariant space S if S(Φ) = S and the shifts of the functions in Φ are orthonormal (resp. stable). As we shall see, Theorem 1.1 has an easy extension to FSI spaces. In the next section we extend Theorem 1.2 to FSI spaces. Note that the method used in [6] The construction of univariate orthogonal wavelets is relatively simple (see, e.g., [32] and [33] ). Let φ be a function in L 2 (IR) having orthonormal shifts. If φ satisfies the refinement equation
then the function
provides an orthonormal basis for the wavelet space W , where we have used the notation a to denote the complex conjugate of a complex number a. Daubechies in [15] constructed smooth scaling functions of compact support having orthonormal shifts and then applied the above method to obtain smooth orthogonal wavelets of compact support. A construction similar to the one given above was used by Chui and Wang ( [7] and [8] ), and Micchelli [34] to produce prewavelets.
In the multivariate case (d > 1), if the scaling function is a tensor product of univariate functions, then the construction of orthogonal wavelets is also straightforward (see e.g., [40] ). However, when the scaling function is not a tensor product of univariate functions, the construction of wavelets is much more complicated than the construction of wavelets in one variable. Under the conditions that φ has stable shifts and satisfies the regularity condition (1.2), Gröchenig [19] first proved the existence of orthogonal wavelet sets (see also [33, p. 92] ). Under a weaker condition Jia and Micchelli [26] gave another proof of the existence of orthogonal wavelet sets. But these proofs are not constructive. In [6] , assuminĝ φ = 0 a. e. , de Boor, DeVore, and Ron gave an explicit construction of orthogonal wavelet sets. But their construction does not cover all the cases considered in [26] . In Section 3,
we will give a simple construction of orthogonal wavelets provided
We will also discuss how to construct wavelets when S is generated by a finite number of functions. This discussion extends the previous results in [18] and [35] . Also see [13] and [23] for nonorthogonal wavelet decompositions associated with refinable FSI spaces.
Following the approach of Jia and Micchelli in [25] and [26] , we shall establish our results of wavelet decomposition on the basis of the notion of extensibility. See [36] for an exposition of the work of Jia and Micchelli. Section 4 is devoted to a discussion of extensibility. More precisely, we shall reduce the problem of wavelet decomposition into a problem of matrix extension. The latter problem can be formulated as follows. Given a vector whose components are functions on the unit sphere, find a matrix whose entries are also functions on the sphere such that the matrix is always nonsingular, and has the given vector as its first row. If the entries of the matrix are only required to be measurable, then the extension problem can be easily solved. The disadvantage of using merely measurable functions in wavelet decomposition is that usually we can say nothing about the decay of the resulting wavelets. To have some control of the decay of the wavelets, we must require that the entries of the matrix be continuous. Thus, one is led to the deep theory of vector fields on spheres. In view of this theory, we shall see that there is no universal way of constructing wavelets except for some special cases. One exceptional but important class of scaling functions is the class of symmetric functions in the low dimensions (d ≤ 3).
For this class of scaling functions Riemenschneider and Shen in [37] and [38] gave a very useful construction of orthogonal wavelet and prewavelet sets. (Also see [9] .) Simple constructions of wavelets were given in [30] , [39] , and [6] for those scaling functions whose
Fourier transforms are positive almost everywhere.
The discussion in Section 4 suggests that the intrinsic properties of the scaling functions must be employed in order to construct wavelets with certain decay rates. The property of a scaling function being symmetric not only has physical significance (see [15] and [8] ), but also is useful in the construction of wavelets and prewavelets. In Section 5
we shall give an explicit construction of wavelets with certain decay rates and compactly supported prewavelets for scaling functions that are skew-symmetric about some point in IR d , where the space dimension d can be arbitrary. In particular, orthogonal wavelets generated by box splines in IR d will be discussed. §2. Multiresolution
In this section we investigate multiresolution of L 2 (IR d ) based on FSI spaces. We give a complete solution of questions concerning the density of the union and the triviality of the intersection of the dyadic sequence of an FSI space used in multiresolution. This is an extension of the corresponding result in [6] to FSI spaces. Theorem 1.1 has an easy extension.
, and let S k be the
is a set of measure zero. 
Our proof of Theorem 2.2 is based on the following lemma. [12] , [33] , and [39] ). By Lemma 2.3, it suffices to prove the theorem for the case when Φ = {φ 1 , . . . , φ n } and the shifts of φ 1 , . . . , φ n are orthonormal.
. The theorem will be established if we can prove 
Let f be such a function. Then P k f can be expressed as
Since the shifts of φ 1 , . . . , φ n are orthonormal, we deduce from the above equality that
If f is supported in the cube [−R, R] d for some R > 0, then by the Cauchy-Schwartz inequality we have that for k < 0, |k| sufficiently large,
where
Now (2.1) follows by letting k → −∞ in (2.2).
In order to prove Lemma 2.3, we first establish an auxiliary result concerning linear homogeneous equations with the coefficients being measurable functions. To this end, let X be a nonempty set, and let M be a σ-algebra on X. Then (X, M) is a measurable space and the sets in M are called measurable sets. A function f : X → C is called measurable if the preimage of any open set in C under f is measurable.
Lemma 2.4. Let A = (a jk ) 1≤j≤m,1≤k≤n be a matrix of measurable functions on (X, M).
If n > m, then there exist measurable functions u 1 , . . . , u n such that for almost all x ∈ X,
Proof. For a subset J of {1, . . . , m} and a subset K of {1, . . . , n} we denote by A(J, K) the matrix (a jk ) j∈J,k∈K . To each pair (J, K) we associate a set E(J, K) as follows. If #J = #K, where #J denotes the number of elements in J, let E(J, K) be the empty set;
otherwise, let
It is easily seen that E(J, K) is a measurable set and
where J and K run over all possible subsets of {1, . . . , m} and {1, . . . , n}, respectively.
We can find measurable subsets F (J, K) of E(J, K) such that X is the disjoint union of F (J, K). We shall define u 1 , . . . , u n piecewise on each set F (J, K). For this purpose we
A(x) is the zero matrix for every x ∈ F (J, K). In this case, set
in a unique way such that for all j ∈ J,
But rank(A(x)) = #J, hence the above equality is true for all j = 1, . . . , m. The functions
on X as follows:
Since X is the disjoint union of the measurable sets F (J, K), each u k is well defined and is measurable. Clearly, (u k ) 1≤k≤n satisfies (2.3) and (2.4).
The proof of Lemma 2.3 also relies on the basic theory of shift-invariant spaces. Let us first recall the bracket product notation, which was introduced in [25] and refined in
has a Fourier series expansion:
The Fourier coefficients c α (f, g) can be easily found:
where f, g denotes the inner product of f, g in L 2 (IR d ). Three useful facts can be easily derived from the above discussion. First, the shifts of
, then the function f * given bŷ
generates S(f ) and has orthonormal shifts.
We also need the following characterization of PSI spaces (see [20] and [4] ). Let S(φ)
be the PSI space generated by a single function
belongs to S(φ) if and only iff = τφ for some 2π-periodic function τ . In particular, φ is refinable if and only if φ(2·) = ηφ for some 2π-periodic function η.
Proof of Lemma 2.3:
The proof proceeds by induction on n. If Φ contains only one
, then we define ψ as follows:
elsewhere.
Clearly,
Hence ψ ∈ L 2 (IR d ) and the shifts of ψ are orthonormal. Moreover,
This shows that φ ∈ S(ψ), and hence S(φ) ⊆ S(ψ).
. By induction hypothesis, there exist
and the shifts of ψ 1 , . . . , ψ n−1 are orthonormal. We may assume that φ n is orthogonal to S(ψ 1 , . . . , ψ n−1 ), for otherwise we may replace φ n by φ n − P φ n , where P φ n is the orthogonal projection of φ n on the space S(ψ 1 , . . . , ψ n−1 ). It follows that
Consider the set
Evidently, the set Y is measurable. Let
where e 1 denotes the d-vector (1, 0, . . . , 0). Consider the matrix A = (a jk ) 1≤j≤n−1,1≤k≤n .
In what follows, for a given matrix B, we denote by B and B T the complex conjugate and the transpose of B, respectively. By Lemma 2.4, we can find measurable functions
and
We define a function g on IR d as follows:
The function g was constructed in such a way that g is measurable and possesses the following two properties:
(a) [g,ψ j ] = 0 for j = 1, . . . , n − 1, and
Now let ψ n be the function defined by the rulê
Then ψ n is measurable and [ψ n ,
n , we have φ n ∈ S(ψ n ). This together with (2.5) implies
The proof of Lemma 2.3 is complete, and so is that of Theorem 2.2. are incomparable. For example, if φ is defined on IR by the rulê
Then φ is a refinable function satisfying the condition (2.6). However,
is not a set of measure zero. On the other hand, if φ is given by the formulâ
Then φ is also refinable. In this case the condition (2.7) is satisfied, but [φ,φ](ξ) = 0 for
Remark 2.6. Multiresolution based on non-dyadic dilations of PSI spaces was investigated in [26] and [31] . Theorems 2.1 and 2.2 can be extended to such a situation. Let T be a nonsingular matrix whose entries are all integers. Assume that the spectral radius of T −1 is less than 1. Let S be an FSI subspace of L 2 (IR d ) and let
Then ∩ k∈Z Z S k = {0} still holds. To see this, we may assume that Φ consists of functions whose shifts are orthonormal. Consequently, an argument similar to that used in the proof of Lemma 2.2 tells us that 
This section is devoted to a study of the existence and construction of orthogonal wavelets. We shall give an explicit construction of orthonormal wavelet bases for
provided that the conditions (2.6) and (2.7) are satisfied.
Let φ be a function in L 2 (IR d ). As before, S(φ) denotes the PSI space generated by φ, and S k is the 2 k -dilate of S(φ) (k ∈ Z Z). We assume that φ is refinable, i.e., S 0 ⊂ S 1 .
The wavelet space W is defined as the orthogonal complement of S 0 in S 1 . Our goal is to find a subset Ψ of W such that Ψ provides an orthonormal basis for W . If Ψ is such a set,
There has been an extensive study of the existence of orthogonal wavelet sets (see Section 1 for a brief discussion of the related literature). In the multivariate case, Jia and
Micchelli ([25] and [26] ) considered the construction of orthogonal wavelets and prewavelets under the conditions that the function φ has stable shifts and the periodization
de Boor, DeVore, and Ron in [6] investigated this problem under the assumption thatφ = 0 almost everywhere. Their assumption is too restrictive for some interesting wavelets such as the Meyer wavelet (see [16, p. 137] ) whose Fourier transform is compactly supported. Moreover, their study does not cover the results of [25] and [26] .
Here is an example. Let φ be a function on IR defined by its Fourier transform:
Thenφ is compactly supported, but φ satisfies all the conditions required in [25] .
In our opinion, (2.6) is an appropriate condition for the wavelet decomposition. We assume that (2.6) holds throughout this section. Let φ * be the function given bŷ
Then S(φ * ) = S(φ) and φ * has orthonormal shifts. Thus, without loss of any generality, we may assume from the beginning that φ has orthonormal shifts.
Let g be a 2π-periodic function whose restriction to [0, 2π) d belongs to L 1 . Then g can be expanded into a Fourier series. We simply write
to indicate the fact that the sum on the right-hand side is the Fourier series of g. In particular, if a ∈ 2 (Z Z d ), then there exists a unique function g such that (3.1) holds, and in this case the sum on the right-hand of (3.1) converges to g in the L 2 -norm. Often we write (3.1) in another form:
and p is the function on T d defined by p(e iξ ) = g(ξ) for ξ ∈ IR d . We say that p is the symbol of a, and a the coefficient sequence in the Laurent expansion of p. The symbol of a sequence a is often denoted byã.
Let E = E d be the set of all extreme points of the unit cube [0, 1] d , i.e.,
This affects a decomposition of the lattice
Since φ is refinable, it satisfies a refinement equation
) is the refinement mask. Let
Then S 1 = S(Φ), where Φ = {φ µ : µ ∈ E}. Using the functions φ µ (µ ∈ E), we can rewrite
where b µ (µ ∈ E) are the sequences in 2 (Z Z d ) given by
Taking the Fourier transforms of both sides of (3.3), we obtain
where p µ (µ ∈ E) are the Laurent series given by
Since φ has orthonormal shifts, [φ,φ] = 1 a. e., so it follows that
where δ µν denotes the Kronecker symbol. We can deduce from (3.4) and (3.5) that
(µ ∈ E). Each ψ µ has a representation of the form
The following theorem plays a prominent role in wavelet decompositions (see [33, p. 84] and [25, Theorem 7.1]). Step 1. Find p µ (µ ∈ E) by the equation p µ (z) :
Step 2. Find p µν ∈ L ∞ (T d ) (µ, ν ∈ E) such that p 0ν = p ν for all ν ∈ E and that the matrix p µν (z) µ,ν∈E is unitary for almost every z ∈ T d .
Step 3. Expand p µν into the Laurent series:
Step 4. Set ψ µ := ν∈E 2 d/2 φ ν * b µν for all µ ∈ E \ {0}, where φ ν = φ(2 · −ν), ν ∈ E.
Then {ψ µ (· − α) : µ ∈ E \ {0}, α ∈ Z Z d } forms an orthonormal basis for the wavelet space
The above algorithm reduces the problem of wavelet decomposition into the problem of completing a unitary matrix with the first row given. In order to investigate this matrix problem, we first recall some basic facts about Househoulder matrices (see, e.g.,
[10, p. 152]).
Given a matrix A, its (complex) conjugate transpose is denoted by A * . If v is an n × 1 vector in C n , then vv * is an n × n matrix, and v * v is a nonnegative number. For a nonzero n × 1 vector v in C n , let H(v) be the Householder matrix given by
where I denotes the n × n identity matrix. It is easily verified that H(v) is both Hermitian and unitary.
Lemma 3.3. Let a = (a 1 , . . . , a n ) T be a nonzero vector in C n . Let ω ∈ IR be such that
where e 1 is the n × 1 vector (1, 0, . . . , 0) T , and a 2 := n j=1 |a j | 2 1/2 .
Proof. Write v := a + a 2 e iω e 1 . Then
We have
(3.10)
It follows that
This lemma is of particular interest when a 2 = 1. In this case,
Since H(v) is a unitary matrix, H(v)
Let diag{−e iω , 1, . . . , 1} denote the n×n diagonal matrix with −e iω , 1, . . . , 1 as its diagonal entries. Then the matrix
is unitary and has (a 1 , . . . , a n ) as its first row. We may express e iω in another form:
where σ is the function on C given by the rule
Note that σ is not a continuous function. Let us compute the (j, k)-entry a jk of the matrix A. It follows from (3.9) and (3.11) that
But v * v = 2(1 + |a 1 |) in view of (3.10). Thus, we find that for j > 1
The forgoing discussion is summarized in the following theorem.
and let a jk be given as in (3.12) when j > 1. Then (a jk ) j,k=1,...,n is a unitary matrix. provide an orthonormal basis for the wavelet space W , if p µν (µ ∈ E \ {0}, ν ∈ E) are chosen as follows:
While Theorem 3.5 gives a very general result, it has a serious shortcoming. The decay rates of the wavelets ψ µ (µ ∈ E \ {0}) are beyond our control, even when the scaling function φ has a certain decay rate. Let us take a closer look into this problem. If we want the sequences b µν in Algorithm 3.2 to be in 1 (Z Z d ), then the functions p µν must be continuous. But the discontinuous function σ was used in the above construction. It will be demonstrated in Section 4 that the use of discontinuous functions is unavoidable if the information about the intrinsic properties of the scaling function φ is not available.
Nevertheless, if some intrinsic properties of the scaling function φ are known, then it is possible to construct orthogonal wavelets having the same decay rates as φ does. The following example illustrates this point.
Example 3.6. Let φ be a function satisfying (2.6) and (3.2). Suppose in addition that φ is nonnegative almost everywhere. Then there exists a null set
Let F := (E + 2πZ Z) ∪ 2(E + 2πZ Z). Then F is also a null set. If ξ ∈ IR d \ F , we havê φ(ξ/2 + 2πα) ≥ 0 for all α ∈ Z Z d and [φ,φ](ξ/2) > 0; henceφ(ξ/2 + 2πβ) > 0 for some
With this β we deduce from (3.13) that
Since ξ / ∈ (E + 2πZ Z), we also haveφ(ξ + 4πβ) ≥ 0. This shows that p(e −iξ/2 ) ≥ 0 for almost every ξ ∈ IR d . Now (3.14) tells us that for almost every ξ ∈ IR d ,
Consequently, σ(p 0 ) = 1 and |p 0 | = p 0 . Therefore p µν are continuous functions as long as p ν are. Furthermore, if φ has orthonormal shifts and decays exponentially fast, then the wavelets ψ µ (µ ∈ E \ {0}) provided by Algorithm 3.2 also decay exponentially fast.
In the rest of this section we extend the preceding discussion to wavelet decompositions generated by a finite number of functions. This problem was studied by Goodman, Lee, and Tang [18] for the univariate situation, and by Micchelli [35] for the multivariate
We assume that the Gram matrix
is nonsingular almost everywhere. This assumption covers all the cases considered in [18] and [35] . From the general theory of shift invariant-spaces developed in [5] we see that there exists a finite subset Φ * of L 2 (IR d ) such that S(Φ * ) = S(Φ) and the shifts of the functions in Φ * are orthonormal. Thus, we may assume from the beginning that Φ has this property. This lemma can be proved as follows. Choose a measurable vector-valued function
The existence of v m+1 is guaranteed by Lemma 2.4. Continuing in this way, one can construct v m+1 , . . . , v n so that they satisfy the requirements of the lemma. §4. Extensibility
Having reduced the problem of wavelet decomposition to that of matrix extension, we shall devote this section to a study of the extensibility in an abstract setting. It turns out that this problem is closely related to the theory of vector fields on spheres.
Given a commutative ring R with identity, let R n be the free R-module of rank n ≥ 2.
We say that an element (p 1 , . . . , p n ) ∈ R n is extensible over R, if (p 1 , . . . , p n ) is the first row of some n × n invertible matrix over R. We are particularly interested in the rings of real-valued or complex-valued continuous functions on unit spheres.
For an integer n ≥ 2, let S n−1 be the (n − 1)-dimensional sphere
Let R be the ring of all real-valued continuous functions on S n−1 . Consider the functions
The row vector (p 0 , . . . , p n−1 ) is extensible over R only if n = 2, 4, or 8. This conclusion comes from Adams' theorem (see [1] ). Let ρ(n) − 1 be the maximal number of linearly independent tangent vector fields on S n−1 . Write n as n = a(n)2 c(n) 16 d(n) , where a(n), c(n), and d(n) are nonnegative integers, a(n) is odd, and 0 ≤ c(n) ≤ 3. Adams' theorem says that
Since (p 0 , . . . , p n−1 ) is extensible over R if and only if ρ(n) = n, Adams' theorem tells us that this happens if and only if n ∈ {2, 4, 8}. For n ∈ {2, 4, 8}, it is not difficult to complete In fact, the formula (4.1) tells us that for any even number n, there exists at least one continuous nowhere-vanishing vector field tangent to the unit sphere S n−1 .
Next, let us consider the ring of the complex-valued continuous functions on the sphere
Let f 0k (k = 0, . . . , n − 1) be the function defined by the rule
If n = 2, the 2 × 2 matrix
is unitary for every (z 1 , z 2 ) ∈ C 2 with |z 1 | 2 + |z 2 | 2 = 1. The following theorem deals with the case n > 2. Thus, f jk (j, k = 0, . . . , n − 1) may be viewed as functions of w on S 2n−1 . Write f jk = g jk + ih jk , where g jk and h jk are the real and imaginary parts of f jk , respectively. In
where each G jk is a 2 × 2 block:
We claim that det G(w) = 0 =⇒ det F (z) = 0.
In order to verify this claim, we fix z ∈ S n−1 C for the time being. Clearly, det G(w) = 0 implies that there exist ξ j , η j ∈ IR (j = 0, . . . , n − 1), not all zero, such that
It follows that n−1 j=0 ξ j g jk (w) − η j h jk (w) = 0 and
Hence det F (z) = 0. This verifies our claim. Thus, if det F (z) = 0 for every z ∈ S n−1 C , then det G(w) = 0 for every w ∈ S 2n−1 . It follows that (w 0 , . . . , w 2n−1 ) is extensible over the ring of real-valued continuous functions on S 2n−1 . By Adams' theorem, this happens only if 2n ∈ {4, 8}, i.e., n ∈ {2, 4}.
In the case n = 4 or 8, however, if a vector-valued function (f 00 , . . . , f 0,n−1 ) on S n−1 C enjoys a certain symmetry, then it is possible to complete such a vector to a nonsingular matrix. Here we describe without proof a construction essentially given by Riemenschneider and Shen (see [37] and [38] ). A mapping η from E d to itself is called admissible if η satisfies the following two conditions:
Admissible mappings on E d were constructed in [37] Let
Then (w µν ) µ,ν∈E is a unitary matrix with (ζ ν ) ν∈E as its first row. §5.
Construction of Wavelets and Prewavelets
The results in the previous section tell us that, in general, the intrinsic properties of the scaling function must be employed in order to construct wavelets with certain decay rates. In this section we are particularly interested in symmetric scaling functions. The property of a scaling function being symmetric has some nice consequences and enables us to give a simple and explicit construction of wavelets and prewavelets. We also discuss the construction of box spline wavelets in arbitrary dimension.
By virtue of Algorithm 3.2 we may concentrate on the problem of completing a given vector to a nonsingular matrix. Let p 1 , . . . , p n be complex-valued continuous functions on
Consider the mapping
. If the functions p 1 , . . . , p n are Hölder continuous on T d , then P is a Hölder continuous mapping on T d ; that is, there are some κ ∈ (0, 1] and a constant C > 0 such that
The Hausdorff dimension of T d and S n−1 C is d and 2n − 1, respectively. Thus, by a version of the Sard theorem (see e.g., [26] ), the image of the mapping P is a proper subset of
In other words, if d < 2n − 1, then there exists a point in S n−1 C outside the range of P . After an appropriate rotation if necessary, we may assume that this point is −e 1 , where e 1 denotes the n-vector (1, 0, . . . , 0). Now we are in a position to describe the results of Gröchenig [19] and Meyer [33, p. 92] in a slightly different way (also see [39] ). Let p 1 , . . . , p n be complex-valued continuous
Then the Gram-Schmidt orthogonalization procedure is performed to obtain a unitary matrix with (p 1 (z), . . . , p n (z)) as its first row.
A different construction was given in [26] . The following theorem is a slight modification of [26, Prop. 2.1].
Theorem 5.1. Let I be the n × n identity matrix, e the n × 1 vector (1, 0, . . . , 0) T , and t a complex number with |t| = 1.
Then Q(z) is a unitary matrix with (z 1 , . . . , z n ) as its first row.
Proof. First we compute (te − z) T (te −z) as follows:
Hence Q(z) is a unitary matrix. Moreover, the (1, 1)-entry of Q(z) is
We contend that the construction given in Theorem 5.1 has two advantages over those given by Gröchenig and Meyer. First, the matrix given in Theorem 5.1 is already unitary, so no further orthogonalization procedure is needed. Second, the matrix in (5.2) involves ε, which depends on the magnitude of the functions p j (j = 1, . . . , n). In contrast to this inconvenience, the construction given in (5.3) is universal, as long as z ∈ S n−1 C \ {ae}.
Theorem 5.1 can be applied to symmetric scaling functions. Given a function φ ∈
If, in addition, φ is refinable andφ = 0 a.e., then c φ must lie in Z Z d /2 (see [15] , [8] , and [38] ). Without loss of generality, we may assume that c φ ∈ E d /2. Let c := 2c φ . Then c ∈ E d and φ =φ(c − ·). Suppose that φ has stable shifts and satisfies the refinement equation (3.2). Then we have
Comparing (5.4) with (3.2), we find
When d ≤ 3, Riemenschneider and Shen ( [37] and [38] ) gave an explicit construction of orthogonal wavelet and prewavelet sets for the skew-symmetric scaling function φ. In this section we consider the problem of constructing wavelets and prewavelets for the skewsymmetric scaling function φ in arbitrary dimension. Let P be the mapping from T d to C E given by z → (p µ (z)) µ∈E . Since φ has orthonormal shifts, (3.6) holds. In other words, the range of P is contained in the sphere
Let e be the vector (δ 0ν ) ν∈E . It follows from (5.7) that p 0 = p c . Thus, if c ∈ E \ {0}, then
. Applying Theorem 5.1 to the current situation, we obtain the following results.
be a refinable function having orthonormal shifts. Let p µ (µ ∈ E) be given as in (5.6). If φ is skew-symmetric about some point c φ ∈ E d /2 \ {0}, then choosing
in Algorithm 3.2 produces an orthogonal wavelet set {ψ µ : µ ∈ E \ {0}}. If φ is skewsymmetric about the origin, then the choice
gives rise to an orthogonal wavelet set {ψ µ : µ ∈ E \ {0}}.
We note that the wavelets constructed here decay exponentially fast, if the scaling function φ does so.
If φ is a real-valued refinable function, then the refinement mask b is real-valued. In Unconditional spline bases for function spaces were constructed by Ciesielski [11] and Strömberg [40] in the early 1980's. More recently, cardinal spline wavelets and prewavelets were studied in [2] , [29] , [7] , [8] , and [34] . Box spline wavelets and prewavelets were investigated in [37] , [38] , [25] , [9] , [30] , and [39] . Let us recall the definition of box splines (see [3] ). Given a d × n integer matrix X of rank d ≤ n, the box spline B(·|X) is defined by the equation
Any box spline is refinable. Let x 1 , . . . , x n denote the columns of X. Then
It is well-known that the box spline B(·|X) has stable shifts if and only if X is unimodular,
i.e., any d × d submatrix of X has determinant −1, 0, or 1 (see [14] , [22] , and [24] ). Let
be the center of the box spline B(·|X). There is a unique vector v X ∈ Z Z d such that
Suppose that the matrix is unimodular. Then φ has orthonormal shifts and S(φ) = S(ρ). Moreover, φ decays exponentially fast at infinity. The function φ is also refinable:
where the mask a is given bỹ a(e −iθ ) =b(e −iθ )e
so it also decays exponentially fast (see [25] ). For µ ∈ Z Z d , let a µ (β) := a(µ + 2β) and
Then p µ (µ ∈ E) satisfy (3.6). We claim that there is no z ∈ T d such that p µ (z) = −δ 0µ
for all µ ∈ E. If c X / ∈ Z Z d , then c X − v X ∈ E d /2 \ {0}, so our claim is justified because (5.7)
is valid with c := 2(c X − v X ). If c X ∈ Z Z d , then v X = c X . In this case,b(e −iθ )e ic X ·θ are real numbers for θ ∈ IR d . Moreover, it was proved by Stöckler [39] that there is no θ ∈ IR d such thatb (e −i(θ+νπ) )e ic X ·(θ+νπ) < 0 for all ν ∈ E.
Hence there is no θ ∈ IR d such that a(e −i(θ+νπ) ) < 0 for all ν ∈ E. For µ, ν ∈ E, let p µν be given as in (5.8) , where p µ are given as in (5.10), and let a µν be the coefficient sequences in the Laurent expansions of p µν . Then the functions ψ µ := ν∈E φ ν * a µν , µ ∈ E \ {0},
constitute an orthogonal set of wavelets with exponential decay.
In the rest of this section we study the construction of prewavelet sets for symmetric scaling functions. Let us recall from [25] the general procedure for the construction of prewavelet sets. Step 1. Find p µ (µ ∈ E) by the equation p µ (z) :
Step 2. Find Laurent polynomials p µν (µ, ν ∈ E) such that p 0ν = p ν for all ν ∈ E and that the matrix p µν (z) µ,ν∈E is nonsingular for every z ∈ T d .
Step 3. Let ρ µ := ν∈E φ ν * b µν , where b µν are the coefficient sequences in the Laurent polynomials p µν , and φ ν = φ(2 · −ν).
Step 4. Setψ µ := [φ,φ]ρ µ − [ρ µ ,φ]φ, µ ∈ E \ {0}.
Then ψ µ (µ ∈ E \ {0}) are compactly supported and provide a stable basis for the wavelet space W .
In order to apply Algorithm 5.4 to symmetric scaling functions, we first establish some elementary results on determinants.
Lemma 5.5. Let (a 1 , . . . , a n ) ∈ C n \ {0}. It follows that ∆ 2 = 0.
Lemma 5.5 yields the following construction of prewavelets for symmetric functions. p ν , for µ = 0, ν ∈ E; ip µ , for µ ∈ E \ {0}, ν = 0; 1, for µ = ν ∈ E \ {0}; 0, elsewhere. If c φ = 0, let c = 2c φ and choose
for µ = 0, ν ∈ E; 1 − (p 0 + p c )/2, for µ = c, ν = 0; 1 + (p 0 + p c )/2, for µ = c, ν = c; −p µ , for µ ∈ E \ {0, c}, ν = 0; p µ , for µ ∈ E \ {0, c}, ν = c; 1, for µ = ν ∈ E \ {0, c}; 0, elsewhere.
