Abstract An open-source middleware named EigenKernel was developed for use with parallel generalized eigenvalue solvers or large-scale electronic state calculation to attain high scalability and usability . The middleware enables the users to choose the optimal solver, among the three parallel eigenvalue libraries of ScaLAPACK, ELPA, EigenExa and hybrid solvers constructed from them, according to the problem specification and the target architecture. The benchmark was carried out on the Oakforest-PACS supercomputer and reveals that ELPA, EigenExa and their hybrid solvers show a strong scaling The present research was partially supported by JST-CREST project of 'Development of an Eigen-Supercomputing Engine using a Post-Petascale Hierarchical Model', Priority Issue 7 of the post-K project and KAKENHI funds (16KT0016,17H02828). Oakforest-PACS was used through the JHPCN Project (jh170058-NAHI) and through Interdisciplinary Computational Science Program in Center for Computational Sciences, University of Tsukuba. The K computer was used in the HPCI System Research Projects (hp170147, hp170274, hp180079, hp180219). Several computations were carried out also on the facilities of the Supercomputer Center, the Institute for Solid State Physics, the University of Tokyo. property, while the conventional ScaLAPACK solver has a severe bottleneck in scalability. A performance prediction function was also developed so as to predict the elapsed time T as the function of the number of used nodes P (T = T (P )). The prediction is based on Bayesian inference and the test calculation indicates that the method is applicable not only to performance interpolation but also to extrapolation. Such a middleware is of crucial importance for application-algorithm-architecture co-design among the current , next-generation (exascale), and future-generation (post-Moore era) supercomputers.
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Introduction
Efficient computation with the current and upcoming (both exascale and post-Moore era) supercomputers can be realized by application-algorithmarchitecture co-design [1, 2, 3, 4, 5] , in which various numerical algorithms should be prepared and the optimal one should be chosen according to the target application, architecture and problem. For example, an algorithm designed to minimize the floating-point operation count can be the fastest for some combination of application and architecture, while another algorithm designed to minimize communications (e.g. the number of communications or the amount of data moved) can be the fastest in another situation. The present paper proposes a middleware that helps the user to select an optimal solver routine according to the target application and architecture. Figure 1 shows the concept of our middleware. There are several solver routines, P, Q, R, that provide equivalent mathematical function such as eigen-value computation, but use different algorithms. Consequently, they show different performance characteristics and the optimal routine depends not only on the applications denoted as A, B, C but also on the architectures denoted as X, Y, Z. Our middleware assists the user to use the optimal routine by preparing the following functions. First, it provides a unified interface to the solver routines. In general, different solvers have different user interface, such as the matrix distribution scheme, so the user is often required to rewrite the application program to switch from one solver to another. Our middleware absorbs this difference and frees the user from this troublesome task. Second, it outputs detailed performance data such as the elapsed time of each subroutine composing the solver. Such data will be useful for detecting the performance bottleneck and finding causes of it, as will be illustrated in this paper. In addition, a performance prediction function, which predicts the elapsed time of the solver routines from existing benchmark data prior to actual computations, will be provided. Such a function is constructed with Bayesian inference in this paper. Performance prediction will be valuable for choosing an appropriate job class in the case of batch execution, or choosing an optimal number of computational nodes that can be used efficiently without performance saturation. Moreover, performance prediction can also be used to realize auto-tuning, in which the user need not care about the job class and detailed calculation conditions. In this way, our middleware is expected to enhance the usability of existing solver routines and allows the users to concentrate on computational science itself.
Here we focus on a middleware for the generalized eigenvalue problem (GEP) with real-symmetric coefficient matrices, since GEP forms the numerical foundation of electronic state calculations. Some of the authors developed a prototype of such middleware on the K computer in 2015-2016 [6, 7] . After that, the code appeared at GITHUB as EigenKernel ver. 2017 [8] under the MIT license. It was confirmed that EigenKernel ver. 2017 works well also on Oakleaf-FX10 and Xeon-based supercomputers [6] . In 2018, a new version of EigenKernel was developed and appeared on the developer branch at GITHUB. This version can run on the Oakforest-PACS supercomputer, a new supercomputer equipping Intel Xeon Phi many-core processors. A performance prediction tool using Python is also being developed to be built into a future version of EigenKernel.
In this paper, we take up this version and discuss two topics. First, we show the performance data of various GEP solvers on Oakforest-PACS obtained using EigenKernel. Such data will be of interest on its own since Oakforest-PACS is a new machine and few performance results of dense matrix solvers on it have been reported; stencil-based application [9] and communicationavoiding iterative solver for a sparse linear system [10] were evaluated on Oakforest-PACS, but their characteristics are totally different from those of dense matrix solvers such as GEP solvers. Furthermore, we point out that one of the solvers has a severe scalability problem and investigate the cause of it with the help of the detailed performance data output by EigenKernel. This illustrates how EigenKernel can be used effectively for performance analysis.
Second, we describe the new performance prediction function implemented as a Python program. It uses Bayesian inference and predicts the execution time of a specified GEP solver as a function of the number of computational nodes. We present the details of the mathematical performance models used in it and give several examples of performance prediction results. It is to be noted that our performance prediction function can be used not only for interpolation but also for extrapolation, that is, for predicting the execution time at a larger number of nodes from the results at a smaller number of nodes. There is a strong need for such prediction among application users. This paper is organized as follows. The algorithm for the GEP, the GEP solvers adopted in EigenKernel, and the features of EigenKernel are described in Sec. 2. Sec. 3 is devoted to the scalability analysis of various GEP solvers on Oakforest-PACS, which was made possible with the use of EigenKernel. Sec. 4 explains our new performance prediction function, focusing on the performance models used in it and the performance prediction results in the case of extrapolation. Sec. 5 discusses the advantages and limitations of our performance prediction method, comparing it with some existing studies. Finally Sec. 6 provides summary of this study and some future outlook.
EigenKernel
EigenKernel is a middleware for GEP that enables the user to use optimal solver routines according to the problem specification (matrix size, etc.) and the target architecture. In this section, we first review the algorithm for solving GEP and describe the solver routines adopted by EigenKernel. Features of EigenKernel are also discussed.
Generalized eigenvalue problem and its solution
We consider the generalized eigenvalue problem
where the matrices A and B are M × M real symmetric ones and B is positive definite (B = I). The k-th eigenvalue or eigenvector is denoted as λ k or y k , respectively (k = 1, 2, ..., M ). The algorithm to solve (1) proceeds as follows. First, the Cholesky decomposition of B is computed, producing an upper triangle matrix U that satisfies
Then the problem is reduced into a standard eigenvalue problem (SEP) with the real-symmetric matrix of
When the SEP of Eq. (3) is solved, the eigenvector of the GEP is obtained by
The above explanation indicates that the whole solver procedure can be decomposed into the two parts of (I) the SEP solver of Eq. (3) and (II) the 'reducer' or the reduction procedure between GEP and SEP by Eqs. (2)(4)(5).
GEP Solvers and hybrid workflows
EigenKernel builds upon three parallel libraries for GEP: ScaLAPACK [11] , ELPA [12] and EigenExa [13] . Reflecting the structure of the GEP algorithm stated above, all of the GEP solvers from these libraries consist of two routines, namely, the SEP solver and the reducer. EigenKernel allows the user to select the SEP solver from one library and the reducer from another library, by providing appropriate data format/distribution conversion routines. We call the combination of an SEP solver and a reducer a hybrid workflow, or simply workflow. Hybrid workflows enable the user to attain maximum performance by choosing the optimal SEP solver and reducer independently.
Among the three libraries adopted by EigenKernel, ScaLAPACK is the de facto standard parallel numerical library. However, it was developed mainly in 1990's and thus some of its routines show severe bottlenecks on current supercomputers. Novel solver libraries of ELPA and EigenExa were proposed, so as to overcome the bottlenecks in eigenvalue problems. EigenKernel v.2017 were developed mainly in 2015-2016, so as to realize hybrid workflows among the three libraries. The ELPA code was developed in Europe under the tightcollaboration between computer scientists and material science researchers and its main target application is FHI-aims (Fritz Haber Institute ab initio molecular simulations package) [14], a famous electronic-state calculation code. The EigenExa code, on the other hand, was developed at RIKEN in Japan. It is an important fact that the ELPA code has routines optimized for X86, IBM BlueGene and AMD architectures [16] , while the EigenExa code was developed so as to be optimal mainly on the K computer. The above fact motivates us to develop a hybrid solver workflow so that we can achieve optimal performance for any problem on any architecture. EigenKernel supports only limited versions of ELPA and EigenExa, since the update of ELPA or EigenExa requires us, sometimes, to modify the interface routine without backward compatibility. EigenKernel v.2017 supports ELPA 2014.06.001 and EigenExa 2.3c. In 2018, EigenKernel was updated in the developer branch on GITHUB and can run on Oakforest-PACS. The benchmark on Oakforest-PACS in this paper was carried out by the code with the commit ID of 373fb83 that appeared at Feb 28, 2018 on GITHUB. The code is called the 'current' code hereafter and supports ELPA v. 2017.05.003 and EigenExa 2.4p1. Figure 2 shows the possible workflows in EigenKernel. The reducer can be chosen from the ScaLAPACK routine and the ELPA-style rourine , and the difference bewteen them is discussed later in this paper. The SEP solver for Eq. (3) can be chosen from the five routines: the ScaLAPACK routine denoted as ScaLAPCK, two ELPA routines denoted as ELPA1 and ELPA2 and two EigenExa routines denoted as Eigen s and Eigen sx. The ELPA1 and Eigen s routines are based on the conventional tridiagonalization algorithm like the ScaLAPACK routine but are different in their implementations. The ELPA2 and Eigen sx routines are based on non-conventional algorithms for modern architectures. Details of these algorithms can be found in the references (see [15, 16, 12] for ELPA and [17, 18, 19, 13] for EigenExa).
EigenKernel provides the seven solver workflows for GEP, which are listed as A, B, C, D, E, F, G in Table 1 . The names of the workflows are the same as those in our previous paper [6] .
Features of EigenKernel
As stated in Introduction, EigenKernel prepares basic functions to assist the user to use the optimal workflow for GEP. First, it provides a unified interface to the GEP solvers. When the SEP solver and the reducer are chosen from different libraries, the conversion of data format and distribution are also performed automatically by EigenKernel. Second, it outputs detailed performance data such as the elapsed times of internal routines of the SEP solver and reducer for performance analysis. The data file is written in JSON (JavaScript Object Notation) format. This data file is used by the performance prediction tool to be discussed in Sec. 4. The tool estimates the execution time of a specified GEP workflow as a function of the number of computational nodes.
In addition to these, EigenKernel has additional features so as to satisfy the needs among application researchers: (I) It is possible to build EigenKernel only with ScaLAPACK. This is because there are supercomputer systems in which ELPA or EigenExa are not installed. (II) The package contains a mini-application called EigenKernel-app, a stand-alone application. This miniapplication can be used for real researches, as in Ref. [7] , if the matrix data are prepared as files in the Matrix Market format. It is noted that there is another reducer routine called EigenExa-style reducer that appears in our previous paper [6] but is no longer supported by EigenKernel. This is mainly because the code (KMATH EIGEN GEV) [20] requires EigenExa but is not compatible with EigenExa 2.4p1. Since this reducer uses the eigendecomposition of the matrix B, instead of the Cholesky decomposition of Eq. (2), its elapsed time is always larger than that of the SEP solver. Such a reducer routine is not efficient, at least judging from the benchmark data of the SEP solvers reported in the previous paper [6] and in this paper.
Scalability analysis on Oakforest-PACS
In this section, we demonstrate how EigenKernel can be used for performance analysis. We first show the benchmark data of various GEP workflows on Oakforest-PACS obtained using EigenKernel. Then we analyze the performance bottleneck found in one of the workflows with the help of the detailed performance data output by EigenKernel.
Benchmarks data for different workflows
The benchmark test was carried out on Oakforest-PACS , so as to compare the elapsed time among the workflows. Oakforest-PACS is a massively parallel supercomputer operated by Joint Center for Advanced High Performance Computing (JCAHPC) [21] . It consists of 8,208 computational nodes connected by the Intel Omni-Path network. Each node has an Intel Xeon Phi 7250 manycore processor with 3TFLOPS of peak performance. Thus, the aggregate peak performance of the system is more than 25PFLOPS. In the present benchmark test, the MPI/OpenMP hybrid parallelism was used and the number of the used nodes P is set to be the number of processes in MPI. The maximum number of nodes in the benchmark is P = P max ≡ 2, 048, a quater of the whole system. The test numerical problem is 'VCNT90000' , which appears in ELSES matrix library [22] . The matrix size of the problem is M = 90, 000. The problem comes from the simulation of a vibrating carbon nanotube (VCNT) calculated by ELSES [23, 24] , a quantum nanomaterial simulator. The matrices of A and B in Eq. (1) were generated with an ab initio-based modeled (tight-binding) electronic-state theory [25] .
The calculations were carried out by the workflows of A, D, E, F and G in Table 1 1 . Table 2 shows the total elapsed time for the GEP solver, denoted as T (P ), and that only for the SEP solver, denoted as T SEP (P ), as the function of the number of used nodes P . The elapsed time for the reducer is defined as T red (P ) ≡ T (P ) − T SEP (P ) [6] .
The benchmark data is summarized in Fig. 3 . In Fig. 3(a) , all the workflows but A show a strong scaling property, in the sense that the elapsed time decreases with the number of nodes P . The optimal workflow seems to be D or F among the benchmark data. Here one finds that the workflow A, the pure ScaLAPACK workflow, shows a severe difficulty in scalability, because the speed-up is 'saturated' at P = 256. Although the same difficulty appears also in the benchmark data on the K computer [6] , there the speed-up saturation does not occur until P = 4, 096. Thus, the difficulty seems to be severer in the case of Oakforest-PACS. Figure 3(b) shows the elapsed time only for the SEP solver, which scales well up to P = 2, 048 for all the workflows. This indicates that the scalability problem in the workflow A stems from the reducer.
Scalability bottleneck in pure ScaLAPACK workflow
More detailed performance data are shown in Table 3 and in Fig. 4 for the workflow A or the pure ScaLAPACK workflow. The total elapsed time, denoted as T , is decomposed into six terms; the five terms are those for the ScaLAPACK routines of pdsytrd, pdsygst, pdstedc, pdormtr and pdotrf. The elapsed times for these routines are denoted as T (pdsygst) (P ), T (pdsytrd) (P ), T (pdstedc) (P ), T (pdotrf) (P ) and T (pdormtr) (P ), respectively. The elapsed time for the rest part is defined as
. These timing data are output by EigenKernel automatically in JSON format. Figure 4 indicates that the performance bottleneck is caused by the routine of pdsygst, in which the reduced matrix A ′ is generated by Eq. (4). A possible cause for the low scalability of pdsygst is the algorithm used in it, which exploits the symmetry of the resulting matrix A ′ to reduce the computational cost [26] . Although this is optimal on sequential machines, it brings about some data dependency and can cause a scalability problem on massively parallel machines. On the other hand, the ELPA reducer forms the inverse matrix U −1 explicitly and computes Eq. (4) directly using matrix multiplication [16] . While this algorithm is computationally more expensive, it has a larger degree of parallelism and can be more suited for massively parallel machines.
In principle, the performance analysis such as given here could be done manually. However, it requires the user to insert a timer into every internal routine and output the measured data in some organized format. Since EigenKernel takes care of these kinds of troublesome tasks, it makes performance analysis easier for non-expert users. In addition, since performance data obtained in practical computation is sometimes valuable for finding performance issues that rarely appears in development process, this feature can contribute to the co-design of software. Table 3 Measured elapsed times in seconds for the matrix problem of 'VCNT90000' solved by the workflow A on Oakforest-PACS. The elapsed times are measured as the function of the number of nodes P among the total solver time T (P ) and the six routines of T (pdsygst) (P ), T (pdsytrd) (P ), T (pdstedc) (P ), T (pdotrf) (P ), T (pdormtr) (P ), T (rest) (P ) 4 Performance prediction
The concept
This section proposes to use Bayesian inference as a tool for performance prediction, in which the elapsed time is predicted from teacher data or existing benchmark data. The importance of performance modeling and prediction has long been recognized by library developers. In fact, in a classical paper published in 1996 [27] , Dackland and Kågström write, "we suggest that any library of routines for scalable high performance computer systems should also include a corresponding library of performance models". However, there have been few parallel matrix libraries equipped with performance models so far. The performance prediction function to be described in this section will be incorporated in the future version of EigenKernel and will form one of the distinctive features of the middleware. Performance prediction can be used in a variety of ways. Supercomputer users should prepare a computation plan that requires estimated elapsed time, but it is difficult to predict the elapsed time from hardware specifications, such as peak performance, memory and network bandwidths and communication latency. The performance prediction realizes high usability since it can predict the elapsed time without requiring huge benchmark data. Moreover, the performance prediction enables an auto-optimization (autotuning) function, which selects the optimal workflow in EigenKernel automatically given the target machine and the problem size. Such high usability is crucial, for example, in electronic state calculation codes, because the codes are used not only among theorests but also among experimentalists and industrial researchers who are not familiar with HPC techniques.
The present paper focuses not only on performance interpolation but also on extrapolation, which predicts the elapsed time at a larger number of nodes from the data at a smaller number of nodes. This is shown schematically in Fig. 5 . An important issue in the extrapolation is to predict the speed-up 'saturation', or the phenomenon that the elapsed time may have a minimum, as shown in Fig. 5 . The extrapolation technique is important, since we have only few opportunities to use the ultimately large computer resources, like the whole system of the K computer or Oakforest-PACS. A reliable extrapolation technique will encourage real researchers to use large resources.
Performance models
The performance prediction will be realized, when a reliable performance model is constructed for each routine, so as to reflect the algorithm and architecture properly. The present paper, as an early-stage research, proposes three simple models for the elapsed time of the j-th routine T (j) as the function of the number of nodes (the degrees of freedom in MPI parallelism) P ; the first proposed model is called generic three-parameter model and is expressed as
with the three fitting parameters of {c
stand for the time in ideal strong scaling or in non-parallel computations, respectively. The model of
is known as Amdahl's relation [28] . The term of T (j) 3 stand for the time of MPI communications. The logarithmic function was chosen as a reasonable one, since the main communication pattern required in dense matrix computations is categorized into collective communication (e.g. MPI Allreduce for calculating inner product of a vector), and such communication routine is often implemented as a sequence of point-to-point communications along with a binary tree, whose total cost is proportional to log 2 P [29] .
The generic three-parameter model in Eq. (6) can give, unlike Amdahl's relation, the minimum schematically shown in Fig. 5 . It is noted that the real MPI communication time is not measured to determine the parameter c (j) 3 , since it would require detailed modification of the source code or the use of special profilers. Rather, all the parameters {c (j) i } i=1,2,3 are estimated simultaneously from the total elapsed time T (j) using Bayesian inference, as will be explained later.
The second proposed model is called generic five-parameter model and is expressed as
with the five fitting parameters of {c
4 (∝ P −2 ) is responsible for the 'super-linear' behavior in which the time decays faster than T (j) 1 (∝ P −1 ). The super-linear behavior can be seen in several benchmarks data [30] . The term of T (j) 5 (∝ log P/ √ P ) expresses the time of MPI communications for matrix computation; when performing matrix operations on a 2-D scattered M × M matrix, the size of the submatrix allocated to each node is (M/ √ P ) × (M/ √ P ). Thus, the communication volume to send a row or column of the submatrix is M/ √ P . By taking into account the binary tree based collective communication and multiplying log P , we obtain the term of T in Eq. (6) is replaced by a linear function;
The model is called linear-communication-term model. We should say that this model is fictitious, because no architecture or algorithm used in real research gives a linear term in MPI communication, as far as we know. The fictitious three-parameter model of Eq. (13) was proposed so as to be compared with the other two models. Other models for MPI routines are proposed [31, 32] , and comparison with these models will be also informative, which is one of our future works.
Parameter estimation by Bayesian inference
Bayesian inference was carried out under the preknowledge that each term of {T
(j)
i } i is a fraction of the elapsed time and therefore each parameter of {c The procedure of Bayesian inference was carried out for the logscale variables (x, y) ≡ (log P, log T ), instead of the original variable of (P, T ). The prediction on the logscale variables means the uncertainty appears as relative error and is suitable to the present problem, because the data of (P, T ) lie across a wide range of digits. The prediction on the original variable results in a huge relative error for data with a large number of nodes. (III) Here the uncertainty is given by the normal distribution characterized by the standard deviation σ (j) . The parameter σ (j) is also treated as a probability distribution and its prior distribution is set to be the uniform one in the interval of [0, σ limit ] with a given value of the upper bound σ (j) limit = 0.5. In this paper, Bayesian inference is carried out by the MCMC iterative procedure. The MCMC procedure consumed only one or a couple of minute(s) Table 4 Measured elapsed times in seconds for the matrix problem of 'VCNT22500' solved by the workflow A on the K computer. The elapsed times are measured as a function of the number of nodes P for the total solver time T (P ) and the six routines of T pdsygst (P ), T pdsytrd (P ), T pdstedc (P ), T pdotrf (P ), T pdormtr (P ), Trest(P ) i } i , σ (j) and the elapsed time of T (j) (P ) and form approximate probability distributions for each quantity. The MCMC iterative procedure was carried out for each routine independently and its total iteration number is set to be n MC = 10 5 . In the prediction procedure of the j-th routine, each iterative step gives the set of parameter values of {c
(j) and the elapsed time of T (j) (P ), according to the selected model. We discarded the data in the first n (early) MC = n MC /2 steps, since the Markov chain has not converged to the stationary distribution during such early steps. After that, the sampling data were picked out with an interval of n interval = 10 steps. The number of the sampling data, therefore, is n sample = (n MC − n (early) MC )/n interval = 5000. Hereafter the index among the sample data is denoted by k (≡ 1, 2, . . . , n sample ). The k-th sample data consist of the set of the values of {c
(j) and T (j) (P ) and these values are denoted as {c
..,n sample form the histogram or the probability distribution for T (j) (P ). The probability distributions for the model parameters of {c (j)
i } i are obtained in the same manner and will appear later in this section. The sample data for the total elapsed time is given by the sum of those over the routines;
Finally, the median and the upper and lower limits of 95 % Highest Posterior Density (HPD) interval are obtained from the histogram of {T [k] (P )} k as the predicted values.
Results
The prediction results are demonstrated in Fig. 6 . The computation was carried out on the K computer for the matrix problem of 'VCNT22500', which ap-pears in ELSES matrix library [23] . The matrix size is M = 22, 500. The workflow A, pure ScaLAPACK workflow, was used with the numbers of nodes for P = 4, 16, 64, 256, 1024, 4096, 10000. The elapsed times were measured for the total elapsed time of T (P ) and the six routines of T (pdsygst) (P ), T (pdsytrd) (P ), T (pdstedc) (P ), T (pdotrf) (P ), T (pdormtr) (P ) and T (rest) (P ). The values are shown in Table 4 . The measured data of the total elapsed time of T (P ) shows the speed-up 'saturation' or the phenomenon that the elapsed time shows a minimum at P = 1024. The saturation is reasonable from HPC knowledge, since the matrix size is on the order of M = 10 4 and efficient parallelization can not be expected for P ≥ 10 3 . Figures 6(a)-(c) shows the result of Bayesian inference, in which the teacher data is the measured elapsed times of the six routines of T (pdsygst) (P ), T (pdsytrd) (P ), T (pdstedc) (P ), T (pdotrf) (P ), T (pdormtr) (P ) and T (rest) (P ) at P = 4, 16, 64. In the MCMC procedure, the value of c has a peak at c
4 , the term of T
4 (P ) in Eq. (11), the super-linear term, should be important. The contribution at P = 10, for example, is estimated to be T 4 (P = 10) = c 4 /P 2 ≈ (2.3 × 10 4 )/10 2 ≈ 2 × 10 2 . The above observation is consistent with the fact that the measured elapsed time shows the super-linear behavior between P = 4, 16 (T (P = 4)/T (P = 16)=(1872.7 sec)/(240.82 sec) ≈ 7.78) and the generic five-parameter model reproduces the teacher data, the data at P =4, 16, 64, better than the generic three-parameter model. Figure 7 shows the detailed analysis of the performance prediction in Fig. 6 . Here the performance prediction of T (pdsytrd) and T (pdsygst) is focused on, since the total time is dominated by these two routines, as shown in Table 4 . 
Discussion on performance prediction
This subsection is devoted to discussions on the present performance prediction method.
Comparison with conventional least squares method
In the field of data fitting or modeling, the least squares method is by far the most frequently used approach. This applies also to the performance modeling of matrix libraries. In fact, most of the recent studies on performance modeling [33, 34, 35, 36] rely on the least squares method to fit the model parameters. We therefore show the fitting result by the conventional least squares method in Fig. 8(a) , so as to clarify the difference from that by the present method. The data for VCNT22500 on the K computer is used. The total elapsed time of T (P ) in Table 4 was fitted within the generic three-parameter model of Eq. (6) .
Fitting by the least squares method was carried out with the teacher data at P = 4, 16, 64 and determines the parameters, uniquely, as (c 1 , c 2 , c 3 ) = (c
) ≡ (10625.707, −1144.167, 260.003). Here one finds that the fitted value of c 2 is negative, since the method ignores the preknowledge of the non-negative condition (c 2 ≥ 0), unlike the present Bayesian inference. The fitted elapsed times in Fig. 8(a) reproduce the measured values exactly at P = 4, 16, 64 but are deviated severely from the measured values at P ≥ 256. Note that the least squares procedure used here can be viewed as a special case of the Bayesian inference with the teacher data at P = 4, 16, 64, where the input parameters are determined without uncertainty and no non-negativity constraints are imposed on them. In fact, the same result can be obtained in the framework of the MCMC procedure, if the parameters of {c i } i are set to be the interval of [−c lim , c lim ] with c lim = 10 5 and that for σ is set to be the interval of [0, σ lim ] with σ lim = 10 −5 . The above prior distribution means that the non-negative condition (c i ≥ 0) is ignored and the method is required to reproduce the teacher data exactly (σ lim ≈ 0). The MCMC procedure was carried out for the variables (x, T ) ≡ (log P, T ), unlike in Sec. 4.3, because the non-negative condition is not imposed on T and we cannot use y ≡ log T as a variable. We confirmed the above statement by the MCMC procedure. As results, the median is located at (c 1 , c 2 , c 3 ) = (c
) and the width of the 95 % Highest Posterior Density (HPD) interval is 10 −3 or less for each coefficient.
The conventional fitting procedure was carried out also, when all the measured elapsed time data were used as the teacher data. The fitting procedure determines the parameters, uniquely, as (c 1 , c 2 , c 3 ) = (8322.871, −299.038, 48.679). Here one find that the fitted value of c 2 is negative and the predicted time is negative at several number of nodes, such as T (P = 171) = −0.077 s.
Limitation of the present models
Although the generic five-parameter model seems to be the best among the three proposed models, the model is still limited in applicability. Figure 8(b) shows the performance prediction by the five-parameter model for the benchmark data by the workflow A in Fig. 4 , a data for the problem of 'VCNT90000' on Oakforest-PACS. The data at P = 16, 32, 64, 128 are the teacher data. In the present case, the upper limit is set to c i(lim) . The predicted data fails to reproduce the local maximum at P = 64 in the measured data, since the model can have only one (local) minimum and no (local) maximum. If one would like to overcome the above limitation, a candidate for a flexible and useful model may be one with case classification;
where
model (P ) and T (β) model (P ) are considered to be independent models and the threshold number of P c is also a fitting parameter. A model with case classification will be fruitful from the algorithm and architecture viewpoints. An example is the case where the target numerical routine switches the algorithms according to the number of used nodes. Another example is the case where the nodes in a rack are tightly connected and parallel computation within these nodes is quite efficient. From the application viewpoint, however, the prediction in Fig. 8(b) is still meaningful, since the extrapolation implies that an efficient parallel computation cannot be expected at P ≥ 128.
Discussions on methodologies and future aspect
This subsection is devoted to discussion on methodologies and future aspects.
(I) The proper values of c appears, when the elapsed time of the j-th routine is governed only by the i-th term of the given model (T (j) (P ) ≈ T i (P ) (j) ). We consider, for example, the case in which the first term is dominant (T (j) (P ) ≈ c 1(lim) ≥ P T (j) (P ) among the teacher data of (P, T (j) (P )). The locality of c
1(lim) should be checked for the posterior probability distribution. We plan to use the method in a future version of our code.
(II) In parallel computations, the elapsed times may be different among multiple runs, because the geometries of the used nodes are in general not equivalent. Such uncertainty of the measured elapsed time can be treated in Bayesian inference by, for example, setting the parameter σ (j) lim appropriately based on the sample variance of the multiple measured data or other preknowledge. In the present paper, however, the optimal choice of σ (j) lim is not discussed and is left as a future work.
(III) It is noted that ATMathCoreLib, an autotuning tool [37, 38] , also uses Bayesian inference for performance prediction. However, it is different from our approach in two aspects. First, it uses Bayesian inference to construct a reliable performance model from noisy observations [39] . So, more emphasis is put on interpolation than on extrapolation. Second, it assumes normal distribution both for the prior and posterior distributions. This enables the posterior distribution to be calculated analytically without MCMC, but makes it impossible to impose non-negative condition of c i ≥ 0.
(IV) The present method uses the same generic performance model for all the routines. A possible next step is to develop a proper model for each routine. Another possible theoretical extension is performance prediction among different problems. The elapsed time of a dense matrix solver depends on the matrix size M , as well as on P , so it would be desirable to develop a model to express the elapsed time as a function of both the number of nodes and the matrix size (T = T (P, M )). For example, the elapsed time of the tridiagonalization routine in EigenExa on the K computer is modeled as a function of both the matrix size and the number of nodes [36] . In this study, several approaches to performance modeling are compared depending on the information available for modeling, and some of them accurately estimate the elapsed time for a give condition (i.e. matrix size and node count). The use of such a model will given more fruitful prediction, in particular, for the extrapolation.
Summary and future outlook
We developed an open-source named middleware EigenKernel for the generalized eigenvalue problem that realizes high scalability and usability, responding to the solid need in large-scale electronic state calculations. Benchmark results on Oakforest-PACS shows the middleware enables us to choose the optimal scalable solver from ScaLAPACK, ELPA and EigenExa routines. We presented an example that the detailed performance data provided by EigenKernel helps users to detect performance issues without additional effort such as code modification. For high usability, a performance prediction function was proposed based on Bayesian inference and the Markov-Chain Monte-Carlo procedure. We found that the function is applicable not only to performance interpolation but also to extrapolation. For a future look, we can consider a system that gathers performance data automatically every time users call a library routine. Such a system could be realized through a possible collaboration with the supercomputer administrator and will give a greater prediction power to our performance prediction tool, by providing huge set of teacher data. The present approach is general and applicable to any numerical procedure, if a proper performance model is prepared for each routine. The middleware thus developed will form a foundation of the application-algorithm-architecture codesign.
