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Abstract
This thesis is a collection of ideas with the general goal of building, at least in the abstract,
a local fault-tolerant quantum computer.
The connection between quantum information and topology has proven to be an active
area of research in several fields. The introduction of the toric code by Alexei Kitaev
demonstrated the usefulness of topology for quantum memory and quantum computation.
Many quantum codes used for quantum memory are modeled by spin systems on a lattice,
with operators that extract syndrome information placed on vertices or faces of the lattice.
It is natural to wonder whether the useful codes in such systems can be classified. This
thesis presents work that leverages ideas from topology and graph theory to explore the
space of such codes. Homological stabilizer codes are introduced and it is shown that,
under a set of reasonable assumptions, any qubit homological stabilizer code is equivalent
to either a toric code or a color code. Additionally, the toric code and the color code
correspond to distinct classes of graphs.

v

Many systems have been proposed as candidate quantum computers. It is very desirable to design quantum computing architectures with two-dimensional layouts and low
complexity in parity-checking circuitry. Kitaev’s surface codes provided the first example
of codes satisfying this property. They provided a new route to fault tolerance with more
modest overheads and thresholds approaching 1%. The recently discovered color codes
share many properties with the surface codes, such as the ability to perform syndrome
extraction locally in two dimensions. Some families of color codes admit a transversal
implementation of the entire Cliﬀord group.
This work investigates color codes on the 4.8.8 lattice known as triangular codes.
I develop a fault-tolerant error-correction strategy for these codes in which repeated
syndrome measurements on this lattice generate a three-dimensional space-time combinatorial structure. I then develop an integer program that analyzes this structure and
determines the most likely set of errors consistent with the observed syndrome values.
I implement this integer program to find the threshold for depolarizing noise on small
versions of these triangular codes. Because the threshold for magic-state distillation is
likely to be higher than this value and because logical CNOT gates can be performed
by code deformation in a single block instead of between pairs of blocks, the threshold
for fault-tolerant quantum memory for these codes is also the threshold for fault-tolerant
quantum computation with them.
Since the advent of a threshold theorem for quantum computers much has been improved upon. Thresholds have increased, architectures have become more local, and gate
sets have been simplified. The overhead for magic-state distillation has been studied, but
not nearly to the extent of the aforementioned topics. A method for greatly reducing this
overhead, known as reusable magic states, is studied here. While examples of reusable
magic states exist for Cliﬀord gates, I give strong reasons to believe they do not exist for
non-Cliﬀord gates.
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Chapter 1
Introduction
Information is the resolution of
uncertainty.
Claude Shannon [CES]

1.1

A brief history of error correction

The idea of using redundancy to communicate information more eﬀectively is natural.
Be it the repeated phrases of two people conversing in a wind storm or the piling of
rocks to mark a trail, some form of encoding has been in use since antiquity. Before the
ideas of error correction could be formalized, a mathematical theory of information was
needed. Modern information theory was born in 1948 when Claude Shannon published
his seminal work, “A Mathematical Theory of Communication” [Sha48]. Even then,
information theory had much overlap with physics. Shannon’s measure of uncertainty,
or lack of information, is called entropy. Reportedly, the name was suggested by John
von Neumann due to its functional resemblance to the quantity of the same name in
statistical mechanics [Ent].

1

Chapter 1. Introduction
Having defined information, Shannon proceeded to study the transmission rates of
information sent over a noisy channel. While not providing explicit examples, he showed
the theoretical maximum transmission rate to which all codes must adhere. Richard
Hamming introduced error-correcting codes in the 1950’s with his famous 7-bit code.
Low-density parity-check (LDPC) codes were introduced in 1960 by Robert Gallager
[Gal63]. Asymptotically, these codes very nearly achieve the maximum transmission rate
identified by Shannon. The field of classical error correction continues to thrive with
myriad active research areas. Among these are list decoding [Sud00], polar codes [Ari08],
and the search for more eﬃcient decoders [ZAEM06].
In the past, the intrinsic uncertainty of quantum mechanics was seen as a hindrance
to classical information processing that would ultimately limit miniaturization of devices.
Many results have since shown that, at least in theory, quantum devices can be more
powerful than their classical counterparts. In 1984, Charles Bennett and Gilles Brassard
[BB85] showed that quantum mechanics provided an unconditionally secure method for
transmitting information. In 1992, David Deutsch and Richard Jozsa [DJ92] invented the
first quantum algorithm that was more eﬃcient than the best known classical algorithm.
The first non-relativized exponential speedup of a quantum algorithm over the bestknown classical algorithm was shown by Peter Shor in 1994 [Sho99]. His algorithm
provided an eﬃcient means to compute discrete logarithms and factor large numbers,
thereby threatening the public-key encryption schemes such as RSA [RSA78].
The skeptics, while having no qualms with Shor’s algorithm, thought that the inevitable errors in a quantum computer constructed to run such an algorithm would
render it useless [Lan95]. In response to these skeptics, Shor developed the first quantum
error correcting code [Sho95] the following year. Andrew Steane improved upon Shor’s 9qubit code with a more eﬃcient 7-qubit code [Ste96b] soon after. Raymond Laflamme et
al. and then Daniel Gottesman developed 5-qubit codes [LMPZ96, Got96]. These codes
were shown to be unitarily equivalent. They are also the smallest possible quantum
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error-correcting codes under modest assumptions [NC00]. Gottesman went on to invent
the stabilizer code formalism in the late 90’s, which helped unify the theory of quantum
error correction as well as make previous mathematical formalisms [CRSS98, KL97] more
accessible to physicists [Got97].
At this point it was apparent that errors in a quantum computer could be diagnosed
and corrected; however the machinery to perform such operations needed to be held to
the same standards as the qubits storing the encoded information. The Bacon-Shor codes
[Bac06] were introduced by Dave Bacon to ease the complexity demands of high-weight
error-correcting circuitry. These codes are an example of quantum subsystems codes
[Zan01, Kri05] which will be defined in Sec. 2.7.4. In the same spirit as Gottesman’s
pioneering work on stabilizer codes, David Poulin [Pou05] translated this mathematical
formalism to quantum subsystem stabilizer codes.
Rather than just storing information reliably we would like to be able to reliably
compute with it. This was addressed with the advent of fault-tolerant quantum computation (FTQC) [Sho96, ABO97, ABO99, Kit97a, Ste97, KLZ98, Pre98a, Pre98c]. A
fault-tolerance threshold provides a guarantee of reliable computation provided that all
components fail with probability less than the threshold. Since then, many fault-tolerant
schemes have been developed. Some are based on experimental setups such as ion traps
[Ste96c] and others are based on more abstract concepts like the geometric locality of
quantum operations [RH07, SFH08, Den01].
Caveat lector: Now I must deviate from the clean and linear history that only time can
provide and discuss the more recent developments in the field. I cannot hope to accurately
cover all of the important results that have developed or are developing as of late. I will,
however, provide a (likely-biased) view of the subfield of quantum error correction in
which I have worked in over the last few years. I include my results along with the works
of others to show where they fit into the current literature.
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In 1997, Alexei Kitaev introduced the first topological quantum error-correcting codes
with the toric codes [Kit03]. These codes can be implemented with a 2D layout using lowweight parity checks. Additionally, they have one of the highest known fault-tolerance
thresholds of ≈ 1% [DKLP02, WHP03]. Some had hoped that these codes could be used
as a self-correcting quantum memory; however the 2D toric code was shown to succumb
to thermal noise [AFH07].
In 2007, Hector Bombin and Miguel Martin-Delgado [BMD07c] introduced another
topological code, the color codes. While similar to the toric codes, they have additional
properties that make fault-tolerant computation easier. After much analysis by this author and others, it has been determined that the threshold for fault-tolerant computation
is lower than that of the toric code in spite of these additional properties. Since then,
Bombin [Bom10b] has introduced the first topological subsystem codes combining locality with minimum-weight circuitry. Preliminary results show that these codes have high
code capacity [ABKMD12], but the fault-tolerance threshold remains unknown.
In addition to errors, qubits can actually be lost. It was not known if topological codes
could have high thresholds and tolerate loss at the same time. In 2009 Sean Barrett et
al. [SBD09, BS10] showed that the toric code could simultaneously tolerate losses and
errors without significantly lowering the threshold.
Bombin et al. showed that all 2D stabilizer codes are locally equivalent to some
number of copies of the toric code [BDCP11]. Bombin went on to classify all of the 2D
stabilizer subspace and subsystem codes with translational symmetries [Bom11]. In this
work, he also classified all topological orders that a system of local Pauli stabilizers can
exhibit. In my work on homological stabilizer codes [And11], I classify all 2D stabilizer
subspace codes that have a certain graph-theoretic description.
Since Kitaev’s toric code, many people have searched for realistic self-correcting quantum codes. The 4D toric code was shown to be self-correcting by Eric Dennis et al.
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[DKLP02]; however these codes are not easily constructible in the three spatial dimensions in which we live1 . Sergey Bravyi and Barbara Terhal [BT08], as well as Beni Yoshida
[Yos11] demonstrated a no-go theorem for self-correction in a large class of 2D codes. In
2011 Jeongwan Haah [Haa11] discovered a class of 3D codes with self-correcting properties; shortly thereafter Haah and Bravyi [BH11] showed these codes were optimal in a
certain sense for 3D self-correcting codes. Research is currently underway to evaluate the
self-correcting properties of these codes and to find additional codes with this property.

1.2

Overview

The research presented in this dissertation covers many diﬀerent aspects of fault-tolerant
quantum computation. Specifically, my research has contributed to understanding the
fault-tolerant properties of topological color codes, to constructing general decoding
methods for quantum codes, to classifying 2D homological codes, and to quantifying
the power of certain magic states.
The next two chapters of this work will be an introduction to quantum error correction
and topological error correction, respectively. Chapter 2 is a general introduction to
quantum error correction; chapter 3 is an introduction to topological quantum error
correction. While the method of presentation used in these chapters may consist of
original elements, the results were previously known.
Once we have sampled these introductory appetizers, we will move on to the meal. The
meal will consist of four courses: First, I will introduce and classify the 2D homological
stabilizer codes (HSCs). This chapter will introduce many graph-theoretic concepts which
I will use to define HSCs. This chapter expands upon my work in Ref. [And11]. Second, I
will focus on a specific family of HSCs, the topological color codes (TCCs). This chapter
1 String

theorists may take oﬀense to this statement.
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will consist of an in-depth study of fault-tolerance in the topological color codes. It
will include calculation of thresholds, magic-state distillation protocols, and possible
architectures to use for fault-tolerant quantum computation with these codes. This
chapter expands upon work I did with Andrew Landahl and Pat Rice, and posted to
the arXiv in Ref. [LAR11]. Third, I will follow Ch. 5 with a discussion of the integer
programming decoder used therein. For the last course, I will discuss a particular type
of magic state known as a reusable magic state. These magic states are not ‘used up’
in the gate teleportation part of the magic protocol. These results are available on the
arXiv in Ref. [And12].
I will save a little for dessert. In the appendix, I discuss topological order. Topological order is a core concept in topological error-correcting codes and in low-dimensional
condensed matter systems. I feel that basic understanding of this concept is necessary
for reading this work.

6

Chapter 2
Introduction to Quantum Error
Correction
To err is human; to correct, sublime.
Alexander Pope (remixed quote)
[APQ]

This chapter reviews the theoretical framework necessary for understanding quantum
error correction. Familiarity with quantum mechanics, as well as the quantum circuit
model, is assumed.
A qubit is a quantum state that lives in a 2D complex Hilbert space. We represent
this state as a vector α|0� + β|1�, where |0� and |1� are “kets” denoting basis vectors,
α and β are complex numbers, and |α|2 + |β|2 = 1. This condition on the complex
coeﬃcients is called the normalization condition. The set of operators that preserve the

normalization condition are the unitary operators. For the qubit, they are represented as
2 × 2 complex matrices U , with the condition U U † = I. A qudit lives in a d-dimensional

complex Hilbert space. A convenient feature of the ket notation is that it can be used to
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represent qubits as well as qudits and even infinite-dimensional vectors. In this work we
will only be interested in discrete-qubit, or qudit, quantum systems.
We can combine quantum systems with the tensor product over the field of complex
numbers. This tensor product is sometimes written as ⊗C ; however in our context the

C is understood, and we will simply use the symbol ⊗. When we combine two quantum
systems of dimension d1 and d2 using the tensor product, the result is a (d1 × d2 )dimensional quantum system. We refer to each of the systems as subsystems. For

example, A and B are subsystems of A ⊗ B. We can also combine two quantum systems
using the direct sum denoted as ⊕. We refer to A and B in the system A⊕B as subspaces.

Generally we can decompose a quantum system into subsystems and subspaces. For
example, (A ⊗ B) ⊕ C has two subspaces, A ⊗ B and C, one of which (A ⊗ B) is
comprised of two subsystems.

2.1

Quantum Channels

When first introduced to quantum mechanics, one learns about pure states undergoing
unitary evolution. This occurs when we have maximal knowledge of our prepared state
and the system is closed. (A closed system does not interact with the surrounding
environment.) In this scenario, state evolution is described by
(2.1)

|ψ � � = U |ψ�.

When our initial system is prepared in some probabilistic manner, we must describe
our state as a classical (convex) mixture of pure states. We describe this system with
a density matrix ρ; this matrix is positive and has trace equal to one. The eigenvalues
of ρ are associated with the probability of being in certain states (eigenvectors). These
eigenvalues must be real and non-negative to be interpreted as a probability; the positivity
condition ensures this. Also, the probabilities (eigenvalues) must sum to one; the trace
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condition ensures this. The trace of ρ2 is also a quantity of much import—it equals 1 iﬀ
ρ is a pure state. The maximally mixed state is an equal probabilistic combination of
all pure states in a given basis. The maximally mixed state gives the minimum value for
tr(ρ2 ). For a maximally mixed d-dimensional system, this value is 1/d.
If our system, ρ, evolves without interacting with the environment, we describe it as
(2.2)

ρ� = U ρU † .

Equation (2.2) is not the most general expression for density matrix evolution. In
most real-world situations, the system is not closed and it interacts with an environment.
In this setup, our system starts in the state ρS and the environment starts in the state
ρE . We assume they are initially separate systems that have not interacted in the past.
Now the initial state of our combined system can be written as ρS ⊗ ρE . The evolution of

the combined system must always be unitary and is expressed as U (ρS ⊗ ρE )U † . While
the evolution of the combined system is unitary, the evolution of an individual system

can be richer. For example, imagine we have a lab where we prepare some pure state
ρS . We cannot prevent this state from interacting with the environment, and after some
time, we are left with a state that is entangled with the environment. In this setup, we
only have access to the system in the laboratory S. If we now measure the state in the
lab1 , we find it is mixed. Therefore the dynamics of the laboratory system cannot be
described by unitary evolution. This is a situation that often arises; we should be able
to describe it using the tools of quantum mechanics.
To characterize this type of evolution, we must perform a partial trace over the environment after the combined system has undergone a unitary evolution (U (ρS ⊗ ρE )U † ).
(2.3)

ρ� = tr U (ρS ⊗ ρE )U † )
E

1 Actually,

we must measure many copies of this state to accurately determine it. This process
is known as state tomography.
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In the more general case, we can allow for projective measurements P E =

�

k

|gk ��gk |

on the environment E. A projective measurement operator P is an idempotent (P 2 = P )
operator that “picks out” some subspace.
We are now in a position to write the general equation for an initially uncorrelated
system and environment undergoing quantum evolution.

(2.4)

ρ� = tr (P E U (ρS ⊗ ρE )U † )
E

We can express this evolution in the operator-sum formalism as

tr (P E U (ρS ⊗ ρE )U † ) =
E

=

�
k,i

�
k,i

where Ak,i =

√

(2.5)

E

�√
k,i

=

qi tr (|gk ��gk |U (ρS ⊗ |i��i|)U † |gk ��gk |)
√
qi �gk |U |i�ρS �i|U † |gk � qi

Ak,i ρS A†k,i = A(ρ),

qi �gk |U |i� and ρE = qi |i��i| is an ensemble decomposition of the environ-

ment. We can use Eq. (2.5) to express the case where no measurement is made on the
environment by setting P E = I.
It follows that Am (ρ) is (1) a linear map on the operators (ρ), (2) completely positive,

and (3) trace-preserving (tr(A(ρ)) = tr(ρ)). Note that (3) becomes trace-non-increasing
when selective dynamics (P E �= I) are permitted. For more details see [Cav08, NC00].

Perhaps surprisingly, any operation that obeys (1)-(3) corresponds to valid dynamics
in quantum mechanics. This is known as the Kraus representation theorem [Kra83,
NC00].
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2.2

Quantum Channels and Error Correction

Now that we have described quantum channels, we can discuss error correction. When
we design a quantum circuit to execute a set of gates, we are assuming the system is
closed and that the dynamics are unitary. In reality the system is not closed, and the
dynamics are not unitary. The goal of quantum error correction is to mitigate the eﬀects
of these open system dynamics and to create an eﬀectively closed system known as the
codespace.
In quantum error correction we encode the quantum states we wish to preserve into
a larger codespace. Then errors occur causing the information stored in the codespace to
spread to other parts of the Hilbert space. We then measure a set of syndrome operators
which projects our valuable information into the codespace or some orthogonal space.
The results of the syndrome measurement, often called the “syndrome,” determine which
of these spaces we are in. Each orthogonal space has a set of errors associated with it.
To correct we apply the error in that set which, given some prior information, is the most
likely to have occurred.
The process of syndrome measurement “digitizes” the errors into a discrete set. After
this process we can write of our quantum channel as having some probability for implementing the intended unitary evolution plus some probability for an unintended or errant
evolution. We can write this unital (A(I) = I) channel as
�
A(ρ) = pI IρI +
pi Ei ρEi† ,

(2.6)

i

where the Ei ’s are known as error operators and the pi ’s are the probabilities for the corresponding error (Ei ’s) to occur. Quantum mechanics allows for myriad error operators
and we cannot hope to find codes that protect against all of them. Given a code C, we
can determine the errors which this code can protect against. Our goal in quantum error
�
correction is to reverse the deleterious eﬀects of an error channel (E(ρ) = i pi Ei ρEi† ) by
applying a trace-preserving recovery operation (R(ρ)). This recovery operation must be
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trace-preserving; otherwise we would not succeed in protecting our information with certainty (this condition is not absolutely necessary and is dropped in approximate quantum
error correction [BK00, SW01]). For our purposes the error channel will also be tracepreserving. Then a necessary and suﬃcient condition for preserving a state ρ is that

(2.7)

(R ◦ E)(ρ) = ρ.

Before we discuss quantum error-correcting codes in more detail, we will look at other
codes with diﬀerent restrictions on the recovery operator R that can be applied.
• On one end of the spectrum are decoherence-free subspaces (DFSs). For these codes,

R is the identity operation. DFSs can protect information only when symmetries

in the error channel allow regions of the Hilbert space to be completely unaﬀected
by errors (noise). Noiseless subsystems (NSs) are closely related to DFSs except
that, instead of the information being encoded in a subspace, it is encoded in a
subsystem. This distinction between subspace and subsystem will arise again when
we discuss gauge codes, also known as subsystem codes.
• Unitarily-correctable codes (UCCs) require that the recovery operation be a unitary
matrix. That is (U ◦ E)(ρ) = ρ. For unital error channels (E(I) = I), UCCs are

related to NSs by the following equation: EU† CC ◦ EU CC = E � N S . In words: a unital
error channel, admitting a UCC, composed with its conjugate channel, yields an
error channel admitting an NS [KS06].
• We define quantum error correcting codes (QECCs) by allowing R to be any trace-

preserving operation. Quantum error correction is not generally described by a
unitary recovery operation due to the ancillary system that is traced out during
each round of error correction.
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• We can relax constraints on R even further and only require that (R ◦ E)(ρ) and ρ
are close (using some distance measure). This is known as approximate quantum
error correction [BK00, SW01] and the recovery map (R), can be probabilistic. In
other words R succeeds with high but possibly non-unity probability. Therefore,
R is no longer trace-preserving.

For our purposes we will be interested in QECCs. We can determine a necessary and
suﬃcient condition on the recovery operation R from Eq. (2.7) such that R successfully
corrects an error channel E. Let PC be a projector onto the codespace of the code C.

The error channel E consists of a set of error operators {Ei }. We say that R successfully
recovers the information encoded in C when
PC Ei† Ej PC = αij PC ,

(2.8)

where Ei , Ej are elements in the set of error operators, and the αij ’s are entries to some
(possibly complex) Hermitian matrix. This condition amounts to saying that all errors
Ei , Ej as well as linear combinations of these errors that occur can, in principle, be
detected by some measurement. Eq. (2.8) is derived and discussed at length in Ref.
[NC00].

2.3

Commonly Studied Error Channels

We list the most commonly studied error channels for convenience. The Pauli operators
are introduced in the next section.
The bit-flip channel (BF) (see Eq. (2.9)) applies an X error with probability p and
leaves the state unchanged with probability (1 − p).
(2.9)

EBF (ρ) = (1 − p)IρI + p(XρX).
13
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The bit-flip channel (PF) (see Eq. (2.10)) applies a Z error with probability p and
leaves the state unchanged with probability (1 − p).
(2.10)

EP F (ρ) = (1 − p)IρI + p(ZρZ).

The single-qubit depolarizing noise channel (1Q DPN) (see Eq. (2.11)) is a Pauli noise
channel with equal probability for each Pauli operator (X, Y, Z).
p
p �
E1QDP N (ρ) = (1−p)IρI + (XρX +Y ρY +ZρZ) = (1−p)IρI +
P1 ρP1 . (2.11)
3
3 P =X,Y,Z
1

The bit-flip phase-flip channel (BFPF) (see Eq. 2.12) is the composition of the BF
and PF channels (composition in either order results in the same channel). The BPPF
channel has equal probability for X and Z errors. Y errors are still possible, but only
occur with probability p2 .
EBF P F (ρ) = EBF (ρ) ◦ EP F (ρ) = (1 − p)2 IρI + (1 − p)p(XρX + ZρZ) + p2 Y ρY. (2.12)
We will also use the two-qubit depolarizing noise channel (2Q DPN) (see Eq. (2.13)).
We will use this error channel to model the errors in a faulty two-qubit gate such as the
CNOT gate.
E2QDP N (ρ) = (1 − p)IρI +

p �
P2 ρP2 ,
15 P
2

where

P2 = {I ⊗ X, I ⊗ Y, I ⊗ Z, X ⊗ I, X ⊗ X, X ⊗ Y, X ⊗ Z, Y ⊗ I,
Y ⊗ X, Y ⊗ Y, Y ⊗ Z, Z ⊗ I, Z ⊗ X, Z ⊗ Y, Z ⊗ Z},
namely, the set of all non-trivial two-qubit Pauli operators.

14
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2.4

The Pauli Group

Before I introduce the stabilizer formalism, I will discuss some properties of the Pauli
group and its 2D irreducible matrix representation.
The Pauli matrices are unitary, traceless, Hermitian, 2 × 2 matrices with complex

entries2 . They form a basis for SU (2). Using standard matrix multiplication for the
group operation, we can construct the Pauli group. This is arguably a physicist’s favorite
group.
The Pauli group on one qubit P1 is defined as ic × {I, X, Y, Z} with c ∈ {0, 1, 2, 3},

and the Pauli operators are defined as follows:



X=


Z=

0 1
1 0

1

0

0 −1








Y =


I=

0 −i
i

0

1 0
0 1






(2.14)

.

P1 is a non-abelian group with the following relations:
[X, Y ] = iZ,

[Y, Z] = iX,

[Z, X] = iY,

(2.15)

where [A, B] denotes the commutator AB − BA.
We can write P1 more succinctly by its generators:
(2.16)

P1 := �X, Z�.
2 Sometimes,

especially in the Lie Algebra context, anti-Hermitian matrices are used. These
can be obtained from the Hermitian matrices by multiplying each matrix by i. In this work, we
will use the Hermitian representation.
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A group G is said to be generated by a set of generators �g1 , ..., gn � when any element

g ∈ G can be expressed as a product of generators.
The Pauli group Pn is generated by

� X1 ⊗ I2 ⊗ I3 ⊗ ... ⊗ In , Z1 ⊗ I2 ⊗ I3 ⊗ ... ⊗ In ,
I1 ⊗ X2 ⊗ I3 ⊗ ... ⊗ In , I1 ⊗ Z2 ⊗ I3 ⊗ ... ⊗ In ,
... ,
I1 ⊗ ... ⊗ In−1 ⊗ Xn , I1 ⊗ ... ⊗ In−1 ⊗ Zn

�.

We usually drop the tensor product symbol and identity operators and write this as
P1 := �X1 , Z1 , X2 , Z2 , ..., Xn , Zn �. There are 2n generators of the Pauli group on n

qubits. The generators are written in the “canonical form,” meaning that each generator
has an anti-commuting partner which commutes with all other generators.

2.5

The Cliﬀord Group

Another important group that is commonly used in quantum error correction is the
Cliﬀord group. The normalizer of the single-qubit Pauli group (P1 ) over the group SU (2)
can be expressed as
NSU (2) (P1 ) = {x ∈ SU (2) : xP1 x−1 = P1 }.

(2.17)

In words, these are the group of matrices in SU (2) that take Pauli matrices to Pauli
matrices under conjugation.
This group N (P1 ) is known as the single-qubit Cliﬀord group. This group is generated
the S and H gates. The S gate is called the phase gate and the H gate is known as the
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Hadamard gate. The S and H matrices are


S=



1 0

 H=

0 i

√1
2




1

1

1 −1



,

(2.18)

which are denoted in quantum circuits as
and

S

H

.

The Cliﬀord group on n qubits is the normalizer of tensor products of Pauli matrices
(Pn ) over the group SU (2)⊗n . The Cliﬀord group on n qubits is generated by the singlequbit Cliﬀord group on each qubit (which is generated by S and H on each qubit) and
a two-qubit gate between pairs of qubits known as the CNOT gate. The matrix for the
CNOT gate is


1 0 0 0





 0 1 0 0 


CNOT = 
,
 0 0 0 1 


0 0 1 0

(2.19)

which is denoted in quantum circuits as
•

.

The CNOT gate could just as easily be called the controlled-X gate. We can see
this by noticing that the X gate is contained in the lower right block of the CNOT
gate. Any controlled n-qubit Pauli gate is in the Cliﬀord group. In fact, these gates can
be constructed with only two-qubit controlled Pauli gates. Using the circuit identities
similar to Eq. (2.20), this can easily be proven. For example,
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•

•

•

X

X

•

=

(2.20)

.

Y

Y

Z

Z

Another element of the Cliﬀord group which is commonly used is the CPHASE gate.
This gate is really a controlled-Z gate. This gate is typically drawn with a control on
each wire because it is ambiguous which qubit is controlling which with this gate.

CPHASE

=



1 0 0

0


 0 1 0 0


 0 0 1 0

0 0 0 −1






,



(2.21)

which is denoted in quantum circuits as
•

•

.

Using the identity below, (Eq. (2.22)) it is obvious that CPHASE can be used in place
of CNOT as the two-qubit generator of the Cliﬀord group.

•
H

=
H

•

H
=

H
•

•

(2.22)

We can use the combination of the two above identities to show that
H
H

•

H
=
H

.
•
18
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Additional circuit identities for the Cliﬀord gates are expressed below. These identities
are useful for determining how Pauli errors propagate in Cliﬀord circuits.
•

•

=

(2.24)

X

X
•

X

•

=

X

(2.25)

X
•

•

=

Z

Z

(2.26)

Z
•

Z

•

=

Z

(2.27)

X

H

=

H

Z

(2.28)

Z

H

=

H

X

(2.29)

Z

S

=

S

Z

(2.30)

X

S

=

S

−iXZ

(2.31)

The action of a Cliﬀord gate on Y can be calculated by expressing Y as iZX and
using the circuit identities above.
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2.6

Stabilizer Formalism

Now we introduce the stabilizer formalism. This provides a nice and compact representation of quantum states we are interested in and will provide the necessary background
to introduce the concept of stabilizer codes. The stabilizer formalism was introduced
by Gottesman [Got97] in the context of stabilizer codes. In this section, we will introduce stabilizer states and the stabilizer update rules. In the next section, we will discuss
stabilizer codes in detail. There are other types of quantum codes, but we will focus
exclusively on stabilizer codes due to their simplicity and elegance.
In group theory, a set or group X with elements x ∈ X is said to be stabilized by a

group G if ∀g ∈ G and ∀x ∈ X

(2.32)

gx = x.

We denote this group by GX , which can easily be shown to be a subgroup of G. In
the text that follows, G will consist of tensor products of Pauli operators, G = Pn , and
X will consist of kets in a 2n dimensional complex Hilbert space. The action gx is simply
left matrix multiplication of a matrix in Pn on a ket in X. The subgroup GX of Pn is
known as the stabilizer group for the set X.

Now that we have given a group-theoretic description of stabilizers, let us look at how
they are traditionally presented in quantum error correction.
A quantum state |ψ� is said to be stabilized by a set of operators S that satisfy
Si |ψ� = |ψ�

(2.33)

∀Si ∈ S.

In addition we require that
[Si , Sj ] = 0

(2.34)

∀Si , Sj ∈ S,
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to ensure that S is an abelian group. In quantum error correction we are interested in
states stabilized by S ⊆ Pn .
Examples:




1
1
|ψ� = √   ,
2
1




1
1
,
|ψ� = √ 
2
−i

X|ψ� = |ψ�,

(2.35)

S = {I, X}.

−Y |ψ� = |ψ�,

(2.36)

S = {I, −Y }.

Any state is trivially stabilized by the identity therefore it is rarely written; however when converting from the stabilizer formalism to the quantum state formalism (see
Eq. (2.37)) the identity must be included as a stabilizer element.
In the preceding examples we used only single-qubit states; however multi-qubit states
also can be easily expressed in the stabilizer formalism. In fact, the utility of the stabilizer
formalism becomes apparent in the multi-qubit setting.
For example:
|ψ� =

1
4

�

|00000� + |10010� + |01001� + |10100�

+ |01010� − |11011� − |00110� − |11000�
− |11101� − |00011� − |11110� − |01111�
− |10001� − |01100� − |10111� + |00101�

�

is stabilized by
S = �XZZXI, IXZZX, XIXZZ, ZXIXZ, ZZZZZ�,
where �·� represents the set of operators generated by the elements in the brackets.
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Now we begin to see the eﬃciency of the stabilizer formalism. The stabilizer group
on n qubits contains 2n elements; however we can express this group using only its
generators. An n-qubit “stabilizer” state can be specified by only n stabilizer generators.
Specifying a stabilizer state as a ket in the computational basis quickly becomes unwieldy
as n increases. The general expression is

|ψ� =

1
2|S|/2

�

i∈|S|

Si |0�

⊗n

=

1
2|S|/2

n
�

(I + Sj )|0�⊗n ,

(2.37)

j=1

where |S| is the number of elements in the stabilizer group S, and Si and Sj are the
stabilizer elements and generators, respectively.

Many states cannot be expressed in the stabilizer formalism. The T state is one such
example.
1
|T � = √ (|0� + eiπ/4 |1�)
2

(2.38)

These states are called non-stabilizer states as they cannot be expressed in the stabilizer formalism. However, a qubit state can be expressed using additive combinations
of Pauli operators. This is true because the Pauli operators form a basis for SU (2).
For example, the T state is stabilized by �[(1 + eiπ/4 )X − i(1 − eiπ/4 )Y ]/2�. Methods
for calculating stabilizer generators when they are expressed as additive combinations of

Pauli operators quickly become intractable for general unitary gates and large numbers
of qubits. In other words, this extended stabilizer formalism loses its utility. This is not
surprising since a compact representation of all quantum states would suggest that quantum systems are eﬃciently simulate-able by classical computers – a view widely believed
to be false3 .
3 In

other words, quantum mechanics in the Schrödiger and Heisenberg pictures have the
same computational complexity.
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2.6.1

Stabilizer Update Rules

The stabilizer formalism also provides an eﬃcient method for simulating the evolution of
stabilizer states on a (non-quantum) computer [AG04]. In this section we will how to do
this using the stabilizer update rules.
In the typical state (Schrödiger) picture of quantum mechanics, we can apply unitary
matrices to a state as well as measure the state in some basis.
We can express the action of a unitary matrix U on a state |ψ� stabilized by S as
(2.39)

U |ψ� = U S|ψ� = U SU −1 U |ψ�

Therefore in the Heisenberg picture, we see that a unitary operation simply conjugates each element of the stabilizer group. It is simple to show that elements of the
stabilizer group commute after a unitary operation. Typical unitary operations will take
the stabilizer elements out of the Pauli group, and the new state will not be expressible
as a tensor product of Pauli operators. The gates that take stabilizer elements in Pn
to stabilizer elements in Pn under conjugation form the normalizer of the Pauli group,
namely the Cliﬀord group (see Sec. 2.5).
We will now fully adopt the stabilizer formalism and specify our state or code space
by a matrix of stabilizer generators. Each row will correspond to a stabilizer generator
and each column to a physical qubit. We can always write the state corresponding to
these stabilizer generators using Eq. (2.37). A stabilizer state for five qubits expressed
by its generators is

X X

 Z Z


S=
 X Y

 Y Z

I I

listed below.

X X I

Z Z I 


Z I X 
.

X I Z 

Y Y Y

(2.40)
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As required, all entries are linearly independent and commute. If the H gate is applied
to the third qubit we

X

 Z


H3 SH3 = 
 X

 Y

I

can express the change in stabilizer generators as
 

X HXH X I
X X Z X I
 



Z HZH Z I 
  Z Z X Z I 
 

 X Y X I X ,
=
Y HZH I X 
 

 



Z HXH I Z   Y Z Z
I Z 

I HY H Y Y
I I −Y Y Y

(2.41)

where H3 is shorthand for I ⊗ I ⊗ H ⊗ I ⊗ I.

Each stabilizer generator can be thought of as a measurement that when made will
always return the value +1 and leave the state unaltered. These are fairly boring measurements! We would prefer to express more general measurements in the stabilizer
formalism. The measurements that we are interested in are ancilla-coupled measurements in which the system is not measured directly; rather it properties are inferred
through measurements on a coupled system. Ancillae are states prepared in the state
|0� and are initially uncorrelated with the stabilizer state. The +1 eigenstate of Z (|0�)

is assumed to be easy to prepare and measure, hence it is the canonical choice for the
ancilla. Any state will work as long as the ancilla is initially uncoupled from the stabilizer state. While we do not directly measure the system, our measurement provides
information about the system. A general ancilla-coupled measurement of a Hermitian
operator M with eigenvalues ±1 can be expressed as
|0�
|ψ�

•

H

H

Z

M
(2.42)

The ancilla is rotated by the Hadamard (H), then a controlled-M gate is applied,
followed by another Hadamard rotation on the ancilla. If |ψ� is in the +1(−1) eigenstate
of M , the measurement of the ancilla will result in a 1(−1).
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We will express the ancilla-coupled measurement as a tensor product of unitaries.
This is often referred to as a measurement of a unitary operator4 . For example, XZI
is a measurement of the first qubit in the X basis, the second qubit in the Z basis, and
no measurement on the third qubit. The result of this measurement gives us one bit of
information.
There are three types of measurements in the stabilizer formalism:

(i) The measurement operator can be expressed as a product of stabilizer generators.
In this case, the measurement commutes with all stabilizer elements and therefore
doesn’t change them. In fact, measurements of this type do not even need to be
made as their result can be determined without a measurement.
(ii) The measurement operator cannot be expressed as a combination of stabilizer
generators, but it commutes with all of them. This is only possible if the stabilizer
group has fewer than n generators, as in the case of stabilizer codes (described
later). The measurement operator, multiplied by a ±1 value corresponding to
the outcome of the measurement, are added to the stabilizer matrix.

(iii) The measurement operator does not commute with one or more stabilizer generators. In this case, we replace the first non-commuting generator with the
measurement operator, multiplied by a ±1 phase from the measurement out-

come. If additional generators do not commute with the measurement operator,
each of these additional generators is multiplied by the first (the one we already
replaced) non-commuting generator. It is easily shown that these new stabilizer
generators commute.
4 In

actuality, quantum mechanics only allows measurement of Hermitian operators. This is
not a problem for SU (2) as the Pauli operators for this group are Hermitian and unitary. To
measure a more general qudit Pauli operator P , we must�construct a set of POVM (positiveoperator valued measure) elements {Em } such that P =
Em . See Ref. [? ] for details.
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To illustrate this point, we calculate what happens to the stabilizer group listed
below if we measure the operator Z on the fifth qubit and get −1 for the outcome. This
measurement is a type-iii measurement.



X X X X

I








 Z Z Z Z I 







 X Y Z I X →






 Y Z X I Z 




I I Y Y Y

X X

X

X

Z

Z

Z

Z

I

I

I

I

Y

Z

X

I

X Y

ZY

Y

I





X X

X

X

I



 

  Z Z Z Z I 
 

 



−Z  =  I I
I
I −Z 

 

 Y Z X I Z 
Z 
 

XY
X Y −X Y Z
I

The rules mentioned above for updating stabilizer generators can be thought of as
pseudocode for a Cliﬀord-circuit simulator. In fact, Cliﬀord circuits acting on stabilizer
states can be simulated classically in polynomial time5 . This is known as the GottesmanKnill theorem [Got97].

2.7

Stabilizer Codes

The stabilizer generators of a stabilizer state have a physical interpretation as a set of
measurements that can be made simultaneously without changing the state of the system.
A stabilizer code can be defined similarly by specifying a non-maximal abelian subgroup
of Pn . Now our stabilizer subgroup will consist of less than n generators. Instead of

stabilizing a state, we will now stabilize a subspace. We can still measure the stabilizer
generators simultaneously without changing the subspace. In our code, the stabilizer
generators will become our parity checks and the stabilized subspace will be referred to
as the codespace. The codespace is where we store the information we would like to
protect against errors. In the absence of errors, the parity checks will always return +1.
5 Actually,

the complexity class ParityL is thought to be a strict subclass of P [AG04]
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When an error occurs it will usually take us out of the codespace which will be detected
by one or more parity checks returning the −1 measurement result.
In a qubit code with s stabilizer generators, the codespace is a subspace of dimension
2n−s and will encode n − s qubits. We refer to these encoded qubits as logical qubits. A

logical qubit, while mathematically identical to a physical qubit, will likely be a non-local
entity whose information is spread among many physical qubits. This is the reason that
logical qubits are resilient to local noise.
We now define another subgroup of Pn to describe the logical qubits. We refer to this

group as the logical subgroup L. Note that we can always find n − s additional Pauli

operators that commute with all elements of the stabilizer subgroup. Each of these n − s

operators have an anti-commuting partner that commutes with all other generators of
L and S. These 2(n − s) generators define a non-abelian group. We refer to a pair of

generators on logical qubit i as logical operators Xi and Zi . The logical operator Xi (Zi )
acts on the logical qubit as X(Z) acts on the physical qubit.
A stabilizer code is specified by three parameters: the number of physical qubits n,
the number of logical qubits k (where k = n − s described above), and the code distance

d. We often write this as [[n, k, d]]. A code is said to encode k logical qubits in n physical
qubits. The notion of distance for quantum codes is a bit more subtle and actually
depends on the choice of error channel E. The distance is the minimum number of
applications of E that must be applied to take the code from one logical state to another.

Equivalently, the distance is the number of times E must be applied to implement the

lowest weight logical operator. For the depolarizing noise channel and other local Pauli
noise channels, we can express the distance simply as the number of non-trivial Pauli
operators that must be applied to implement a logical operator.
So far we have defined 2n − s of the 2n total generators of Pn where |S| = s and |L| =

2(n−s). The remaining s generators define the pure error group T . The generators of this
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group are the anti-commuting partners of each generator in the stabilizer group. Each of
the s generators in T will anti-commute with one unique generator in S, but commute
will all other generators of T , L, and S. They are referred to as pure errors because

each of the generators of T will be detected by precisely one parity check (stabilizer
generator).

We can also choose to ignore certain logical qubits by taking an anti-commuting pair
from L and placing them in a new group that we call the gauge group G. This pair of

operators will now be referred to as gauge logical operators. The associated logical qubit
will now be referred to as a gauge logical qubit or simply gauge qubit. We can ignore
errors that aﬀect gauge logical qubits because we no longer store any information in them.
Codes that use the gauge logical group are called gauge codes or stabilizer subsystem
codes. An advantage of gauge codes is that the generators of the gauge group can be
combined with generators of the stabilizer group to lower the weight of parity checks.
As we show later in our analysis of the fault-tolerance threshold for color codes, parity
check weight can be a significant factor in determining the threshold. We will continue
our discussion of gauge codes in Sec. 2.7.4.
Now we have fully decomposed the generators of Pn into code-theoretic subgroups

and can express this decomposition of the Pauli group as

(2.43)

P = S × L × T × G.

2.7.1

Pauli Group Alchemy

In this section we will briefly discuss how to transmute generators among the subgroups
in Eq. (2.43).
A quantum code enforces a set of stabilizer generators. At any time, we can swap a
stabilizer generator with its anti-commuting pure error partner. We must also add a (−1)
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phase to the new stabilizer generator to preserve the commutator. This new stabilizer
generator is now enforced. This is not done in practice because the stabilizer generators
are usually of lower weight than the pure error generators and this swap can introduce
errors. Symbolically we express this as:
(s, t) → (−t, s)

or

(s, t) → (t, −s).

We can also measure one of the logical operators of the code. This gives a ±1 result.

The logical operator along with the measured phase are moved into the stabilizer group.
The logical operator’s anti-commuting partner must also be added to the pure error
group. Symbolically we express this as:
(lx , lz ) → (±s, −t)

or

(lx , lz ) → (t, ±s).

For the reverse process, we can stop enforcing a stabilizer generator and place it as
well as its anti-commuting partner from the pure error group into the logical group. Later
in Ch. 3, we will discuss creation of logical defects in a lattice. This is equivalent to the
process discussed here. Symbolically we express this as:
(s, t) → (lx , −lz )

or

(s, t) → (lz , lx ).

Logical qubits can be ignored if they are not used for storing information. To ignore a logical qubit we place both of its logical operators into the gauge logical group.
Symbolically we express this as:
(lx , lz ) → (gx , gz ).
A gauge operator can also be added to the logical group. To do this we promote two
anti-commuting gauge logical operators to logical operators. To prevent errors in this
process we must initialize this new logical operator into a known state by measuring one
of its logical operators. Symbolically we express this as:
(gx , gz ) → (lx , lz ).
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We can transmute among the other groups by using combinations of the rules above.
For example, we can convert a stabilizer/pure-error generator pair into gauge operators
as follows:
(s, t) → (lx , −lz ) → (gx , −gz ).

2.7.2

More on Logical Operators

As mentioned above, an n-qubit stabilizer state is specified by n stabilizer generators. For
each stabilizer generator that we remove, we add either a logical qubit or a gauge qubit
to the system. A stabilizer code is therefore specified by n − k − g stabilizer generators
where k is the number of logical qubits and g is the number of gauge qubits. We will take

g = 0 until Sec. 2.7.4. Once we have logical qubits encoded in our system, we would like
to manipulate them as if they were physical qubits. We can associate logical operators
to the logical qubits that will accomplish this task. Specifically we associate a logical X
(XL ) and logical Z (ZL ) with each logical qubit. These logical operators must commute
with all stabilizers, as well as act like their physical qubit counterparts.
For example:
(2.44)

XL ZL = −ZL XL .
Our logical 0 and 1 states can be defined as follows:
|0L � =

1
2|S|/2

⊗n
Πn−k
and |1L � = XL |0L �,
i=1 (I + Si )|0�

(2.45)

where the Si are generators of the stabilizer group and |S| is the number of elements in
the stabilizer group.
In addition:
|+L � =

1
2|S|/2

⊗n
Πn−k
and |−L � = ZL |+L �.
i=1 (I + Si )|+�
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In some codes, a logical operator OL acts as OL = Ô := O⊗n on the physical qubits.
That is, the operator on the logical qubit is simply the operator on each physical qubit.
We call this operator (Ô) a transversal operator or a transversal gate. A further discussion
of transversal gates is given in Sec. 2.8.2.
When we have more than one encoded qubit, the logical operators are defined as:
|00...0L � =

1
2|S|/2

⊗n
Πn−k
,
i=1 (I + Si )|0�

(2.47)

|10...0L � = XL1 |00...0L �,

(2.48)

|010...0L � = XL2 |00...0L � etc.

(2.49)

When a code encodes multiple logical qubits the notion of transversality breaks down
and is not particularly useful.

2.7.3

CSS codes

In this section I will discuss a specific subclass of stabilizer codes, the CSS codes [CS96,
Ste96b]. CSS codes named for Calderbank, Steane, and Shor and are stabilizer codes
where the stabilizer generators consist of tensor products solely of Xs and Is or solely of
Zs and Is (up to a phase). These codes have many useful properties and are similar to
classical codes. They are sometimes defined as the concatenation of two self-dual classical
codes; however I find they are much easier to think about in the stabilizer formalism.
The parity checks for a CSS code can be written as two separate stabilizer group
matrices, one containing only the X-type stabilizer generators and the other only the

31

Chapter 2. Introduction to Quantum Error Correction



X X X X I I I
H= X X I I X X I 
X I X I X I X

→




1 1 1 1 0 0 0
HX =  1 1 0 0 1 1 0 
1 0 1 0 1 0 1

Figure 2.1: The X parity-checks of the 7-qubit Steane code are equivalent (by mapping X to 1
and I to 0) to the parity-check matrix of the 7-bit Hamming code. The Z parity-checks are also
equivalent (by mapping Z to 1 and I to 0) to the parity-check matrix of the 7-bit Hamming
code.

Z-type stabilizer generators. Each matrix is a set of parity checks for a classical code6 .
To illustrate, replace all the X’s (Z’s) with 1’s and the I’s with 0’s in the two parity
checks as in Fig. 2.1.
Not all classical linear codes can be combined this way to form quantum CSS codes.
First, the two classical codes must have the same number of bits. In addition each row
of one classical parity check matrix must share 0 mod 2 1’s with each row of the other
classical parity check matrix to enforce stabilizer generator commutation rules. If we let
rn be a row vector from the parity check matrix of one classical code, and sm be a row
vector from the parity check matrix of another classical code, then if
rn (sm )T = 0 mod 2

(2.50)

∀n, m,

we can combine the classical codes to form a CSS code. This condition on the rows
ensures that the stabilizer checks commute. From this we see that if we want to use the
same classical code for both X and Z parity checks, each row of the classical parity check
must have even weight and share 0 mod 2 1’s with the other rows. We call quantum
codes with this property strong CSS codes.
The classical codes consist of rows of independent parity checks (c1 rows for the first
6A

classical code’s parity-check matrix, H, is a binary matrix with the number of rows equal
to the number of parity checks and the number of columns equal to the length (number of bits)
of the code. The product of the parity-check matrix and any codeword (x) must also equal the
zero vector (Hx = 0). See Sec. 6.3 for details.
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Figure 2.2: The left circuit measures the ZZZZ parity check while the right circuit measures
the XXXX parity check.

classical code and c2 rows for the second classical code) . When combined in a quantum
code, the number of independent stabilizer generators is c1 + c2 . The number of logical
qubits k in our n-qubit quantum code is

(2.51)

k = n − c1 − c2 .

If k = 0, we have a stabilizer state with no encoded information. One can show that the
distance of the quantum code, subject to depolarizing noise, is the minimum distance of
the two classical codes. This way of defining CSS codes is less restrictive and, I hope,
simpler than the self-dual definition.
The parity-checking circuitry for CSS codes is very simple since the only measurements
required are of X type or Z type. For example, see the circuits for the ZZZZ- and
XXXX-checks in Fig. 2.2.
By studying the properties of CSS codes with one logical qubit, we can determine
the logical gates that are generally transversal. It turns out that XL and ZL are both
transversal and the logical CNOT is transversal when one applies CNOT s between individual qubits in two separate CSS codes. Strong-CSS codes also have a transversal
Hadamard gate. I will discuss transversal gates further in another section.
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2.7.4

Stabilizer Subsystem Codes

In the stabilizer (subspace) codes discussed above, each stabilizer generator corresponds
to a measurement that divides the Hilbert space into two regions: one corresponding
to a +1 outcome and the other to a −1 outcome. The Hilbert space on n qubits is 2n

dimensional and the Hilbert subspace specified by s (+1)-stabilizer measurements is of
size 2n−s . In fact, each set of ±1 will give a diﬀerent subspace of the same size. The

logical space is precisely the size of this subspace. Sometimes we do not use all of the
logical subspace. For example, this would happen if the logical space is 8-dimensional
(3 qubits) and we only seek to encode two logical qubits. It would be immaterial what
happens to the third logical qubit so we refer to it as a gauge qubit as described in
Sec. 2.7. This qubit has X and Z logical operators that commute with all other logical
operators, but mutually anti-commute. We call these operators gauge operators.
In general, we can stop measuring a stabilizer generator and convert it to a logical
or gauge qubit. A stabilizer generator that ceases to be enforced becomes a pair of anticommuting logical or gauge operators as described in Sec. 2.7.1. The operators form the
space of a qubit that was formally stabilized to be ±1 and will commute with all other

stabilizer and logical operators. We can respecify a gauge operator by measuring one of
the two gauge operators as described in Sec. 2.7.1. This is known as “fixing” the gauge
and the newly measured operator will now be included in the stabilizer group. We can
also multiply any existing stabilizer generator by a gauge operator since this will not
change anything. The resulting stabilizer generator is sometimes a lower weight operator
and hence easier to measure. In some cases we can do this until each stabilizer generator
is comprised of weight-two operators. We must be careful because the logical qubit(s)
are also equivalent up to gauge and an injudicious choice of gauge operators can lower
the distance of the code as well.
When we have many gauge operators and want to measure a set of these gauge
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operators that will be equivalent to a stabilizer generator measurement, we must be
careful because some gauge operators will not commute. We would like to simply multiply
all the measured gauge values to obtain a syndrome value. A necessary and suﬃcient
condition for this was worked out by Suchara et al. [SBT10]. A set of gauge operators
Gi with measurement outcomes mi will be equivalent to a syndrome measurement S iﬀ:
S = Gn . . . G2 G1

(2.52)

[Gi , Gi−1 . . . G1 ] = 0 for all i = 2, . . . , n.

(2.53)

and

2.8

Fault-tolerance

Quantum error correction (QEC) provides a way to find and correct errors within a code.
In the process of QEC we must prepare ancilla states, apply a parity-checking circuit, and
measure ancilla states. In reality, ancilla preparation and measurement are sometimes
faulty, and every element of the parity-checking circuit, even simply keeping a qubit idle,
can induce errors. Additionally, we must use these same errant gates to prepare our code
in the first place. Assuming we have managed to do all this, we still only have a computer
that fault-tolerantly applies an encoded identity operation. We would like to also design
an encoded and universal set of fault-tolerant gates. This task seems daunting, and in
many ways it is. It is only through the study of fault-tolerance that all these potential
problems can be safely mitigated.
In this section, we discuss fault-tolerant methods for ancilla preparation, ancilla measurement, and parity-checking circuitry. Code preparation is specific to the code and
architecture being used. We discuss preparation of the topological color codes in Ch. 5,
and give two methods for designing fault-tolerant gates in sections 2.8.2 and 2.8.3. Topo-
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logical codes have an additional method for implementing fault-tolerant gates known as
braiding. We will discuss this in Sec. 3.2.
There are two widely used methods for achieving a fault-tolerance threshold for QEC.
The first is known as concatenation. For this method we choose a code as our “levelone” code. To construct the “level-two” code we replace each qubit in the level-one code
with the level-one code itself (more general constructions exist where the code can vary
between levels). For example, if the level-one code is a [[n, 1, 3]] code then the leveltwo code will be a [[n2 , 1, 9]] code. We repeat this process to construct level-m codes.
Typically this idea only used with k = 1 codes, but clever schemes exist for k > 1, e.g.
Knill’s protocol which has a fault-tolerance threshold of about 3% [Kni04a].
When calculating the threshold, we typically imagine a noise model where local Pauli
errors occur with probability p in the mth level of the code. This is a natural noise
model since measuring the syndrome (for stabilizer codes) projects any noise model to a
probabilistic Pauli channel and it is natural to imagine that local errors are the dominant
noise source. We then decode for each level of the code. After decoding the code will
be returned to a logical state. If this state is diﬀerent than the original logical state, we
consider it a failure. Otherwise it is a success. The threshold is the maximum rate of
error p that can be successfully corrected as m → ∞.
The second method is the topological approach. In this method, like in the concatenated method, we must have an infinite family of codes. The codes in this family are all
related; they correspond to diﬀerent-sized codes on the same lattice. As the lattice size
increases, the code distance must increase as well, and the number of logical operators
are typically fixed. For general 2D codes the number of logical operators scales at best
as kd2 = O(1) [BPT09]. The threshold is the maximum rate of error p that can be
successfully corrected as the lattice size goes to infinity.

There are also diﬀerent methods for calculating the threshold’s value.
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The first divides the circuit into fault-tolerant boxes called extended rectangles [Ali07].
The noise model is typically local but adversarial, in the sense that we assume that
the worst local error that can occur does. Thresholds are then rigorously proven using
combinatorial bounds. These calculations seem to be feasible for smaller codes only. The
largest code in the current literature analyzed with this method is the 23-qubit Golay
code [PR11]. This method for calculating the threshold is typically used in conjunction
with the concatenated architecture mentioned above.
In chapter 5 we use the simulation method. In this method, many error patterns
are randomly generated via Monte Carlo sampling; error correction is then simulated to
find and correct errors. This process is repeated and is considered a success when no
logical operators have been applied to the encoded information. This method can be
made more rigorous when the error correction procedure maps to a classical statistical
mechanical model. In this case, the simulated threshold corresponds to an order-disorder
phase transition in the classical model.
When calculating a fault-tolerance threshold, many assumptions are made. Necessary
assumptions are: parallel controls, a supply of fresh ancilla qubits, and noise that does
not increase with system size. Parallel control means the ability to perform operations
on independent qubits simultaneously. The fresh ancilla qubits are necessary to carry the
entropy out of the system. The fresh ancillae need not be perfectly pure and the supply
need not be infinite; in fact, polynomial ancilla size will suﬃce. If we have the capacity
to quickly refresh ancillae, then a number of ancilla only on the order of the system size
will suﬃce. We usually use a local Pauli noise model when calculating fault-tolerant
thresholds. This is a natural noise model since measuring the syndrome (for stabilizer
codes) projects any noise model to a probabilistic Pauli channel and it is natural to
imagine that local errors are the dominant noise source. These models can be varied but
will typically consist of local independent errors. A few highly correlated nonlocal errors
can also be tolerated.
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The following assumptions are usually made, but are not absolutely necessary: fast
and reliable classical computation, no qubit loss, and an independent error model. Fast
or even instantaneous classical computation is usually assumed. Good decoders typically
satisfy this assumption, and when this is not the case, good approximate decoders almost
always available. The classical computation is usually assumed to be error-free. As very
reliable classical computers of the size needed to decode quantum codes exist today, this
assumption is well-grounded.
Geometric constraints on the layout allow for a more realistic design. All codes that
achieve fault-tolerance via concatenation have a fractal-like geometry and are diﬃcult to
specify in a convenient local manner. Some topological codes, on the other hand, can be
implemented locally in two spatial dimensions.
In the next few sections we will discuss some known methods for implementing faulttolerant gates. We discuss transversal gates and gates via magic states below. We will
discuss topological braiding of defects in chapter 5.

2.8.1

The quest for an easy-to-implement fault-tolerant gate set.

As fault-tolerant quantum gates and quantum error correction were discovered, the
search began for quantum error-correcting codes that could conveniently implement faulttolerant gates, the holy grail being a code with a convenient and universal fault-tolerant
gate set. I will refer to these as nice gate sets. At first transversal gates were the favored way of implementing logical gates conveniently. By acting on each physical qubit
in parallel, transversal gates allow us to apply logical operations to the encoded qubits
fault-tolerantly. We can implement transversal gates quickly due to their parallel nature,
and they are fault-tolerant because local gates do not propagate errors badly.
Eastin and Knill showed in Ref. [EK09] that for any quantum code, a universal and
transversal gate set does not exist (this was shown earlier for stabilizer codes [ZCC07]).
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The standard way around this is to complete a universal gate set by adding one or more
“magic states.” Unfortunately, magic states are not particularly convenient. Making
these states can require immense overhead in total number of qubits, often times orders
of magnitude more than the code itself. However the qubits used in the process of making
magic states do not need to be nearly as robust as the qubits used in the code. Research
is ongoing to determine the optimal overhead given qubits of a certain quality. In this
thesis, I analyze a method for drastically reducing the overhead in these magic protocols
(see chapter 7). Unfortunately, I show that in most cases of interest this method cannot
succeed.
Another method exists for implementing gates in a nice way. This method is known
as topological braiding or code deformation. Certain codes have a topological (or homological) interpretation. We will only discuss the 2D topological codes here. In these
topological surface codes we can introduce punctures into the code. We can then braid
these punctures around each other in spacetime to implement gates. These gates are
convenient as they only use local gates and few time steps. Additionally, they use qubits
already in the code and therefore introduce no overhead. These braids provide robust
gates as long as the punctures are relatively large and remain relatively well separated
during the braiding. Braiding is discussed in detail in chapter 3. So far these braids have
been shown to implement CNOT gates in a fault-tolerant manner.
There exist more exotic proposals such as the Levin-Wen code [LW05] where Dehn
twists can be used to provide a universal topological gate set. This code, while intriguing,
currently has no proven fault-tolerance threshold and lacks a simple decoder. And so the
quest continues...
In the next section, we will discuss transversal gates in more detail and show conditions under which CSS codes will exhibit certain transversal gates. After this, we will
discuss magic states and how to make and implement them in section 2.8.3. In chapter 3
we discuss the use of topological braids in more detail.

39

Chapter 2. Introduction to Quantum Error Correction

2.8.2

Transversal gates and CSS codes

One of the simplest ways to apply a logical gate to a logical qubit is to apply the desired
gate to each individual qubit. Gates implemented in this manner are known as transversal
gates. We denote transversal gates with a hat, e.g., Ẑ for the transversal Z-gate. The
encoding that we use for our logical qubit will directly aﬀect the number and type of
transversal gates that are available.
The following discussion applies only for CSS codes on one logical qubit. The analysis
techniques will work for general stabilizer code; however it then becomes harder to prove
facts about transversality. In analysis of fault-tolerant quantum computation, transversal
gates are important because they prevent errors from propagating badly. As noted in Sec.
2.8.1, however, a transversal and universal gate set is never possible for any stabilizer
code (or non-stabilizer code, for that matter) [EK09].
In this section, we will derive conditions on CSS codes for having certain common
transversal gates. These conditions will involve the weight of stabilizer generators as
well as the overlap between stabilizer generators. Transversal gates in this section are
restricted to gate that can be applied to the logical qubit by applying the same singlequbit gate on each physical qubit.
For stabilizer codes (CSS or otherwise) having one logical qubit, our logical |0� and

|1� states can be defined as follows:
|0L � =

1
2|S|/2

⊗n
Πn−k
and |1L � = XL |0L �,
i=1 (I + Si )|0�

(2.54)

where the Si ’s are generators of the stabilizer group. For CSS codes with one logical
qubit, XL = X̂.
Since we can divide stabilizer generators into X- and Z-type (SiX and SiZ ), for CSS
codes it suﬃces to just use SiX generators in Eq. (2.54). The Z stabilizer generators are
dropped because they have no eﬀect on logical |0�.
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We can derive similar conditions for transversal Z by examining

|+L � =

1
2|S|/2

Z
⊗n
Πn−k
and |−L � = ZL |+L �.
i=1 (I + Si )|+�

(2.55)

Logical X (XL ) is transversal without any constraints except that [ZL , XL ] = iYL .
For logical Z (ZL ) to be transversal, it is necessary that it not add any phase to the
stabilizer elements upon which it acts. Also it must act on the encoded state as follows:
Z|0L � = |0L � and Z|1L � = −|1L �.
Each stabilizer element for a CSS code must remain unchanged after the application
of a logical operator. This requires that: ẐSiZ Ẑ = SiZ and ẐSiX Ẑ = SiX for every SiX
and SiZ in the stabilizer group. The first case is trivially satisfied. For the second because
ẐS X Ẑ = (−1)wt S X , where wt is the Pauli weight of the stabilizer group element S X ,
i

i

i

we see that if each stabilizer element has Pauli weight equal to 0 mod 2, the stabilizers
of the code are unchanged. We must remember that a code is stabilized by all linear
combinations of the stabilizers, as well. Two generators of the stabilizer group when
combined are either disjoint or share some set of qubits. Because the 0 mod 2 condition
must be satisfied by combinations of stabilizer generators, we impose the condition that
the overlap between stabilizer generators must equal 0 mod 1. This overlap condition is
always satisfied; however for transversal S and T gates, the overlap condition is not so
trivial.
Next, we look at Ẑ’s eﬀect on the encoded qubit. Ẑ acting on the logical 0 state is
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trivial. Ẑ on the logical 1 is shown below.
Ẑ|1L � = ẐXL |0L �
X
⊗n
= ẐXL Πn−k
i=1 (I + Si )|0�
X
⊗n
= ẐΠn−k
i=1 (I + Si )Ẑ Ẑ X̂|0�
X
⊗n
= Πn−k
i=1 (I + ẐSi Ẑ)Ẑ|1�
X
⊗n
= Πn−k
i=1 (I + Si )Ẑ|1�
X
⊗n
= Πn−k
= (−1)n |1L �
i=1 (I + Si )Ẑ|1�

For Ẑ to act as desired, we must impose the condition that the total number of encoded
qubits is equal to 1 mod 2. The reason for requirement that no phase be added to the
stabilizer elements is now apparent, as line 5 of our calculation would no longer be true
X
⊗n
(= Πn−k
).
i=1 (I + (−1)Si )Ẑ|1�

Now for the S gate. S acts as follows on Pauli operators and on a single qubit:
SZS † = Z, SXS † = XZ (up to a global phase), and S|1L � = i|1L �.
Using similar arguments as above, we see that each stabilizer generator must act on
0 mod 4 data qubits, and the overlap between them must equal 0 mod 2 to ensure that
combinations also equal 0 mod 4. If the total number of qubits is equal to 1 mod 4, Ŝ
acts like S on the encoded qubit. If the total number of qubits is equal to 3 mod 4, Ŝ acts
like S † . When a lattice has sites equal to 3 mod 4 the S gate can still be implemented
by applying Ŝ three times ((−i)3 = i).
The T gate acts as follows on Pauli operators and on a single qubit: T ZT † =
Z, T ZT † = eiπ/4 XS = XS (up to a global phase), and T |1L � = eiπ/4 |1L �. Now each
stabilizer must have 0 mod 8 elements, and the overlap must equal 0 mod 4. If the total
number of qubits is equal to 1 mod 8, T̂ acts like T on the encoded qubit. If the total
number of qubits is equal to 7 mod 8, T̂ acts like T † . Otherwise, if the total number of
qubits is 3 or 5 mod 8 we can still implement T by applying the gate multiple times.
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For the Hadamard gate (H) to be transversal, it must act on the stabilizer elements
as ĤSiX Ĥ = SiZ and ĤSiZ Ĥ = SiX . For this to be true, each X and Z stabilizer element
must act on the same set of qubits. We call a code satisfying this property, a strong-CSS
code. We now show that this is suﬃcient for Ĥ to act appropriately on the encoded
qubit.
X
⊗n
Ĥ|0L � = ĤΠn−k
i=1 (I + Si )|0�
X
⊗n
= ĤΠn−k
i=1 (I + Si )Ĥ Ĥ|0�
X
⊗n
= Πn−k
i=1 (I + ĤSi Ĥ)Ĥ|0�
Z
⊗n
= Πn−k
i=1 (I + Si )Ĥ|0�
Z
⊗n
= Πn−k
= |+L �
i=1 (I + Si )|+�

X
⊗n
Ĥ|1L � = Ĥ X̂Πn−k
i=1 (I + Si )|0�
X
⊗n
= ĤΠn−k
i=1 (I + Si )Ĥ Ĥ X̂|0�
X
⊗n
= Πn−k
i=1 (I + ĤSi Ĥ)Ĥ|1�
Z
⊗n
= Πn−k
i=1 (I + Si )Ĥ|1�
Z
⊗n
= Πn−k
= |−L �
i=1 (I + Si )|−�

CNOT is a two-qubit gate. It acts transversally between two encoded qubits. To apply
a transversal CNOT gate between two codes that are the same we must apply a CNOT
gate from each qubit in one code to the corresponding qubit in the other code.
The Cliﬀord group can be simulated eﬃciently on a classical computer [Got97] and
does not provide a universal gate set. To make our gate set universal for quantum
computation we usually add the T gate, but any non-Cliﬀord gate will suﬃce.


T =

1

0

0 e

iπ
4




(2.56)
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2.8.3

The Magic Protocol

In this section, we discuss the three parts of the “magic protocol”: magic-state injection,
magic-state distillation, and magic-state teleportation. The idea of using a “magic state”
to enable a universal gate set traces back to Shor [Sho95]; Bravyi and Kitaev developed
the idea substantially [BK05], which has since been built upon by many others [Rei06,
CB10]. The first step of this protocol is to inject noisy magic states into a quantum
error-correcting code. The resulting state will be even noisier; therefore we will need to
take many encoded magic states and distill them into an encoded magic state with higher
fidelity. Once we have produced a magic state of the desired fidelity, we use it to teleport
the desired gate into the logical qubit.

State Injection
In magic-state injection, we create an encoded magic state from an unencoded magic
state.
In the circuit below, |π/4� states are “injected” into the code by teleportation [Kni05].
� �
�0
� �
�0

•

|M �
/

H

•

Unencode

/

MX
MZ

•
X

Z

� �
�M

Figure 2.3: Circuit for injecting a single-qubit magic state M . The circuit for multi-qubit magic
states is similar.

The circuit depicted in Fig. 2.3 is not fault-tolerant because the logical 0 is left
exposed after the unencoding circuit. This can usually be accommodated as long as the
preparation of the logical 0 states has low error and the magic state |M � has suﬃciently
high fidelity.
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Magic-state Distillation

In this section I will show why magic states are actually useful. I will show how to
take many noisy magic states and distill a smaller set of less noisy magic states. This
distillation procedure may take many rounds to achieve the desired magic-state fidelity,
but it is nevertheless possible. At the end of the day, what we will have done is increase
the qubit overhead to ease the demands on control. Additionally, magic states have the
advantage that they can be prepared beforehand and then used when the quantum circuit
calls for non-Cliﬀord gates.
The distillation procedure can be implemented using a variety of circuits. At the start
˜ �. We then
of the distillation procedure, we have many noisy (impure) magic states |M
use a distillation circuit that uses only Cliﬀord gates and Pauli measurements. After

applying the distillation circuit, we are left with a purer magic state. This procedure
may need to be repeated many times to reach the desired final magic-state fidelity.
The original distillation protocol was proposed by Bravyi and Kitaev [BK05]. Since
then protocols have been developed which use lower purity inputs for distillation [Rei06]
and which require less overhead [MEK12]. Fundamentally, we know that states within the
“Cliﬀord octahedron” (see Fig. 2.12) cannot be distilled to provide universal magic states.
If this were not true it would imply that a Cliﬀord gate computer is as powerful as a
quantum computer, something that is widely believed not to be true. Reichardt [Rei06]
showed a magic-state distillation protocol that could take as input states arbitrarily
close to the Cliﬀord octahedron. This protocol only worked for one specific area of the
octahedron’s boundary. There was hope that any state outside the Cliﬀord octahedron
could be used given the right distillation protocol. Browne and Campbell [CB09b, CB10],
however, showed instances where any finite number of copies of a state outside the Cliﬀord
octahedron failed to distill a universal magic state. They called these states bound magic
states. They also showed protocols in which two distinct bound magic states could be
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used to distill universal magic states. More recently, using the positivity of the discrete
Wigner function Veitch et al. [VFE12] showed a class of states that could not be distilled
to a universal magic state. Some of these states were outside the Cliﬀord octahedron.
Magic-state distillation is clearly an active area of research. For more on the Cliﬀord
octahedron see Sec. 2.9.
One way to find a distillation circuit for the magic state |M � is to find a code where

the operation that the magic state applies is transversal. We can then use the encoding

circuit run in reverse (the unencoding circuit) to distill purer |M � states. For example, the
15-qubit Reed-Muller code has a transversal T gate and is useful for distilling the |π/4�

magic states. We use as input many noisy |π/4� states and run the so-called unencoding

circuit. We then measure the outputs and post-select on all measurement values being
+1.

Magic-state teleportation
Gate teleportation (see Fig. 2.6) is similar to state teleportation (see Fig. 2.5) except
that the qubit is teleported with a gate applied to it.
In all parts of the magic protocol we use only Cliﬀord circuits (and sometimes
classically-controlled Cliﬀord gates). The reason for this is that stabilizer codes often
have some or all Cliﬀord gates available transversally.
First, I will discuss the unencoded case. In this case we need only the ability to
implement a single non-Cliﬀord unitary. Canonically this non-Cliﬀord unitary is the T
√
gate ( S gate); it can be implemented with the magic state in Fig. 2.7.
The encoded circuit is similar to Fig. 2.7 except that |π/4� is an encoded magic

state, |ψ� is a logical qubit, and all gates are logical gates. For some codes, such as some
topological color codes, the available transversal gate set is the entire Cliﬀord group and

46

Chapter 2. Introduction to Quantum Error Correction
�
�
��
�π/4
�
�
��
�π/4
�
�
��
�π/4
�
�
��
�π/4
�
�
��
π/4
�
�
�
��
�π/4
�
�
��
�π/4
�
�
��
�π/4
�
�
��
�π/4
�
�
��
�π/4
�
�
��
π/4
�
�
�
��
�π/4
�
�
��
�π/4
�
�
��
�π/4
�
�
��
�π/4

•

MX
•

MX
•
•

|π/4�
MX
MZ
MZ
MZ

•

MX
MZ
MZ
MZ
MZ
MZ
MZ
MZ

Figure 2.4: Distillation circuit for |π/4� states; it is the 15-qubit Reed-Muller code’s encoding
circuit in reverse.

one only needs to use magic-state distillation for the T gate. For other other codes we
need to use magic states for some Cliﬀord gates such as the S gate (Eq. 2.6) and/or the
H gate (Eq. 2.8).
Some gates, such as the S gate, can be implemented in a reusable fashion. The
reusable magic state for the S gate is given in Fig. 2.9.
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Figure 2.5: State teleportation.

|ψ�

•

|π/2�

Z
Z

S|ψ�

•

Figure 2.6: Gate teleportation circuit for the S gate. In this circuit the
√ magic state |π/2� is
used to apply the S gate to some state |ψ�, where |π/2� = (|0� + i|1�)/ 2.

Similarly, the

√

X and

√

Y gates can be implemented with reusable magic states. I

have studied these magic states in some detail; however in order not to distract from this
section, these details are included in chapter 7, wherein it is shown that non-Cliﬀord gates
cannot be implemented via reusable magic states. (This proof starts with the assumption
that quantum computers are more powerful than classical computers to derive a proof
by ‘contradiction.’)

The Magic Protocol, or Putting It All Together
Now we are in a position to look at the entire magic protocol. In the unencoded case,
we prepare many noisy magic states. Then we use a distillation circuit to make a high
fidelity magic state. We may need to distill for many rounds to get a magic state of the
desired purity. Finally, we use gate teleportation to apply the gate aﬃliated with the
|ψ�
|π/4�

•

S
Z

T |ψ�

•

Figure 2.7: Gate teleportation circuit for the T gate. In this circuit the magic
state |π/4� is
√
iπ/4
used to apply the T gate to some state |ψ�, where |π/4� = (|0� + e
|1�)/ 2.
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X
•
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S

Z
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Figure 2.8: Gate teleportation circuit for the H gate. In this circuit the magic state is simply
|+�.

|π/2�
|ψ�

H
•

H
•

|π/2�
S|ψ�

Figure 2.9: Gate teleportation circuit for the reusable S gate. The |π/2� magic state can be
reused reducing the overhead for the S gate to O(1). This circuit is useful for codes where H is
transversal, but S is not.

magic state. We must use this entire protocol for each gate we apply in this manner.
In the encoded case, noisy magic states must first be injected into a code. This
˜ � to the logical or encoded magic state |M˜L �.
process takes us from the magic state |M
This process actually increases the noise. Then we use many logical magic states as input
into a distillation circuit. This distillation circuit is usually associated with an encoding
circuit for some CSS code. This CSS code need not have any association with the code
used to encode the magic state. Again, we may need to use the distillation circuit for
many rounds. Due to the extra noise in the encoded magic state, we likely need more
rounds of distillation than in the unencoded case. Finally, we use gate teleportation to
apply the desired logical operation to the code.

2.9

Universality

In this section we will make use of the Bloch sphere picture for the qubit [NC00]. The
pure states are located on the surface of the sphere, and mixed states, which consist of
convex combinations of pure states, are located in the interior. As one approaches the
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Figure 2.10: Unencoded magic protocol. (a) Distillation. (b) Gate Teleportation.

core, the mixedness increases until the maximally-mixed state at the center of the sphere
is reached. One can inscribe an octahedron in this sphere that makes contact with the
surface at six points. These points are the pure states: |0�, |1�, |+�, |−�, | + i�, and | − i�,
also known as the Pauli stabilizer states (PSS). The set of unitaries in SU (2) that maps

the PSS to itself form the 1-qubit Cliﬀord group. The interior of the octahedron consists
of convex combinations of the PSS.
For a set of unitaries to be considered universal, we demand at least that they give
us access to a dense set of states on the surface of the Bloch sphere. In other words,
given an arbitrary initial pure state and a universal gate set, we should be able to get
arbitrarily close to any other state on surface of the sphere by applying gates from the
universal gate set to the initial state. Additionally, we require that in the space of many
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Figure 2.11: Encoded magic protocol. (a) Magic-state Injection. (b) Distillation. (c) Gate
Teleportation.

qubits (SU (2n )), a universal gate set give us access to a dense set of states in this larger
space in the same way. This requirement can be met by adding the CNOT gate to a
dense set of single qubit unitaries. The CNOT gate is not unique, as any entangling
two-qubit interaction will suﬃce [DNBT02].
It is known that the addition of any non-Cliﬀord gate to the set of single qubit Cliﬀord
gates creates a dense set in SU (2). Furthermore, the addition of any non-Cliﬀord gate
to the set of Cliﬀord gates in SU (2n ) provides a dense set of states in SU (2n ). Such a
set is therefore a universal gate set.
In this work we will almost exclusively use the following set of universal gates: Cliﬀord
gates (generated by H, S, CNOT ) with the non-Cliﬀord T gate (see Eq. (2.56)). This
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Figure 2.12: Bloch sphere in grey with the pure stabilizer states labeled. The pure states reside
on the surface of the sphere and convex combinations of pure states (mixed states) correspond
to points within the sphere. Convex combinations of pure stabilizer states correspond to points
within the green (or Cliﬀord) octahedron. (This figure is a remix of a figure on openclipart.org)

gate set is chosen due to its simplicity and ease of simulation. Also, stabilizer codes
commonly have some or all Cliﬀord gates available transversally.
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Chapter 3
Introduction to Topological Codes
“Point set topology is a disease from
which the human race will soon
recover.”
Attributed to Henri Poincaré (true
origins unknown) [HPQ].

In this chapter I will discuss some properties of error correcting codes and faulttolerance that are exclusive to topological codes. I will focus on the toric code—most of
the ideas are similar for the topological color codes.
Kitaev introduced the first family of topological quantum error-correcting codes in
Ref. [Kit03]. They are known as Kitaev toric codes (KTCs). The stabilizer generators or
checks are of fixed Pauli weight and only check qubits in a local 2D neighborhood. For
example, in the square-lattice KTC both X- and Z-checks are 4-body (see Fig. 3.1). The
distance of the code, however, is unbounded. In other words, as the lattice size increases,
the code distance also increases and approaches infinity in the large-lattice limit. These
codes are remarkable in that the parity-checking circuitry is of low complexity for any
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Figure 3.1: KTC on the square lattice. 4-body X-checks are located on the yellow squares
(XXXX) while the 4-body Z-checks are located on the blue squares (ZZZZ).

sized code, yet the code’s resilience to local noise increases with lattice size. Dennis et
al. [DKLP02] rigorously proved a lower bound of 1.7 × 10−4 and subsequent simulations

by Raussendorf et al. [RH07, RHG07] and others [WFH11] indicate that these codes
have a very high fault-tolerance threshold of approximately 1%. Since the threshold
for (irreversible) classical computation with 2-bit Boolean gates is approximately 9%
[Ung07], it is unlikely that this value will increase much.
A major diﬀerence between KTCs and other stabilizer codes is that KTCs have a
2D lattice implementation. A KTC can be placed on a regular 2D lattice and arbitrarydistance instances of the code can be constructed by varying the lattice size. Before the
advent of topological codes, the standard path to obtaining a fault-tolerance threshold
was to concatenate a code with itself until the logical errors are suppressed up to some
desired order. The topological path to fault-tolerance is so simply increase the lattice
size, thereby providing a more direct route toward a threshold.
A KTC can be constructed on any compact orientable surface such as the sphere
or n-handled torus. Additionally, Bravyi and Kitaev gave a construction for a planar
version of the KTC [BK98].
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All stabilizer codes have a Hamiltonian interpretation where
H=−

�

(3.1)

Si ,

i∈S.G.

where S.G. stands for the stabilizer generators.
The (degenerate if k > 0) ground state of H coincides with the code space. Furthermore, excited states of the Hamiltonian coincide with detectable errors of the code. For
some codes such as the KTC and the topological color codes (TCCs), the Hamiltonian has
an interpretation as a classical statistical mechanical model [DKLP02, WHP03, BMD08].
The error-correcting capabilities of the code can be mapped to a phase transition in a
random-bond Ising model. In chapter 5 we discuss this mapping for the topological color
codes in more detail; the mapping for KTCs is examined in detail in Refs [DKLP02].

3.1

Creating and Moving Defects

In addition to providing local checks, topological codes oﬀer a local way of varying the
total number of logical qubits in the code. We can introduce punctures into the lattice
by ceasing to measure a check. We can view this process in terms of Pauli alchemy
(discussed in chapter 2). We simply remove a stabilizer generator from the stabilizer
group, then introduce it and its pure error group partner to the logical group. If the
stabilizer generator removed was X(Z)-type, we refer to it as an X(Z)-type defect. For
a compact surface such as the sphere or torus, the first defect will not introduce any
logical operators. In stabilizer code terms, this is due to the fact that one check on the
surface is redundant because it is a product of the other checks. In homology terms, it is
because the first homology group is unaﬀected by a single hole (defect) in the surface. To
see this, imagine drawing stretchable loops on a sphere. In the absence of holes, all loops
can be thought of as bounding some region. With the addition of a single hole, we can
always stretch the loop away from the hole such that is bounds a region not containing
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the hole. Therefore the first homology group is unchanged by the introduction of a single
hole. This procedure cannot always be accomplished when a second hole is added. In
this case, the number of encoded qubits as well as the first homology group changes.
In the planar construction of the KTC, the first defect introduces a logical qubit. This
is because the planar KTC can be thought of as a KTC on a sphere with one puncture.
Hence the addition of a single defect in the plane is homologous to introducing two in a
sphere.

Figure 3.2: In this planar version of KTC, we have a yellow cycle on four qubits which corresponds to an X-type stabilizer generator. We also have a two-qubit blue string which is a
generator of the pure error group. If this error consisting of two Z-type Pauli operators were to
occur, it would only be detected at the check encircled by the yellow string. The two generators
anti-commute with each other, but commute with all other generators of the stabilizer, pure
error, and logical group.

It turns out that for every defect of the same type introduced after the first, we create
a new logical qubit. This logical qubit has a logical operator that encircles it, as well as
one that connects it to the nearest like-type puncture or boundary. We can make this
logical qubit more resilient to noise by by making it larger and by moving it away from all
other like-type defects and boundaries. Moving a defect is accomplished by growing the
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Figure 3.3: Here we have the same code as in Fig. 3.2 except that we have stopped enforcing
the gray check. We have taken the stabilizer generator and pure error generator from Fig. 3.2
and transferred them to the logical group. The new code has a logical X operator encircling
the gray face and a logical Z operator connecting the face to a boundary.

defect in a particular direction and then shrinking it from the other direction. To move
a defect, we measure a single qubit on the edge of the defect (see Fig. 3.4). We must
measure this qubit in a basis that does not commute with the defect and the neighboring
face. For example, if we want to move an X-type defect in KTC we must measure a
qubit on the edge of the defect in the Z basis.
Through the stabilizer update rules, we must add the result of this single-qubit
measurement to the stabilizer generators. If the result of the measurement is labeled
mZ = ±1, then we add mZ Z to the set of stabilizer generators. Since all the stabilizer

generators must also commute with the generators of the logical group, we must also
modify the puncture. We do this by increasing the defect size. The new defect is the
combination of the original defect and the single check that did not commute with the
Z measurement (see Fig. 3.5). We update the defect to encompass both faces. Now the
logical X operator for the defect is 6-body. We are also free to reduce the weight of the
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4-body Z checks which border the single mZ Z generator. We multiply these stabilizers to
reduce the Z checks to 3-body operators with a phase added due to the Z measurement.
The new Z checks are expressed as mZ ZZZ.









Figure 3.4: Here we have the same code as in Fig. 3.2 except that we have stopped enforcing the
4-body X check shown in gray. To move the gray defect labeled (a) to the location labeled (b), we
must first measure the single qubit at location (c) in the Z basis. Through the stabilizer update
rules we must add the result of this single qubit measurement to the stabilizer generators. If the
result of the measurement is labeled mZ = ±1, then we add mZ Z to the stabilizer generators.
Since all the stabilizer generators must also commute with the generators of the logical group,
we must also modify the puncture. We do this by increasing the defect size. See Fig. 3.5.

At this point we have successfully grown the defect. We could repeat this process
to increase the defect’s tolerance to X-type errors further still. To see this, recall that
the circumference of an X-type defect corresponds to the lowest weight logical X and
therefore the circumference determines its ability to protect against X errors.
We can also shrink the defect by reintroducing some of its faces into the stabilizer
group. By growing a defect and then shrinking its tail, we can successfully move the
defect.
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Figure 3.5: The new defect is the combination of the original defect and the single check that
did not commute with the Z measurement. We update the defect to encompass both faces.
Now the logical X operator for the defect is 6-body. Notice that this 6-body operator commutes
trivially with the Z measurement as they do not share any qubits. The defect also commutes
with all other stabilizers. Thus our stabilizer update is complete. While not necessary, it may be
convenient to reduce the weight of the 4-body Z checks which border the single mZ Z generator.
By multiplying the single Z with the 4-body Z checks we reduce the weight of the checks by
one. In the figure we have the new 6-body X-type defect (a), with the two 3-body Z checks
(b), and the single Z measurement (c). The two Z checks labeled (b) will pick up a phase from
the Z measurement and therefore their stabilizer generators will be expressed as mZ ZZZ.

3.2

Braiding Defects

In the last section we introduced single defect. The defects were localized, but remained
“tethered” to a distant boundary. We can introduce defects in pairs such that we have
two localized defects of the same type which are tethered together. We make one of
these defects gauge to avoid creating an extra logical qubit. Now, we are left with a pair
of defects which encode a single logical qubit. The logical operators are the string that
connects to two defects and a loop around either defect.
To implement a fault-tolerant quantum computer, we must apply logical operations
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Figure 3.6: We have now re-introduced the 4-body X check (b) into the stabilizer group. We
update the stabilizers by removing the single Z measurement from the stabilizer group. We
also return the 3-body Z checks to their original size. The defect (a) has shrunken and now
encompasses only 4 qubits. In summary, we have shown how to successfully move the defect
from its original location (b) to its current location (a) (see Figs 3.4 and 3.5).

to individual encoded qubits and logical operations such as the CNOT between encoded
qubits. We know that for CSS codes we can implement the CNOT transversally between
two copies of the same code. This is overhead intensive and architecturally demanding.
Thankfully, topological codes provide an alternative. We can encode logical qubits in
pairs of defects in a surface and then braid diﬀerent pairs to implement a CNOT between
logical qubits. We will discuss braiding in the color codes in (chapter 5).
We will now illustrate how to braid two pairs of defects of opposite types. The
individual defects are moved using the procedure discussed in the last section. For clarity
we have not drawn the underlying lattice.
This process can be viewed as a braiding in spacetime (see Fig. 3.7).
We can check to see that we did indeed implement a CNOT gate by verifying the
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Figure 3.7: The entire braiding process viewed in spacetime. Time increases as we proceed
upwards. For clarity, we have drawn the logical operators for the Z-type defect only. Notice
that the initial Z-type logical X (yellow string) applies a logical X (yellow loop) to the X-type
defect. This is an illustration of the circuit identity in Eq. (3.3).

circuit identities in Eqs. (3.2-3.5).
Logical X on the target qubit (the blue loop on the upper defect pair in Fig. 3.8(a))
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(a)

(b)

(c)

Figure 3.8: In the leftmost frame, we have two pairs of defects: one X-type and one Z-type. We
have also labeled the logical operators. In the next five frames, we are going to braid the center
defect implementing the CNOT gate between the pairs of logical defects. In this orientation,
the CNOT gate has its control on the bottom and its target on the top. In the center frame
the braiding process begins and continues in the rightmost frame. We move the defects using
the same process we discussed in Sec. 3.1.

should not aﬀect the control.

X
•

=

X
•

(3.2)

Logical X on the control qubit (the blue string on the lower defect pair) should
propagate through to the target.
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(a)

(b)

(c)

Figure 3.9: Braiding continues in the leftmost frame. The dotted blue lines indicate an equivalent string operator that can be obtained by multiplication of stabilizer generators. After
applying these stabilizers, the blue string has been “pinched oﬀ”. In the center frame, the blue
string has also been pinched oﬀ and the braiding continues. In the rightmost frame the braiding
is complete. The orange string has also been pinched oﬀ. We have now applied the CNOT gate
between the logical qubits.

X

•

=

X
•

X

(3.3)

Logical Z on the control qubit (the orange loop on the lower defect pair) should not
propagate through to the target.

Z

•

=

•

Z
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Logical Z on the target qubit (the orange string on the upper defect pair) should
propagate through to the control.

Z
•

=

Z
•

Z

(3.5)

The only logical errors that can occur are error chains that encircle punctures and
error chains connecting punctures. Therefore to make this procedure fault-tolerant, the
punctures must remain relatively isolated from one another and have relatively large
girth.
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Homological Stabilizer Codes
“Philosophy is written in this grand
book, the universe, which stands
continually open to our gaze. But the
book cannot be understood unless
one first learns to comprehend the
language and read the characters in
which it is written. It is written in
the language of mathematics, and its
characters are triangles, circles, and
other geometric figures, without
which it is humanly impossible to
understand a single word of it;
without these one is wandering in a
dark labyrinth.”
Galileo Galilei [GGQ]

Thus far I have introduced quantum error correction and then I discussed specific
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aspects of quantum error correction when applied to topological codes. Now I will discuss general 2D topological codes. We will look at the constraints that 2D architectures
impose. By using planar graphs to define our architecture, we will answer the question:
What types of quantum error-correcting codes can be constructed on a 2D graph? In this
chapter, we introduce the 2D homological stabilizer codes and prove a general classification theorem about them. This chapter is a retelling of my paper in Ref. [And11].
Before my work on homological stabilizer codes, Yoshida and Bravyi et al. [Yos11,
BPT09, BT08] proved many bounds on 2D codes.

Additionally, they showed that

2D codes satisfying certain properties cannot be self-correcting. During this research,
Bombin et al. demonstrated that all 2D codes are unitarily equivalent to some number
of copies of Kitaev’s toric code [BDCP11].
Homological stabilizer codes include codes such as Kitaev’s 2D toric code (KTC) and
the 2D topological color codes (TCCs). These codes are defined solely by the graphs upon
which they reside. This feature allows us to use properties of topological graph theory to
classify graphs which provide suitable architectures for 2D homological stabilizer codes
(HSCs). In the process of classifying HSCs, we show that all 2D KTC are equivalent
to HSCs on 4-valent graphs, and that all 2D TCCs and KTCs correspond to HSCs on
two distinct classes of graphs. We also define the notion of label set equivalence and
prove that, under a small set of constraints, all HSCs without local logical operators are
equivalent to 2D KTCs or to 2D TCCs.

4.1

Introduction

Stabilizer codes [Got97] oﬀer protection from bounded-weight qubit errors using measurements of qubit Pauli operators. Surface codes such as the well-known toric code
[Kit03, DKLP02] can be realized with a two dimensional layout. Recently color codes
[BMD06] were introduced. They have similar properties as the toric code with addi-
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tional transversal gates. The locality of stabilizer generators and high error threshold
[DKLP02, RH07, WHP03, KBMD09, AKBMD10, And11] make these codes some of the
most promising for use as quantum memory.
These codes can be used as a standard quantum memory, or we can make “holes”
in the surface and braid these holes around each other to implement robust topological
logic gates [RHG06, RH07, RHG07, BMD09]. The homological codes are the only known
codes with this property.
The Kitaev toric codes (KTCs) and the topological color codes (TCC) are two diﬀerent homological codes. Each of these codes have stabilizer generators that correspond to
faces on a graph. In this paper, we start by identifying stabilizer generators with faces on
a planar graph embedded in some surface. Then using techniques from graph theory, we
find the lattices upon which we can construct these codes and their generalizations. We
call these codes homological stabilizer codes (HSCs). All known surface stabilizer codes
are shown to be special cases of this general structure. The notion of defining homological
codes based on planar graphs was explored by Bombin et al. [BMD07b]. Classical codes
based on planar graphs were also explored in Ref. [Ora89].
The known homological stabilizer codes [KP06, LW06, Wen07, BMD06] provide
exactly-solvable models which exhibit topological order. These models allow us to probe
topological order and while simple, have many interesting properties and are currently
an active area of study. Finding new models with topological order would increase our
understanding of how topological order arises (see Appendix A for details on topological
order).
First we will introduce the theory of graphs in the abstract while emphasizing their
homological properties. Then we will briefly review stabilizer codes. Next we will present
the KTCs and the TCCs in a graph-theoretic context by giving a set of conditions that
a planar graph must satisfy to admit an HSC. Finally, we will prove that all HSCs that
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have no local logical operators are equivalent to the TCCs or to the KTCs. In light of
the recent result by Bombin et al. [BDCP11], we can say that all 2D HSCs are equivalent
to one or two copies of KTC. The topological phases of 2D stabilizer codes with no local
logical operators and translationally invariant stabilizers were studied by Yoshida [Yos11].
The topological phases of these systems were classified by their logical operators.

4.2

Graph Theory

In this section we will introduce the basics of graph theory [Die97, BM08] with an emphasis on surface embeddings.
A graph G is a set of vertices (V (G)) and edges (E(G)). More specifically, G is defined
as an ordered pair (V (G), E(G)). Elements of E(G) can be defined by the two vertices
which they connect. For example: {va , vb } ∈ E(G). We will only be discussing undirected
graphs where {va , vb } = {vb , va }. Simple graphs are undirected graphs without self-loops
{va , va } or multi-edges (two or more edges with the same vertex set).

We will refer to a vertex v with a number of edges n as a degree-n or n-valent vertex.
A path on a graph is an ordered set of vertices ((v1 , v2 , ..., vn )) such that each vertex
is connected by an edge with the next.
A cycle on a graph is a path that returns to its starting vertex without crossing itself.
A graph is connected if there is a path between any two vertices. A graph is said to be
k-connected if removal of any k−1 vertices and their corresponding edges leaves the graph
connected. In this paper, we will be interested mainly in properties of (k ≥ 2)-connected
graphs.

A graph is embeddable in a surface if the graph can be drawn on the surface such
that the edges of the graph touch only at vertices. Planar graphs are graphs that can be
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embedded in the 2D Euclidean plane (or the sphere). A surface is orientable if one can
choose local orientations consistently throughout the manifold. In this work we will only
be interested in orientable surfaces.
Once we have such an embedding, we define a face as a region bounded by a cycle
such that no edges cross the region. We will refer to the cycle that bounds a face as a
facial or simple cycle.
A subdivision of an edge involves adding one or more vertices to an edge. A subdivision
of a graph is a graph with a set of subdivided edges.
A subgraph of a graph G is a graph that can be obtained by repeated edge and vertex
deletions on G.
A necessary and suﬃcient condition for a graph to be planar is given by Kuratowski’s
Theorem [BM08]: A graph is planar iﬀ it does not contain a subgraph that has K5 or
K3,3 as subdivisions. See Figs. 4.1 and 4.2 for visual presentations of these graphs.
P

E

A

Q

G

C
Figure 4.1: K3,3 .

A graph is planar iﬀ it obeys the Euler formula [BM08]:
(4.1)

|F (G)| − |E(G)| + |V (G)| = 2,

where |F (G)| is the number of faces, |E(G)| is the number of edges, and |V (G)| is the

number of vertices of the graph G. We drop the G when it is clear from context. When
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a1
a2
a0
a3
a4
Figure 4.2: K5 .

drawing planar graphs, the outer boundary, or unbounded face, is also considered a face.
The RHS of the above equation is called the Euler characteristic. The Euler characteristic
is 2 for all planar graphs including non-simple graphs. The Euler characteristic of a planar
graph and a graph embeddable in the sphere are equivalent.
The dual of G, denoted G∗ , maps vertices from G to faces in G∗ and faces in G to
vertices in G∗ . The number of edges |E| is unaﬀected by the dual transformation; hence
the Euler characteristic is unchanged under the dual transformation (see Fig. 4.3). It
follows that the dual of a planar graph is always planar. The dual of a dual graph is the
original graph; therefore the dual is its own inverse.
The medial graph (denoted GM ) maps edges in G to vertices in GM . The medial
transformation puts a vertex at each edge in G, then connects vertices with an edge,
if the vertices are neighbors in the same face (see Fig. 4.4). The faces and vertices of
G are mapped to faces in GM . 2-connected planar graphs have edges which are part
of exactly two faces. Each edge in these graphs will be mapped to a 4-valent vertex.
The medial graph will be non-simple iﬀ the original planar graph has one- or two-valent
vertices. The one-valent vertices become self-loops, while the two-valent vertices become
two-edges under the medial transformation. These non-simple graphs will still have four
edges (possibly non-distinct in the case of self-loops) incident at each vertex. For our
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purposes we will still refer to these as 4-valent vertices. With this distinction, all planar
graphs are mapped to 4-valent graphs under the medial transformation. In addition, the
medial transformation leaves the Euler characteristic unchanged. A proof is sketched
below:
The number of edges in a graph is related to the number of vertices by
(4.2)

2|E| = 3|V3 | + 4|V4 | + 5|V5 | + ...,

where |Vn | is the number of n-valent vertices in G. The RHS counts the number of edges
leaves each vertex. The 2 on the LHS is to avoid double counting edges, as each edge
touches two vertices.
From the Eq. (4.2), we can see that the average valency can be expressed as
�
i|Vi |
2|E|
avgval(G) = i
=
,
|V
|V |

(4.3)

where i ranges from 3, the lowest possible valency in a simple graph, to the highest-valent
vertex in the graph G.
Each vertex in a planar graph will be 4-valent after a medial transformation. Therefore
|V (GM )| = V4 and |E(GM )| = 2|V (GM )| = 2|E(G)|. It follows that the medial graph
has 2|E(G)| edges. After this we have:

|V (G)| − |E(G)| + |F (G)| =
|E(G)| − 2|E(G)| + (|V (G)| + |F (G)|) =
|V (GM )| − |E(GM )| + |F (GM )|
Hence the Euler characteristic remains unchanged for planar graphs after a medial transformation, and therefore the medial transformation does not aﬀect planarity.
The relationship between the original (primal) graphs and their transformations is
summarized in Table 4.1.
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Primal
Face (n-sided)
Edge
Vertex (m-valent)

Dual
Vertex (n-valent)
Edge
Face (m-sided)

Medial
Face (n-sided)
Vertex
Face (m-sided)

Table 4.1: Planar 4-valent graphs are always face-two-colorable. Note: primal refers to the
original graph before any transformation is applied.

Figure 4.3: The graph drawn in red is the primal graph and graph drawn in blue is its dual
graph. The dual graph of a dual graph is always the original graph.

The set of all cycles in a graph is known as the cycle space and is denoted Z(G). When
G is a 2-connected planar graph, the set of all facial cycles (cycles around individual faces)
of G generate the cycle space Z(G). Any one facial cycle can be removed and the resulting
set forms a minimal generating basis for Z(G).
A cut is a set of edges E(G) in a connected graph G that form a cycle on the dual
graph. The set of all cuts in a graph generates the cut space and is denoted C ∗ (G). A
vertex cut is the set of edges incident on a vertex. This creates a partition that isolates
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Figure 4.4: Again the red graph is the primal graph. Now blue represents its medial graph.
The medial graph of a planar graph is always 4-valent.

the cut vertex from the rest of the graph. These are the cut-space analogues of facial
cycles. For 2-connected planar graphs, the set of edges corresponding to each cut vertex
generates the cut space. Again we can see that there will be one cut that can be expressed
as a product of the other cuts.




Figure 4.5: (a) a facial cycle. (b) a vertex cut. Note that a vertex cut is a facial cycle on the
dual graph.
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Primal
Dual
∗
Z(G) Z(G ) = C ∗ (G∗∗ ) = C ∗ (G)
C ∗ (G)
C ∗ (G∗ ) = Z(G)

Medial
Z(G ) = Z(G + G∗ )
C ∗ (GM )
M

Table 4.2: Cycle space (Z(G)) and cut space (C ∗ (G)) relations for the original (primal), dual,
and medial of a planar graph G.

Another equally good way to classify planar graphs is by their cycle and cut spaces.
A graph G is planar iﬀ the cycle space of G is equal to the cut space of the dual graph
G∗ . We can express this in an equation as:
(4.4)

Z(G) = C ∗ (G∗ ).

We can now express the eﬀects of dual and medial graph transformation in terms of
the eﬀects on the cycle and cut spaces. The medial graph transformation takes faces and
vertices in the primal graph and maps them to faces in the medial graph. The vertex cuts
and facial cycles in G will both be mapped to facial cycles in the medial graph GM . The
dual and primal planar graphs have been mapped to a single planar graph. In addition,
the resulting planar graph is a 4-valent graph which is always face-2-colorable. The facial
cycles in G will be mapped to faces of the same color in GM , while the vertex cuts in G
will be mapped to faces of the other color in GM .
These relations are summarized in Table 4.2.

4.3

Non-planar surfaces

In the last section, we discussed planar graphs. Next we will discuss graphs embeddable
in more general orientable compact surfaces.
The sphere and plane have the same Euler characteristic, and any graph embeddable
in one is embeddable in the other.
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A graph embedded in a surface Σ with faces that cover the entire surface is known
as a tessellation of Σ.
Euler’s formula can be extended to closed orientable surfaces:
(4.5)

|F (G)| − |E(G)| + |V (G)| = χ(Σ),

where χ = 2 − 2g is known as the Euler characteristic for closed orientable surfaces with
g handles. A tessellation of a surface (2-manifold) is called a 2-complex.

We can salvage most of the machinery from the last section by noting that the facial
cycles, again with one redundancy, generate most of the cycle space. The facial cycles
form a basis for all cycles that bound an area. We will refer to any combination of facial
cycles as boundary or as homologically-trivial cycles. For non-planar surfaces, we have
additional cycles that cannot be expressed as combinations of facial cycles. These cycles
generate the remainder of the cycle space and are known as homologically-non-trivial or
boundary-less cycles. This can all be summed up nicely by remembering, “All boundaries
are cycles, but not all cycles are boundaries.”
A minimal coloring for a graph G is a coloring of the faces of G using the fewest
number of colors such that no faces that share an edge have are colored the same. We
will often refer to a facial cycle around a face of a certain color as cycle of the same color.
We can assign a consistent color to a non-trivial cycle by noting the color of the faces
that the non-trivial cycle traverses. We also allow non-trivial cycles to enter and leave a
face at any vertex.
We denote the first homology group with Z2 coeﬃcients by H1 (X; Z2 ), where X is a
2-complex or graph. Note that Z2 is shorthand for Z/2Z. Homology with Z2 coeﬃcients
is similar to homology with Z coeﬃcients (for details see Ref. [Gib10]). For the compact
orientable surfaces we study here the diﬀerences will be minor.
The elements of H1 (X, Z2 ) are boundary-less loops. For the torus, there are two
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Figure 4.6: The graph above is drawn with periodic boundary conditions. (a) a non-trivial
cycle. (b) a non-trivial cut. A non-trivial cycle (cut) cannot be expressed as a combination of
facial cycles (vertex cuts).

boundary-less cycles (see Fig. 4.7). In general, for a g-handled orientable surface, there
are 2g boundary-less cycles.
The dual tessellation corresponds to another graph embeddable in the same surface,
and therefore, has the same Euler characteristic as the primal graph. The cut space is
modified in the same manner as the cycle space. The simple cuts still correspond to
the simple cycles of the dual graph. The primal and dual graphs will have the same
Z2 homology groups, and the number of boundary-less cycles will equal the number of
non-simple cuts. A non-simple cut is a cut that cannot be expressed as a combination of
simple cuts.
The medial graph transformation also produces a tessellation of the surface with the
same Euler characteristic. The new graph will be 4-valent, and the same arguments apply
as in the last section.
The Euler characteristic of a graph embedded in an orientable surface Σ can also be
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Figure 4.7: The one-handled torus has two boundary-less cycles (red and green). Notice
that these loops do not have the notion of bounding any area of the surface. They are also
independent, in that one cannot be deformed into the other. After a medial transformation on
the primal graph, the non-simple cuts are mapped to boundary-less cycles.

calculated by an alternating sum of Betti numbers:
∞
�

(4.6)

(−1)i bi ,

i=0

where b0 is the number of connected components of the surface, b1 is the number of holes
in the surface, b2 is the number of 3-dimensional “voids” the surface encloses, etc. We will
be dealing only with orientable surfaces which can be embedded in 3 or less dimensions,
and will not need higher Betti numbers.
The first homology group H1 (X, Z2 ), where X is a 2-complex embedded in a surface
Σ, is the group of cycles on a surface Σ. Cycles with a boundary are represented as the
identity in the first homology group. Boundary-less cycles have a non-trivial representation in the group H1 . Loops that are homologous correspond to the same element in
H1 .
The first homology group has an intimate connection with the first Betti number. b1
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determines the number of copies of Z2 in the first homology group. For example, the
sphere has b1 = 0 and H1 (X; Z) = I, the trivial group, for the sphere. The circle has
b1 = 1 and H1 (X; Z) = Z2 , while the torus has b1 = 2 and H1 (X; Z) = Z2 × Z2 . This
relationship holds for any orientable surface.

4.4

Kitaev’s toric code

In this section, we introduce the Kitaev toric codes (KTCs) in their original form and
then use the medial graph transformation to map all planar graphs on which KTCs are
defined to equivalent codes on 4-valent planar graphs.
The KTCs and, by extension, Kitaev’s quantum double models are defined on any
graph embeddable in a g-genus torus where qubits (qudits generally) are placed on edges
(oriented edges in the quantum double models). The faces and vertices define pairwise
commuting stabilizer generators. A stabilizer generator on a face corresponds to a tensor
product of Z’s on each edge of the boundary of the face. A stabilizer generator on a
vertex corresponds to a tensor product of X’s on each edge incident at the vertex. In
this work, the KTCs are defined in precise graph-theoretic terms. A KTC can be defined
for any simple graph embeddable in a surface; however only simple planar graphs, where
each vertex is 3-valent or higher, provide non-trivial codes (see below for details). These
are the only graphs considered here.
We restrict to planar graphs or graphs embeddable in a sphere because we want to
increase the distance of the code without changing the surface in which the graph can
be embedded. For example, the complete graph on five vertices can be embedded in a
torus without crossings; however this cannot be used as a unit cell to tile the torus since
a higher genus torus would be needed to embed multiple copies of this graph. For this
reason, non-planar graphs do not provide an extendible family of codes and therefore we
restrict our attention to planar graphs.
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We also require that the vertices be 3-valent or higher for the following reasons:
(1) 1-valent vertices correspond to a single-qubit stabilizer generator which is therefore
completely uncorrelated with any other qubit in the lattice. These vertices are removed
as they not useful in the code. (2) any 2-valent vertex has a two-qubit stabilizer generator
and, from a coding standpoint, is equivalent to the same lattice with one of the two edges
contracted. This is because the distance of the code, number of logical operators, as well
as other properties will be unaﬀected by contracting the edge.
In this section, we will be considering the KTCs on orientable compact surfaces.
Planar graphs and surfaces with punctures (“holes”) will be discussed later.
We can use the medial graph transformation to take the KTC defined on graphs
described above to 4-valent planar simple graphs. Each edge in a 3-valent or higher
planar graph will be part of exactly two faces (simple cycles); this implies that the
medial graph is simple and 4-valent. If 1- and 2-valent vertices are allowed, the medial
graph remains 4-valent; however it would not be simple. In the medial graph version
of KTCs, qubits are on vertices, and both types of stabilizer generators are now faces
of the graph. In this new picture with qubits on the vertices, it is clear that the toric
codes correspond precisely to the 4-valent planar graphs. A 4-valent planar graph is
always face-two colorable and each color will correspond to a type of stabilizer generator.
These 4-valent planar graphs can be embedded in any g-genus torus or sphere. For each
boundary-less cycle on the torus, there will be a corresponding boundary-less cycle for
each of the two colors. A KTC on a g-genus surface will, therefore, have 2g logical qubits.
Now that we have shown that the toric codes are a strict subset of the planar graphs,
we will use the remainder of this chapter to discuss other planar graphs that give rise to
homological codes.
Result 1: A KTC can be defined via stabilizer generators on the faces of a graph G
iﬀ G is a 4-valent planar graph.
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Figure 4.8: The 4-valent vertex-regular graphs. All these graphs are 2-colorable. Additionally,
any 4-valent graph embedded in a surface is 2-colorable. These 4-valent graphs all provide useful
toric codes by putting stabilizer generators on faces, using one color for X-type stabilizers and
the other color for Z-type stabilizers.

The colorability of the lattice uniquely determines the type of quasiparticles. For
concreteness, we put X-type stabilizer generators on the red faces and Z-type stabilizer
generators on the green faces. A single-qubit X(Z) operator will anti-commute with
exactly two neighboring stabilizer generators on the green (red) faces. These faces can
be thought of as having quasiparticles on them. The absence of an excitation is a trivial
(vacuum) quasiparticle, while a single qubit X(Z) operator creates a pair of red (green)
quasiparticles depending on the type of stabilizer generator that anti-commutes with
it. A red and green quasiparticle on neighboring faces is a special quasiparticle known
as a bound particle. We can calculate the statistics of these particles by exchanging
two like particles and then observing the overall phase acquired by the quantum state.
The trivial red and green quasiparticles pick up no phase when exchanged with a like
quasiparticle and are therefore bosons. The bound particle picks up a −1 phase under

exchange and is therefore a fermion. The quasiparticles can also have mutual statistics
such that exchanging diﬀerent quasiparticle types causes the quantum state to pickup
a phase. The three non-trivial quasiparticles have fermionic mutual statistics. These
particles are equivalent to the elements in the quantum double of Z2 [PB95]. KTC is
thus said to have Z2 topological order.
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4.5

Color Codes

Another class of surface code introduced by Bombin et al. is the color code [BMD06]. The
topological color codes (TCCs) are defined on 3-valent, face-3-colorable planar graphs.
These codes have two stabilizer generators (one X-type and one Z-type) per face with
qubits on vertices. A 3-valent planar graph is 3-face-colorable iﬀ all faces have an even
number of vertices, or equivalently, the 3-valent graph is bipartite in vertices. In the
TCCs, the two stabilizer generators on each face commute because every face has an
even number of vertices (qubits). In addition, each face (stabilizer generator) shares
0 mod 2 vertices (qubits) with neighboring faces. This ensures that all stabilizer elements
commute and that all boundary cycles are of even weight. These 3-valent, 3-colorable
graphs can also be used to tesselate a g-genus torus. The boundary-less cycles have a
color (red, blue, or green) and type (X or Z). One color operator can be expressed as the
product of the other two, which yields a total of 4 (2 colors × 2 types) logical operators
per boundary-less cycle. The TCCs, as defined here, encode 4g logical qubits in a g-genus
torus.
From the discussion in the last section, we see that these two code families (KTCs
and TCCs) correspond to mutually exclusive families of planar graphs.
In the following sections, we will search for other homological planar codes by looking
at more general planar graphs.
Result 2: The TCCs can be defined via stabilizer generators on the faces of a graph
G iﬀ G is a planar 3-valent, 3-colorable graph.
Again we can think of the quasiparticles as excitations on faces. Now a quasiparticle
can be one of three colors, and additionally be of either X- or Z-type. The 10 bosons
are: the trivial charge; a red, green, or blue X- or Z-type excitation; and an X- and
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Figure 4.9: The 3-colorable, 3-valent vertex-transitive planar graphs. TCC are defined on these
graphs by placing a stabilizer generator of each type on every face.

Z-type excitation on a red, green, or blue face. The remainder of the quasiparticles are
bound fermions. They consist of an X(Z)-type excitation on a face of one color and a
Z(X)-type excitation on a neighboring face of a diﬀerent color. There are six ways to
combine these excitations into distinct bound particles and hence six fermions. In total,
there are 16 quasiparticles which have statistics equivalent to the quantum double of
Z2 × Z2 .

4.6

Homological Stabilizer Codes

As shown in the last two sections, two distinct classes of graphs give rise to two diﬀerent
codes each having diﬀerent types of quasiparticles. These graphs by no means exhaust
all the possible planar graphs. What other graphs can be used as homological codes?
Can we find models with diﬀerent types of quasiparticle excitations (topological orders)
by using other classes of graphs?
In this section, we discuss the more general stabilizer codes known as HSCs. We will
construct these codes on planar graphs embeddable in a g-genus torus. Our goal is to
encode logical information in the boundary-less cycles of these surfaces. We give a set of
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graph-theoretic conditions that determine which graphs can be used to construct HSCs.
First we define HSCs by specifying the properties of the graphs on which they are
constructed. We place qubits on vertices1 and require that each face correspond to one or
more stabilizer generators of the code which has non-trivial support, i.e., Pauli operators
(X, Y , or Z) on each qubit (vertex) in that face. We assign stabilizer generators such
that they are boundary cycles; therefore a trivial operation on the code will correspond
to a homologically-trivial loop on the surface. Furthermore each stabilizer generator has
support only on a particular face. This does not rule out putting multiple stabilizer
generators on the same face; however the product of these stabilizer generators must still
be a boundary cycle. We impose this condition because the product of any two cycles in
our graph must always yield another cycle. This condition allows two stabilizer generators
on a face only when all elements anti-commute. Since the two stabilizer generators must
commute, we conclude that any face with two or more stabilizer generators must be of
even weight. If we attempt to add a third stabilizer generator to a face, we must choose
this stabilizer generator such that it anti-commutes with all single qubit elements in
the two other stabilizer generators. There is only one such stabilizer that satisfies this
condition, and it is precisely the product of the two other generators and is therefore not
independent. We conclude that, at most, two stabilizer generators can occupy a face.
These conditions are summarized as rule I.
I. Without loss of generality, all stabilizer generators in an HSC can be taken to have
non-trivial and complete support on qubits (vertices) that correspond precisely to the faces
of a tessellation on a surface.
Later we discuss the creation of punctures in the surface. Punctures can be thought
1 All

graphs with qubits on edges were already classified as toric codes and were mapped to
4-valent graphs by the medial graph transformation. Graphs with qubits on faces are equivalent
to the codes we have discussed by simply using the dual graph. There is, therefore, no loss of
generality in this assumption.
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of as faces without stabilizer support.
The stabilizer elements form an abelian subgroup, and therefore the product of any
two stabilizer elements is always a stabilizer elements. Similarly, the product of any
two facial cycles is always a facial cycle. Therefore the product of any two stabilizer
generators, as we have defined them, will be a facial cycle.
It is also ensured that the number of logical operators is independent of lattice size by
requiring that the number of logical operators be a function of the number of boundaryless cycles of the surface. In other words, the number of logical operators is independent
of lattice size. This condition is referred to as scale invariance in [Yos11].
II. Logical operators in an HSC correspond to boundary-less cycles of the surface.
As a corollary to rule II, all graphs with local logical operators can be immediately
ruled out as potential HSCs. We see that, at the very least, an HSC must detect any
single qubit error. This property can be expressed in terms of stabilizer generators as:
IIA. Every qubit in an HSC must be part of at least two stabilizer generators with
diﬀerent types of Pauli operators applied to that qubit.
If this were not the case, a weight-one local logical operator would exist on that qubit.
It is also desired that, at each vertex, the same number and type of check operators
be applied to the qubit. By restricting the check operators in this manner we have
guaranteed that every vertex has the same degree (or valency). This “vertex-regularity”
condition is a feature of all known homological codes.
The excitations (violated stabilizer generators) caused by applying a Pauli operator to
a qubit can be thought of as quasiparticles and the stabilizer generator type and number
of stabilizer generators at each vertex will determine the fusion/splitting channels for the
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quasiparticles. If vertex regularity is not enforced, the code will have fusion channels that
diﬀer by location in the lattice. This will change the excitation types at diﬀerent areas of
the surface and there would not be a consistent topological order. Lattice defects similar
to these have recently been studied and are referred to as twists [Bom10b, Bom10a].
We will refer to the set of Pauli operators that check a vertex as its label set. The
label set for a qubit is a list of the parts of all stabilizer generators that have non-trivial
support at that qubit. The label set for a vertex contains the Pauli operators from
incident faces. For each face, we record the type of Pauli operator that has support on
that qubit. For example, in the toric code the label set is l = (X, Z, X, Z). When two
stabilizer generators are on the same face, we must express the label sets in pairs. A pair
in this context refers to two diﬀerent labels on the same face. For example, in the color
codes: l = ((X, Z), (X, Z), (X, Z)). We can express the “vertex-regularity” condition
succinctly in the language of label sets and their “equivalence,” which will be defined
later.

III. Each qubit (vertex) in an HSC must have the same label set (up to label set
equivalence).

Rule II excludes 1-valent vertices as the vertex cannot be part of a cycle. A connected
graph where each vertex is 2-valent is simply a single polygon. All vertices are part of
a single face and have the same stabilizer generator(s). Polygons with an odd number
of vertices can only have a single stabilizer generator and cannot protect against even a
single error. Polygons with an even number of vertices have two stabilizer generators and
label set l = (X, Z) (up to label set equivalence) at each vertex. These are the class of
error-detecting codes with parameters: [[2n, 2n − 2, 2]]. These codes are not homological,
as logical operators exist of weight two; these will not be discussed further. Therefore
graphs that are 3-valent or higher are desired.
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Rule I specifies that stabilizer generators occupy faces. These stabilizer generators
must commute with each other. Using Rules I and II, we demonstrate that the ramifications of this commutativity condition limit the allowed tessellations of a surface. If
only two faces overlap at a single vertex, the vertex will have one or more labels for each
face. We label one face a and the other b. The faces must have the same label type at
that vertex (a = b), otherwise they do not commute. For a 5-valent lattice, the only way
that the five incident faces to commute is for all five labels to be equivalent. This creates
a single-weight logical operator and violates rule II. A proof in pictures is presented in
Fig. 4.10 that no 5-valent or higher vertices can be present in a tessellation that satisfies
rules I-III.




 

Figure 4.10: A 5-valent graph with a label on each face. The stabilizer generators (faces) cannot
be made to commute. The vertex in the center is a qubit incident on five diﬀerent faces. Each
face corresponds to a stabilizer generator, and each label on the face is a Pauli operator. If two
faces only share a single vertex, they must have the same label, or the corresponding stabilizer
generators will not commute. The following labels are equal: a = d = c and b = d = e. Which
further implies that all labels are equal. This is not allowed by rule IIA, and therefore 5-valent
and higher vertices are not consistent with rules I-III.
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A face that contains two stabilizer generators will have additional constraints. Each
such face has two labels on any given vertex which must be diﬀerent. As shown in
Fig. 4.11, a graph with two stabilizer generators per face must be 3-valent or less.

 




Figure 4.11: A 4-valent graph with two labels per face. The stabilizer generators (faces) cannot
be made to commute. The vertex in the center is incident on four diﬀerent faces. The labels
on a face must be due to rule I. Also if two faces share only a single vertex, their labels must
be equal. From this we see that a = c = c� , which is not allowed. Therefore faces with two
stabilizer generators can only be present only in graphs with 3-valent or fewer vertices.

From these three rules, we have reduced the planar graphs upon which HSCs can
be constructed to the subset of 3- and 4-valent planar graphs. Additionally, we have
shown that if two stabilizer generators are present on the faces, then the graph is at most
3-valent.
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4.7

Label Set Equivalence

Now we discuss the allowed transformations on the label set. These transformations
produce equivalent codes in terms of distance, number of logical operators, number of
stabilizer generators, and number and type of quasiparticles. When discussing quasiparticles, we think of the label set transformations as local relabelings of quasiparticles.
Imagine two observers at diﬀerent locations on the lattice. Each names the type of quasiparticles and determines its statistics. The number of distinct types of quasiparticles and
their exchange properties will be unaﬀected by relabeling. We use this label set equivalence to enlarge the classes of codes discussed above. We show that the topological
entanglement entropy (TEE) and, hence, the topological order are unchanged by these
transformations.
The TEE [KP06, LW06] is a measure of the topological order of a system. It has a
correction to the area law scaling of mutual information. This is know as the topological
entropy (γ) and can be expressed as γ = log D, where D is the quantum dimension of
the system and is the sum of the dimensions of the particles in the anyon model (see
Appendix A for details on topological order).
Notice that any Pauli operator in the label set can be replaced by another Pauli operator, as long as the number of labels of each type remains constant. The KTC label set
can be transformed to other equivalent codes as follows: (X, Z, X, Z) → (Y, Z, Y, Z) →
(Y, X, Y, X). This label set transformation can be applied at any vertex. A transformation such as (X, Z, X, Z) → (Z, Z, Z, Z) is forbidden since the number of Z-type
operators is diﬀerent in each set. These transformations are rotations by π about the

X, Y , or Z axis of the Bloch sphere and can therefore be performed by local Cliﬀord
unitaries (LC). Local unitaries cannot change the mutual information of a system, hence,
the TEE and by extension the topological order is left unchanged by the transformation.
Also the label set may be cyclically permuted at any vertex. We express this as

88

Chapter 4. Homological Stabilizer Codes
(a, b, c, d) → (d, a, b, c). A cyclic permutation of a bipartition of vertices on the squarelattice toric code transforms it to a Levin-Wen plaquette model (LWPM) Additionally,
the Levin-Wen plaquette model (LWPM) [LW03] (see Fig. 4.12). A generic 4-valent
graph has the label set (a, b, a, b), and the faces that share only one vertex must be given
the same label to commute. All properties of the underlying code are left unchanged by
this operation. Additionally, the anyons in the model are unchanged by this permutation
and appear as excitations on diﬀerent faces. Thus the topological order is unchanged by
this operation.
All codes on 4-valent graphs are, up to label set equivalence, of the form (a, b, a, b).
These are precisely the KTCs. A proof in pictures is shown in Fig. 4.13.
Up to label set equivalence, KTCs are the only stabilizer codes on 4-valent graphs
satisfying rules I-III.
The color codes which reside on 3-valent, 3-colorable lattices have two labels on each
face. Again we can replace Pauli operators with new Pauli operators. We can also
cyclically permute the labels, but we must keep the pairs of labels together. In addition,
we can switch the order of all pairs. Some equivalent label set of the color codes are:
((X, Z), (X, Z), (X, Z)), ((X, Y ), (X, Y ), (X, Y )), ((Z, Y ), (Z, Y ), (Z, Y )).
By exhaustive counting, we find that there are 3 distinct label sets. That is, up to
label set equivalence, we find the following label sets for 3-colorable, 3-valent lattices:
((X, Z), (X, Z), (X, Z)), ((X, Z), (X, Z), (X, Y )), and ((X, Z), (X, Y ), (Z, Y )). These label sets change the number of stabilizer generators that anti-commute with single Pauli
operators. This changes the way quasiparticles fuse to the vacuum, but the number and
type of quasiparticles are unaﬀected.
Up to label set equivalence, there are three classes of HSCs on 3-valent, 3-colorable
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Figure 4.12: A square-lattice KTC shown with red and black vertices corresponding to the label
sets (X, Z, X, Z) and (Z, X, Z, X), respectively. We arbitrarily choose to start with the upper
left label and proceed clockwise for both label sets. A set of π rotations on the red vertices’ label
set shown above maps to the KTC to a LWPM. This proves that the two models are label-set
equivalent.

graphs satisfying rules I-III. They all have similar topological properties as the TCCs.
It can be shown that any HSC satisfying rule I and rule IIA can only be defined on
graphs that are 4-valent or less. In fact, rule I and rule IIA alone restrict the allowed
label sets on a 3-valent, 3-colorable graph to the three discussed above. Similarly, rule I
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Figure 4.13: Constraints on a general 4-valent planar graph. From the commutation requirement
we have: a = c and b = d. From rule IIA a �= b. Up to label set equivalence, this is the same
label set as a KTC.

and rule IIA alone restrict the allowed label sets of a 4-valent graph to the one discussed
above.
Now that we have given a concise list of properties defining HSCs, as well as equivalency conditions, we will classify all 2D HSCs.

4.8

4-colorable graphs

We have previously discussed all of the 4-valent and 3-valent, 3-colorable graphs. We
have also shown that 5-valent and higher graphs will have weight-one logical operators
and that 2-valent graphs cannot produce topological codes. The only remaining class of
graphs are the 3-valent, 4-colorable graphs. A 3-valent, 4-colorable graph must have an
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Figure 4.14: Constraints on a 3-valent, planar graph with two labels per face. From rule I, the
labels must satisfy: a �= a� , b �= b� and c �= c� . Up to label set equivalence, there are three label
sets that satisfy these constraints. One is the TCC, the other two are similar but not label set
equivalent codes.

odd-weight face. This odd-weight face can only have a single stabilizer generator and,
hence, the number of labels at each vertex bordering the odd-weight face will be five or
less. By rule III, we desire that each vertex has the same number of labels and thus
borders the same number of odd-weight faces. As shown below, the number of logical
operators for codes on 4-colorable graphs increase with lattice size. This violates rule II
since the number of boundary-less cycles must be independent of lattice size. It follows
that HSCs cannot be defined on 4-colorable graphs.
A necessary condition for a code to encode logical information in the boundary-less
cycles of a surface (rule II), is that the number of logical qubits stays constant as surface
size increases. In coding terms, we demand that the number of logical qubits is a constant,
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independent of the number of qubits. We can express this quantitatively as
logical qubits
= 0.
qubits→∞
qubits

(4.7)

lim

This equation demands that the density of logical qubits goes to zero in the limit of
infinite lattice size.
Below we show that all 3-valent graphs must have two labels per face to satisfy rule
II. The two-label condition on 3-valent graphs will then imply that 4-colorable graphs do
not admit HSCs satisfying rules I-III.
For a 3-valent graph:
(4.8)

3|V | = 2|E| = 3|F3 | + 4|F4 | + . . . .

The average number of vertices per face, Favg , is a weighted-average given by Favg =
�
( i i|Fi |)/|F |. Using this we can write Eq. 4.8 as

(4.9)

3|V | = |F | × Favg .

Then we can easily obtain the following:
|V | =

|F | × Favg
.
3

(4.10)

From the Euler characteristic, we have |F | − |E| + |V | = 2 − 2g. Using the fact that

the graph is 3-valent, we arrive at |F | = |V |/2 + 2 − 2g. We can combine these equations
to obtain a formula for Favg :
Favg =

3|V |
.
2 − 2g + |V |/2

For fixed g, Favg will approach 6 in the limit of large |V |. We now have an asymptotic

value for Favg .
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We can express (4.7) using only graph-theoretic terms.
logical qubits
qubits - stabilizer generators
=
qubits→∞
qubits
qubits
|V | − m|F |
=
→ 0,
|V |
lim

(4.11)

where m is the average number of stabilizer generators per face. We then express |V | in
terms of |F |.

m|F |
3m
|V | − m|F |
=1−
=1−
.
|V |
|F |Favg /3
Favg

(4.12)

Next we take the limit as |V | goes to infinity and use our asymptotic value for Favg .
1−

3m
3m
→1−
.
Favg
6

(4.13)

We see that m must equal 2 for the density of logical operators to go to zero in the
infinite lattice limit. In other words, each face of a 3-valent graph must have two stabilizer
generators since no face can have more than two stabilizer generators. We exclude all
3-valent graphs with odd-weight faces since these faces can have at most one stabilizer
generator. Also since all 3-valent graphs with even-weight faces are 3-colorable, we have
shown that the colorability of a 3-valent graph determines the presence of local logical
operators.
We have now excluded all 5-valent or higher graphs, as well as 3-valent, 4-colorable
graphs, as candidates for HSCs. We have also classified all label sets corresponding to
HSCs for the remaining planar graphs.

4.9

Optimal HSCs

The HSCs have a code distance d that grows with lattice size. The KTCs have k = 2g
logical operators while the TCCs, along with its variants discussed in section VIII, have
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k = 4g logical operators, where g is the genus of the surface that the code is embedded in.
It was shown in [BPT09] that 2D stabilizer codes cannot scale better than kd2 = O(n),
where k, d, and n are the number of logical qubits, code distance, and number of physical
qubits, respectively. KTC, TCCs, and in fact, all HSCs are examples of codes which
saturate this bound. In this section, we find the minimum-weight stabilizer generators
among the HSCs.
In terms of graphs, we look for the smallest number of vertices per face in all graphs
where HSCs are defined. Generally, faces have diﬀerent numbers of vertices and we must
minimize the average number of vertices per face (Favg ). Below we show that HSCs must
have Favg ≥ 4. This implies that the square lattice KTC is optimal in terms of stabilizer
weight.

In a recent paper [AE11], it was shown that the problem of local commuting
hamiltonian for 3-body, qubit Hamiltonians is in the complexity class NP. The onset
of topological order is given as the reason that their proof cannot be extended to 4body qubit Hamiltonians. They also prove that 3-body commuting qubit Hamiltonians
cannot have topologically-ordered ground states. The HSCs discussed in this section
have topological order and consist of local n-body commuting Hamiltonians, where n ≥ 3.
While we can construct local commuting Hamiltonians with topological order and 3-body
operators, we must also include higher-body operators.
An obvious question is whether an HSC, which has topological order by design, can
be constructed with (navg < 4)-body local Hamiltonians. Each commuting local Hamiltonian is a stabilizer generator in the HSC. We show that while HSCs with some 3-body
operators can be constructed, the average size of the local Hamiltonian is four or greater.
To prove this, we show that the average number of vertices per face (stabilizer weight)
is ≥ 4. In this sense, HSCs on the square lattice are optimal.
We will first discuss the 4-valent lattice case, followed by a brief discussion of the 3-

95

Chapter 4. Homological Stabilizer Codes
valent cases. For 4-valent HSCs, we relate the number of edges to the number of vertices
as
(4.14)

2|E| = 4|V |
and to the number of faces as
2|E| = 3|F3 | + 4|F4 | + 5|F6 | + . . . = Favg |F |.

(4.15)

Combining these, we have
(4.16)

Favg = 4|V4 |/|F |.

Using the Euler characteristic of a g-genus surface and the above equations we see
that
(4.17)

Favg = 4|V4 |/(2 − 2g + |V4 |).
Favg ≈ 4 when g � |V4 | and approaches 4 quickly in the large lattice limit.

A similar calculation shows that, for 3-valent HSCs, Favg ≈ 6. We see that while HSCs

can be defined with some weight-three stabilizer generators, the average stabilizer weight
is at least four. For general Hamiltonians, the problem is still open. Namely, what is the
minimum k such that a kavg -body commuting qubit Hamiltonian’s ground state exhibits
topological order?
The remainder of the chapter discusses well-known features of topological codes in
the language of graph theory.

4.10

Punctures

All HSCs have stabilizer generators on faces which are part of some tessellation of a
surface. Every connected, orientable surface has a number of boundary-less operators
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determined by the genus of the surface. This fixes the number of logical operators for a
code. We can, however, puncture the surface by making holes in it. A puncture can be
seen as a relaxation of rule I. The first hole in a surface will not change the first homology
group, and therefore the number of logical qubits will not change. To see this, imagine
making a hole in a sphere, then putting a loop around the hole. At first sight, it may look
like the loop does not bound a region; however the rest of the sphere provides a bounded
region and the loop is indeed a boundary cycle. Similar reasoning can be applied to
any connected, orientable surface. Adding a second hole will change the first homology
group. In fact, each additional hole after the first will add a boundary-less cycle to the
surface. We can think of the hole-type logical qubit as being encoded in two holes of the
same type and color. The logical operators are: a loop operator of the same type as the
hole, around either of the holes, and a path operator of the opposite type connecting the
two holes. The loop and path operators will anti-commute and correspond to logical X
and Z for the logical hole-type qubit.
To add a hole to any of our homological stabilizer codes, we remove a stabilizer
generator from the code. The face that corresponds to this stabilizer generator will
appear as a hole in the surface. The hole-type logical operators will be defined by color
and type. In the 4-valent graphs, holes can be classified as one of two colors (red or
green). The number of hole logical qubits in these surfaces will be
lc = hc − 1 , c ∈ {red, green},

(4.18)

where l is the number of logical qubits and h is the number of holes for a particular color
c.
In the 3-colorable, 3-valent graphs, the holes will have one of three colors (red, green,
or blue) and additionally a type (X or Z). A single face can now have one or two “holes”
depending on whether one or both types of stabilizer generators stop being enforced at
that face. There is a similar equation for the number of hole-type logical qubits for these

97

Chapter 4. Homological Stabilizer Codes
graphs.
lci = hic − 1 , c ∈ {red, green, blue}, i ∈ {X, Z},

(4.19)

where l is the number of logical qubits and h is the number of holes for a particular color
c and Pauli type i. Additionally, a hole of each color (red, blue, green) can be combined
to create a logical qubit.

4.11

Boundaries

The holes in the previous section can be thought of as internal boundaries; in this section
we will consider external boundaries. These boundaries allow us to implement HSCs
in the plane without the diﬃculties of constructing multi-genus tori. Boundaries will
colored by the type of string operator that can end there. The types of boundaries for
the HSCs, like holes, will be determined by the colorability of the graph.
The interface between boundaries corresponds to a change in color of the boundary.
As it stands our rules cannot describe an HSC with boundaries. If we relax rule III
at the interface between diﬀerent colored boundaries, then we can describe HSCs with
boundaries within our framework. With rule III relaxed, the degree of the vertex at the
interface is one less than at the other boundary vertices. The label set for these “interface”
vertices will be similar to the other label sets except that the number of elements will be
fewer.
For the 2-colorable lattices, there are only two types of boundary. We assign to each
boundary a color based on the type of string that can end there. The changes in boundary
will be marked by a 3-valent (interface) vertex, while all other vertices are 4-valent. To
make larger boundaries of the same color, we add weight-two stabilizer generators to the
outer edge. These weight-two operators keep the outer color the same for the length of
the edge and allow only one color of string to end there.
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Figure 4.15: The square-lattice KTC in the plane. The weight-two stabilizer generators must
be added to give each side a consistent color. The KTC with four distinct colored boundaries
encodes one logical qubit. The KTC with six distinct colored boundaries encodes two logical
qubits. The distance of the code will be the weight of the shortest string that connects likecolored boundaries. The distance would be trivial without the introduction of the weight-two
stabilizers. We can also determine the number of logical qubits by counting the number of
3-valent vertices.

As shown by Bravyi and Kitaev [BK98], the number of logical qubits is related to the
number of distinct boundaries in the following equation:
logical qubits =

distinct boundaries
− 1.
2

(4.20)

For the KTCs, the total number of boundaries is always an even number since the
two boundary types must alternate an even number of times as one proceeds along the
outer boundary of the lattice.
The number of logical qubits in KTCs is also related to the number of 3-valent vertices
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by:
logical qubits =

|V3 |
− 1.
2

(4.21)

For the 3-valent, 3-colorable lattice, we have three types of boundaries. Again we
label a boundary by the color of strings that can end there. These boundaries now allow
both X- and Z-type strings to end there. There are three distinct boundaries which can
alternate in the following manner: red, blue, green, as in the surface version of the color
code, or can alternate between any two colors. If only two colors are used as boundaries,
a string operator of the third color can end by splitting into the other two colors and
ending on the appropriate colored boundaries. The number of logical operators will be
the number of distinct boundaries minus 2. In terms of 2-valent vertices we have:
logical qubits = |V2 | − 2.

(4.22)

We can add holes to the lattices discussed above by removing any stabilizer generator
(face) that does not border the external boundary. For lattices in the plane, the addition
of a single hole changes the first homology group, and the equations from the previous
sections can be amended by adding one to the number of logical operators.

4.12

Conclusion

We have seen that the KTCs and TCCs can be constructed on two qualitatively distinct
classes of lattices. We have shown that HSCs can only be defined on lattices which are
4-valent or less. Additionally, 3-valent, 4-colorable lattices will necessarily have local
logical operators and cannot be used for HSCs. I demonstrated that, up to label set
equivalence, KTC and the TCCs are the only HSCs on surfaces. We also discussed the
notion of holes, boundaries, and twists and provided methods for interpreting them in
graph-theoretical ways. I hope that this graph-theoretic description provides insight into
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Figure 4.16: The 3-valent, 3-colorable hexagonal lattice. The boundaries are assigned a color
based on the type of string can that end there. The right side with alternating blue and red
faces allows only green strings to end there, and we refer to it as a green boundary.

some of the most promising ideas in quantum error correction and fault-tolerance. It is
also worth noting that the codes discussed herein were introduced constructively. That
is, the graph that defines an HSC also provides a planar architecture for the code.
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FTQC with the Topological Color
Codes
“Light in Nature creates the
movement of colors.”
Robert Delaunay [RDQ]

Thus far I have introduced quantum error correcting codes and discussed unique
elements of topological error correcting codes.
In this chapter, we will study a particular family of homological stabilizer codes,
known as the topological color codes (TCCs). The TCCs were introduced by Bombin
and Martin-Delgado [BMD06] in 2006. As mentioned in Ch. 4, the TCCs can be defined
on any 3-colorable, 3-valent lattice. As with the Kitaev toric codes (KTCs), the TCCs
have a naturally planar layout.
The TCCs provide additional transversal gates and encode more logical qubits per
qubit than KTCs. The additional transversal gates that can be realized with the TCCs
are the Hadamard H gate and the S gate. The S gate is only transversal when the TCC
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is constructed on a graph where all faces have vertex weight 0 mod 4. As the 4.8.8 lattice
is the only semiregular, 3-colorable lattice with this property, we will focus our study on
it.
My collaborators and I had to develop many new techniques to rigorously analyze
these codes. To extract the syndrome information, my collaborators and I developed
circuit-level schemes for extracting the error syndrome in a fault tolerant manner. To
find the minimum weight error pattern corresponding to a syndrome, we developed an
integer-program-based decoding algorithm. We could not use the matching algorithm
approach developed for decoding KTCs due to the more complicated string-net error
patterns.
Having developed these techniques, we proceeded to test our syndrome extraction
and decoding algorithms against three physically-motivated noise models using Monte
Carlo methods. We also used these simulations to estimate the corresponding accuracy
thresholds for fault-tolerant quantum error correction.
We present two architectures for fault-tolerant computation with these codes.
In the first, we take advantage of the many transversal operations available in the
TCCs. Our “pancake” architecture stacks many planar TCCs on top of one another in
order achieve fault-tolerance in a 3-dimensional layout.
In the second, code deformation techniques are used so that all quantum processing is
spatially local in two dimensions. In both cases, the accuracy threshold for computation
is comparable to that for error correction. Our analysis demonstrates that color codes
perform slightly better than Kitaev’s surface codes when circuit details are ignored.
When these details are considered, we estimate that color codes achieve a threshold
of 0.082(3)%, which is lower than the threshold of 0.75% to 1.1% reported for KTC.
The threshold is still very competitive, and depending on the setup, may be easier to
implement.
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Finally, we use a mapping to an order-disorder phase transition in the 2D threebody random-bond Ising model and the corresponding random-plaquette gauge model
in 3D. The threshold value corresponds to the transition temperature in the mapping.
Our results also answer the Nishimori conjecture for these models in the negative: the
statistical-mechanical classical spin systems associated to the 4.8.8 color codes are counterintuitively more ordered at some positive temperatures than at zero temperature.
This research was presented as a paper in Ref. [LAR11].

5.1

Introduction

The promise of fault-tolerant quantum computing is a crowning achievement of quantum
information science [Sho96, ABO97, ABO99, Kit97a, Ste97, KLZ98, Pre98a, Pre98c].
Under a specific set of noise and control assumptions, the promise is that any ideal
quantum circuit of size L can be simulated to any desired precision ε by a faulty quantum
circuit whose size is at most O(ε−1 L loga L) for some (small) constant a. Fault-tolerant
quantum computing protocols are judged by the resources they employ in the course of

a simulation. Examples of such resources include the constant a, the hidden constant in
the big-O notation, and the requirements imposed by the noise and control assumptions.
Often protocols are compared by a requirement encapsulated in a single number, the
accuracy threshold, which is an upper bound on the error probability per elementary
operation that a faulty circuit must satisfy for the protocol to work. A variety of faulttolerant quantum computing protocols have been developed, with threshold estimates
ranging from as low as 10−6 [SFH08] to as high as 3% [Kni05, Kni04a, Kni04b], depending
on the protocol, the noise, and control assumptions.
An important control constraint relevant for several quantum computing technologies
is that the only multi-qubit gates that are possible are those between nearest-neighbor
qubits, where the qubits are laid out in some 2D geometry in which each qubit has a
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constant number of neighboring qubits. Fault-tolerant quantum computing protocols
based on concatenated quantum error-correcting codes have a fractal structure that is
not commensurate with such a geometry. Indeed, forcing such codes into a semiregular 2D geometry requires that we introduce a substantial number of additional qubitmovement operations that expose the protocol to more errors, thereby diminishing its
accuracy threshold. The largest accuracy threshold for a concatenated-coding protocol
in a semiregular 2D geometry of which we are aware is 1.3 × 10−5 [SR09]; that protocol
is based on the concatenated nine-qubit Bacon-Shor code [Bac06] embedded in the 2D
square lattice.
Cognizant of the constraints imposed by 2D geometry, Kitaev introduced a family
of quantum error-correcting codes called surface codes that require only local quantum
processing, where locality is defined by a graph embedded in a surface [Kit97b]. Several
fault-tolerant quantum computing protocols have been developed around surface codes
[DKLP02, RH07, FSG08], and these protocols have significantly higher accuracy thresholds than their concatenated-coding counterparts. Numerical threshold estimates for
surface-code protocols range from 0.75% to 1.1% [RH07, FSG08, WFH11]; an analytic
proof in Ref. [DKLP02] guarantees that it is no less than 1.7 × 10−4 .
Bombin and Martin-Delgado recently proposed a new family of quantum
error-correcting codes called color codes, which are also defined to be local relative to
a graph embedded in a surface [BMD06]. Specifically, they are defined by 3-colorable,
3-valent graphs in the following way: on each vertex of the graph lies a qubit, and for
each face f of the graph, one defines two “stabilizer generators” or “checks,” Xf and Zf .
Xf is the tensor product of Pauli X operators on each qubit incident on face f , while Zf
is the tensor product of Pauli Z operators on each qubit incident on face f . The color
code is defined as the simultaneous +1 eigenstate of each of the check operators.
A fault-tolerant quantum computing protocol based on color codes requires an infinite
family of color codes of increasing size. This is necessary to simulate arbitrarily large,
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ideal quantum circuits with increasing precision. A natural source for an infinite colorcode family is a uniform tiling of the plane by a 3-colorable, 3-valent lattice. Such a
lattice can be embedded in any orientable surface, although we restrict attention to
embeddings in planar discs. These semiregular or “Archimedean” lattices are described
in vertex notation as r.s.t, where each vertex is locally surrounded by an r-gon, an s-gon,
and a t-gon. The only possible 3-colorable, 3-valent tilings of the plane are the 4.8.8
lattice, the 6.6.6 (hex) lattice, and the 4.6.12 lattice, depicted in Fig. 5.1 [Wik].

(a) 4.8.8

(b) 6.6.6

(c) 4.6.12

Figure 5.1: The three possible 3-colorable, 3-valent uniform tilings of the plane.

Accuracy thresholds for fault-tolerant quantum computing have been estimated numerically for color codes in several highly idealized noise models. The values of these
thresholds are summarized in Table 5.1, along with analogous estimates for the wellstudied surface code and two recently-proposed topological subsystem codes. Entries
containing our results are highlighted in bold. The most significant gap, which we fill, is
an estimate of the accuracy threshold for noise that aﬄicts the individual quantum circuit elements used in a fault-tolerant color-code-based quantum computing protocol. The
accuracy threshold for noise aﬄicting the circuit model is perhaps the most instructive
of all table entries. This threshold establishes the target error rate per elementary operation that a quantum technology must meet in order to permit fault-tolerant quantum
computation using these codes. It also allows for a fair “apples-to-apples” comparison to
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the high thresholds estimated for Kitaev’s surface codes in the circuit model.
Code
4.8.8

Code Capacity
Other
MLE
8.87 %1,2 [WFHH10] 10.56(1) %
4
8.7 % [DCBP11]
(Our result)

6.6.6
4.6.12

10.31(1) % [WHP03]

4.4.4.4 Kitaev
3.4.6.4 TSCC 1.3 % [DCBP11]
“SBT” [SBT10] 1.3 %a,c [SBT10]

Optimal
10.9(2) % [KBMD09]
10.925(5) % [Ohz09a]
10.9(2) % [KBMD09]
10.97(1) % [Ohz09a]
10.9187 % [Ohz09b]
10.939(6) % [dQ09]

Phenomenological
MLE
Optimal
3.05(4) %
(Our result)
4.5(2) % [AKBMD10]
2.93(2) % [WHP03]

3.3 % [OAIM04]

Circuit-based
Other
MLE
“∼ 0.1 %” a,b,3 [WFHH10] 0.082(3) %
(Our result)

0.75 %a [RH07]
1.1 %a [WFH11]

a,c

Table 5.1: Numerically-estimated accuracy thresholds for several topological quantum errorcorrecting codes, noise models, and decoding algorithms. The first three codes (4.8.8, 6.6.6,
4.6.12) are the color codes described in Fig. 5.1 and its preceding text. The last three codes
are the Kitaev surface code on the square lattice [Kit97b], a topological subsystem color code
on the 3.4.6.4 lattice [Bom10b], and a hypergraph-based topological subsystem code proposed
by Suchara, Bravyi, and Terhal [SBT10]. The details of the noise models (code capacity, phenomenological, and circuit-based) and decoders (MLE, optimal, and other) are discussed in the
text; when possible, results from other references have translated into one of these models. The
notation “x.y1 · · · yk (z)%” means x.y1 · · · yk % ± (z × 10−k )%. When such notation is not used, it
means that the no error analysis was reported in the reference from which the value was drawn.

Herein we analyze the accuracy threshold of the 4.8.8 color codes for fault-tolerant
quantum computation under several noise and control models. We have restricted our
analysis to protocols which use the decoder that identifies the most likely error (MLE)
given the error syndrome. We formulate the MLE decoder as an integer program (IP),
which, in general, is NP-hard to solve [BMvT78]. Although the decoder is ineﬃcient,
it establishes a threshold that we expect is close to the maximum threshold possible for
these codes, namely the one obtainable by an optimal decoder, which identifies the most
likely logical operation indicated given the error syndrome. For small codes, the MLE IP
can be solved “oﬄine” ahead of time to generate a lookup table that can be used during
the course of a “live” fault-tolerant quantum computing protocol. Our results comprise
both numerical estimates of the accuracy threshold achieved via Monte Carlo simulations
and a rigorous lower bound on the accuracy threshold that we prove using combinatorial
counting arguments.
The remainder of this chapter is organized as follows. In Sec. 5.2, we lay out the
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control model and the three noise models considered. In Sec. 5.3, we summarize the
properties of the 4.8.8 triangular color codes, present two circuit schedules for extracting
the error syndrome in these codes, and formulate integer-program-based MLE decoders
for each of the noise models considered. In Sec. 5.4, we report our numerical estimates
of the accuracy threshold for fault-tolerant quantum error correction of these codes for
each of the noise models considered. In Sec. 5.5, we use a self-avoiding-walk analysis to
prove rigorous lower bounds for the accuracy thresholds of fault-tolerant quantum error
correction using two noise models. In Sec. 5.6, we relate the quantum error correction
accuracy threshold to the quantum computation accuracy threshold for two scenarios:
one in which logical qubits are associated with 2D planes that are stacked atop one
another like pancakes and the other in which logical qubits are associated with defects
in a single 2D substrate. In Sec. 5.7, we summarize and interpret our results, in terms of
both the reported accuracy thresholds and in terms of their consequences for “re-entrant
behavior” of an order-disorder phase transition in two associated classical statisticalmechanical models. We cap oﬀ our conclusions with some parting thoughts about future
directions we believe are worthy of study.

5.2

Noise and control model

The performance of a fault-tolerant quantum computing (FTQC) protocol is strongly
influenced by underlying architectural assumptions, so it is important to clearly list what
they are. Indeed, when those assumptions are not borne out in real quantum information
technologies, a FTQC protocol may fail entirely [LGP+ 09, LCG+ 11].
Every existing FTQC protocol makes the following architectural assumptions which
appear to be necessary:
1. Nonincreasing error rate. The asymptotic scaling of the error rate as a function
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of the circuit’s size is nonincreasing. This allows the performance of fault-tolerant
circuits to increase asymptotically.
2. Parallel operation. The asymptotic parallel-processing rate is larger than a constant, times the asymptotic error rate. This allows error correction to keep ahead
of the errors.
3. Reusable memory. The asymptotic rate at which one can erase or replace qubits
is larger than a constant, times the asymptotic error rate. This allows entropy to
be flushed from the computer faster than it is generated by errors.
Some FTQC protocols also make the following architectural assumptions, which generally lead to higher accuracy thresholds; we make these assumptions here:
4. Reliable classical computation. Classical computations always return the correct result.
5. Fast classical computation. Classical computations are instantaneous.
6. No qubit leakage. Qubits never “leak” out of the computational Hilbert space.
7. Uncorrelated noise. Each qubit and gate is aﬄicted by an independent noise
source.
Some additional architectural assumptions, which have a less clear impact on the
accuracy threshold, are frequently made as well; we also make these assumptions:
8. Standard gate basis. The set of (faulty) quantum gates (including preparation
and measurement) available consists of |0�, |+�, I, X, Z, T , S, CNOT , MZ , and
MX . The definition of what these gates are can be found in standard textbooks,
e.g., in Refs. [NC00, Pre98b].
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9. Equal-time gates. Each gate, including preparations and measurements, takes
the same amount of time to complete.
10. Uniformly faulty gates. Each k-qubit gate, including preparations and measurements, is as equally as faulty as every other k-qubit gate.
Inspired by the limitations of 2D geometry for some quantum computing technologies,
we also make the following assumptions:
11. 2D layout. Qubits are laid out on a structure describable by a graph embedded
in a two-dimensional surface.
12. Local quantum processing. Gates can only couple nearest-neighbor qubits in
the graph describing their layout.
Finally, we give three variants of our thirteenth assumption about the noise model
aﬄicting each gate. Of all our assumptions, we have found that this one is the most likely
to vary in the literature. Commonly-studied alternatives for this assumption include
stochastic adversarial noise [AGP06, AC07, AGP08, AP09], purely depolarizing noise
[CDT09], and noise that has a strong bias, such as having phase flips significantly more
probable than bit flips [AP08].
13a. Circuit-level noise. Each faulty single-qubit preparation and faulty coherent
single-qubit gate (|0�, |+�, I, X, Z, H, T , S) acts ideally, followed by the bit-flip

channel of strength p, which applies bit flips (Pauli X operators) with probability
p, followed by the phase-flip channel of strength p, which applies phase flips (Pauli
Z operators) with probability p. We call this channel the BP channel. Each
faulty single-qubit measurement (MX , MZ ) acts as the BP channel of probability
p, followed by a measurement that returns the incorrect result with probability
p. Importantly, this noise model assumes that the state after a measurement is
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in an eigenstate of the observable measured, just perhaps not the eigenstate that
the measurement indicates. Each CNOT gate acts ideally followed by a channel
in which each of the 16 two-factor Pauli products (II, IX, XI, XY , etc.) is
applied with probability p/16. We call this channel the DP channel. This model
diﬀers slightly from a frequently-studied variant in the literature in which each of
the 15 nontrivial two-factor Pauli products is applied with probability p/15, and
the identity is applied with probability 1 − p.

13b. Phenomenological noise. This noise model is the same as the circuit-level noise
model (13(5.2)), except that the circuit for syndrome extraction (described later)
is modeled “phenomenologically,” having a probability p for returning the wrong
syndrome bit value. In this model, the propagation of errors between data qubits
and between data and ancilla qubits induced by the syndrome extraction circuit
are ignored. Single-qubit and two-qubit gates on the data qubits in circuits other
than those used for syndrome extraction (e.g., for encoded computation) are still
subject to the BP and DP channels, respectively.

13c. Code capacity noise. This model is the same as the phenomenological noise
model, except that the syndrome-bit error rate is assumed to be zero. Because
there is no need to repeat syndrome measurements in this model, and because
the accuracy threshold for “defect-braided” quantum computation is the same
as that for quantum memory (as argued later), the accuracy threshold for this
noise model is the same as what quantum information theory calls the single-shot,
single-letter quantum capacity for color codes subject to the BP channel.
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5.3
5.3.1

Fault-tolerant error correction of color codes
Code family

We confine our analysis of color codes to the 4.8.8 color codes; our choice is motivated by
two factors. First, of the three color codes on semiregular 2D lattices, the 4.8.8 code uses
the fewest qubits per code distance. Second, the 4.8.8 code is the only one of the three
which can realize encoded versions of the entire Cliﬀord group [NC00] of quantum gates.
These are the gates that conjugate Pauli operators to Pauli operators in the Heisenberg
picture, in a transversal fashion [BMD06], i.e., by applying the same operation to every
qubit in a code block or between corresponding qubits in two code blocks. In particular, the gates X, Z, H, S, and CNOT have transversal encoded implementations for
these codes. When encoded gates are implemented transversally, fault-tolerant quantum
computing protocols for simulating these gates are generally simpler, leading to more favorable accuracy thresholds. The Cliﬀord group of gates is an important group of gates
for stabilizer codes such as the color codes, since error correction can be carried out solely
using those gates [Got99].
We further restrict our analysis to planar color codes, namely those which are embedded in the disc (a sphere with one puncture). We do this because, for all quantumcomputing technologies of which we are aware, arranging qubits on a flat disc is more
plausible than arranging them on a more general surface like a torus. The graph constraints defining color codes require that planar color codes have a boundary shaped like
a polygon having 3m sides for some positive integer m. A 3m-sided planar color code
encodes m logical qubits; we restrict attention to the simplest case in which m = 1. In
other words, our focus in this chapter is on triangular color codes. Examples of three
diﬀerent triangular color codes are depicted in Fig. 5.2.
The code distance of a triangular color code is equal to its side length, namely the
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number of qubits along a side of the defining triangle. To see this, notice that the logical
X and Z operators for the logical qubit are transversal because they are encoded Cliﬀord
gates. Thus, when one multiplies a logical X or Z operator by all checks of the same
Pauli type, except the checks incident on a specified side, one obtains an equivalent
logical operator whose Pauli-weight is equal to the that side’s length. The family of 4.8.8
triangular codes we study is generated according to the pattern depicted in Fig. 5.3. Note
that the smallest triangular code (for any of three triangular code families depicted in
Fig. 5.2) is equivalent to the well-known Steane [[7, 1, 3]] code [Ste96a]; triangular codes
oﬀer a way to generate an infinite code family from the Steane code by a means other
than concatenation

1

(a) 4.8.8 code

(b) 6.6.6 code

(c) 4.6.12 code

Figure 5.2: Three distance d = 11 triangular codes encoding one qubit, drawn from the
4.8.8, 6.6.6, and 4.6.12 lattices respectively. For general d, these codes have length n equal to
1 2
1 3 2
1
3 2
5
2
2 d + d − 2 , 4 d + 4 and 2 d − 3d + 2 respectively. The asymptotic ratio of d to n is highest
for the 4.8.8 codes.

Although the colors of the faces in a color code have no intrinsic meaning for the
algebraic structure of the code, other than for constraining the class of graphs on which
color codes are defined, it is useful to use the colors as placeholders in discussions from
time to time. To that end, we refer to the colors of the faces as “red,” “green,” and “blue.”
We further assign a color to each edge so that an edge’s color is complementary to the
1 Similarly,

the three-dimensional color codes [BMD07c] oﬀer a way to generate an infinite
code family from the 15-qubit Reed-Muller code by a means other than concatenation.
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(a) d = 3

(b) d = 5

(c) d = 7

Figure 5.3: 4.8.8 color codes of sizes 3, 5, and 7.

colors of the two faces upon which it is incident. We call a set of vertices lying on a
collection of edges of the same color connected by faces also having that color, a “colored
chain;” an example of a colored chain is depicted in Fig. 5.4. We assign colors to each
side of a triangular code such that the color of the side is complementary to the colors of
the faces terminating on that side; for example, in Figs. 5.2 and 5.3, the left sides of the
triangles are blue, the right sides are green, and the bottoms are red. These side colors
are indicated explicitly in Fig. 5.4.

Figure 5.4: A green-colored chain in a triangular code. The chain connects a green-colored side
of the 4.8.8 triangular code to a green octagonal face. If qubits are flipped (are in error) along
this chain, it will only be detected by this terminal octagonal check operator.
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5.3.2

Syndrome extraction

To record each error-syndrome bit, the relevant data qubits interact with one or more
ancilla qubits and the ancilla qubits are then measured. Shor [Sho96], Steane [Ste98],
and Knill [Kni05] have devised elaborate methods for extracting an error syndrome to
minimize the impact of ancilla-qubit errors spreading to the data qubits. For topological
codes; however such elaborate schemes are not necessary; a single ancilla qubit per syndrome bit suﬃces. This is because, by choosing an appropriate order in which data qubits
interact with the ancilla qubit, the locality properties of the code will limit propagation
of errors to a constant-distance spread. Using more elaborate ancillas is possible, and
in general there is a tradeoﬀ in the resulting accuracy threshold that one must examine
between the reduction in error propagation complexity oﬀered versus the additional verification procedures required. Here, we examine the simplest case, with one ancilla qubit
per syndrome bit. By placing two syndrome qubits at the center of each face f (one for
the Xf measurement and one for the Zf measurement), the syndrome extraction process
can be made spatially local, in keeping with the spirit of the semiregular 2D geometry
constraints we are imposing.
Because color codes are Calderbank-Shor-Steane (CSS) codes [CS96, Ste96b], syndrome bits can be separated into those which identify Z errors (phase flips) and those
which identify X errors (bit flips). These correspond to the bits coming from measuring the Xf and Zf operators respectively. The circuit for measuring an operator Xf is
identical to the one for measuring the operator Zf , except with the basis conjugated by
a Hadamard gate; examples of bit-flip and phase-flip extraction circuits for the square
faces in the 4.8.8 color code are depicted in Fig. 5.5.
In a full round of syndrome extraction, both Xf and Zf must be measured for each
face f . One way of scheduling this is to perform all Xf measurements in parallel followed
by all Zf measurements in parallel. The minimal number of steps (ignoring preparation
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Figure 5.5: Six-step circuits for measuring X ⊗4 and Z ⊗4 .

and measurement) for parallel Xf measurements is eight; an example of such a schedule
is depicted in Fig. 5.6. The Zf measurements can be carried out by the same schedule,
but in the Hadamard-conjugated basis, as depicted in Fig. 5.5. A complete syndrome
extraction round using this schedule then takes 20 steps: 10 for the Xf measurement
and 10 for the Zf measurement. For this schedule, we need only one, not two, syndrome
qubits at the center of each face.




















 






 







Figure 5.6: Simple syndrome extraction circuit schedule. A round of X checks is followed by a
round of Z checks. The number at each vertex corresponds to the discrete time step in which
the physical qubit at that vertex interacts with the syndrome qubit at the face’s center via a
CNOT gate. The same schedule is used for both X and Z checks, but with the direction of the
CNOT gates reversed.
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The circuit for a full syndrome extraction round can be optimized to use fewer time
steps when both syndrome qubits in a face can be processed in parallel. An example of
an “interleaved” schedule that uses ten steps is depicted in Fig. 5.7.











   







  
 





  



  

  
 







   






 

 
 

















 



 

Figure 5.7: Schedule with X and Z syndromes measured concurrently, in “interleaved” fashion.
This schedule takes 8 steps, with an additional step for preparation of the syndrome qubits, and
an extra step for syndrome qubit measurements. The label m, n at a vertex indicates that at
time step m the qubit at that vertex interacts with the X-syndrome qubit via a CNOT gate
and at time step n the qubit at that vertex interacts with the Z-syndrome qubit via a CNOT
gate.

We calculate estimates for the accuracy threshold for both schedules, to assess the
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impact of compressing the schedule. Some authors who have reported improved thresholds for concatenated-coding schemes using Bacon-Shor codes attribute the improvement
in large part to the simplicity of the fault-tolerant Bacon-Shor-code syndrome-extraction
circuit [AC07]. For color codes, a priori, it is not clear that using a simpler syndromeextraction circuit will yield an analogous improvement. This is because these circuits
are not constructed using any fault-tolerant design principles—catastrophic error propagation is halted by the codes’ structure, not by circuit-design principles. It may be the
case, in fact, that a simpler circuit will allow errors to propagate to a larger set of qubits
than a less simple one. The set of errors to which individual errors are propagated by a
syndrome-extraction circuit are called “hooks” in Ref. [DKLP02]. An example of how an
error can propagate to a “hook” using the schedule of Fig. 5.7 is depicted in Fig. 5.8.
Neither the 20-step nor the 10-step schedule is necessarily optimal in the sense of
yielding the highest threshold for a fixed number of time steps; we leave that optimization
to others. Indeed any schedule that satisfies two constraints is valid: (1) no qubit can
be acted upon by two gates at the same time and (2) any stabilizer generator for an
error-free input state (including ancilla syndrome qubits) must propagate to an element
of the stabilizer group for an error-free output state. Satisfying this second criterion is
not trivial; for example, a “clock” schedule that acts on each face in a clockwise fashion
in a manner obeying constraint (1) will not satisfy constraint (2).
The number of steps in the syndrome extraction round can be further reduced to eight
steps if we prepare the ancillas for the octagon measurements not in single-qubit states but
√
in cat-states (|0�⊗8 + |1�⊗8 )/ 2 and use Shor’s method of syndrome extraction [Sho96].
(One can also use four-qubit cat states and create an eight-step schedule, as demonstrated

in Ref. [Fow08].) Eight steps is the absolute minimum possible for syndrome extraction,
since each qubit must be checked by six diﬀerent syndrome bits, which must also be
prepared and measured. While using cat states reduces the circuit depth, the cat states
need to be verified. We opted not to study this schedule because the verification is
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Figure 5.8: An X error on the syndrome bit for measuring X ⊗8 that occurs between time steps
five and six will propagate according to the arrows. Some qubits have two arrows propagating
into them, indicating that the errors cancel there. Errors that propagate to syndrome qubits
will not propagate further because the syndrome qubits are refreshed before each syndrome
extraction round. This particular error causes three data qubits to flip. These flips are correctly
detected by the yellow-colored syndrome bits.

stochastic, which would lead to a diﬃcult synchronization problem for a large-sized code.
That said, such a schedule has the potential to oﬀer a higher accuracy threshold.
Because there is an inherent asymmetry in the order in which we choose to perform Xf
and Zf measurements, we will report two threshold results, one for the Xf measurements
and one for the Zf measurements. When we only report one value, we are reporting the
lower of the two threshold values. For the phenomenological noise model, we choose to
model the Xf and Zf syndrome extraction processes as occurring synchronously rather
than one followed by the other, since so many of the details of the circuit are washed away
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in the model anyway. This has the advantage of enabling the accuracy threshold in the
phenomenological model to be identified with a phase transition in an associated randombond Ising model, as described in Ref. [KBMD09]. We will discuss this connection in
more detail in Secs. 5.4.1 and 5.7.2.
Finally, it is worth reminding that the entire syndrome extraction round is repeated
a number of times equal to the distance of the code when measurements are allowed to
be faulty, such as in the circuit-level and phenomenological noise models that we study.
This ensures that errors in the syndrome bit values can be suppressed as well as the
errors in the data qubits.

5.3.3

Decoding algorithm

The process of decoding refers to a classical algorithm for identifying a recovery operation
given an error syndrome, regardless of whether the code from which the syndrome was
derived is classical or quantum. Importantly, decoding does not refer to “unencoding,”
or performing the inverse of encoding. For classical linear codes, the optimal decoding
algorithm is the Most Likely Error (MLE) algorithm, which identifies the recovery operation to be the most likely pattern of bit-flip errors given the syndrome. In general,
this algorithm is NP-hard [BMvT78], but there are many families of codes for which the
algorithm is known to be eﬃcient.
For quantum stabilizer codes, MLE decoding identifies the recovery operation to be
the most likely n-qubit Pauli-group error given the syndrome. (The process of extracting
the syndrome forces every error to “collapse” onto a definite n-qubit Pauli-group operator,
which is why it is suﬃcient to restrict to this family of operators.) MLE decoding
not necessarily optimal for quantum stabilizer codes. This is because quantum errorcorrecting codes can be degenerate, meaning that two distinct correctable errors can map
to the same error syndrome. Color codes are examples of highly degenerate codes. The
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optimal decoding algorithm for quantum stabilizer codes instead identifies the recovery
operation that causes the most likely logical operator to be applied after recovery. This
is akin to a doctor prescribing medicine that is most likely to cure the ailment rather
than prescribing medicine that cures the most likely ailment.
Once a decoding algorithm has been identified, a recovery operation, which is some
n-qubit Pauli-group operator, it need not be applied immediately. Because the process of
applying the recovery operation is subject to faults, it is better to wait until the end of the
computation to apply the net recovery operation. One can even propagate the correction
past the final qubit measurements at the end of the quantum computation, where the
recovery operation becomes completely classical. The catch is that one must (classically)
adaptively update one’s “Pauli frame” after each decoding iteration by permuting the
interpretation of the Pauli operators X, Y , and Z on each qubit as suggested by the
recovery operation. (The Pauli operators get conjugated by the Pauli error identified by
the decoder.)
For fault-tolerant quantum error correction and a number of interesting encoded quantum circuits, only Cliﬀord gates are required. Since Cliﬀord gates propagate Pauli operators to Pauli operators in the Heisenberg picture, one can eﬃciently track the changing
Pauli frame through these gates, as guaranteed by the Gottesman-Knill theorem [Got97].
One can safely defer applying recovery operations until after final measurement in each
of these circuits. However for universal quantum computation, at least one non-Cliﬀord
gate is required. In our protocols, the only such gate we use is the classically-controlled
S † gate, depicted later in the circuit of Fig. 5.24. Because this gate propagates a Pauli
error to a sum of Pauli errors, it is necessary to actually apply the recovery operation
before all but a logarithmic in system size, number of these gates in order to prevent the
number of terms required to track one’s “Heisenberg frame” from growing exponentially.
We develop MLE decoders for triangular 4.8.8 color codes for the three noise model
settings we study: code capacity, phenomenological, and circuit-based. For the code-
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capacity and phenomenological settings, the only operations are single-qubit measurements and identity gates. This means that they involve no circuitry that could map
X errors to Z errors or vice-versa. Because of this, and because our noise model is
one in which single-qubit operations are subject to BP channel noise (which applies X
errors and Z errors independently), decoding can factor into bit-flip decoding and phaseflip decoding separately. Because color codes are also “strong” CSS codes [Pre98b], the
MLE decoders for bit-flip and phase-flip errors are in fact identical; for concreteness, we
formulate the decoder for Zf syndrome bits here.
In chapter 6 of this work we show how to implement a MLE decoder for any stabilizer
code.

Code capacity MLE decoder
In the code-capacity setting, we have a single error-free m-bit syndrome s = (s1 , . . . , sm )T
where sf = 0 when Zf is measured to have eigenvalue +1 and sf = 1 when Zf is measured
to have eigenvalue −1. (The value of m is a function of the code size; for the triangular n-

qubit distance-d 4.8.8 color code, m = (d + 1)2 /4 − 1 and n = (d + 1)2 /2 − 1.) We assign a

binary variable xv to each vertex v indicating whether or not the recovery operation calls
for the qubit at vertex v to be bit-flipped (have Pauli X applied). The objective of MLE
decoding is to minimize the number of xv variables that are assigned the value 1 subject
to the constraint that the parity of the xv variables on each face is consistent with the
observed syndrome. This can be expressed as the following mathematical optimization
problem:
min

�

(5.1)

xv

v

sto

�

x v = sf

v∈f

(5.2)

∀f

(5.3)

xv ∈ B := {0, 1},
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This optimization problem can be expressed as a linear binary integer program (IP) over
the finite field GF (2) as follows:
min 1T x

(5.4)

sto Hx = s mod 2

(5.5)
(5.6)

x ∈ Bn ,

where 1 denotes the all-ones vector and H is the parity check matrix associated with the
Zf -checks. (For color codes, this is the face-vertex incidence matrix.)
To take advantage of well-developed numerical optimization software, it is helpful to
replace the linear algebra over GF (2) in this mathematical program with linear algebra
over R. One way to do this is to introduce “slack variables” into the optimization problem.
Because each check operator in the code has Pauli weight four or Pauli weight eight, each
row of H has Hamming weight four or Hamming weight eight. This means that the f th
component of the vector on the left hand side of constraint (5.5) is a sum of four or
eight binary xv variables that must equal sf modulo 2. The modulo 2 restriction can be
dropped by replacing s by s + 2z1 + 4z2 + 8z3 in the constraint, where the zi are binary
“slack variable” vectors that allow the LHS to sum to any integer from 0 . . . 15. While
there can be many degenerate solutions to this revised optimization problem having
diﬀerent zi values, any solution generates the same optimal x as before. By combining
the zi variables and the x variables into a single vector y = (xT , zT1 , zT2 , zT3 )T , the slackvariable version of the program becomes the following linear binary integer program in
which the variables are restricted to be binary but in which the linear algebra is over R:
min cT y

(5.7)

sto Ay = s

(5.8)

y ∈ Bn ,

(5.9)

where c is a vector containing n ones followed by 3m zeros and A is the matrix generated
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by adjoining matrices to H as
�
�
A := H | −2I | −4I | −8I ,

(5.10)

in which each I denotes the m × m identity matrix.
There are a number of symmetries that color codes possess which allow one to significantly reduce the complexity of this binary IP. For example, if y satisfies the constraints
of the IP, then so does y with any number of faces complemented. Since complementing
the face of any optimal solution will not reduce its weight, we know that each face’s sum
will never be more than half the weight of that face. This means that for any particular
instance of the IP specified by the syndrome vector s, the sums for the octagon and square
faces can only take the syndrome-dependent values listed in Table 5.2, thereby reducing
the number of slack variables required. We take advantage of these kind of symmetries
in the software we developed for estimating the code capacity of 4.8.8 triangular color
codes.

s=0
s=1

Octagon Square
0, 2, 4
0, 2
1, 3
1

Table 5.2: Possible values that octagonal and square face check sums can take for an optimal
IP solution when the face check sum’s parity s is fixed.

Maximum likelihood decoding is generally an NP-hard problem, and the color codes
do not appear to fall into an “easy” case. This is unfortunate because their close cousins,
the surface codes, do have eﬃcient MLE decoders that can be solved as a minimumweight perfect matching problem [DKLP02]. Nevertheless, we can solve the associated
IP for reasonably small instance sizes.
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Phenomenological noise MLE decoder
In the phenomenological noise model, the syndrome values themselves can be faulty so
we repeat the syndrome extraction process a number of times equal to the distance of the
code. In this setting, it is the diﬀerence in syndrome bit values from one time step to the
next rather than the absolute values at particular times step that indicate data errors.
This is because a single data error at one time step will lead to flipped syndrome bits for
all future time steps (assuming that the syndrome extraction is not faulty), and such a
syndrome-bit history should not imply that data errors occurred at each time step—it
should imply that a data error occurred only at the time step when the syndrome bit
first changed its value. The diﬀerence in persistence between data and syndrome errors is
depicted in Fig. 5.9. The input to a MLE decoder is therefore the collection of syndrome
diﬀerence vectors for all time steps, namely
∆st = st − st−1 = (st + st−1 ) mod 2

(5.11)

∀t,

where s0 := 0.

(a) Measurement Error.

(b) Data Error.

Figure 5.9: If syndrome qubits are also allowed to be in error, we repeat syndrome measurements.
Time advances from bottom to top. Yellow circles indicate syndrome bits with the value +1.
Solid yellow circles indicate bit-flip errors.
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For a distance d color code, the optimization problem to solve is again to minimize the
number of errors given the observed syndrome, except we now have d time steps’ worth
of data-error vectors, x1 , . . . , xd , and d time steps’ worth of syndrome-error vectors,
r1 , . . . , rd , as variables in the optimization problem. Mathematically, we can write the
optimization problem as
min

�

(5.12)

1T x t

t

sto (Hxt + rt + rt−1 ) mod 2 = ∆st mod 2 ∀t

(5.13)

x ∈ Bn .

(5.14)

As we did for the code-capacity scenario, we can collect these constraints into a single
constraint and add slack variables to make the problem a linear binary IP over the
reals. Because the left-hand side of the constraints in Eq. (5.13) can sum to up to 10
for octagon constraints and up to six for square constraints, three slack variables again
suﬃce, allowing us to formulate the optimization problem as
min cT y

(5.15)

sto Ay = ∆s

(5.16)
(5.17)

y ∈ Bn ,

where c is a vector containing (n + m)d ones followed by 3md zeros, ∆s is the vector
(∆sT1 , . . . , ∆sTd )T , y is the vector (xT1 , . . . , xTd , rT1 , . . . , rTd , zT1 , zT2 , zT3 )T and A is the matrix

H


H
A=

..
.





I




−2I −4I −8I




I I
..

.

H
I I
�
�
= H I + (X − iY )/2 −2I −4I −8I ⊗ Id .
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Finally, as we did for the code capacity setting, we can use symmetries to reduce the
complexity of solving this IP; Table 5.3 summarizes what the possible values are for the
square-faced and octagonal-faced constraints.

s=0
s=1

Octagon
0, 2, 4, 6
1, 3, 5

Square
0, 2, 4
1, 3

Table 5.3: Possible values octagonal and square face check sums can take for an optimal IP
solution if the face check sum’s parity s is fixed.

Circuit-level decoder
In the circuit-level noise model, each component of the syndrome extraction circuit can
fail with a probability that is a function of a parameter p, so that the overall probability
of a syndrome bit being in error, ps , is a complicated function of p. Even more dauntingly,
the circuits can induce correlated errors between syndrome bits and between syndrome
bits and data qubits. The phenomenological-noise model does not capture these noise
correlations.
We developed an MLE decoder for the circuit-level noise model that accounts for both
these induced error correlations and the fact that in this noise model, single-qubit operations are subject to BP-channel noise while CNOT gates are subject to DP-channel noise.
However, this decoder uses exponentially many more constraints than the phenomenological decoder as a function of code size. Because the IP decoder is already NP-hard, we
opted not to study this truly MLE decoder but rather use the phenomenological-noise
MLE decoder, which ignores these subtleties. Taking correlations into account will likely
boost the accuracy threshold, but probably not by large factors [FWH11]. By way of
comparison, the threshold for the square-lattice surface code in the circuit-level noise
model is 0.68% when the phenomenological decoder is used [Har] (0.75% [RH07] when
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using a non-MLE decoder that takes into account some entropic eﬀects), a threshold
value that has recently been boosted to 1.1% [WFH11] by accounting for some of the
correlations in the noise. We leave the refinement of true MLE decoding of this noise
model to others.

5.4

Numerical estimate of the accuracy threshold for
fault-tolerant quantum error correction

5.4.1

Code capacity noise model

Because the [[n, 1, d]] triangular 4.8.8 color codes are CSS codes, when they are subject
to BP-channel noise of strength p, their code capacity is the same as their bit-flip or
phase-flip capacity; we focus on the bit-flip capacity here for definiteness. The number
of distinct bit-flip syndromes is 2(n−1)/2 and the number of distinct bit-flip errors is 2n .
For small n, one can pre-solve the MLE decoding IP for each of the 2(n−1)/2 distinct
bit-flip syndromes. One can then iterate through each of the 2n distinct error patterns,
compute its syndrome, and determine whether the combination of the error pattern
plus the inferred correction by the IP leads to a logical operator, indicating failure of
the decoding algorithm. Since error-correction is assumed to be error-free in this noise
model, the corrected state is guaranteed to be in the codespace. Because (a) the logical
bit-flip operator is transversal, (b) all stabilizer group elements have even weight, and
(c) there are an odd number of qubits in every triangular code, it follows that one can
identify a decoding failure quickly by computing whether the parity of the error pattern
equals the parity of its IP-inferred correction; this means that is suﬃces to just store the
parity of the inferred correction for each pre-computed IP instance. The probability of

128

Chapter 5. FTQC with the Topological Color Codes
failure, pfail is therefore

pfail =

�

failing patterns E

p|E| (1 − p)n−|E| ,

(5.20)

where |E| denotes the Hamming weight of the bit-flip error pattern E.
We carried out this tabulation for the smallest triangular 4.8.8 color codes of distances
1, 3, 5, and 7 (corresponding to 1, 7, 17, and 31 qubits respectively) and computed
the corresponding exact polynomials. To speed up the computation, we used several
symmetries. For example, it suﬃces to examine only half of the error patterns because
if the decoding algorithm succeeds on an error pattern, it fails on its complement and
vice versa. Also, up to overall complementation, every error pattern can be uniquely
expressed as the modulo-2 sum of an IP-inferred minimal-weight error pattern and a
pattern where a bit-flip stabilizer group element has support. Finally, the decoding
algorithm is guaranteed to work on all errors whose weight is less than the code’s distance,
so those error patterns do not need to be examined.
The formulas we obtained for the smallest codes of distance 1, 3, and 5 (code sizes 1,
7, and 17) are:

(1)

(5.21)

(3)

(5.22)

pfail = p

pfail = p7 + 7p6 (1 − p) + 28p4 (1 − p)3 + 7p3 (1 − p)4 + 21p2 (1 − p)5
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(5)

pfail = p17 + 17p16 (1 − p) + 136p15 (1 − p)2
+ 348p14 (1 − p)3 + 725p13 (1 − p)4
+ 3861p12 (1 − p)5 + 4764p11 (1 − p)6
+ 12136p10 (1 − p)7 + 9747p9 (1 − p)8

(5.23)

+ 14563p8 (1 − p)9 + 7312p7 (1 − p)10
+ 7612p6 (1 − p)11 + 2327p5 (1 − p)12
+ 1655p4 (1 − p)13 + 332p3 (1 − p)14 .
The formula we obtained for the distance-7 triangular 4.8.8 color code (31 qubits) is
a bit more hefty:

(7)

pfail = p31 + 31p30 (1 − p) + 465p29 (1 − p)2
+ 4495p28 (1 − p)3 + 25658p27 (1 − p)4
+ 96790p26 (1 − p)5 + 344858p25 (1 − p)6
+ 1288630p24 (1 − p)7 + 3742943p23 (1 − p)8
+ 10488241p22 (1 − p)9 + 21436239p21 (1 − p)10
+ 44259329p20 (1 − p)11 + 67781868p19 (1 − p)12
+ 106951476p18 (1 − p)13 + 127137964p17 (1 − p)14
+ 155845748p16 (1 − p)15 + 144694447p15 (1 − p)16
+ 138044561p14 (1 − p)17 + 99301599p13 (1 − p)18
+ 73338657p12 (1 − p)19 + 40412986p11 (1 − p)20
+ 22915926p10 (1 − p)21 + 9671834p9 (1 − p)22
+ 4145782p8 (1 − p)23 + 1340945p7 (1 − p)24
+ 391423p6 (1 − p)25 + 73121p5 (1 − p)26
+ 5807p4 (1 − p)27 .
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Our computing resources did not allow us to compute the exact polynomial for the
next-sized code (distance 9 code on 49 qubits), so we resorted to a Monte Carlo estimate
for pfail (p). We did this by first selecting three values of p near where we believed the
threshold to be. For each p, we generated N trial error patterns drawn from the Bernoulli
distribution, namely in which we applied a bit-flip on each of the n qubits with probability
p. We then inferred the syndrome for each error pattern and checked whether or not it
led to a decoding failure for the MLE decoder. The optimal unbiased estimator for pfail
that we used is
(est)

pfail =

Nfail
N

(5.25)

with a variance of
2 (est)
(σfail
)
=

(est)
pfail

�

1−
N

(est)
pfail

�

(5.26)

.

To get reasonably small error bars in these estimates we chose N = 105 . The polynomials for pfail (p) are plotted in Fig. 5.10, including our three points of Monte Carlo
data. From these plots, we estimate the accuracy threshold for this noise model to be
10.56(1)%. The error we report in this value comes from the error analysis method we
describe in detail in the next section.
To put our result in context, we reference Table 5.1. The threshold value of 10.56(1)%
we find is is slightly higher than the corresponding MLE threshold for the code capacity
10.31(1)% of 4.4.4.4 surface codes. Intuitively this makes sense, as the 4.8.8 color code
has both weight-8 and weight-4 stabilizer generators, both of which are modeled as being
measured instantaneously and ideally. Being able to measure high-weight generators
quickly should improve the performance of a code, which is the eﬀect we observe.
Our threshold is also less than the threshold value of 10.925(5)% for optimal decoding,
which is also not surprising. As with the 4.4.4.4 surface codes, the reduction in threshold
is not very significant. For both the surface codes and the 4.8.8 color codes, the accuracy
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Figure 5.10: Code capacity for the 4.8.8 triangular color codes. pth = 10.56(1)%. Error bars on
Monte Carlo data reflect 105 instances studied at each of the three corresponding values of p.
The inset figures are zoom-ins near the crossing point to show greater resolution there.

threshold in the code capacity noise model corresponds to a phase transition in a randombond Ising model (RBIM) of classical spins [DKLP02, KBMD09]. For the color codes,
the Ising model features 3-body interactions, whereas for the surface codes, the Ising
model features 2-body interactions. The MLE decoder in both settings corresponds
to the order-disorder transition in the spin model at zero temperature, whereas the
optimal decoder corresponds to the order-disorder transition at the temperature along
the so-called “Nishimori line,” where the randomness in the bond couplings equals the
randomness in the state arising from finite temperature fluctuations. In both the surfacecode and color-code settings, the small decrease in accuracy threshold when going from
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optimal to MLE decoding reflects that the phase-boundary in these models is re-entrant,
but only by a small amount. Our results therefore imply a violation of the so-called
Nishimori conjecture [Nis81, Nis86], which conjectures that the spin model shouldn’t
become more ordered as the temperature increases. The violation that our results imply is
depicted in cartoon fashion in Fig. 5.11. To our knowledge, the violation of the Nishimori
conjecture for the 3-body RBIM is unknown before our work. We expand more on this
connection in Sec. 5.7.2.




 

 

 



Figure 5.11: Phase diagram for 3-body random-bond Ising model. The dark circle is called
the Nishimori point. The dotted line is the expected phase boundary given by the Nishimori
conjecture. Our value of code capacity (10.56(1)%) establishes that the T = 0 intercept is Pc,0 ,
while results of Ohzeki [Ohz09a] (10.925(5)%) establish that the Nishimori point occurs at Pc .
Because P c �= Pc,0 , the Nishimori conjecture for this model is false.

5.4.2

Phenomenological noise model

In the phenomenological noise model, our fault-tolerant quantum error correction protocol repeats syndrome extraction multiple times to increase the reliability of the syndrome
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bits. This causes the number of possible error patterns for a given code size to grow so
rapidly that obtaining exact curves for pfail (p) even for small code sizes is intractable. We
therefore resorted to Monte Carlo estimates for these curves for even the smallest code
sizes. The specific Monte Carlo algorithm we used for computing pfail at a fixed value of
p is listed in Algorithm 1.
In words, Algorithm 1 creates an estimator for pfail by assessing the performance
of many simulated trials of faulty quantum error correction. In each trial, errors are
laid down, giving rise to an observed syndrome history. From the syndrome history, a
correction is inferred. The actual error history and the inferred error history are XORed
onto a single eﬀective time slice, but the state in this eﬀective time slice is not necessarily
in the codespace. To achieve this, a fictional ideal (error-free) round of error correction
is simulated. If this succeeds (i.e., if it does not generate a logical bit-flip operation),
then the trial is deemed a success; otherwise it is deemed a failure. By repeating many
trials, one obtains an optimal unbiased estimator for the failure probability pfail , with
mean and variance given by Eqs. (5.25–5.26), identical to the formulas relevant in the
code capacity noise model setting.
Our plots of pfail versus p for small-distance color codes are depicted in Fig. 5.12.
Just as for surface codes, the phenomenological noise MLE decoder can be mapped to a
random-plaquette gauge model (RPGM) on classical spins such that the zero-temperature
order-disorder phase transition in the spin model corresponds to the accuracy threshold
of the color codes. Because of this, as argued in Ref. [WHP03], the mutual intersection
of the curves in Fig. 5.12 at the threshold pc corresponds to critical behavior in the spin
model such that the spin correlation length ξ scales as

(5.27)

ξ ∼ |p − pc |−ν0 ,
where ν0 is a critical exponent set by the universality class of the spin model.

134

Chapter 5. FTQC with the Topological Color Codes
Algorithm 1 : pfail (p) by Monte Carlo
1: nfaces ← 14 (d + 1)2 − 1.
2: for i = 1 to N do
3:

// Generate data and syndrome errors for d time slices.

4:

for t = 1 to d do

5:
6:

for j = 1 to n do
E[t, j] ← 1 with probability p. // Data errors.

7:

end for

8:

for j = n + 1 to n + 1 + nfaces do

9:
10:

E[t, j] ← 1 with probability p. // Synd. errors.

end for

11:

end for

12:

Emin ← Decode(Syndrome(E)). // 3D error volume.
�
E � ← t E[t] ⊕ Emin [t]. // 2D error plane.

13:

16:

�
Emin
← Decode(Syndrome(E � )). // Ideal decoding.
�
�
if ( i E � [i] ⊕ Emin
[i] = 1) then

17:

end if

14:
15:

Nfail ← Nfail + 1.

18: end for
(est)

19: return pfail = Nfail /N .

For a suﬃciently large code distance d, then, the failure probability should scale as
(5.28)

pfail = (p − pc )d1/ν0 .

We use our Monte Carlo data to fit to this form, but as in Ref. [WHP03], we allow
for systematic corrections coming from finite-size eﬀects that create a constant oﬀset.
Specifically, we use the method of diﬀerential corrections [Pez11] to fit the curves to the

135

Chapter 5. FTQC with the Topological Color Codes

0.2

d=5
d=7
d=9

0.18

0.16

PFailure

0.14

0.12

0.1

0.08

0.06

0.04
0.024

0.026

0.028

0.03

PError

0.032

0.034

0.036

Figure 5.12: Monte Carlo data used to estimate the accuracy threshold in the phenomenological
noise model.

form
(5.29)

pfail = A + B(p − pc )d1/ν0 .

The linear fits to our data are plotted in Fig. 5.13. Using the software of Ref. [Pez11],
we found the following values for pc and ν0 :
pc = 0.030 534 ± 0.000 385

(5.30)

ν0 = 1.486 681 ± 0.166 837.

(5.31)
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Figure 5.13: Linear fit near curve crossings of phenomenological-noise-model Monte Carlo data.
Estimated accuracy threshold is pth = 3.05(4)%.

To put our results in context, as we did in the code capacity setting, we reference
Table 5.1. For the same reasons as in the code capacity noise model setting, the threshold
we compute is larger than the MLE decoder’s threshold for the 4.4.4.4 surface codes. We
conjecture that is it also measurably less than the threshold for the optimal color-code
decoder, as is the case for optimal vs. MLE decoding for surface codes. So far, the
threshold for optimal decoding of 4.8.8 color codes has not been estimated, but the
analysis for optimal decoding of 6.6.6 color codes suggests that the threshold will be
near 4.5%. If true, our data would signal a violation of the Nishimori conjecture for
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the RPGM associated with the 4.8.8 color code, something we are not aware of being
reported elsewhere.
Finally, we note that while the value of ν0 is consistent with value of ν0 = 1.463(6)
obtained for the 4.4.4.4 surface code [WHP03] and the 6.6.6 color code, the uncertainty
in the value we obtained is too high to draw any meaningful conclusions.

5.4.3

Circuit-level noise model

As with the phenomenological noise model, computing pfail (p) exactly even for small code
sizes is intractable, so we again appeal to Monte Carlo estimation. Our Monte Carlo
simulation algorithm is similar to Algorithm 1, except the manner in which the error
pattern E is generated is diﬀerent. To generate E, we simulate BP and DP channel noise
as described by the noise model on the explicit circuit given for syndrome extraction.
This results in a correlated error model for syndrome and data qubits. We then use the
phenomenological noise MLE decoder and assess success or failure as we did for that
noise model.
We estimated the pfail (p) curves for several small 4.8.8 triangular color codes for both
the X-then-Z schedule of Fig. 5.6 and the interleaved X-Z schedule of Fig. 5.7. Our
results are plotted in Figs. 5.14 and 5.15.
To compute the accuracy thresholds from our data, we again fit our data near the
crossings to an equation whose form is similar to that of Eq. (5.29). However, the
motivation for such a fit is a bit more tenuous in this case because while the MLE decoder
we are using maps to a RPGM, the noise model which generates it is correlated. For
this reason, as also found in Ref. [WHP03], we found it necessary to include a quadratic
term, unlike the case for the pure phenomenological noise model. In other words, we fit
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Figure 5.14: Monte Carlo data used to estimate accuracy threshold in the circuit-based noise
model in which the noninterleaved syndrome extraction circuit is used.

our data to an equation of the form

pfail = A + B(p − pc )d1/ν0 + C(p − pc )2 d2/ν0 .

(5.32)

The quadratic fits to our data for the X-then-Z schedule are plotted in Fig. 5.16.
Again using the software of Ref. [Pez11], we found the following values for pc and ν0 for
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Figure 5.15: Monte Carlo data used to estimate the accuracy threshold in the circuit-based
noise model in which the interleaved syndrome extraction circuit is used.

the X-then-Z schedule:
pc = 0.000 820 ± 0.000 022

(5.33)

ν0 = 1.350 954 ± 0.079 188.

(5.34)

To be clear, there is both a Z-error and an X-error accuracy threshold; we report the
smaller of the two here.
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Figure 5.16: Quadratic fit near curve crossings of noninterleaved-circuit circuit-based-noisemodel Monte Carlo data. Estimated accuracy threshold is pth = 0.082(3)%.

Similarly, for the XZ-interleaved schedule we found
pc = 0.000 800 ± 0.000 037

(5.35)

ν0 = 1.509 871 ± 0.151 690.

(5.36)

Again, our results are for the smaller of the X-error and Z-error thresholds.
Our results show that despite eﬀorts to shorten the schedule of the syndrome extraction circuit, the impact on the resulting accuracy threshold is essentially indistinguish-
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able. The value of 0.082(3)% for the accuracy threshold for MLE decoding of the 4.8.8
color codes in the circuit-level noise model is about a factor of ten less than the the
corresponding 0.68% accuracy threshold for MLE decoding of 4.4.4.4 surface codes in the
circuit-level noise model. We believe that the diﬀerence comes from the fact that the 4.8.8
codes have some weight-8 stabilizer generators while the 4.4.4.4 codes only have weight-4
stabilizer generators. This causes the circuits for extracting the syndrome for the weight8 generators in the 4.8.8 codes to be larger, inviting more avenues for failure. Indeed, we
have investigated the finite-sized error-propagation patterns for the 4.8.8 codes such as
the one depicted in Fig. 5.8, and they are significantly larger and more complex than the
corresponding patterns for the 4.4.4.4 surface codes. Expanding this line of reasoning,
we predict that the 6.6.6 color codes will have an MLE-decoded accuracy threshold in
the circuit-based noise model that is somewhere between the 4.8.8 and 4.4.4.4 accuracy
thresholds in this noise model.

5.5

Analytic bound on the accuracy threshold for
fault-tolerant quantum error correction

While numerical estimates of the accuracy threshold are valuable, equally valuable are
analytic proofs that the accuracy threshold is no smaller than a given value. One method
of obtaining such a lower bound is to use the self-avoiding walk (SAW) method, first
proposed in Ref. [DKLP02]. The idea behind this method begins with the observation
that our goal is to lower-bound the failure probability of decoding, which is the probability
that the actual errors plus the inferred correction (modulo 2) lead to an error chain that
corresponds to a logical operator. For color codes, logical operators can be not only stringlike but also string-net like, as described in the original paper on color codes [BMD06].
They must also have a Pauli-weight at least as large as the distance of the code. The
probability that a logical operator is present in the post-corrected state is therefore at
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least as large as the probability that an error-chain string of Pauli-weight equal to the
code distance is present. Certainly this is a very pessimistic bound; there are many error
chain strings and string-nets of this Pauli weight that do not result in failure!
The SAW lower-bound method can be applied relatively straightforwardly to the codecapacity and phenomenological noise models with MLE decoding. The method begins to
break down when applied to the circuit-level noise model with phenomenological MLE
decoding. One reason for this is that the circuit introduces correlated errors, called
“hooks” in Ref. [DKLP02], which suggest that the SAW bounding the failure probability
should be allowed to sometimes take more than one step in a single iteration. With
some finesse, this can be accounted for and bounded as in Ref. [DKLP02]. However, for
the color codes, the steps need not be path-connected either. For example, the circuit
may create three separated errors on a single octagon plaquette. Calling such a process
a “walk” or attempting to bound the behavior of the process by a true SAW method is
dubious at best. For this reason, we have chosen to omit bounding the accuracy threshold
in the circuit-level noise model and instead have bounded the accuracy threshold only
for the other two noise models, as described below.

5.5.1

Code capacity noise model

As argued by Dennis et al. in Ref. [DKLP02], the probability that an [[n, k, d]] topological
code decoded by an error-free MLE decoder fails is upper-bounded by the probability
that a self-avoiding walk creates a closed path (i.e., a self-avoiding polygon or SAP) of
length d or greater:
�
pfail ≤
ProbSAP (d)

(5.37)

L≥d

≤n

�
L≥d

nSAP (L) (4p(1 − p))L/2 .

(5.38)

Self-avoiding walks on the 4.8.8 lattice have been studied, and it is known that the
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number of self-avoiding polygons of length L on the lattice scales asymptotically as [Ja98]
nSAP (L) ≤ P (L)µL4.8.8 ,

µ4.8.8 ≈ 1.808 830 01(6),

(5.39)

where P is a polynomial and µ4.8.8 is the so-called connective constant for the 4.8.8
lattice. (The value µ4.8.8 has been rigorously bounded to be 1.804 596 ≤ µ4.8.8 ≤ 1.829 254
[Jen04, Alm05].) For small p, each summand in Eq. (5.37) is upper-bounded by the term

with L = d, and the number of summands is at most a polynomial in d, so that pfail → 0
as d → ∞ as long as
p(1 − p) ≤

1
.
4µ24.8.8

(5.40)

Solving this equation for p, we find that the code capacity threshold is at least
(5.41)

pc ≥ 8.335 745(1)%.

Despite the crudeness of the SAW bound, it comes surprisingly close to the numerical
value of 10.56(1) that we estimate in Sec. 5.4.1.

5.5.2

Phenomenological noise model

The SAW bound method is essentially the same as for the code capacity noise model,
except now errors can happen on syndrome qubits as well as data qubits and the set
of all relevant qubits forms a three-dimensional volume. The relevant SAW traverses
a 3D lattice that connects syndrome qubits and data qubits both with themselves and
each other as dictated by the color code; the corresponding nonregular prismatic lattice
is depicted in Fig. 5.17. To our knowledge, the connective constant for this lattice is
not known, but it could be computed in principle using standard methods, e.g., those
outlined in Refs. [Ja98, Jen04, Alm05]. We opted to bypass this analysis and instead
compute a coarser bound on the failure probability.
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Figure 5.17: Prismatic lattice on which a self-avoiding walk occurs in the analysis of the accuracy
threshold for fault-tolerant quantum error correction using color codes in the phenomenological
noise model.

Because the lattice in Fig. 5.17 has vertices of degree ∆ equal to 6, 8, and 10, we can
bound the number of SAPs of length L by
(5.42)

nSAP (L) ≤ 2∆max (2∆max − 1)L−1 .
Using ∆max = 10, we obtain a formula similar to that of Eq. (5.40), namely
p(1 − p) ≤

1
1
=
.
2
4(9)
324

(5.43)

Solving this equation for p, we find that the phenomenological noise threshold is at
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least
√
9−4 5
pc ≥
≈ 0.3096%.
18

(5.44)

This bound is nearly a factor of ten less than the value of pc = 3.05(4)% that we
estimate in Sec. 5.4.2. With further computational eﬀort in determining the connective
constant of the governing lattice, we suspect that the SAW bound will still be below our
numerical estimate, but significantly closer, in analogy with the relationship between our
SAW bound for the code capacity and the value we estimate numerically. We leave this
analysis to others wishing to tighten this bound.

5.6

Fault-tolerant computation with color codes

To establish a threshold for fault-tolerant quantum computation, it is suﬃcient to establish three things: 1) a threshold for fault-tolerant quantum error correction, 2) a
procedure for performing a universal set of gates in encoded form, and 3) that a failure in an encoded gate that occurs with probability p leads to failures in each output
codeword with probability at most p. These three ingredients establish that each gate
in a quantum circuit can be simulated fault-tolerantly by performing it in encoded form
followed by fault-tolerant quantum error correction. We previously established the first
criterion in Sec. 5.3. We establish the second two criteria here for two possible computer
architectures.
In the first, which we call the “pancake architecture,” each logical qubit is stored in its
own triangular 4.8.8 color code and the logical qubits are stacked atop one another. This
architecture is essentially the same as the one proposed in Ref. [DKLP02]. Almost all
encoded operations are implemented transversally in this model, acting on single “logical
qubit pancakes” or between two such “pancakes.” In the second, which we call the “defect architecture,” each logical qubit is stored as a connected collection of missing check
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operators, which we call a “defect,” in a single 2D 4.8.8 substrate. This architecture
is essentially the same as the one proposed in Ref. [RH07]. Almost all encoded operations are performed in one of two ways: encoded single-qubit gates are performed by
disconnecting a region containing the defect, operating transversally on the region, and
reconnecting the region, while the encoded CN OT gate is performed by a sequence of
local measurements that cause one defect to circulate around another.

5.6.1

Fault-tolerance by transversal gates

In this section, we compute the threshold for fault-tolerant quantum computation with
triangular 4.8.8 color codes when (almost) all encoded gates are implemented transversally. Recall that a transversal gate acts identically on all physical qubits in a code block.
For example, a two-qubit transversal gate between two triangular codes acts as the same
two-qubit physical gate between corresponding physical qubits in each code block. Some
authors refer to this notion of transversality as strong transversality [Eas07].

Identity gate
The accuracy threshold for the identity gate is exactly the same as the accuracy threshold
for fault-tolerant quantum error correction, by definition. Schematically, Fig. 5.18 depicts
the noisy identity gate circuit.
|ψ�

BP

QEC

Figure 5.18: Noisy identity gate. BP indicates the action of the BP channel.

Formally, we can express the equivalence between the accuracy threshold for the
identity gate and the accuracy threshold for fault-tolerant quantum error correction as
(I)

(QEC)

pth = pth

(5.45)

.
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CNOT gate

The color codes are Calderbank-Shor-Steane (CSS) codes [CS96, Ste96b], and for all
such codes, the encoded controlled-NOT (CNOT ) gate can be implemented transversally, namely by applying CNOT gates between corresponding pairs of physical qubits
in two color codes. (For color codes, fewer CNOT gates than a fully transversal set also
suﬃce.) Schematically, Fig. 5.19 depicts a noisy CNOT gate. Each physical CNOT gate
propagates the BP channel on its control to the BP channel on its target and vice versa,
so that the eﬀective noise model seen by the fault-tolerant quantum error correction procedure on each code block after the encoded CNOT gate is the BP channel followed by
the projection of the two-qubit DP channel onto a single qubit. Although the DP channel
can create correlated errors between output code blocks, it will never cause a correlated
error within a code block. Since our decoder treats the noise model phenomenologically,
it does not account for DP-channel features such as the fact that in the DP channel a Y
error is more probable than the combination of separate X and Z errors. For this reason,
since half of the DP-channel errors act as a bit-flip on a given code block and half of them
act as a phase-flip on a given code block, our decoder interprets the post-CNOT noise
model as a BP channel with an eﬀective error rate of p + p/2 for bit flips and p + p/2 for
phase flips. This means that the accuracy threshold for the CNOT gate is actually 2/3
of the value for the identity gate. The CNOT gates used in an encoded CNOT gate must
therefore meet a more stringent requirement than the identity gate to be implemented
transversally fault-tolerantly. (However the CNOT gates used in fault-tolerant quantum
error correction still only need to meet the threshold for the encoded identity gate.)

(CNOT )

pth

2 (I)
= pth .
3

(5.46)
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Figure 5.19: Noisy CNOT . BP indicates the action of the BP channel; D indicates the action
of the DP channel.

Hadamard gate
The color codes are strong CSS codes, meaning that the X-type and Z-type stabilizer
generators have the same structure. As with all strong CSS codes, the encoded Hadamard
gate (H) can be implemented transversally.
Like the CNOT gate, the Hadamard gate propagates the BP channel to the BP
channel; however since faults in the Hadamard gate are modeled as an ideal Hadamard
gate followed by the BP channel, the eﬀective noise model is not one but two actions of
the BP channel, as depicted in Fig. 5.20.

BP

H

BP

QEC

=

H

BP BP

QEC

(5.48)

Figure 5.20: Noisy Hadamard BP indicates the action of the BP channel; D indicates action of
the DP channel.

It is straightforward to show that two successive applications of the BP channel
with probability p are equivalent to one application of the BP channel with probability
2p(1 − p). This is therefore the eﬀective post-Hadamard noise channel, so that the
threshold for the Hadamard gate is about half of that for fault-tolerant quantum error
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correction:
(H)
pth

1 1
= −
2 2

�
1 (I)
(I)
1 − 2pth ≈ pth .
2

(5.49)

Phase gate
The color codes have the feature that each stabilizer generator for the code has a Pauli
weight equal to 0 mod 4 and each pair of generators are incident on 0 mod 2 qubits. One
can show that because of this, the encoded phase gate (S) has a transversal implementation [KLZ96, BMD06]. (Technically, it is sometimes the transversal S † operation that
acts as an encoded S.)
While a faulty phase gate acts as an ideal phase gate followed by a BP channel, the
phase gate itself does not propagate the BP channel preceding it symmetrically for bit
flips and phase flips. This follows from the conjugation actions
SXS † = Y = iXZ

SZS † = Z.

(5.50)

The phase gate therefore propagates a phase flip to a phase flip and a bit flip to both
a bit-flip and a phase flip, as depicted in Fig. 5.21.
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S

B

QEC

=

S

BP B

P

S

P

QEC

=

S

PP

QEC
QEC

(5.51)
(5.52)

Figure 5.21: Noisy phase gate. B indicates the action of the bit-flip channel; P indicates the
action of the phase-flip channel.

The phase gate is correspondingly more sensitive to phase-flip noise because the effective phase-flip strength is p3 + 3p(1 − p)2 . The phase gate thus has separate thresholds
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for bit-flip and phase-flip noise. For bit-flip noise, the threshold is
�
1 1
1 (I)
(S,bit-flip)
(I)
pth
= −
1 − 2pth ≈ pth
2 2
2

(5.53)

For phase-flip noise, one must solve a cubic equation to get a closed-form solution for the
threshold as a function of the threshold for the identity gate. While this is possible in
(S,phase-flip)

principle, to save space we simply state the cubic equation in the variable x = pth

that must be solved and its approximate solution, which we can estimate because we know
that the accuracy threshold is very close to 0:
(I)

(5.54)

x3 + 3x(1 − x)2 = pth ,
1 (I)
x ≈ pth .
3

(5.55)

Single-qubit measurements
To destructively apply the encoded single-qubit measurements MX and MZ , we transversally measure X or Z on each of the qubits in the code block. We then perform classical
error correction on the measurement outcomes (because they may be faulty) to infer the
outcome of the encoded measurement, as depicted schematically in Fig. 5.22.
B

MZ

CEC

=

MZ

B

CEC

(5.56)

P

MX

CEC

=

MX

B

CEC

(5.57)

Figure 5.22: Noisy measurements. B denotes the bit-flip channel, P denotes the phase-flip channel, and CEC denotes classical error correction of the measurement outcomes. Post-measured
states are drawn with double lines to indicate that they are “classical.”

The correctness of this procedure follows from the fact that X and Z operators can
be expressed as Z = S 2 and X = HZH, and the encoded operations H and S have
previously been demonstrated to have transversal encoded implementations. Bit or phase
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errors (as relevant) before a measurement then map to bit errors on the observed classical
bit pattern.
The reason the measurement is destructive is that after the measurement, the qubits
are no longer in the codespace of the color code; the post-measured state is not projected onto an X or Z eigenstate in the codespace. However, as pointed out by Steane
[Ste98], given the ability to prepare encoded |+� states, a circuit composed of transversal
CNOT and transversal destructive MX measurements can implement nondestructive MX

measurements transversally. A similar story holds for encoded |0� states and MZ mea-

surements. The circuits for generating these nondestructive measurements transversally
are depicted in Fig. 5.23. Because the encoded |0� and |+� states are being used to enable gates, namely nondestructive encoded measurements, these states are called “magic

states” for the gates [BK05]. Ordinarily, quantum error correction would follow not just
one, but both of the outputs of the encoded CNOT gate in these circuits, but because one
of the encoded qubits is destructively measured immediately after the CNOT gate, that
encoded qubit does not require quantum error correction; it will be eﬀectively performed
by the classical error correction process occurring after the destructive measurement.
|ψ�
|0�

•

QEC

MX |ψ�

|ψ�

MX

CEC

|+�

•

QEC
MZ

MZ |ψ�
CEC

Figure 5.23: Circuits for nondestructive encoded MX and MZ , using the states |0� and |+� as
“magic states.”

The threshold for destructive MZ and MX measurements is the same as the code
capacity threshold for the code, regardless of which noise model we are considering. This
is because the physical measurements are made only once, as repetition cannot improve
their eﬀective error rate. The (flawless) classical error correction performed in postprocessing has a threshold equal to the code capacity threshold. Hence, we have the
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result that
(I,code capacity)

(M ,destructive)

= pth

(M ,destructive)

= pth

pth X

pth Z

(I,code capacity)

,

(5.58)

.

(5.59)

Although these measurements need only be smaller than the code capacity threshold
to implement the encoded measurement, when these measurements are used in the faulttolerant quantum error correction protocol, they must be smaller than the threshold set
by the prevailing noise model—a threshold that may be significantly lower.
To compute the threshold for nondestructive MZ and MX measurements, we examine
how errors propagate through the circuits in Fig. 5.23. As with the analysis of Fig. 5.19,
the eﬀective noise channel we need to consider after the CNOT gate is the BP channel
followed by the DP channel on each output. One of these enters a destructive measurement, which, as we found in the analysis of Fig. 5.22, has a rather high threshold equal
to the code capacity even in the circuit-level noise model. However, it is lowered slightly
by the fact the eﬀective error rate is 23 p, as discussed in the analysis of the encoded
CNOT gate. The other output enters a standard quantum error correction circuit, also
subject to noise of strength 23 p. Since the lowest threshold of these two thresholds is this
one, the overall threshold for an encoded nondestructive measurement is the same as the
threshold for the encoded CNOT gate. Namely, we have the result that
(M ,nondestructive)

= pth

(M ,nondestructive)

= pth

pth X

pth Z

(CNOT )

(CNOT )

2 (I)
= pth ,
3
2 (I)
= pth .
3

(5.60)
(5.61)

|0� and |+� preparation
It is tempting to assert that the way to fault-tolerantly prepare the encoded |0� state is
to perform an encoded nondestructive MZ measurement. The flaw with this reasoning
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is that the nondestructive MZ measurement requires the encoded |+� state as a magic
state, and the analogous way of preparing a |+� state requires a |0� state.

To get out of this chicken-and-egg cycle, one must use an independent process. We
describe a two-step process that works for preparation of an encoded |0� state; the process
for preparing an encoded |+� state is similar.

The first step is to prepare the product state |0�⊗n by transversally measuring MZ

on each physical qubit. This state is a stabilizer state, having n check operators, with
check operator i being Z on qubit i for i = 1, . . . n. The second step is to fault-tolerantly
measure the X checks for the color code. Because the only Z-type operators consistent
with all the X checks are the color codes’ Z checks for the color code and the logical Z
operator, these measurements will transform the state into the logical |0� state.
It turns out that it is not necessary to also fault-tolerantly measure the Z checks for
the color code. The state is already in an eigenstate of these operators at this point, so
all the measurements can do is yield syndrome bits. Had one obtained these bits and
processed them, the post-corrected state would still have been subject to X errors drawn
from the same distribution as the X errors aﬄicting the initial |0�⊗n preparation—faulttolerant error correction doesn’t suppress the final error rate to zero, it only keeps it at
the same rate one started with.
The threshold for preparation of encoded |0� and |+� states is therefore the same as

the threshold for fault-tolerant quantum error correction, namely,
(|0�)

pth

(|+�)

= pth

(I)

(5.62)

= pth .

It is worth noting that while the process for fault-tolerantly preparing |0� and |+�

states is not strictly transversal, the only nontransversal operation is fault-tolerant quantum error correction, a process that is required in addition to transversal operations in
any event in order to achieve fault-tolerant quantum computation.
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T gate
Another gate that admits a transversal implementation with a magic state is the T gate,
also called the π/8 gate, defined as




iπ/8
1
0
e
0
 = e−iπ/8 
.
T := 
−iπ/4
−iπ/8
0 e
0
e

(5.63)

If we we have an encoded version of the state

|π/4� := T H|0�
(5.64)
�
1 �
= √ |0� + eiπ/4 |1� ,
(5.65)
2
also called |A� and |Aπ/4 � in the literature, we can implement the T gate transversally
using the circuit of Fig. 5.24. This circuit is not a Cliﬀord circuit, because the classicallycontrolled S gate is not a Cliﬀord gate. Nevertheless, it only uses gates that we have
previously shown how to implement in encoded form by purely transversal operations.
|ψ�
|π/4�

•

QEC
MZ

S
CEC

QEC

•

Figure 5.24: Magic-state circuit for the T gate.

To compute the T gate threshold, we again study error propagation through its defining circuit, viz. the circuit in Fig. 5.24. As shown previously, the CNOT gate creates an
input to the first QEC cycle that has a threshold of 2/3 of the standard QEC threshold.
The S gate creates an input to the second QEC cycle which splits the threshold into
bit-flip and phase-flip thresholds approximately equal to 1/2 and 1/3 of the standard
QEC threshold. The threshold for the T gate is set by the smallest of these, namely the
S gate threshold, which is
�
1 1
1 (I)
(T,bit-flip)
(I)
pth
= −
1 − 2pth ≈ pth ,
2 2
2
1
(T,phase-flip)
(I)
pth
= x ≈ pth .
3
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|π/4� preparation
There are two alternatives for preparing encoded |π/4� states fault-tolerantly described
in the literature. In the first, low-fidelity |π/4� states are “injected” into the code by
teleportation, using the circuit in Fig. 5.25 [Kni05], and then “distilled” using encoded

gates until the resultant |π/4� states have an error below the accuracy threshold. In the
second, high-quality |π/4� states are first distilled and then injected into the code. The
�� � � � � � � � � � � � � �
�

� �
�0
� �
�0

/

•

|M �
�

MX �
�

�

H

• � Unencode
�

�

MZ �

� � � � � � � � � � � � �

/

�

•
X

Z

� �
�M

Figure 5.25: Circuit for injecting a single-qubit magic state (M ). The circuit for multi-qubit
magic states is similar.

circuit depicted in Fig. 5.25 is not fault-tolerant, but faults are already suppressed by the
code on the encoded qubits; only operations from the latter-half of the decoding circuit
onwards are unprotected.
Unlike all of the previous encoded gates, this method for implementing an encoded
|π/4� preparation requires an operation which is neither transversal nor fault-tolerant
quantum error correction. The “unencoding” portion of the circuit is the time-reversed

coherent circuit for encoding a state in the color code, derivable via standard stabilizer
codes as shown in Ref. [Got97]. This unencoding circuit does not appear to have a
transversal implementation. While the Eastin-Knill theorem [EK09] asserts that at least
one nontransversal operation is required to generate a universal set of encoded gates,
it does not guarantee that no transversal implementation of this circuit exists. That is
because the process of fault-tolerant quantum error correction used to prepare |0� and

|+� states is not transversal. For 3D color codes [BMD07c], in which T is instrinsically

transversal and in which encoded |0� and |+� states still require fault-tolerant quantum
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error correction for preparation, only transversal and FTQEC operations are needed, for
example. It would be interesting to develop a variant of the circuit in Fig. 5.25 which
only uses transversal operations and possibly fault-tolerant quantum error correction to
inject a |π/4� state into 2D color codes. We leave that for others to explore.

While the portion of the circuit in Fig. 5.25 in which the physical |M � state interacts

with the unencoded qubit via a CNOT appears to also not be transversal, it can be made

so with slight modification. In principle, one could prepare n states of the form |M � and
transversally apply the CNOT gate between these and the code block, but only the one

qubit corresponding to the unencoded state will be used to classically control the X and
Z gates that are used to inject the correct state. As usual, these corrections do not need
to be actually implemented, only used to update the Pauli frame.

Both alternatives for preparing high-quality encoded |π/4� states require a procedure

for magic-state distillation. One option is to use the encoding circuit for the 15-qubit
Reed-Muller code [KLZ98] (also the smallest 3D color code [BMD07c]) run in reverse, as
depicted in Fig. 5.26. For it to work, the initial states must have an error less than the
|π/4� distillation threshold. For the circuit depicted in Fig. 5.26, the distillation threshold
√
for independent, identically distributed (iid) depolarizing noise is (6 − 2 2)/7 ≈ 45.3%
√
√
[Rei06, BCL+ 06], for dephasing iid noise is ( 2 − 1)/ 2 ≈ 29.3% [Rei06, VHP05], and
√
√
for worst-case iid noise is ( 2−1)/2 2 ≈ 14.6% [Rei06, VHP05]. The entire circuit must
be run O(poly(ε−1 )) times to achieve an output error less than ε; convergence should be

quite rapid in practice given the actual polynomial [Rei06]. Various tricks can be used to
boost the distillation threshold and reduce the resources required to achieve high-fidelity
states; any of these can be readily adapted to this setting.
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Figure 5.26: Distillation circuit for |π/4� states; it is the 15-qubit Reed-Muller code’s encoding
circuit in reverse.

Synthesis

It is a well-known result that the gate basis {H, S, CNOT , MX , MZ , |0�, |+�, |π/4�} is

universal for quantum computation [NC00] (in fact, it is even overcomplete). We have
presented transversal methods for performing color-code encoded versions of each of
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these except for the state preparations. By the Eastin-Knill theorem [EK09], it is impossible to generate a complete universal encoded gate basis in transversal form. However,
color codes oﬀer a particularly gentle way around this theorem. There are only two
nontransversal operations used. The first is fault-tolerant quantum error correction, a
process that is required in addition to encoded computations in any event for the entire protocol to be fault tolerant. The second is the time-reversed coherent encoding
circuit for color codes. Such a circuit is useful for encoding unkown quantum states,
but in an actual quantum computation, the input state is known so it is not needed for
this purpose. Whether this “unencoding circuit” can be replaced with another operation
which uses only transversal operations and fault-tolerant quantum error correction is an
interesting open question. For 3D color codes, we know that the answer is “yes.”
The “pancake architecture,” described in Ref. [DKLP02] for the Kitaev surface-codes,
realizes the encoded gate set we described using only gates between spatially neighboring
qubits. One diﬀerence in our analysis from that performed in Ref. [DKLP02] is that we
have analyzed the accuracy threshold not only for fault-tolerant quantum memory but
also for fault-tolerant quantum computation, a feat made tractable by the strong CSS
nature of the color codes.

5.6.2

Fault-tolerance by code deformation

The method of fault-tolerance described in Sec. 5.6.1 requires a three-dimensional architecture to allow the transversal CNOT gates to remain spatially local. This violates the
spirit of using two-dimensional codes in the first place. Fortunately, it is possible to use
code deformation to achieve fault-tolerance in a strictly two-dimensional architecture.
Our construction here mirrors that of Raussendorf et al.’s construction for surface codes
in Ref. [RH07, RHG07]. Fowler has independently constructed a method for using code
deformation in 4.8.8 color codes [Fow08] that is very similar to ours. The primary diﬀer-
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ences are that (i) Fowler’s logical qubits are encoded in a triple of defects whereas ours
are encoded in single defects, and (ii) Fowler’s scheme disallows diﬀerent defect types
from occupying the same plaquette location while ours does. Each of these diﬀerences
allows our scheme to encode a higher density of encoded information. Specifically, our
scheme allows a six-fold increase in logical qubit density over the Fowler scheme.

To begin, we generate a suﬃciently large 4.8.8 color code by performing fault-tolerant
quantum error correction. We are not interested in what the encoded state is—all we
require is that the states is in the codespace with arbitrarily high fidelity. We consider
any logical qubits associated with the entire surface to be “gauge” qubits in the language
of subsystem stabilizer code theory [Pou05]. We then use this state as a resource to
generate and manipulate encoded qubits.

Each element of the standard set of stabilizer generators for a color code can be
labeled by a face of a definite color (red, green, or blue) and an operator of a definite
Pauli type (X or Z). Notationally, we will refer to a generator as a (c, P ) generator
if it is of color c and Pauli type P . To prepare an encoded qubit in our color code
substrate, we remove a connected product of stabilizer generators of the same color and
type. (Generally removal of any element of the stabilizer group will yield a logical qubit;
we restrict attention to this class for simplicity.) We call this removed region a defect
in analogy with the language used by Raussendorf et al. in Ref. [RH07]. This removal
is entirely passive—we simply cease measuring this product of stabilizer generators in
future quantum error correction rounds. For this reason, it is manifestly a fault-tolerant
process.
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Preparation, growth, contraction, movement, and destructive measurement
of defects
In principle, the generator removed to form a defect qubit can be identified with any
element of the encoded Pauli group for that encoded qubit. For concreteness, we make
the choice of calling the removed generator a logical Z when it is Z-type defect (also
called a ‘primal’ or ‘smooth’ defect in the language of Ref. [RH07]) and a logical X when
it is X-type defect (also called a ‘dual’ or ‘rough’ defect in the language of Ref. [RH07]).
Thus removing an X- or Z-type generator corresponds to preparing a logical |+� and

|0� state respectively. The logical Z operator for a (c, X) defect acts as Z on a c-colored
chain of qubits connecting the defect to another c-colored boundary, which may itself
be another defect. If no such other boundary exists, then the defect fails to encode a
logical qubit. To avoid this complication, we will always imagine that our substrate is a
triangular code, having boundaries of each of the three colors. Similarly, the logical X
operator for a (c, Z) defect acts as X on a c-colored chain of qubits connecting the defect
to a c-colored boundary.
A (c, P ) defect qubit q can grow in the following way. Suppose we would like to
extend the defect so that it includes an adjacent region q � of the same color and type.
(In principle, the defect qubit q could grow to include a nonadjacent region, but then
the resulting defect would not be connected and the measurement process to create the
defect would involve additional machinery.) To grow q, we measure an operator that
anti-commutes with P on a qubit on the boundary of the defect region q and with P on
the boundary of the region q � . To grow solely to q � , this operator must also commute with
all other stabilizer generators of the code. Such an operator always exists; for example
one can measure a c-colored P � chain, where P � is a Pauli operator anti-commuting with
P . Since the regions q and q � are adjacent, a minimal-weight operator that does this is
XX or ZZ on neighboring qubits, as depicted in Figs. 5.27 and 5.28 and implemented
by the circuit in Fig. 5.29. A Y Y operator can be used to grow a X and Z-type defect
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at the same time.





(a) Octagonal green Z defect.

(b) Growth to two defects.

Figure 5.27: Growth of an octagonal green Z defect by one site.
















(a) Square red Z defect.

(b) Growth to two defects.

Figure 5.28: Growth of a square red Z defect by one site.

|0�

•

•

MZ

|ψ�
|ψ�

Figure 5.29: Measurement of XX to grow a Z-type defect. The measurement can be performed
with existing circuitry already in place for syndrome extraction.

After this measurement, the new defect operator is the product of the q and q � defect
operators. The ±XX or ±ZZ operator has also been added to the list of stabilizer
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generators. As usual, we do not need to actually correct the result to a +1 outcome:
it suﬃces to update the Pauli frames of the stabilizer generators incident on these two
interior qubits.
Because we will no longer use the weight-two operator, we may consider it to also be a
“gauge” operator in the language of subsystem stabilizer codes [Pou05]. This also makes
its anti-commuting partner a gauge operator, which we may interpret to be either of the
original defect operators (on q or q � ). By introducing these two new gauge operators,
we may reinterpret the defect logical operator on the collective q and q � region as acting
solely on its boundary. In particular, the interior of the collective q and q � region need
never be involved in future syndrome extractions.
An important question is whether the defect growth process is fault-tolerant. The
simplest circuit for measuring XX or ZZ would perform CNOT gates into or out of
an ancilla qubit to each of the two relevant qubits, as depicted in Fig. 5.29. Although
a single error in this ancilla qubit could propagate to two errors on the two interior
qubits, because we subsequently treat these qubits as encoding a gauge qubit, we do not
worry about errors on these. It could still be the case that the value of the measurement
obtained is incorrect, which impacts the update of the Pauli frame of the two adjacent
stabilizer generators in a correlated way. Thus a single syndrome measurement error
would propagate to two syndrome-bit errors. To prevent this happening to first order in
the error probability, we repeat the XX or ZZ measurement twice and use the majority
vote of the three outcomes to update the Pauli frame.
Compared to the process of defect growth, defect contraction is much simpler: to
shrink a defect by a single-plaquette, one simply measures that plaquette operator in the
next round of fault-tolerant quantum error correction.
By a combination of local growth and shrinking processes, one can deform the code
with a (c, P ) defect at one plaquette to a code with a (c, P ) defect anywhere else. In
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other words, the move operation for a defect can be decomposed into a sequence of more
elementary grow and shrink operations.
To destructively measure the logical operator encircling a defect, one first shrinks
the defect to size of a single plaquette. Then one measures the defect with the existing
circuitry at that plaquette as though it were a local stabilizer generator. The shrunken
defect will have a significantly lower tolerance to one type of Pauli error but that error
type is in the basis being measured in and will not disturb the measurement outcome.
To destructively measure the string-like logical operator connecting two defects, one
brings the two operators as close together as possible. One then measures the weight-two
operator connecting the defects using the circuitry used to grow a defect from one site to
encompass the other. Again, the tolerance to errors of one Pauli type will be significantly
lower, but this will not be of the type that disturbs the measurement.

Cliﬀord gates
It is straightforward to show that moving a (c, P ) defect qubit around a (c� , P � ) defect
qubit where P and P � are conjugate to one another and c and c� are diﬀerent colors
generates an encoded CNOT gate; the construction is essentially the same as that in
Refs. [RH07, RHG07]. Since this process traces out a braid in spacetime, we call this
process “braiding defects.” Also drawing upon Refs. [RH07, RHG07], one can introduce
(c�� , P � ) and (c� , P ) ancillas to generate a CNOT gate between (c� , P ) and (c, P ) qubits
having the same P value; c�� is the unused color between c and c� . If c = c� , then c�� can
be either of the leftover colors. The relevant circuit from Ref. [RHG07] is translated to
the color-code setting in Fig. 5.30. The only remaining type of CNOT not represented is
a CNOT between defects of diﬀerent Pauli-type with the same color ((c, P ) and (c, P � )).
One way to achieve this is to first use an ancilla (c� , P � ) and perform three CNOT gates
in succession between them, with the role of control qubit and target qubit switched
for each CNOT s. The (c, P ) is swapped onto the (c� , P � ) qubit. Now, we can use the
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aforementioned method to implement a CNOT between (c� , P � ) and (c, P � ).
•

|(c, X)�

|(c, X)�

|0�

MZ
•

|+�

|(c� , X)�

•

|(c� , X)�
MX

Figure 5.30: Circuit for braiding like Pauli-type defects. For concreteness the defects are both
X-type. The colors of the two defects are c and c� . We will call the top defect the control and
the bottom defect the target. First the target defect is braided around a Z-type ancilla defect
prepared in the |0� state of color c�� , where c�� is not equal to c or c� . Then, the control defect is
braided around the same Z-type ancilla. The last braid is between the two ancillas: the X-type
ancilla, which is in the |+� state, is braided around the Z-type ancilla. The X-type ancilla has
color c� . The Z-type ancilla is then measured in the Z basis while the target qubit is measured
in the X basis. The target has be teleported to the X-type ancilla and a CNOT has been
performed between the control and target.

The Hadamard gate on a defect qubit can be accomplished by first isolating a region
of the code containing the defect by measuring MZ on qubits along a closed path encircling the defect. The interior of the path is now a separate code. The Hadamard is
applied transversally in this region. The logical Hadamard will swap the logical X and
Z operators as well as the X-type and Z-type checks. Before this part of the code is
glued back into the lattice by stabilizer generator measurements along its perimeter, the
Pauli frames of the parity checks must be rotated so that they have the same notion of
error type as the rest of the lattice. A similar scheme is described in Ref. [Fow08] for a
string-net defect.
The S gate can be accomplished in a manner similar to the Hadamard gate method.
Again, a region of the code is first isolated. The gate S † is then applied transversally
to the qubits in the isolated region, which implements the logical S gate on the defect
qubit. The Z-type parity checks are unaﬀected by this, but the X-type will be mapped
to XZ up to a phase. The XZ-type checks must have their Pauli frames changed back
to X before the region is glued back into the lattice.
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If, for some reason, the procedures of cutting and regluing used to enact logical
Hadamard and phase gates are undesirable, they can be implemented by other means.
For example, it is well-known how to eﬀect a Hadamard gate with CNOT gates and
nondestructive MX and MZ measurements [NC00]. It is also known how to implement
√
the S gate using the magic state | + i� := (|0� + i|1�)/ 2, a CNOT gate, a nondestructive
MZ measurement, and the X gate [FSG08]. Distillation of high-fidelity logical |+i� states
can be done using CNOT gates along with nondestructive MZ and MX measurements
[FSG08].

T gate
The process for fault-tolerantly performing an encoded T gate is identical to the method
described in Secs. 5.6.1 and 5.6.1, with the only diﬀerence being that each of the encoded
operations are performed by code deformation as described thus far.

5.7
5.7.1

Conclusions
Fault-tolerant quantum computation

We studied fault-tolerant quantum computation using color codes, inspired by (a) the
need to minimize qubit transport in real technologies having 2D layouts and (b) the high
accuracy thresholds reported for similar topological codes. We framed our study with
a well-defined quantum control model and three physically-motivated noise models of
increasing realism which we call the code-capacity noise model, the phenomenological
noise model, and the circuit-based noise model.
The strategy behind our study was to first understand how to fault-tolerantly simulate
the identity gate via fault-tolerant quantum error correction and then extend this under-
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standing to how to fault-tolerantly simulate a universal set of quantum gates capable of
general-purpose quantum computation.
In the course of studying fault-tolerant quantum error correction, we formulated mostlikely-error decoding for color codes as a mathematical optimization problem known as
an integer program. We also developed feasible schedules for parallelized syndrome extraction for the most eﬃcient family of color codes, the 4.8.8 color codes. To better
understand the performance of our decoder, we elaborated a previously-established connection between the performance of our decoder and some statistical-mechanical classical
spin models.
Our numerically-estimated value for most-likely-error fault-tolerant quantum error
correction for 4.8.8 color codes in the code-capacity noise model is 10.56(1)%. This is
not significantly diﬀerent from what had previously been estimated for optimal decoding
of these and the 6.6.6 color codes, or most-likely-error or optimal decoding of Kitaev’s
4.4.4.4 surface codes. Indeed, the upper bound for any CSS code is slightly more than
11%, so all of these codes perform close to optimally in this noise model. To support
our numerical estimate, we proved that the threshold is at least 8.335 745 (1)% using a
self-avoiding walk technique.
Our numerically-estimated value for the accuracy threshold of most-likely-error faulttolerant quantum error correction for 4.8.8 color codes in the phenomenological noise
model is 3.05(4)%. Again, this is not significantly diﬀerent from what had previously been
estimated for optimal decoding of the 6.6.6 color codes, or most-likely-error or optimal
decoding of Kitaev’s 4.4.4.4 surface codes. We attribute the nominal improvement we find
relative to Kitaev’s surface codes for both this and the previous noise model to the fact
that the color codes have higher-weight stabilizer generators, which should be modeled as
more errant, but which aren’t in these noise models. To support our numerical estimate,
we proved that the threshold is at least 0.3096% using a self-avoiding walk technique.
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Our numerically-estimated value for most-likely-error fault-tolerant quantum error
correction for 4.8.8 color codes in the circuit-based noise model is 0.082(3)%. By attempting to optimize the syndrome extraction circuit by hand, we ended up surprisingly
decreasing our threshold estimate to 0.080(3)%, suggesting that optimizing the syndrome
extraction circuit to find the highest threshold is a nontrivial task. Unlike our findings
for the previous two noise models, our accuracy-threshold estimate is significantly diﬀerent from what had previously been estimated for most-likely-error decoding of Kitaev’s
4.4.4.4 surface codes—it is nearly a tenth the comparable value of 0.68%. That said, it is
consistent with the value of “about 0.1%” estimated using a diﬀerent suboptimal decoder
for these codes considered in Ref. [WFHH10]. However, the estimate in Ref. [WFHH10]
lacked any error analysis, so it is hard to determine how consistent these results truly are.
We believe that the reduction in threshold relative to the surface code threshold comes
from the increased weight of the stabilizer generators for the 4.8.8 color code. Based on
this, we predict that the 6.6.6 color codes will have a quantum error-correction accuracy
threshold for this noise model somewhere between 0.082(3)% and 0.68% without any
additional optimizations. We did not prove a lower bound on the threshold in this noise
model, as the self-avoiding walk technique breaks down for this noise model.
To extend our results to general-purpose fault-tolerant quantum computing, je considered two diﬀerent approaches. In the first, the architecture consists of 2D surfaces
stacked like pancakes in which each surface corresponds to a logical qubit and almost all
operations are either global transversal operations or local syndrome extraction operations. In the second, the architecture consists of an extended 2D surface in which logical
qubits are associated with “defects” and almost all operations are either defect braiding
by local measurements or local syndrome extraction operations. The only operation used
in both settings that is not under these rubrics was the time-reversed coherent encoding
circuit for the color codes. For the transversal-based architecture, we found that each
gate has an accuracy threshold equal to some substantial fraction of the quantum error
correction threshold. For the defect-based architecture, we found that each gate has pre-
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cisely the same threshold as the quantum error correction threshold. Because of this, and
because of the original motivation for our study being technologies restricted to a single
2D layout, we believe the defect-based approach to be the most practical. To that end,
we extended some of the defect-based approach for color codes presented in Ref. [Fow08]
so that a significantly higher density of defects can be stored and processed in the surface.

5.7.2

Relation to statistical-mechanical phase transitions

It has been previously established that there is a mapping between quantum color codes
and a classical statistical-mechanical model known as the three-body random-bond Ising
model (3BRBIM). In this mapping, each check maps to a classical ±1 spin and each qubit
maps to a three-body interaction, with the interaction being ferromagnetic if the qubit

is not in error and antiferromagnetic if it is. Specifically, the Hamiltonian constructed
by this mapping is
H=

�

�

(5.68)

Jq Sc ,

qubits q checks c�q

where Jq ∈ ±1 indicates a flip on qubit q and Sc ∈ ±1 indicates the eigenvalue of the
check c.

A feature of the mapping is that the code capacity for any particular decoding algorithm represents a point on the boundary of the order-disorder transition of the associated
3BRBIM. Our integer-programming-based decoder is an “energy-minimizing” decoder in
this paradigm, corresponding to the phase boundary at zero temperature. Because our
code-capacity value of 10.56(1)% is lower than the code capacity of 10.925(5)% of a “freeenergy-minimizing” decoder implicitly explored by Ohzeki [Ohz09a], this demonstrates
that the phase boundary of the 3BRBIM is “re-entrant” as depicted in Fig. 5.11, violating
the so-called Nishimori conjecture for this system. This result is counterintuitive because
it states that the 3BRBIM can become more ordered by increasing the temperature,
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depending on the system’s quenched disorder parameter. It would be exciting to see
experimental confirmation of this eﬀect.

5.7.3

Future directions

While we have been able to answer many questions about fault-tolerant quantum computing using color codes, practicalities have necessarily limited the focus of our analysis,
leaving other related questions open. Our results also also raise new questions that we
believe are worthy of study.
One future direction we mentioned is optimizing the syndrome extraction circuit. One
could also examine using more elaborate ancilla states in the circuit, such as those used in
the schemes proposed by Shor [Sho96], Steane [Ste98], and Knill [Kni05]. In any scheme
one chooses, further improvement may still be possible by transforming the circuit used
in an implementation.
Another future direction we alluded to is optimizing the decoding algorithm. One
could examine the performance of the truly optimal decoder for the circuit model which
accounts for the correlations in the noise induced by the syndrome extraction circuit.
This will yield an upper bound on the accuracy threshold for the noise model(s) studied.
On the other end of the spectrum, it would be useful to explore the performance of faster
decoders which don’t yield as high a threshold as the MLE decoder but which may be
more valuable in practice. The renormalization group decoder [DCP10] and minimumweight perfect matching decoder [DKLP02] (using a mapping of one color code to two
Kitaev surface codes [DCBP11]) are examples of this. Another alternative is to generalize
the results of Feldman et al., who developed an eﬃcient linear-program decoder for binary
codes based on an integer-program-based decoder similar to the one we developed here
[FWK05].
The lower bound technique of self-avoiding walks that we used is certainly not the
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tightest, and it may be of interest to establish tighter lower bounds. For tighter bounds,
it may be possible to use diﬀerent techniques. In the case of the circuit-based noise
model, the self-avoiding walk bound technique breaks down dramatically, and it would
be worth exploring other lower-bound techniques in this setting.
While we believe the noise and control model that we studied is reasonable, it is
certainly not unique and can be improved upon with more experimental input. As
shown by Levy et al., [LGP+ 09, LCG+ 11], when more realistic models are included,
conclusions regarding fault tolerance can change dramatically. Even at an abstract level,
one could modify our depolarizing noise model for CNOT gates so that it acted ideally
with probability 1 − p and applied one of the fifteen nontrivial Pauli operators with
probability p/15 each rather than acting ideally with probability 1 − p and applying one
of the sixteen Pauli operators with probability p/16.

Finally, the connection between color codes and the three-body random-bond Ising
model allowed us to explore the structure of order-disorder transition in the latter model
by studying the former. This is one of the rare examples where a purely quantum information theoretic result has led to greater understanding of a classical system. Kitaev’s
surface codes and the two-body random-bond Ising model have a similar connection and
have admitted a similar study [DKLP02, WHP03]. It is clear that it is the CSS structure
of these codes that admits these studies; one could argue that every CSS code is a topological code for some topology, having an associated classical statistical-mechanical model
for a given quantum noise model. It might be interesting to use the fault-tolerant decoding of CSS codes generally as a tool to explore related statistical-mechanical systems
with quenched disorder.
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Integer Programming and Application
to QEC
“God made integers, all else is the
work of man.”
Leopold Kronecker [LKQ]

6.1

Introduction

Many optimization techniques have been developed over the years that can be used to
optimally decode some classical codes. In this paper I will discuss how they can be applied
to stabilizer codes. Using the parity-check matrix of the code, we can easily formulate
an integer program. This integer program can then be solved with readily available
optimization software that takes advantage of the computational routines developed over
the years.
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6.2

Integer Programs

In constrained optimization problems [VB04] we seek to minimize a function f0 (x) of some
set of variables �x = (x1 , x2 , ..., xn ). This function is known as the objective function. The
variables are then constrained by another set of functions (fi ) known as the constraint
functions. The optimization can then be expressed in standard form as:
minimize

f0 (x)

subject to: fi (x) ≤ bi ,

xi ≥ 0 ∀i

(6.1)

The bi ’s are known as the bounds and the constraint functions can be equalities or
inequalities bounded by the bi ’s.
Whenever the objective and constraint functions in a constrained optimization problem satisfy
(6.2)

fi (αx + βy) ≤ αfi (x) + βfi (y),

the problem is called a convex optimization problem. When the inequality in Eq. (6.2)
is forced to be a strict equality, the problem is known as a linear optimization problem.
For linear optimization problems, the fi ’s can be written as a matrix A.
In the above discussion, all variables were assumed to be real numbers. The objective
and constraint functions mapped Rn → R. When we restrict �x to the set �x ∈ In =

{..., −1, 0, 1, ...}n , the problem is known as an integer program. Integer programs (IPs)

greatly restrict the allowed solutions of an optimization problem. In general, IPs are much
harder to solve eﬃciently. In fact, algorithms for solving IPs belong to the complexity
class known as NP-hard. When the set of integers is further restricted to Bn = {0, 1}n
an IP is known as a binary IP. This reduced set of IPs is also an NP-hard problem.
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6.3

Classical Codes

Classical binary codes [MS77] can be described by their parity check matrices H. Each
row of the matrix represents a check operation and each column represents a bit. H
is a binary matrix with 1s corresponding to bits in a particular check. Codewords w
�
correspond to bit strings that are unaﬀected by H, i.e., H w
� = �0 mod 2. We use �e
to denote the error vector ; �e has 1’s where bits have been flipped erroneously and 0’s
elsewhere. In the absence of errors, �e = �0 and the codewords are perfectly preserved. A
classical code is defined by three parameters: n, k, and d, which denote the number of
bits, the number of logical bits, and the code distance, respectively. We will compactly
denote a classical code with these parameters as [n, k, d]. A distance-d code is guaranteed
to correct t errors at unknown locations, where d = 2t + 1. The distance is the minimum
weight error �emin that changes one codeword to another, i.e., w�2 = w�1 ⊕ �emin . While the
distance is a measure of the guaranteed error-correcting ability of a code, most codes can

correct many cases where a greater number of errors occur. Codes that correct precisely
up to their distance but no more are known as perfect codes. We can express a parity
check measurement as:
(6.3)

H(�e + w)
� = H�e = �s.
The RHS of Eq. (6.3) is known as the syndrome.

The syndrome is available to the decoder. The decoder’s job is to find the most likely
codeword given the errors, which for classical binary codes is tantamount to finding
the most likely set of errors given the syndrome. In other words, given the constraint
matrix H, the decoder finds the most likely �e such that H�e = �s. The noise model for
which these codes are especially useful is one in which each bit errs independently with
a probability pErr � 0.5. In these cases, assuming a uniform prior distribution over

codewords, decoding amounts to finding the minimum set of errors that gave rise to the
observed syndrome.
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From our discussion above, we can see that this minimization problem can easily be
expressed as a constrained optimization problem:
minimize

1T �e

(6.4)

subject to: H�e = �s mod 2.

The constraint function is just the parity-check matrix. Since the matrix is obviously
linear and since all constraints are equalities, the problem is a linear problem. In addition,
we restrict the ei ’s to binary values. The resulting problem is clearly an integer problem
and can be solved with an IP over GF (2), to account for the “mod 2” in Eq. (6.4).
We can convert Eq. (6.4) to optimization of R by adding “slack variables”. Slack
variables are introduced into the constraint functions but not the objective function.
Therefore, they do not eﬀect the minimization. To illustrate how we can use slack
variables for mod 2 addition, I will use the example of repetition codes.
For the [5, 1, 5] repetition code, the parity check matrix is


1 1 0 0 0


 0 1 1 0 0 


H=
.
 0 0 1 1 0 


0 0 0 1 1
For a particular syndrome, the constraint equations can be expressed as:



 e1
 

1 1 0 0 0 
1


 
e2 


 0 1 1 0 0 

 


 0 


 e3  =   .
 0 0 1 1 0 
  1 


 e4   


0 0 0 1 1
0
e5

When the ei ’s are restricted to binary values, the constraint equation cannot be satisfied
using multiplication over R. Something is clearly amiss, as a bit flip on the second and
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third bit will produce the syndrome. We must add slack variables so that a solution
can be found. A slack variable (zi ) is like a regular variable (xn ) in an optimization
problem except that the objective function (f0 ) has no eﬀect on the slack variables. In
other words, f0 (zi ) = 0 for all i. Slack variables are commonly used to convert between
inequality and equality constraints, but we will use them here to extend linear algebra
over GF (2) to R. Doing so yields:













 


z
1



 
 e2 

 z  

0 1 1 0 0 
2

 


=
 e3  − 2 


 

0 0 1 1 0 
z
 3  
 e4 


0 0 0 1 1
z4
e5
1 1 0 0 0



e1

1




0 

.
1 

0

Formally, slack variables can be added to the set of variables so that the constraint
equation involves a single matrix multiplication on the LHS:


e1


 e 
 2 





e
 3  


1 1 0 0 0 −2 −2 −2 −2 

  e4 
 
 0 1 1 0 0 −2 −2 −2 −2  
 




  e5 
=
 0 0 1 1 0 −2 −2 −2 −2  
 


 
 z1 
0 0 0 1 1 −2 −2 −2 −2 

 z2 




 z3 


z4

1




0 

.
1 

0

The IP now finds the minimum solution of e2 = e3 = z2 = 1 and all other variables

equal to zero. This is indeed the minimum set of errors that gives rise to the observed
syndrome.
Generally, we must add slack variables to map optimization over GF (2) to optimization over R restricted to binary values. In the example, we only needed to add one slack
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variable for each constraint equation because the maximum value the LHS could take on
was 2. For some codes this maximum value may be higher and other slack variables will
need to be added. The slack variables must be added so they do not change the parity
of the constraint equations. For example, a binary code with weight-8 parity checks will
need 3 slack variables per check of the following form:
−2za − 4zb − 8zc .
In fact, for a weight-k parity check, we need �log2 (k)� slack variables. It should be noted
that while slack variables do not change the objective function, they will almost certainly

increase the computation time for the optimization problem as the search space is larger.
It is for this reason that they should only be used when necessary. In subsequent sections,
slack variables will be omitted for clarity; however they must be used to implement any
modular operation.

6.4

Quantum Stabilizer Codes

IPs can also be used to find the most likely set of errors giving rise to an observed
syndrome in some quantum stabilizer codes for analogous independent single-qubit error
models. Quantum codes on qubits must protect against a larger variety of errors than
their classical counterparts. Even in the case of uncorrelated errors, a qubit can be acted
on erroneously by any element in SU (2). However the syndrome measurement process
and the linearity of quantum mechanics guarantees that the eﬀective post-syndromemeasurement error process for uncorrelated quantum error models is some single-qubit
Pauli channel. We choose error models where the errors form a (possibly over-complete)
basis for SU (2). It can be shown that codes protecting against these error models can
protect against a general uncorrelated error [NC00]. In particular we discuss the bitflip/phase-flip and depolarizing error models. In the former, Pauli X and Z errors occur,
while in the latter, Pauli X, Y , and Z errors occur with equal probabilities.
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Quantum parity-check matrices for qubits have rows consisting of elements of SU (2).
Each row corresponds to a parity check or a quantum measurement where the measured
eigenvalues are ±1. For example the parity check IIXZ consists of measuring qubit 3
in the X basis and qubit 4 in the Z basis while doing nothing to qubits 1 and 2. To

translate quantum decoding to a binary IP we must rewrite the parity check matrix and
measurement results as a binary matrix and binary vector, respectively.
Since all Pauli operators either commute or anti-commute, strings of Pauli operators
will do the same. The result of measuring a parity check (a string of Pauli operators) on
the code state will be either +1 (state commutes with parity measurement) or −1 (state
anti-commutes with parity measurement). We will use mi to denote the measurement

result of parity check i. We can convert this to a classical syndrome vector �s with entries
defined by si =

1−mi
.
2

The error-free states of the quantum code correspond to the eigenvalues of the parity
checks all being +1. These states are known as codewords. The distance of the quantum
code is the minimum-weight Pauli group element that maps one codeword to another.
For general parity checks the constraint matrix cannot be expressed as a binary matrix. I will discuss some examples below where a binary construction is possible.
CSS [CS96, Ste96a] codes are among the simplest of quantum codes. They consist of
two classical codes: one to detect X-type errors and one to detect Z-type errors. Since Xtype errors anti-commute with Z-type measurements, Z-type measurements will detect
X-type errors, and the parity-check matrix for these errors will consist of rows of Z’s.
HZ will refer to this parity check matrix as and HX will refer to the parity-check matrix
corresponding to X-type measurements. We can write the parity-check matrix for these
quantum codes as two classical parity-check matrices. We replace the Pauli matrices by
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1’s and the identities by 0’s:


HCSS = 

HX

0

0

HZ



.

As in the classical case, we will assume that the error model act independently on each
qubit. When each qubit is subject to the bit-flip/phase-flip channel, the optimization
problem is exactly as in the classical case. There are now twice as many columns as
qubits.



HX

0

0

HZ




e�Z
e�X





=

s�X
s�Z



.

The syndromes are labeled by the type of measurement they consist of, while the
errors are labeled by the type of error that occurred. The constraint matrix is block
diagonal and the two IPs can be solved separately.
A subtlety is that identifying the most-likely error for this channel is not necessarily
the same as identifying the most likely codeword—at least for a class of stabilizer codes
known as degenerate stabilizer codes [Got97].
For error models consisting of Pauli X, Y , and Z, to lowest order finding the minimum
number of Pauli X’s and Z’s does not account for the fact that Y errors are more probable
than combined X and Z errors. We can remedy this by changing our constraint matrix.






e�Z


H
0 HX
s�X

 X

,
 e�X  = 


s�Z
0 HZ HZ
e�Y
where the syndrome still consists of the result of measurements of Pauli X’s or Z’s. The

minimization can now find that a Y error is more likely than an X and Z error. We have
taken advantage of the additional correlations in the error model at the cost of increased
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complexity in the optimization problem. Now the problem cannot be easily broken into
smaller problems.
Stabilizer codes [Got97] are more general than CSS codes. They consist of parity
checks of Pauli operators. We can still write the parity check matrices for these codes
as a binary matrix. Since each parity check consists of Pauli matrices on qubits we can
write the parity check matrix as
HStab =

�

HX HZ

�

.

A particular parity check will correspond to a row of H with 1’s in HX (HZ ) when
a parity check measures X(Z) on a particular qubit. Y measurements on a qubit are
expressed as 1’s in both HX and HZ .
For example, we can represent the parity check for the 5-qubit code as a binary matrix:


I

X X X X


 I Z Z Z Z


 X I X Z Y

Z I Z Y X





0 1 1 1 1 0 0 0 0 0







 0 0 0 0 0 0 1 1 1 1 



.
→

 1 0 1 0 1 0 0 0 1 1 



0 0 0 1 1 1 0 1 1 0

For the bit-flip/phase-flip channel, the constraint equations are


�
�
� �
e�Z
 = �s
HX HZ 
e�X
Again, we can take advantage of correlated errors

e�
�
� Z

HX HZ HX ⊕ HZ  e�X

e�Y

where ⊕ is mod 2 matrix addition.
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6.5

Quantum Stabilizer Subsystem Codes

Stabilizer decoding involves returning the code to its codespace. If we decode correctly,
no logical operation will have been implemented on our logical qubit(s). Sometimes,
however, we choose to encode our logical information such that there are logical qubits
left over. We can ignore these logical qubits because no information is encoded in them.
We call the space generated by these leftover qubits the gauge subsystem. The gauge
generators commute with the stabilizer group elements and are therefore undetectable.
The subspace C � we used to encode our quantum information in the previous section can
now be written as a direct sum C � = C ⊕ G. We encode in the new code subsystem C

and ignore what happens in the gauge subsystem G. In this case, we can just proceed as
normal with error correction. This will return the code to the subspace C � . We should,
however, include the gauge generators as slack variables to find a true minimum weight
solution.
We can also use the gauge operators to simplify the syndrome extraction. When a
stabilizer generator (parity check) can be composed of lower weight gauge operators we
must multiply the value of all the lower-weight operators to get the syndrome value. The
IP will be unchanged for the case of uncorrelated errors.

6.6

Fault-Tolerant Quantum Error Correction

For classical codes the parity-check measurements can usually be trusted since the hardware involved in conventional electronic readout is very reliable. The individual bits,
be they magnetic domains or EM-pulses can be measured almost perfectly and then the
syndrome can be constructed from these individual measurements. In the quantum case,
the qubits can only be measured by parity checks. We cannot hope to learn more because the gaining of additional information about the system will destroy some of the
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correlations we are trying to protect. In addition, the ancillae coupled to the data qubits
to measure parity are also a quantum system. These factors make the parity measurements as error-prone as the data qubits themselves! We can remedy this if we repeat our
measurements and construct a decoder to find measurement errors as well as data errors.
The syndrome extraction process for distance d code must now be repeated d times to
ensure that the measurements are as good as the data.
We can construct a constraint matrix to find measurement and data errors by taking
advantage of a diﬀerence in how they occur and are processed. A round of error correction
(EC) consists of preparing the ancillae, preforming the parity checks discussed in Sec.
6.4, and then measuring the ancillae which now hold the result of the (possibly-faulty)
parity measurements. Fault-tolerant EC consists of d rounds of EC. The data qubits are
persistent throughout the rounds of EC, while the ancilla are measured and then replaced
with fresh qubits. Therefore, the errors on data qubits are persistent and the ancilla qubit
errors only occur during a particular round of EC because they are replaced with fresh
ancillae each round. I will use the convention that the syndrome in the fault-tolerant case
consists of changes in syndrome values ∆�s(n) = �srnd(n) ⊕ �srnd(n-1) , where �srnd(0) = �0
and ⊕ is mod 2 addition. With this convention, new data errors will manifest themselves
with each new round and ancilla errors will be present for only two rounds.

The fault-tolerant constraint matrix for d rounds of EC can be written as:


�edata rnd(1)



..

 
Hrnd(1)
0
0
I 0 0
.







  ∆�s(1)
�
e



 
0
Hrnd(2) 0 . . . I I 0
..
data
rnd(d
)


=
.




..

  �eancilla rnd(1)  
.
0
0
0
I
I
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..
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.
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,


�eancilla rnd(d )

(6.5)

where Hrnd(n) and �edata rnd(n) are the parity-check matrix and error vectors from
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Sec. 6.4, respectively. The noise channel and code will determine which parity-check
matrix and which error vector from Sec. 6.4 is used. The identity matrices are the size of
the number of the ancilla or the number of parity checks per round. The minimum error
vector �e will determine the most likely data and ancilla (measurement) errors.

6.7

Complexity of Stabilizer Code Decoding

We have presented a general method for decoding stabilizer codes against local noise. For
some families of codes, such as the toric codes, eﬃcient algorithms exist. However finding
the most-likely error for general IPs is NP-hard. It is easy to show that the problem of
most-likely-error decoding for stabilizer codes against local noise is also NP-hard. To
see this, notice that for the case of CSS decoding, HX is a general binary matrix. HZ
and HX must have rows that commute, but the richness of HX is enough to ensure this
problem is as hard as any IP decoder for a classical code. Additionally, this problem
is obviously an IP and is, therefore, no harder than the hardest instance of an IP. We
conclude that stabilizer code decoding is NP-hard.
While finding the most-likely error given a syndrome is generally a very hard problem,
there exist many useful stabilizer codes which can be decoded eﬃciently. For example, the
toric codes [Kit03] can be decoded eﬃciently with the minimum-weight perfect matching
algorithm [Edm65a, Edm65b].

6.8

Linear Relaxation

We have shown how to decode a qubit stabilizer code subjected to many common noise
channels using an IP. However as mentioned above, IPs are generally not eﬃcient. The
binary optimization variables (errors in our case) can be relaxed to allow solutions in a
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subset of the real numbers. The relaxation to [0, 1] would make the most sense in our
case. With this relaxation constraint, our IP becomes a linear program (LP). LPs are
solvable in polynomial time. For special forms of the constraint matrix, i.e., “unimodular”
forms, the relaxation will still be optimal because the solution is guaranteed to be integer
without additional constraints [Uni]. There may be a smart way to relax the constraints
of some types of codes. However, for general stabilizer codes, this is not the case and
the LP will return non-integer values. We can try interpret these non-integer values as
an approximate solution to the IP. This can be accomplished with rounding or some
other more sophisticated method [FWK05]. However the LP will not in general be a
minimum-weight decoder. The LP may, however, usually return the correct solution and
for all practical purposes be a good and eﬃcient decoder. This is an interesting avenue
for further research.
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Chapter 7
On the Power of Reusable Magic States
“Waste is a terrible thing to
mind—Reduce, Reuse, Recycle.”
Unknown

In this chapter we study reusable magic states. These states are a special subset of the
standard magic states. Once a reusable magic state is used to implement a gate, it can be
used again later to implement the same gate. Given this property, reusable magic states
have the potential to greatly lower qubit and gate overhead in fault-tolerant quantum
computation, since procedures used to fault-tolerantly distill high-fidelity encoded magic
states do not need to be repeated. While these states are promising, I provide a strong
argument here suggesting their computational power is limited. Specifically, I show that if
a reusable magic state can be used to apply a non-Cliﬀord unitary transformation, then I
can exploit it to eﬃciently simulate poly-sized quantum circuits on a classical computer,
something widely believed not to be true as it would imply that the computational
complexity classes BQP and BPP are equal [Com]. This section is a retelling of my
work [And12] which is posted on the arXiv.
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7.1

Introduction

Magic states were introduced by Shor [Sho96], and later refined by Bravyi and Kitaev
[BK05] as a way to implement logical gates that were not available as transversal gates
in a quantum error-correcting code. The idea is as follows: first one prepares many
unencoded magic states, then one encodes each of these in a quantum error-correcting
code. The encoding procedure will introduce noise, and the encoded magic state will
only be close to the desired state. We repeat this process to obtain many noisy encoded
magic states. We then put these through many rounds of a distillation protocol. This
eventually produces an encoded magic state of the desired fidelity. Finally, we use gate
teleportation to apply the gate corresponding to the magic state to our encoded state.
The procedure described above is the canonical way of completing a universal gate
set. In fact, Eastin and Knill [EK09] proved that universal and transversal gate sets do
not exist for any quantum code, thereby making magic-state distillation, or some related
idea, not only a convenience, but a necessity. Note that there exist other possible ways
of completing a universal gate set such as braiding of anyons [Kit03] or Dehn twists
[KKR10], but these will not be discussed here.
Once we have decided to use magic states, it is important to focus on lowering the
immense overhead associated with them. This can be done in a variety of ways which
will be discussed in turn below.
(1) We can choose a code with many transversal gates available. As mentioned above,
it is not possible to have a universal and transversal gate set, but we can come
close. For example, the 15-qubit Reed-Muller code [MS77, Ste99] (and the 3D
color codes [BMD07a]) need only a Hadamard (H) gate to achieve universality,
while the toric codes [Kit03] need both the T gate and the H gate. As a variant
of this approach, we could also use codes for which the remaining non-transversal
gates have a low-overhead magic-state implementation. For example, the H gate
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ρ̃
!"

ρ̃

(a)!

|M �
(b)!

|ψ�

M |ψ�

Figure 7.1: Unencoded magic-state protocol. (a) denotes the distillation procedure while (b)
denotes the gate teleportation procedure. We input some noisy states ρ̃ into the distillation
circuit (a). We seek to find circuits (a) that allow very noisy inputs while still distilling |M �
without too many rounds of distillation. If the system is noisy but qubits are abundant, this
would be the appropriate paradigm to study.

magic-state protocol likely requires much less overhead than the T gate magicstate protocol because the magic state for the H gate is an encoded stabilizer
state.
(2) The encoding of magic states typically introduces significant noise. If this is our
primary concern, we can try to find procedures for distilling magic states that
allow for very noisy magic states as input. There are known theoretical bounds
for this approach. Magic-state distillation protocols use only Cliﬀord circuits,
and therefore states within the stabilizer polyhedron can never be distilled to
non-stabilizer states. This is simply because the stabilizer states are closed under
Cliﬀord operations. There are, however, other conditions which preclude non-
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stabilizer states from being distillable, such as positivity of the discrete Wigner
function [VFE12]. Also, the existence of bound states [CB10, CB09b, CB09a,
Cam10] (states that cannot be distilled) have also been discovered. Nevertheless
certain states that lie on the border of the stabilizer polyhedron have been shown
to be distillable [Rei05]. Finding more states such as these should be our primary
goal if we expect the initial magic states to be very noisy. The schemes discussed
in this paragraph are illustrated in Fig. 7.1.
(3) If it is not diﬃcult to prepare noisy magic states that meet the criteria for distillability, then our primary concern is to reduce overhead. Two ideas for reducing
overhead are discussed below. Note that (3a) and (3b) are not mutually exclusive.
(3a) For each magic state that we apply, we must first distill a high fidelity
version of that magic state. This involves using many lower-fidelity magic
states as input to a distillation circuit with the goal of producing a higherfidelity magic state as output. Typically this process must be repeated for
many rounds, feeding the output of one distillation circuit into the input
of the next. The methods for reducing overhead in the distillation circuit
involve either reducing the number of inputs needed at a given round or
reducing the total number of rounds. Graphically, this approach focuses on
improving the circuit in Fig. 7.1(a) by reducing the number of inputs and/or
rounds of distillation. Protocols to reduce the number of rounds in magicstate distillation were discussed in Ref. [MEK12].
(3b) Another way of reducing the overhead is to reuse magic states. This is
accomplished by modifying the gate teleportation procedure such that the
magic state is available for reuse after the gate has been applied. We will
refer to these magic states as reusable magic states. This approach would
allow magic states |M � that are input into the box in Fig. 7.1(b) to be reused

without any additional distillation. If a code could be found such that its
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universal gate set was comprised of only transversal gates and reusable magic
states, the savings in overhead would be immense. Once these magic states
have been distilled there would be no need for any additional overhead—
ever! We will show that in most cases these reusable magic states are highly
unlikely to exist.

7.2

Reusable Magic States

A quantum computing architecture that uses magic states consists of an encoded system
S and a supply of encoded magic states in an auxiliary system M. Here M refers to a

fixed-size, but otherwise arbitrary system. These systems should remain isolated until
a magic state is needed in the computation. It is in this paradigm that we hope to
implement gates with reusable magic states.
Below we will represent our system simply as |ψ�. We will represent the auxiliary

system containing the magic state as |M �. The argument that follows applies to both
unencoded single-qubit and encoded-qubit systems. Also, these states can be mixed or

pure. To make notation simpler, we will represent the systems as pure states on single
qubit systems.
Formally we define a reusable magic state as a state |M � such that after application of

a Cliﬀord circuit on the joint system S ⊗M, some gate UM has been applied to the system

S while the state |M � of the system M is unchanged. The state |M � can therefore be
used again. When defining reusable magic states for Cliﬀord gates, the above definition
must be restricted to disallow Cliﬀord gates of the type we are attempting to implement
re-usably.
√
A reusable magic state for the S ( Z) gate was shown in Refs [Ali07, JVF+ 10]. The
S gate is a Cliﬀord gate; however the circuit uses only CNOT and H to implement the
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|π/2�
|ψ�

H
•

H
•

|π/2�
S|ψ�

Figure 7.2: Gate teleportation circuit for the reusable S gate. The |π/2� magic state can be
reused, thereby reducing the overhead for the S gate to O(1). This circuit can be used in codes
where H is transversal, but S is not. This particular circuit is credited to Austin Fowler and
modified from the circuits in Refs [Ali07, JVF+ 10].

S gate.
√

This gate can be modified to make a transversal

√

X gate by leveraging the identity

X = HSH. Additionally, the combination of two reusable gates is itself a reusable
√
√
gate. A reusable Y gate can be constructed by combining X and S gates. It may
seem that a reusable H gate could be built through similar constructions; however all
attempts by the author to date require that the H gate be present in the circuit. It
appears to be possible only when that gate is already available transversally, obviating
the need for such a reusable magic state.

7.3

Non-Cliﬀord Reusable Magic States

Most research on magic states focuses exclusively on non-Cliﬀord magic states. For
many stabilizer codes encoded Cliﬀord gates are considered to be easier to implement
than general encoded unitaries. A code which implements the Cliﬀord gates can be made
universal with the addition of any non-Cliﬀord unitary gate. In other words, the gate set
�{Cliﬀord}, U � provides a dense set of unitaries in SU (2n ). The canonical choice for U
√
is the T ( S) gate.
It is well-known that Cliﬀord gates can be eﬃciently simulated on a classical computer
in polynomial time [Got97]. In fact, the computational power of a Cliﬀord-gate computer
is thought to be weaker than a polynomial-time classical computer [AG04].
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|ψ�

•

|π/4�

S
Z

T |ψ�

•

Figure 7.3: Gate teleportation circuit for the T gate. In this circuit the magic
state |π/4� is
√
iπ/4
used to apply the T gate to some state |ψ�, where |π/4� = (|0� + e
|1�)/ 2.

|M �

C

|ψ�

|M �
M |ψ�

Figure 7.4: Reusable magic-state circuit. C denotes some Cliﬀord circuit and |M � denotes a
reusable magic state. |M � may be comprised of many qubits and/or qudits, provided that its
size is fixed. M is any non-Cliﬀord gate.

Using the Solvay-Kitaev algorithm [KSV02, NC00], one can compile any circuit from a
universal gate set in time linear in logc (1/�), where c is some constant (typically between
2 and 3), and � is the desired precision of the compiled circuit. While some gate sets may
be more eﬃcient (in terms of overhead) than others, any universal quantum gate set can
be used to eﬃciently decide problems in the class BQP—the class of decision problems
decidable with probability greater than 2/3 by a polynomial-sized quantum circuit (or
polynomial-sized quantum Turing machine).
In the derivation below, we will present a ‘proof by contradiction.’ We will assume
the existence of a non-Cliﬀord reusable magic state circuit, and then show that if such a
circuit could be constructed, it would imply that BQP = P—an equality widely believed
to be false [Com].
First, assume that the following circuit in Fig. 7.4 exists.
C denotes some Cliﬀord circuit and |M � is the reusable magic state for gate M . |M �

may be comprised of many qubits and/or qudits as long as its size is fixed. M is any
non-Cliﬀord gate.
Now, since �{Cliﬀord}, M � constitutes a universal gate set, we can approximate any
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|0�

M

|0�

M

|0�
|0�

M
C1

C2

M

...

|0�
..
.

|0�

Figure 7.5: A generic quantum circuit. For clarity we have separated the Cliﬀord gates into
blocks, with the non-Cliﬀord gate M occurring between blocks. A general computation in BQP
would have polynomially many (in the number of inputs) rounds of Cliﬀord and non-Cliﬀord
gates.

quantum circuit arbitrary well using only Cliﬀord gates and M .
For example, Fig. 7.5 depicts a general quantum circuit with Cn denoting a round of

arbitrary poly-sized Cliﬀord gates, and M a non-Cliﬀord unitary. The circuit is simulateable by a polynomial-sized quantum Turing machine as long as the circuit size (total
number of circuit elements) is polynomial in the number of inputs.

However, since we assumed that circuits of the form shown in Fig. 7.4 exist, we can
execute the same computation shown in Fig. 7.5 by replacing the M gates with their
magic-state implementation. Note that this will only increase the number of inputs by a
constant amount (the size of |M �).
We can continue this process and replace all gates M by their magic-state implementations. Now the entire body of the computation consists of only Cliﬀord gates. We have
only to prepare the state |M � which is unentangled with the rest of the system. This

state could still be highly non-trivial; however we can always represent this state as a
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|M �

C

|0�
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C

|M �

C

...

C
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|0�

C

C
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|0�
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Figure 7.6: The circuit in Fig. 7.5 with all non-Cliﬀord gates M replaced with the circuit in
Fig. 7.4. Now, all non-Cliﬀord circuitry has been moved to the beginning of the computation,
and only constant overhead (the size of |M �) has been introduced.

sum of stabilizer states. For example, the single qubit pure state |ψ� = α|0� + β|1� can be

written as |α|2 |0��0| + αβ ∗ |0��1| + α∗ β|1��0| + |β|2 |1��1| = a+ I + a− Z + b+ X + (−i)b− Y ,
where a± =

|α|2 ±|β|2
2

and b± =

αβ ∗ ±α∗ β
.
2

We have fixed the size of |M � to be independent

of circuit size; therefore it can always be assumed that the circuit size is large enough, so
that d, the dimension of |M �, is at most logarithmic in number of inputs to the circuit.
We can then write |M � in the Heisenberg picture as an operator that fixes the state, which
w.l.o.g. can be expressed as a sum of up to O(4d ) stabilizer group elements. Because d

is independent of the circuit’s size, this amounts to a constant overhead in our notation.
Finally, since the entire body of the circuit consists of Cliﬀord gates, which map stabilizer
states to stabilizer states, the number of terms in the initial sum of stabilizer states is
fixed throughout the computation. We can simulate each of the terms in the initial sum
of stabilizer states in time that grows polynomially with the number of input states. We
can thus simulate the entire circuit in time O(2d × P OLY (n)) = O(P OLY (n)), where
d = c (some constant) and n is the number of input states.
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In conclusion, we have shown that if a circuit such as that shown in Fig. 7.4 exists
for non-Cliﬀord unitary M , then BQP = P. In fact, since Cliﬀord state computation
is in the class ParityL [AG04] (which is thought to be weaker than P), this would be
of even greater consequence. In the highly unlikely event that such a circuit exists, the
entire endeavor of quantum computation would be obviated as a consequence.
Some open questions still linger such as: Does a reusable magic state exist for the H
gate? This circumvents the proof in this paper, since H is a Cliﬀord gate. Codes such as
the 15-qubit Reed-Muller code can be made universal with the addition of such a gate;
therefore finding such a state would drastically reduce the overhead for this and similar
codes. As mentioned above, our definition of reusable magic states must be modified
when the unitary transformation we are trying to implement is a Cliﬀord gate.
Qudit magic-state distillation was recently introduced in [CAB12, ACB12, VFE12].
Our result applies to qudit codes as well. Namely, non-Cliﬀord qudit gates cannot be
implemented using reusable magic states unless qudit quantum computation is eﬃciently
simulateable on a classical computer. The proof is briefly sketched here: for any prime
number p, the Cliﬀord group in SU (pn ) is a maximal finite subgroup. The addition of
any non-Cliﬀord unitary gate generates an infinite group that is dense in SU (pn ). As
in the qubit case, we need only a single non-Cliﬀord gate to complete a universal gate
set. These properties of the Cliﬀord group are not well known and were only recently
mentioned in the physics literature (see appendix in [CAB12] and references therein).
Using this, the proof for the qudit case follows in exactly the same manner as the qubit
case.
It is, however, possible that qudit analogues of the Reed-Muller or other similar codes
can complete a universal gate set with the addition of some qudit Cliﬀord gate. Therefore,
it may be fruitful to search for these codes and for reusable qudit magic states.
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Conclusion and Outlook
“We live on an island surrounded by a
sea of ignorance. As our island of
knowledge grows, so does the shore of
our ignorance.”
John Archibald Wheeler [JAW]

When I began my research in quantum error correction, the topological color codes
had recently been introduced. These codes provided new and exciting examples of twodimensional error-correcting systems. There were many new techniques that needed to
be developed in order to understand the capabilities of these codes such as more general
decoding methods, new types of defects, braiding, anyon models, and new fault-tolerant
architectures. My collaborators and I developed versions of each of these ideas in parallel
with many other research groups. Some of our ideas were eclipsed by others’ ideas, some
of our ideas superseded theirs, but the whole of our results was always greater than the
sum of its parts. The combination of these diﬀerent techniques has led to deeper insight
and greater interest in the field of topological error correction. The former has made it
possible for this author and others to create general classifications of 2D stabilizer codes,
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while the latter is evident in the exponential increase in papers on topological codes.
After studying topological codes for some time, it became apparent that the overhead
associated with magic state distillation was quite large. At my advisor’s suggestion, I
looked into reusable magic states. Initially, these states appeared to have the potential to
greatly lower the overhead incurred in magic-state distillation. Upon focused examination
of these states, I found strong indication that these states can only be used to implement
Cliﬀord gates. Whether or not all Cliﬀord gates can be implemented by reusable magic
states remains an important open question. In particular, a reusable magic-state implementation of the Hadamard gate would drastically reduce the overhead in some families
of codes, such as the Reed-Muller codes.
Most proposals for creating fault-tolerant quantum computers rely on the ability to
eﬃciently prepare high-fidelity magic states. This nascent sub-field of quantum computation has many unexplored avenues and is likely to be the focus of intense study in
coming years.
I provided a classification scheme for all two-dimensional stabilizer codes having a
graph-theoretic description. Bombin gave a description of 2D stabilizer codes satisfying
fairly general regularity conditions. His classification scheme can also be extended to
2D subsystem codes. Neither of these schemes has been modified to work with qudit
stabilizer codes, nor have they been extended beyond stabilizer codes. The Levin-Wen
string-net models are examples of topological systems that fall outside the classification
schemes mentioned above. Initial research toward using these string-net models as errorcorrecting codes has commenced, but the question as to the existence of a fault-tolerance
threshold with them remains open.
Recently, the study of 3-dimensional topological error correcting codes has proven
fruitful, with Haah’s discovery of 3-dimensional self-correcting codes. Higher dimensional
generalizations of the toric and color codes are known, but much of the landscape for
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3-dimensional topological codes remains unexplored. It is my hope that generalizations
of techniques described herein can be used to explore this arena.
While I have answered some important questions in this work, even more have arisen
as a result. It is my hope that in the future Nature will continue to provide interesting
problems for us to ponder.
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Appendix A
Topological Order
A mathematical tool to measure topological order (TO) is the topological entanglement
entropy. In this appendix, I will discuss topological order and how to measure it.
Conceptually, TO is an order that cannot be probed by local operators. TO is usually
seen as a property of the ground states in a system. These systems have degenerate
ground states and local operators cannot take the system to orthogonal ground states.
Additionally, systems with TO can have anyonic quasiparticles and/or quasiparticles with
maximal string-like correlations. These properties give rough ideas of what TO is, but
how do we calculate how much TO a system has? For example, a system may have TO
and local order. In what follows, I will examine some diﬀerent measures of TO.
The entropy of entanglement is defined on bipartitions of pure states |ψAB � as

S(|ψAB �) = −ρA log ρA = −

�

λAi log λAi ,

(A.1)

i

where ρA = tr A |ψAB ��ψAB | and the λAi ’s are the eigenvalues of ρA . The RHS of Eq. (A.1)
also holds if we choose the partition to be B.
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S is unchanged under the action of local unitary transformations and varies from 0
for partitions sharing no entanglement to n for maximally-bipartite-entangled partitions,
where n is the size in number of qubits (log base two of the dimension) of the smaller
partition.
The entropy of entanglement (EoE) cannot scale at a rate that is faster than linear in
the partition size n. A linear scaling may appear unlikely as we may expect a partition
of a random state to not have much entanglement. This hypothesis is, however, false and
a (Haar) random state in a 2n -dimensional Hilbert space has EoE that is roughly O(n)
[Pag93]. The expectation value of the EoE for qubits satisfies the inequality
E[S(ψAB )] > |A| −

2|A|−|B|
,
2

(A.2)

where |A| and |B| are the respective sizes of partition A and B of a pure state ψAB , and
|A| ≤ |B| [Pag93]. Thus, we see that the expectation value of the EoE in an n qubit
system with |A| = |B| = n/2 is E[S(ψAB )] >
nearly maximal entanglement.

n
2

−

1
2

∝ n. A random state, therefore, has

Nature, on the other hand, seems to prefer ground states with the EoE scaling as
the boundary of a partition (S ≈ |∂A|). Systems found in nature have low-weight
interactions (typically two-body) and live in three or less dimensions. This provides a

notion of locality and the partition used in calculating the EoE is chosen to be local in
that sense.
The entropy between two contiguous regions A and B of a “natural” system can also
be expressed as
(A.3)

S(ρA ) = αL − γ + O(L−n ),

where L is the length of the boundary between regions, n > 0, and γ is a nonnegative
quantity known as the topological entanglement entropy (TEE) [KP06]. S(ρA ) is obtained by tracing out region B. Our choice was arbitrary, as S(ρA ) = S(ρB ). For our
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purposes, we can imagine A being some bounded region and B being everything else.
The first term (αL) is the standard 2D boundary (area) law term, the next term (γ)
is a topological correction to the boundary law, and the last O(L−n ) terms are due to

long-range but non-topological correlations. Note that as L → ∞ only the first two terms
persist.

Kiteav and Preskill showed how to calculate the TEE (γ) by introducing four judiciously chosen regions A, B, C, and D (see Fig. A.1) [KP06]. The TEE is calculated by
adding and subtracting the entropies of various combinations of the four regions. The
formula for TEE is:
ST EE = SA + SB + SC − SAB − SBC − SAC + SABC ,

(A.4)

where SA = S(ρA ) is obtained by tracing out regions B, C, and D, and AB = A ∪ B.
The regions in Fig. A.1 should be chosen to be large enough such that the O(L−n ) terms
in Eq. (A.3) do not contribute.

In Eq. (A.4) we see that each local region contributes to two added entropic terms and
two subtracted entropic terms. This is done by design to eliminate local correlations and
to ensure that what remains are the purely non-local or topological correlations. Levin
and Wen independently derived a similar quantity [LW06].
It is useful to write γ in the form γ = log D, where D ≥ 1 and is called the quantum
��
2
dimension of system. Additionally, we can express D as D =
a da , where da is the

quantum dimension of a particle of charge a and the sum is over superselection sectors.
da = 1 iﬀ the particle is an abelian anyon and da > 1 for all nonabelian anyons.
All fundamental particles are either bosons or fermions which are both abelian anyons.
This means that the overall wave function picks up a U (1) phase under exchange of two
identical particles. For the boson this phase is +1 and for the fermion it is −1. The

exchange of two identical nonabelian anyons applies a unitary gate to the overall wave
function. Anyons can also have mutual statistics where moving one anyon around another
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non-identical anyon, a process called braiding, causes the overall wave function to pick
up a phase or more generally, a unitary. In addition to braiding, anyons can fuse into
new anyons. The braiding and fusion rules must be consistent to have a valid system
of anyons. The quantum double can be used to construct consistent system of anyons
for any group G (see Ref. [PB95] for details). If G is an abelian group the anyons will
all have abelian statistics. If G is nonabelian, some of the anyons will have nonabelian
statistics. In every system of anyons there is a trivial vacuum anyon. This anyon is a
boson with no mutual statistics. All other anyons must have a way to fuse to the vacuum.
Additionally, we will refer to quasiparticles comprised of two or more anyons as bound
anyons.







Figure A.1: A choice for regions A, B, C, and D used by Preskill and Kitaev to calculate the
topological entanglement entropy (TEE). The quantity SA = S(ρA ) is obtained by tracing out
all regions except A. Similarly, SAB is obtained by tracing out all regions except A ∪ B. The
quantity ST EE (see Eq. (A.4)) is an indicator of topological order.
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For the toric code, −γ = §T EE = − log 2 and the quantum dimension is D = 2

[CC07]. The anyon model associated with the toric code has 4 abelian anyons. The

diﬀerent particles are: the vacuum charge, two bosonic charges with mutual fermionic
statistics, and a bound fermion. This anyon model is constructed from the quantum
double of the group Z2 .
For the color codes, −γ = ST EE = − log 4 and the quantum dimension is D = 4

[Kar08]. As with the toric code, the anyon model associated with the color codes is
abelian. Now, however, there are 16 diﬀerent particles: the vacuum charge, 6 bosonic
charges (3 colors × two (X or Z) types), 3 bound bosons, and 6 bound fermions. This
anyon model is constructed from the quantum double of the group Z2 × Z2 .

By studying topological order, we can look at topological error-correcting codes from
a diﬀerent angle. Additionally, topological properties of condensed matter system can
be understood in terms of entanglement. Through this correspondence, topological entanglement entropy can serve as a bridge between the fields of condensed matter physics
and quantum information.
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