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Abstract
We investigate how minor-monotone graph parameters change if we add a few random edges to a con-
nected graphH . Surprisingly, after adding a few random edges, its treewidth, treedepth, genus, and the size
of a largest complete minor become very large regardless of the shape of H . Our results are close to best
possible for various cases.
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1 Introduction
In their seminal paper [14], Erdo˝s and Re´nyi discovered the phase transition of a binomial random graphG(n, p)
(rephrased from a uniform random graph model) near the critical point p = 1/n, where the ‘shape’ of G(n, p)
(e.g. component structure) is transformed from a simple one to a complex one. Roughly speaking, when c < 1
and p = cn , with high probability (whp for short) every component ofG(n, p) has size O(log n) and contains at
most one cycle, while when c > 1 and p = cn , a giant component of size Ω(n) emerges, which contains more
than two (indeed many) cycles. Many well-known graph parameters for G(n, p), such as genus and treewidth,
undergo dramatic changes near certain critical points pc, attaining small values when p ≤ (1− ε)pc, while very
large value when p ≥ (1 + ε)pc.
During the last few years, randomly perturbed graph models have received considerable attention [2,7,10–
12,18,21,24,32,34]. Given a graphH , one can investigate how typical properties of a graph R := H ∪G(n, p)
resulting from adding ‘a few random’ edges toH change drastically or how certain new properties ‘emerge’ in
R, even if such properties were guaranteed by neither H nor G(n, p).
Most studies on randomly perturbed graphs deal with random edge perturbation of dense graphs. Bohman,
Frieze, and Martin [7] discovered that whp a randomly perturbed graph H ∪ G(n,B/n) has a Hamiltonian
path for an n-vertex graph H with minimum degree at least αn and some constant B = B(α). Extending
their result, Krivelevich, Kwan, and Sudakov [21] proved that whp an n-vertex randomly perturbed graph
H ∪G(n,C/n) contains a given spanning tree of bounded maximum degree∆, for any n-vertex graph H with
minimum degree at least αn and some constant C = C(α,∆). Bo¨ttcher, Han, Kohayakawa, Montgomery,
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Parczyk, and Person [10] proved that whp an n-vertex randomly perturbed graph H ∪G(n,D/n) contains all
n-vertex trees of maximum degree at most ∆ simultaneously for any n-vertex graph H with minimum degree
at least αn and some constant D = D(α,∆). Joos and Kim [18] obtained a result on embedding spanning
trees of unbounded maximum degree in a randomly perturbed graph. Bo¨ttcher, Montgomery, Parczyk, and
Person [11] also considered a problem of embedding spanning graphs of bounded maximum degree into a
randomly perturbed graphs, and recently Parczyk [32] determined the threshold of probability for 2-universality
in randomly perturbed graphs. Balogh, Treglown, and Wagner [2] proved a result on H-tiling of a randomly
perturbed dense graphs. Ramsey properties of randomly perturbed graphs were initially studied by Krivelevich,
Sudakov, and Tetali [24] and were also investigated by Das and Treglown [12] and by Powierski [34]. Almost
edge-decompositions of randomly perturbed graphs were also considered by Kim, Kim, and Liu [20].
In contrast to relatively rich study on random edge perturbation of dense graphs, there are only a few
studies [13, 17] regarding random edge perturbation of sparse graphs: for example, the work [13] studied how
the genus of a given graph of bounded maximum degree can substantially increase after adding a few random
edges, and the work [17] generalised the previous works [7, 21] to random perturbation of sparse graphs.
Our main result concerns minor-monotone parameters. In general, a graph with small value of minor-
monotone parameter has certain structural properties. For instance, the excluded minor structure theorem by
Robertson and Seymour [37] states that every graph with small order of a largest complete minor can be ex-
pressed as clique-sums of almost-embeddable graphs on a bounded genus surface. In this work, we aim to
investigate how these “structural” properties of a given graph can be destroyed by adding a few random edges.
One of the consequences of our main theorem extends the result of Dowden, Kang, and Krivelevich [13] to
graphs of unbounded maximum degree.
To state our main theorem we first introduce necessary notions and concepts. We always write n to denote
the number of vertices in a given connected graph H . Whenever we write x = o(1) and y = ω(1), we mean
that x tends to 0 and y tends to infinity as n tends to infinity. If we write y = −ω(1), then it means that y tends
to negative infinity as n tends to infinity. If an event holds with probability 1−o(1), we say that this event holds
with high probability, whp in short. A graph parameter f is minor-monotone if f(H) ≤ f(G) whenever H is a
minor of a graph G. Examples of minor-monotone graph parameters include treewidth, treedepth, genus, and
Hadwiger number (see Section 2.2).
For many interesting graph parameters f , the value of f(G(n, p)) is somewhat concentrated. In other
words, there exist r1, r2 > 0 and a function f˜ : N× [0, 1]→ R≥0 such that whp we have
r1f˜(n, p) ≤ f(G(n, p)) ≤ r2f˜(n, p).
Especially, if a graph parameter f is edge-Lipschitz (i.e. an addition of an edge increases f by at most one),
then by letting f˜(n, p) = E[f(G(n, p))], we have a stronger concentration that for any ε > 0, whp
(1− ε)E[f(G(n, p))] ≤ f(G(n, p)) ≤ (1 + ε)E[f(G(n, p))]
by Azuma’s inequality [1]. For example, the genus is edge-Lipschitz. Dowden, Kang, and Krivelevich [13]
showed that for every c > 1, there exists r > 0 such that whp the genus g(G(n, p)) of G(n, p) is at least
rn2p for every p = p(n) with c/n ≤ p ≤ 1 and that the genus enjoys a fragile property, meaning it increases
drastically by addition of a few random edges. Inspired by such properties, we focus on a lower bound of the
form f(G(n, p)) ≥ rf˜(n, p), leading to the following definition.
Definition 1.1. Let f be a minor-monotone graph parameter. Given c, r > 0, the function f is (c, r)-bounded
from below by a function f˜ : N× [0, 1]→ R≥0, if for any p = p(n) ∈ [c/n, 1], with probability 1− o(1),
f(G(n, p)) ≥ r · f˜(n, p).
Here, we ensures that p(n) ≥ c/n with c > 1 so that we can exclude the case where the random
graph G(n, p) is rather trivial that the lower bound is not so meaningful. In our applications, we will bound
f(G(m, q)) from below by f˜(m, q) for somem = m(n) and q = q(n). Note that the inequality f(G(m, q)) ≥
r · f˜(m, q) still holds whp as long asm(n) = ω(1) and c/m(n) ≤ q(n) ≤ 1.
Our main result tells us how a minor-monotone parameter changes under random edge perturbations.
Throughout the paper we use log to denote the natural logarithm, unless the base is explicitly mentioned.
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Theorem 1.2 (Minor-monotone parameters). Let f be a minor-monotone parameter such that f is (c, r)-
bounded from below by a function f˜ for some c > 1 and r ≥ 0. Let C ≥ 10c and 0 < p = p(n) ≤ 2/n with
n2p = ω(1). LetH be an n-vertex connected graph with maximum degree∆ such that 1 ≤ ∆ ≤ n2p/(9600C).
If G = G(n, p) and R := H ∪G, then whp we have
f(R) ≥
{
r · f˜ (n2pL−1, 1− e−M) if ∆ ≤√n2p log(n2p),
f
(
Kn2pL−1
)
otherwise,
where L = 19200C∆ andM = (96C∆)2n−2p−1.
As C ≥ 10c and n2p = ω(1), it is straightforward to check that if ∆ ≤
√
n2p log(n2p), then
m = m(n) := n2pL−1 =
n2p
19200C∆
= ω(1) and q = q(n) := 1− e−M = 1− exp
(
−(96C∆)
2
n2p
)
≥ 1.2c
m(n)
.
Hence as f is (c, r)-bounded from below by f˜ , whp we have f(G(m, q)) ≥ rf˜(m, q).
Theorem 1.2 may look quite technical and it does not seem to give any useful information at first glance, but
it does have exciting applications to various minor-monotone parameters, including treewidth, treedepth, genus,
and Hadwiger number (Corollaries 3.1–3.5) — they are ‘fragile’ in the sense that adding a few random edges
to a graph may result in drastic increase in (the values of) these parameters. The following theorem summarises
the results of Corollaries 3.1–3.5 on treewidth tw(R), treedepth td(R), genus g(R), and Hadwidger number
h(R) of a randomly perturbed graph R.
Theorem 1.3 (Fragile minor-monotone graph parameters). Let 0 < p = p(n) ≤ 2/n with n2p = ω(1). Let H
be an n-vertex connected graph with maximum degree ∆ ≤ n2p/57600. If G = G(n, p) and R := H ∪ G,
then whp
tw(R) = Ω
(
tw(H) +
n2p
∆
)
, td(R) = Ω
(
td(H) +
n2p
∆
)
,
g(R) = Ω
(
g(H) + min
(
n2p,
(n2p
∆
)2))
, h(R) ≥ Ω
(
min
(√ n2p
log ∆
,
n2p
∆
√
log ∆
))
.
Note that even if the given graph H is disconnected, we can still apply above theorem to the largest com-
ponent of H to get the same conclusion as long asH has linear size component.
In addition, we derive tight bounds for treewidth, treedepth, genus, and Hadwiger number of a randomly
perturbed graph R, when a base graph contains a spanning forest with few leaves and isolated vertices.
Theorem 1.4 (Spanning forests with few leaves and isolated vertices). Let p = p(n) ∈ [0, 1] with n2p = ω(1).
Let H be an n-vertex graph containing a spanning forest with at most n2p/6 vertices of degree at most one. If
G = G(n, p) and R := H ∪G, then whp
tw(R) = Θ(tw(H) + min(n2p, n)), td(R) = Θ(td(H) + min(n2p, n)),
g(R) = Θ(g(H) + n2p), h(R) =
{
Ω(h(H) +
√
n2p) if np < 1.1,
Ω(h(H) + h(G)) otherwise.
We note that the bound on Hadwiger number in Theorem 1.4 is tight when p = O(1/n) and g(H) =
o(n2p), since h(R) = O(
√
g(R)).
The proof of Theorem 1.2 is based on the following key lemma, which essentially says that there are
many vertex-disjoint connected subgraphs with comparable sizes in randomly perturbed graphs. Later we will
contract those connected subgraphs to obtain minors with higher density in the randomly perturbed graphs. As
it is of independent interest, so we present it here.
Lemma 1.5. For any C ≥ 8, and 0 < p = p(n) ≤ 2/n with n2p = ω(1), let H be an n-vertex connected
graph with maximum degree ∆ ≤ n2p/(4800C). If G = G(n, p) and R = H ∪ G, then whp R contains
vertex-disjoint connected subgraphs R1, . . . , Rm such that
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(1) 96C∆(np)−1 ≤ |V (Ri)| ≤ 192C∆(np)−1 for each i ∈ [m]; and
(2) m ≥ n2p/(9600C∆).
The optimality of Lemma 1.5 will be discussed in Section 4.3.
The rest of the paper is organised as follows. In Section 2 we provide basic notions and useful inequali-
ties and results. In Section 3 we present applications of Theorem 1.2 to various minor-monotone parameters
(Corollaries 3.1–3.5). In Section 4 we prove Theorem 1.2, Lemma 1.5, and Corollaries 3.1–3.5. In Section 5
we discuss the sharpness of the results (Examples 5.3–5.6). Theorem 1.4 will be proved in Section 6. Finally
in Section 7 we discuss some open problems.
2 Preliminaries
2.1 Basic terminologies
For any integer N1, N2 ≥ 0, we denote [N1] by the set of positive integers m with 1 ≤ m ≤ N1. Throughout
this paper, every graph is simple and undirected; we do not allow multiple edges between two vertices and
loops. A set S of vertices is independent if no two vertices in S are adjacent. The independence number α(G)
of G is the maximum size of an independent set in G. For any integer n ≥ 1, let Kn be a complete graph on
n vertices. For p ∈ [0, 1], let G(n, p) be a binomial random graph model, that is the probability distribution
obtained by taking n vertices and independently making each pair adjacent with probability p. With a slight
abuse of the notion, we also write G(n, p) to denote the resulting graph. The parameter n is always assumed to
be sufficiently large.
A graph H is a minor of a graph G if a graph isomorphic toH can be obtained from G by deleting vertices
or edges and contracting edges.
2.2 Minor-monotone graph parameters
Recall that a graph parameter f is minor-monotone if f(H) ≤ f(G) whenever H is a minor of a graph G.
Below we list some examples of minor-monotone graph parameters.
Definition 2.1. (1) A tree decomposition of a graph G is a pair (T, (Bv)v∈V (T )) of a tree T and a collection of
subsets Bv of V (G) for each node v of T satisfying the following conditions:
• V (G) = ⋃v∈V (T )Bv;
• for every edge e = xy ∈ V (G), there is v ∈ V (T ) such that x, y ∈ Bv; and
• for every vertex x ∈ V (G), a subset {v ∈ V (T ) : x ∈ Bv} induces a subtree of T .
The width of a tree decomposition (T, (Bv)v∈V (T )) is maxv∈V (T )(|Bv| − 1). The treewidth of a graph G
is the minimum width among all tree decompositions of G.
(2) The treedepth td(G) of a graph G is defined as follows.
td(G) =

1 if |V (G)| = 1,
1 + minv∈V (G) td(G− v) if |V (G)| > 1 and G is connected,
max1≤i≤t td(Gi) if G consists of connected components G1, . . . , Gt with t ≥ 2.
(3) The genus g(G) of a graph G is the minimum integer ℓ ≥ 0 such that G is embeddable in Sℓ, where Sℓ is
an orientable surface with ℓ handles.
(4) The Hadwiger number h(G) of a graph G is the maximum integer ℓ ≥ 0 such that Kℓ is a minor of G.
Note that adding a new vertex or edge increases the treewidth, treedepth, Hadwiger number at most one,
and adding a new edge increases the genus at most one. For an n-vertex graph G, it is known [27, Corollary
6.1] that
tw(G) ≤ td(G) ≤ (tw(G) + 1) log2 n,
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and for any n-vertex forest, td(G) = O(log n). Since tw(Kt) = t − 1 and the treewidth is minor-monotone,
we have h(G) ≤ tw(G) + 1. Ringel and Youngs [35] determined the genus of complete graphs; for an integer
t ≥ 3,
g(Kt) =
⌈
(t− 3)(t− 4)
12
⌉
.
Because the genus is minor-monotone, it follows that g(G) ≥ ⌈(h(G) − 3)(h(G) − 4)/12⌉ = Ω(h(G)2).
2.3 Minor-monotone parameters of random graphs
We list some known results for minor-monotone parameters of random graphs. They are summarised in Table 1.
A treewidth tw(H) of a graph H is a minor-monotone graph parameter that measures how far the graph H is
from tree-like structures, introduced by Robertson and Seymour [36]. For c < 1, when p = c/n, whp G(n, p)
has treewidth at most 2 as every connected component has at most one cycle. However, when c > 1, the
behavior is different as follows.
Theorem 2.2 (Lee, Lee, and Oum [25]). For any c > 1 and p ≥ c/n, there exists r = r(c) > 0 such that whp
tw(G(n, p)) ≥ rn.
The treedepth td(H) of a graph H is a minor-monotone graph parameter that measures how far the graph
H is from star-like structures. Perarnau and Serra [33] proved the following theorem determining treedepth of
random graphs.
Theorem 2.3 (Perarnau and Serra [33]). Let p = p(n) ∈ [0, 1] and G = G(n, p). Then whp
td(G) =

Θ(log log n) if p = c/n and 0 < c < 1,
Θ(log n) if p = 1/n,
Θ(n) if p ≥ c/n and c > 1.
The genus is one of the most fundamental properties of a graph, and the genus of the classical Erdo˝s-Re´nyi
random graphs was determined in [13,26,29,38]. For example, Ro¨dl and Thomas [38] considered the genus of
G(n, p) when n
1
j+1 ≪ np≪ n 1j for a positive integer j. Near the critical point, when p = 1/n+ c(n)n−4/3, it
is known [26] that if c(n) = −ω(1) then whpG(n, p) is planar, and if c(n) = ω(1) then whpG(n, p) has a large
complete minor, hence is not planar. Furthermore, the probability that G(n, p) is planar with respect to c(n)
is also studied [26, 29]. Recently, Dowden, Kang, and Krivelevich [13] determined the genus of G(n, p) for
intermediate regions, when n−1 ≪ p≪ n−1+o(1), p = c/n for c > 1, and p = 1/n+s for n−4/3 ≪ s≪ 1/n.
In particular, they showed the following theorem, whilest whp g(G(n, p)) = 0 when p ≤ c/n for c ∈ (0, 1).
Theorem 2.4 (Dowden, Kang, and Krivelevich [13]). For any c > 1 and p ≥ c/n, there exists r = r(c) > 0
such that whp g(G(n, p)) ≥ rn2p.
Bolloba´s, Catlin, and Erdo˝s [9] showed that whp h(G(n, p)) = (1 + o(1)) n√
log1/(1−p) n
for every constant
0 < p < 1. Fountoulakis, Ku¨hn, and Osthus [15] determined the order of the magnitude of h(G(n, p)) for
1+ε
n ≤ p ≤ 1− ε for any small ε > 0.
Theorem 2.5 (Fountoulakis, Ku¨hn, and Osthus [15]). For any ε > 0, let 1+εn ≤ p = p(n) ≤ 1 − ε and
G = G(n, p). Then whp h(G) = Θ
(
n/
√
log1/(1−p)(np)
)
. In particular, if p = o(1), then whp h(G) =
Θ
(√
n2p
log(np)
)
.
For any ε ∈ (0, 1], if p = (1 − ε)/n, then whp G(n, p) is planar (see [26]), hence h(G(n, p)) ≤ 4. Near
the critical point, the analysis is much more delicate. For p = n−1 + c(n)n−4/3, where c(n) = ω(1) but
c(n) = o(n1/3), Fountoulakis, Ku¨hn, and Osthus [16] showed that whp h(G(n, p)) = Θ(c(n)3/2). Here, the
assumption c(n) = ω(1) is necessary, since the limiting probability that G(n, p) is planar is in (0, 1) if c(n)
tends to a constant — this probability is fully described in [29] as an exact analytic expression.
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Parameters Values in G(n, p) (whp) Range of p Ref
Treewidth
tw
tw ≤ 2 p ≤ c/n (0 < c < 1) Folklore
tw = Θ(n) p ≥ c/n (c > 1) [25]
Treedepth td
td = Θ(log log n) p = c/n (0 < c < 1) [33]
td = Θ(logn) p = 1/n [33]
td = Θ(n) p ≥ c/n (c > 1) [25]
Genus g
g = 0 p = n−1 − ω(n−4/3) [26]
g = (1 + o(1))c3n4/3 p = n−1 + c and n−4/3 ≪ s≪ n−1 [13]
g = (1 + o(1))µ(c)n2p/2 np = c and c > 1, where limc→1 µ(c) = 0
and limc→∞ µ(c) = 1/2
[13]
(1− o(1))n2p/4 ≤ g ≤ n2p/4 1≪ np = no(1) [13]
(1 + o(1))max
(
1
12
, (j−1)
4(j+1)
)
n2p
≤ g ≤ (1 + o(1)) jn2p
4(j+2)
np = Θ(n1/j) [38]
g = (1 + o(1)) jn
2p
4(j+2)
n
1
j+1 ≪ np≪ n 1j (j ∈ N) [38]
g = (1 + o(1))n2p/12 p = Θ(1) [38]
Hadwiger
number h
h = Θ(c(n)3/2) p = n−1+c(n)n−4/3, where c(n) = ω(1) but
c(n) = o(n1/3)
[16]
δ(c)
√
n ≤ h ≤ 2√cn p ≥ c/n and c > 1 [15]
(1−ε)n√
log1/(1−p)(np)
≤ h ≤ (1+ε)n√
log1/(1−p)(np)
C(ε)/n ≤ p ≤ 1− ε [9, 15]
Table 1: Summary of minor-monotone parameters of random graphs.
2.4 Useful lemmas and results
For most of the proofs, we may use the following two-round exposure.
Observation 2.6. Let S = {s1, . . . , sm} be a set of m elements. For any p = (p1, . . . , pm) ∈ [0, 1]m, the
random variable S(p) is the subset of S obtained by including each si independently at random with probability
pi. For each q = (q1, . . . , qm), r = (r1, . . . , rm) ∈ [0, 1]m with qi, ri ∈ [0, pi] for each i ∈ [m], if we have
1 − pi = (1 − qi)(1 − ri) for each i ∈ [m] then the random variable S(p) and the union of two independent
random variables S(q) ∪ S(r) have the same probability distributions.
Proof. This is obvious by choosing ri ∈ [0, 1] to satisfy 1− pi = (1− qi)(1− ri) for each i ∈ [m].
The following lemma helps us to partition graphs into connected graphs with appropriate sizes.
Lemma 2.7 (Krivelevich and Nachmias [22]). For any ℓ ≥ 1 and a connected graph G with maximum degree
at most ∆, there exist pairwise disjoint vertex sets V1, . . . , Vs ⊆ V (G) satisfying the following.
(1)
∑
i∈[s] |Vi| ≥ |V (G)| − ℓ;
(2) G[Vi] is connected for each i ∈ [s]; and
(3) ℓ ≤ |Vi| < ℓ∆ for each i ∈ [s].
The following proposition [23, Theorem 3.4] is also useful.
Proposition 2.8. There exists r > 0 such that with probability at least 1 − exp(−rn), the random graph
G(n, 20/n) contains a path on at least n/5 vertices.
3 Applications: Fragile properties
Applying Theorem 1.2 to several minor-monotone parameters, one can show that they are fragile under random
edge perturbations (Corollaries 3.1–3.5) whose proofs can be found in Section 4.
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Given a connected graph H having very small treewidth, what happens if we add a very few (about εn)
edges toH? Surprisingly, we show that adding only a few random edges toH increases treewidth dramatically,
hence the treewidth is “fragile” under adding a few random edges. For example, the following corollary implies
that ifH is an n-vertex tree and we add εn random edges, the resulting graph has unexpectedly large treewidth
of Ω(n) whp.
Corollary 3.1 (Fragile treewidth). Let 0 < p = p(n) ≤ 2/n with n2p = ω(1). LetH be an n-vertex connected
graph with maximum degree∆ ≤ n2p/57600. IfG = G(n, p) and R := H ∪G, then whp the treewidth tw(R)
of R satisfies
tw(R) = Ω(tw(H) + n2p/∆).
We will see in Section 5 that the lower bound of treewidth in Corollary 3.1 is best possible when p ≤ c/n
for some c > 0, and the condition ∆ = O(n2p) is necessary.
We also show that the treedepth is “fragile” under adding a few random edges. For example, if H is an
n-vertex tree and we add εn random edges, the resulting graph has unexpectedly large treedepth of Ω(n) whp,
while H has treedepth O(log n). From the relation tw(R) ≤ td(R), Corollary 3.1 immediately yields the
following result.
Corollary 3.2 (Fragile treedepth). Let 0 < p = p(n) ≤ 2/n with n2p = ω(1). LetH be an n-vertex connected
graph with maximum degree∆ ≤ n2p/57600. If G = G(n, p) and R := H ∪G, then whp the treedepth td(R)
of R satisfies
td(R) = Ω(td(H) + n2p/∆).
We will show in Section 5 that the lower bound of treedepth in Corollary 3.2 is best possible when ∆ =
O(n2p/ log n) and p ≤ c/n for some c > 0, and the condition ∆ = O(n2p) is necessary.
One may consider another well-studied minor-monotone parameter pathwidth, which measures how far the
graph is from path-like structures. Indeed, the similar result also holds for pathwidth, because the pathwidth of
a graph is at least treewidth and less than the treedepth [6]. We remark that both Corollaries 3.1 and 3.2 have
an interesting application on long cycles and large forest minors.
Corollary 3.3. Let p = p(n) ∈ (0, 1] with n2p = ω(1) and H be an n-vertex connected graph of maximum
degree ∆ ≤ n2p/57600. If G = G(n, p) and R := H ∪ G, then whp R contains a cycle of length Ω(n2p/∆)
as a subgraph, and in addition, R contains all forests on O(n2p/∆) vertices as minors.
Proof. This is an immediate consequence of Corollaries 3.1 and 3.2; Birmele [5] showed that every graph with
treewidth at least k ≥ 2 contains a cycle of length at least k + 1, and Bienstock, Robertson, and Seymour [4]
showed that every graph with pathwidth at least k − 1 (hence treedepth at least k) contains all k-vertex forests
as minors.
Corollary 3.3 is best possible up to multiplicative constant when∆ = O(1) and p = Ω(1/n) as the longest
cycle length is at most n. On the other hand, one cannot expect Hamiltonian cycles in R in general. If n ≡ 0
(mod 6), p = D/n with D ∈ (0, 1), and H is a spanning tree of Kn/6,5n/6 with maximum degree at most 7,
then whp R does not contain a Hamiltonian cycle, since the number of random edges in a Hamiltonian cycle
should be at least 2n/3, while whp G(n, p) has less than 2n/3 edges.
The genus is also fragile under adding a few random edges. For example, the following corollary implies
that if H is an n-vertex planar graph (which has genus 0) of maximum degree at most O(
√
n) and we add εn
random edges, then the resulting graph has unexpectedly large genus of Ω(n) whp.
Corollary 3.4 (Fragile genus). Let p = p(n) ∈ [0, 1] with n2p = ω(1). Let H be an n-vertex connected graph
with maximum degree ∆ ≤ n2p/57600. If G = G(n, p) and R = H ∪ G, then whp the genus g(R) of R
satisfies
g(R) = Ω(g(H) + min(n2p, (n2p/∆)2)).
We will show in Section 5 that the lower bound of genus in Corollary 3.4 is best possible, for example,
when ∆ = O(
√
n2p) and p ≤ c/n for some c ∈ (0, 1), and the condition ∆ = O(n2p) is necessary. We
remark that Dowden, Kang, and Krivelevich [13] proved a weaker version of Corollary 3.4 for graphs H with
bounded maximum degree. Note that Corollary 3.4 holds for any graph H with unbounded maximum degree.
Recall that the Hadwiger number h(G) is the size of a largest clique minor of G. Again, the Hadwiger
number is fragile under adding a few random edges.
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Corollary 3.5 (Fragile size of a largest complete minors). Let c > 1 and C ≥ 10c and 0 < p = p(n) ≤ 2/n
with n2p = ω(1). Let H be an n-vertex connected graph with maximum degree ∆ ≤ n2p/(9600C). If
G = G(n, p) and R := H ∪G, then whp the Hadwiger number h(R) of R satisfies
h(R) ≥

Ω(
√
n2p
log∆) if 1 ≤ ∆ ≤
√
n2p,
Ω( n
2p
∆
√
log∆
) if
√
n2p ≤ ∆ ≤
√
n2p log n2p,
Ω(n
2p
∆ ) if
√
n2p log n2p ≤ ∆ ≤ n2p9600C .
The above lower bound is best possible up to multiplication of O(log(n2p)) (see section 5).
4 Proofs of main results
In this section we shall prove Theorem 1.2, Lemma 1.5, and Corollaries 3.1 and 3.4.
4.1 Proof of Theorem 1.2
Using Lemma 1.5 and two-round exposure of G(n, p) (Observation 2.6), we are ready to prove our main
theorem.
Proof of Theorem 1.2. By Observation 2.6, the random graph G(n, p) has the same probability distribution
with the union G(n, p1) ∪G(n, p2) of two random graphs where p1 = p2 and 1 − p = (1 − p1)(1 − p2) with
p1 = p2 ≥ p/2.
Let R0 := H ∪ G(n, p1). Then R = R0 ∪ G(n, p2). By Lemma 1.5, whp R0 has connected subgraphs
R1, . . . , Rm such that
(a) 96C∆(np1)
−1 ≤ |V (Ri)| ≤ 192C∆(np1)−1 for each i ∈ [m], and
(b) m ≥ n2p19600C∆ ≥ n
2p
19200C∆ = n
2pL−1.
Let R′ be the graph obtained from R by contracting R1, . . . , Rm. For pair i < j ∈ [m], the probability that
an edge in G(n, p2) exists between Ri and Rj is
1− (1− p2)|V (Ri)||V (Rj)|
(a)
≥ 1− exp
(
−(96C∆)
2
n2p
)
= 1− e−M := q.
Hence one may regard R′ as containing a random graph G′ := G(m, q) as a subgraph. Since f is minor-
monotone, whp we have f(R) ≥ f(R′) ≥ f(G′). If ∆ ≥
√
n2p log(n2p), then
q ≥ 1− (n2p)−(962).
Sincem ≤ n2p = ω(1), whp the random graph G′ is isomorphic toKm. Asm ≥ n2pL−1, whp we have
f(R) ≥ f(G′) ≥ f(Km) ≥ f
(
Kn2pL−1
)
.
For ∆ ≤
√
n2p log(n2p), since f is (c, r)-bounded below by f˜ and n2pL−1 = ω(1), whp we have
f(R) ≥ f(G′) ≥ r · f˜ (n2pL−1, 1− e−M) ,
as desired.
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4.2 Proof of Corollaries 3.1, 3.2, and 3.4
Proof of Corollary 3.1. By Theorem 2.2, there exists r > 0 such that the treewidth tw is (1.2, r)-bounded
below by t˜, where t˜(m, q) := m. Now we apply Theorem 1.2 with c = 1.2 and C = 6, then whp we have
tw(R) ≥

r · t˜
(
Ω(n
2p
∆ ), 1− exp
(
−Ω( ∆2
n2p
)
))
= Ω(n
2p
∆ ) if ∆ ≤
√
n2p log(n2p),
tw
(
K
Ω(n
2p
∆
)
)
= Ω(n
2p
∆ ) otherwise,
because tw(Kt) = t− 1 for t ≥ 2.
Note that the proof of Corollary 3.2 follows by using Theorems 2.3 in place of Theorem 2.2 in the proof
above. Corollary 3.5 is merely a direct application of Theorem 1.2. Now we prove Corollary 3.4 using Theo-
rems 1.2 and 2.4.
Proof of Corollary 3.4. If p ≥ 2/n, then by Theorem 2.4, there exists r > 0 such that g(R) ≥ g(G(n, p)) ≥
rn2p. Hence we may assume that p ≤ 2/n. By Theorem 2.4, there exists r > 0 such that the genus g is
(1.2, r)-bounded below by g˜, which is defined as g˜(m, q) := m2q. Now we apply Theorem 1.2 with c = 1.2
and C = 6. Then whp
g(R) ≥

r · g˜
(
Ω(n
2p
∆ ), 1− exp
(
−Ω( ∆2
n2p
)
))
if ∆ ≤
√
n2p log(n2p),
g
(
K
Ω(n
2p
∆
)
)
= Ω
(
(n
2p
∆ )
2
)
otherwise.
We only need to find lower bound on the first case when∆ ≤
√
n2p log(n2p). As 1−e−x ≥ x/2 for x ≤ log 2,
we have
g(R) = Ω
((
n2p
∆
)2
min
(
∆2
n2p
, 1
))
= Ω
(
min
(
n2p,
(n2p
∆
)2))
.
As g(R) ≥ g(H) is obvious, this proves the corollary.
Proof of Corollary 3.5. By [15] (or see Table 1), there exists r > 0 such that whp h(G(n, p)) ≥ r√n for
p ≥ 2/n and there exists C ′ > 0 such that for any C ′/n ≤ p ≤ 1/2, whp h(G(n, p)) ≥ n2 log1/(1−p)(np) . For
such a choice of r, C ′, let
h˜(n, p) :=

r
√
n if 2n ≤ p < C
′
n ,
n
2
√
log1/(1−p)(np)
if C
′
n ≤ p ≤ 12 ,
n
2
√
log2 n
if 12 < p ≤ 1.
(4.1)
By [15], whp we have h(G(n, 1/2)) ≥ n
2
√
log2 n
. Hence, for p > 1/2, whp we have h(G(n, p)) ≥ h(G(n, 1/2)) ≥
n
2
√
log2 n
= h˜(n, p). So by our choice of r, C ′, the function h is (c, 1)-bounded from below by h˜.
Let L = 19200C∆, M = (96C∆)2(n2p)−1,m = n2pL−1, and q = 1− e−M . By applying Theorem 1.2,
we conclude that
h(R) ≥
{
h˜(m, q) if ∆ ≤
√
n2p log n2p,
h(Km) = m otherwise.
First assume that q ≤ 1/2. This implies that ∆ <
√
n2p and we have M/2 ≤ q ≤ M . In this case, we have
q > 2/m because qm ≥ mM/2 = (96C∆2)/(19200C∆) > C∆/3 > 2. If q < C ′/m, then q lies between
2/m and C ′/m and we have C ′ > mq ≥ mM/2 > C∆/3, hence ∆ = O(1). In this case, (4.2) implies that
whp we have h(R) ≥ h˜(m, q) = r√m = Ω(
√
n2p
log∆). If C
′/m < q ≤ 1/2, then whp we have
h(R) ≥ h˜(m, q) ≥ m
2
√
log1/(1−q)(mq)
= Ω
(√
n2p
log∆
)
.
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Now, assume that q > 1/2. Then we have ∆ ≥
√
n2p/(96C). In this case, whp we have h(R) ≥
h(G(m, q)) ≥ h˜(m, q) = m
2
√
log2m
≥ Ω( n2p
∆
√
log∆
). Moreover, if
√
n2p log n2p ≤ ∆, then by (4.2), whp
we have h(R) ≥ m = Ω(n2p∆ ). This proves the corollary.
4.3 Partitioning a randomly perturbed graph
Note that the statement in Lemma 1.5 is best possible in the following sense. Lemma 1.5 shows that whp
there exist Θ(n2p/∆) disjoint subsets of V (R) such that each has size Θ(∆/(np)) and induces a connected
subgraph of the randomly perturbed graph R. However, for k = o(∆/(np)) it is not possible to find Θ(n/k)
disjoint subsets of vertices of size Θ(k) in general. As otherwise, this would improve the bound n2p/∆ of
Corollary 3.1 to n/k, which is impossible as we will see in Examples 5.3–5.6.
4.3.1 Proof of Lemma 1.5
To prove Lemma 1.5, we shall first apply Proposition 2.7 to obtain many disjoint subsets (which we call clusters)
of V (R) of size between Ω(1/(np)) and O(∆/(np)), which cover almost all vertices in V (R). We then merge
them into connected subgraphs on Θ(∆/(np)) vertices using random edges in G(n, p) – this can be done due
to the following Connecting Lemma.
Lemma 4.1 (Connecting lemma). For any C ′ ≥ C ≥ 8, and 0 < p = p(n) ≤ 2/n with n2p = ω(1), let H
be an n-vertex graph with maximum degree ∆ ≤ n2p/(4800C ′). Let X1, . . . ,Xs be vertex-disjoint subsets of
V (H) such that
(1)
∑s
i=1 |Xi| ≥ |V (H)| − 96Cnp ;
(2) H[Xi] is connected for each i ∈ [s];
(3) 96C/(np) ≤ |Xi| < 96C ′∆/(np) for each i ∈ [s].
If G = G(n, p) and R = H ∪ G, then whp R contains vertex-disjoint connected subgraphs R1, . . . , Rm
satisfying
• 96C ′∆(np)−1 ≤ |V (Ri)| ≤ 192C ′∆(np)−1 for 1 ≤ i ≤ m;
• m ≥ n2p/(9600C ′∆).
Using this lemma, we can prove Lemma 1.5.
Proof of Lemma 1.5. Let n be sufficiently large and ℓ := 96C/(np). By Proposition 2.7, there is a collection
F of disjoint sets X1, . . . ,Xs ⊆ V (H) such that (1)–(3) of Lemma 4.1 holds. Now Lemma 1.5 easily follows
from Lemma 4.1 by taking C = C ′.
4.3.2 Proof of Lemma 4.1
Given clusters X1, . . . ,Xs satisfying the conditions (1)–(3) in Lemma 4.1, we aim to merge them into con-
nected subgraphs R1, . . . , Rm on Θ(∆/(np)) vertices using random edges in G(n, p). To this end, we shall
conduct the following four steps.
S1 (Dyadic decomposition). We collect the clusters of similar sizes by dyadic decomposition of the family of
clusters.
S2 (Connecting clusters in each level). For each part in the dyadic decomposition, whp we can arrange many
of the clusters in the part in a line so that G(n, p) has an edge between each pair of the consecutive clusters
(see Claim 1).
S3 (Connecting cluster between levels). Discarding some clusters in each line, whp we are able to concatenate
all lines into a single line, where the union of clusters in the line contains Ω(n) vertices and G(n, p) has an
edge between each pair of consecutive clusters in the line (see Claim 2).
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S4 (Merging consecutive clusters into connected subgraphs). We merge consecutive clusters into connected
subgraphs on Θ(∆/(np)) vertices to obtain Θ(n2p/∆) vertex-disjoint connected subgraphs.
Proof of Lemma 4.1. Let ℓ := 96C/(np), and ∆′ := C ′∆/C . As n2p = ω(1), we have ℓ = o(n).
S1 (Dyadic decomposition). Let F := {X1, . . . ,Xs} and we call each Xi a cluster. For 1 ≤ i ≤ ⌈log2∆′⌉,
let
Vi := {S : S ∈ F , 2i−1ℓ ≤ |S| < 2iℓ}, Vi :=
⋃
S∈Vi
S, ui := 2
i−1ℓ, ni := |Vi|,
and
ci := max
(
80
uip
,
n
50 log2(n
2p)
)
. (4.2)
We also define A := {1 ≤ i ≤ ⌈log2∆′⌉ : |Vi| ≥ ci} and call i ∈ A a level. Then there are at least n/2
vertices in
⋃
i∈A Vi, because
∑
i/∈A
|Vi| ≤
⌈log2∆′⌉∑
i=1
80
uip
+
n
50 log2(n
2p)
· ⌈log2∆′⌉ ≤
160
ℓp
+
n
50
≤ 5n
12
, (4.3)
where we use C ≥ 8 for the last inequality.
S2 (Connecting clusters in each level). We shall show that for each level i ∈ A, we can connect clusters in
each Vi using random edges, in a way that one can build a long path after contracting each cluster to a vertex.
Claim 1 (Connecting clusters in each level). Whp, for every i ∈ A, we can findmi distinct sets Si,1, . . . , Si,mi ∈
Vi such that there is an edge in G(n, p) between Si,j and Si,j+1 for every j ∈ [mi − 1], where
mi =
{
ni if 2
i > (n2p)2/3,
⌈ni/5⌉ otherwise.
Proof of Claim 1. Let
A1 := {i ∈ A : 2i > (n2p)2/3} and A2 := A \A1.
For each i ∈ A1, let us fix any ordering of sets in Vi, say Si,1, . . . , Si,ni . For each j ∈ [ni − 1], the probability
that there is no edge in G(n, p) between Si,j and Si,j+1 is
(1− p)|Si,j ||Si,j+1| ≥ (1− p)u2i ≥ exp(−pu2i ) ≥ exp
(
−1
4
(96C)2 · (n2p)1/3
)
= o((n2p)−1).
Since 2i > (n2p)2/3 and ui = ℓ · 2i−1, we obtain
∑
i∈A1 ni ≤
∑
i∈A1
|Vi|
ui
≤ O((n2p)1/3). As n2p = ω(1),
with probability at least 1− o((n2p)−2/3) = 1− o(1), there is an edge in G(n, p) between Si,j and Si,j+1 for
all i ∈ Ai and j ∈ [ni − 1].
Now we consider the remaining case i ∈ A2, where 2i ≤ (n2p)2/3. By (4.2) and the definition of ci, it is
straightforward to see that
ni ≥ |Vi|
2ui
≥ ci
2ui
> (n2p)1/4 = ω(1) and ni · pu2i ≥
|Vi|
2ui
· pu2i ≥
pciui
2
≥ 40. (4.4)
For any two distinct S1, S2 ∈ Vi, the probability that G(n, p) has an edge between S1 and S2 is
1− (1− p)|S1||S2| ≥ qi := 1− (1− p)u2i ≥ 1− exp(−pu2i ).
If pu2i ≥ log 2, then qi ≥ 1/2 ≥ 20/ni. Otherwise, qi ≥ pu2i /2 ≥ 20/ni by (4.4). By Proposition 2.8 with
(4.4), with probability at least 1−o((n2p)−1), there exist distinct sets Si,1, . . . , Si,mi ∈ Vi wheremi := ⌈ni/5⌉
and G(n, p) has an edge between Si,j and Si,j+1 for every j ∈ [mi − 1].
Since |A| ≤ ⌈log2(n2p)⌉ = o(n2p), union bound implies that with probability 1− o(1), for every i ∈ A2,
there are mi distinct sets Si,1, . . . , Si,mi ∈ Vi such that an edge exists in G(n, p) between Si,j and Si,j+1 for
every j ∈ [mi − 1]. This completes the proof of the claim. 
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For each i ∈ A, let V ′i := {Si,1, . . . , Si,mi} for each i ∈ A and V ′i :=
⋃mi
j=1 Si,j . Since each S ∈ Vi has
size at most 2ui andmi ≥ ni/5, (4.2) and (4.3) imply
|V ′i | ≥
1
10
|Vi| ≥ n
500 log2(n
2p)
, (4.5)
∑
i∈A
|V ′i | ≥
1
10
·
(
n− ℓ−
∑
i/∈A
|Vi|
)
≥ n
18
. (4.6)
S3 (Connecting clusters between levels). We now discards some clusters in each line and merge the remain-
ing lines into a single line, where the union of clusters in the line contains Ω(n) vertices and G(n, p) has an
between each pair of consecutive clusters.
Claim 2 (Connecting clusters between levels). Whp there is a sequence of clusters T1, . . . , Ts′ in F satisfying
the following.
(1)
∑
i∈[s′] |Ti| ≥ n/24.
(2) For each j ∈ [s′ − 1], the random graph G(n, p) has an edge between Tj and Tj+1.
Proof of Claim 2. Let A = {i1, i2, . . . , it}, where 1 ≤ i1 < · · · < it ≤ ⌈log2∆′⌉. For each j ∈ [t], let
aj , bj ∈ [mij ] be the minimum and the maximum satisfying
aj∑
k=1
|Sij ,k| ≥
1
10
|V ′ij | and
mij∑
k=bj
|Sij ,k| ≥
1
10
|V ′ij |, (4.7)
respectively. Then it is clear that 1 ≤ aj < bj ≤ m and
∑
aj<k<bj
|Sij ,k| ≥ 4|V ′ij |/5. Let
L1j :=
aj⋃
k=1
Sij ,k and L
2
j :=
mij⋃
k=bj
Sij ,k.
Then by (4.5) and (4.7), we have |L1j |, |L2j | ≥ n5000 log2(n2p) .
For each j ∈ [t], the probability that G(n, p) has an edge between L2j and L1j+1 is
1− (1− p)|L2j ||L1j+1| ≥ 1− exp
(
− n
2p
50002 · (log2(n2p))2
)
≫ 1− exp
(
−np1/2
)
.
As |A| ≤ log2∆′ ≤ log n2p, union bound implies that whp G(n, p) has edges between L2j and L1j+1 for all
j ∈ [t− 1]. Hence whp for each j ∈ [t] there exist βj ∈ [mij ] \ [bj ] and αj+1 ∈ [aj+1] such that
G(n, p) has an edge between Sij ,βj and Sij+1,αj+1 . (4.8)
We let the sequence Si1,1, . . . , Si1,β1 , Si2,α2 , Si2,α2+1, . . . , Si2,β2 , Si3,α3 , . . . , Sit−1,βt−1 , Sit,αt , Sit,αt+1, . . . , Sit,mt
be our desired sequence T1, . . . , Ts′ . Then by (4.7),
s′∑
j=1
|Tj| ≥
∑
j∈A
4
5
|V ′ij | ≥
n
24
and by (4.8), the random graph G(n, p) has an edge between Tj and Tj+1 for all j ∈ [s′ − 1], as desired. 
S4 (Merging consecutive clusters into connected subgraphs). Each of the clusters in the sequence T1, . . . , Ts
obtained in Claim 2 induces a connected subgraph of H of at most ℓ∆′ vertices. As there is an edge between
each pair of two consecutive clusters in the sequence, we can merge consecutive clusters into pairwise dis-
joint vertex sets R1, . . . , Rm where each Ri is a union of consecutive clusters in the sequence and each Ri
is of size between ℓ∆′ and 2ℓ∆′. Moreover, we can ensure that
⋃
i∈[m]Ri contains all vertices in
⋃
i∈[s′] Ti
except at most ℓ∆′ vertices. Note that ℓ∆′ = 96C ′∆(np)−1. As |⋃i∈[m]Ri| ≥ n/24 − ℓ∆, we have
m ≥ 12ℓ∆( n48 − ℓ∆) = n2p(9600C ′∆)−1. Hence, R1, . . . , Rm are as desired. This completes the proof.
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5 Sharpness of results
In this section we present examples (Examples 5.3–5.6) which show that the results in Corollaries 3.1–3.5 are
best possible (or almost best possible) for most of the range of ∆. We summarise them here.
(1) Examples 5.3 and 5.4 show that the maximum degree bound ∆ = O(n2p) is necessary for Corollar-
ies 3.1, 3.4 and 3.5, otherwise the randomly perturbed graph R might be a forest.
(2) The lower bound in Corollary 3.1 is best possible by Examples 5.5 and 5.6; one cannot improve Corol-
lary 3.1 to obtain the treewidth ω(n2p/∆) when p < c/n for some c ∈ (0, 1).
(3) The lower bound in Corollary 3.2 is best possible by Examples 5.5 and 5.6 when ∆ = O(n2p/ log n);
one cannot improve Corollary 3.2 to obtain the treedepth ω(n2p/∆), when p < c/n for some c ∈ (0, 1).
(4) The lower bound in Corollary 3.4 is best possible when ∆ = O(
√
n2p). Indeed, since G(n, p) has
O(n2p) edges whp and the genus increases by at most one when adding an edge, it follows that g(R) ≤
g(H) +O(n2p) = Θ(max(g(H), n2p)) whp.
(5) The bound in Corollary 3.5 is best possible up to logarithmic factor in n. Consider a connected graphH of
genus O(n2p). Since g(R) ≤ Θ(max(g(H), n2p)) whp and the genus of Kk is ⌈ (k−4)(k−3)12 ⌉ = Θ(k2),
whp we have
h(R) ≤ Θ(
√
g(R)) = Θ
(
max(
√
g(H),
√
n2p)
)
= O(
√
n2p).
When ∆ = O(1), this shows that Corollary 3.5 is best possible. When ∆ = Ω(
√
n2p log(n2p)),
we can consider the graph H in Example 5.6, which ensures whp h(R) = Θ(n2p/∆) and shows that
Corollary 3.5 is best possible.
To show that Examples 5.3–5.6 give best possible bounds for genus, treewidth, treedepth, and Hadwiger
number for many cases, we need the following two lemmas. (We omit the proof of the first lemma.)
Lemma 5.1. Let G be a graph and V1, . . . , Vt ⊆ V (G) be disjoint subsets such that
• G[Vi] is a tree for each i ∈ [t], and
• there is at most one edge between Vi and Vj for all i 6= j ∈ [t].
Let G∗ be the graph obtained from G by contracting each Vi to a vertex. If G∗ is a forest, then so is G.
Lemma 5.2. Let p = p(n) ∈ [0, 1] and 1 ≤ x = x(n) ≤ n be an integral function such that x = o(n) and
npx = o(1). Let n/2x ≤ t ≤ n/x be an integer, and B1, B2, . . . , Bt be trees on at most x vertices. Let H0 be
the disjoint union of B1, . . . , Bt and R0 := H0 ∪G(n, p). Then whp R0 is a forest such that every component
has size O(x log(n/x)).
Proof. We first claim that whp G(n, p) does not have any edges inside Bi for all i ∈ [t]. Indeed, for each
i ∈ [t], the expected number of edges of G(n, p) in Bi is at most p|Bi|2/2 ≤ px2/2, hence the probability
that G(n, p) has an edge inside Bi is at most px
2/2. By union bound, the probability that G(n, p) has an edge
inside Bi for some i ∈ [t] is at most
t · px2/2 ≤ (n/x) · px2 = npx = o(1).
Now, we show that whp G(n, p) has at most one edges between Bi and Bj for all i 6= j ∈ [t]. It is easy to
see that the probability that there are at least two random edges between Bi and Bj is at most
|Bi|2 · |Bj |2 · p2 ≤ x4p2.
Since there are
(
t
2
)
pairs i 6= j ∈ [t], the probability that G(n, p) has two edges between Bi and Bj for some
i 6= j ∈ [t] is at most (
t
2
)
· x4p2 ≤ (n/x)2 · x4p2 = (npx)2 = o(1).
13
Let R∗0 be the graph obtained from R0 by contracting Bi for every i ∈ [t] and let vi be the vertex obtained
by contracting Bi. In the graph R0, the probability that G(n, p) has an edge between Bi and Bj is at most
1− (1− p)|Bi||Bj | ≤ 1− (1− p|Bi||Bj |) ≤ p|Bi||Bj | ≤ px2 = o(1) (5.1)
as px2 ≤ npx = o(1). Hence we have vivj ∈ E(R∗0) with probability at most px2. Since R∗0 has at most t
vertices, the expected number of cycles of length i in R∗0 is at most
ti · (px2)i = (tpx2)i ≤ (npx)i.
Therefore, the expected number of cycles in R∗0 is at most
∑
i≥3(npx)
i = o(1). By (5.1), the size of a
largest connected component of R∗0 is stochastically dominated by the size of a largest connected component
of a random graph G(t, px2). Since t = Ω(n/x) = ω(1) and tpx2 ≤ (n/x) · px2 = npx = o(1), whp
every connected component of G(t, px2) has size O(log t) by [14]. Hence, whp R∗0 is a forest such that every
connected component has size O(log(n/x)) and G(n, p) has no edges inside Bi for all i ∈ [t] and has at most
one edge between Bi and Bj for all i 6= j. Once this high probability event happens, Lemma 5.1 implies
that the graph R0 is a forest. Moreover, as each component of R
∗
0 has size O(log(n/x)) and each vertex
of R∗0 corresponds to a connected subgraph of size at most x, every connected component of R0 has size
O(x log(n/x)).
The following two examples show that it is necessary to assume ∆ = O(n2p) in Corollaries 3.1–3.5.
Example 5.3 (∆ = n and p = ε/n case). Let H be an n-vertex star and p = ε/n for ε < 1. Then whp G(n, p)
is outerplanar, and thus H ∪G(n, p) is planar.
Example 5.4 (∆ = ω(n2p) and p = o(1/n) case). Let c(n) be an arbitrary function with c = c(n) = ω(1),
and we assume that n2p = ω(1) and p ≤ 1cn .
Let 12cn
2p ≤ t = t(n) ≤ cn2p and 2cnp ≤ x = x(n) ≤ 3cnp be integers. Let B1, . . . , Bt be vertex-disjoint
stars such that eachBi has a centre vertex ri and has at most x vertices, satisfying 1+|V (B1)|+· · ·+|V (Bt)| =
n. Such stars exist as n ≤ 1 + xt. Let H be an n-vertex rooted tree obtained by adding a root vertex r that is
adjacent to r1, . . . , rt. Let L be the set of leaves of H and R := H ∪G(n, p). As p ≤ 1cn and n2p = ω(1), we
have
1 ≤ x = o(n) and npx = o(1).
Applying Lemma 5.2, we deduce that whp R− r is a forest. Now note that whp G(n, p) has not edge between
r and L in R, as the expected number of random edges between r and L is at most pn ≤ 1/c2 = o(1), we
conclude that
tw(R) ≤ tw(R − r) + 1 ≤ 2, td(R) ≤ td(R− r) + 1 = O(log(1/(cnp))) +O(log log(cn2p)),
g(R) = 0, h(R) ≤ h(R − r) + 1 ≤ 3,
since every connected component of R− r has size O( log(cn2p)cnp ) by Lemma 5.2.
The following two examples give tight bounds for treewidth, treedepth, and the Hadwiger number for many
cases.
Example 5.5 (p = ε/n case). Let p = ε/n for some ε ∈ (0, 1). LetH be an n-vertex tree obtained from a path
on ⌈n/∆⌉ vertices by attaching either ∆ − 1 or ∆ − 2 leaves to each vertex of the path. Then the maximum
degree of H is at most ∆+ 1. Let R := H ∪G(n, p). We claim that whp
tw(R) ≤ 2 + n/∆, td(R) ≤ Θ(log log n) + n/∆, and h(R) ≤ 3 + n/∆.
Let L be the set of leaves in H . It is well known that whp every connected component of R[L] in G(n, p) has
at most one cycle, hence tw(R[L]) ≤ 2. Now R is a graph obtained from R[L] by adding ⌈n/∆⌉ new vertices.
Hence whp tw(R) ≤ tw(R[L]) + n/∆ ≤ 2 + n/∆ and td(R) ≤ td(R[L]) + n/∆ ≤ Θ(log log n) + n/∆
since td(R[L]) = Θ(log log n) by [33]. The upper bound on h(R) follows from h(R) ≤ tw(R) + 1.
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Example 5.6 (p = o(1/n) case). Let c = c(n) be a function with c(n) = ω(1) and 3 ≤ ∆ = O(n2p). We also
assume that n2p = ω(1) and p ≤ 1cn .
Let 12cn
2p ≤ t ≤ cn2p and 2cnp ≤ x = x(n) ≤ 3cnp be integers. Let v1, . . . , v⌈t/∆⌉ be vertices on the path
P on ⌈t/∆⌉ vertices. Let B1, . . . , Bt be a tree with at most roughly x vertices, having maximum degree at
most 3, where |V (P )|+ |B1|+ · · · + |Bt| = n. Such choices exist as tx ≥ n and
|V (P )| + |B1|+ · · · + |Bt| ≤ t
∆
+ tx.
For each i ∈ [t], let ui ∈ V (Bi) be a leaf of Bi. Now we partition F := {B1, . . . , Bt} into ⌈t/(∆ − 2)⌉ parts,
F1, . . . ,F⌈n/(∆−2)⌉ such that |Fi| ≤ ∆− 2 for each 1 ≤ i ≤ t/(∆− 2). Let H be an n-vertex graph obtained
from a path P by adding edges viuj for any 1 ≤ i ≤ n/(∆ − 2) and j ∈ Fi. Then H has maximum degree ∆
and H − V (P ) has connected components B1, . . . , Bt. Moreover, as n2p = ω(1), we have
x = o(n) and npx ≤ 3/c = o(1).
LetR := H∪G(n, p). Applying Lemma 5.2, we deduce that whpR−V (P ) is a forest, where every connected
component has size O(x log t) = O( log(cn
2p)
cnp ). Since every forest withm vertices has treedepth O(logm), we
have
td(R − V (P )) ≤ O(log(1/(cnp)) + log log(cn2p)),
which is at most O(log n), and in particular, is O(log log n) if p ≥ 1n logn . Hence whp a randomly perturbed
graph R := P ∪R′ satisfies
tw(R) ≤ |V (P )|+ tw(R′) ≤ cn
2p
∆
+ 1,
td(R) ≤ |V (P )|+ td(R′) ≤ cn
2p
∆
+O(log(1/(cn2p))) +O(log log(cn2p)),
h(R) ≤ tw(R) + 1 ≤ cn
2p
∆
+ 2.
6 Spanning trees with few leaves or of bounded maximum degree
In this section, we discuss some results independent of the maximum degree of a given graph H , if H satisfies
some additional structural properties.
6.1 Spanning forest with few leaves and isolated vertices
In all graphs in the examples in Section 5, almost all vertices are leaves. In order to avoid such examples, it is
natural to ask what happens if a given graph has a spanning tree with few leaves (or a given graph has a small
independence number, which is a stronger condition). Indeed, if the base graph H contains a spanning forest
with few leaves and isolated vertices, we can derive tight bounds (Theorem 1.4). To prove Theorem 1.4, we
need the following result.
Lemma 6.1. Let α be a positive real number, k, n be positive integers, andH be an n-vertex graph containing
a spanning forest with at most α vertices of degree at most one. ThenH contains at least n/k−α vertex-disjoint
paths on exactly k vertices.
Proof. Let T be a spanning forest of H with at most α vertices of degree at most one, where the set of such
vertices is denoted by S. Let P1, . . . , Pm be vertex-disjoint paths of arbitrary length in T such that each path
contains a vertex in S with
⋃
i∈[m] V (Pi) = V (T ). It is easy to see that such a collection of paths exists with
m ≤ α.
For each path Pi, we choose as many vertex-disjoint subpaths on exactly k vertices as possible. Then all
but m(k − 1) vertices of V (G) can be covered by vertex-disjoint paths on k vertices, hence there are
n−m(k − 1)
k
≥ n− α(k − 1)
k
≥ n
k
− α
vertex-disjoint paths on exactly k vertices.
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A graphH is k-connected if |V (H)| ≥ k+1 and for any S ⊆ V (H) with |S| ≤ k− 1, the graphH −S is
connected. We remark that Theorem 1.4 also holds for any graphH with independence number at most n2p/6,
since one may apply the following theorem for each connected component of H .
Theorem 6.2 (Win [39]). Let ℓ ≥ 2 and k ≥ 1 be integers. For any k-connected graph G, if α(G) ≤ ℓ+k−1,
then G contains a spanning tree with at most ℓ leaves.
We now prove Theorem 1.4.
Proof of Theorem 1.4. By Theorems 2.2, 2.3, and 2.4, whp tw(G(n, p)) = Θ(n), td(G(n, p)) = Θ(n), and
g(G(n, p)) = Θ(n2p) if p > 1.1n . Hence we may assume that p <
1.1
n . Now it suffices to show that
tw(R) = Ω(min(n2p, n)), td(R) = Ω(min(n2p, n)),
g(R) = Ω(n2p), and h(R) = Ω(
√
n2p).
Let k be an integer such that 2.9np ≤ k ≤ 3np . By Lemma 6.1, there are at least
m :=
n
k
− α ≥ n
3/(np)
− α ≥ n
2p
6
vertex-disjoint paths P1, . . . , Pm on k vertices. Now the probability that there exists an edge inG(n, p) between
Pi and Pj (1 ≤ i < j ≤ m) is
q := 1− (1− p)k2 ≥ pk2 −O((pk2)2) ≥ 0.9pk2,
because pk2 ≥ p · (2.9)2n2p2 =
(2.9)2
n2p = o(1). Hence contracting P1, . . . , Pm, whp we have f(R) ≥ G(m, q) for
any minor monotone graph parameter f . Sincem ≥ n2p6 , we have for
m · q ≥ n
2p
6
· 0.9pk2 ≥ n
2p
6
· 0.9 · (2.9)
2
n2p
> 1.2.
Hence, by Theorems 2.2, 2.3, 2.4, and 2.5, whp
tw(R) ≥ tw(G(m, q)) = Ω(m) = Ω(n2p), td(R) ≥ td(G(m, q)) = Ω(m) = Ω(n2p),
g(R) ≥ g(G(m, q)) = Ω(m) = Ω(n2p), h(R) ≥ h(G(m, q)) = Ω(√m) = Ω(
√
n2p),
as desired.
6.2 Spanning tree of bounded maximum degree
Observe that if H has a spanning tree T of maximum degree O(1), then Corollaries 3.1, 3.2, 3.4, and 3.5 give
that whp tw(R) = Ω(n), td(R) = Ω(n), g(R) = Ω(n), and h(R) = Ω(
√
n), respectively, where these bounds
are best possible as discussed in Section 5.
In the light of this observation, we shall study which conditions on H would guarantee a spanning tree of
bounded maximum degree. The following two theorems state that if H is 3-connected and embeddable on a
surface of small genus, then it has a spanning tree of small maximum degree.
Theorem 6.3 (Ota and Ozeki [30]). Let H be a 3-connected graph.
(1) If k ≥ 4 and G has noK3,k-minor, then G has a spanning tree of maximum degree at most k − 1.
(2) If G is embeddable on a surface of Euler characteristic χ ≤ 0, then G has a spanning tree of maximum
degree at most ⌈8−2χ3 ⌉.
Theorem 6.4 (Barnette [3]). Every 3-connected planar graph has a spanning tree of maximum degree at most 3.
For sufficiently large t-connected graphH with noKt-minor, it also has a spanning tree of small maximum
degree, which is based on a result announced by Norin and Thomas [28, Theorem 1.6].
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Lemma 6.5. For every t ≥ 1, there exists C(t) such that if H is t-connected, has no Kt-minor, and contains
at least C(t) vertices, then H has a spanning tree of maximum degree at most t− 2.
Proof. By [28, Theorem 1.6], there exists C(t) such that ifH is t-connected, has noKt-minor, and contains at
least C(t) vertices, then there exists S ⊆ V (H) with |S| ≤ t− 5 such that H − S is planar. By Theorem 6.4,
H − S has a spanning tree of maximum degree at most 3 and thus H has a spanning tree of maximum degree
at most t− 2.
Here, the vertex-connectivity should be O(t), since Bo¨hme, Kawarabayashi, Maharry, and Mohar [8]
proved that every sufficiently large 312 (t + 1)-connected graph should have a Kt-minor. Also note that the
graph H should be at least (t − 1)-connected, since Kt−2,s (where s is arbitrarily larger than t) is (t − 1)-
connected and has noKt-minor, but every spanning tree has maximum degree at least s/(t− 2).
To see further results on spanning trees of bounded maximum degree, the readers may refer to an excellent
survey written by Ozeki [31].
7 Discussions
In Corollary 3.4, if the maximum degree ∆ of the original graphH is O(
√
n2p), then the lower bound Ω(n2p)
for the genus of the randomly perturbed graph R = H ∪G(n, p) is best possible. However, we could not prove
whether our bound is best possible or can be improved when ∆ = Ω(
√
n2p). Hence so we pose the following
problem.
Problem 1. Determine the asymptoic behaviour of g(R) in Corollary 3.4 when∆ = ω(
√
n2p).
In order to obtain the lower bound in Corollary 3.4, we found many equally-sized connected subgraphs and
estimated the genus of the minor obtained by contracting these connected subgraphs, as in [13]. This strategy
fits well for ∆ = O(
√
n2p) since each of those connected subgraphs has only a few edges, which does not
affect much on our estimation. However, when∆ = Ω(
√
n2p), there would possibly be many edges in each of
those connected subgraphs, so it seems that a novel method is needed to take those edges into account.
Finally, our main theorem (Theorem 1.2) deals with minor-monotone parameters of graphs perturbed by
random graphs. This can be further generalised in two ways: one may also have similar results if the original
graph is perturbed by random bipartite graphs with not too unbalanced parts, and one may also consider signed
graphs. These two generalisations will be treated in [19].
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