The state model properties relevant in this matter are detectability and stabilizability which are characteristic of every internally stable realization. Using BQout's identities (7) and (13) the results presented in the paper for the single-input single-output case can be extended in a straightforward manner to the multiinput multi-output case. A/~sfrcrcf -This paper considers the problem of approximating twodimensional (2-D) asymmetric half-plane digital filters using strictly causal filters. A technique is developed by means of certain mapping techniques and singular value decomposition of two finite Hankel matrices. First, a given impulse response over an asymmetric half-plane is transferred into the open first quadrant via an invertible mapping. Second, the data in the transformed domain (open first-quadrant) are approximated by a strictly causal separable-denominator recursive filter using singular value decomposition. Finally, the resultant filter is transferred back to the original coordinates. Since the resulting filter is simpler than a causal filter being separable in the denominator, the implementation is advantageous in addition to having a very easy stability check. Two examples are presented to illustrate the utility of the proposed technique. [2] . The concept "weakly causal" is a generalization of the concept "causal." Any weakly causal 2-D digital filter can be expressed in terms of a recursive model and its impulse response is defined over an asymmetric half-plane including the closed first quadrant. It is known [3] that the inverse of a causal 2-D digital filter often becomes a weakly causal 2-D digital filter. The inverse filter is considered to be useful in image restoration. On the other hand, a mapping technique from the closed first quadrant to ti asymmetric half-plane has been investigated [3] , [4] . This mapping technique enables one to use an algorithm for designing quarter-plane causal 2-D digital filters for the purpose of designing asymmetric half-plane weakly causal 2-D digital filters [2] . Lashgari et al. [5] has presented a technique based on singular value decomposition to approximate a quarter-plane causal 2-D digital filter by one being separable in the denominator. This technique is used for the approximation in PI.
In this paper, the problem of approximating asymmetric halfplane weakly causal 2-D digital filters is considered in the spatial domain. An invertible mapping is proposed to move a quarterplane causal impulse response into the open first quadrant, in such a way that its structure is kept unaffected. This mapping is combined with the invertible mapping reported in [3] to move an asymmetric half-plane weakly causal impulse response into the open first-quadrant. The data in the transfered domain (open first quadrant) are approximated by a strictly causal 2-D digital filter being separable in the denominator. This is done via singular value decomposition of two finite Hankel matrices as in [5] , [ll] . Finally, the resultant filter is transfered back to the original coordinates.
II. APPROXIMATION OF STIUCTLY CAUSAL FILTERS
Let a 2-D digital filter be given in terms of the impulse response as m 00 where the qJ's denote X x y real matrices. The 2-D digital filter, (l) , is said to be strictly causal since eJ is assumed to be null for all i, j < 0. Let the filter to approximate the impulse response (1) be specified as ?j) + B u(i j) ,j) HI 0 ' I> i,j>O (2) where xh(i, j) is the n ~1 horizontal state vector, x"(i, j) is the m x 1 vertical state vector, u(i, j) is the y x 1 input vector, v(i, j) is the X ~1 output vector, and A,, A,, A,, B, C are real constant matrices of appropriate dimensions. The filter (2) is a special form of the Roesser state-space model [6] and is simpler than one used in [5] . This filter also includes the Attasi state-space model [7] , [ll] . The transfer function H(z,, z2) of (2) is given as [7] where Equation (6) is used to find the best A, as follows. The matrix A, minimizing -and I,, denotes the n-dimensional identity matrix. This implies that the filter specified by (2) is strictly causal and has a strictly J= IIF-Q,wAof ',vll proper 2-D transfer function [8] being separable in the denominais given as [IO] tor.
The problem being considered here can be stated formally as
follows: given the first NM samples, { F;,]i =1,2; . ., N, j = where 1,2,. . . , M }, of the impulse response in (l), find the filter {A,,A,,Ao, B,Cln,m of (2), which gives a reasonable approximation in some sense to the finite bisequence { F;, Ii = 1,2; . . , N, j =1,2;.
.) M). For the finite bisequence, the corresponding Hankel matrices -'eTQ (6) Unlike the method in [S], the matrix A, is determined, so that (7) is minimized. This idea can be easily extended to causal case [S] . The filter, (2), to approximate the finite bisequence { F;,li = 1,2,. . . ,N; j=1,2;*., M} has the coefficient matrices given by (6) and 03).
III. MAPPING TECHNIQUES
Let Q, and Q, be the closed and open first quadrants, respectively, of a 2-D real vector space, respectively (Q contains the coordinate axes). Consider an invertible mapping I/J: Q, n 2' + Q, IT Z2 given by lJ(k,h)=(k+l,h+l), (krh) Eel (9) where Z is the set of integers. This represents as right and up shifts of the impulse response in the power series expansion. Then, the inverse mapping I/-': Q, f~ Z2 + 8, n 2' can be described as
This transformation can be interpreted in the frequency domain as follows. Let G(a,, a2) be the 2-D z-transform of a quarter-plane causal filter having an impulse response { G,,,] k = O,l, ...; h=O,l, . ..}.i.e., is obtainable and inversely
for zl = s;s; 9 and z2 = SF's* (la, Letting G,,, (k, h) E So be a 2-D weakly causal impulse response with causality cone CPr.qr, an algorithm is summarized as follows.
Step I: Transfer the data G,, , (k, h) E CPr,q, to the open first quadrant via the invertible transformation 4~:
namely, find a 2-D strictly causal impulse response ej, such that F;j = G(d4-'(r,~) 3 i=1,2;,. ,N; j=l,2;..,M.
Step 2: Find the approximate filter {A,, A,, A,, B, C},,,, specified by (2) for the finite bisequence { &,li =1,2; . ., N; j=1,2;.. , M } by making use of the approximation technique in Section II.
Step 3: The approximate weakly causal filter Gkh with causality cone Cpr. 4, is obtained from the (I&-' transformation of the strictly causal approximate filter H,, , i.e., Gkh 
This can be expressed in the spatial domain as where pi + v > 0, qi + tj > 0, and pt -qr = 1. This state-space model can be rewritten as
where (22) kh(i, j) = Alxh(i, j) .%"(i,j)=x"(i+t,j-q).
Notice that the same arguments can be exactly applied to the filter:
x"(i,j) y(i,j> =[C 01 xoti j) 9
[ ?I i, j>O (23) instead of the filter specified by (2) . This is due to duality.
IV. ILLUSTRATIVE EXAMPLES ExampIe I: Quarter-Plane Gaussian Filter
In this example [l], [5] the problem is to approximate the impulse response of the "Gaussian Filter" given by Fig. 1 . The impulse response of the Gaussian filter defined over the closed first-quadrant where (n, m) = (3,3).
In this case, decomposing the corresponding Hankel matrices, (4), using singular value decomposition, the two sets of singular values uk and a,, k =1,2;.., were given by The filter impulse response in this case is shown in Fig. 1 . The other results of the application of the algorithm to this example are summarized in comparison with [l], [5] in Table I and the number of parameters is given in terms of a rational transfer function. Table I shows that the resulting filter does not have a better approximation than that in 151 in the case where the filter order is -_ _ .
In this case, the approximate model of order (4,3) was given by the same as in [5] . This is due to more restrictive structure. However, if the number of parameters is nearly equal to that in [5] , the resulting filter has better approximation than that in 151.
In general, the filter in [l] has many parameters because of its more general structure. For this example, the causality cone is Clo,ll, i.e., p = q = t = 1 and r=O. Equation From Table II it is clear that if the number of parameters in the filter is nearly equal to that in [2] , the resulting filter has better approximation than that in [2] .
V. CONCLUSION A technique has been presented for approximating asymmetric half-plane digital filters using a strictly causal filter with separable denominator. This is done via two mapping techniques and singular value decomposition of two finite Hankel matrices. The order of the approximating filter can be reasonably chosen by checking the singular values and since the rational transfer function has separable denominator in the transformed domain (open first quadrant), the stability test is trivial. Two illustrative examples have demonstrated that the approximation using a causal separable denominator filter [2] , [5] is better than the one using a strictly causal separable denominator filter provided they have the same order. This is owing to the more restrictive structure, i.e., less number of independent parameters in a strictly causal filter. However, these examples have also showed that the reverse is true if both filters have almost the same number of independent parameters. This implies that the number of denominator parameters is more important in the approximation provided the total number of independent parameters is roughly fixed. As a result, a proposed technique is more effective and the implementation is often simpler. Unlike the causal case [5] , the matrix CA, B in (22) is not null in general even if the corresponding term is null in the original 2-D digital filter. This is due to the more restrictive structure of the filter. Note that the Attasi model can be imbedded in the filter treated here [7] , [ll] .
