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Computers continue to evolve as a tool to expand human intellectual, creative, 
and emotional activities. Human-computer interfaces play an important role in 
utilizing the power of computers without interrupting human activities. In recent 
years, the collaboration between humans and computers has expanded, and the 
scope of human activity is expanding. Therefore, an interface between humans and 
computers becomes more important. 
An effective interface enabling real-world-oriented and intuitive operations is a 
major factor for increasing the appeal of using computers for information retrieval. 
Such an interface fundamentally affects human activities widely and generally. 
When using an interface, the natural action of looking at the screen and moving 
one's hand is most frequently used. Therefore, the purpose of this research is to 
develop an interface that extends the interactions between a human and a 
computer and enables intuitive operations by "seeing and moving."  
 
In recent years, intuitive operations by "seeing and moving" focus mainly on touch 
operations used in smartphones and tablets. Therefore, such operations are limited 
to short-distance interactions in small- to medium-sized environments with a 
display. In this research, as an approach to extend such interactions, we consider 
those in which basic elements such as size, interaction distance, and type of screen 
in real environments are not restricted. Furthermore, such considerations will 
ii 
 
enable the creation of an interface that uses a human's natural gestures. Therefore, 
we conducted research and development with the following two pre-requisites. 
 
I. Create an interface that can operate a large screen from an optimal viewing 
distance. 
A large screen is excellent for displaying content with a high degree of 
visibility. This advantage is secured when its content can easily be viewed from 
far away. Therefore, we will develop an interface that uses natural gestures 
from the optimum viewing distance of a large screen. 
 
II. Create a human interface that can be operated by touching a non-display 
surface.  
It is natural to approach a screen and touch it with your hands. However, if 
you do not have a physical display like a projector or wearable device, you can 
not touch the screen. Therefore, by enabling the operation of touching a non-
display surface, we can extend the interactions. 
 
This paper is organized as follows. The first section describes the background of 
the research and the role of a human interface. We will also clarify the purpose 
and approach of the research. The second section describes the conventional 
research and presents the main issue. The third and fourth sections will describe 
the human interface that we have researched and developed as the main contents 
of this paper. 
 
 The third section describes a human interface that can operate a large screen 
from an optimum viewing distance. In this research, we decided to develop a 
gesture operation method for a digital signage system. We designed the graphical 
structure and operation methods of the digital signage system. In addition, a 
usability evaluation was carried out by general subjects to confirm the system's 
practicality. We determined the following three mechanisms of interaction.  
(i) As an interface with a graphical structure can be operated intuitively, it is 
effective to hierarchize the information to be operated and to visualize that 
hierarchy as a menu by using the depth direction of the screen. 
(ii) As gesture operations can be performed intuitively and efficiently, it is 
effective to recognize the movement of a hand approaching the screen and 
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apply this gesture to the selection operation of the menu. 
(iii) As the position of a large screen affects the operations performed on it, for 
example, if the screen is laid flat to improve visibility, consideration for 
reducing the burden on a person's body is necessary. 
 
The fourth section describes an interface that can be operated by touching a non-
display surface. The most effective way to use this type of interface is to display an 
image from a projector or head-mounted display onto surrounding real-world 
surfaces and touch it directly. However, these surrounding surfaces are not always 
flat. For example, there might be outlets in a wall or magnets on a desk. In general, 
there are many surfaces where protrusions are present and/or objects are placed.  
Therefore, we propose a new touch detection method and a prototype system with 
an IR camera and two IR lights that requires no surface sensors and can detect a 
touch even on non-flat surfaces. There are three main contributions in this work.  
(i) We conducted experiments to determine the accuracy required for touch 
detection. As a result, nearly all touch operations could be detected if the 
position of a user's finger is 5 mm or more away from a surface. 
(ii) We propose a new touch detection method and a prototype system with an IR 
camera and two IR lights that requires no surface sensors and can detect a 
touch even on non-flat surfaces. To improve touch detection, we have 
developed two techniques: extraction of shadow area and detection of shadow 
shape change. 
(iii) We evaluated the accuracy of touch detection with our prototype system and 
found that a touch can be detected with high accuracy over a large (80 inches 
wide) operating surface. 
 
The fifth section concludes the results of this research. In this research, to extend 
human-computer interactions, we developed a real-world-oriented interface that 
enables intuitive operations by "seeing and moving" with various environments 
and devices. We want to further develop the interface not only to make it easier for 
a human being to use a computer but also develop technology that contributes to 
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因のひとつがグラフィカルユーザインタフェース（GUI）である．GUI は 1970 年頃
から開発が進められた Xerox 社の Alto[1]に起源があり，アイコンやメニューなどを
まとめたデスクトップをマウスで直接的に操作することを可能にした．ユーザが見て
いるものを見ているままに操作できるようにしたことで，CLI の課題であった記憶負
































1.2 ヒューマンインタフェースの役割と研究の目的  
 









































































































































































































































































































































































































































図 2.1 に示すように整理し，課題を検討した． 
 
 
図 2.1 従来の非ディスプレイ面のタッチ検出  
 















(ii) 面上に物体や突起物が存在する場合にタッチ検出できない  






























(i) 直感的に操作できるグラフィック構造  
























フロアガイドを見る人の立ち位置や行動を観察した．調査結果を表 3.1 に示す． 
 






























・ 板面の各辺のサイズは概ね 1～1.5m 




・ 情報の種類： 地図，店舗名一覧，店舗のジャンル分類，  
飲食店のイメージ写真  
・ レイアウト： 概ね以下の通り 
- 地図と店舗名一覧を番号で対応付け  
- 店舗名一覧を，各階ごとに五十音順で並べ，  
ジャンルで色分け  
- 飲食店のイメージ写真一覧を別枠に用意  
フロアガイドを見る人
の立ち位置 


























複数試作し定性評価を行った．図 3.2 に試作したグラフィック構造の一例を示す．  

















表 3.2 グラフィック構造の定性評価の観点  
要件 評価の観点 
店舗の一覧 ・ 店舗のイメージ画像の位置，サイズ  
・ 一度に表示できる店舗画像の数  
・ 店舗のジャンルの見分けやすさ  
店舗の検索 ・ 店舗のジャンルの見分けやすさ  
・ 店舗選択までの階層，操作ステップの少なさ  
・ 店舗詳細情報の表示の位置，サイズ  
・ 外観からの操作方法の理解のしやすさ  
場所の確認 ・ 地図上の現在位置と店舗位置の見つけやすさ  
・ 地図全体の位置，サイズ 
・ 地図と店舗詳細情報の対応のとりやすさ  







① 初期状態： ジャンル階層を表示 
 
② 操作１： 店舗のジャンルを選択 
【操作結果】ジャンルに対応する店舗階層を表示  
 














(b) Shop Selection View















































 画面に手を近づける： 手を近づけた位置に対応する下位の階層が表示される． 







表示位置に基づき，操作のターゲット位置 Pt を設定する． 
(b) Pt に対する手の近づきを判定するため，Pt と手の位置 Ph の間の距離 Dt-h に
関して，閾値 Dyz を設ける． 
(c) Dt-h < Dyz になる場合，手が近づいたと判定する．また，手を近づけたまま左
右に移動させるなどの，手が近い状態を保持して行われる操作を安定して認識
するために，閾値 Dyz の距離を長くする． 
(d) Dt-h ≧ Dyz になる場合，手が遠ざかったと判定する．また，手を遠ざけたまま
左右に移動させるなどの，手が遠い状態を保持して行われる操作を安定して認
識するために，閾値 Dyz の距離を短くする． 
 
ここで，閾値 Dyz の値は以下のように設定した．  
 
 (c)で Dt-h < Dyz になり手が近づいたと判定する際の閾値 Dyz は，指を伸ばしさ
えすれば画面に触れる距離とし，日本人の人差し指の長さの平均である
69.5mm[31]に偏差を考慮した 100mm とした． 
 (d)で Dt-h ≧ Dyz になり手が遠ざかったと判定する際の閾値 Dyz は，手首から
先の動きでは画面に触れられない距離とし，日本人の指先から手首までの長さの

























































(b) Shop Selection View



































図 3.6 筐体のリファレンスデザイン 
 
 
表 3.3 筐体の仕様 
寸法 ・ 幅：  1460mm 
・ 高さ： 1170mm 
・ 奥行き： 1010mm  
重量 約 100 kg 
















図 3.7 プロトタイプの全体構成 
 
3.4.1 ハードウェア構成 
 図 3.8 にハードウェア構成を示す．GUI やジェスチャ認識を行うソフトウェアは

























MDT52IS を用いた．本液晶ディスプレイの仕様を表 3.4 に示す．PC からは HDMI
を介してディスプレイに解像度 1080p(1920×1080pixel)の映像を出力する． 
 
表 3.4 ディスプレイの仕様 
Brightness 700 cd/m2 
Contrast 2000:1 
Response Time 8 ms 
 
(3) 3D カメラ 






3D カメラは，オプテックス株式会社製の ZC 1070U を用いた．本 3D カメラは，
筺体に設けられた LED 光源から赤外線を照射し，その赤外線が物体に反射してイ
メージセンサで受光されるまでの飛行時間を計測する TOF（Time of Flight）方式
より，距離情報を含む画像データ（以下，距離画像）を取得する．本 3D カメラの
仕様を表 3.5 に示す． 
 
3D カメラからは，フレーム毎に以下の情報を取得できる．3D カメラで取得でき
る距離画像および赤外画像を図 3.9 に示す． 
・ カメラを原点とした奥行方向の距離情報（世界座標系の Z 座標値） 
・ カメラを原点とした横方向(左右)の距離情報（世界座標系の X 座標値） 





表 3.5 3D カメラの仕様 
FOV Angle 70°/55°/90° 
Effective  160x120 pixel (176x132 ) 
Light Source Infrared LED (850nm) 
Measuring Range 0.5～4.0 m 
Accuracy X, Y direction：±5%，Z direction: ±2% 
Usage Environment 10,000 lux or below 
 
 









・ インタラクティブアプリケーション  
手の動きからジェスチャを認識し，認識した動きに応じて GUI の表示を変更
する．実装は Adobe Systems 社の Flash（Action Script）を用いた． 
 
上記２つのソフトウェア間の通信は，Local Connection によるプロセス間通信を用
いた．Local Connection は，Memory-Mapped File（ファイルマッピングオブジェク
トによる共有メモリ）を排他制御しながらプロセス間通信を行うインタフェースであ
り，通信プロトコルには Flash Action Script の独自バイナリ形式となる AMF(Action 








































・ 被験者数：２０名（全て一般人）  
































































図 3.12 思い通り使えるかの評価結果 
 





































(ii) 多くの人が効率的に利用できなければならない  
被験者の過半数以上であった思い通り使える人は平均で 23 秒という短時間でタ
























































































(ii) 面上に物体や突起物が存在する場合にタッチ検出できない  





































図 4.1 指先の影の変化 













 提案手法におけるタッチ検出の手順を図 4.2 に示す．手順は以下となる．  
 
(a) 背景差分の輝度の変化に基づき，影の領域を抽出する．  
(b) 影の領域の輪郭を検出する． 

















を，80 インチの操作対象面の全面において指が 5mm 以内に近づいた状態とし，カメ








のボタンは 7mm×7mm サイズの正方形とし，このボタンを格子状に 9 個並べ，中央









Microsoft や Apple，Google などのモバイルデバイス向け OS を提供している会社は，
モバイルデバイスにおける最小タッチ領域サイズのデザインガイドラインを公開して
いる[34，35，36]．具体的には，Microsoft は最小タッチ領域サイズを 7mm 四方（た










カメラで撮影し，1 回目のタップと 2 回目のタップの間で，指が最も離れた距離を測













手を支える場合と支えない場合を測定し，計 4 パターンの測定を行った．測定実験は， 
10 人の被験者で実施し，各状況で 3 回のダブルタップ操作を行った． 
 
この結果を図 4.5 に示す．操作対象面から指が離れる距離の平均は 14.6mm であ
り，最小値は 5mm であった．この結果から，操作対象面から指が 5mm 以上離れたこ
とが判別できれば，ほぼ全てのタッチ操作を検出できることと言える．そこで，タッ
チとして検出する操作対象面と指の距離を 5mm 以内とした． 
 
 








































メラは 850nm の波長に対応するものを用いた．赤外カメラの解像度は 1920*1080 で
46 
 
あり，視野角が約 120 度の広角レンズを用いることで，80 インチの広い撮影面に対応





置関係を図 4.6 の下部に示す．操作対象面の大きさは 80 インチである．操作対象面
が全て撮影可能となるようにカメラと照明の位置および向きを設計し，提案システム
の位置は，操作対象面の端からおよそ水平方向に 25cm，垂直方向に 53cm 程度離れ
た位置とした．また，カメラと左右の照明の距離は，カメラの広角レンズに照明の直
接光が入らないように設計し，それぞれ約 20cm とした． 
 
 
図 4.6 システム構成 
 



























































図 4.7 (a) は輝度を計測したポイント，図 4.7 (b) は各ポイントの輝度を 256 段階
で表した際に，連続して撮影した 100フレームでの輝度の変化を示している．例えば，





































































































































うでなければタッチしていないと判定することとし，これを方式 B とした． 








は上記方式 A や B で述べたものとは必ずしも同じではない．図 4.10 は，２つの赤
外照明より右側の位置で指先が面に近づいているときの様子を示している．図 4.10 
(a)では指先が面から 10mm 浮いており，図 4.10 (b) では同位置で指先がタッチし
ている．指先がタッチしているときは，左右の影の先端位置の高さに差異がある．
一方で指先が 10mm 浮いたときはその差異はほとんどない．  
この現象は，指をタッチしたときに赤外照射の光が指に反射して面を照らし返す
ことに起因する．２つの赤外照明は２つとも指の左上の方向から光を照射している









ればタッチしていないと判定することとし，これを方式 C とした． 
 
 
図 4.10 面の右端における影の変化 
 




 影の変化を検出する各方式の適用効果を確認するために，方式 A のみを適用した場
合と，方式 B，C をそれぞれ追加適用した場合について事前評価を行った．事前評価




















を以下の 3 段階で評価した． 
 
・ Good：タッチした状態と 10mm 浮いた状態の両方が検出できる． 




図 4.11 影の変化の検出の事前評価を行った面上の位置  
 
表 4.1 に事前評価の結果を示す．同表中の 5×5 の各セルは，評価点 P1～P25 の位
置と対応する．また，同表中では，Good を 1，Fair を 2，Poor を 3 で示す． 
まず，方式 A のみを適用した場合，最下段にある P21 と P23 の 2 点が Good，P25
が Poor，それ以外の 23 点は Fair という結果であった．全 25 点に対する Good の割
合は 8%となる．次に，方式 B を加えて適用すると，主に面の中央から上側となる 2
段目と 3 段目（P6～P15）で検出結果の改善が見られ，Good の割合は 32%となった．
さらに方式 C を加えて適用すると，主に面の上部の 1 段目（P1～P5）で検出結果の
改善が見られ，Good の割合は 44%となった．この事前評価の結果から，方式 A，B，
C を組み合わせることで，タッチ判定の精度が向上することが確認できた．  















表 4.1 影の変化の検出の事前評価の結果  
Applied Method A A + B A + B + C 
Results at 
P1-P25 
   
Percentage of 
"Good" 
8% 32% 44% 
1: Good, 2: Fair, 3: Poor 






含む，提案システム全体のタッチ検出のアルゴリズムを図 4.12 に示す． 
 
 
図 4.12 タッチ検出のアルゴリズム 
2 2 2 2 2
2 2 2 2 2
2 2 2 2 2
2 2 2 2 2
1 2 1 2 3
3 2 2 2 2
1 2 2 1 1
2 2 1 1 1
2 2 2 2 2
1 2 1 2 3
3 1 2 1 1
3 2 2 1 1
1 2 1 1 1
2 2 2 2 2
1 2 1 2 3
Shadow area extraction      [4.1(1)]
Parameter calculation    [4.2]
Background image capture
Current image capture
Shadow pixel extraction      [4.1(2)]
Peripheral area correction  [4.1(3)] 
Tracing contours of the shadows
Feature extraction from the shadows
A: Distance between the shadows’ tip
B: Angle of the shadows’ tip

































・ 接触位置：１６９通り（図 4.15 (a)） 
・ 指の姿勢：３通り（図 4.15 (b)，静止状態で３通り） 
・ 接触状態：２通り（タッチ，非タッチ：5mm） 
 
評価を行う接触位置は，図 4.15 (a)に示すように，80 インチサイズの端から端まで
の間に，縦方向と横方向それぞれ 13 ヶ所を等間隔に設定し，操作対象面の全面に渡
って設けた．接触位置の間隔は，縦方向が約 8cm，横方向は約 15cm であり，特に縦
方向についてはカメラ映像に写る面のサイズが上下で異なるため，接触位置の密度を
高くした．取得した評価用画像はタッチ時 507 枚（169 箇所×3 姿勢），非タッチ 507












は 3.35%であり，陽性反応的中率は 95.5%，陰性反応的中率は 96.6%であった．なお，
タッチ状態の画像を非タッチとして検出する偽陽性は，指の姿勢が傾いている場合に
多くあった． 
評価結果より，80 インチの操作対象面において，タッチした状態と 5mm 浮かせた
状態との識別精度は 96.1%，偽陽性は 4.54%，偽陰性は 3.35%となったことを確認し




















表 4.2 タッチ検出精度の評価結果 
  True Condition  














































図 4.16 偽陽性の誤検出の発生位置 
 








































Wang らの研究[40]によれば，FTIR（Frustrated Total Internal Reflection）方式
を用いたタッチパネルにおいて目標位置に対してタッチ動作を行った場合，平均
2.34mm，分散 1.23mm の誤差が発生することが報告されている．加えて，タッチ動









































る回帰分析のことであり， x 方向のタッチ位置の補正量を dx，指の特徴量を
𝜽 = {𝜃1, 𝜃2, … , 𝜃𝑛}






















dx =  −4.30179 + 0.03237 × 𝜃1 − 0.03099 × 𝜃2 − 0.48902 × 𝜃3 − 12.1437 × 𝜃4
+ 4.51663 × 𝜃5 
 
ただし， 𝜃1~𝜃5はそれぞれ，指の左側の影の先端の x 座標，指の右側の影の先端の x





















り，評価用の投写映像のサイズが 80 インチとなるようにプロジェクタを配置した． 
 
4.10.2 結果 
図 4.21 に評価結果を示す．図 4.21 中の各数字は，指の姿勢を変化させたときに算
出されたタッチ位置の分散（単位：ピクセル）を示している． 
 重回帰分析を用いたタッチ位置の補正前では，指の姿勢を変えることによるタッチ
位置の分散が，最低 3.21 ピクセル，最大 10 ピクセルであった．一方で，補正後の分
散は最小で 0.93，最大で 2.51 ピクセルとなり，分散を大きく低減することができた．
面全体での平均で分散を比較すると，補正前が 4.65 ピクセル，補正後が 1.47 ピクセ
ルであることから，面全体平均で約 68%分散を低減した． 
 なお，本研究で利用したカメラは Full-HD サイズの画像が撮像可能なため，撮像し













図 4.21 タッチ位置精度の評価結果 
 













(ii) 面上に物体や突起物が存在する場合にタッチ検出できない  









































































































・ 大画面を最適視距離で操作できるヒューマンインタフェース  



















































































































































































































図 5.1 次世代の車室内環境のコンセプトイメージ  
 
 















自動車の HMI では，衝突警告等の運転支援情報や，IVIS によるインフォテイメン
ト情報などのドライバに提示する情報が増加している．これに対応し，多種多様な情
報を効率よくドライバに伝えるために，カーナビゲーション画面(以下，センター画面)






















する必要がある．例えば，以下のような観点がある．   
・ ドライバが画面の位置と情報の内容を対応付けて認知できるように，各画面の












のような処理フローを行うことを想定する．この一例を図 5.3 に示す．  
① 各種アプリケーションから提示要求を受付 




④ 提示パターンを用いて，各画面の表示更新や音声出力を指示  
 
 






































































































































[1] 松原孝志, 新倉雄大 , 成川沙希子 , 森直樹, 田野俊一  : 指先の影を用いた非ディ
スプレイ面へのタッチ検出技術の開発, 情報処理学会論文誌コンシューマ・デバイ
ス＆システム(CDS), Vol.7, No.2, pp.106-114, 2017. 
[2] 松原孝志, ボンダン スティアワン, 松本和己, 徳永竜也, 中島一州 : ３次元ジェ
スチャ操作によるテーブル型インタラクティブデジタルサイネージの開発 , 情報





[1] Takashi Matsubara, Takehiro Niikura, Naoki Mori, Shun'ichi Tano : Touch 
Detection Method for Non-Display Surface Using Multiple Shadows of Finger, 
IEEE, Global Conference on Consumer Electronics (GCCE), 2017. 
[2] Takehiro Niikura, Takashi Matsubara, Naoki Mori : Touch Detection Technique 
for Various Surfaces Using Shadow of Finger, Proc. of 2016 ACM on Interactive 




[1] 松原孝志, 新倉雄大 , 成川沙希子 , 森直樹, 田野俊一  : 指先の影を用いた非ディ
スプレイ面へのタッチ検出技術の開発, 情報処理学会, 研究報告コンシューマ・デ
バイス＆システム (CDS), 2016-CDS-17(3), pp.1-7, 2016. 
[2] 新倉雄大, 松原孝志, 森直樹 : 交互点灯照明による指先の影を用いた実平面への
接触認識技術の開発, 第 21 回日本バーチャルリアリティ学会大会, 2016. 
[3] 松原孝志, ボンダン スティアワン, 松本和己, 徳永竜也, 中島一州 : ３次元ジェ
スチャ操作によるテーブル型インタラクティブデジタルサイネージの開発 , 情報
処理学会, 研究報告コンシューマ・デバイス＆システム (CDS), 2014-CDS-9(10), 
pp.1-8, 2014.  
[4] ボンダン スティアワン, 松原孝志, 松本和己, 徳永竜也, 中島一州 : テーブル型






[1] 高田晋太郎, 松原孝志, 森直樹 : 手の近づき検知を利用した車載情報機器の低デ
ィストラクション操作技術の開発, 情報処理学会論文誌コンシューマ・デバイス＆
システム(CDS), Vol.5, No.1, pp.47-56, 2015. 
[2] 松原孝志, 臼杵正郎, 杉山公造, 西本一志 : 言い訳オブジェクトとサイバー囲炉
裏: 共有インフォーマル空間におけるコ  ミュニケーションを触発するメディアの
提案, 情報処理学会論文誌, Vol.44, No.12, pp.3174-3187, 2003. 
[3] 松原孝志 , 杉山公造 , 西本一志  : Raison d'etre object: A cyber-hearth that 




[1] 松原孝志, 佐々木昭, 内田尚和, 森直樹 : マルチディスプレイ統合型車載 HMI シ
ステムへの情報提示制御技術の適用, 情報処理学会, 第 77 回全国大会講演論文集, 
Vol.2015, No.1, pp.71-72, 2015. 
[2] 高田晋太郎，松原孝志，森直樹 : HUD とジェスチャ操作の組み合わせによる運転
中の機器操作ディストラクションの低減, 情報処理学会, 第 77 回全国大会講演論
文集, Vol.2015, No.1, pp.73-74, 2015. 
[3] 高田晋太郎, 松原孝志, 森直樹 : 手の近づき検知を利用した車載情報機器の低デ
ィストラクション操作技術の開発, 情報処理学会, 研究報告コンシューマ・デバイ
ス＆システム(CDS), 2014-CDS-10(15), pp.1-7, 2014. 
[4] 松原孝志, 徳永竜也 : テレビ向けジェスチャ操作 UI の試作開発, 映像情報メデ
ィア学会年次大会, 2010. 
[5] 友部修, 石田隆張, 松原孝志, 小畑信一, 佐藤義人 : テスト系向けワンセグ放送
多重装置の検討, 映像情報メディア学会冬季大会, 2005. 
[6] 松原孝志, 尾崎友哉 , 是枝浩行, 山口宗明, 横山徹 : 地上デジタル放送対応携帯
電話プロトのソフトウェア DEMUX の開発 , 映像情報メディア学会年次大会 , 
2004. 
[7] 松原孝志, 西本一志, 杉山公造 : 言い訳オブジェクト：共有インフォーマル空間
におけるコミュニケーションを触発するメディアの提案 , ヒューマンインタフェ
ース学会研究会, 2002. 
[8] 岡本崇宏, 海原康人, 藤崎啓司，松原孝志，藤波努 : JAISDAQ―逆評価型・新感




[1] 松原孝志, 徳永竜也 , 黒澤雄一, 星野剛史, 尾崎友哉  : 快適操作を提供するユー
ザーインタフェース技術, 日立評論, Vol.91, No.9, pp.48-53, 2009. 
 
[特許] 
※下記の他, 特許国内外出願 66 件, 特許登録 20 件 
[1] 松原孝志, 中出真弓, 尾崎友哉, 塚田有人, 第 5183398 号, 入力装置, 2008.09.29. 




[1] 情報処理学会 CDS 研究会 優秀発表賞, 2016. 
[2] 日本バーチャルリアリティ学会 学術奨励賞受賞, 2016. 
[3] 情報処理学会 CDS 研究会 優秀発表賞, 2014. 
[4] 情報処理学会 CDS 研究会 優秀論文賞, 2013. 
[5] 情報処理学会 CDS 研究会 優秀発表賞, 2013. 
[6] ドイツ ユニバーサルデザイン賞 universal design award, 2011. 
[7] ドイツ ユニバーサルデザイン賞 universal design consumer favorite, 2011. 
[8] CEATEC JAPAN 中国メディアパネルアワード 準グランプリ, 2010. 





































[第 1 章] 
1) Wadlow, T.: The Xerox Alto computer, BYTE Mag, Vol.6, No.9, pp.58-68, 1981. 
2) Weiser, M.: The Computer for the 21st Century, Scientific American 265(3), 
pp.94-104, 1991. 
3) Hiroshi Ishii, Brygg Ullmer: Tangible bits: towards seamless interfaces between 
people, bits and atoms, Proceedings of the ACM SIGCHI Conference on Human 
factors in computing systems, pp.234-241, 1997. 
[第 2 章] 
4) 松原孝志, 徳永竜也: テレビ向けジェスチャ操作 UI の試作開発, 映像情報メディ
ア学会冬季大会講演予稿集, 2010. 
5) ボンダンスティアワン, 松原孝志, 松本和己, 徳永竜也, 中島 一州: テーブル型端
末への 3 次元ジェスチャ操作適用 , 映像情報メディア学会冬季大会講演予稿集 , 
2011. 
6) 遠藤隆介, 伊藤雄一, 中島康祐, 岸野文郎: 複合商業施設での複数人によるタイム
スロット考慮型プランニングを実現するデジタルサイネージシステム , 情報処理学
会研究報告, Vol.2013-HCI-155, No.9, 2013. 
7) 木原民雄, 横山正典, 渡辺浩志: 人の位置移動による状況即応型デジタルサイネー
ジの構成法, 情報処理学会論文誌, Vol.53, No.2, pp.868-878, 2012. 
8) 宮田章裕, 瀬古俊一 , 青木良輔 , 橋本遼, 渡辺昌洋 , 井原雅行: 複数人同時閲覧の
ためのデジタルサイネージとモバイル端末の連携方式 , 情報処理学会研究報告 , 
Vol.2013-DPS-156, No.22, 2013. 
9) 小川正幹, マルコユルム, 米澤拓郎, 中澤仁, 徳田英幸: ラッキーなう：時間と場所
情報に注目した公共ディスプレイとのインタラクションモデルとその応用 , 情報処
理学会研究報告, Vol.2013-UBI-38, No.10, 2013. 
10) 木村朝子, 柴田史久 , 鶴田剛史, 酒井理生, 鬼柳牧子, 田村秀行: ジェスチャ操作
を活用する広視野電子作業空間の設計と実装 , 情報処理学会論文誌 , Vol.47, No.4, 
pp.1327-1339, 2006. 
11) 大槻麻衣, 大下勉, 木村朝子, 柴田史久, 田村秀行: 3D 空間における仮想オブジ
ェクトの分解・観察に適した操作法の提案と実装 , 日本バーチャルリアリティ学会
論文誌, Vol.16, No.2, pp.227-237, 2011. 
12) 前野恭平,藤田誠司,木村朝子,柴田史久,田村秀行: ジェスチャ操作を活用する広視
野電子作業空間のためのメニューデザインの検討 , 情報処理学会研究報告 , 




インタラクション設計 , 電子情報通信学会技術研究報告 , Vol.MVE-110, No.32, 
2010. 
14) 長谷川秀太,赤池英夫,角田博保: 姿勢を考慮したハンドジェスチャーを利用する
機器操作の提案・評価, 情報処理学会研究報告, Vol.2012-HCI-147, No.24, 2012. 
15) 株式会社キャドセンター : ジェスチャ―コントロールソリューション , 
http://www.cadcenter.co.jp/camp/gesture.html 
16) 株式会社 N.ジェン:ジェスチャー操作デジタルサイネージソフトウェア gescha, 
http://www.gescha.jp/ 
17) NEC ソリューションイノベータ株式会社: ジェスチャ―UI ソリューション フィ
ンガージェスチャー,  
http://www.nec-solutioninnovators.co.jp/sl/finger/index.html 
18) Roeber, H., Bacus, J., and Tomasi C.: Typing in thin air: the canasta projection 
keyboard a new method of interaction with electronic de-vices, In Proc. CHI 
EA ’03, pp.712-713, 2003. 
19) Wilson, D. A.: Using a Depth Camera as a Touch Sensor, In Proc. ITS ’10, pp.59-
72, 2010. 
20) 渡邉航，小曳尚，武山泰豊，馬場雅裕：プロジェクタとデプスカメラを用いた投
影面タッチ UI の開発と操作性向上，SSII2015 第 21 回画像センシングシンポジウ
ム，DS2-02, 2015. 
21) Benko, H. and Wilson, A. D.: DepthTouch: Using a depth sensing camera to 
enable free-hand interactions on and above the interactive surface, in Microsoft 
Research technical re-port, MSR-TR-2009-23, 2009. 
22) Dippon, A. and Klinker, G.: Kinecttouch: Accuracy test for a very low-cost 2.5d 
multitouch tracking system, in Proc. ITS '11, ACM, pp.49-52, 2011. 
23) Kim, D., Izadi, S., Dostal, J., Rhemann, C., Keskin, C., Zach, C., Shotton, J., 
Large, T., Bathiche, S., NieBner, M., Butler, D. A., Fanello, S., and Pradeep, V.: 
Retrodepth: 3d silhouette sensing for high-precision input on and above physical 
surfaces, in Proc. CHI '14, ACM, pp.1377–1386, 2014. 
24) Parwani, E., Pawar, A., Ajwani,C., and Pole, G.: Virtual touch screen using 
Microsoft Kinect, in International Journal of Engineering and Computer Science 
Vol.3, Issue 2, pp.3962-3964, 2014. 
25) Agarwal, A., Izadi, S., Chandraker, M., and Blake, A.: High preci-sion multi-









28) 奥祐太，斎藤諒太，稲垣刀麻，青木公也，高橋周，増田浩二: 3D・2D 画像処理に
よる壁面への指先タッチ判定，ViEW2015 ビジョン技術の実利用ワークショップ，
pp.394-398, 2015. 
29) Wilson, D. A.: PlayAnywhere: A Compact Interactive Tabletop Projection-Vision 
System, In Proc. UIST’05, pp.83-92, 2005. 
[第 3 章] 
30) 株式会社シード・プランニング : 2011 年版 デジタルサイネージ市場の現状と今
後の方向性, 2011. 
31) 独立行政法人 産業技術総合研究所 デジタルヒューマン工学研究センター: 人体
寸法・形状データベース, https://www.dh.aist.go.jp/database/ 
32) オプテックス株式会社: 3 次元距離画像カメラ,  
http://www.optex.co.jp/product/3d.html 
33) 樽本徹也: ユーザビリティエンジニアリング  ユーザー調査とユーザビリティ評
価実践テクニック,オーム社, 2005. 
[第 4 章] 
34) Guidelines for targeting, Microsoft developers network, 
https://msdn.microsoft.com/en-us/windows/uwp/input-and-devices/guidelines- 
for-targeting 
35) iOS human interface guidelines, Apple developer, 
https://developer.apple.com/ios/human-interface-guidelines/ 
36) Metrics and grids, Android developers,  
https://stuff.mit.edu/afs/sipb/project/android/docs/design/style/metrics- 
grids.html 
37) A. Sanin, C. Sanderson, BC. Lovell: Shadow Detection: A Survey and 
Comparative Evaluation of Recent Methods, Pattern recognition, Vol.45 (4), 
pp.1684-1695, 2012. 
38) T. Horprasert, D. Harwood, and L.S. Davis: A statistical approach for real-time 
robust background subtraction and shadow detection, Proc. IEEE ICCV’99 
FRAME-RATE Workshop, 1999. 
39) 森田順也, 岩井儀雄, 谷内田正彦 : 室内における背景画像の推定と影の除去 , 情
90 
 
報処理学会論文誌コンピュータビジョンとイメージメディア (CVIM), Vol.44, 
pp.105-114, 2003. 
40) F. Wang, et al: Empirical Evaluation for Finger Input Properties in Multi-touch 
Interaction, CHI, 2009. 
[第 5 章] 
41) 田内, 他: 通信利用型運転支援システムにおける支援情報の提示位置に関する実
験的検討, デンソーテクニカルレビュー, Vol.15, 2010. 
42) 森田, 他: ドライバに対する適切な情報伝達方法に関する研究 , 交通安全環境研
究所報告, 第 14 号, 2009. 
43) 内田，他: VACP によるドライバ・ワークロード推定方法の研究 , 自動車技術会
2014 年秋季大会 学術講演会前刷集, No.98-14, 2014. 
44) Michael A. Regan, et al.: DRIVER DISTRACTION Theory Effects and 
Mitigation, CRC Press, 2009. 
45) 高田，他: 手の近づき検知による走行中の車載情報機器操作に伴うディストラク
ションの低減, 情報処理学会 第 76 回全国大会講演論文集, pp.3-65, 2014. 
46) 藤原，他: ヘッズアップコックピットの開発, マツダ技報, No.31, 2013. 
47) 榎本, 他: ヘッドアップディスプレイにおける複数表示が認知性 , 運転行動に与







松原 孝志（まつばら たかし） 
 
1998 年 3 月 長野工業高等専門学校 電子制御工学科卒業 
1998 年 4 月 群馬大学 社会情報学部編入学 
2000 年 3 月 群馬大学 社会情報学部卒業 
2000 年 4 月 北陸先端科学技術大学院大学 知識科学研究科 博士前期課程入学 
2002 年 3 月 北陸先端科学技術大学院大学 知識科学研究科 博士前期課程修了 
2002 年 4 月 株式会社 日立製作所入社 
2016 年 4 月 電気通信大学 大学院情報理工学研究科 博士後期課程 情報学専攻入学 
2018 年 3 月 電気通信大学 大学院情報理工学研究科 博士後期課程 情報学専攻修了 
 
 
