In this paper, we present an artificial life method of the Cellular neural network for Max-Clique problem. The method is intended to provide an optimum parallel algorithm for solving the Max-Clique problem. To do this we use the Cellular neural network to get a maximum Clique. Some of the instances are simulated to verify the proposed method with the simulation results showing that the solution quality is superior to that of best existing parallel algorithm. We also test the leaming method on total coloring problem.
DECOMPOSITION OF RULE
Here we used the rule, which has properties given below. 
V (t)=(CC (t), E (t), N (t), W (t), S (t))
The two-dimensional binary cellular automata (CA) have a greed structure. Each node contains the cell that changes its state in discrete manner due to the transition function (rule). There are thousands different CA in the automata space. Wolfram puts them to the four different classes, according to their dynamical behavior. Here we used 5-elements neighborhood cellular automata. In this automaton a cell's next state is dependent on four of the neighborhood cells, which are located above, below, left, right of the central cell (CC). The 5-elements neighborhood is shown in fig.1 .
Apart from central cell (CC) we divided the four neighbors into six types of categories = i number of l's exist where i E{0,1,..., 5) We can decompose this set into two based on CC. Those are shown in fig.2 fig.4 . The difference between fig.2 and fig.3 fig.6 . This is the flow diagram of the cellular automata. Here next state is defined from the present state variables called neighbors.
Above flow chart is only for single cell. For all cells there may be large network. So we can construct that using neural network. Here we approach distributed and parallel method in simulation, because for large networks it is difficult to simulate in single system. This method of solving Max-Clique problem is efficient than all other previous parallel methods.
This method is very simple to analyze and implement. The proposed method was implemented in C++ on PENTIUM 4 (RAM 1024) for large number of graphs. It is peculiar method because any other method which using neural networks may calculate energy function. But here we can achieve final state by making all cells TRUE. Because of this there is no optimal solutions. Here we have to make more than one trails with same graph and input is in different permutation.
Case (2) :lf changes are from only positive to negative A. If ordered pair (x, y) occurred then take nodes x-1, x+1,y-1, y+1 which are negative and apply same rules as Case (1). B. In Case (1) first prior to the neighbors of the positive to negative changed nodes.
We used some heuristics to simplify the problem.
Heuristics:
1.1f diagonal elements are the only positive elements then we leave it and solution is 0. 2.We can remove which have no connection or least connections.
Here we used an example to describe the algorithm which shown in fig.7 . The corresponding state space and steps to solve is given. Adjacency graph is the graph, which represents the adjacent elements of the graph with corresponding node. Here we use + and -instead of 1 and 0 respectively. We used adjacency matrix as described above as the state space of the cellular automata. The algorithm described below.
1.Pass adjacency matrix as CA state space 2.Change state space by CA rule, which we are using 3.Compare state spaces by using comparator 4.Send differences to the neural network 5.Update neural network (Here we using competitive learning) 6 .The neural network gives information about new updated graph by which we can construct state space.
7.Repeat from step 2 until one of the termination conditions satisfies.
Here we described some rules, which are used to update state space. After modified by cellular automata we got the state space given in fig.9 . Then we observe the differences between the state spaces shown in fig.8 and fig.9 . Differences are at (1, 6) , (2, 4) , (3, 5) , (4, 6) , which are
changed from negative to positive. Positive to negative changes are at (1, 4) , (1, 6) , (4, 9) . The most occurrences according to Case (1) are node 6. So we share node 6 with nodes 1 and 4. In Case (2) changes (1, 4) are there, we already combined 1 and 6, 4 and 6. So we combine nodes 1 and 4. Then there is unique node pair (3, 5) exists. So share 5 with 3,which adds nodes 3 and 5. Finally we got 6 nodes the updated graph is shown in fig.10 . In above example we got solution with few updating. I worked graphs with up to 500 vertices in single processor. I observed that this method reduces more amounts of time and complexity. This algorithm is very useful to graph coloring problem, which is the NP-complete problem. In order to examine the effectiveness of our learning method to other combinatorial optimization problems, we tested our learning method on one of the graph coloring problems: the total coloring problem. For general graphs, the total coloring problem is NP-hard. Given a graph G=(V,E) with a vertex set V and an edge set E, the goal of this NP-complete problem is to find a color assignment on all the vertices in V with the minimum number of colors such that no adjacent or incident pair of elements in V receives same color. Updating is same but here we combine and allocate a color.
CONCLUSION
This method is better than the other methods, which are solved by Ant Colony Optimization, Scatter search algorithm, k-optimal local search algorithm. In order to examine the effectiveness of our learning method to other combinatorial optimization problems, we have also tested our leaming method on the total coloring problem. The simulation results showed that our learning method found optimal solution in every test graph. As far as the computation time required by the proposed learning method, although our simulation results verified that our learning method finds good solutions in short computation time, the analysis of the time complexity of the proposed algorithm should be an issue in the future works.
