Gravitational Self-force in a Radiation Gauge by Keidl, Tobias S. et al.
ar
X
iv
:1
00
4.
22
76
v4
  [
gr
-q
c] 
 22
 O
ct 
20
14
Gravitational Self-force in a Radiation Gauge
Tobias S. Keidl,1, ∗ Abhay G. Shah,2, † John L. Friedman,2, ‡ Dong-Hoon Kim,3, 4, 5, § and Larry R. Price2, ¶
1Department of Physics, University of Wisconsin–Washington County,
400 University Dr., West Bend, WI 53095, USA
2Center for Gravitation and Cosmology, Department of Physics,
University of Wisconsin–Milwaukee, P.O. Box 413, Milwaukee, Wisconsin 53201, USA
3Max-Planck-Institut fr Gravitationsphysik, Am Mhlenberg 1, D-14476 Golm, Germany
4Division of Physics, Mathematics, and Astronomy,
California Institute of Technology, Pasadena, CA 91125, USA
5Institute for the Early Universe and Department of Physics,
Ewha Womans University, Seoul 120-750, South Korea
(Dated: September 4, 2018)
In this, the first of two companion papers, we present a method for finding the gravitational
self-force in a modified radiation gauge for a particle moving on a geodesic in a Schwarzschild or
Kerr spacetime. An extension of an earlier result by Wald is used to show the spin-weight ±2
perturbed Weyl scalar (ψ0 or ψ4) determines the metric perturbation outside the particle up to
a gauge transformation and an infinitesimal change in mass and angular momentum. A Hertz
potential is used to construct the part of the retarded metric perturbation that involves no change
in mass or angular momentum from ψ0 in a radiation gauge. The metric perturbation is completed
by adding changes in the mass and angular momentum of the background spacetime outside the
radial coordinate r0 of the particle in any convenient gauge. The resulting metric perturbation is
singular on the trajectory of the particle and discontinuous across the sphere r = r0. A mode-sum
method can be used to renormalize the self-force, but the justification given in the published version
of this paper [1] referred to work by Sam Gralla [2] to justify the use of the renormalized self-force,
and the radiation gauge we use does not satisfy the regularity conditions required by Gralla. Instead
we show that the renormalized self-force, computed either from the retarded field for r > r0 or for
r < r0 gives the correct equations of motion in a gauge smoothly related to a Lorenz gauge; and
Pound et al. [3] argue that the average of the self-force obtained in the way described in our paper
for r > r0 and for r < r0 gives the correct equation of motion for our gauge (what Pound et al. call
the no-string gauge).
In a Lorenz gauge one can renormalize the self-force by subtracting the leading and subleading
terms in a mode-sum expansion of the retarded field, and the self-force in the two gauges just
described is again obtained by subtracting only these leading and subleading terms. A companion
paper [4] finds that these two terms coincide with the leading and subleading Lorenz-gauge terms.
We explicitly compute the singular Weyl scalar and its mode-sum decomposition to subleading
order in L for a particle in circular orbit in a Schwarzschild geometry and obtain the renormalized
field. Because the singular field can be defined as this mode sum, the coefficients of each angular
harmonic in the sum must agree with the large L limit of the corresponding coefficients of the
retarded field. One may therefore compute the singular field by numerically matching the retarded
field to a power series in L. To check the accuracy of the numerical method, we analytically
compute leading and subleading terms in the singular expansion of ψ0 and compare the numerical
and analytic values of the renormalization constants, finding agreement to high precision. Details
of the numerical computation of the perturbed metric, the self-force, and the quantity hαβu
αuβ
(gauge invariant under helically symmetric gauge transformations) are presented for this test case
in the companion paper.
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2I. INTRODUCTION
Among the most important sources for LISA are extreme mass ratio inspirals (EMRIs) of solar mass compact
objects into supermassive black holes. LISA could potentially measure hundreds of EMRI events [5] whose wide range
of astrophysical and fundamental implications [6, 7] include determination of the Hubble constant [8, 9]; of luminosity
distance, mass and spin of galactic black holes; and measurements of the deviation from a Kerr geometry of the central
object [10]. Such measurements depend on accurate parameter estimation, for which it is essential to have accurate
gravitational waveforms available; these require an accurate calculation of the gravitational self-force experienced by
the particle.
The gravitational self-force contains both dissipative and conservative parts. The dissipative part is simply the
familiar contribution from the half-retarded minus half-advanced Green’s function, smooth at the position of the
particle. The more difficult portion of calculating the gravitational self-force is the determination of the conservative
part of the field. Estimates of its effect on the phase of the waveform are given, for example in [11–15]). The focus
of our work is on this latter problem. A number of authors have worked on this problem in recent years. Poisson’s
Living Review [16] is a comprehensive self-contained introduction to the subject; Barack [17] gives an extensive recent
review; and Detweiler [18] provides a more concise summary.
A complicating feature of the conservative part of the self-force is a combination of its inherent non-locality in
curved space due to scatter off curvature [19–21]) and the singular behavior of its expression near the particle. The
calculation can be made tractable through the observation that the field consists of both a regular part that is entirely
responsible for the self-force and a singular part that contributes nothing to the self-force.
The other complicating feature of self-force computations is the choice of gauge. The Lorenz gauge is particularly
useful for sorting out formal issues but does not lead to separable, decoupled equations in the Kerr spacetime. For
this reason we choose to work in a radiation gauge that exploits the separability of the Teukolsky equation [22, 23] for
the perturbed Weyl scalar ψ0 in the Kerr background. Using the Hertz potential formalism developed for gravity by
Kegeles and Cohen [24, 25], Chrzanowksi [26], Stewart [27] and Wald [28] (which we will call the CCK formalism), it is
possible to construct a metric perturbation from source-free solutions to the Teukolsky equation. Explicit forms of the
reconstruction are given for perturbations of Schwarzschild and Kerr spacetimes, respectively, by Lousto and Whiting
[29] and Ori [30]. With ψ0 written as a sum of angular harmonics (in Kerr, a sum of oblate spheroidal harmonics),
the reconstruction yields the part of the perturbed metric that has no change in the mass or angular momentum of
the spacetime. As in the case of a static particle in flat space [31], there is a gauge in which the perturbed metric
is smooth everywhere except on a radial null ray extending inward to the horizon from each point of the particle’s
trajectory and a gauge in which the perturbed metric is smooth everywhere except on a radial null ray extending
outward to infinity from each point of the trajectory. By choosing the first gauge for r > r0 and the second for r < r0,
with r0 the radial coordinate of the particle, we obtain a gauge in which the perturbed metric diverges only at the
particle but which is discontinuous on the r = r0 sphere.
There is a radiation-gauge form of a change in mass (an ℓ = 0 perturbation in the case of a Schwarzschild background)
that arises from a Hertz potential in the CCK formalism, but it is singular on a ray through the particle [31, 32].
One can find a nonsingular form for the metric of a mass perturbation in a radiation gauge [31], but we know of no
advantage to using it. To obtain a gauge in which the metric perturbation diverges only on the particle’s trajectory,
we add the change in mass and angular momentum in a gauge for which that part of the metric perturbation is
continuous.
An expression for the self-force is then found as a mode-sum in terms of the retarded metric. To renormalize
it, one must subtract off a singular part that does not contribute to the self-force. We consider two alternatives,
involving either an analytic or numerical determination of the singular part of the expression for the self-force fα as
a power series in the integer ℓ that labels the angular eigenvalues (more precisely, a series involving L := ℓ + 1/2).
Renormalization relies on subtracting from the bare self-force – from the expression for the self-force in terms of the
retarded field – a singular part that does not contribute to the self-force. This can be checked by showing that the
singular vector field f sα that one subtracts has vanishing angle-average over a small sphere about the particle. In
the case of a circular orbit about a Schwarzschild black hole, the conservative part of the self force is axisymmetric
about a radial ray through the particle. We numerically compute the axisymmetric part of f sα and show that (as in
a Lorenz gauge) it coincides with the axisymmetric part of −m∇α 1ρ , with ρ the geodesic distance to the trajectory.
Because the angle-average of ∇α 1ρ over a sphere of radius ρ about the particle vanishes as ρ → 0, the renormalized
self-force gives the first-order correction to geodesic motion in our modified radiation gauge.1
1 Because of the discontinuity across r = r0 of the metric perturbation, this claim needs justification beyond that given by Gralla [2],
3The paper is organized as follows: In Sec. II, we introduce the self-force equations and a criterion for their use in
a generic gauge; we briefly review features of mode-sum renormalization in a Lorenz gauge; and we review relevant
parts of the Newman-Penrose [33, 34] formalism and spin-weighted harmonics. In Sec. III, we begin with a list of the
steps involved in computing the self-force in a modified radiation gauge. In the subsections that follow, we obtain a
simple analytic expression for the singular part of each of the Weyl scalars ψ0 and ψ4; we relate the small-distance
behavior of the Weyl scalars to their large ℓ behavior, and observe that the singular behavior in ℓ of the expression
for the self-force has the same behavior (involves the same powers of ℓ) in a radiation gauge as in a Lorenz gauge;
and we show that the perturbed metric obtained from ψ0 is unique up to gauge transformations and the addition of
metric perturbations corresponding to infinitesimal changes in mass and spin. We conclude the section by studying
the parity of the radiation-gauge part of the perturbed metric; in particular, we show that spatial part of the metric
(in the frame of the particle) is even under parity to leading order in the geodesic distance ρ to the trajectory. In Sec.
IV, we specialize to a particle in a circular orbit around a Schwarzschild black hole, finding ψret0 and ψ
s
0, the retarded
and singular forms of ψ0 and comparing the analytic and numeric methods of renormalizing ψ0. The substantial
analytical work involved in the mode-sum expression for the leading and subleading terms of ψs0 is detailed in an
appendix. Finally, in Sec. V, we briefly discuss the results.
Conventions
Greek letters early in the alphabet α, β, . . . will be abstract spacetime indices; letters µ, ν, . . . will be concrete
spacetime indices, labeling components in Schwarzschild or Boyer-Lindquist coordinates. Bold-face Greek indices
µ,ν will label components along the null Newman-Penrose (NP) tetrad defined in Eq. (18) below. We adopt the
+−−− signature of Newman and Penrose and use the standard names lα, nα,mα, m¯α for the null NP tetrad and NP
notation for the spin coefficients.
II. REVIEW OF SELF-FORCE AND OF BLACK-HOLE PERTURBATIONS IN AN NP FRAMEWORK.
A. Gravitational self-force
We work in linear perturbation theory, for which the metric perturbation is a solution with point-particle source to
the Einstein field equation linearized about a Kerr or Schwarzschild background. With the particle’s mass, trajectory
and velocity denoted by m, z(τ) and uα, respectively, the source is given by
Tαβ(x) = muαuβ
∫
δ4(x, z(τ))dτ. (1)
Here uα = uα(x) when x lies on the particle’s trajectory, and the δ-function is normalized by
∫
δ4(x, z)
√
|g|d4x = 1.
We denote by hretαβ the retarded solution to the perturbed Einstein equation with this source. As noted by Quinn
and Wald and by Detweiler and Whiting [35], in the MiSaTaQuWa prescription for finding the self-force [19, 20], a
particle follows a geodesic of the metric gαβ + h
ren
αβ , where h
ren
αβ is given by
hrenαβ = h
ret
αβ − hsαβ, (2)
with hsαβ a locally defined singular field, chosen to cancel the singular part of h
ret
αβ and to give no contribution to the
self-force. The perturbed geodesic equation has the form
aα := u · ∇uα = −(gαδ − uαuδ)
(
∇βhrenγδ −
1
2
∇δhrenβγ
)
uβuγ . (3)
Here aα is the acceleration with respect to the background metric, and the self-force is, by definition, fα = maα.
We will denote by aretα the expression on the the right side of Eq. (3), with hrenαβ replaced by h
ret
αβ . Work by
Gralla [2], following a careful justification of the self-force equations by Gralla and Wald [36], gives the following
characterization of aα, based on the vanishing of the angle-averaged singular part of the expression for the self-force:
Let ρ be geodesic distance to the particle trajectory. Let hretαβ be the retarded metric perturbation in a gauge for which
its spatial part near the trajectory is O(ρ−1) and has even parity to that order. Then the self-force is given in local
and that has now been provided by Pound et al.[3].
4inertial coordinates about P by
arenµ = lim
ρ→0
∫
Sρ
aretµ dΩ (4)
where Sρ is a sphere of constant ρ in a geodesic surface orthogonal to the worldline. That is, the first-order perturbative
correction to the geodesic equation is
uβ∇βuα = arenα, (5)
with arenα given by Eq. (4).
One can thus identify the singular part of the self-force with any vector field masα near the particle trajectory for
which aretα − asα is continuous and
lim
ρ→0
∫
Sρ
asµ dΩ = 0. (6)
Then
arenα(P ) = lim
P ′→P
{aretα(P ′)− aα[hs](P ′)}. (7)
A free particle in flat space has no self-force, and the form of its linearized field can be used to obtain asα in a curved
spacetime. Its linearized gravitational field in a Lorenz gauge is the Schwarzschild solution in isotropic coordinates,
linearized about flat space
hµν = −2m
ρ
δµν =
2m
ρ
(ηµν − 2uµuν). (8)
In a Lorenz gauge for a particle in geodesic motion in a curved background, the singular part hsαβ of the metric
perturbation takes this form in local inertial coordinates T,X, Y, Z centered at at any point P along the trajectory,
with ∂T = u:
hs,Lorµν = −
2m
ρ
δµν =
2m
ρ
(gµν − 2uµuν)|P . (9)
The corresponding singular part of the self-force is given by
f s,Lorµ = −m∇µ 1
ρ
. (10)
As in flat space, the angle-average of fµ over a sphere of constant ρ vanishes in the small-ρ limit. In particular,
although the leading correction to the flat-space coordinate expression xi/ρ3 can be a term of order ρ0, the term has
the form cjkx
ixjxk/ρ3; because the term is odd in xi, we have
lim
ρ→0
∫
Sρ
∇µ 1
ρ
dΩ = 0. (11)
Because the self-force involves only the values of ∇γhrenαβ on the particle’s trajectory, two tensors hsαβ and h˜sαβ give
the same self-force if ∇γ(h˜sαβ − hsαβ) vanishes on the particle’s trajectory. In particular, Detweiler and Whiting [35]
show that there is a choice hSαβ of the singular field that is a locally defined solution to the perturbed field equations
with the same point-particle source. One can choose local inertial coordinates (THZ, coordinates, for example) for
which the Detweiler-Whiting singular solution differs from the form (9) by terms of order ρ2 [37]. Following the
notation in Detweiler-Whiting, we denote their form of the singular field by an upper-case S.
B. Mode-sum renormalization
A review of mode-sum renormalization, is given in Ref. [17]. We recall some of its main features in a Lorenz gauge;
many of these continue to hold in our (modified) radiation gauge.
5In mode-sum renormalization, the retarded field hretαβ and the corresponding expression a
retα are written as sums
over angular harmonics, labeled by ℓ,m. In a Schwarzschild background, these are unambiguously associated with
the spherical symmetry of the background. In Kerr, one can use the spherical coordinates of a Boyer-Lindquist chart
to define the decomposition. When the retarded field is written as a superposition of angular harmonics, its short-
distance singular behavior (9) is replaced by a large L-divergence of the mode sum at the position of the particle.
(Appendix B relates the large L behavior of an function on a sphere to its singular behavior for small ρ.)
For a particle at coordinate radius r0, the angular harmonics have finite limits as r → r0 from r < r0 or r > r0.
Denoting by hretµνℓ the sum over m of all harmonics belonging to a given ℓ, one has
hret±µνℓ (P ) = A˜µν + B˜µν/L+O(L
−3). (12)
Similarly, with aretαℓ the contribution to a
retα from hretµνℓ, the large-L behavior of a
retα
ℓ is given by
aretµℓ (P ) = A
±µL+Bµ +O(L−2). (13)
Explicit expressions for the regularization parameters A±µ and Bµ have been found for generic orbits in a Kerr
background by Barack [17], who shows that the first two terms in this expansion reproduce the singular part of the
acceleration, −∇α 1
ρ
, up to terms that vanish at the particle:
asµℓ (P ) = A
±µL+Bµ. (14)
The fact that the term of order L−1 vanishes for each component asµ is related to the behavior of a short-distance
expansion in which terms of order ρk with k even occur with an odd number of factors of xi. The retarded acceleration,
expressed as a mode-sum that diverges on the particle trajectory, is regularized by a cutoff ℓmax in ℓ,
aregµ =
ℓmax∑
ℓ=0
(aretαℓ − asµℓ ), (15)
and the renormalized acceleration is given by
arenµ = lim
ℓmax→∞
ℓmax∑
ℓ=0
(aretαℓ − asµℓ ). (16)
C. Black-hole perturbations in an NP framework
The present method obtains the metric perturbation from components of the Weyl tensor along basis vectors of an
NP tetrad
eα
1
:= lα, eα
2
:= nα, eα
3
:= mα, eα
4
:= m¯α, (17)
whose two real null vectors lα and nα are along the principle null directions of the Kerr geometry. In particular, the
Kinnersley tetrad has in Boyer-Lindquist coordinates the components
(lµ) = (
r2 + a2
∆
, 1, 0,
a
∆
), (nµ) =
1
2(r2 + a2 cos2 θ)
(r2+a2,−∆, 0, a), (mµ) = 1√
2(r + ia cos θ)
(ia sin θ, 0, 1, i/ sinθ),
(18)
where ∆ = r2 − 2Mr + a2. We denote the associated derivative operators by
D = lµ∂µ, ∆ = n
µ∂µ, δ = m
µ∂µ, δ¯ = m¯
µ∂µ, (19)
where boldface distinguishes these operators from subsequently defined scalars. The nonzero spin coefficients are
̺ = − 1
r − ia cos θ , β = − ¯̺
cot θ
2
√
2
, π =
i√
2
a̺2 sin θ, τ = − i√
2
a̺ ¯̺sin θ,
µ =
1
2
̺2 ¯̺∆, γ = µ+
1
2
̺ ¯̺(r −M), α = π − β¯, (20)
6where we distinguish ̺ from ρ introduced before Eq. (4). The spin-weight s = ±2 components, ψ0 and ψ4, of the
perturbed Weyl tensor are given by
ψ0 = −Cαβγδlαmβlγmδ, (21)
ψ4 = −Cαβγδnαm¯βnγm¯δ. (22)
Each satisfies the decoupled Teukolsky equation appropriate to its spin weight:
Tsψs :=
{[
(r2 + a2)2
∆
− a2 sin2 θ
]
∂2
∂t2
− 2s
[
M(r2 − a2)
∆
− r − ia cos θ
]
∂
∂t
+
4Mar
∆
∂2
∂t∂φ
−∆−s ∂
∂r
(
∆s+1
∂
∂r
)
− 1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
− 2s
[
a(r −M)
∆
+
i cos θ
sin2 θ
]
∂
∂φ
+
[
a2
∆
− 1
sin2 θ
]
∂2
∂φ2
+ (s2 cot2 θ − s)
}
ψs
= 4π(r2 + a2 cos2 θ)Ts,
(23)
where
ψs=2 = ψ0,
Ts=2 = 2(δ + π¯ − α¯− 3β − 4τ)[(D − 2ǫ− 2¯̺)T13 − (δ + π¯ − 2α¯− 2β)T11]
+2(D − 3ǫ+ ǫ¯− 4̺− ¯̺)[(δ + 2π¯ − 2β)T13 − (D − 2ǫ+ 2ǫ¯− ¯̺)T33], (24a)
ψs=−2 = ̺
−4ψ4,
Ts=−2 = 2̺
−4(∆+ 3γ − γ¯ + 4µ+ µ¯)[(δ¯ − 2τ¯ + 2α)T24 − (∆ + 2γ − 2γ¯ + µ¯)T44]
+2̺−4(δ¯ − τ¯ + β¯ + 3α+ 4π)[(∆+ 2γ + 2µ¯)T24 − (δ¯ − τ¯ + 2β¯ + 2α)T22]. (24b)
The scalars ψret0 and ̺
−4ψret4 can be decomposed into time and angular harmonics,
ψret0 ℓmω = 2Rℓmω 2Sℓmωe
i(mφ−ωt), (25a)
̺−4ψret4 ℓmω = −2Rℓmω −2Sℓmωe
i(mφ−ωt), (25b)
where the sSℓmω are oblate spheroidal harmonics and where sRℓmω satisfies the radial equation,
∆−s
d
dr
(
∆s+1
dR
dr
)
+
(
K2 − 2is(r −M)K
∆
+ 4isωr − λ
)
R = −4πTsℓmω, (26)
with K = (r2+a2)ω−ma. The source, a distribution involving δ(r−r0) and its first two derivatives, is obtained from
the source term in Eq. (23) using the completeness and orthogonality of the spin-weighted spheroidal harmonics.
Each angular eigenvalue λ is a continuous function of a. For a Schwarzschild background, λ has the value (ℓ −
s)(ℓ + s+ 1), and for Kerr it is labeled by its value of ℓ at a = 0.
For perturbations of Schwarzschild, tensor components with s1 indices along m
α and s2 indices along m¯
α have
angular behavior given by spin-weighted spherical harmonics sYℓm(θ, φ) with spin-weight s = s1 − s2, where
sYℓm =
{
[(ℓ− s)!/(ℓ+ s)!]1/2 ðsYℓm, 0 ≤ s ≤ ℓ,
(−1)s [(ℓ+ s)!/(ℓ− s)!]1/2 ð¯−sYℓm, −ℓ ≤ s ≤ 0,
(27)
with
ðη = − (∂θ + i csc θ∂φ − s cot θ) η,
ð¯η = − (∂θ − i csc θ∂φ + s cot θ) η. (28)
D. Reconstruction of the metric perturbation from ψ0 or ψ4
The CCK procedure for obtaining metric perturbations from perturbed Weyl scalars was developed by Chrzanowski
and by Cohen and Kegeles [24–26] (see also Stewart [27]), and a simpler derivation is given in Wald [28]. Discussions
in the context of the self-force problem are found in [29, 30] and [31].
7The procedure gives the metric perturbation in a radiation gauge, a gauge characterized by the conditions
lβhαβ = g
αβhαβ = 0, (29)
or by the corresponding conditions
nβhαβ = g
αβhαβ = 0. (30)
Price, Shankar and Whiting [38, 39] show that a radiation gauge exists locally for vacuum perturbations of any type
D vacuum spacetime.
The CCK construction has two parts. Given a solution ψ0 or ψ4 to the source-free s = ±2 Teukolsky equation,
one first finds a Hertz potential, a function Ψ that again satisfies a source-free Teukolsky equation. Then, by taking
derivatives of the Hertz potential, one constructs a metric perturbation for which ψ0 and ψ4 are the perturbed Weyl
scalars.
There is a striking difference between the asymptotic behavior produced by the CCK procedure and the asymptotic
behavior of a metric perturbation in a Lorenz gauge that approximately satisfies Eq. (29) or (30). The difference is
related to the terminology used in the literature for the two families of radiation gauges, in which the gauge satisfying
lβhαβ = 0 is called the IRG or ingoing radiation gauge and the gauge satisfying n
βhαβ = 0 is called the ORG or
outgoing radiation gauge.
Outgoing solutions in a Lorenz gauge (for example modes for which the metric perturbation has asymptotic behavior
e−iωu/r +O(r2)), however, satisfy the IRG conditions (29) to leading order: Because lα is along ∇αu, we have
0 = ∇βhαβ = lβhαβ +O(r−2). (31)
As one might expect, an asymptotically vanishing gauge vector can take one from a metric perturbation in a Lorenz
gauge in which the IRG condition is approximately satisfied to a metric perturbation that exactly satisfies the condi-
tion: We exhibit in Appendix A an explicit, asymptotically vanishing, gauge vector from a generic outgoing solution
hLorαβ in a Lorenz gauge to an asymptotically flat metric perturbation in an IRG. An analogous gauge transformation
leads for incoming radiation to an asymptotically flat metric perturbation satisfying nβhαβ = 0.
Curiously, however, the CCK procedure yields metric perturbations in the two gauges that are asymptotically flat
for the opposite cases: In the IRG, with lβhαβ = 0, the CCK procedure yields an asymptotically flat metric for ingoing
radiation. For outgoing radiation the CCK procedure gives a metric whose dominant components are asymptotically
of order r. Similarly, in the ORG gauge, with nβhαβ = 0, the CCK procedure yields an asymptotically flat metric
for outgoing radiation. For ingoing radiation the CCK procedure gives a metric whose dominant components are
asymptotically of order r. This then is the justification for the terms “outgoing” and “ingoing radiation gauge”
introduced by Chrzanowski and used in the subsequent literature.
For the gauge (30), a Hertz potential Ψ is related to ψ0 by four angular derivatives or four radial derivatives, and
both of these alternatives are listed below. In subsequent sections, we will be concerned only with the specialization
of these results to the Schwarzschild spacetime. In this case given a Ψ that satisfies the Teukolsky equation for ψ0, a
metric perturbation in the radiation gauge ORG is given by
hαβ = ̺
−4{nαnβ(δ¯ − 3α− β¯ + 5π)(δ¯ − 4α+ π) + m¯αm¯β(∆+ 5µ− 3γ + γ¯)(∆+ µ− 4γ)
−n(αm¯β)
[
(δ¯ − 3α+ β¯ + 5π + τ¯ )(∆+ µ− 4γ) + (∆+ 5µ− µ¯− 3γ − γ¯)(δ¯ − 4α+ π)] }Ψ+ c.c., (32)
which we take as the starting point for the discussion that follows. Note that the sign in this equation is appropriate
for a +−−− signature and is opposite to that in, for example, Wald [28].
In the ORG, Ψ is related to ψ0 through four angular derivatives according to
ψ0 =
1
8
[L4Ψ¯ + 12M∂tΨ], (33)
where L = ð− ia sin θ∂t. Equivalently, L4 = L1L0L−1L−2, with Ls = −[∂θ − s cot θ + i csc θ∂φ]− ia sin θ∂t. There is
a corresponding equation involving four radial derivatives, namely2
̺−4ψ4 =
1
32
∆2D˜4∆2Ψ¯, (34)
2
D˜ is Chandrasekhar’s D†0 and Ori’s D
†. Lousto and Whiting’s Eq. (28) is an incorrect version of Eq. (34), with ∆ (∆̂ in their notation)
instead of D˜/2. This is corrected by Whiting and Price [38], in which ∆̂ is defined as the GHP prime [40] of D. The Ori and Lousto-
Whiting papers also have an incorrect factor of two in each of the equations for Ψ that is inherited from an error in Kegeles-Cohen
[25].
8where D˜ is proportional to ∆, renormalized to make it the radial derivative along the ingoing principal null geodesics
(the t→ −t, φ→ −φ version of D):
D˜ := − 2∆
r2 + a2 cos2 θ
∆ = −r
2 + a2
∆
∂t + ∂r − a
∆
∂φ. (35)
The corresponding equations for the (different) Hertz potential in the IRG are listed in the second line of the
summary table below, with L˜ := ð¯+ ia sin θ∂t.
Gauge Gauge conditions Radial equation Angular equation
ORG nβ hαβ = 0, h = 0 ̺
−4ψ4 =
1
32
∆2D˜4∆2Ψ¯ ψ0 =
1
8
[L4Ψ¯ + 12M∂tΨ]
IRG lβ hαβ = 0, h = 0 ψ0 =
1
2
D
4Ψ¯ ̺−4ψ4 =
1
8
[L˜4Ψ¯− 12M∂tΨ]
TABLE I: Relations between the gauge-invariant Weyl scalars and the Hertz potentials in the two radiation gauges.
The fact that ̺−4ψ4 and ψ0 satisfy the vacuum Teukolsky equation for spin-weights ∓2 when ΨORG or ΨIRG satisfy
the spin-weight ±2 Teukolsky equations follows from the relations in the table together with the commutators
T2D4 = D4T¯−2, T−2L˜4 = L˜4T¯−2,
T−2∆2D˜4∆2 = ∆2D˜4∆2T¯2, T2L4 = L4T¯2. (36)
These are equivalent to Eqs. (40) and (56) in Chap. 8 of Chandrasekhar [41] and their adjoint relations as defined
there.
Explicit solutions to the equations for the Hertz potentials have been presented for a Schwarzschild background by
Lousto and Whiting [29] and for Kerr by Ori [30]. Ori shows that the CCK procedure gives a unique Hertz potential
in each gauge for each angular harmonic of Ψ. That is, for each harmonic, there is a unique Ψ that satisfies both the
angular equation and the sourcefree Teukolsky equation; there is a unique Ψ that satisfies both the radial equation
and the sourcefree Teukolsky equation; and the two solutions coincide. For ψ0 proportional to the harmonic 2Sℓmω,
ΨORG is proportional to −2Sℓ,−m,−ω.
Note that, although Ori’s metric reconstruction is done mode-by-mode, his statement of uniqueness of solutions
does not explicitly restrict it to uniqueness of each angular harmonic. This is, however, a necessary restriction: As
shown in Keidl et al. [31], if one requires only that Ψ satisfy one of the radial or angular equations of Table IID,
together with the appropriate Teukolsky equation, additional freedom remains. This freedom in the Hertz potential
corresponds to the addition to the metric perturbation of type D solutions (changes of mass and spin and addition of
a perturbed C-metric solution) and with gauge transformations of the perturbed metric.
With ψ0 and the ORG Ψ decomposed in time and angular harmonics, Eq. (33) can be inverted algebraically as
follows, at any r outside the particle’s orbit – for rmin < r < rmax, where rmin and rmax are the perihelion and aphelion
values of r. The harmonics of Ψ and ψ0 each have the form
ψ0ℓmω = 2Rℓmω 2Sℓmωe
i(mφ−ωt), (37a)
Ψℓmω = 2R˜ℓmω 2Sℓmωe
i(mφ−ωt), (37b)
where R and S are solutions to the radial and angular Teukolsky equations, respectively, and R˜ is to be determined.
Using the identity sS¯ℓmω = (−1)m+s−sSℓ−m−ω, we can write the harmonic decomposition of Ψ¯ in the form
Ψ¯ =
∑
ℓ,m,ω
2R˜ℓmω 2Sℓmωei(mφ−ωt)
=
∑
ℓ,m,ω
(−1)m2 ¯˜Rℓ−m−ω −2Sℓmωei(mφ−ωt). (38)
The Teukolsky-Starobinsky identity (Eqs. (9.59) and (9.61) of Ref. [41]) has the form
L4 2Sℓmω = D −2Sℓmω, (39)
where D2 = λ2CH(λCH + 2)
2 + 8aω(m − aω)λCH(5λCH + 6) + 48a2ω2[2λCH + 3(m − aω)2] and λCH , the angular
eigenvalue used by Chandrasekhar [41], is related to the separation constant λ of Eq. (4.9) of [23] by λCH = λ+ s+2.
9Because Eq. (33) mixes Ψ and Ψ¯, its inversion for each angular harmonic involves a linear combination of ψ0ℓmω and
ψ¯0ℓ−m−ω. We find that the algebraic inversion gives the ORG Hertz potential in the form
Ψℓmω = 8
(−1)mDψ¯0ℓ−m−ω + 12iMωψ0ℓmω
D2 + 144M2ω2
. (40)
We use this inversion for circular orbits in a Schwarzschild and Kerr background.
For generic orbits, the individual harmonics ψ0ℓmω do not satisfy the sourcefree Teukolsky equation in the region
rmin < r < rmax, where rmin and rmax are the values of r at perihelion and aphelion; and the presence of a source
invalidates the algebraic angular inversion. To find Ψ requires one to integrate one of the radial equations of Table I.
With the Kinnersley tetrad, the IRG radial equation for Ψ has the simplest form: In Kerr coordinates u, r, θ, φ˜, where
u = t− r∗, with
dr∗
dr
=
r2 + a2
∆
, and φ˜ = φ+ a
∫ ∞
r
dr′
1
∆(r′)
, (41)
we have Df(u, r, θ, φ˜) = ∂rf(u, r, θ, φ˜). The radial equation for Ψ
IRG is then ∂4r Ψ¯
IRG = 2ψ0, with solution
Ψ¯IRG = 2
∫ ∞
r
dr4
∫ ∞
r4
dr3
∫ ∞
r3
dr2
∫ ∞
r2
dr1ψ0(u, r, θ, φ˜), (42)
satisfying the vacuum Teukolsky equation for ingoing radiation when the outgoing radial null ray does not intersect
the particle. To find Ψ at points on a t = constant surface, one can use Eq. (42) outside the radial coordinate r0 of
the particle and a corresponding integral from the horizon to r for r < r0.
E. Gauge transformations of the self-force
In the form (3), the perturbed geodesic is parameterized so that its tangent is normalized to 1 with respect to the
background metric. A gauge transformation of this equation was obtained by Barack and Ori [32], and Appendix A
gives an alternative, covariant derivation in terms of an infinitesimal diffeo of the metric and a family of unperturbed
geodesics. With the same normalization, changing a background geodesic by a gauge transformation generated by ξα
changes its tangent vector by
δξu
α = (δαβ − uαuβ)£ξuβ; (43)
and uα + δξu
α satisfies a geodesic equation of the metric perturbed by £ξgαβ . With the acceleration defined by
δξa
α := δξu
β∇βuα + uβ∇βδξuα, we have
δξa
α = −(δαβ − uαuβ)(u ·∇)2ξβ +Rαβγδuβuγξδ, (44)
and aαuα = 0. Note that the right side vanishes if ξ
α happens to drag a geodesic of the background spacetime to
another geodesic of the background spacetime: This is the equation of geodesic deviation governing the connecting
vector joining two neighboring geodesics of gαβ. For general ξ
α, the right side of Eq. (44) then measures the failure
of an infinitesimal diffeo generated by ξα to produce a geodesic of the background metric.
A particle in circular orbit has 4-velocity uα = utkα, with kα = tα+Ωφα a Killing vector. The perturbed spacetime
with a particle in circular orbit is helically symmetric, symmetric with respect to kα. We show in Appendix A that,
for a gauge transformation that preserves helical symmetry (for £kξ
α = 0), the gauge-transformed self-force is given
by
f̂α = fα +
1
2
m(ut)2ξβ∇β∇α(kγkγ). (45)
III. METHOD FOR COMPUTING THE SELF-FORCE ON AN ORBITING MASS
A. Overview
In this section we outline the method for computing the self-force in a radiation gauge. Subsequent sections will
elaborate on the details of each step of the calculation. The method is a revision of that initially suggested in Refs. [31]
and [42]. In broad terms, the steps involved in computing the self-force in a modified radiation gauge are:
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A. Compute the retarded Weyl scalar, ψret0 (or ψ
ret
4 ).
B. Use the retarded Weyl scalar to construct a Hertz potential Ψret as a sum of angular harmonics for r 6= r0.
C. Using the CCK formalism described above, reconstruct the retarded metric perturbation in a radiation gauge,
and find the perturbation in mass and angular momentum in an arbitrary gauge.
D. Find the expression for the self force as a mode sum involving the retarded field.
E. Find the regularization parameters for the singular part f sα of the self-force and compute f renα.
In this approach, all fields are written as a sum of time and angular harmonics. The angular harmonics (25a) of
ψret0 have finite one-sided limits as r → r0:
ψret±0ℓmω := lim
r→r±
0
ψret0ℓmω(t0, r). (46)
For a Schwarzschild background the harmonics are spin-weight 2 spherical harmonics, while for Kerr they are oblate
spheroidal harmonics whose form depends on the Kerr parameter a. For a Kerr as well as a Schwarzschild background,
however, one can write the singular field in terms of spin-weighted spherical harmonics [43–45], where each spin-
weighted spheroidal harmonic is a sum of the form
sSℓmωe
imφ =
∞∑
ℓ′=ℓmin
bℓ′ω sYℓ′m, ℓmin = max(|s|, |m|). (47)
The computation of ψret0 is straightforward, involving an integration of the radial Teukolsky equation (26) and the
computation of spin-weighted spherical harmonics. In computing a Hertz potential Ψret from ψret0 , our choice of
radiation gauge is dictated by requiring that the CCK-constructed Ψret vanish asymptotically: We use the ORG and
find Ψret as the solution of Eq. (40) to the angular equation. The tetrad components of the metric perturbation hretαβ
are then obtained from Eq. (32) and are used to compute the expression for the bare self-force in terms of hretαβ,
fα[hret]/m = aretα = −(gαδ − uαuδ)
(
∇βhretγδ −
1
2
∇δhretβγ
)
uβuγ . (48)
The remainder of the problem is the mode-sum renormalization of the self-force and the recovery of the part of the
metric perturbation that does not arise from ψ0. We discuss them in turn in the next two subsections.
B. Mode-sum renormalization in a radiation gauge
One can carry out a mode sum renormalization by finding the radiation-gauge version of the power series (13) that
expresses the singular behavior of a ret for r > r0 and r < r0 near the position of the particle. We consider two ways
to proceed:
1. One can find an analytic expression for asα as a sum in powers of L, starting from an expression we derive below
for ψs0, the singular part of ψ
ret
0 . This analytic way follows the steps just listed in describing the path from ψ
ret
0 to
aretα, to successively obtain expressions for Ψs, hsαβ and a
sα.
2. The second method is significantly simpler: One simply numerically matches a power series in L to aret,µℓ (P ) for
successive values of ℓ.
There is an ambiguity in defining the singular part of the perturbed metric and a corresponding ambiguity in
the singular part of the self-force. Because ψret0 is gauge invariant, its singular field ψ
s
0 is uniquely defined in a
neighborhood of the particle’s trajectory as the perturbed Weyl scalar associated with the Detweiler-Whiting singular
field. In reconstructing the metric from ψs0, however, there are two free functions that arise from the integrations
that yield the corresponding Hertz potential, Ψs. Because ψs0 is defined in a finite neighborhood, the integrals of
Eq. (42) are replaced by integrals in which each upper limit is a free function Rn(u, θ, φ) (or, for each angular
and temporal harmonic by definite integrals whose upper limit is a free constant). Two of these free functions are
determined by the requirement that Ψs satisfy the vacuum Teukolsky equation, and the remaining two constitute the
ambiguity in Ψs. (Similarly, because ψs0 is not defined on entire spheres of coordinate radius r, its angular harmonics
do not determine unique angular harmonics of Ψs. The angular integration is again local and again gives two free
functions. The ambiguity in Ψs implies a corresponding ambiguity in the singular parts of the perturbed metric and
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the self-force. It is present because the IRG (or ORG) gauge conditions do not uniquely determine a local metric
perturbation, and Price et al. describe the remaining gauge freedom [46].
We begin with a discussion of the analytic method. We find an explicit expression for ψs0 to subleading order
in the distance to the particle’s trajectory in terms of components of the tetrad vectors along and orthogonal to
the trajectory. We then characterize the powers of L that appear in the power series for aretsα. Finally, we turn
to a description of renormalization by numerical matching. In Sec. IV below, we test the numerical method in a
relatively simple case by comparing analytic and numerical renormalizations of ψ0 for a particle in circular orbit in a
Schwarzschild background.
Note that, in a mode-sum renormalization, the singular parts of the the perturbation in the metric and the self-force
are determined by the large-L behavior of the retarded fields. They are, in particular, independent of the choice of
gauge in which one describes perturbations of mass and angular momentum.
1. Analytic method
The analytic method begins by finding an analytic expression for ψs0 or ψ
s
4. The decomposition of the metric
perturbation hretαβ in a Lorenz gauge,
hret,Lorαβ = h
ren,Lor
αβ + h
s,Lor
αβ , (49)
gives a corresponding gauge-invariant decomposition of the perturbed Weyl scalars. From the expression for the
perturbed Weyl (or Riemann) tensor in terms of the perturbed metric, we have
ψret0 = Oαβ0 hretαβ , ψs0 = Oαβ0 hsαβ , (50a)
ψret4 = Oαβ4 hretαβ , ψs4 = Oαβ4 hsαβ , (50b)
where
Oαβ0 =
1
2
(
mαmβlγlδ + lαlβmγmδ − lαmβmγ lδ −mαlβlγmδ)∇γ∇δ, (51a)
Oαβ4 =
1
2
(
m¯αm¯βnγnδ + nαnβm¯γm¯δ − nαm¯βm¯γnδ − m¯αnβnγm¯δ)∇γ∇δ. (51b)
Although we will not need the Detweiler-Whiting form of the singular field, it is worth noting that using it would
yield a smooth version of ψren0 (or ψ
ren
4 ) that satisfies the sourcefree Teukolsky equation in a neighborhood of the
particle’s trajectory. That is, because hSαβ satisfies the perturbed field equation with the same source as h
ret
αβ , the
corresponding field ψS0 is a local solution to the s = 2 Teukolsky equation with the same source as ψ
ret
0 , implying
that ψret0 − ψS0 satisfies the corresponding homogeneous equation.
Denote by ǫ :=
√
T 2 +X2 + Y 2 + Z2 the distance with respect to the Euclidean metric dT 2 + dX2 + dY 2 + dZ2
of the local inertial coordinates introduced before Eq. (9). We will argue below that the self-force in our modified
radiation gauge, like that in a Lorenz gauge, has dominant singular behavior of order ǫ−2 and can be regularized by
subtracting leading and subleading terms in ǫ. These arise from the leading and subleading terms in ǫ in ψs0. Instead
of directly using Eq. (50a) to compute ψs0, it is easier simply to observe that Oµν0 and hsµν have to subleading order
in ǫ their flat space form. It follows that the value of ψs0 has at subleading order in ǫ its form for a perturbation of
flat space. That is, in terms of T and ρ, ψs0 is the linearized Schwarzschild field of a static particle:
Cs γδαβ = −
4m
ρ3
(
δ
[γ
[αδ
δ]
β] + 3δ
[γ
[α∇β]ρ∇δ]ρ− 3δ
[γ
[α∇β]T ∇δ]T − 6∇[αρ∇β]T ∇[γρ∇δ]T
)
. (52)
From this we obtain
ψs0 = −
6m
ρ3
(
lTmρ − lρmT )2 , (53)
ψs4 = −
6m
ρ3
(
nT m¯ρ − nρm¯T )2 , (54)
where lT := lα∇αT , lρ := lα∇αρ, mT := mα∇αT , mρ := mα∇αρ. One can, of course, also obtain (53) and (54) by
applying the operators Oαβ0 and Oαβ0 of Eqs. (50a) and (50b) to the singular metric (9). Eqs. (53) and (54) are valid
in general Petrov type D spacetimes.
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For each of the quantities ψ0,Ψ, hαβ, and a
α, we will use the subscript ℓ to denote the sum overm of the contributions
from angular harmonics associated with ℓ,m, and we suppress the index ω. The equations that relate ψ0 and Ψ do not
mix spin-weighted spheroidal harmonics, and Ψs is most simply found as a sum of these harmonics. The equations, (32)
and (3), that relate Ψ to hsαβ and h
s
αβ to a
α, however, mix spheroidal harmonics on a Kerr background. The large-L
expansions of their components can be found in terms of spin-weighted spheroidal harmonics, spin-weighted spherical
harmonics, or spherical harmonics. Different choices lead to different definitions of the subleading contributions,
because of the mixing of different values of ℓ in relating, for example, spin-weighted spherical harmonics to spin-
weighted spheroidal harmonics. What matters is only that the same convention is used for the angular harmonics of
the retarded and singular fields.
For a particle in circular orbit in a Schwarzschild background, we obtain a stronger result: We find that the leading,
sub-leading,and sub-sub-leading contributions, AL+B+C/L, to the singular part of aret r are independent of whether
aret r is written as a sum over mixed spin-weighted spherical harmonics or as a sum over ordinary scalar spherical
harmonics. The same applies to the leading and sub-leading contributions (usually presented as B + C/L in literature)
to the singular field of hretab u
aub.
Because ψs0 involves two derivatives of h
s
αβ and can be computed from the Lorenz singular field, its large-L behavior
is greater by two powers of L than the large-L behavior at r = r0 of h
s,Lor
αβ of Eq. (12):
ψs±0ℓ :=
∑
m
ψs±0ℓm(t0) 2Yℓm(θ0, φ0) = Aˆ
±L2 + Bˆ±L+O(L−1). (55)
In Sec. IV and Appendix C, we find the large-L expansion of ψ0 for a particle in circular orbit in a Schwarzschild
background (restricting consideration to the part of ψ0 axisymmetric about the position of the particle).
Because the Hertz potential Ψret involves four integrals of ψ0, its singular part has to subleading order in L the
form
Ψsℓ = A
±
Ψ/L
2 +B±Ψ/L
3. (56)
This behavior also follows from the explicit form (40) of Ψℓmω, together with the fact that, for large ℓ, the spheroidal
eigenvalues λ approach their spherical values, λ/ℓ2 → 1. The leading term in the expansion is then immediate from
the leading term in (55), while subleading terms involve the expansion of λ (found analytically or numerically) in
terms of L.
The metric perturbation involves two derivatives of Ψ, implying that the singular and retarded fields in a radiation
gauge have the same leading power of L as their Lorenz counterparts,
hs,RG±ℓµν = A
±
µν +B
±
µν/L+O(L
−2). (57)
Finally, the self-force f ren,RGα is computed from ∇γhren,RGαβ , using Eq. (3). As in the Lorenz gauge, the additional
derivative gives the behavior
as RGµℓ = A
µ±L+Bµ± +O(L−2). (58)
The renormalized acceleration at the position of the particle is then given by
arenRGµ = lim
ℓmax→∞
ℓmax∑
ℓ=0
(aretRGµℓ − asRGµℓ ). (59)
As noted in the introduction, for a particle in circular orbit in a Schwarzschild background, we find that the large
L expansion of as RGα agrees through O(L0) with
asRGα = −∇α 1
ρ
, (60)
differing only by a constant from its form in a Lorenz gauge. This form of as RGα does not contribute to the self-force,
because Eq. (6) is satisfied – the small-ρ angle average of asRGα vanishes. Thus in this case, we can identify the
singular field with its leading and subleading terms as a power series in L,
as RGµℓ = A
µ±L+Bµ±. (61)
The published version of this paper noted that, “for a CCK radiation gauge, there is as yet no general proof that
as RGα is given by its leading and subleading terms, ” but that “we expect it to hold for a radiation gauge as well
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[as for a Lorenz gauge], with an argument based on the common property that asα can be expressed (for r > r0 or
r < r0) as a power series that begins at O(ǫ
−2) and involves positive powers of the coordinate differences xµ − xµ0
and odd powers of ρ.” As mentioned above, it is now known that, by using the Lorenz regularization parameters for
r > r0 and r < r0, one acquires a renormalized self-force appropriate to the CCK gauge that is smooth for r 6= r0.
One can alternatively use the Lorenz regularization parameters on one side or the other of the r = r0 surface to
acquire a renormalized self-force that gives the correct perturbed equations of motion for the perturbed metric in
a gauge that we now describe. Let hRG,renαβ be a metric obtained from ψ
ren
0 by the CCK reconstruction described
in the paper. The metric hRG,renαβ is defined in a finite neighborhood N of the unperturbed trajectory. Resolve the
gauge ambiguity in a radiation gauge by choosing the singular radiation-gauge field hs,RGαβ that agrees at O(1) with
the Lorenz gauge. One can, in particular, choose hRG,renαβ so that f
RG,ren
α = fα[h
RG,ren] is the self-force obtained from
the retarded field fRG,retα , using the Lorenz-gauge regularization parameters Aα and Bα and taking the limit r → r+0
(or r → r−0 ). Because hRG,renαβ differs from hLor,renαβ by a smooth gauge transformation,
hRG,renαβ = h
Lor,ren
αβ + £ξgαβ,
the singular field of h˜retαβ = h
Lor,ret
αβ + £ξgαβ is the Lorenz-gauge singular field. Because h˜
ret
αβ is smoothly related to
the Lorenz-gauge retarded field, the renormalized radiation-gauge self-force gives the correct perturbed equation of
motion for the gauge choice h˜retαβ .
In the Schwarzschild example below, the coordinate expression for ψs0 to subleading order is a sum of more than 25
terms, and to find its large-L expansion we computed the large-L expansion of each term. Finding the corresponding
large-L expansion for as RGµ involves finding a large-L expansions of all combinations of three derivatives of each of
these terms for each component of asRGµ. Without significant insight, this would mean finding the large-L expansion
of about 300 terms. Given the simple form that asα takes for the Schwarzschild circular-orbit there may be a similar
form in the generic case and a much simpler way to find it. In its absence, the numerical method is much easier to
use.
2. Numerical method
The regularization parameters occurring in Eq. (58) for as RGµℓ are coefficients in the large-L expansion of a
retRGµ
evaluated at r = r±0 . Consequently, once one has found the numerical values of a
retRGµ, it is not in principle necessary
to carry out an additional analytic computation of as RGµℓ . Instead, one can match to the sequence of values a
retRGµ
ℓ
a power series in L of the form
aretµℓ = A
µ±L+Bµ± +
n∑
k=2
Eµk
Lk
, (62)
finding the Eµk that yield a best fit. A numerical check is that subtraction of the order L
−k term reduces the order of
the series by one power of L. And one should check that the reduction of order holds for values of L larger than those
used to obtain the coefficients in the matching. Finally, one checks numerically that f reg,µ converges to a value f ren,µ
as the cutoff ℓmax increases. The disadvantage of the numerical matching method is that, for a given desired accuracy
in arenα, one must compute aretα to higher values of ℓ than is required when one or more regularization parameters
are known analytically.
To identify asαℓ with A
µ±L + Bµ±, one must again show that asα satisfies Eq. (6). This can done if one can find
for each component aµ expressions in terms of ρ and the coordinate differences xµ − xµ0 whose large-L expansion is
Aµ±L+Bµ±, and if this expression satisfies (6). If the limiting angle-average has a finite value, that finite value must
be added back, in accordance with Eq. (4), to find the self-force.
Equivalently, if the first two terms in this L-expansion correspond to the terms of order ǫ−2 and ǫ−1 in the position-
space expansion, so that the terms involving Ek correspond to terms of order ǫ and higher, then these latter terms
sum to zero. We suspect this is the case for a radiation gauge, because the behavior of the singular field as a power
series in L implies behavior in ǫ that is no more singular than in a Lorenz gauge and corresponds for r > r0 and
r < r0 to a power series in ǫ. This is consistent with our numerical construction of the singular part of the self-force
for a particle in circular orbit in Schwarzschild.
With an analytic knowledge of the first term or terms in the expansion, the method is still useful in finding
subsequent terms, and this has been done to speed convergence in the self-force computations involving mode-sum
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renormalization in a Lorenz gauge. In particular, once one knows that asµℓ can be identified with the leading and
subleading terms Aµ±L+Bµ±, the computation of asµℓ is given by
arenµ =
ℓmax∑
ℓ=0
(
aretµℓ −Aµ±L−Bµ± −
n∑
k=2
Eµk
Lk
)
+
n∑
k=2
Eµk
∞∑
ℓ=0
L−k, (63)
with an error of order ℓ
−(n+1)
max .
To justify the numerical method, we present in Sec. IV below a comparison of the analytic and numerical de-
termination of regularization parameters for the axisymmetric part of ψ0 and their contribution to the self-force.
The companion paper presents the full numerical computation of the self-force for a particle in circular orbit in a
Schwarzschild background. Checks of the work include a numerical computation of a quantity hαβu
αuβ that is invari-
ant under helically symmetric gauge transformations and has previously been computed in Lorenz and Regge-Wheeler
gauges.
C. Mass, Spin and Center-of-Mass : The Remaining Metric
The CCK reconstruction of the metric perturbation from ψ0 gives a perturbed metric for which there is no change
in the mass and angular momentum. For a Schwarzschild background, this is immediate from the fact that ψret0
involves only values of ℓ with ℓ ≥ 2, because the construction of the perturbed metric preserves the value of ℓ. For a
Kerr background, both ψret0 and Ψ
ret are a sum of spheroidal harmonics with spin-weight 2, and their expression (47)
in terms of spin-weighted spherical harmonics involves only harmonics with ℓ ≥ 2. A mass perturbation requires an
ℓ = 0 part of the asymptotic perturbed metric at O(r−1). The operator in Eq. (32) mixes different values of ℓ, but it
differs from its Schwarzschild form by terms smaller by O(r−1) than its leading terms. That is, both ψret0 and Ψ
ret
are O(r−5), the spherically symmetric part of the operator (32) is O(r4), and terms that mix different values of ℓ are
O(r3), implying hret,RGαβ has no ℓ = 0 part at O(r
−1).
A perturbation of angular momentum requires an ℓ = 1 contribution at O(r−2) in h13. To see that it also vanishes,
we show that the correction in a Kerr background to the Schwarzschild expression for hret13 is asymptotically O(r
−3).
The operator that relates hret
13
to Ψ in Eq. (32) is (δ¯−3α+ β¯+5π+ τ¯)(∆+µ−4γ)+(∆+5µ− µ¯−3γ− γ¯)(δ¯−4α+π).
Now D is a derivative along an outgoing null ray. In the Kerr coordinates of Eq. (41), Df(u, r, θ, φ˜) = ∂rf(u, r, θ, φ˜).
Because each time harmonic of Φ has the form Φ = S(θ, φ˜)e−iωur−5[1+O(r−1)], DΦ = S(θ, φ˜)e−iωuO(r−6); because
the spin coefficients are O(r−1) or smaller, hret
13
falls off like r−2, and the correction to its Schwarzschild behavior is
at O(r−3).
To complete the metric reconstruction one needs to add the contributions from a change in the mass and angular
momentum of the spacetime outside r = r0. Satisfying the perturbed field equation also requires a contribution h
cm
αβ to
the perturbed metric that has for r 6= r0 the form of a gauge transformation associated with a change in the system’s
center of mass:
hcmαβ = Θ(r0 − r)£ξ<gαβ +Θ(r − r0)£ξ>gαβ.
When the values or gradients of ξα< and ξ
α
> do not coincide at r = r0, the corresponding perturbed stress tensor is a
distribution with support on the r = r0 sphere. Note that h
cm
αβ is not the metric perturbation associated with a gauge
transformation Θ(r0 − r)ξ< +Θ(r − r0)ξ>: A metric perturbation that is pure gauge everywhere is sourcefree.
That nothing further is needed follows from an minor extension of a theorem by Wald that implies that a perturbed
vacuum metric is determined up to gauge transformations and the addition of a Petrov type D perturbation of the
black-hole geometry [47]. There are four kinds: (i) an infinitesimal change in the black hole’s mass and (ii) in its spin;
(iii) the perturbative version of the C-metric and (iv) the perturbative version of the Kerr-NUT solution. The type
D perturbations are all stationary and axisymmetric, and only the mass and angular momentum perturbations are
smooth in the region exterior to the black hole: The C and Kerr-NUT perturbations are each singular on their axis
of symmetry, coinciding for a Kerr background, with the axis of symmetry of the Kerr geometry. If we were dealing
with a source-free perturbation, regularity at the horizon and at infinity would rule out the addition of Kerr-NUT and
C-metric perturbations, and, after a choice of gauge, we would be left with changes in mass and angular momentum
(and gauge transformations). To extend the argument to hretαβ in our case, we note that smoothness of each time-
harmonic of ψret0 for r 6= r0, together with the explicit form (40), implies that Ψret is smooth for r 6= r0. That is,
smoothness of ψret0 implies that the coefficients of each angular harmonic in its decomposition fall off faster than any
power of L. Eq. (40) implies that the coefficients of the angular harmonics of Ψ fall off still faster in L. Thus each
time harmonic of Ψ is smooth and has no contribution from a C or Kerr-NUT perturbation.
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The contributions to the retarded field of mass and spin were examined by Detweiler and Poisson [48] and by
Price [49]. With the Hertz potential restricted to ℓ ≥ 2 (for a Schwarzschild or Kerr background), there is no local
contribution to mass and angular momentum. For r < r0, this is the appropriate solution for the retarded field.
For r > r0, one has to determine in any gauge four parameters corresponding to changes in mass and spin (two
correspond to a change in the spin direction and are gauge transformations); and three parameters associated with
gauge transformations for r > r0 that eliminate an asymptotic dipole. The change in mass and in the magnitude of
angular momentum along its direction in the background Kerr spacetime can be found from the integrals
δM =
∫
S
(2Tαβ − δαβT )tβdSα, (64a)
δJ = −
∫
S
Tαβφ
βdSα (64b)
over any hypersurface intersecting the trajectory. (For a Schwarzschild background, all components of δJ are de-
termined in this way.) The remaining parameters are determined by jump conditions in the field equations across
r = r0.
Although the metric perturbations corresponding to changes in mass and spin can be written in a radiation gauge,
we do not see a good reason to do so. In particular, the radiation gauge form of a mass perturbation that arises from
a Hertz potential has a singularity on the radial ray through the particle. (There is an alternative radiation-gauge
form of a mass perturbation that is nonsingular on the axis of symmetry [42], but it has no obvious advantage over a
mass perturbation in another gauge.) Instead we use for hretαβ a radiation gauge for ℓ ≥ 2, together with an arbitrary
convenient gauge for ℓ < 2.
D. Leading order parity of ψ0, Ψ and hαβ
We now consider the parity of the perturbed metric in a radiation gauge. Gralla’s criterion is that the projection
of the perturbed metric to a surface orthogonal to the particle’s 4-velocity is even under parity to leading order
in ρ. Parity here means the locally defined diffeo that exchanges points at the same geodesic distance on opposite
sides of each geodesic orthogonal to the particle trajectory; and the associated hypersurface spanned by geodesics
orthogonal to a point P of the trajectory is the surface onto which hαβ is projected. Because the invariance under
parity is only to leading order, we can define parity in terms of local inertial coordinates T,X, Y, Z as the diffeo
P : (T,X, Y, Z) 7→ (T,−X,−Y,−Z). The Weyl tensor has to leading order in ρ its flat-space form, implying that it
is even (invariant) under both parity and time-reversal, where time reversal, T , exchanges points with coordinates
±T,X, Y, Z. (Its behavior under both parity and time-reversal will be needed in the argument below.)
We first show that these symmetries are retained by the singular form of ψ0, given by Eq. (53). Because the tetrad
vector fields lα and mα (and nα) are smooth, they are constant near a point P on the trajectory to leading order in
ρ (as long as the particle is not on the θ = 0, π axis, where mα is not defined). The corresponding scalars lα∇αT
and mα∇αT are then even to leading order under parity. Because the Cartesian components of ∇αρ have opposite
signs at diametrically opposite points (T,X, Y, Z) and (T,−X,−Y,−Z), the scalars lα∇αρ and mα∇αρ are odd under
parity. Then (lTmρ − lρmT )2 is even and hence ψ0 is even under P to leading order in ρ.
Similarly, the scalars lα∇αT and mα∇αT are odd to leading order under time-reversal; and lα∇αρ and mα∇αρ are
even, implying that (lTmρ − lρmT )2 and ψ0 are even to leading order under time reversal.
To show that Ψ is even under parity to leading order in ρ requires additional steps. First, because Ψ is obtained
from ψ0 as a sum of angular harmonics, we use the fact that the leading order parts of ψ0 and Ψ in ρ for small
ρ are associated by the transform to angular harmonics with the leading order in L part of its angular harmonics,
for large L, as described in Appendix B. In particular the leading terms in ρ of ψ0 and Ψ are, respectively, O(ρ
−3)
and O(ρ), and they correspond to the large-L terms of order O(L2) and O(L−2) in the angular harmonics. Second,
Eq. (40), expressing Ψ in terms of ψ0, involves angular harmonics of ψ0 on a surface of constant t, a surface that is
not perpendicular to the particle trajectory; because of this, the plane tangent to the surface is not invariant under
parity. It is, however, invariant under PT , implying that the restriction of ψ0 to a constant t surface is invariant to
leading order under PT (Restricted to the constant t surface, PT is a parity transformation about P .) It follows that
Ψs and hsαβ are also invariant to leading order under PT . We give the argument in terms of the the angular equation
(33) for Ψ. The right side of this equation is dominated for large L by its first term, having to leading order the form
ψ0 =
1
8
L4Ψ¯; (65)
that is, because L4 is, for large L, quartic in λ and ω, it dominates the second term. (One cannot look at the large L
limit with ω fixed, because ω is not independent of L: For a circular orbit, for example, ω = mΩ.) For the particle
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at θ0 6= 0, π, L has to leading order in ρ the form L = ∂θ + i csc θ0 ∂φ − ia sin θ0 ∂t. In Boyer-Lindquist coordinates,
PT is given to leading order in ρ by (t, r, θ, φ) → (2t0 − t, 2r0 − r, 2θ0 − θ, 2φ0 − φ), implying that each term in this
leading form of L is odd under PT . Then L4 is even to leading order:
L4PT = PT L4. (66)
The parts of Ψ that are even and odd under PT then have sources that differ by one order in L:
1
2
(1 + PT )[L4(Ψ¯odd + Ψ¯even) + 12M∂tΨ] = L4Ψ¯even[1 +O(L−1)] = 8ψeven0 , (67a)
1
2
(1− PT )[L4(Ψ¯odd + Ψ¯even) + 12M∂tΨ] = L4Ψ¯odd +O(Ψ¯even × L3) = 8ψodd0 . (67b)
With a source smaller by one order in L, the algebraic inversion (40) then gives Ψodd smaller than Ψeven by one power
of L.
Next note that, because ρ is independent of T and the tetrad vectors are smooth (and hence constant to lowest
order in ρ), ψ0 is independent of T to lowest order in ρ. That is, translating ψ0 by ∆T changes it only by a term of
order ψ0∆T , from the O(∆T ) change in the tetrad vectors. Now time-translating Ψ from a point on the t = 0 surface
to a point on the relatively boosted T = 0 surface through the same point P of the trajectory involves a translation
by a time ∆T proportional to ρ and hence changes Ψ only to subleading order in ρ. Thus Ψ is invariant under P to
leading order in ρ.
Finally, a tensor Tαβ is invariant under P if Tαβ = P∗Tαβ , where the pullback P∗Tαβ has components in coordi-
nates {xµ} given by (P∗T )µν(Q) := ∂µPσ∂νPτTστ [P(Q)]. (We have used P−1 = P .) In terms of the coordinates
(T,X, Y, Z), the requirement that the spatial projection of hαβ is invariant under parity is equivalent to the condition
that each spatial component hij is even under parity
hij(T,X, Y, Z) = (Ph)ij(T,X, Y, Z) = hij(T,−X,−Y,−Z). (68)
That this condition is satisfied follows from Eq. (32) for hαβ in terms of Ψ and the fact that the leading, O(ρ
−1), part
of hαβ comes entirely from terms quadratic in the derivative operators, in ∆, δ and δ¯. Because Ψ is independent of
T to leading order in ρ, each derivative operator along a tetrad vector involves only the spatial (X i) components of
the vector, implying that the quadratic derivatives ∆2Ψ, . . . , δ¯2Ψ all have even parity to leading order. Finally, the
lowest-order constancy of the tetrad vectors implies that the products of their components ninj , . . . , m¯(im¯j) in local
inertial coordinates are even to leading order in ρ under parity. We conclude that the projection of hret,RGij orthogonal
to the 4-velocity is even under parity at leading order in ρ: to O(ρ−1).3
IV. PARTICLE IN CIRCULAR ORBIT IN A SCHWARZSCHILD GEOMETRY
As a simplest explicit example of the method, we consider a particle of mass m in circular orbit at radial coordinate
r0 about a Schwarzschild black hole of massM . In this section we compare the numerical and analytic renormalization
methods by looking at the mode-sum renormalization of the axisymmetric part of ψ0. We first compute the retarded
field; we then find an analytic expression for the singular field to subleading order; finally, we obtain the regularization
parameters of the singular field numerically, finding agreement to high accuracy with their analytic values. The
numerical computation of the self-force is described in the companion paper.
We work in Schwarzschild coordinates and adopt the notation
ds2 = fdt2 − f−1dr2 − r2(dθ2 + sin2 θdφ2), (69)
where
f(r) := 1− 2M
r
. (70)
The Kinnersley tetrad vectors have components
(lµ) = (1/f(r), 1, 0, 0), (nµ) =
1
2
(1,−f(r), 0, 0), (mµ) = 1√
2r
(0, 0, 1, i/ sinθ). (71)
3 In fact, the argument shows that each component hµν , regarded as a scalar, has even parity at leading order in ρ.
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With this choice of tetrad the nonzero spin coefficients are
̺ = −1
r
, β = −α = cot θ
2
√
2r
, γ =
M
2r2
, µ = − 1
2r
(
1− 2M
r
)
, (72)
with corresponding Christoffel symbols
Γ1
12
= −Γ2
22
= 2γ (73a)
Γ143 = Γ
1
34 = Γ
4
24 = Γ
3
23 = µ (73b)
Γ3
13
= Γ2
43
= Γ2
34
= Γ4
14
= −̺ (73c)
Γ333 = Γ
4
44 = −Γ443 = −Γ334 = 2β. (73d)
The only nonzero component of the background Weyl tensor is
Ψ2 = −M
r3
. (74)
The particle’s 4-velocity is
uα = ut(tα +Ωφα), (75)
with tα and φα timelike and rotational Killing vectors and with ut =
√
1− 3M/r0. Its energy and angular momentum
per unit mass, E := −uαtα and J := uαφα, are given by
E =
r0 − 2M√
r20 − 3Mr0
, J2 =
r20M
r0 − 3M . (76)
From Eq. (32), the nonzero components of the metric perturbation are
h11 = −r
2
2
(ð¯2Ψ+ ð2Ψ¯), (77)
h33 = −r4
[
1
4
(
∂2t − 2f∂t∂r + f2∂2r
)− 3(r −M)
2r2
∂t + f
3r − 2M
2r2
∂r +
r2 − 2M2
r4
]
Ψ, (78)
h13 =
r3
2
√
2
(
∂t − f∂r − 2
r
)
ð¯Ψ. (79)
To compute the self-acceleration (3) in terms of these tetrad components, we use the relations
tα =
1
2
flα + nα, φα =
−ir√
2
(mα − m¯α), ∇αr = −1
2
flα + nα, (80)
to write
ar = (ut)2
(
1
2
f0l
α − nα
)(
1
2
f0l
β + nβ − iΩr0√
2
(mβ − m¯β)
)(
1
2
f0l
γ + nγ − iΩr0√
2
(mγ − m¯γ)
)
(∇βhαβ−1
2
∇αhβγ).
(81)
Then, expanding the covariant derivatives and using Eqs. (72) and (73), we find
ar = (ut)2
{
f20
[
1
16
f0D +
3
8
∆+
i
8
Ω(ð− ð¯)− 1
2
M
r20
]
h11
f0
[(
1
8
M
r0
D − 1
4
M
r0f0
∆+
1
2
M
r20
)
h33 +
(
− i√
2
Ωr0∆− 1
4
√
2
M
r20
(ð− ð¯) + i
2
√
2
Ω
)
h13 + c.c.
]}
.(82)
A. The retarded field
The retarded fields ψret4 and ψ
ret
0 are simplest to compute in coordinates for which the unperturbed orbit lies in the
θ = π/2 plane. The particle’s trajectory is then given by φ = Ωt, where Ω =
√
M/r30 . From Eq. (1), its stress-energy
tensor is
Tαβ =
m
utr20
uαuβδ(r − r0)δ(cos(θ))δ(φ − Ωt)
=
∑
ℓ,m
m
utr20
uαuβδ(r − r0)sYℓm(θ, φ)sY¯ℓm
(π
2
,Ωt
)
. (83)
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Because the source and the background metric are both helically symmetric, Lie derived by tα + Ωφα, the retarded
fields – metric and Weyl tensor – will also be helically symmetric. Because the tetrad vectors (71) are also helically
symmetric, the symmetry is shared by the scalars ψret0 and ψ
ret
4 , which therefore only involve φ and t in the combination
φ − Ωt. In the harmonic decomposition, φ and t then occur only in the combination eim(φ−Ωt), and the frequency
associated with each value of m is ω = mΩ.
The scalars ψret4 and ψ
ret
0 satisfy the Bardeen-Press equation [50], the a = 0 form of the Teukolsky equation, namely
Tsψ :=
[
r4
∆
∂2t − 2s
(
Mr2
∆
− r
)
∂t −∆−s ∂
∂r
(
∆s+1
∂
∂r
)
− ð¯ð
]
ψ = 4πr2Ts. (84)
We will work with ψret0 , whose source, from Eq. (24a), has the form
Ts=2 = −2(δ − 2β)δT11 + 4(D − 4̺)(δ − 2β)T13 − 2(D − 5̺)(D − ̺)T33
=: T (0) + T (1) + T (2), (85)
where the superscripts indicate the maximum number of radial derivatives in each term. From Eq. (83), these terms
have the explicit forms
T (0) = −
∑
ℓ,m
mut
r40
δ(r − r0)[(ℓ − 1)ℓ(ℓ+ 1)(ℓ+ 2)]1/22Yℓm(θ, φ)Y¯ℓm
(π
2
,Ωt
)
, (86)
T (1) = 2
∑
ℓ,m
mΩut
r20
[
iδ′(r − r0) +
(
mΩ
f0
+
4i
r0
)
δ(r − r0)
]
[(ℓ− 1)(ℓ+ 2)]1/22Yℓm(θ, φ)1Y¯ℓm
(π
2
,Ωt
)
, (87)
T (2) =
∑
ℓ,m
mΩ2ut
[
δ′′(r − r0) +
(
6
r
− 2imΩ
f
)
δ′(r − r0)
−
(
m2Ω2
f20
+
6imΩ
r0f0
− 2imMΩ
r20f
2
0
− 4
r20
)
δ(r − r0)
]
2Yℓm(θ, φ)2Y¯ℓm
(π
2
,Ωt
)
. (88)
Each mode of ψ0 or ψ4,
ψ = e−iωtR(r) sYℓm(θ, φ), (89)
has radial eigenfunction R0 or R4 satisfying the radial equation corresponding to its spin-weight:
∆R′′0 + 6(r −M)R′0 +
[
ω2r4
∆
+
4iωr2(r − 3M)
∆
− (ℓ − 2)(ℓ+ 3)
]
R0 = 0, (90)
∆R′′4 − 2(r −M)R′4 +
[
ω2r4
∆
− 4iωr
2(r − 3M)
∆
− (ℓ − 1)(ℓ+ 2)
]
R4 = 0, (91)
where the prime denotes a derivative with respect to the radial coordinate r. Solutions to these equations are related
by
R0 =
R¯4
r4f2
. (92)
To compute ψret0 , it is helpful to define a Green’s function Gˆ(r, r
′) as the solution to
∆Gˆ′′ + 6(r −M)Gˆ′ +
(
ω2r4
∆
+
4iωr2(r − 3M)
∆
− (ℓ− 2)(ℓ + 3)
)
Gˆ =
δ(r − r′)∆1/2
r3
. (93)
namely
Gˆ(r, r′) = −
∑
ℓ,m
Aℓm
[∆(r′)]5/2
r′3
RH(r<)R∞(r>), (94)
where RH and R∞ are solutions to the radial equation for ψ0 that are regular at the horizon and at infinity, respectively,
and the quantity
Aℓm :=
1
∆3(RHR′∞ −R∞R′H)
(95)
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is a constant, independent of r. The full spatial Green’s function G(x, x′) ≡ G(r, θ, φ; r′, θ′, φ′) is then given by
G(x, x′) = −
∑
ℓ,m
Aℓm
[∆(r′)]5/2
r′3
RH(r<)R∞(r>) 2Yℓm(θ, φ) 2Y¯ℓm(θ
′, φ′). (96)
The Weyl scalar ψ0 is defined and smooth everywhere except on the trajectory of the particle. It is given in terms
of the source and the Green’s function G(x, x′) by
ψ0 = 4π
∫
T (t, x′)G(x, x′)r′2dV ′
= 4π
∫ (
T
(0)
0 + T
(1)
0 + T
(2)
0
)
G(x, x′)r′2dV ′
=: ψ
(0)
0 + ψ
(1)
0 + ψ
(2)
0 , (97)
where the superscripts on ψ0 correspond to the three terms in Teukolsky source function defined in Eq. (85). The
three terms in Eq. (97) have outside the particle trajectory4 the form
ψ
(0)
0 = 4πmu
t∆
2
0
r20
∑
ℓm
Aℓm[(ℓ − 1)l(ℓ+ 1)(ℓ+ 2)]1/2RH(r<)R∞(r>)2Yℓm(θ, φ)Y¯ℓm
(π
2
,Ωt
)
, (98)
ψ
(1)
0 = 8πimΩu
t∆0
∑
ℓm
Aℓm[(ℓ− 1)(ℓ+ 2)]1/22Yℓm(θ, φ)1Y¯ℓm
(π
2
,Ωt
)
× (99){
[imΩr20 + 2r0]RH(r<)R∞(r>) + ∆0[R
′
H(r0)R∞(r)θ(r − r0)
+RH(r)R
′
∞(r0)θ(r0 − r)]
}
,
ψ
(2)
0 = −4πmΩ2ut
∑
ℓm
Aℓm2Yℓm(θ, φ)2Y¯ℓm
(π
2
,Ωt
)
× (100){
[30r40 − 80Mr30 + 48M2r20 −m2Ω2r60 − 2∆20 − 24∆0r0(r0 −M) + 6imΩr40(r0 −M)]RH(r<)R∞(r>)
+2(6r50 − 20Mr40 + 16M2r30 − 3r0∆20 + imΩ∆0r40)[R′H(r0)R∞(r)θ(r − r0) +R′∞(r0)RH(r)θ(r0 − r)]
+r20∆
2
0[R
′′
H(r0)R∞(r)θ(r − r0) +R′′∞(r0)RH(r)θ(r0 − r)]
}
.
B. The singular field
Because the conservative part of the self-force is radial, it is axisymmetric about a radial ray through the particle.
We will compare the analytic to the numerical determination of the singular part of a Weyl scalar by looking at the
axisymmetric part of ψ0 and (in Appendix D) its contribution to the self-force. We outline the calculation of the
leading and subleading terms in the axisymmetric part of the singular field ψs0 as a sum of angular harmonics 2Yℓ0(Θ)
whose coefficients are polynomials in ℓ, with angular coordinates Θ and Φ chosen so that the Θ = 0 line (at fixed t) is
the radial line through the particle. Details of the conversion from a small distance expansion to a large L expansion
are left to Appendix C.
The analytic expression for the resulting regularization parameters is then compared to a numerical determination
by matching the retarded field to a power series in L. Remarkably, although the subleading part of ψs0 is a lengthy
expression – Eq. (C1), we will see that its axisymmetric part, written as a sum over angular harmonics, vanishes.
Because the angular harmonics 2Yℓm are complete in L2(S
2), this means that, as a distribution, ψs0 has support at
Θ = 0, where 2Yℓ0(Θ) = 0.
The expression for the retarded field is simplest for coordinates in which the orbit is in the θ = π/2 plane. Expressing
the singular field ψs0 of Eq. (53) as a sum of angular harmonics is simplest if angular coordinates Θ and Φ are chosen
4 Note that the formal integral of the Green’s function also gives a δ-function contribution with support on the trajectory, namely
−4πmΩ2utf−10 δ(r − r0)δ(cos θ)δ(φ − Ωt).
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with the particle at Θ = 0, as we have just described. To compute the difference ψren0 = ψ
ret
0 − ψs0, one must rotate
ψret0 to the coordinate position of or ψ
s
0 or vice-versa. Following the conventions of Detweiler et al. [51] (henceforth
DMW), Θ and Φ are related to θ and φ by a rotation of the form
sin θ cosφ = cosΘ,
sin θ sinφ = sinΘ cosΦ,
cos θ = sinΘ sinΦ. (101)
With the usual association of Cartesian coordinates x, y, z to r, θ, φ and of xˆ, yˆ, zˆ to r,Θ,Φ, the map is x = zˆ, y =
xˆ, z = yˆ.
Eq. (53) for ψs0 involves the components l
T = lα∇αT and lρ = lα∇αρ. We obtain these to subleading order in
terms of Schwarzschild coordinates: That is, with ǫ the distance from the particle’s position P with respect to the
positive-definite metric gαβ + 2uαuβ, the leading and subleading terms in T and ρ are O(ǫ) and O(ǫ
2), respectively.
The corresponding leading and subleading terms of lT and lρ are then O(1) and O(ǫ).
Expansions of ρ and of the local inertial coordinates T,X, Y, Z about a point P in terms of Schwarzschild coordinates
are given, for example, in Ref. [51]. To subleading order, T has the form
T = (E(t− t0)− J sinΘ cosΦ) +
(
EM
r20f0
(t− t0)(r − r0)− J
r0
(r − r0) sinΘ cosΦ
)
. (102)
It is convenient to work with ρ2 instead of ρ; to subleading order, we have ρ2 = ρ(2) + ρ(3), where the order ǫ2 and ǫ3
contributions are, respectively,
ρ(2) =
(r − r0)2
f0
+ (r20 + J
2 cos2 Φ) sin2Θ− 2EJ sinΘ cosΦ(t− t0) + J
2f0
r20
(t− t0)2, (103)
ρ(3) =
M
r20
(
1 +
2J2
r20
)
(t− t0)2(r − r0) + 2JE(M − r0)
f0r20
(t− t0)(r − r0) sinΘ cosΦ− M
r20f
2
0
(r − r0)3
+r0 sin
2Θ(r − r0) + 2r0 sin2Θsin2Φ(r − r0) + 2E
2r0
f0
sin2Θcos2Φ(r − r0). (104)
We use Eq. (53). This expression omits δ-functions with support at the position of the particle. These do not
contribute to the renormalization of the retarded field if the renormalization is done by subtracting the singular
field from the retarded field in a neighborhood of the particle, averaging over a sphere surrounding the particle, and
then taking the limit as the radius of the sphere shrinks to zero (the Quinn-Wald prescription [20]). In a mode-sum
regularization, we discard δ-functions with support at the particle in both the singular and the retarded field.
The background Kinnersley tetrad written in terms of Θ and Φ is
lα =
(
1
f
, 1, 0, 0
)
, mα =
1√
2r
(
0, 0, 1,
i
sinΘ
)
, where again f =
(
1− 2M
r
)
(105)
We now expand the needed tetrad components to subleading (quadratic) order in Schwarzschild coordinates, about
their values at P , using superscripts (0) and (1) as above to denote orders in ǫ and writing lα = l(0)α + l(1)α,
21
mα = m(0)α +m(1)α. Using Eqs. (102), (103), (104), and (105), we have
l(0)T =
E
f0
, (106)
l(1)T = −EM
r20f
2
0
(r − r0) + EM
r20f0
(t− t0)− J
r0
sinΘ cosΦ,
m(0)T = − J√
2r0
e−iΦ,
m(1)T = 0,
l(1)ρ =
J2
r20ρ
(t− t0)− JE
f0ρ
sinΘ cosΦ +
1
f0ρ
(r − r0),
l(2)ρ =
M
r20f0ρ
(
1 +
2J2
r20
)
(t− t0)(r − r0) + JE(M − r0)
f20 r
2
0ρ
(r − r0) sinΘ cosΦ + M(r
2
0 + 2J
2)
2r40ρ
(t− t0)2
+
JE(M − r0)
f0r20ρ
(t− t0) sinΘ cosΦ− 3M
2r20f
2
0 ρ
(r − r0)2 − r0
2ρ
sin2Θ+
r0
ρ
sin2Θsin2Φ
+
E2r0
f0ρ
sin2Θcos2Φ− 2MJ
2
r40f0ρ
(r − r0)(t− t0)− MJE
f20 r
2
0ρ
(r − r0) sinΘ cosΦ,
m(1)ρ =
√
2
2r0ρ
(
r20 + J
2 cosΦe−iΦ
)
sinΘ−
√
2JE
2r0ρ
(t− t0)e−iΦ,
m(2)ρ =
√
2J2e−iΦ cosΦ
2r20ρ
(r − r0) sinΘ−
√
2JEMe−iΦ
2r30f0ρ
(t− t0)(r − r0).
The terms in parentheses in Eq. (53) are then given to subleading order by
(
lTmρ −mT lρ)2 = (l(0)Tm(1)ρ −m(0)T l(1)ρ)2
+2
(
l(0)Tm(1)ρ −m(0)T l(1)ρ
)(
l(0)Tm(2)ρ −m(0)T l(2)ρ + l(1)Tm(1)ρ −m(1)T l(1)ρ
)
; (107)
and ρ−5 is given by
1
ρ5
=
1
ρ(2)
5
2
− 5
2
ρ(3)
ρ(2)
7
2
, (108)
implying
ψs0 = −
3
2
m
ρ(2)
3
2
(
l(0)Tm(1)ρ −m(0)T l(1)ρ
)2
+
15
4
m
ρ(2)
5
2
ρ(3)
(
l(0)Tm(1)ρ −mT (0)T l(1)ρ
)2
−3 m
ρ(2)
3
2
(
l(0)Tm(1)ρ −m(0)T l(1)ρ
)(
l(0)Tm(2)ρ −m(0)T l(2)ρ + l(1)Tm(1)ρ −m(1)T l(1)ρ
)
+O(ǫ−1). (109)
The expression for ψs0 as a mode sum is obtained from the value of this expression at t = t0. The full expression,
including terms involving t− t0 is given in Appendix (C). We denote by ψs−L0 and ψs−SL0 the leading and subleading
parts of the singular field, respectively. Using Eqs. (103), (104) and (106), we obtain for ψs0 to subleading order the
22
explicit form
ψs-L0 = −
3mE2r20
f20
sin2Θ
ρ˜5
+−3mJ
2e−2iΦ
f20 r
2
0
(r − r0)2
ρ˜5
− 3mEJe
−iΦ
f20
(r − r0) sinΘ
ρ˜5
, (110)
ψs-SL0 = −
15mJ2Me−2iΦ
2f40 r
4
0
(r − r0)5
ρ˜7
− 15mJMEe
−iΦ
f40 r
2
0
sinΘ(r − r0)4
ρ˜7
+
15me−2iΦJ2
(
(−i sinΦeiΦ) + J2
r2
0
cos2Φ
)
r0f20
(r − r0)3 sin2Θ
ρ˜7
+
15mJEe−iΦ(r20 + 2J
2 cos2Φ)
f20 r0
(r − r0)2 sin3Θ
ρ˜7
+
15mr0E
2
(
J2 + r20 + J
2 cos 2Φ
)
2f20
(r − r0) sin4Θ
ρ˜7
+
9m
(
e−2iΦJ2M
)
f30 r
4
0
(r − r0)3
ρ˜5
+
3meiΦJr0E
f0
sin3Θ
ρ˜5
+
15me−iΦMJE
r30f
3
0
(r − r0)2 sinΘ
ρ˜5
+
9mJ2
r0f0
(r − r0) sin2Θ
ρ˜5
(111)
The axisymmetric part of each of these terms is proportional to an expression of the form
δk1 sink2 Θ
δ2 + 1− cosΘ)k+1/2 , (112)
where k1, k2 and k are positive integers, and δ, given by Eq. (C6), is proportional to r− r0. In Appendix C, following
DMW, we use the generating function for Legendre polynomials,
1
(eT + e−T − 2u)1/2 =
∑
ℓ
e−(ℓ+1/2)|T |Pℓ(u), T 6= 0, (113)
and its derivatives to express each term as a sum of Legendre polynomials and their derivatives. We then use a relation
between the spin-weighted harmonics sYℓm and Legendre polynomials to write the series in terms of the harmonics
2Yℓ0. The leading order part of ψ
s
0 then has the form
〈ψs0〉r0(Θ) =
−m(r0 − 3M)3/2
r20(r0 − 2M)5/2
〈
1
χ5/2
〉 ∞∑
ℓ=2
√
4π(ℓ + 2)!
(ℓ− 2)!(2ℓ+ 1) 2Yℓ0(Θ, 0), (114)
where 〈ψs0〉 is the axisymmetric part of ψs0.
Finally, each subleading term is proportional as a distribution to the sum
∞∑
l=0
(l + 1/2)Pl(cos θ). That sum is a
δ-function with support at Θ = 0 [52], and its projection along 2Yℓ0 therefore vanishes for all ℓ. Eq. (114) thus gives
〈ψs0〉 to subleading order in L.
C. Comparison with numerical determination of ψs0
We complete this section with a comparison of the analytic form of 〈ψs0〉 with its numerical value obtained by
matching ψret0 to a power series in L. A comparison of the numerically and analytically determined contributions to
the self-force from the axisymmetric part of ψ0 is given in Appendix D.
The retarded Weyl scalar ψret0,l is computed by integrating the radial Teukolsky equation for each value of ℓ. The
coefficients of 2Yℓ0 are matched to a power-series in L of the form
ψret0,l =
√
4π(ℓ+ 2)!
(2ℓ+ 1)(ℓ− 2)!
(
A+
B
L
+
C
L2
+ · · ·
)
. (115)
Shown below is a table of the fractional error in A and B when found numerically and compared to the analytic form
given by Eq. (114). Details of the numerical methods and checks of numerical accuracy are given in the companion
paper.
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r0/M Aanalytic Anumerical |∆A/A| |∆B|
8 -0.002507548110466834 -0.002507548108782573 6.717 × 10−10 8.496 × 10−10
10 -0.001214016915072354 -0.001214016915092580 1.666 × 10−11 1.245 × 10−11
15 -0.0003356104323965837 -0.0003356104323973954 2.419 × 10−12 6.003 × 10−13
20 -0.0001370231924969076 -0.0001370231924969057 1.365 × 10−14 3.853 × 10−14
25 -0.00006882828667366571 -0.00006882828667362643 5.706 × 10−13 7.462 × 10−15
30 -0.00003933557520091981 -0.00003933557520088896 7.843 × 10−13 1.067 × 10−14
35 -0.00002455304484596332 -0.00002455304484594233 8.549 × 10−13 8.341 × 10−15
40 -0.00001634080095822354 -0.00001634080095821053 7.960 × 10−13 5.325 × 10−15
45 -0.00001141847437793787 -0.00001141847437792919 7.605 × 10−13 3.673 × 10−15
50 -0.000008290448479296679 -0.000008290448479290278 7.722 × 10−13 2.807 × 10−15
55 -0.000006208226467936966 -0.000006208226467932644 6.961 × 10−13 1.912 × 10−15
60 -0.000004768831841073202 -0.000004768831841069988 6.739 × 10−13 1.433 × 10−15
70 -0.000002990259098529844 -0.000002990259098527988 6.209 × 10−13 8.488 × 10−16
80 -0.000001996831417921701 -0.000001996831417920439 6.316 × 10−13 5.893 × 10−16
TABLE II: The fractional error in the renormalization coefficient A and the error in B for 〈ψ0〉 is given here for a particle in
circular orbit in a Schwarzschild background at radius r0. ∆A and ∆B are the differences between the coefficients obtained
numerically and by using the analytic expression (C37). The analytic value of B is zero.
V. BRIEF DISCUSSION
The methods discussed in this paper for finding the self-force in a radiation gauge have been used to find the self-force
on a particle in circular orbit in a Schwarzschild spacetime, and work on orbits in a Kerr background is now underway.
The advantage of a radiation gauge is the ease with which the retarded field can be computed. A disadvantage is
the difficulty in analytically computing the singular field hsαβ from ψ
s
0. We have avoided this difficulty by using a
numerical matching procedure to find the singular field, and the companion paper shows that the numerical matching
reproduces the regularization parameters for gauge-invariant quantities to machine accuracy, for the Schwarzschild
example.
As described in Sect. III, defining a radiation gauge singular field by using using either a gauge transformation from
the Lorenz gauge or using the CCK procedure to construct a singular metric from ψs0 entails an ambiguity associated
with a lack of uniqueness in choosing local radiation gauge. Using an angle average to define a renormalized field is
equivalent to setting the self-force equal to the average of the renormalized self-force computed for r > r0 and for
r < r0 using the Lorenz-gauge regularization parameters, and Pound et al.[3] provide a justification for using this
average to find the trajectory in the gauge for the retarded field we have adopted here – constructed using the CCK
procedure to produce a smooth retarded metric perturbation for r > r0 and for r < r0. This average value has now
been computed by Merlin and Shah [53].
We have shown that the perturbed metric in a radiation gauge generically has even parity to leading order in
geodesic distance ρ to the particle trajectory. Using the renormalized field to compute the perturbed geodesic then
relies on showing that the singular field gives no contribution to the self-force. The companion paper checks this for a
particle in circular orbit in a Schwarzschild spacetime, in which the self-force is symmetric about a radial line through
the particle. We numerically compute the axisymmetric part of the singular field and find that to subleading order it
coincides with the axisymmetric part of −m∇ρ−1.
This regular behavior of the singular part of the self force may seem remarkable, given the line singularity in a
radiation gauge that arises when one includes the perturbed mass in a radiation-gauge metric obtained from a Hertz
potential. It is less surprising, however, if one considers a particle at rest in flat space. When principal null directions
are chosen to have an origin not on the particle trajectory, ψ0 is nonzero, and the ℓ ≥ 2 part of the metric can be
reconstructed in closed form in a radiation gauge using the CCK procedure. The self-force of course vanishes, with
the contribution from the singular field coinciding with that from the retarded field; but the contribution from each
is nonzero and gauge invariant under time-independent gauge transformations. This implies that the singular part
of the expression for the self-force in a radiation gauge has its Lorenz form −m∇αρ−1. For a circular orbit, the
result is implied by the fact that the gauge transformation of the self force can be written in a form, Eq. (A24), that
involves no derivatives of the gauge vector ξα, together with the fact that, although ξα is logarithmically divergent,
its contribution to a mode sum is finite [3].
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Appendix A: Gauge transformations
1. Gauge transformation from Lorenz to radiation gauge
We consider here the perturbed radiation-gauge metrics that describe asymptotically flat vacuum metric perturba-
tions involving no linear change in mass or angular momentum. For harmonic time dependence, outgoing perturbations
of this kind have, in a Lorenz (transverse-tracefree) gauge, the asymptotic behavior hαβ = hˆαβe
−iωu, with
hˆ11 = O(r
−3), hˆ12 = O(r
−2), hˆ13 = O(r
−2), (A1)
and they therefore satisfy the IRG condition to O(r−2):
lβhˆαβ = O(r
−2), h = 0. (A2)
We first find a corresponding asymptotically flat radiation-gauge metric perturbation by exhibiting a gauge trans-
formation from the given Lorenz-gauge metric to an asymptotically flat metric satisfying the exact IRG conditions.
We then show that there is an asymptotically vanishing gauge transformation to an asymptotically flat ORG metric
perturbation. Uniqueness of the gauge transformation implies that this coincides with the asymptotically flat ORG
metric obtained from the ORG Hertz potential of Eq. (40). Here, for asymptotic flatness, we are requiring only that
the tetrad components hµν have, for harmonic time dependence the form e
−iωuO(r−1); and for a time-independent
perturbation involving no change in mass, angular momentum, or asymptotic dipole moment, hµν = o(r
−1).
IRG metric for outgoing radiation.
We obtain as follows the gauge transformation from a Lorenz gauge to an IRG metric perturbation,
hret,RGαβ = h
ret
αβ +∇αξβ +∇βξα. (A3)
We begin with the transformation for a Schwarzschild background and then generalize it to Kerr. The transformation
is described most simply in coordinates u, r, θ, φ, with u the outgoing null coordinate. The harmonics of ξα and hretαβ
are then given by
ξ1 = ξ˜1Yℓme
−iωu, ξ2 = ξ˜2Yℓme
−iωu, ξ3 = ξ˜3 1Yℓme
−iωu, (A4)
with the corresponding spin-weighted harmonics for the tetrad components of the metric perturbation,
hretµν = h˜µν sYℓme
−iωu. (A5)
The radiation gauge condition lβhαβ = 0 has components
∇1ξ1 = −1
2
hret
11
(A6a)
∇1ξ2 +∇2ξ1 = −hret12 (A6b)
∇1ξ3 +∇3ξ1 = −hret13 . (A6c)
These equations have the explicit form,
∂r ξ˜1 = −1
2
h˜11, (A7a)
∂rξ˜2 +
(
iω − 1
2
f∂r − M
r2
)
ξ˜1 = −h˜12, (A7b)
(∂r − 1
r
)ξ˜3 − 1
r
[ℓ(ℓ+ 1)/2]1/2ξ˜1 = −h˜13, (A7c)
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with solution
ξ˜1 =
1
2
∫ ∞
r
dr′h˜11(r
′) (A8a)
ξ˜2 =
∫ ∞
r
dr′
[
h˜12(r
′) +
1
4
f(r′)h˜11(r
′)−
(
iω +
M
r′2
)
ξ1(r
′)
]
(A8b)
ξ˜3 = r
∫ ∞
r
dr′
[
1
r′
h˜13 − 1
r′2
[ℓ(ℓ+ 1)/2]1/2 ξ˜1
]
. (A8c)
A result of Price et al. [39] shows, for a vacuum perturbation satisfying the condition lβhαβ = 0, that the remaining
gauge condition, h = 0, is also satisfied. That is, when h1µ = 0, we have h = −2h34; and from Eq. (16) of that paper,
the perturbed Einstein equation δ(G11 − 8πT11) = 0 implies
h34 = a
0
(
̺
¯̺
+
¯̺
̺
)
+ b0(̺+ ¯̺), (A9)
where a0 and b0 are functions of u, θ, φ. Now h˜34 = ∇3ξ4 + ∇4ξ3, and Eq. (A8) implies ξ3 = O(r−1), whence
h˜34 = O(r
−2). Since the right side of Eq. (A9) is O(r−2) only if a0 = b0 = 0, we have h34 = 0.
For each harmonic, it is not difficult to show that Eqs. (A8) give the unique solution to Eqs. (A7) for which
the components hIRGµν vanish asymptotically for ω 6= 0 and vanish faster than r−1 for ω = 0: Any other gauge
transformation differs from the solution (A8) by a solution to the homogeneous equations, to Eqs. (A7) with hµν = 0.
Their general solution is
ξ˜1 = k1 (A10a)
ξ˜2 = −(iω +M/r)k1 + k2, (A10b)
ξ˜3 = −[ℓ(ℓ+ 1)/2]1/2k1 + k3r. (A10c)
For ω nonzero, h22 vanishes asymptotically only if k1 = 0 and k2 = 0; and h33 vanishes asymptotically only if k3 = 0.
Similarly, for ω = 0, h23 = o(r
−1) only if k1 = k2 = 0; and h33 = o(r
−1) only if k3 = 0.
For a Kerr background, we similarly find the harmonics of the gauge vector in Kerr coordinates u, r, θ, φ˜ of Eq. (41).
Harmonics of the gauge vector have the form
ξ1 = ξ˜1(r, θ)e
i(mφ˜−ωu), ξ2 = ξ˜2(r, θ)e
i(mφ˜−ωu), ξ3 = ξ˜3(r, θ)e
i(mφ˜−ωu). (A11)
The corresponding harmonics for the metric perturbation are
hretµν = h˜µν(r, θ)e
i(mφ˜−ωu). (A12)
The gauge transformation for a Kerr background is governed by the equations
Dξ1 = −1
2
hret
11
, (A13a)
Dξ2 + (∆− γ − γ¯)ξ1 + (τ¯ − π)ξ3 + (τ − π¯)ξ4 = −hret12 , (A13b)
(δ − 2π¯)ξ1 + (D + ¯̺)ξ3 = −hret13 , (A13c)
The components ξµ are given successively by
ξ˜1 =
1
2
∫ ∞
r
dr′h˜11, (A14a)
ξ˜3 = −1
¯̺
∫ ∞
r
dr′ ¯̺
[
h˜13 − (δ − 2π¯)ξ˜1
]
, (A14b)
ξ˜2 =
∫ ∞
r
dr′
[
h˜12 + (∆− γ − γ¯)ξ˜1 + (τ¯ − π)ξ˜3 + (τ − π¯)ξ˜4
]
. (A14c)
Asymptotic regularity follows from the asymptotic behavior (A1) of components along lα of outgoing waves in a
Lorenz gauge. And the Price et al. result again implies h = 0.
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IRG perturbed metric for ingoing radiation
The Hertz potential construction yields an asymptotically flat IRG form for each ingoing asymptotically flat metric
perturbation. We find the gauge transformation from a Lorenz gauge to this asymptotically flat IRG. For simplicity,
we restrict consideration to a Schwarzschild background.
In Eqs. (A4) and (A5) the outgoing null coordinate u is replaced by the ingoing null coordinate v = t + r∗. In
Eqs. (A7) ∂r is the replaced by e
2imωr∗∂re
−2iωr∗ , and the solution has the form
ξ˜1 =
1
2
e2iωr
∗
∫ ∞
r
dr′e−2iωr
′∗
h˜11(r
′) (A15a)
ξ˜2 = e
2iωr∗
∫ ∞
r
dr′e−2iωr
∗
[
h˜12(r
′) +
1
4
f(r′)h˜11(r
′)−
(
iω +
M
r′2
)
ξ˜1
]
(A15b)
ξ˜3 = re
2iωr∗
∫ ∞
r
dr′e−2iωr
∗
[
1
r′
h˜13 − 1
r′2
[ℓ(ℓ+ 1)/2]1/2 ξ˜1
]
. (A15c)
Now, however, because the radiation is ingoing, h˜11 ∼ eiωr∗/r, when ω 6= 0. Asymptotic flatness follows from the
relation ∫ ∞
r
dr
eikr
∗
rn
=
eikr
∗
rn
[
1
ik
+O(r−1)
]
.
When ω = 0, asymptotic flatness follows from the asymptotic conditions (A1). Again, because ξ3 = O(r
−1), we have
∇3ξ4 = O(r−2), and the Price et al. relation then implies h = −2h34 = 0.
2. Gauge transformations of the self force
A gauge transformation of the self-force was obtained by Barack and Ori [32]. We give an alternate, covariant
derivation, mention a second kind of gauge freedom, and obtain a simpler form of a gauge transformation of the
self-force for a particle in circular orbit.
A gauge transformation is an infinitesimal diffeomorphism that drags an unperturbed geodesic of the background
metric to a neighboring curve that is a geodesic of the dragged-along metric. This can be stated precisely in terms of
a congruence of timelike geodesics through a neighborhood of a point P . The dragged metric at P differs from the
original metric by hαβ = £ξgαβ , and the perturbed geodesic through P has 4-velocity altered by δ˜u
α = £ξu
α. The
perturbed geodesic equation associated with a perturbation that is pure gauge has the form
δ˜(uβ∇βuα) = £ξ(uβ∇βuα) = 0. (A16)
Writing
£ξ(u
β∇βuα) = (£ξuβ)∇βuα + uβ∇β£ξuα + uβ[£ξ,∇β ]uα (A17)
and
[£ξ,∇β ]uα = uγ∇β∇γξα −Rαγβδuγξδ, (A18)
and with the perturbed acceleration defined by δ˜aα := δ˜uβ∇βuα + uβ∇β δ˜uα, we have
δ˜aα = −(u ·∇)2ξα +Rαβγδuβuγξδ. (A19)
In this form, uα + δ˜uα is normalized to 1 with respect to the perturbed metric gαβ + hαβ, and the geodesic
equation is affinely parameterized with respect to the perturbed metric. If the geodesic is parameterized so that its
tangent is normalized to 1 with respect to the background metric, and we denote by δξu
α the change in uα with that
normalization, then
δξu
α = (δαβ − uαuβ)δ˜uβ = (δαβ − uαuβ)£ξuβ. (A20)
With δξa
α := δξu
β∇βuα + uβ∇βδξuα, Eq. (A19) implies
δξa
α = −(δαβ − uαuβ)(u ·∇)2ξβ +Rαβγδuβuγξδ, (A21)
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and aαuα = 0. Note that the right side vanishes if ξ
α happens to drag a geodesic of the background spacetime to
another geodesic of the background spacetime: This is the equation of geodesic deviation governing the connecting
vector joining two neighboring geodesics of gαβ . For general ξ
α, the right side of Eq. (A21) then measures the failure
of ξα to produce a geodesic of the background metric.
The effect of a gauge transformation on the perturbed geodesic equation (3) is to replace δuα by δuα + δξu
α and
aα by aα + δξa
α.
There is a second kind of gauge freedom, an infinitesimal change in the background geodesic to which one compares
a geodesic in the perturbed spacetime. The perturbed geodesic at an initial point of the trajectory can then be
changed from uα to uα+ δuα, with aα = 0. This allows one to regard the right side of Eq. (A21) as the change in the
perturbed geodesic equation for a geodesic through an initial point P with the same initial tangent vector as that in
the original gauge.
For a particle in circular orbit, the gauge transformation of the self-force takes a simpler form for a gauge vector
that is helically symmetric. Writing uα = utkα, with kα the Killing vector tα+Ωφα, and using the relations £kξ
α = 0,
£k(k
β∇βξα) = 0, and ∇β∇γkα = Rαγβδkδ, we obtain
− (k · ∇)2ξα = 1
2
ξβ∇β∇α(kγkγ)− Rαβγδkβkγξδ. (A22)
The last term cancels the last term in Eq. (A21) to give
δξa
α =
1
2
(ut)2ξβ∇β∇α(kγkγ), (A23)
with corresponding gauge-transformed self-force
f̂α = fα +
1
2
m(ut)2ξβ∇β∇α(kγkγ). (A24)
For a particle in circular orbit in a Schwarzschild background, Eq. (A23) takes the form [54]
δξar = 3Ω
2/(1− 3M/r)ξr. (A25)
Appendix B: singularity and large ℓ behavior
Mode-sum renormalization involves relations, like the formal harmonic decomposition
(1− cos θ)−1/2 =
∞∑
ℓ=0
√
4π
ℓ + 1/2
Yℓ0(θ), (B1)
between the short-distance (ultraviolet) singular behavior of a function and the large-ℓ behavior of its harmonics. The
angle θ is geodesic distance on the unit 2-sphere S to the origin θ = 0, and in this example, a function that behaves like
θ−1 has angular harmonics that behave like L−1/2, where, as in the body of the paper, L = ℓ+1/2. In this appendix,
we review how one characterizes the large ℓ behavior of functions whose explicit angular harmonics are not known;
and we give a precise meaning, in terms of distributions on the 2-sphere, to formal expressions like the divergent right
side of Eq. (B1) and to the angular harmonics of functions like f = θ−n for which the integral
∫
dΩfY¯ℓm diverges.
We initially restrict the discussion to ordinary spherical harmonics and then generalize it to spin-weighted harmonics.
The angular harmonics of the retarded fields are limits as r → r0 of angular harmonics of expressions that are
nonsingular on spheres of radius r 6= r0. One therefore defines the angular harmonics of the singular field in the same
way; and we end by showing that our formalism reproduces the harmonic decomposition defined in this way.
The general relation between small-angle and large-ℓ behavior is essentially identical to the relation between a short-
distance singularity in a function f(x) and the behavior of its Fourier transform fˆ(k) at large k. In one-dimension, for
example, the nth derivative of a function f(x) is square integrable if and only if knfˆ(k) is square integrable, because
f̂ (n) = (ik)nfˆ : ∫
dx
∣∣∣∣ dndxn f(x)
∣∣∣∣2 <∞ ⇐⇒ ∫ dk ∣∣∣knfˆ(k)∣∣∣2 <∞. (B2)
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Similarly, the nth derivative of a function f(θ, φ) =
∑
ℓm fℓmYℓm on S is square integrable if and only if ℓ
nfℓm is
square summable: With Da the covariant derivative operator of the metric ds
2 = dθ2 + sin2 θdφ2 on S, the angular
Laplacian is D2 := DaD
a, and we have∫
dΩDa1 · · ·Dan f¯Da1 · · ·Danf =
∫
dΩf¯(−D2)nf <∞ (B3)
⇐⇒
∑
ℓ>0,m
[ℓ(ℓ+ 1)]n|fℓm|2 <∞. (B4)
One extends this relation to functions like (1 − cos θ)−3/2 that are not square integrable by regarding them as
distributions obtained by taking derivatives of functions like (1 − cos θ)1/2 that are square integrable. If f is any
distribution on S, fℓm =
∫
dΩfY¯ℓm exists, because Yℓm is smooth. Thus, for example, writing
(
2
α2
DaD
a +
α+ 2
2α
)(1− cos θ)α2 = (1 − cos θ)α2−1 (B5)
gives f = (1− cos θ)−3/2 as a distribution with
fℓ0 =
∫
dΩ(1− cos θ)−1/2(−2DaDa + 1/2)Yℓ0 (already well defined),
or
fℓ0 =
∫
dΩ(1 − cos θ)1/2(2DaDa + 3/2)(−2DaDa + 1/2)Yℓ0. (B6)
For any distribution f , the right side of Eq. (B4) is finite for some negative n, with increasingly singular distributions
corresponding to increasingly negative values of n. To obtain a theorem that relates in this way the short-distance
and large-ℓ behavior of distributions, we define the standard spaces of functions whose first n derivatives are square
integrable, the Sobolev spaces Hn, and then extend the definition to spaces Hr of distributions, where r can be
negative (and need not be an integer).
Recall that the Hilbert space L2(S) is the completion of smooth (C
∞) functions in the norm ‖f‖ defined by
‖f‖2 =
∫
dΩ|f |2. The operator −D2 + 14 is positive definite with eigenvalues L2.
Definition. For positive integers n, the Sobolev space Hn(S) is the completion of smooth functions in the norm ‖ ·‖n
defined by
‖f‖2n =
∫
dΩ
∣∣∣∣f (−D2 + 14
)n
f
∣∣∣∣ . (B7)
Because the right-hand side is a sum of terms of the form
C
∫
dΩf¯D2kf, k = 0, . . . , n,
a function has finite norm if and only if the function and its first n derivatives are square integrable. In particular,
H0(S) = L2(S).
Because the operator −D2+ 14 is positive definite, it has a well-defined square root, and we can write the definition
of the norm in the more concise form
‖f‖n = ‖Dnf‖, with D :=
(
−D2 + 1
4
)1/2
. (B8)
The action of the operator D on a distribution f is given by
Df =
∑
ℓm
LfℓmYℓm. (B9)
Equivalently, Df is defined by its action on smooth functions g,
Df(g) = f(Dg), or
∫
dΩ g¯Df =
∫
dΩ (Dg¯)f =
∑
ℓm
Lg¯ℓmfℓm. (B10)
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We can now define Hr(S) for all real r:
Definition. The Sobolev space Hr(S) is the completion of smooth functions in the norm ‖ · ‖r defined by
‖f‖r = |Drf | . (B11)
With inner product defined by
〈g|f〉r =
∫
dΩDr g¯Drf, (B12)
the space Hr is a Hilbert space.
The relation
‖f‖2r =
∑
ℓm
L2r|fℓm|2, (B13)
implies that a distribution f is in Hr if and only if the sequence (fℓm) of its angular harmonics has finite norm
‖(fℓm)‖˜2r :=
∑
ℓm
L2r|fℓm|2. (B14)
Formally, for each r, one can turn the set of sequences (fℓm) of complex numbers into a Hilbert space
5 with norm
‖(fℓm)‖˜r.
A function f is smooth if and only if it is in Hr for all r, implying that the elements of a sequence (fℓm) are the
angular harmonics of a smooth function if and only fℓm falls off faster than any power of ℓ: limℓ→∞ ℓ
n|fℓm| = 0. A
second immediate consequence of the correspondence is the fact that D maps Hr to Hr+1 and that the Laplacian
maps Hr to Hr+2. (In fact, these maps are isomorphisms.)
The function θ−1 is nearly square-integrable, with the integral
∫
dΩ θ−2 diverging only logarithmically and∫
dΩ θ−2+ǫ finite for all ǫ > 0. This suggests that θ−1 ∈ H−ǫ for all ǫ > 0, and that is in fact the case: From
Eq. (B1), the function f = (1− cos θ)−1/2 satisfies
‖(fℓm)‖˜−ǫ =
∑
ℓm
|fℓm|2L−2ǫ = 4π
∑
ℓ
L−1−2ǫ <∞, all ǫ > 0. (B15)
(Again, for ǫ = 0, the sum diverges logarithmically.) Thus (1 − cos θ)−1/2 ∈ H−ǫ. Because [2(1 − cos θ)]−1/2 differs
from θ−1 by O(θ2), the function θ−1 and any other function with the same singular behavior belong to H−ǫ. From
Eq. (B5), successive applications of D2 imply θ−n ∈ H−n−ǫ. If a function has singular behavior θ−n for integer n and
if fℓm has singular behavior L
s, for some s, it follows that s = n− 1
2
.
Finally, a formal sum f =
∑
ℓm fℓmYℓm(θ, φ), like the right side of Eq. (B1), has the meaning f(g) =
∑
g¯ℓmfℓm,
for smooth g.
Finally we must relate this formalism to angular harmonics of functions f(r, θ, φ) that are singular at r = r0 and
smooth for r 6= r0, when those harmonics are found as
lim
r→r0
∫
dΩ f(r, θ, φ) sYℓm. (B16)
We suppose that f can be written in the form DrF , where F (r, θ, φ) is continuous everywhere and smooth for
r 6= r0 and where D is an operator for which D and D† have domains that include C∞(S). Then, for g smooth,∫
dΩDnFg =
∫
dΩFD†ng =⇒
lim
r→r0
∫
dΩDnFg = lim
r→r0
∫
dΩFD†ng =
∫
dΩ lim
r→r0
FD†ng
=
∫
dΩF (r0)D
†ng(r0).
5 The inner product is
∑
j
L2r g¯ℓmfℓm, and the Hilbert space is the completion in the norm ‖·‖˜r of sequences for which limℓ→∞ |fℓm|ℓ
n = 0
(these are the sequences corresponding to smooth functions).
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Because this last expression is, by definition, the action of the distribution f(r0) = D
nF (r0) on g, we have the claimed
equivalence
lim
r→r0
∫
dΩfg =
∫
dΩf(r0)g(r0). (B17)
Appendix C: Mode-sum representation of 〈ψs0〉
We present here details of the computation ψs0 as a mode sum, outlined in Sect. (IVB). We first give the expression
for ψs0 to subleading order in Schwarzschild coordinates, including terms involving t− t0. As in Sect. (IVB) we denote
by ψs0 by ψ
s-L
0 and ψ
s-SL
0 , respectively.
Eqs. (103), (104) and (106) yield for ψs0 to subleading order the explicit form
ψs-L0 = −
3me−2iΦ
f20 r
2
0 ρ˜
5
(
Er20 sinΘe
iΦ + J(r − r0)− Jf0(t− t0)e−iΦ
)2
ψs-SL0 =
15m
4ρ˜7
[
− 2J
2Me−2iΦ
f40 r
4
0
(r − r0)5 − 4JMEe
−iΦ
f40 r
2
0
sinΘ(r − r0)4 + 4J
2Me−2iΦ
f30 r
4
0
(t− t0)(r − r0)4
−2ME
2
f40
(r − r0)3 sin2Θ+ 2J
2(2J2 cos2Φ + r20)e
−2iΦ
f20 r
3
0
(r − r0)3 sin2Θ+ 4e
−2iΦJ4M
f20 r
6
0
(r − r0)3(t− t0)2
+
4JEe−2iΦ(eiΦMr20 + J
2(M − r0) cosΦ)
f30 r
4
0
(r − r0)3(t− t0) sinΘ + 4JEe
−iΦ(r20 + 2J
2 cos2Φ)
f20 r0
(r − r0)2 sin3Θ
+
4J2e−2iΦ[r0{r0 −M + f0r0 + e2iΦ(r0−M)}E2 + J2f20 cos 2Φ]
f30 r
3
0
(t− t0)(r − r0)2 sin2Θ
+
4e−3iΦ
(
1 + 2e2iΦ
)
E(M − r0)J3
r40f
2
0
(t− t0)2(r − r0)2 sinΘ−
4e−2iΦJ2M
(
2J2 + r20
)
f0r60
(r − r0)2(t− t0)3
+
2r0E
2
(
J2 + r20 + J
2 cos 2Φ
)
f20
(r − r0) sin4Θ+
2e−iΦJ3E
((
5− e−2iΦ)− (3 + e2iΦ) r0M )
r0f0
(t− t0)(r − r0) sin3Θ
+
1
f20 r
3
0
2e−2iΦ
(
r0
(
J2(−2M + (2 + f0)r0) + e2iΦr0
(
2J2 +Mr0
))
E2 + f20J
4 cos 2Φ
)
(r − r0)(t− t0)2 sin2Θ
−4e
−2iΦ(r0 −M)J3E
(
3eiΦ + e−iΦ
)
2r40f0
(t− t0)3(r − r0) sinΘ + 2e
−2iΦJ4(r0 −M)
r60
(t− t0)4(r − r0)
]
−3m
ρ˜5
[
− 3
(
e−2iΦJ2M
)
f30 r
4
0
(r − r0)3 − e
iΦJr0E
f0
sin3Θ+
3e−2iΦJ2M
r40
(t− t0)3 − 5e
−iΦMJE
r30f
3
0
(r − r0)2 sinΘ
−5e
−2iΦJ2M
r40f
2
0
(r − r0)2(t− t0)− 3J
2
r0f0
(r − r0) sin2Θ+ 6e
−iΦMJE
r20f
2
0
(r − r0)(t− t0) sinΘ
−3e
−2iΦMJ2
r40f0
(r − r0)(t− t0)2 + 3J
2
r0
(t− t0) sin2Θ
]
+O(ǫ−1). (C1)
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We repeat the form at t = t0 given in the text, in order to label each term with a subscript for later reference.
ψs-L0 =
[
−3mE
2r20
f20
sin2Θ
ρ˜5
]
1
+
[
−3mJ
2e−2iΦ
f20 r
2
0
(r − r0)2
ρ˜5
]
2
+
[
−3mEJe
−iΦ
f20
(r − r0) sinΘ
ρ˜5
]
3
, (C2)
ψs-SL0 =
[
−15mJ
2Me−2iΦ
2f40 r
4
0
(r − r0)5
ρ˜7
]
1
+
[
−15mJMEe
−iΦ
f40 r
2
0
sinΘ(r − r0)4
ρ˜7
]
2
+
15me−2iΦJ2
(
(−i sinΦeiΦ) + J2
r2
0
cos2Φ
)
r0f20
(r − r0)3 sin2Θ
ρ˜7

3
+
[
15mJEe−iΦ(r20 + 2J
2 cos2 Φ)
f20 r0
(r − r0)2 sin3Θ
ρ˜7
]
4
+
[
15mr0E
2
(
J2 + r20 + J
2 cos 2Φ
)
2f20
(r − r0) sin4Θ
ρ˜7
]
5
+
[
9m
(
e−2iΦJ2M
)
f30 r
4
0
(r − r0)3
ρ˜5
]
6
+
[
3meiΦJr0E
f0
sin3Θ
ρ˜5
]
7
+
[
15me−iΦMJE
r30f
3
0
(r − r0)2 sinΘ
ρ˜5
]
8
+
[
9mJ2
r0f0
(r − r0) sin2Θ
ρ˜5
]
9
(C3)
The axisymmetric part of each of these terms is to be written as a sum over 2Yℓ0(Θ, 0) at r = r0. Each term in the
singular field involves the leading part of ρ2, namely
ρ˜2 := A(r − r0)2 +B(1− cosΘ) = ρ(2)|t=t0 +O(Θ4), (C4)
where
A =
r0
r0 − 2M , B = 2r
2
0
r0 − 2M
r0 − 3Mχ(Φ), χ(Φ) = 1−
M sin2Φ
r0 − 2M . (C5)
We follow the notation of DMW, writing
ρ˜2 := B(δ2 + 1− cosΘ), δ2 := A(r − r0)2/B. (C6)
Then the leading term in ψs0 is given by
ψs-L0 = −
3mE2r20
f20B
5/2
sin2Θ
(δ2 + 1− cosΘ)5/2 −
3mJ2e−2iΦ
f20 r
2
0AB
3/2
δ2
(δ2 + 1− cosΘ)5/2 −
3mEJe−iΦ
f20B
2
√
A
δ sinΘ
(δ2 + 1− cosΘ)5/2 . (C7)
The axisymmetric part of the above expression is achieved by angle averaging over Φ. Substituting the values of A,
B, E and J in the above expression, we obtain
〈ψs-L0 〉r0(Θ) =
−3m(r0 − 3M)3/2
25/2r20(r0 − 2M)5/2
〈
1
χ5/2
〉
lim
δ→0
sin2Θ
(δ2 + 1− cosΘ)5/2
+
−3mM(r0 − 3M)1/2
23/2r20(r0 − 2M)5/2
〈
e−2iΦ
χ3/2
〉
lim
δ→0
δ2
(δ2 + 1− cosΘ)5/2
+
−3mM1/2(r0 − 3M)
4r20(r0 − 2M)5/2
〈
e−iΦ
χ2
〉
lim
δ→0
δ sinΘ
(δ2 + 1− cosΘ)5/2 , (C8)
where 〈f(Φ)〉 = (2π)−1 ∫ 2π
0
f(Φ)dΦ.
We start with a form of generating function of the Legendre polynomials given by
1
(eT + e−T − 2u)1/2 =
∑
ℓ
e−(ℓ+1/2)|T |Pℓ(u), T 6= 0, (C9)
and set u = cosΘ, |T | = √2δ. In the limit T → 0±, the sum does not converge, but it is well-defined as a distribution:
lim
T→0
1
(eT + e−T − 2u)1/2
.
=
∑
ℓ
Pℓ(u), (C10)
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where the symbol
.
= means equality of both sides as distributions on the sphere. In particular, the regularization
proceeds by imposing a cutoff ℓmax on the singular field and on the retarded field; the projection P of the distribution
(C9) onto the subspace ℓ ≤ ℓmax is the smooth function
lim
T→0
P 1
(eT + e−T − 2u)1/2 =
ℓmax∑
l=0
Pℓ(u), (C11)
and the subsequent functions obtained by taking derivatives can be regarded as projections of the corresponding
derivatives of the distribution (C10). In particular, taking successive derivatives with respect to T gives the relation
(Eq. (D11) of DMW)
lim
T→0
1
(eT + e−T − 2u)k+1/2
.
=
∑
ℓ
(2ℓ+ 1)
2(2k − 1)T 2k−1Pℓ(u). (C12)
Consider now the expression (C7) for the leading term in ψs0. The first term is proportional to
sin2 Θ
(δ2+1−cosΘ)5/2
,
where δ is proportional to T . We express this term as a sum of Legendre polynomials by differentiating (C9) twice
with respect to u to obtain
1
(eT + e−T − 2u)5/2 =
1
3
∞∑
l=0
e−(ℓ+1/2)TP ′′ℓ (u). (C13)
The second term is proportional to δ
2
(δ2+1−cosΘ)5/2
. The fact that it is O(ǫ−3) suggests that it can be written as a
linear combination of derivatives of 1
(eT+e−T−2u)1/2
,
T 2
(eT + e−T − 2u)5/2 = α∂u
1
(eT + e−T − 2u)1/2 + β∂
2
T
1
(eT + e−T − 2u)1/2 , (C14)
and solving for α and β gives α = β = 12+u . Then
T 2
(eT + e−T − 2u)5/2 =
1
2 + u
∑
ℓ
e−(ℓ+1/2)T
[
P ′ℓ(u) +
(
ℓ+
1
2
)2
Pℓ(u)
]
, (C15)
or
lim
δ→0
δ2
(δ2 + 1− cosΘ)5/2
.
=
23/2
3
∑
ℓ
[
P ′ℓ +
(
ℓ+
1
2
)2
Pℓ
]
. (C16)
The axisymmetric part of the third term (its angle average over Φ) vanishes.
We next use the same techniques to express the subleading terms in ψs0 as power series in Pℓ with coefficients
polynomial in ℓ. The axisymmetric parts of the second, fourth, seventh and eight terms vanish. In each of the
remaining terms, Eq. (C12) is used to expand an expression involving a power of δ2 + 1− cosΘ, and in each case we
find that the term is proportional as a distribution to the sum
∞∑
l=0
(l + 1/2)Pl(cos θ); that sum is a δ-function with
support at Θ = 0 [52]:
∞∑
l=0
(l + 1/2)Pl(cos θ) = δ(1− cos θ). (C17)
Because 2Yl,0 vanishes at Θ = 0, the expansion of the singular field in terms of 2Yℓ0 has no subleading contribution.
We verify the claimed form of each of the subleading terms in Eq. (C3) as follows:
The first term is proportional to δ5/(δ2 + 1− cosΘ)7/2, and Eq. (C12) gives
lim
δ→0+
δ5
(δ2 + 1− cosΘ)7/2
.
=
2
5
∑
ℓ
(
ℓ+
1
2
)
Pℓ(cosΘ). (C18)
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The third term is proportional to
δ3 sin2Θ
(δ2 + 1− cosΘ)7/2 =
2δ3
(δ2 + 1− cosΘ)7/2 −
2δ5
(δ2 + 1− cosΘ)7/2 +O(ǫ
−1), (C19)
and Eq. (C12) gives
lim
δ→0+
δ3 sin2Θ
(δ2 + 1− cosΘ)7/2
.
=
8
15
∑
ℓ
(
ℓ+
1
2
)
Pℓ(cosΘ). (C20)
The fifth term is proportional to
δ sin4Θ
(δ2 + 1− cosΘ)7/2 =
4δ
(δ2 + 1− cosΘ)3/2 −
4δ5
(δ2 + 1− cosΘ)7/2 −
4δ3 sin2Θ
(δ2 + 1− cosΘ)7/2 , (C21)
and Eq. (C12) gives
lim
δ→0+
δ sin4Θ
(δ2 + 1− cosΘ)7/2
.
=
64
15
∑
ℓ
(
ℓ+
1
2
)
Pℓ(cosΘ). (C22)
The sixth term is proportional to
lim
δ→0+
δ3
(δ2 + 1− cosΘ)5/2
.
=
2
3
∑
ℓ
(
ℓ+
1
2
)
Pℓ(cosΘ). (C23)
The ninth term is proportional to
δ sin2Θ
(δ2 + 1− cosΘ)5/2
2δ [1− cosΘ +O(Θ4)]
(δ2 + 1− cosΘ)5/2 =
2δ
(δ2 + 1− cosΘ)3/2 −
2δ3
(δ2 + 1− cosΘ)5/2 +O(ǫ
−1); (C24)
again using Eq. (C12) we have
lim
δ→0+
δ sin2Θ
(δ2 + 1− cosΘ)5/2
.
=
8
3
∑
ℓ
(
ℓ+
1
2
)
Pℓ(cosΘ). (C25)
The axisymmetric parts of the second, fourth, seventh and the eighth terms vanish.
We have obtained the leading terms as series of Legendre polynomials, and we now convert them to series involving
2Yℓ0. We begin with P
(2)
ℓ . We use the relation between sYℓm and D
ℓ
−sm(Θ,Φ, 0), the representation matrix for the
rotation group [55] to write 2Yℓ0 = Yℓ2. We next convert the series in terms of Legendre polynomials to series involving
2Yℓ0. Then, using P
m
ℓ =
[
4π
(2ℓ+1)
(ℓ+m)!
(ℓ−m)!
]1/2
Yℓm, we have
P
(2)
ℓ (cosΘ) =
∑
ℓ′
Cℓℓ′ 2Yℓ′0(Θ, 0), (C26)
where
Cℓℓ′ =
[
4π(ℓ− 1)l(ℓ+ 1)(ℓ + 2)
(2ℓ+ 1)
]1/2
δℓℓ′ . (C27)
Regarding Pℓ(cosΘ) and P
′
ℓ(cosΘ) as elements of L2(S
2), we find 6
Pℓ(cosΘ) =
∞∑
n=2
AℓnP
(2)
n (cosΘ), (C28)
P ′ℓ(cosΘ) =
∞∑
n=2
BℓnP
(2)
n (cosΘ), (C29)
6 That is, the coefficients Aℓn and Bℓn are obtained from the inner products of P
(2)
n with Pℓ(cosΘ) and P
′
ℓ
(cosΘ), and the relations are
implied by L2 completeness of 2Yℓm.
34
where
Aℓn :=
(2n+ 1)(n− 2)!
2(n+ 2)!
[
−2ℓ(ℓ− 1)
(2ℓ+ 1)
δℓ,m + 4dℓ,n
]
, (C30)
Bℓn :=
(2n+ 1)(n− 2)!
2(n+ 2)!
2ℓ(ℓ+ 1)dℓ−1,n, (C31)
with
dℓ,n =
{
1, n− ℓ a positive even integer,
0, otherwise.
The form of these coefficients was found by numerical experiment for ℓ, n < 10 and then checked as rational numbers
for larger values.
The second term in the expression for the leading part of the singular field is proportional to the right side of
Eq. (C16); and we now show for each ℓ that the bracketed expression vanishes as an element of L2. We have
P ′ℓ +
(
ℓ+
1
2
)2
Pℓ =
∞∑
ℓ′=0
[
Bℓℓ′ +
(
ℓ+
1
2
)2
Aℓℓ′
]
Cℓℓ′ 2Yℓ′0. (C32)
For ℓ′ even, the sum over ℓ in Eq. (C16) is proportional to
2(ℓ′ + 2)!
(2ℓ′ + 1)(ℓ′ − 2)!
∞∑
ℓ=0
[
Aℓℓ′ +
(
ℓ+
1
2
)2
Bℓℓ′
]
=
∞∑
ℓ=0
−
(
ℓ+
1
2
)
ℓ(ℓ− 1)δℓℓ′ +
ℓ′−2∑
ℓ=0, even
4
(
ℓ+
1
2
)2
+
ℓ′−1∑
ℓ=1, odd
2ℓ(ℓ+ 1)
(C33)
The second and third sums are given by
ℓ′−2∑
ℓ=0, even
(2ℓ+ 1)2 =
ℓ′/2−1∑
p=0
(4p+ 1)2 =
1
6
ℓ′(4ℓ′2 − 6ℓ′ − 1), (C34)
ℓ′−1∑
ℓ=1, odd
2ℓ(ℓ+ 1) =
ℓ′/2−1∑
p=0
[2(2p+ 1)2 + 2(2p+ 1)] =
1
6
ℓ′(ℓ′ + 2)(2ℓ′ − 1), (C35)
and the identity
∞∑
ℓ=0
[
Aℓℓ′ +
(
ℓ +
1
2
)2
Bℓℓ′
]
= 0, for ℓ′ even, (C36)
follows. A similar manipulation yields the same identity for ℓ′ odd. We conclude that the projection of the distribution
ℓmax∑
ℓ=0
[
P ′ℓ +
(
ℓ+
1
2
)2
Pℓ
]
along 2Yℓ0 vanishes.
Then, of the three terms in Eq. (C7) for 〈ψs0〉, only the term proportional to sin2Θ/ρ˜5/2 is nonzero when written
as a sum over 2Yℓ0; and the axisymmetric part of ψ
s
0 has, to subleading order, the form
〈ψs0〉r0(Θ) =
−m(r0 − 3M)3/2
r20(r0 − 2M)5/2
〈
1
χ5/2
〉 ∞∑
ℓ=2
√
4π(ℓ + 2)!
(ℓ− 2)!(2ℓ+ 1) 2Yℓ0(Θ, 0). (C37)
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Appendix D: Comparison of analytic and numerical computation of self-force
To show how accurately one can recover the leading and the subleading terms in L in the mode sum expression for
as r by numerically matching a power series in L to the values of aretℓ , we will present an example where we know A
and B analytically: the contribution to the self-force from the part of h11 that is axisymmetric about a radial line
through a particle in circular orbit in a Schwarzschild background. The contribution to the self-acceleration from h11
is
〈a[h11]〉 = (1− 2M/r)
2
8(1− 3M/r)
[
2∂t −
(
1− 2M
r
)
∂r − 6M
r2
]
〈h11〉 (D1)
To compute the leading and subleading terms analytically requires us to find the leading and subleading terms of
the radial and time derivatives of ψS0 . From Eq. (C1), we have
〈∂tψs-L0 (t = t0)〉 =
〈
6µJ2(r − r0)e−2iΦ
r20f0ρ˜
5
+
6µEJ sin3Θe−iΦ
f0ρ˜5
−15µJE sinΘ cosΦ
f20 ρ˜
7
(
E2r20 sin
2Θ+
J2
r20
(r − r0)2e−2iΦ + 2JE sinΘ(r − r0)e−iΦ
)〉
=
〈
6µJ2(r − r0)e−2iΦ
r20f0ρ˜
5
− 30µJ
2E2(r − r0) sin2ΘcosΦe−iΦ
f20 ρ˜
7
〉
, (D2)
with only two terms surviving the angle-average over Φ. The first term is proportional to δ
(δ2+1−u)5/2
where δ ∝ (r−ro)
and u = cosΘ. Taking ∂u∂T of Eq. (C12), we have
lim
δ→0+
δ
(δ2 + 1− u)5/2
.
=
4
3
∑
ℓ
(ℓ+ 1/2)P ′ℓ(u) =
1
6
∑
ℓ
P
(2)
ℓ (u). (D3)
The second term is proportional to δ sin
2 Θ
(δ2+1−cosΘ)7/2
. A straightforward calculation gives us
lim
δ→0+
δ sin2Θ
(δ2 + 1− cosΘ)7/2
.
=
8
15
∑
ℓ
(ℓ + 1/2)P
(2)
ℓ (cosΘ) (D4)
Therefore, we get
〈
∂tψ
s-L
0
〉
t0,r→r0
=
(
µM(r0 − 3M)
4(r0 − 2M)5/2r7/20
〈
e−2iΦ
χ2
〉
+
µM(r0 − 3M)
r
7/2
0 (r0 − 2M)5/2
(
1
4
〈
e−2iΦ
χ2
〉
−
〈
e−iΦ cosΦ
χ3
〉))
(D5)
×
∑
ℓ
√
4π(2ℓ+ 1)(ℓ+ 2)!
(ℓ− 2)! 2Yℓ,0(Θ)
A similar calculation for the radial derivative of the leading singular field gives us
〈
∂rψ
s-L
0
〉
t0,r→r0
=
(
µ(r0 − 3M)2
2r
5/2
0 (r0 − 2M)7/2
〈
1
χ3
〉
− µM(r0 − 3M)
8r
5/2
0 (r0 − 2M)7/2
〈
e−2iΦ
χ2
〉)
(D6)
×
∑
ℓ
√
4π(2ℓ+ 1)(ℓ+ 2)!
(ℓ − 2)! 2Yℓ,0(Θ)
Here the superscript S-L refers to the singular leading. The dot and prime represent time and radial derivatives,
respectively.
To find the t and r derivatives of the subleading terms, we need to assume the following result, directly verified
only for small n.
lim
δ→0+
δ2n
(δ2 + 1− cosΘ)n+3/2
.
= 0, n ≥ 1. (D7)
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Using Eqs. (D2) and (D3), and (D7), we have
〈
∂tψ
s-SL
0
〉
t0,r→r0
=
(
5µM(r0 − 3M)3/2
r40(r0 − 2M)5/2
〈
cos2 Φ
χ7/2
〉
− 3µM(r0 − 3M)
3/2
r40(r0 − 2M)5/2
〈
1
χ5/2
〉)
(D8)
×
∑
ℓ
√
4π(ℓ+ 2)!
(2ℓ+ 1)(ℓ− 2)! 2Yℓ,0(Θ)
〈
∂rψ
s-SL
0
〉
t0,r→r0
=
(
15µ(r0 − 3M)5/2
29/2r30(r0 − 2M)7/2
(〈
sin2Φ
χ7/2
〉
+
r0 −M
r0 − 3M
〈
cos2Φ
χ7/2
〉)
+
3µM(r0 − 3M)3/2
r30(r0 − 2M)7/2
〈
1
χ5/2
〉)
(D9)
×
∑
ℓ
√
4π(ℓ+ 2)!
(2ℓ+ 1)(ℓ− 2)! 2Yℓ,0(Θ)
Here the subscript S-SL refers to singular subleading.
From Eqs. (40), (32) and (D1), we find
〈a[h11]〉 = AL+B +O(L−2), (D10)
with
A =
−5c1M + 4(4c2M + c5(r0 − 3M))
8r
5/2
0 (r0 − 2M)1/2
(D11)
B =
(r0 − 3M)1/2(−20c3M + 2c4(7M − 2r0) + 5c6(r0 − 3M))
2r30(r0 − 2M)1/2
(D12)
where
c1 =
〈
e−2iΦ
χ2
〉
, c2 =
〈
cos2 Φ
χ3
〉
, c3 =
〈
cos2 Φ
χ7/2
〉
, c4 =
〈
1
χ5/2
〉
, c5 =
〈
1
χ3
〉
, c6 =
〈
sin2 Φ
χ7/2
〉
+ r0−Mr0−3M
〈
cos2 Φ
χ7/2
〉
.
In using Eq. (40) to calculate A and B, we ignore the term involving ∂tΨ ∝ mΩΨ, because it smaller than the leading
term by three powers of ℓ.
We numerically calculate 〈ar,ret[h11]〉 by matching it to a series in L of the form
ar,reth11,0 = AL+B +
D
L2
+
E
L4
+ · · · . (D13)
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