The article is devoted to the study of some mathematical models describing heat transfer processes. We examine an inverse problem of recovering a control parameter providing a prescribed temperature distribution at a given point of the spatial domain. The parameter is a lower order coecient depending on time in a parabolic equation. This nonlinear problem is reduced to an operator equation whose solvability is established with the help of a priori estimates and the xed point theorem. Existence and uniqueness theorems of solutions to this problem are stated and proved. Stability estimates are exposed. The main result is the global (in time) existence of solutions under some natural conditions of the data. The proofs rely on the maximum principle. The main functional spaces used are the Sobolev spaces.
Introduction
We study the problem of recovering a lower order coecient depending on time together with a solution in heat transfer mathematical models. This control parameter allows to ensure a given temperature distribution at a given point of spatial domain. Let G be a bounded domain in R n with boundary Γ and Q = (0, T ) × G. The mathematical model can be written as
Equation (1) is furnished with the initial and boundary conditions
where
n i is the i-th coordinate of the unit outward normal to Γ, σ(x) ∈ C(Γ) is a continuous function taking two values 0, 1. Thus, on dierent connectedness components the boundary condition can be of dierent type (Dirichlet, Neumann, or Robin boundary condition). Let Γ i = {x ∈ Γ : σ(x) = i} (i = 0, 1), S i = (0, T ) × Γ i . The unknowns in (1), (2) are the solution u and the function p(t). The overdetermination conditions are written as
where ψ(t) is some function specied below.
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Determination of a single unknown time-dependent property such as the capacity, conductivity or diusivity from additional local or non-local measurements of the main dependent variable at the boundary or inside the space domain represents a classical example of a coecient identication problem (see, for instance, [1, 2] ). Problem (1) (3) is classical and was studied by many authors. Numerical methods of solving the problem are developed in [35] . For local (in time) solvability results, see, for instance, [6, 7] . The book [8, Ch. 6] contains some abstract theory of such problems and its applications. In particular, the conditions for a local (in time) solvability of (1) (3) are presented in Corollary 9.4.2 of [8] . Moreover, similar result is also exposed in [9] . Some results on close inverse problems can be found in [1013] . Inverse problems with integral overdetermination conditions are studied in [1418] . The structure of the paper is as follows. In Section 1 we formulate our results. The main result is Theorem 4 which is a global (in time) existence and uniqueness theorem for solutions to the problem (1) (3). Some stability estimates are given in Theorem 3. The solvability conditions are stated in terms of some inequalities and the proof relies on the maximum principle. Section 2 is devoted to the proofs of the main results.
Preliminaries
Given Banach spaces X, Y , the symbol L(X, Y ) stands for the space of linear continuous operators dened on X with values in Y . Let E be a Banach space. By L p (G; E) (G is a domain in R n ) we denote the space of strongly measurable functions dened on G with values in E endowed with the norm ∥∥u(x)∥ E ∥ Lp(G) [19] . We employ also the spaces C k (G) comprising functions continuous in G with all their derivatives up to order k admitting continuous extensions on the closure G. [19, 20] 
The norm of the vector is just the sum of the norms of the coordinates. Given an interval
Consider the direct problem (1), (2) . In what follows we assume that G is a bounded domain in R n with boundary Γ ∈ C 2 (see the denition in [21, p. 17] ). Expose the conditions on the data of the problem. All spaces below and the coecients of equation (1) are assumed to be real. Fix p > n + 2 (this condition simplies the arguments and it can be weakened). Let q = p/(p − 1). Denote B δ (x 0 ) = {y ∈ R n : |y − x 0 | < δ}. The conditions on the coecients of the operators L 0 , B are as follows:
The matrix {a ij } is symmetric and the ellipticity condition
holds. The conditions on the data are of the form
We also use some additional conditions
Assume that
Present some auxiliary statements. Replace the equation (1) with the equation
Theorem 1. Assume that conditions (4) (7) hold. Then there exists a unique solution to (2) , (12) 
Under the additional conditions (10) , (11), a solution u possesses the property ∇u ∈ W 1,2 p (Q δ ) for all δ < δ 0 . If condition (8) is valid then the function u is nonnegative in Q.
Proof. If S 0 = S or S 1 = S then we can refer to the standard theorems on solvability [22] . In the general case the result is a consequence of Theorems 12.2 and 3.2 in [22] . To refer to Theorem 3.2 we need an additional estimate for the norm
is the space obtained by the real interpolation method (see the denitions [19] ). Since the operator B 0 is independent of t, it suces to establish the estimate
, s < 2, and use the embedding E θ,∞ ⊂ W s p (G) for θ > s/2 (which follows from the embedding (1.1) in [22] and Theorem 5.2 in [23] ). This estimate results from the embedding theorems and conditions (4). We infer
. The claim of the theorem in the case of nonhomogeneous initial and boundary conditions follows from the conventional theorems on extension of the boundary conditions inside the domain (see, for instance, Theorem 7.3 in [24] ).
The proof of the fact that a solution u possesses the property ∇u ∈ W 1,2 p (Q δ ) for all δ < δ 0 under conditions (10) , (11) is realized with the nite dierence method with the use of Lemma 4.6 of Ch. 2 in [25] ; it is similar to that in the proof of Theorem 1.1 in [9] or in the proof of Theorem 3.1 in [26] .
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we can refer to the generalized maximum principle in [22, Theorem 17.1] . We use conventional arguments those involved in the proof of the maximum principle for
Multiply (11) by u − and integrate the result over G. Integrating by parts and using the boundary conditions we obtain that
Since the data are of constant sign, we derive that
All summands on the right-hand side of (13) are estimated similarly. We use the conditions on the data, the H older inequality, embedding theorems, and interpolation inequalities. Estimate the summands on the right-hand side under the integral sign. We have
Next, the inequalities (see [19] )
, imply that the right-hand side of (14) is estimated as
All summands on the right-hand side of (13) except for the last of them are estimated similarly. The estimate for the last summand is simpler. We have
In this case inequality (13) can be rewritten as
where c 2 , c(ε) are some positive constants and J 0 ∈ L 1 (0, T ). Choosing c 2 ε = δ 1 , we arrive at the inequality
In view of Corollary 1 we assume below that the problem to (2) , (12) with homogeneous initial and boundary conditions (i.e., u 0 ≡ 0, g(t, x) ≡ 0) satises the estimate
Fix an arbitrary δ 3 < δ 0 . If conditions (10) , (11) are fullled then the following estimate holds:
The constant c in this estimates is independent of the parameter γ ≥ 0.
Proof. Let u = ve γt . Equation (12) is transformed to the equation
Next, we refer to the estimate in Theorem 3.1 of [26] and make the inverse change of variables.
2 Remark 1. Generally speaking our reference to Theorem 3.1 in [26] is not exact, since the case of dierent boundary conditions on dierent connectedness components of the boundary is not treated there. However the proof of Theorem 3.1 remains valid in this case as well, since it is based on a partition of unity and local considerations. 
The proof is elementary and we omit it. Denote by Φ a solution to (12), (2) assuming that conditions (4) (7) are fullled. We impose the following additional constraints on the data:
. Now we can state our main results. The former half of Theorem 3 below (the existence theorem) is known (see, for instance, [9] ). However, we present here this formulation for completeness of the exposition. 
, ψ i (t) (i = 1, 2) are two dierent collections of the data satisfying the conditions of the theorem and the functions Φ i (i = 1, 2) are solutions to (1) , (2), where p(t) ≡ 0. Denote r i (t) = −β i (t)e
), x a number R > 0, and assume that R(
Then there exist numbers γ 0 and c 0 (R) > 0 such that there exist unique solutions (u i , p i ) (i = 1, 2) to (1) (3) on the time segment [0, γ 0 ] satisfying the inequalities
Theorem 4. Let conditions (4) (11), (15) hold. Then there exists a unique solution to (1) (3) 
where c 0 is a positive constant depending on the norms of the data.
Remark 2. As it is easily seen, the statement of Theorem 4 remains valid if we change all signs in inequalities (8), (15), i.e., the functions
.
Proofs of the Main Results
Proof of Theorem 3. Let Φ be a solution to (2), (12) . Make the change of variables
Next, we make the following change of variables: v = ωe
Put x = x 0 â (16). We arrive at the equatioñ
The equations can be rewritten as
Expressing the function α, we arrive at the equality
Thus, we have
where the function ω is a solution to the problem
Hence, we infer
In view of (19), (18), we derive that
Demonstrate that equation (21) is uniquely solvable in the class α 0 (t) ∈ L p (0, T ). Estimate the norm of S. The embedding theorems (see [19] ) ensure that
Next, we consider the summands in the main part of the operator L 0 . Since a function of the class C ρ (G) is a pointwise multiplier in W s q (G) with s < ρ (see, for instance, the item 3.3.2 in [28] ), we have
Lower order summands are estimated similarly. Note that the embedding theorems ensure that a i , a 0 ∈ C 1−n/p (B δ 0 (x 0 )). The denition of the norm in W s p yields
Estimates (23) (25) imply that there exist constants θ ∈ (0, 1) and c 4 > 0 such that
Now we estimate the norm ∥e −γt S(α 0 )∥ Lp(0,T ) . The above denition of the operator S yields
Inequalities (26), (27) and Lemma 1 imply the estimate
Next, applying Theorem 2 and the denition of ω, we obtain the estimate
where the constant c 10 is independent of γ and the norms of the data, and it depends on the norms of the coecients of the equation, the constants in embedding theorems, interpolation inequalities and T . Choose a constant γ 0 such that
In this case we have the estimate
for all γ ≥ γ 0 . Thus, the operator S is contractive in some equivalent norm of the space L p (0, T ) and, thereby, (21) is solvable with respect to the function α 0 = α ′ (t). Obviously, this solution satises the estimate
In particular, we infer
We can restore the function α = 1 + ∫ t 0 α 0 (τ ) dτ . Given a function α, nd a solution ω to the problem (20) . Fix t 0 ≤ T and estimate
Choose t 0 so that t
. Verify that the functions p(t), ω(t) are a solution to the inverse problem (16) . Integrating (19) , we obtain (18) whose transformation validates equality (17) and, hence,ψ (16) hold. Proceed with stability estimates. Assume that we have two collections of the data u i (x), g i (t, x), f i (t, x), ψ i (t) (i = 1, 2) and functions Φ i (i = 1, 2) are solutions to (1), (2) with these data and p(t) ≡ 0. The respective functions α i meet the equations
where the operators S i are dened as in (22) , but instead of ω we take solutions to the problem
Thus,
Choose the parameter γ 0 as in (29), where we take the quantity R from the conditions of the theorem rather than R(Φ). Next we choose t 0 as before inserting the quantity R rather than R 0 (Φ) and R(Φ). In this case a solution (u i , p i ) to our problem satisfying the above initial and boundary data exists on the segment [0, γ 0 ] (γ 0 = t 0 ). The corresponding functions α 1 , α 2 satisfy the estimate
We have
Subtracting equalities (31) for i = 1, 2, we infer
Repeating the arguments those in the proof of (28), we obtain the inequality
The claim of the theorem follows from (32) (34), the equality α
, and some simplest estimates. 2
Proof of Theorem 4. Let the conditions of the theorem hold. As in Theorem 3 we reduce the problem to the study of equation (21) and justify its solvability. Since the norm of S is less than 1 and the operator is linear, a solution to (21) can be found using the method of successive approximations beginning with α 0 = 0. Successive approximations are written as α i (t) = r(t) + S(α i−1 (t)).
In view of (15), 
Since β(t) ≤ 0, every summand here is nonnegative and in view of (35), α i ≥ 0 a.e. Since the limit α 0 is a strong limit of the sequence α i in the space L p (0, T ), we conclude that α 0 ≥ 0 a.e. In this case the function is a solution to our problem. Establish the desired estimate. We have (see (30)) that
From (21), it follows that α ′ (t) = p(t)e 
