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F (Yt;Wm;W') =W (1)m f(W (2)m '(Yt;W')) (2.1)
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ILSVRC 2012 1,000 1,281.2








? 3 ? ????
ILSVRC 2012 ILSVRC 2012?????? 1000???????????ILSVRC 2012
?????????????????????????
ILSVRC 2010n2012 ILSVRC 2010?????????????ILSVRC 2012???
????????? 360???????????ILSVRC 2010????????????
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2-hop / 3-hop ImageNet???????????ILSVRC 2012??????????
?????????3???????????????
All ImageNet Fall 2011???????????????ILSVRC 2012???????
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?????? t 2 Tte???????????????????????????????
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? 3 ? ????
Algorithm 1 Hierarchical precision@K?????????????????
Input: K??????? t????????? Tte?ImageNet??????G
1: hCorrectSet ;
2: R 0
3: while jhCorrectSetj < K do
4: radiusSet G???? t??R????????????????
5: validRadiusSet Tte \ radiusSet
6: hCorrectSet hCorrectSet [ validRadiusSet
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All?All*??????F@K?HP@K????????? 3.3?? 3.4?? 3.5??????
?????????????????????????Simple Average?Name only?
Denition only??????? ILSVRC 2010n2012???????????????2-
14
? 3 ? ????
? 3.2: ILSVRC 2010n2012? Flat hit@K
???
????? Flat hit@K
/ ????? 1 5
DeViSEy [12] N / O 5.2 12.8
ConSEy [29] N / O 7.8 15.5
AMPy [14] N / O 6.1 13.1
SS-Voc [13] N / O 9.5 16.8
DEm [39] N / GB 11.0 25.7
Name only N / R 11.2 25.7
Denition only D / R 9.6 23.6
Simple Average N + D / R 13.0 28.8
Deep Average N + D / R 12.6 28.3
Attention N + D / R 12.1 27.5
LSTM N + D / R 11.6 26.2
??? N: ?????D: ????O: OverFeat [34]?R: ResNet [16]?























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































?????????????? Simple Average??????ILSVRC 2012??????
??????ILSVRC 2010 n 2012????????????????????????
????????????????????????????????????????













Simple Average 13.0 28.8
First Noun 10.3 23.2
Random Token 9.10.9 21.31.0
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musical instrument musical instrument.n.01
aquatic life aquatic.n.01
insect insect.n.01
clothing covering.n.02
animal animal.n.01
food food.n.01
dog dog.n.01
transportation vehicle.n.01
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