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Finite temperature problems in the strong correlated systems are important but challenging tasks.
Minimally entangled typical thermal states (METTS) are a powerful method in the framework of
tensor network methods to simulate finite temperature systems, including Fermions and frustrated
spins which introduce a sign problem in the typical Monte Carlo methods. In this work, we introduce
an extension of the METTS algorithm by using a new basis, the auxiliary matrix product state.
This new basis achieves the pre-summation process in the partition function, and thus improve the
convergence in the Monte Carlo samplings. The method also has the advantage of simulating the
grand canonical ensemble in a computationally efficient way by employing good quantum numbers.
We benchmark our method on the spin-1/2 XXZ model on the triangular lattice, and show that the
new method outperforms the original METTS as well as the purification methods at sufficiently low
temperature, the usual range of applications of METTS. The new method also naturally connects
the METTS method to the purification method.
I. INTRODUCTION
Finite-temperature problems in the strongly correlated
systems are important, but challenging tasks in con-
densed matter physics. Many interesting systems can
be investigated only via numerical simulations. Quan-
tum Monte Carlo is one of the most common methods,
but it typically encounters the minus-sign problem for
Fermionic and frustrated-spin systems, and thus is lim-
ited in the applications at low temperature. Inspired by
the density matrix renormalization group (DMRG)1–3,
matrix product states (MPS)4,5 have been introduced
to represent low entanglement states, and have been
shown to be excellent approximations of the ground
states of local Hamiltonians in low dimensions. Based on
MPS, several finite-temperature methods have been de-
veloped, including minimally entangled typical thermal
states (METTS)6–8, the purification method9–14, and
exponential tensor renormalization group (XTRG)15,16
(and the method based on transfer matrix renormaliza-
tion group (TMRG)17–20 while we will not discuss in de-
tail).
These methods build on representing the density op-
erator as a matrix product operator or its analogues,
and the approximation relies on that the density oper-
ator has low entanglement. Purification and XTRG an-
neal the full density operator from infinite temperature
to the target temperature and obtain the finite temper-
ature density operator. The METTS method stochas-
tically samples the partition function by an ensemble of
states, and thus involves the annealing only of pure states
rather the density operator. Since at high temperature
the entanglement of the density operator is small, the pu-
rification and XTRG are expected to be more efficient21
because they don’t need stochastic sampling and have no
statistical noise. However at low temperature, where the
entanglement is assumably large, METTS is expected to
be more efficient, because it deals only with pure states
which have significantly lower entanglement than the full
density operator. At zero temperature, the density op-
erator is an outer product of the ground state, and thus
has double entanglement than the ground state, squaring
the required bond dimension.
In this work we introduce an extension of the METTS
method by introducing a new type of basis, the auxiliary
MPS (AMPS). The new basis achieves the pre summa-
tion process in the decomposition of the partition func-
tion, and thus improves the convergence in the Monte
Carlo samplings. The method also has the advantage of
simulating the grand canonical ensemble using quantum-
number (QN) conservation, which is important to re-
duce the computational cost. The use of QN has been
achieved in Ref.22, however in a rather complicated way.
We demonstrate that our method is more efficient than
both the original METTS and the purification method at
low temperatures by comparing the convergence proper-
ties of the energy and the correlations. Our method also
provides a nice connection between the METTS and the
purification methods.
(a)
(b)
FIG. 1: (a) The probability of collapsing a MPS from |φi〉 to
|i′〉. Since |σ〉〈σ| = 1ˆ, the most of terms cancel and the final
probability ∝ |〈i′|φi〉|2. (b) The probability of collapsing a
AMPS. Similarly the final probability ∝ |〈i′|φi〉|2.
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FIG. 2: (a) An example of the configurations in the METTS
algorithm. |i〉 and |i′〉 are product states and can be repre-
sented by MPS with bond dimensions 1. (b) An example of
the configurations in the new algorithm with AMPS bases.
|i〉 and |i′〉 are product AMPS of bond dimensions 1 with two
auxiliary indices. The tensors on the uncollapsed sites are
updated as the identity operators (orange lines).
II. METTS ALGORITHM IN CONFIGURATION
REPRESENTATION
In this section we present the original METTS algo-
rithm in a way different from the original way, but equiv-
alent to it. More precisely we represent the algorithm by
sampling configurations, or ”diagrams”. The new rep-
resentation is useful to generalize the algorithm and de-
velop new methods.
A. Original representation
The original METTS algorithm is described as follows.
Starting from a random product state |i〉, one repeats
the following two steps: 1) Compute |φi〉 = e−βHˆ/2|i〉/C
where C is the normalization constant, and 2) collapse
|φi〉 to a new product state |i′〉 with probability p(i →
i′) = |〈i′|φi〉|2. The collapsing step will be explained
below. By repeating these two steps, one obtains |i〉 with
probability ∝ 〈i|e−βHˆ |i〉, which samples the Boltzmann
distribution. The measurements are taken on |φi〉 in each
sampling, and the expectation values are approximated
by the Monte Carlo mean values.
The imaginary time evolution in step 1) can be per-
formed, for instance, by using time-evolving block deci-
mation (TEBD)9,23–25 or the time dependent variational
principle (TDVP)26,27. The detail of the time evolution
computation is not the focus of this work7,28. In this
work we use TEBD for all the simulations.
The collapsing step is done by collapsing site by
site. Without loss of generality, we consider |i〉 =
|σ1〉|σ2〉 · · · |σN 〉 as a product state in the Sz eigenbasis,
where |σk〉 = {↑, ↓}. To collapse the first site, one first
computes the reduced density matrix ρ1 for the first site.
The first site is then collapsed to a specific spin direction
|σ¯1〉 with probability 〈σ¯1|ρ1|σ¯1〉/
∑
σ1=↑,↓〈σ1|ρ1|σ1〉. Af-
ter obtaining the first state |σ¯1〉, one projects the first site
of |φi〉 to |σ¯1〉; the resulting state is denoted by |φσ¯1i 〉 ≡
|σ¯1〉〈σ¯1|φi〉. Following the same procedure, the second
site is collapsed to |σ¯2〉 with probability ∝ 〈σ¯2|ρσ¯12 |σ¯2〉,
where ρσ¯12 is the second-site reduced density matrix of
|φσ¯1i 〉. The collapsing steps are performed site by site
until all the sites are collapsed, which generate a new
product state |i′〉. This procedure samples |i′〉 from |φi〉
with the desired probability |〈i′|φi〉|2, which can be seem
in Fig. 1(a). The reader may want to find more detail of
the original representation in Ref.6,7.
B. Configuration representation
Here we represent the METTS algorithm in a different
picture. Similar to general quantum Monte Carlo meth-
ods, we decompose the partition function by inserting
two complete sets at τ = 0 and β/2
Z =
∑
|i〉|i′〉
W (|i〉, |i′〉), W (|i〉, |i′〉) ≡ 〈i|e−βHˆ/2|i′〉〈i′|e−βHˆ/2|i〉,
(1)
where
∑
|i〉|i′〉 sums over the complete-sets states {|i〉}
and {|i′〉}. Without loss of generality, we again consider
|i〉 and |i′〉 as product states in Sz eigenbasis. We repre-
sent each W (|i〉, |i′〉) as a configuration, or a ”diagram”,
as shown in Fig. 2(a). Each configuration is uniquely de-
fined by 2N spins, where N is the number of sites. We
then represent the METTS algorithm in sampling such
configurations with probability ∝W (|i〉, |i′〉).
The sampling process is done by sampling |i〉 and |i′〉
iteratively. Without loss of generality, we first sample a
new |i′〉 with fixed |i〉. The sampling process is exactly
the same with which described in Sec. II A: First com-
pute |φi〉 = e−βHˆ/2|i〉/C where C is the normalization
constant, and then collapse to a new product state |i′〉.
The probability of having |i′〉 is ∝ |〈i′|φi〉|2, which is ex-
actly the weight of the configuration W (|i〉, |i′〉). We then
fix |i′〉 and sample a new |i〉, and so on. The process is
repeated until the enough configurations are sampled.
To compute the expectation value Tr(Oˆe−βHˆ)/Z of an
observable Oˆ, one can in principle measure at any imagi-
nary time because of the trace. In the METTS algorithm
we measure at τ = 0 and τ = β/2, which means measur-
ing Oi = 〈φi|Oˆ|φi〉 and Oi′ = 〈φ′i|Oˆ|φ′i〉. The expectation
value is then approximately obtained by the Monte Carlo
mean value of (Oi +Oi′)/2.
One can see that the algorithm described above is ex-
actly the same with the original METTS algorithm, but
with a new representation of sampling configurations.
This new representation is useful to generalize the al-
gorithm and develop new algorithms.
3(a) (b)
FIG. 3: (a) An AMPS with auxiliary indices on the two
rightmost sites. (b) Measure an observable 〈φi|Oˆ|φi〉 on a
AMPS |φi〉.
C. QN and bases choices in METTS
The choice of bases {|i〉} and {|i′〉} is completely flex-
ible, and {|i〉} and {|i′〉} are not necessarily the same.
A common choice is to use |i〉 in Sz eigenbasis and |i′〉
in the Sx eigenbasis, which we call it Sz-Sx bases. Such
a choice can greatly reduce the autocorrelation and im-
prove the Monte Carlo convergence7. For the pure Sz
basis, the sampling will be very inefficient at high temper-
ature and/or with weak off-diagonal coupling. It would
be completely stuck at infinite temperature or in the ab-
sence of off-diagonal coupling.
Another important effect of the Sz-Sx basis is on the
QN. If the Hamiltonian conserves, for example, total Sz
QN, and if we use pure Sz basis that also conserves the
total Sz QN, then the whole simulation will stay in the
same QN sector of the initial |i〉 and |i′〉, resulting in a
canonical (ensemble) simulation. This is sometimes de-
sirable, as one wants to focus on a particular QN sector at
low temperature. However it is sometimes important to
be able to fluctuate between all the QN sectors, especially
at finite temperature where different QN sectors can con-
tribute significantly. By using the Sz-Sx bases, one can
simulate in the grand canonical ensemble because the Sx
basis provides the fluctuation between different total Sz
sectors.
The drawback of the Sz-Sx bases is that, in general one
can no longer use a QN conserving MPS. (An exception
occurs when the Hamiltonian is SU(2) symmetric, for
which one can rotate between Sz and Sx bases without
changing the form of the Hamiltonian.) The QN in a
MPS is crucially important to reduce the computational
cost by the block-diagonal structure it induces. Therefore
we would want to have an algorithm that simulates in the
grand canonical ensemble but also conserves the QNs,
which leads to our new algorithm.
III. METTS WITH AUXILIARY-MPS BASIS
A. Algorithm
In this section we introduce a new method to perform
grand canonical simulations with QN conserved MPS.
To the authors’ knowledge, Ref.22 is the only work so
far addressing this problem. Here we provide a concep-
tually and implementationally simpler, and presumably
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FIG. 4: Convergence of the total 〈Sz〉/N by using Naux = 2.
The system is a L = 64 Heisenberg chain at the inversed
temperature β = 2. The initial state is the fully polarized
state.
more efficient way to achieve the same purpose. The new
method basically follows the original algorithm. The key
modification is in the collapsing step: One does not col-
lapse all the sites. Instead one collapses only N − Naux
sites, and remains the other Naux sites as local identity
operators. The collapsing procedure generates a MPS
with Naux additional auxiliary site indices, as shown in
Fig. 3(a). We call this kind of MPS an auxiliary MPS
(AMPS), which can be also understood as partially pro-
jected matrix product density operators. The configura-
tions W (|i〉, |i′〉) with AMPS |i〉 and |i′〉, and their cor-
responding weights, can be defined in the same way as
before, as shown in Fig. 2(b).
The positions of the uncollapsed sites can be fixed in
the whole simulation or can be randomly chosen in each
sampling. If we consider fixed uncollapsed positions, the
sum of W (|i〉, |i′〉) clearly still represents a decomposition
of the partition function. Therefore the algorithm re-
mains the same as described in Sec. II, in the way of sam-
pling the configurations with probability proportional to
the corresponding weights. The technical detail of work-
ing with AMPS instead of MPS will be discussed. Since
every choice of the fixed positions results in the same
partition function, one can average over all the possi-
ble choices. As a result, one can choose the uncollapsed
sites randomly in each sampling. In this work we always
choose the uncollasped sites randomly to reduce the au-
tocorrelation.
An AMPS works almost the same as an MPS in the
algorithm. Here we summarize three places that involve
the operations on AMPS. 1) In TEBD, the time evolu-
tion gates apply only on the physical indices, and thus the
auxiliary indices remain uncontracted. 2) In the collaps-
ing step, the reduced density matrices are computed by
contracting both the physical and auxiliary indices. As
shown in Fig. 1(b), the AMPS collapsing still provides the
desired probability p(i → i′) ∝ |〈i′|φi〉|2 proportional to
the configuration weights. 3) In measurements, both the
physical and auxiliary indices are contracted, as shown
in Fig. 3(b).
4B. Quantum number and the convergence
The auxiliary indices in the AMPS naturally provide
fluctuations between the different QN sectors. At the
same time the whole AMPS is still QN conserved, so one
can work with QN conserved AMPS. The QN flow in the
AMPS is indicated by the arrows in Fig. 3(a). The max-
imal fluctuation allowed in a AMPS depends on Naux,
the number of the auxiliary indices. For example, for
spin-1/2 systems, the maximal fluctuation of total Sz is
Naux, where each auxiliary index contributes fluctuation
of 1, from −1/2 to +1/2. The larger the Naux, the bigger
QN jump can be achieved in each step. However for any
Naux ≥ 2, all the QN sectors can be visited with suffi-
cient sampling, and will all converge to the same grand
canonical results. Fig. 4 shows the convergence of total
〈Sz〉 for a L = 64 Heisenberg chain (H =
∑
i Si · Si+1)
at the inverse temperature β = 2, by using Naux = 2 and
a fully polarized initial state. The convergence of total
Sz to zero demonstrates the ability of changing QN and
simulating the grand canonical ensemble.
The use of QN not only reduces the computation cost,
but also improves the Monte Carlo statistics. The iden-
tities in the configurations represent the pre-sum in the
decomposition of the partition function, and thus each
configuration in the new ensemble is more efficient than
the original one. For example if Naux = N − 1, which
means only one site is collapsed, the configurations is de-
termined by two spin degrees of freedom (one at τ = 0
and the other one at τ = β/2). The degrees of freedom of
the other spins are effectively pre-summed by the identi-
ties. The pre-sum also reduces the autocorrelation time
and thus improve the convergence.
On the other hand, introducing of auxiliary indices will
increase the computational cost in two ways. The first
happens in the singular value decomposition (SVD) of a
two-site tensor when it consists of two auxiliary indices.
In such a case the complexity of the SVD will be m3d6
rather than m3d3, where m is the bond dimension and d
is the physical dimension. Another way is that the extra
degree of freedom introduced from the auxiliary indices
enhances the entanglement and thus increase the bond
dimension of the AMPS. The larger the Naux, the larger
bond dimension the AMPS will have. We will show in
the result section how the computational saving outweigh
the cost.
We argue that the present method is more efficient
than the one in Ref22. In Ref22, the MPS of different QN
sectors are operated (time evolved, measured) separately,
while in the present method they are encoded in a single
AMPS and thus can likely be compressed. Furthermore,
the present method has the pre-sum representation, and
thus the sampling will be more efficient.
C. Connection to purification
Purification is another finite-temperature method
based on MPS9–11. Although the purification is often
represented as a combination of physical system and
bath, it can be also understood as a density matrix op-
erator, where the bath sites are understood as the ”bra”
(or auxiliary) sites. The common choice of the initial
purification, a product of singlet states, can be unitary
transformed to a product of identities. Therefore the
algorithm can be seen as imaginary-time evolving the
infinite-temperature density matrix (the product of iden-
tities).
In our new method, if we choose Naux = N , the ini-
tial AMPS will be the product of identities, and the al-
gorithm will become the purification algorithm (in one
Monte Carlo step). Our method thus provides a nice con-
nection between the METTS and the purification meth-
ods.
IV. BENCHMARK RESULTS
To demonstrate the power of our method, we bench-
mark on the spin-1/2 XXZ model
H = J
∑
〈ij〉
(Sxi S
x
j + S
y
i S
y
j ) + Jz
∑
〈ij〉
Szi S
z
j , (2)
on the triangular lattice. The typical Monte Carlo meth-
ods will encounter severe sign problem due to the frustra-
tion from the lattice. In METTS method there is clearly
no sign problem because the weights are defined as posi-
tive numbers.
We choose the more difficult region Jz/J = 0.8, where
the ground state is a gapless antiferromagnetic coplanar
state29–31. In the original METTS algorithm, although
the Sz-Sx bases in principle requires QN-unconserved
MPS, an exception exists at Heisenberg point Jz/J = 1.
At the Heisenberg point, one can rotate the basis from
Sx to Sz without changing the form of the Hamiltonian
because of the SU(2) symmetry. In this case one needs
to deal with the time evolution only for QN-conserved
Sz-basis states
32. However for Jz/J 6= 1, such a trick is
no longer possible.
We consider system size Lx × Ly = 12× 3 and several
inverse temperatures β. We compare the convergence of
observables by using METTS with Sz-Sx bases, METTS
with AMPS bases of different Naux, and by using purifi-
cation. The truncation errors are controlled to 10−7 for
β = 16 and to 10−8 for all other β. In the TEBD we em-
ploy a second order Suzuki-Trotter decomposition with
δτ = 0.1.
Energy per site. We first check the convergence of
the energies per site, which is summarized in Fig. 5.
Different rows of panels are the results of different β,
as indicated in the texts in the first column of pan-
els. The first (second) column of panels (Fig. 5(a (b)))
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FIG. 5: Different rows of panels are for different β, as indicated in the texts in the first column of panels. (a) The errors of
energy per site as a function of CPU time. The dashed line indicates the CPU time for the purification. The black curves are
for the Sz-Sx bases and the color curves are for AMPS bases with different Naux, as indicated in the third column of panels.
(b) The errors of energy per site as functions of the number of samplings. (c) Probability distributions of energy per site. (d)
Maximum bond dimension in all the QN blocks in a MPS or AMPS. The dashed line is for the Sz-Sx bases. In such a case
the MPS does not conserve QN and thus the maximum bond dimension will be the full bond dimension. (e) Autocorrelation
times. The dash line is for the Sz-Sx bases.
shows the errors of energies as a function of CPU times
(number of samplings). The exact values of energies per
site are −0.08732, −0.31284, −0.48430, and −0.51978 for
β = 0.2, 1, 4 and 16 respectively. This is the main com-
parison we want to make to really show the efficiencies
of different methods. In comparison of different Naux,
although the increasing of Naux will lower the errors as
a function of samplings (Fig. 5(b)), they perform actu-
ally similarly when considering the CPU time (Fig. 5(a)).
This is because increasing of Naux will also increase the
bond dimension and thus the computational cost, so the
effects balance out. Since the small Naux will generate
samplings more quickly, it would be reasonable to choose
small Naux = 2 or 4 in the general applications.
Now we compare the AMPS bases (color curves) to the
Sz-Sx bases (black curves) in Fig. 5(a). It can be seen
that, for high temperature β = 0.2, the Sz-Sx bases per-
form better than the AMPS bases. At the intermediate
temperature β = 1 and 4, the AMPS bases performances
become compatible with the Sz-Sx bases. For low tem-
perature β = 16, the AMPS bases perform clearly supe-
rior to the Sz-Sx bases. This is significant as METTS is
most useful at low temperature.
We also compare the efficiency to that of purification.
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FIG. 6: The errors of the correlations 〈Si ·Sj〉 for i = (6, 3), (a) j1 = (7, 3) and (b) j2 = (10, 1), where (x, y) are the real-space
coordinates.
The purification simulation is done by a single imaginary
time evolution and no sampling is needed. The dashed
lines in Fig. 5(a) indicate the CPU times needed in the
purification simulations. Thus the intersections to the
Monte Carlo curves shows what accuracies one can ob-
tain before the purification simulations are done. As ex-
pected, for high temperature, the purification works most
efficiently and it is not worth using METTS. However for
low temperature β = 16, one can obtain four digits of ac-
curacy, which is typically more than enough in most of
the applications. In such cases METTS is a better choice.
As mentioned in the previous Section, the new method
also improves the Monte Carlo statistics. Fig. 5(c) shows
the probability histograms of the energy. It can be seen
that the introduction of the auxiliary indices narrows
down the probability distribution. The larger the Naux,
the narrower the distribution. This reflects the pre-sum
feature in the method. For larger Naux, each sampling is
more important and thus more efficient. In Fig. 5(d,e) we
show the maximum bond dimensions of every QN blocks,
and the autocorrelation time, as a function of Naux. It
can be seen that, when Naux increases, the bond dimen-
sion increases and thus raises the computational cost,
while the autocorrelation decreases and thus improves
the convergence. The bond dimensions and the auto-
correlation times of the Sz-Sx bases are shown by the
dashed lines for reference. It is interesting to point out
that, for all the β, the bond dimensions of Naux ≥ 8
have been already larger than which in the Sz-Sx bases.
However their efficiencies are still better than the Sz-Sx
bases. This shows that the efficiency of large Naux is
mainly from the efficient statistics rather than the com-
putational gain.
Correlation. We also show the comparisons for the
correlations. We measure the correlations 〈Si · Sj〉 from
the center site i = (6, 3) to a short-distance site j1 =
(7, 3) and a longer-distance site j2 = (10, 1), where
(x, y) are the real-space coordinates. The exact values of
the correlations are −0.15868 and −0.02645 respectively.
Fig. 6 shows the errors of the correlations as functions of
CPU time, for β = 16. Again the new method of all Naux
are more efficient than the Sz-Sx bases simulations, and
different Naux have similar efficiencies.
V. CONCLUSION
In this work we introduce a configuration representa-
tion of the METTS method, and extend the method by
introducing the AMPS bases. This basis not only encodes
the pre-summation process, but also allows us to simulate
the grand canonical ensembles using the QN-conserved
AMPS. We benchmark our method on the XXZ model
on the triangular lattice, and study the convergence prop-
erties of the energy and the correlation. We show that
the method outperforms the original METTS and the pu-
rification method at sufficiently low temperature which
is the relevant region of applications for METTS. In ad-
dition, the efficiency of the simulations does not signifi-
cantly depend on the number of the auxiliary indices.
We mention that the configuration representation in-
troduced in describing the algorithm can lead to fur-
ther extensions. For example one can take more slices
in the imaginary time and approaches the usual quan-
tum Monte Carlo methods. Although the sign problem
will come back, the flexibility on the choice of the bases
may give us opportunities to reduce the sign problem.
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