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ABSTRACT
Updates and Improvements to the Satellite Drag Coefficient Response Surface
Modeling Toolkit

Phillip Logan Sheridan
For satellites in Low Earth Orbit, the drag coefficient is a major area of uncertainty. Researchers at the Los Alamos National Laboratory have created a
Response Surface Modeling (RSM) toolkit to provide the community with a resource for simulating and modeling satellite drag coefficients in Free Molecular
Flow. The toolkit combines the high fidelity of numerical simulation techniques
with the speed of regression modeling. Specifically, it uses a training sample of
drag coefficients simulated with the Test Particle Monte Carlo method with the
robust Gaussian Process Regression approach. The RSM toolkit is the prime
process to become a toolkit of other expanded capabilities. In this work, the
capabilities are specifically expanded to include uncertainty quantification, utilizing Python, to create a free and open source software, and adapting the toolkit
for automatic development of regression models of satellites with rotating components. The new RSM toolkit has been developed to have user friendly installation along with extensive documentation of operation.
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1. I NTRODUCTION
1.1. M OTIVATION
Expeditious growth in space related technologies have caused an immense increase in demand for satellites in both the private and public sector. According
to Institute of Electrical and Electronics Engineers (IEEE), the Federal Communications Commission (FCC) has approved SpaceX to launch a total of nearly
12,800 satellites for its Starlink constellation. Already to date, SpaceX has
launched 1,300 of these satellites [35]. Constellations for internet and other
consumer services are becoming more and more popular. Other constellations
like OneWeb, Telesat, and Project Kuiper are also planning to send satellites en
masse to orbit. Between these four companies, 46,100 satellites are planning
to be launched in the next decade [4]. With so many satellites in orbit, it is
imperative that operators have a firm understanding of where their assets will
be at any given time. Furthermore, NASA states that as of 2021 there are more
than 27,000 pieces of orbital debris, or “space junk,” that are being tracked by
the Department of Defense’s global Space Surveillance Network [27]. Most of
these satellites and debris are going to, or already do, reside in Low Earth Orbit (LEO). In LEO, drag is the dominant source of orbit position error resulting
from inaccurate drag coefficient and density modeling. Improved modeling will
ultimately help to avoid satellite-satellite and satellite-debris collisions which
can cause millions of dollars in damage and the creation of more space debris.
The work presented here is targeted at improved modeling of satellite drag coefficient.

1

1.2. BACKGROUND
1.2.1. S ATELLITE D RAG T HEORY
The theoretical model for calculating satellite drag is given by
1 (CD A) ~vrel
~adrag = ρ
2
2 mvrel
|~vrel |

(1.1)

where ~adrag is the acceleration due to drag, ρ is the atmospheric density, CD
is the drag coefficient, A is the projected area of the satellite as seen by the
flow, m is the mass of the satellite, and ~vrel is the velocity of the satellite with
respect to the corotating atmosphere. Error in calculating the acceleration due to
drag comes from two main sources: density and drag coefficient. An important
A
group of variables also worth noting is CD m
. Together, these variables make up

the Ballistic Coefficient. The Ballistic Coefficient wraps the uncertainty of the
satellite specific variables into a singular variable of uncertainty.

1.2.2. S ATELLITE D RAG C OEFFICIENT
In the context of orbital dynamics, the drag coefficient (CD ) is considered in
three distinct ways: a physical CD , a fitted CD , and a fixed CD [25]. A fixed CD
is a constant value. The fitted CD is estimated as part of an orbit determination
process. It is specific to the atmospheric model used and includes the limitations
of the atmospheric model and also frequently absorbs other force model errors.
Physical CD is determined by the exchange of energy and momentum of the
freestream atmospheric molecules with the spacecraft surface [33]. Throughout
this work, the term CD will refer to a physical CD .

2

1.2.3. G AS -S URFACE I NTERACTIONS
Gas-Surface Interaction (GSI) models the exchange of energy and momentum
between atmospheric molecules and the surface of an object. The energy exchange is represented by adsorption modeling while the momentum exchange
is represented in reflection modeling. Three accommodation coefficients are
used to define a GSI model; the normal and tangential momentum accommodation coefficients, σn and σt , and the energy accommodation coefficient α. The
energy accommodation coefficient is defined by the following.

α=

Ei − Er
Ei − Es

(1.2)

Ei is the kinetic energy of an incident molecule, Er is the kinetic energy of a
reflected molecule, and Es is the energy that a molecule would have after being
re-emitted in thermal equilibrium with the surface. The other two coefficients
define how the particle is reflected from the surface. If the tangential and normal
momentum coefficients are equal to one, then it is said that the deflection is
diffuse. If both coefficients are equal to zero then it is said the deflection is
specular. Any other values of σn and σt are said to be quasi-specular [37].
Figure 1.1 is an illustration of the different reflections.

3

Figure 1.1: Reflections of different Gas-Surface Interactions [37]

Together, these define the GSI modeling. Several GSI models have been developed to simulate these types of Gas-Surface Interactions including Maxwell’s
Model, Cergani-Lampis-Lord, and Diffuse Reflection with Incomplete Accommodation.

1.2.3.1. A DSORPTION M ODELS

Laboratory experiments began in the early

1900’s to measure the reflection of molecules from surfaces. But, since the
1960’s, satellite experiments have been performed using pressure gauges and
mass spectrometers to reveal that satellite surfaces are covered by adsorbed
gases which can vary given different altitudes [26]. The following figure shows
the data from the mass spectrometer on board NASA’s OGO-6 satellite.

4

Figure 1.2: Surface coverage of atomic oxygen using a mass spectrometer [24]

The surface coverage of oxygen is much higher at perigee (P) than at apogee
(A). This shows that adsorption occurs at lower altitudes and desorption occurs
at higher altitudes [26]. This realization has led to the necessity of creating
different adsorption models of oxygen.
An adsorption isotherm is an empirical representation of the phenomenon
governing the retention, release, or mobility of a substance from a fluid medium
to a solid at a constant temperature. To date, there have been a total of fifteen isotherms developed: Langmuir, Freundlich, Brunauer–Emmett–Teller,
Redlich–Peterson, Dubinin–Radushkevich, Temkin, Toth, Koble–Corrigan,
Sips, Khan, Hill, Flory–Huggins, MacMillan–Teller, Frenkel–Halsey–Hill, and
Radke–Prausnitz isotherm [7]. Two of the most notable are the Freundlich and
Langmuir isotherms, both are used in the development of the Response Surface
Modeling (RSM) software outlined in this work.
The Freundlich isotherm is the first adsorption isotherm created in 1906 by

5

Herbert Freundlich [8]. It is a robust empirical model that can be applied to
multi-layer adsorption, with non-uniform distribution of adsorption heat and
affinities over a heterogeneous surface [7]. The following equation is the empirical model of the Freundlich isotherm.

1
x
= kP n
m

(1.3)

x is the mass of adsorbate adsorbed, m is the mass of the adsorbent, P is
the pressure of adsorbate, and k and n are empirical constants for each adsorbent–adsorbate pair at a given temperature
The Langmuir Isotherm was created by Irving Langmuir in 1916 [20]. In its
formulation is an empirical model that assumes mono-layer adsorption, with adsorption that can only occur at a finite number of definite localized sites, that are
identical and equivalent, with no lateral interaction and steric hindrance between
the adsorbed molecules, even on adjacent sites [7]. The Langmuir isotherm
equation is defined as the following.

θ=

KPo
1 + KPo

(1.4)

θ is the fractional surface coverage, K is the Langmuir adsorbate constant,
and PO is the partial pressure of atomic oxygen.

1.2.3.2. M AXWELL’ S M ODEL

Maxwell’s model assumes that across the dis-

tribution of reflected particles, those that are specularly reflected are decomposed into a fraction, , where the remainder are assumed to be diffusely reflected. Molecular beam experiments [15–18] have shown that particles are not
reflected according to Maxwell’s model but are instead reflected from a surface

6

in a quasi-specular manner.

1.2.3.3. C ERGANI -L AMPIS -L ORD

Cergani-Lampis-Lord (CLL) is a GSI that

treats the normal and tangential momentum coefficients independently. It was
originally derived by Cergani and Lampis in 1971 by using scattering kernels
that describe the relationship between the incident and reflected velocity distribution functions when particles interact with a solid surface [3]. In 1989
R.G. Lord extended the CL model to the cases of diffuse reflection with incomplete accommodation and internal energy accommodation [21], thus creating
the Cergani-Lampis-Lord GSI model.

1.2.3.4. D IFFUSE R EFLECTION I NCOMPLETE ACCOMMODATION

In the Dif-

fuse Reflection with Incomplete Accommodation (DRIA) GSI model, particles
are always reflected with a diffuse angular distribution, based on Knudsen’s cosine law [19], but may exchange energy with the surface depending on the value
of the energy accommodation coefficient. When interacting with a contaminated surface, molecules adsorb to the layer of atomic oxygen becoming fully
accommodated and are reflected with a diffuse distribution [38].

1.2.4. T OTAL D RAG C OEFFICIENT
A self-consistent quasi-specular drag coefficient model requires relating the effective energy accommodation back to the atmospheric properties [37]. Such a
model was developed by Walker et al. in 2014 [37]. Pilinski et al. showed that
the variation of the energy accommodation coefficient assuming diffuse reflection is well matched by a Langmuir isotherm dependent on the partial pressure
of atomic oxygen, PO [29]. Later work by Pilinski et al. [28, 30] was the first to
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quantitatively test the validity of the Langmuir isotherm model for LEO satellites. The model developed by Walker et al. builds on the work of Pilinski et
al. [29] but uses a modified approach with a different scattering kernel and fitting technique. The Walker et al. approach fits a Langmuir isotherm, not to the
effective energy accommodation coefficient, but instead to the fraction of the
surface covered by atomic oxygen, θ. Modeling the mixed reflection properties
of surfaces with impurities such as adsorbed atomic oxygen through θ was previously suggested by Goodman [12]. The Langmuir isotherm can only model
monolayer adsorption; however, PO at the altitudes of interest for LEO satellites
is well below the threshold where only monolayer adsorption can occur. Many
other adsorption models exist, but the Langmuir isotherm has been used extensively to model the adsorption of atomic oxygen to satellite surfaces [14, 23, 29].
Thus the total drag coefficient can be found using the following equation.

CD,T = (1 − θ)CD,s + θCD,ads

(1.5)

CD,T is the total drag coefficient of the satellite, CD,s is the surface drag
coefficient based on a clean satellite surface, and CD,ads is the drag coefficient
of a the surface completely covered by an adsorbate, atomic oxygen in this case.
The linear relation between CD and θ assumes that the adsorbed atomic oxygen
uniformly covers the satellite surface.
CD,ads is computed using the diffuse reflection with complete accommodation, α = 1. CD,s is computed based on Goodman’s empirical model [11] for
the energy accommodation coefficient.

αs =

3.0µ
(1 + µ2 )
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(1.6)

αs is the energy accommodation coefficient for the gas particles of the clean
satellite surface, and µ is the ratio of the average mass of the atmospheric gases
to the particles that compose the satellite surface. The particles that compose
the satellite surface mass are dependent on the material and finish of the satellite
surface.

1.2.5. C OMPUTATIONAL A NALYSIS M ETHODS
1.2.5.1. F LOW R EGIMES

In order to determine the appropriate computa-

tional method for modeling in a flow, the Knudsen number is used. This nondimensional parameter defines the flow regime the analysis is occurring in. It
is defined by the following equation where λ is the mean free path and L is a
characteristic length of the object.

Kn =

λ
L

(1.7)

The Free Molecular Flow (FMF) regime is recognized as a flow with a Knudsen number greater than ~10, typically occurring at ~150km altitude and above.
This regime is where the interest in modeling satellites takes place. This type of
flow is considered to occur in ultra-high vacuum conditions where intermolecular collisions are considered to be nonexistent and GSIs are the dominant phenomena.
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Figure 1.3: Classification of Flow Regimes based on Knudsen number [2]

Currently, there are several computational analysis methods for modeling the
drag on satellites. First, there are closed-form solutions of CD for simple geometries (e.g. cube, cylinder, sphere, etc.) in the FMF regime; however, most
satellites do not have simple geometries. The most common computational
tools used for computing CD in FMF are the Test Particle Monte Carlo (TPMC)
method and the Direct Simulation Monte Carlo (DSMC) method. The Monte
Carlo technique is a popular method and has been used in the past for various
studies to obtain normalized aerodynamic force coefficients. A fundamental difference between the two is that DSMC simulates particle collisions and TPMC
does not.

1.2.5.2. DSMC

DSMC was developed and applied by Graeme Bird in 1963

[1]. DSMC is widely used for its high fidelity modeling of flow in transitional
flow regimes where the assumptions of FMF no longer hold true. The ability to
simulate particle collisions is a valuable tool, but it can cause simulations to be
computationally expensive.
The panel method is used for DSMC simulations. With this method, the struc-
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ture of the satellite is made into facets. Each facet is an area on the object where
properties are defined and calculated. The fidelity of the model is dependent on
the mesh, similarly to most CFD software.
DSMC operates by inserting molecules into a flow field. To do this, the code
either performs initial creation of molecules at the first time step, a surface flux
from the boundaries, or uses the reservoir method. In the reservoir method, the
DSMC simulations are extended to an external region adjacent to the DSMC
domain. Particles with the desired velocity distribution are generated in the
reservoir at every time step and those that enter the DSMC domain are accepted
while the remaining particles are rejected. In DSMC simulations, like other atmospheric CFD, the computational domain is part of a larger flow environment.
Because the computational domain is part of the larger flow environment, the
boundary conditions are often set to be freestream conditions where molecules
are allowed to leave and enter the computational domain and the number of
simulated molecules varies with time. Every simulated molecule in DSMC represents a number of molecules of real gas. This number acts as the statistical
weight of a simulated molecule as well.
NASA has created the DSMC Analysis Code (DAC) to study rarefied gas dynamics pertaining to problems such as atmospheric re-entry. This code is an
export controlled item that is only accessible to U.S. persons. DAC has the ability to automatically adapt the collision grid to resolve the local mean free path
of a flow field. DAC also utilizes a pre-processor which specifies the time step
and statistical weight for representative molecules given the gas conditions such
as number density and freestream velocity. Furthermore, DAC offers the ability to perform computations in parallel using MPI. DAC is capable of simulating multiple GSIs including Maxwell’s Model, CLL, and DRIA. These features
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make DAC a powerful tool; however, it is more computationally expensive than
TPMC and therefore not ideal for FMF where inner-molecular collisions are
negligible.

1.2.5.3. TPMC

Test Particle Monte Carlo is a Monte Carlo simulation tech-

nique first proposed by D. H. Davis circa 1961 [5]. TPMC is an excellent modeling tool as it is computationally inexpensive and as high fidelity as other known
models in the free molecular flow regime. A user can model the satellite with
pronounced fidelity, often with an error less than 1.0% [22].
TPMC works similarly to DSMC where molecules, or "test particles" in this
case, are represented by a number of molecules of real gas. These test particles are sequentially fired into the computational domain. The molecules enter
the domain with probabilistically determined velocities. The velocity is composed of a constant freestream bulk velocity and a thermal velocity that is also
probabilistically determined. The test particles do not undergo intermolecular
collisions; however, TPMC is capable of simulating multiple deflections off the
satellites surface. This is applicable to complex and concave satellite geometries
as well as for areas where flow shadowing may occur on the satellite.

1.2.5.4. S URROGATE M ODELING

The computational analysis methods used

to simulate drag coefficients are computationally expensive. One simulation
with a certain attitude and certain configuration can take a significant amount
of time to complete. The user may need multiple instances of CD in order to
propagate the orbit of their satellite too. The solution to this issue is to use a
simulation technique along with an interpolation technique. By running multiple simulations it is possible to interpolate what the possible drag coefficients
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for all necessary configurations are. The Gaussian Process Regression (GPR)
model is a great tool to accomplish this. GPR is a generic supervised learning
method designed to solve regression and probabilistic classification problems
[9].
Los Alamos National Laboratory (LANL) created the RSM toolkit that uses
this technique in order to make the RSM a viable means of calculating drag
coefficient [22]. The suite is capable of taking user inputs and implementing
multiple GSI models. The LANL RSM toolkit uses MPI to parallelize simulations, making it very efficient and ideal for analysis with high performance
computing clusters. With these abilities and resources, the code is capable of
analyzing the most complex of satellite geometries in the FMF regime. The
code can be found at the following GitHub link: https://github.com/
AndrewCWalker/rsm_tool_suite

2. L OS A LAMOS NATIONAL L ABORATORY RSM
T OOLKIT
The original Response Surface Model toolkit was developed at the Los Alamos
National Laboratory to provide the community with a resource for simulating
and modeling satellite drag coefficient in FMF. The code was used as the basis for the updated RSM software package created at West Virginia University
(WVU). An important item to note is that this toolkit is dependent on the use of
ASCII STL files. These files are a readable text file that contain all the information for the object being evaluated.
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2.1. S TEREOLITHOGRAPHY (STL) F ILES
The Stereolithography (STL) file is the focal point of the simulation process for
this software. Typically STL files come in two formats: ASCII and binary. For
this software it is imperative that the ASCII format is used as binary is not supported. ASCII STL files use a very intuitive and very specific formatting. The
premise behind the formatting of STL files is that an object can be made up of a
series of triangular facets. These triangular facets make up a mesh of the object.
In order to create the body and the mesh for the object to the users desired specifications, a Computer-Aided Design (CAD) software and/or a meshing software
is needed.
Once the object has been created, the ASCII STL file takes on a specific
format as shown in Figure 2.1. Each facet is defined by three vertices in the xy-z Cartesian coordinate frame and a vector normal to the facet. The keywords
"outer loop", "endloop", and "endfacet" define where the facet definition begins
and ends. The keywords "solid" and "endsolid" define where the file begins and
ends. Located next to "solid", is the name of the object. This name is irrelevant
and can be changed without having any effect on the code.
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Figure 2.1: Example STL File, Slice of a Cube

2.2. OVERVIEW
The overview of the LANL RSM toolkit is illustrated in Figure 2.2. In order
to operate the RSM, there are two user inputs that need to be configured before
operation; an input script that defines the simulations and a user input for model
evaluation.
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Figure 2.2: Flowchart of LANL RSM toolkit Operation

The LANL toolkit utilizes three essential codes that allow the user to perform
simulations to create a regression model, calculate projected area of the object,
and perform evaluation of the model with user inputs. The toolkit also contains
several layers of directories. The top level directory, as shown in Figure 2.3,
contains the three folders making up the three main codes utilized in the toolkit.
For directory illustrations in this work, folders are filled blue and individual
scripts are filled green.
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Automated_RSM

RSM_Area

RSM_Cd

Figure 2.3: Top level Directory of LANL RSM Toolkit

2.3. AUTOMATED RSM
This folder includes a Python execution code that allows the user to perform
simulations using TPMC. The TPMC code is written in C programming language. A regression model for multiple species of gas is created after the simulations are complete. The code in this section of the toolkit is capable of running
the simulations in parallel with multiple processors via MPI.
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Automated_RSM

automatedRSM.py

Makefile

LHS

MCMC

Mesh_Files

TPM

tpm.c

tpm.ensemble

tpm.h

tpm.inp

Figure 2.4: Automated_RSM folder of LANL RSM Toolkit

The automatedRSM.py is the script that executes the multiple codes in this
folder. LHS contains the Python scripts in order to execute Latin Hypercube
Sampling (LHS) of the inputs for the TPMC simulations. MCMC contains
the assorted Matlab® scripts to create the Gaussian Process Regression model.
Mesh_Files is where STL files are placed. Finally, TPM contains the C code for
the TPMC simulations and other related files including the tpm.inp file. This
file is the input for the simulations and is read by the automatedRSM.py for the
LHS.
The TPM folder includes multiple files the user must interact with. The tpm.c
file is the code where the simulations of TPMC are done. This code is called
twelve times from the Automated_RSM.py; six times, once for each species of
gas, for the training data and then six times for the test data both of which are
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used to develop the GPR model.
The tpm.ensemble file is a text file also created by the Automated_RSM.py.
Automated_RSM.py executes the LHS functions and then saves the values to
this text file. Each line of tpm.ensemble is read by the tpm.c as the inputs for
that particular simulation.
The Makefile and the tpm.h are both used to compile tpm.c. In order to perform compilation a user must have the appropriate C compilers installed on their
computer or node and then execute $ make. tpm.h contains the header information for the C code. In other words, this is where the functions are defined for
the C code.
Lastly, tpm.inp is the text file that is used for inputs in both the Automated_RSM
and tpm.c code. This file, as seen in Figure 2.5, contains the maximum and minimum values for the LHS, the filename/directory of the STL, and several other
variables that are passed to tpm.c through this file. Automated_RSM needs to
pass the species mole fraction, GSI model, and number of ensemble points for
the TPMC simulation. As stated previously, tpm.c is executed six times for each
species mole fraction at 100%. Automated_RSM opens and rewrites this file to
tell tpm.c the value of species mole fraction for the simulation being performed.
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Figure 2.5: tpm.inp input file for tpm.c and Automated_RSM

Once the code finishes execution, all of the relevant model information is
saved to a data file that will be used during the model evaluation.

2.3.1. LANL R EGRESSION M ODEL
As stated, within the Automated RSM the regression model is also created. The
regression model uses a GPR model created in MATLAB® of which was developed in-house at LANL. The regression model models drag coefficients based
on multiple inputs including velocity, temperature, mole fraction, etc.
The GPR was developed under several assumptions. First, the data is assumed
to have extremely low variance. This allows the RSM to be able to nearly interpolate the training data. Secondly, it is assumed that the surface is continuous
and fairly smooth. Finally, the GPR should quickly evaluate the fitted model at
new input settings. LANL therefore developed their GPR based on one which
was used to build approximations for complex computer simulators [32].
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2.3.1.1. F ORMULATION OF THE LANL R EGRESSION M ODEL

Formulation

of the GPR assumes the results from the simulations have been normalized to
have mean zero and variance one. A zero-mean Gaussian process model says
that results, ~y , have a multivariate Gaussian distribution with a particular structure for the covariance matrix that is a function of X [22]. X is some set of
inputs given as an m × p matrix with rows given by xi of which have been
normalized. The correlation given as a function of inputs is given by Equation
2.1.

Ri,j =

p
Y

4(xi,k −xj,k) 2

θk

(2.1)

k=1

where xi and xj are the inputs and θ is the spatial correlation parameter. As the
distance between these inputs goes to zero, Ri,j goes to unity and the difference
between values yi and yj at these inputs also goes to zero. Thus, this correlation
structure ensures that a draw of ~y for the set of inputs will be a set of points on
a continuous surface [22].
The simulations performed are a done with a Monte Carlo technique, therefore there is some noise around what is assumed to be a smooth underlying
function. Thus, LANL slightly altered the covariance function to provide better
results. The function used is shown in Equation 2.2.


 X
1
1
y ∼ N ~0,
(X) = R(X) + I
λ0
λ
where, λ0 is the marginal precision,

1
λ

(2.2)

is the variance, and I is the identity

matrix. Prediction can then be done based on the properties of a multivariate
Gaussian distribution. The joint distribution of a set, where (yi , xi ) are the observed set and (yi∗ , x∗i ) are the new points, with x∗i known and yi∗ unknown, is
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given by Equation 2.3.
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(X)
(X ∗ , X)0
∗



(2.3)

The prediction of ~y ∗ is then determined given the conditional distribution of
~y ∗ |~y which is Gaussian, ~y ∗ |~y ∼ N {µ, Ψ}. Where µ and Ψ are the following:

µ=

Ψ=

X

(X ∗ , X)

X
(X)−1 ~y

X
X
X
X
(X ∗ ) −
(X ∗ , X)
(X)−1
(X ∗ , X)0

(2.4)

(2.5)

2.4. P ROJECTED A REA
The LANL RSM toolkit uses geometry of the object to calculate the projected
area of a given yaw and pitch, written in C programming language. A range of
yaw and pitch is given with a certain resolution of each that ultimately creates
a lookup table of areas. This table can be bi-linearly interpolated to obtain a
projected area that is needed to find the ballistic coefficient of the object.
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RSM_Area

Area_Code

compute_area.py

RSM_Area_Files

Makefile

area.c

Mesh_Files

area.h

area.ensemble

Figure 2.6: RSM_Area folder of LANL RSM Toolkit

The executable script for this part of the toolkit is compute_area.py. It passes
hardcoded inputs to the area.c code, located in the Area_Code folder, that are
declared directly within the compute_area.py script. RSM_Area_Files is an
empty folder where the user can place data files generated by the code.
Area_Code is the folder that contains the source code to calculate the projected areas for the lookup table. The STL file used in the TPMC simulations
must be placed in the Mesh_Files folder. Then, with the appropriate C compilers
installed, area.c needs to be compiled by executing $ make. The area.c code
also associates with the header file area.h to declare the functions within the C
code. The area.ensemble is a text file where the area information form area.c
is saved. Once the code is finished running a data file is output containing the
lookup table for mode evaluation.
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2.5. M ODEL E VALUATION
The final section of code is used to evaluate the model created from the Automated RSM. This code was written in the C programming language as well. The
user can input the desired precise values for evaluation into the RSM.inp file.
Execution returns a single, accurate, drag coefficient as well as ballistic coefficient. This code evaluates the multi-variate input with a Langmuir or Freundlich
adsorption model taking into account fractional surface coverage of adsorbed
oxygen.
RSM_Cd

src

data

RSM.h

RSM.c

Makefile

RSM.inp

Figure 2.7: RSM_Cd folder of LANL RSM Toolkit

data is the folder where the user must place the Automated_RSM and RSM _Area
data files to be read by the RSM.c code. src contains the relevant source code
for analyzing the MATLAB® GPR model and calculating the drag coefficient.
This code must also be compiled with the $ make command. Figure 2.8 is a
example of the RSM.inp file. This input file is line dependent and must keep a
strict formatting.
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Figure 2.8: RSM.inp input file for RSM.c

2.6. L IMITATIONS OF LANL RSM T OOLKIT
There are certain limitations to the LANL RSM toolkit. For instance, one issue
that arose during testing of the code was that the RSM was giving false information, or in some cases crashing. TPMC simulates particles colliding with the
surface of an object. Gaps or holes in the object can cause particles to become
trapped and give false readings as they bounce inside the object. When this occurs it is said the mesh is non-watertight. This issue does not reside withing the
tpm.c code, but arises from the STL file generation. In order to make sure the
user does not run into this issue, a function that checks the water-tightness of
the mesh can be developed.
While it is possible to model satellites with rotating components, it can not be
done automatically within the LANL RSM. The user must create a new satellite
for each individual simulation. To help model this better, a rotation algorithm
can be implemented that will allow the user to predict the drag at all desired
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configurations of the satellite.
The LANL RSM toolkit also has the limitation of using MATLAB® code.
This code can be computationally and monetarily expensive. In this work, the
code has been made to an open-source software that hopefully will allow the
RSM to become a community standard that all agencies across the globe can
use to more accurately model the drag coefficient of their satellites.
The toolkit was also developed for LANL’s personal needs and does not give
much consideration to the end user. For instance, the suite has multiple places
to compile code and execute. Ideally, the user should only have to install the
suite one time with everything compiled and ready for execution. There should
also only be execution of a single code for simulation and model creation. Then
once the model is created there should be another code for model evaluation
along with projected area calculation. A lot of the inputs and definitions are
hardcoded into the multiple scripts as well. This makes the user have to parse
through the code to find definitions and variable declarations. Documentation is
also lacking from the toolkit. While, there are "README" files included with
the suite, they do not divulge detailed operation of all the codes. Implementation
of these features would turn the suite into software package that a new user could
pick up and start using with relative ease.

3. W EST V IRGINIA U NIVERSITY ’ S RSM
S OFTWARE PACKAGE
Once operational, the LANL RSM suite was developed into a software package
with extended capabilities into complex satellite geometries with rotating com-
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ponents. The software has also been developed around providing a new user
with an easily navigable environment. Furthermore, the Gaussian Process Regression model is now created via Python’s Scikit-learn module. This is beneficial as it is less computationally expensive, more efficient, and open source. This
new suite allows the user to not only execute and automatically develop RSM
models, but also to execute individual scripts independently such as: projected
area calculations, STL rotation and generation, model creation, and model evaluation. The new flowchart for operation of the WVU RSM toolkit is shown in
Figure 3.1. Comparing this flow chart to the one in Figure 2.2, there are a couple
notable differences in operation. Rotation has been added to the toolkit and the
area script from the LANL RSM has been removed.

Figure 3.1: Flowchart of WVU RSM Toolkit Operation
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3.1. E XTENSION TO C OMPLEX G EOMETRIES
The largest addition to the RSM suite is the ability to evaluate complex geometries. Complex geometries refer to objects with rotating components such as,
but not limited to, solar panels. Allowing for rotating components to be a part
of the regression model creates an n-dimensional number of inputs. This proves
to be a challenge with a lot of the original LANL code. To overcome this, new
file types were introduced to the suite such as JSON and HDF5 files. The readability of these, along with metadata attributes, make them ideal for information
exchange within the software package.
The implementation of component rotation requires an understanding of how
ASCII STL files are structured. The user must also have a strong understanding
of the size and structure of their object as well as spatial awareness of each
component. This is because components of the object are rotated individually
and then combined to make a whole structure.
The code implements a rotation algorithm and is performed over the number of samples created during the LHS generation. The algorithm was further
extended to combine all of the components to form the whole structure of the
object as well. This process creates a new STL that is used for a single simulation. If there are multiple simulations being performed, that many STL files
will be created. For instance, an n-number of ensemble points will generate an
n-number of STL files for simulation in the RSM code.

3.2. ROTATION OF STL S
Often, satellites are not fixed bodies. They can have components that rotate
such as solar panels, dishes, or antennas. The ability to rotate STL files allows
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for the creation of a regression model that can give a user the ability to look
up drag coefficients without the need to recreate an object every time they need
to simulate a different configuration. A rotation algorithm was created for this
software that can rotate components of a satellite and output new STL files for
either TPMC simulation or for the users own personal use.
In order to rotate an STL file, an algorithm that was created by James A.
Tancred at the Air Force Research Laboratory is used [36]. Originally the code
was developed in MATLAB® and the algorithm cleverly uses several text files
as inputs. The input files are comprised of a "parent" and "child" file which call
and assign names of the components being rotated, respectively. A "deflection"
text file is also used to define the deflections for each component. The user
may input multiple instances in this file to create multiple STL files as well.
Two "hinge point" files are used to define the line about which components are
rotated. The first file defines the point at which a line begins and the second
defines the point at which it ends. These two points create a vector that the
rotation occurs about. The positive direction of rotation then follows the righthand-rule. The code also has the ability to display the new and old STL files
showing where the rotation occurs.
To actually perform the rotation, each facet needs to be rotated using direction
cosine matrices. First, the hinge line vector needs to be defined with respect
the "world origin", a point for reference in the code. The user has the option
to define different world origins; however, the natural choice is to use (0,0,0).
From there, three direction cosines can be calculated by the angles given in
Equation 3.1. These angles are measured by the vector, ~h, between the hinge
line and the world origin
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hx
180
cos−1
π
|~h|
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π
|~h|
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cos−1
π
|~h|
α=

(3.1)

The rotation angles may now be calculated with the following equations:

180
θ1 =
cos−1
π



cos2 (α) + sin2 (γ) − cos2 (β)
2 cos(α) sin(γ)


(3.2)

θ2 = 90 − γ

(3.3)

θH = θdef lection

(3.4)

These three angles can then be used to create the appropriate Eulerian rotation
matrices.
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(3.5)
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(3.7)

The vertices of each facet can now be rotated with Equation 3.8.
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X = R1−1 R2−1 R3 R2 R1 (Xb − ∆) + ∆;

(3.8)

X is the new set of vertices for the facet, Rn is the matrix representing the
elemental rotations about the respective axes x, y, or z, Xb is an array of the
original vertex points, and ∆ is the distance between the second hinge point
and the world origin. Once the vertices have been rotated, the normal vectors of
the facets also need to be rotated. To do this, the same approach and equations
are used as the vertices.
After this is accomplished the new STL component can be printed in the
same aforementioned formatting. Multiple components can also be combined
to create larger structures that can be used for simulations. To make sure there
are no errors with this method, a "Check Water-Tightness" function was created
and is performed on each STL file.

3.3. C HECK WATER -T IGHTNESS
Another addition to the package is the ability to check water-tightness of the
object. Also sometimes referred to as manifold surfaces, the surfaces of the
object can not have any gaps or holes in them. Breaks in the structure can cause
particles to become trapped and bounce around inside the object giving false
data. To overcome this, a basic function was created to make sure each side of a
triangular facet is shared by exactly two triangles. If a mesh is not water-tight,
then the program will stop execution with an error message.
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3.4. WVU R EGRESSION M ODEL
The regression model creation was done using a Gaussian Process Regression
model via Python’s Sci-Kit Learn module. An important benefit of doing the
GPR modeling in Python is that it provides uncertainty bounds as well. These
bounds are a good indicator of the performance of the GPR. For the GPR to
function, the prior covariance function needs to be specified. This is done so
by the use of a predefined kernel. Kernels determine the shape of the prior and
posterior of the GPR. According to the Sci-Kit Learn documentation, “they encode the assumptions on the function being learned by defining the ‘similarity’
of two data points combined with the assumption that similar data points should
have similar target values” [9]. Python’s Sci-Kit Learn module contains all the
necessary functions to accomplish the creation of the GPR. Through much trial
and error, the WVU ASSIST lab has determined that the most appropriate kernel
for modeling drag coefficients in FMF is the Matern kernel. The Matern kernel
is a stationary kernel and a generalization of the Radial Based Function (RBF)
kernel [9]. The kernel is given by the following function, defined in Equation
3.9.

1
k(xi , xj ) =
Γ(ν)2ν−1

ν  √

√
2ν
2ν
d(xi , xj ) Kν
d(xi , xj )
l
l

(3.9)

where l is a length scale parameter greater than zero, d(xi , xj ) is the Euclidean
distance, Kν () is a modified Bessel function, and Γ(ν) is the gamma function.
The parameter ν controls the smoothness of the function. In this work ν is set to
2.5, a value that is common for twice differentiable functions. As ν approaches
infinity, the Matern kernel converges to the RBF kernel. When ν =
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1
2

, the

Matern kernel becomes identical to the absolute exponential kernel [9].

3.4.1. U NCERTAINTY
Scikit-learn library has a functionality named "GaussianProcessRegressor," which
can do Gaussian Process Regression and provide an estimate of both the mean
and the uncertainty, also known as standard deviation, of the prediction. If too
few ensemble points are used in the training process, i.e., if the ensemble points
are sparsely distributed, then the size of the predicted uncertainty is large. As
such, the configuration and the number of ensemble points need to be carefully
designed.
The prediction of the posterior is found with Bayes’ theorem by conditioning
on the prior and the observations. The predictive posterior distribution corresponds to the test inputs, X∗ , for the observation dataset {Xo , Fo }, and is given
by Equation 3.10 [31]

p(F∗ |X∗ , Xo , Fo ) = N (F∗ |µ∗ , Σ∗ )

(3.10)

µ∗ = KT∗ (Ko + n2l I)−1 Fo

(3.11)

Σ∗ = K∗∗ − KT∗ (Ko + n2l I)−1 K∗

(3.12)

where K∗ = K(Xo , X∗ ), Ko = K(Xo , Xo ), and K∗∗ = K(X∗ , X∗ ). Hyperparameters l and nl are found by maximizing the log marginal likelihood of the
training data. The value I is representative of the identity matrix and the value
of Σ∗ is the measure of the uncertainty of the model.
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3.5. M ODEL E VALUATION
The model evaluation code uses an emulator function that reads the files generated from the regression model creation code. These files provide the adsorbate
CD and the clean surface CD . Using the aforementioned total drag coefficient
approach, the code provides the user with the final drag coefficient. The same
evaluation code also outputs the projected area and the uncertainty of the model.

3.6. C OMPILATION /I NSTALLATION OF C ODE
A significant difference between the LANL RSM suite and this software package is the build of the package. To elaborate, the suite is now a software package
in the sense that compilation and installation of the package is backed by a series of scripts that evaluate the users environment to make sure execution is
successful. This is still a high level package that is not recommended for desktop environments. Instead, it is recommended to be used with high performance
clusters utilizing multiple nodes and processors; however, with the correct modules the user is very much able to run this software on a desktop environment.
The package is also capable of giving the developers debugging information in
case any issues arise.
The software package can be obtained by a GitHub repository link given in
Appendix B. Once downloaded, the package needs to be set up. This is a one
time procedure the user must preform to compile the appropriate TPMC code. It
should be noted that whichever modules the user uses to compile the code must
also be used to execute the code as well.
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3.6.1. M ODULES R EQUIRED
In order to compile, the following module types need to be accessible and loaded
on to a desktop, cluster, and/or node. Also, the Python modules need to be
backed with numpy, pandas, h5py, scipy, and sklearn. All other modules
used are a part of the Python standard libraries. Another requirement is that
GSL, used for random number generation, and MPI, used for parallelism, be
included with the C compilers. If any of these are not present, they can be
downloaded from the internet or uploaded by a cluster specialist. The main
compilers needed are:

1. C code compiler, with MPI implementation
2. Python 3.x interperter
3. HDF5 library for C

Examples of the appropriate packages can be found under the load_sources.sh
script found in the RSM _T P M C folder. This script can also be modified and
used for the user’s own purposes. Currently, as downloaded, the script can be
called with the following command and output the following modules:
$ source load_sources.sh intel19
$ module list
lang/gcc/9.3.0 lang/python/intelpython3_2019.5 \
lang/intel/2019 libs/hdf5/1.12.0_intel19

These are the modules and directories used on the WVU cluster. The user should
load in modules with respect to their cluster or machine.
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3.6.2. C OMPILATION
There is only one code that needs to be compiled before use and that is the
TPMC code. The filename for this code is called tpm.c and can be found under
the RSM _T P M C/tpm/src working directory. In order to compile, the user
needs to follow the following instructions. Any errors that may arise during
compilation are noted by the autotools build system.
1. Navigate so the current working directory is ./RSM _T P M C/tpm/.
2. Create a folder for compilation, this is not mandatory, but it is a good
practice to separate the compiled code from the sources.

$ mkdir build
$ cd build

3. Execute the configure with appropriate flags. mpiicc is the compiler
wrapper over Intel compilers and mpicc is the Intel MPI wrapper over
GCC compilers. The code needs HDF5 and GSL as well, for example,
using Intel compilers:

$ CC=mpiicc ../configure

The configure will figure out the right values for HDF5 and GSL libraries,
otherwise you can also explicitly insert them like this:

$ CC=mpiicc LIBS="-lhdf5 -lm -lgsl -lgslcblas" \
../configure
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4. Execute make to build the code

$ make

5. After compilation the executable is located at: build/src with the name
"tpm"
You can use this binary directly or you can install it. For installing the
code you can decide a good place for installation with:

$ CC=mpiicc LIBS="-lhdf5 -lm -lgsl -lgslcblas" \
../configure --prefix=$HOME/.local

and after make, install the code with:

$ make install

Otherwise, this executable code can be used to run the package. For the
rest of this work the binary file is used directly and can be found in the
directory: RSM_TPMC/tpm/build/src/tpm.
All of the Python scripts should be executable upon downloading from the
repository. If for some reason the scripts are not, $ chmod +x needs to be performed on the following scripts to make them executable. If all are executable,
the user is ready to begin utilizing the software.
- model_evaluation_script.py
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- projected_area.py
- regression_model.py
- rotate_stl.py
- rsm_run_script.py

3.7. NAVIGATION
The software contains multiple directories that user must know in order to traverse the RSM. The diagram in Figure 3.2 illustrates the top level directory of
the software package.

Inputs

Outputs

RSM_TPMC

tempfiles

Figure 3.2: Top Level Directory of WVU RSM Toolkit

3.7.1. OVERVIEW
In the top level directory there are four folders. Inputs, Outputs, RSM_TPMC,
and tempfiles. The Inputs folder is where the user will change values as they
see fit and is the only place where the user has to change anything in the software. The Outputs folder is where everything of importance is output by the
various codes. RSM_TPMC is where all the code is contained. Finally, tempfiles is a folder where several temporary files are kept. The user never needs
to change anything within here. For informational purposes though, the items
contained within the tempfiles folder are variables that are passed from Python
scripts to the tpm code, the STL files created by the rotation Python script, and
the ensemble information created by the LHS.
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3.7.2. I NPUTS
How to use the Inputs folder is shown under the example execution section in
the results of this work. This is an illustration and explanation of the structure
of the Inputs folder. The Inputs folder contains the items shown in Figure 3.3.
Inputs

Model_Evaluation_Inputs

STL_Rotation_Inputs

STL_Files

Model_Evaluation.json

Simulation.json

Figure 3.3: Inputs Directory of WVU RSM Toolkit

The Model_Evaluation_Inputs folder contains two items necessary to produce the drag coefficient results. The first item is the Model_Input_Data.csv
file, which is used to calculate the drag coefficient. The second is the Regression_Models folder. This folder is where the user places the regression models
generated from the simulation scripts.
The ST L_F iles folder is where all STL file types go. Whether individual
components or a single structure object, this is where the user will place their
STLs. It is worth reiterating that this is not where the rotation script outputs
STLs. Since that script outputs one STL per simulation, they are stored and
deleted in the tempf iles folder.
ST L_Rotation_Inputs consists of three files that are necessary to define
how rotations are performed.
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The M odel_Evaluation.json and Simulation.json files define the different values and ranges used to create and evaluate the model. Their structure is
explained later in this work.

3.7.3. O UTPUTS
The Outputs folder is where all pertinent information from the scripts is output.
Outputs

Projected_Area

RSM_Regression_Models

Cd_Results

deflections.txt

Figure 3.4: Outputs Directory of WVU RSM Toolkit

Projected_Area contains the file produced by the tpm code with the projected
area of each simulation. This file is called Aout.dat. The user does not need to
do anything with this file, but the projected_area.py code does use it to create
a model for projected area calculation. The final projected area results from
model_evaluation_script.py are also output to this folder as a text file.
RSM_Regression_Models is where the regression models from regression_models.py are output. After each run, thirty files defining the model are added to
this folder.
Cd_Results is where the drag coefficients from model_evaluation_script.py
are output as a text file.
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The deflection.txt file is created from the Latin Hypercube Sampling. During
the LHS sampling, the deflections of each component for each ensemble point
is created and saved to this text file. This is for reference purposes only. The
actual deflection.txt is not used by any other scripts.

3.7.4. RSM_TPMC
RSM_TPMC is the section of the software package that contains all of the code.
There are many parts of RSM_TPMC that are not useful to the user and only
the relevant directories are discussed in this section. A diagram of the folder is
shown below in Figure 3.5. There are multiple sub-directories that contain the
code being used.
RSM_TPMC

rsm_run_script.py

model_evaluation_script.py

regression_model.py

projected_area.py

rotate_stl.py

tpm

README

build

src

tpm.c

tpm.h

Figure 3.5: RSM_TPMC Directory of WVU RSM Toolkit

The main scripts that the user will call are the rsm_run_script.py and the
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model_evaluation_script.py. Both of these are executables that the user will
have to execute in order to create the model and then evaluate it. The regression_model.py and rotate_stl.py run automatically from the rsm_run_script.py.
These can also be ran independently if the user wishes to just rotate an STL or
create a regression model.
The tpm folder is the folder that contains the TPMC code. In this folder, the
three important items are the READM E, build, and src. The README file
has the aforementioned steps to compile the code. build is the folder created
by the user during installation where the executable TPMC code is kept. src
contains the tpm.c code and its header file, tpm.h. This is the simulation code
that is called by the rsm_run_script.py

3.8. S IMULATION E XECUTION
The setup, execution, and evaluation of the code to return drag coefficients and
projected area is a multi-step process. Several inputs are required and the process changes slightly with rotation versus no rotation. The execution of the software also requires specific commands to ensure there are no directory conflicts
within the various codes.

3.8.1. S IMULATION I NPUTS
The software requires multiple user defined inputs to operate, all found in the
Inputs folder. In order to define the inputs used for the simulations, the user
needs to change the Simulaion.json file. This file is a JSON file to provide
the user with flexibility in inputting the relevant information. For instance, line
order and values don’t matter. The only thing that matters is the format of the file
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and that the option/variable names be kept the same. Figure 3.6 is an example
of this file.

Figure 3.6: Example of the Simulation.json file

A description of the inputs are as follows:

1. Object Name: This is the name that will be given for the regression model.
If not performing rotation, the filename of the STL must be used.
2. Number of Ensemble Points: This is how many simulations will be performed by TPMC to create the regression model.
3. Number of Processors to be used: processors used to run simulation in
parallel.
4. Component Rotation: A flag to tell the software if the user wishes to have
components of the satellite rotate.
5. Gas Surface Interaction Model: Flag for user to define GSI model.
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6. Magnitude of Bulk Velocity: Min/Max value of Velocity sampling; in
meters per second.
7. Satellite Surface Temperature: Min/Max value of Surface Temperature
sampling; in Kelvin.
8. Atmospheric Translational Temperature: Min/Max value of Atmospheric
Temperature sampling; in Kelvin.
9. Specular Fraction: Min/Max value of Specular Fraction; unitless.
10. Energy Accommodation Coefficient: Min/Max value of EAC; unitless.
11. Normal Energy Accommodation Coefficient: Min/Max value of normal
EAC; unitless.
12. Tangential Momentum Accommodation Coefficient: Min/Max value of
momentum accommodation coefficient; unitless.
13. Yaw Angle Orientation: Min/Max value of yaw sampling; in degrees.
14. Pitch Angle Orientation: Min/Max value of pitch sampling; in degrees.
15. Component Rotation Min/Max: An array for the Min/Max value of each
component being rotated. Each row is a component that corresponds to
the order of parent.txt; in degrees.

Formatting of the JSON file is very important. The file requires opening and
closing brackets and commas after every value except the last one. The "Min/Max" inputs need to be in brackets and the component rotation array has commas after each number except the last value. This array was put in this form for
aesthetic reasons. The number of rows should match the number of components.
If the user desires to not rotate a certain component, zeros for the maximum and
minimum value should be used. To reiterate, if the user is not performing a com-
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ponent rotation, the filename of the mesh for the "Object Name" input should
be used. For example:"Object Name": "Satellite.stl" would be the appropriate
input for an object not using component rotation.

3.8.2. STL_F ILES
This folder is where the user should place their STL files, components and whole
structures alike.

3.8.3. STL_ROTATION _I NPUTS
There are three important files in this folder; hinge_points1.txt, hinge_points2.txt,
and parents.txt. Each of these is a text file that needs to be altered with the
evaluation of new structures and components. The user needs a high level of
understanding of the structure of their object for this, as the rotation of each
component is determined by a user defined hinge line, and the individual components are combined to form a singe structure for simulation.
To start, the parents.txt file is how the user defines the component STL file
being used. The order of the files is very important here. The order the files
are listed in this text file dictates the order of the hinge point definitions as
well as the order of the "Min/Max" of the component rotation definitions in the
Simulation.json file.
The hinge point files define the line of rotation for each component. The files
are structured using an x-y-z Cartesian coordinate system where each row is
a point corresponding to the component in the same row of parents.txt. Each
of the two files define a point in space that corresponds to the other file. For
instance, hinge_points1.txt’s first row corresponds to hinge_points2.txt’s first
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row. Theses two points draw a vector about which the component rotates. The
line follows the right hand rule. Going from point 1 to point 2, if the user were
to point their right thumb in the direction of this vector and curl their fingers,
that curl would denote the positive direction of rotation for that component.
Correlation and examples of the files are shown in Figure 3.7.

Body.stl

0.0 500 0.0

0.0 -500 0.0

Left_SolarPanel.stl

0.0 1000 0.0

0.0 4250 0.0

Right_SolarPanel.stl

0.0 -1000 0.0

0.0 -4250 0.0

Figure 3.7: Correlation between STL_Rotation_Input Files

Figure 3.8: Example of the parent.txt file
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Figure 3.9: Example of the hinge_points1.txt file

Figure 3.10: Example of the hinge_points2.txt file

3.9. RSM C ODE E XECUTION
Executing the code is a relatively simple process with few steps. Once the user
has loaded their modules and defined their inputs, all that remains is to execute
the software. Code execution must be done from the top level directory to ensure there are no issues with file navigation within the code. To execute, the user
inputs the following line:
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$ ./RSM_TPMC/rsm_run_script.py −−tpm \
RSM_TPMC/tpm/build/src/tpm

A condition with this execution line is that the path of the tpm code needs
to be defined. The path to the compiled code is stated after the --tpm flag
because the user places the compiled code in their desired and personally defined
path. Once the code begins the user will see the Response Surface Model logo
along with several print statements. Depending on the mesh of the STL file, the
number of simulations being performed, and the number of processors being
used, the completion of simulations can take anywhere from a matter of hours
to several days. A very complex satellite with a fine mesh can even take several
weeks to complete.

3.10. O UTPUTS
There are two main locations where information is output in the RSM: Outputs
and tempfiles. The information and data from the TPMC simulations, as well
as the regression model creation, are stored in the Outputs folder for the users
convenience. The outputs that the user does not need to interact with are placed
in the tempfiles folder.

3.10.1. TPMC S IMULATION O UTPUTS
The tpm.c code creates several outputs. First, it creates training and test data
for the regression model. With six species of gas, there will be six training and
six test files. These twelve files are placed in the following directory: /Outputs/RSM_Regression_Models/data The test and training data reflect the variables
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created from Latin Hypercube Sampling for each simulation as well as the calculated drag coefficient.
Furthermore, the tpm.c code outputs the projected area of each simulation.
The area is saved to the Aout.dat file located in the ./Outputs/Projected_area
directory. This file is then used by the area lookup code to calculate the projected
area given by the user inputs.

3.10.2. R EGRESSION M ODEL
The regression model code uses the training and test data files to create and test
the model. Verification of successful model creation is shown through several
plots placed in the following directory: /Outputs/RSM_Regression_Models/Plots_Output folder. Figure 3.11 is an example of the O2 model created for a simple
cube.

Figure 3.11: Visualization of Model Performance
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The regression model has a lot of outputs that the user will need to interact
with as well. Once the model is created the appropriate outputs are placed in
the /Outputs/RSM_Regression_Models folder. There are thirty files created from
this process in total, each sharing the object name used in the Simulation.json
file. Each species requires two files for mean and standard deviation, as well as
a Gaussian Process Matern model. The only interaction the user must perform
with these files is to move them to the ./Inputs/RSM_Regression_Models folder
in order for the model evaluation script to use the correct regression model.

3.10.3. M ODEL E VALUATION O UTPUTS
After the user executes the model evaluation code, there are only two outputs: the drag coefficient and the projected area. These are named according
to the M odel_Evaluation_Inputs.json file. Drag coefficient is placed in the
Cd_Results folder and projected area is placed in the P rojected_Area folder.
These are the final results for the user. They can be visualized through plotting
and/or used for orbit propagation as the user sees fit.

3.10.4. L ATIN H YPERCUBE S AMPLING
Latin Hypercube Sampling is used to make randomized data points for the
TPMC simulation. In the tempf iles folder, two files are created; tpm.ensemble
and tpm.ensemble.h5. These files are the same but the HDF5 file is used particularly for the metadata included in the file type. The HDF5 is not visible without
using the $ h5dump command or an HDF5 viewer. The user can easily view
the tpm.ensemble file with any common text editor or reader though. If the user
wishes to see the the deflections of each component further they may reference
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the def lections.txt file in the Outputs folder. This file contains similar information as the ensemble files; however this structure is more intuitive. The order
of this file also correlates to the order of the mesh file created during rotation.
For instance, if the first mesh file created was Satellite0.stl and the first line of
def lections.txt was "10 20 30", opening and physically viewing the STL would
show the first component rotated 10 degrees, the second rotated 20 degrees, and
the third rotated 30 degrees.

3.10.5. M ESH _F ILES
As the rotation script creates STL files for the tpm.c code, they are placed in the
M esh_F iles folder. The folder is not automatically cleaned after the software
is finished. For now, the files are not deleted so the user can view the STLs if
they wish to do so. Since a multitude of STLs are created for a large number
of simulations, the user should clean this folder periodically. The user also does
not need to interact with these files. Each one is checked for water-tightness as
it is created. If there are any issues, the code will automatically exit and notify
the user of the error.

3.10.6.

TEMP _ VARIABLES . TXT

temp_variables.txt is used to essentially pass variables from the Python code
to C code. The variables that are passed are the following: Object Name, Gas
Surface Interaction flag, Species Mole Fraction, and the Component Rotation
flag. The user does not need to interact with these and changing them manually
will have no effect on how the software operates.
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3.11. M ODEL E VALUATION
Evaluating the model is the pinnacle of the user obtaining results. The user
has two action items to perform before being able to do so. First, there are
the three input items to execute the evaluation. Once these are set, the user
needs to execute the code similarly to the simulation execution. Secondly, the
two outputs generated from the RSM simulation code need to be placed in the
Inputs folder.

3.11.1. M ODEL E VALUATION I NPUTS
Under the Inputs folder, there are three inputs that need to be set before execution: the JSON file, the CSV file and the regression models. The regression model is a simple setup. The user must take the regression model created
in the simulation execution steps and move them to the following directory:
./Inputs/M odel_Evaluation_Inputs/Regression_M odels
Model_Evaluation.json is similar to the Simulation.json file. The structure
requires the same JSON formatting as before; however, there are no arrays in
this file. This is worth noting as the user should be wary that the last value has
no comma after it. Figure 3.12 is an example of the file.
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Figure 3.12: Example of the Model_Evaluation_Inputs.json file

The first input of this file is the "Model Name". This is not a name the user
is assigning to anything. This is the model name that precedes all of the regression model files. For example, if the user had regression models name
Fun_wTPMC_GP_reg_H_matern2.pkl, Fun_wTPMC_x_train_H_mean.pkl, Fun_wTPMC_y_train_O2_mean.pkl, etc. then "Model Name": "Fun_wTPMC"
would be the appropriate input. If the user performed simulation without rotation, then the caveat of using the .stl extension carries over to this input file. For
example, the user could have an input such as "Model Name": "Satellite.stl".
The next input is the GSI model. This must correlate with the GSI used when
the simulation was preformed. If these do not match then the program will throw
an error. Similarly, the Component Rotation input here must also match what
was used for the model. These two inputs are important because they determine
the number of variables as well as the number of dimensions used, respectively.
The adsorption model input is set at the users discretion. Using either of these
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determines how the fractional surface coverage of adsorbed oxygen is perceived.
A snippet of the code that calculates the fractional surface coverage is shown in
Figure 3.13.

Figure 3.13: Code from model_evaluation_script.py, calculation of the fractional surface coverage of adsorbed oxygen with different ADS
models.

The last input is the satellite surface particle mass. The surface particle mass
is used for the calculation of the energy accommodation coefficient for clean
surfaces based on Goodman’s (1966) empirical formula. This is a value that can
vary from satellite to satellite and is dependent of the satellite’s material and
finishing.
Model_Input_Data.csv is where the user may input as many data points as
they desire to find the drag coefficient at any given instance. A CSV file was
chosen to allow the flexibility of inputting a single instance, multiple instances,
or time series data as well as the ability to allow for n-dimensions from the
component rotation. Each column of the file is an input and denoted in the
header of the file. The inputs are as follows:
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- Velocity (m/s)
- Surface Temperature (K)
- Atmospheric Temperature (K)
- Yaw (radians)
- Pitch (radians)
- Number Density (#/m3 , the number of particles per meter cubed)
- Mole Fraction (H)
- Mole Fraction (He)
- Mole Fraction (N)
- Mole Fraction (N2)
- Mole Fraction (O)
- Mole Fraction (O2)
- Component Rotation... (degrees)
Each row of the file is considered to be one instance of evaluation. The CSV
file requires that each of these columns remain in this particular order also. The
component rotation flag that is used in the M odel_Evaluation_Inputs.json
tells the code if the columns after "Mole Fraction(O2)" are relevant or not. If
the flag is turned off then these columns will not be read. It is important that
the number of "Component Rotation..." columns matches the number of components being used in the simulations. All of the inputs prior to the component
rotation inputs are used to calculate the drag coefficient of the satellite. The
component rotation inputs themselves are relevant to find the projected area of
the satellite.
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3.11.2. E XECUTION OF M ODEL E VALUATION
Executing the model evaluation script is similar to the RSM run script. A difference is that the evaluation does not require any C code. Therefore, a simple
Python execution is necessary. Similar to other code executions, the call must
be made from the top level directory.

$ ./RSM_TPMC/model_evaluation_script.py

3.11.3. O UTPUTS OF M ODEL E VALUATION
There are two outputs to the model evaluation: the drag coefficient and the
projected area of the satellite. Each of them are placed in the Outputs folder
in their respective folders; Cd_Results and P rojected_Area. The output files
are text files with the output printed as a column of data in the same order as the
CSV file used at input.

4. R ESULTS
4.1. C HECK WATER -T IGHTNESS
The check water-tightness function created was successful in preventing erroneous STL files from being tested. The function was able to find very minute
discrepancies in multiple STL files during testing. An example of the the function in operation is shown in Figure 4.1.
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(a) Whole Cube

(b) CWT Results - Pass

(c) Broken Cube

(d) CWT Results - Fail

Figure 4.1: CWT Results for a Whole Structure and a Broken Structure

Figure 4.1 shows a cube with a single facet removed. With the facet removed,
the program terminates and gives the appropriate pass-fail message. In the case
of rotation being performed, with new STL files being automatically generated,
each new STL file is also ran through the CWT function. The function itself
is very efficient and only adds additional milliseconds for each CWT run. The
CWT for rotation also gives the user information about which configuration of
the STL passes/fails. An example of the CWT with rotation is given underneath
the "Example of the WVU RSM Toolkit Operation" section of this work in
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Appendix A.

4.2. C OMPARISON OF C LOSED F ORM S OLUTIONS
Several closed form solutions for simple shapes exist that may serve as a baseline for the performance of the RSM. The three shapes evaluated are the cube,
sphere, and cylinder. Each is a function of the molecular speed ratio given by
Equation 4.2. The molecular speed ratio is the ratio of the freestream velocity,
U , to the relative gas velocity, vmp . The relative gas velocity is more precisely
defined as the most probable speed of a Maxwellian velocity distribution at the
local translational temperature of the atmosphere and is defined by Equation 4.1
[37]. The velocity distribution is comprised of the Boltzmann Constant, kb , atmospheric temperature, T∞ , and the mass of one atom of oxygen in kilograms,
m.

r
vmp =

s=

2kb T∞
m

U
vmp

(4.1)

(4.2)

To start, the closed form solution of a cube can be given by Equation 4.3:

CD,cube



√ r
2 −s2
1
π Ts
4
= √ e + 2 + 2 erf (s) +
+√
s
s
T∞
πs
πs

(4.3)

Once the closed form solution has been created, it is possible to compare the
LANL RSM and WVU RSM results with the solution. Comparison of the closed
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form solution, the LANL RSM, and the WVU RSM, are shown in Figure 4.2
and Figure 4.3. Figure 4.2’s results are obtained with a variation of freestream
velocity from 5500 m/s to 9500 m/s, a satellite surface temperature of 300 K, an
atmospheric temperature of 1100 K, and complete accommodation. In Figure
4.3, the velocity was kept at 5500 m/s, with the surface temperature at 300 K,
and complete accommodation. The LANL RSM and WVU RSM toolkits have
high fidelity outputs in both cases. Both regression models are also proven to
find solutions that are reasonably close to the closed form solution. Furthermore,
between the two models, the WVU RSM model has shown that it can provide
the same level of accuracy as the LANL RSM regression model.

Figure 4.2: Closed Form Solution of a Cube with Varying Velocity
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Figure 4.3: Closed Form Solution of a Cube with Varying Atmospheric Temperature

Continuing with further comparison, the closed from solution of a sphere is
given by Equation 4.4:


2 − σn + σt 4s4 + 4s2 − 1
CD,sphere =
erf (s) + . . .
2
2s4

√ r
2s2 + 1 −s2
2σn π Ts
√ 3 e
+
3s
T∞
πs

(4.4)

where σn and σt are the normal and tangential momentum coefficients, respectively. A comparison of just the WVU RSM and the closed form solution is
given with variation in the velocity, atmospheric temperature, and satellite surface temperature. All three plots show values that are relatively close; however,
it can be seen that lower temperatures there is a higher difference between the
RSM and the closed form solution. These comparisons were created using nominal values of U = 7500 m/s, T∞ = 1100 K, and Ts = 300 K with ranges of U =
[5500,9500] m/s, T∞ = [500,2000] K, and Ts = [100,500] K.
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Figure 4.4: Closed Form Solution of a Sphere with Varying Velocity

Figure 4.5: Closed Form Solution of a Sphere with Varying Atmospheric Temperature
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Figure 4.6: Closed Form Solution of a Sphere with Varying Atmospheric Temperature

For one more comparison, the closed form solution of a cylinder with its axis
perpendicular to the flow is given by:

√
−s2
3 r
σn π 2
Ts
π
e 2
−
CD,cylinder =
(2σn − σt − 4)
...
4
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6
s

  2 
  2 
3
s
1
s
πR2 2σt
2
2
√
s +
I0
+ s +
I1
+
2
2
2
2
2RH πs

(4.5)

where R is the radius of the face of the cylinder, H is the height of the cylinder,
and I0 , I1 are the Modified Bessel Function of the first kind ordered to 0 and 1
respectively. The following figures reflect similar trends as the sphere and cube
proving that the RSM is trending correctly with the closed form solutions.
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Figure 4.7: Closed Form Solution of a Cylinder with Varying Velocity

Figure 4.8: Closed Form Solution of a Cylinder with Varying Atmospheric Temperature

63

Figure 4.9: Closed Form Solution of a Cylinder with Varying Atmospheric Temperature

4.3. G AUSSIAN P ROCESS R EGRESSION
4.3.1. GPR P REDICTION R ESULTS
The GPR’s performance is well modeled by the comparison of the test data
to prediction values output by the GPR. The plots in Figure 4.10 are representations of the data being compared. The test and prediction data should be
near equal and can be seen by the linear trend in the comparison plots. The
histograms illustrated in Figure 4.10 represent the residuals of the data being
compared. These very low residuals are an indication of excellent GPR performance. Figure 4.10 shows the performance of the GPR for a simple cube with
1,000 ensemble points.

64

(a) Hydrogen GPR Performance

(b) Hydrogen Residuals

(c) Helium GPR Performance

(d) Hydrogen Residuals

Figure 4.10: Performance of GPR with each Species of Gas, Cube

65

(e) Atomic Oxygen GPR Performance

(f) Atomic Oxygen Residuals

(g) Diatomic Oxygen GPR Performance

(h) Diatomic Oxygen Residuals

(i) Atomic Nitrogen GPR Performance

(j) Atomic Nitrogen Residuals

Figure 4.10: Performance of GPR with each Species of Gas, Cube (cont.)
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(k) Diatomic Nitrogen GPR Performance

(l) Diatomic Nitrogen Residuals

Figure 4.10: Performance of GPR with each Species of Gas, Cube (cont.)

The evaluation of the cube shows excellent performance. The next evaluation
is now of a cube with rotating solar panels. The rotation of each component now
becomes an input into the GPR model creation. In this case, the central body
of the satellite does not have any rotation other than pitch and yaw. Because
of this, the rotation of the central body is set to zero. The code is capable of
recognizing this and neglects any input with zero variance. The performance of
the GPR with rotation inputs is shown in Figure 4.11. The satellite was evaluated
at 1000 ensemble points and also shows excellent performance predicting drag
coefficient.

Figure 4.11: Satellite with rotating solar panels
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(a) Hydrogen GPR Performance

(b) Hydrogen Residuals

(c) Helium GPR Performance

(d) Hydrogen Residuals

(e) Atomic Oxygen GPR Performance

(f) Atomic Oxygen Residuals

Figure 4.12: Performance of GPR with each Species of Gas, CubeSat
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(g) Diatomic Oxygen GPR Performance

(h) Diatomic Oxygen Residuals

(i) Atomic Nitrogen GPR Performance

(j) Atomic Nitrogen Residuals

(k) Diatomic Nitrogen GPR Performance

(l) Diatomic Nitrogen Residuals

Figure 4.12: Performance of GPR with each Species of Gas, CubeSat (cont.)

4.3.2. M ODEL C ALIBRATION
Calibration is the requirement in stochastic modeling that the predicted probabilities give an approximation of the likelihood of true events [6]. A well-
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calibrated model, for example, should have around 68 % true observations within
one standard deviation, 95% true observations within two standard deviations,
and 99.7 % true observations within three standard deviations. Uncalibrated
models tend to be over-confident or under-confident in their predictions, and
one should not trust their inferences. A convenient way to check how well a
model is calibrated is by looking at its “consistency curve".
Let the expected confidence interval levels be: C = [5%, 10%, 15%, ....., 95%].
The corresponding coefficients defining the uncertainty bounds are: κ[j] =
√
2erf −1 (C[j]/100). Let, (xoj , yoj )j=1,...,m be the observation dataset and let
the corresponding predictions be (µj , σj )j=1,...,m , where µj represents the mean
and σj represents the standard deviation. Then, the percentage of observed
dataset within the lower and upper uncertainty bounds associated with C[j] is
obtained as [10]:

"
P [j] =

#
m
X
I (µj − κ[j]σj ) < yoj < (µj + κ[j]σj )
× 100
m
j=1

(4.6)

where I is the indicator function.
The consistency curve mentioned earlier is the plot of P versus C. The proximity of the consistency curve to the y = x line (i.e., a straight line with a slope
of 450 and passing through the origin) is used to measure calibration in this
study. The consistency curve will perfectly overlap the y = x line in a perfectly
calibrated system. For the evaluation of consistency, a sphere and the satellite
CHAMP are evaluated. CHAMP can be seen in Figure 4.14 and referenced in
Section 4.3.3. The consistency plots for sphere and CHAMP drag coefficient
predictions using GPR for the test dataset are shown in Figure 4.13. The blue
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dotted line corresponds to the ideal case of perfect calibration, and the green
curve corresponds to the GPR predictions. The predictions for the sphere are
better calibrated than the predictions for the Champ satellite.

(m) Sphere Consistency Curve

(n) Champ Consistency Curve

Figure 4.13: Consistency Plots for Sphere and Champ for Drag Coefficient Prediction Using Gaussian Process Regression for the Test Dataset

4.3.3. C OMPUTATIONAL A NALYSIS C OMPARISON
To further test the credibility of the new GPR used in the WVU RSM Toolkit,
comparison between several sets of data was performed. Figure 4.15 contains
three plots comparing the two codes that use the GPR as well as data provided
by Dr. Christian Siemes from the Delft University of Technology [13]. The
satellite being evaluated is CHAMP, the "Challenging Minisatellite Payload", a
German satellite meant for atmospheric and ionospheric research. The satellite
features a relatively complex geometry as seen in Figure 4.14.
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Figure 4.14: CHAMP Satellite
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(a) CHAMP 2009 August 28, 24hr CD × Area

(b) CHAMP 2009 August 28, 10hr CD × Area

(c) CHAMP 2009 August 28, 1hr CD × Area

Figure 4.15: Comparison of GPR versus known values
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Each of these plots shows the drag coefficient multiplied by the projected
area of the satellite. Figure 4.15 consists of three plots:the first set of results is
expanded over a twenty four hour period, while the other two figures are zoomed
in versions with a ten hour period and one hour period, respectively. The "CD
Python" is calculate using the WVU GPR and the "CD Matlab" uses the LANL
GPR. "CD DSMC" is the drag coefficient generated from DSMC lookup tables.
The results between the three data sets are very similar. The LANL GPR results
do show a significant amount of noise, but for the most part falls within the
bounds of uncertainty. The Python GPR results follow the DSMC trend quite
closely. This shows that the Python GPR provides reasonable results.

4.3.4. RUN T IME C OMPARISON
Most of the code that was added to the WVU RSM is comprised of entirely of
new scripts or the same code from the LANL RSM. The new script’s run times
vary greatly across what the user input’s into the software; however, the GPR
was changed from the LANL’s in-house code to Python’s Scikit-learn package.
This makes it worth noting the run time difference between the two scripts.
Comparison of the two codes is done with a model of a simple 1m cube with
38 triangular facets. There are 1,000 simulations per species of gas comprising
the test and training data. The Python GPR creation was completed in approximately 2 minutes. The MATLAB® GPR creation was able to do the same in
approximately 420 minutes.
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4.4. D OCUMENTATION
To further make the WVU RSM toolkit a more user friendly software, documentation was added for the user’s benefit. The documentation is included with the
download of the toolkit from GitHub and found underneath the DOCS folder.
The documentation includes a full user manual complete with installation information as well as background, operation, troubleshooting notes, and analysis
instructions. The author’s information can be found within, as well as information for the other developers involved in the making of the toolkit. The toolkit is
a GNU Publicly Licensed software with the appropriate information included.
The WVU RSM software and documentation can be downloaded at the following GitHub Link: https://github.com/ASSISTLaboratory/WVU_
RSM_Suite/tree/main/WVU_RSM
Any further questions, comments, or concerns about the software can be
emailed Dr. Piyush Mehta at piyush.mehta@mail.wvu.edu. The developers
Logan Sheridan, Dr. Guillermo Avendano-France, and Dr. Smriti Paul can
be emailed at the respective email addresses as well: pls0013@mix.wvu.edu,
guavendanofranco@mail.wvu.edu, and smritinandan.paul@mail.wvu.edu

5. C ONCLUSION /F UTURE W ORK
The main goal addressed was the need for a Response Surface Modeling software that uses Test Particle Monte Carlo to simulate drag on objects in the Free
Molecular Flow regime. This software needed to be able to include objects with
complex geometries such as a satellite with rotating solar panels. Another goal
was to address the need for an open source software with explicit compilation
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and installation instructions that a new user is capable of operating with ease.
The WVU RSM software package proved to meet all of these goals and provide
accurate results.

5.1. C ONCLUSION
The software created has shown to be a diversified tool that allows a user to
obtain desired results as well as perform individual tasks like rotating STLs and
model evaluation. Furthermore, the software consists of automated checks in
order to reassure the user that all the proper modules and packages are installed
to operate. The software is also able to log developer information in case there
ever is an issue.
Through testing, the WVU RSM was able to provide accurate results. The
software showed how an STL could be rotated, combined with others, and
checked for water-tightness in an efficient and accurate manner. The software
extended this capability to create different configurations of an object and apply
them to a Gaussian Process Regression model that could then be evaluated by
a user with a desired configuration and freestream conditions. Lastly, the software is also capable of outputting the projected area of the satellite with said
conditions with any number of components.

5.2. F UTURE W ORK
While the WVU RSM has been turned in to a viable research tool, there are still
some changes that could be made to increase the accuracy and ease-of-use for
the software.
As stated, the WVU RSM uses a GPR modeling. This has the prime potential
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to be changed to a neural network. GPRs typically have a functionality form
that is limited to the kernel they use. A neural network could allow for more
flexibility in the analysis of data. The neural network also has the capability to
handle larger data sets with more efficiency. While the GPR is still efficient, an
neural network could extend capabilities to analyze more real world data.
The WVU RSM is still a software that requires a higher level knowledge of
command scripting. With the significant increase in efficiency from the Python
modeling there shows great promise to shift this type of analysis software to a
desktop environment. The WVU RSM could potentially have its own graphical
user interface with respective operating system installation.
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Appendices
A. E XAMPLE OF WVU RSM T OOLKIT O PERATION
WITH

ROTATION

This section is an example of a complete walk-through in calculating the drag
on a simple Cube-Satellite (CubeSat) with rotating solar panels. This example
begins after the installation and compilation of the code. The CubeSat being
evaluated is shown in Figure A.1.

Figure A.1: Structure and Mesh of example CubeSat with Solar Panels

This satellite is made up of three distinct components; the left solar panel,
the right solar panel, and the body. The body is compromised of the cube and
the cylindrical arms on each side. Because the cylindrical arms are rounded, the
mesh has be made much finer in these areas. The entire structure is made up of
10,025 facets in total.
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A.1. C REATING AN STL F ILE
In order to create the actual structure of the object a CAD software is necessary.
To create this satellite, DS Solidworks® was used. Any CAD software may be
used to accomplish this task, but there are some notable steps to making sure
the final structure is comprised of each component correctly.
The coordinate frame each component is made in is vital to making sure the
final structure is built correctly. For the case of the satellite being built here, the
center of the cube is (0,0,0). To reiterate, the orientation of the reference frame
is important for simulation. For this example, the satellite is symmetrical so the
orientation is only important for the consideration of what direction the solar
panels are rotating.

Figure A.2: Body Component of Example CubeSat
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Figure A.3: Left Solar Panel Component of Example CubeSat

Figure A.4: Right Solar Panel Component of Example CubeSat

Note that each of the solar panels is 1 meter from the center, as shown by the
dotted line. Since the body is a cube that is 1x1x1m and each arm is 0.5m long,
the left panel connects at the coordinate points (0,1000,0) and the right panel
connects at the coordinates (0,-1000,0). The scale of these coordinate points
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suggests the satellite is defined in millimeters although ASCII STL files do not
contain unit information. When exporting components from CAD software,
some CADs will translate the component so that it is centered to (0,0,0). It is
important a user makes sure that the parts remain in the correct reference frame.
Most CADs allow the user to turn off translation.
After the structure has been developed the body must be meshed. Most CAD
softwares, such as DS Solidworks®, allow the user to export directly to an
ASCII STL file. The user should be wary of this as the STLs created from
CAD are not necessarily high fidelity meshes. To be sure of an even and controlled mesh, the user should use a meshing software. The open source software
GMSH was used in the example. An example of the mesh generated for the
body of the satellite is shown below.

Figure A.5: Mesh for Body Component of Example CubeSat, GMSH
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A.2. E XAMPLE I NPUTS
After creation and meshing of the components, the user can perform the setup
for the simulations. First, they must navigate to the Inputs directory and place
the components that were created into the ST L_F iles folder. Secondly, they
must set up the Simulation.json file to the desired ranges. For this example,
the Simulation.json is shown below. The file shows that 1000 ensemble points
will be used with 200 processors. The sampling for yaw and pitch are ± 10
degrees, the component rotation is 0:0 degrees for the body and 0:20 degrees
for each panel.

Figure A.6: Simulation Input for Example

Finally, the user needs to define the rotation inputs. Recalling there are three
input files for rotation, the files are shown in Figure 4.8.
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(a) parent.txt

(b) hinge_points1.txt

(c) hinge_points2.txt

Figure A.7: Example Rotation Inputs

The user should recall that the hinge points follow the right hand rule. An
illustration of the hinge point setup is shown in Figure 4.9.

Figure A.8: Simulation Input for Example

For this example, the two inner joints were chosen as the first hinge point of
each vector and the outer points are the second. This is to illustrate the right
hand rule. In the input file 0:20 was chosen for both, this will result in the
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solar panels rotating in opposite directions. The figure below shows the positive
direction of rotation for each panel.

Figure A.9: Rotation Direction for Example

A.3. E XAMPLE E XECUTION
For this simulation the GCC C compilers were used along with Intel Python
modules. The code is executed using the following command:
$ ./RSM_TPMC/rsm_run_script.py −−tpm \
RSM_TPMC/tpm/build/src/tpm

Once executed the the RSM logo and some other miscellaneous print statements will output. An example of the "Watertight" statement can also be seen in
the figure below. When the rotation software creates the STL files for the TPMC
simulation they are named with an integer; e.g. Satellite0.stl. The function that
checks water-tightness instead outputs the angle deflections, in order of each
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component, attached to the name; e.g. Satellite_0.0_-5.0_10.235.stl. This can
be useful if the user is having a certain rotation that is throwing an error.

Figure A.10: RSM Logo and Initial Output

A.4. E XAMPLE O UTPUTS
Once the RSM has finished running, the aforementioned outputs will have automatically been created. The user will need to move the regression models in
the Output folder to the M odel_Evaluation_Inputs folder.

Figure A.11: Thirty Files for the Example Regression Model
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A.5. E XAMPLE M ODEL E VALUATION
At this point in the execution of the RSM, the model is ready to be evaluated.
The CSV file needs to be set up with the desired evaluation points and the JSON
file needs to reflect the proper name and values. Headers in the CSV example
are stacked for visual purposes only. The headers should be in a single row in
the actual file.

Figure A.12: Example Model_Evaluation.json file

Figure A.13: Example CSV file

Eleven points were used to evaluate the model, therefore there should be
eleven projected areas output and eleven drag coefficients. Navigating to the
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Outputs folder, there is now a file for each. In the projected area file below, it
can be seen that each area is on the order of 106 . This is because the STL file
used values that are in millimeters.

(a) CD Results

(b) Area Results

Figure A.14: Example Results
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B. C ODE R ESOURCES
B.1. C ODE
The Los Alamos National Laboratory Response Surface Modeling code can be
found at:
https://github.com/AndrewCWalker/rsm_tool_suite
Reference for this code can be found under the following paper:
Mehta, P. M., Walker, A., Lawrence, E., Linares, R., Higdon, D., and Koller, J.
(2014). Modeling Satellite Drag Coefficients with Response Surfaces. Advances
in Space Research, 54(8), 1590–1607. doi:10.1016/j.asr.2014.06.033
The West Virginia University Response Surface Modeling code can be found at:
https://github.com/ASSISTLaboratory/WVU_RSM_Suite

B.2. D EVELOPERS
Logan Sheridan, Lead Developer, Author
pls0013@mix.wvu.edu
Dr. Guillermo Avendano-Franco, Cluster Specialist, AutoTools
guavendanofranco@mail.wvu.edu
Dr. Smriti Paul, GPR Creation
smritinandan.paul@mail.wvu.edu
Dr. Piyush M. Mehta, Advisor, WVU Assistant Professor
piyush.mehta@mail.wvu.edu
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