Abstract-The problem of recognizing and discriminating mixed emotions in multi view faces using a web camera is discussed in this paper. Based on the literature, there are mainly seven basic emotions that humans can express and understand. However, in some faces in databases, there are characteristics of two or more of this basic emotions. The two databases of BU3DFE and UPM3DFE were tested for mixed emotion accuracy using the proposed multi view face emotion recognition method. The results show an improvement over existing works in mixed emotions recognition.
I. INTRODUCTION
Among different emotions that humans express, there are only seven basic emotions. They are namely anger, disgust, fear, happiness, sadness, surprise and neutral emotions [1] , [2] . Sometimes people express emotions that are characteristics of two or more of this basic emotions, these are mixed emotions.
The applications of automatic face emotion recognition are in many different areas such as psychology, health care, robotics and security and etc. Figure 1 , shows an example of human health care robot capable of detecting emotions. This robot could be used in health care for elderly or people with disabilities. Figure 2 is another application example, for pain detection. This system could be used in health care as an alarm system.
The problem of emotion detection is particularly difficult, since the solution tries to consider all the changes in face such as pose, occlusions, illumination changes, and resolution in image and flexibility with regard to these changes. In addition, other factors such as a difference in age, race or having makeup is needed to be considered in finding emotions [3] , [4] . The two 3D databases of BU3DFE [7] and UPM3DFE [8] were used to generate multiview images of seven images. A total of 15 views in 0, ±30, ±45 and ±90 for yaw angle and ±30 and ±45 for pitch angle and 4 multiview (both yaw and pitch angles) were generated.
The subjects that posed mixed emotions in databases were identified and tested for correct recognition. Figure 3 (b) shows a subject in UPM3DFE database that posed for disgust but has both disgust and anger emotions. The rest of the document is organized as follows. In section II available methods for multi view face emotion recognition is discussed, and the specifications of a FER system that is used for identifying mixed emotions are mentioned. Section III, explains the emotion recognition method used for also finding mixed emotions. Section IV, explains available methods in mixed emotions recognition, and section V presents the results of performing our method on subjects with mixed emotions in both databases. Finally, section VI, presents conclusion and limitation of the work with suggestions for future improvements. Figure 4 shows the general flow of a face emotion recognition method. In the training phase, a classifier is trained based on the training method and features and the database that are used. After this, in the testing phase, the face is detected first and features are extracted. These features are given to the trained classifier to identify the emotion. Based on the features used for classifying emotions from the face, facial expression recognition methods can be divided into geometric based and appearance based. The hybrid methods exist as well. They are a combination of geometric and appearance methods.
II. AVAILABLE METHODS FOR MULTI VIEW FER

A. Geometric face emotion recognition
In emotion recognition, some works were based on the feature-based approaches. Feature based approaches use the facial points and the relative movement of them to determine emotions [9] , [10] . ATTRIBUTES OF BASIC EMOTIONS [9] . The active shape model and active appearance model (ASM and AAM) can also be used for detecting geometrical features on face after training. Hu et al. [11] used the ASM to track points on the face ( Figure 5 ) and used a Gaussian mixture model (GMM) to cluster the emotions. This work is tested on limited size database, so more analysis needs to be done. Also, the ASM is sensitive to illumination variation and is limited to frontal view with a tolerance of only few degrees in pose variations. 
B. appearance face emotion recognition
The appearance methods approach to emotion recognition consider the whole image as input data, and the variations of all the pixels on face picture are used to recognize the emotion. This means that, holistic approach analyzes the texture of face. Some examples of holistic methods are, eigenfaces and fisherfaces [12] , or LBP (local binary patterns) texture analysis [13] are some important texture operators. Figure 6 shows an appearance based method in which, Guo et al. [14] used Gabor filter on 35 manually selected points on the face to detect emotion. In Linear SVM mode they achieved 92.4% accuracy and for non-linear SVM they achieved 91.9% accuracy in classifying emotion using JAFFE database [60] . 
1) hybrid methods face emotion recognition:
The hybrid methods make use of both approaches and combine them to recognize emotions [15] , [16] .
Summary of all methods for emotion recognition can be seen in survey papers [17] , [18] .
III. MULTI VIEW FACE EMOTION RECOGNITION USING NEURAL NETWORKS
In our approach for emotion recognition, a hybrid method was used. Both geometric and textural features are considered to find the emotion. Moreover, the 3D rotations of the face (yaw, pitch, and roll) are also considered. Table II displays the geometrical features used for emotion recognition. The 3 rotation angles are also found using a geometrical face pose estimation and added to the geometrical features. The method for this geometric pose estimation has been introduced by same authors, Goodarzi et al. [19] . For appearance features 5 areas of the face were considered. They are namely forehead, eyebrow constriction, left and right mouth areas and nose. The GLCM operator [20] was chosen to find the texture. This operator has been shown to outperform others in accuracy when the subjects are in normal lighting conditions [21] .
For sample image I with size of n × n the co-occurrence matrix P can be defined in Equation 1 . Also, GLCM matrix can be ca in calculated in different angles and directions, 0, 45 and 90 and 135 degrees in a 2D image. For this research 0 and 90 degrees are selected, the reason is they consider all changes in vertical and horizontal directions.
if I(x, y) = 1, and I(x + ∆x, y + ∆y) = j)) 0 Otherwise
The GLCM features used on face area are contrast, correlation, energy and homogeneity (Equations 2 to 5).
In the five regions of the face, four texture features are taken in horizontal and vertical directions. If the 9 geometrical features (including 3 rotation angles) are added, this makes a total of (5× 4 × 2 + 9 = 49) 49 features for emotion detection. Figure 7 displays the features used in emotion recognition in near frontal and side view faces. by Peng et al. [22] to check for redundancy. A back propagation neural network has been used to find the emotions. The architecture of this BP neural network, can be seen in Figure 8 . With this method, If we exclude fear from emotions, we have 87.5% for person independent in near frontal face images in BU3DFE. In the case of multi view faces, the accuracy rate is 84% .
In the case of including the fear emotion and seven emotions for near frontal images, the accuracy is 80.61%. For multiview faces the accuracy rate is 77.48%. A cross validation has been performed in reporting the results.
IV. AVAILABLE WORKS IN MIXED EMOTION RECOGNITION FOR BU3DFE AND UPM3DFE
DATABASES
With respect to mixed emotion little work has been done in this regard. Agarwal et al [23] has analyzed mixed emotion when the transition between emotions occurs ( Figure 9 ). They introduced a concept named expression map using self organizing maps.
Other work by Saha et al. [24] , used infrared imaging for the problem of mixed emotions (Figure 10 ). They created a database with six emotions. They discovered that the facial region which contains a mixture of two expressions has generally lower temperature inducing than corresponding facial region containing basic expressions.
The evaluation results in this method have very low recognition rate (Table III) . According to the authors, it is quite clear that without using any improved image preprocessing, it is not possible to get better infrared facial expression recognition rate. Table V shows the subjects that have mixed emotions in both databases. M and F in the second column (UPM3DFE classifier) shows male and female subjects for BU3D database. These subjects from databases were identified to have mixed emotions by human experts. Fear-neutral S10,S16,S25, S37, S41 FS9
Fear-anger S13 Anger -Disgust S14, S43 MS13
Fear -Happy S15, S18, S19 S20, S39, S47, S49 MS8, MS32, FS8 FS10, FS34, FS51 Anger-Happy S20 FS14 Disgust-Happy S20, S24 Sad -Happy S31, S40 MS20 Fear-surprise S38 Sad -disgust MS26 Table VI shows the mixed emotion results on both UPM3DFE and BU3DFE databases. The subjects for testing are from the database that was not used for training.
After finding all results of mixed emotion recognition capabilities using cross validation, it has been found that BU3DFE is 67.72% accurate in recognizing mixed emotions and UPM3DFE is 56.09 %. This system automatically finds facial landmarks and identifies emotions from the face. The system with mentioned hardware requirements, runs at almost 0.17 fps, or at around 170 ms delay per frame. The face and emotions can be detected almost from -90 to 90 degrees yaw and -45 to 45 pitch. Part of the error rates in detecting emotions can be associated to be from the displacement of facial points, and if the points are manually chosen, the emotion detection is improved [10] .
The detection of emotions from face can be combined with other modalities, such as speech [25] of electroencephalogram (EEG) signals [26] to enhance the accuracy.
ACKNOWLEDGMENT
This work has been done in Multimedia lab facilities at UPM university as part of PhD project.
