We consider the problem of signal reconstruction from quadratic measurements that are encoded as +1 or −1 depending on whether they exceed a predetermined positive threshold or not. Binary measurements are fast to acquire and less expensive from the hardware perspective. We formulate the problem of signal reconstruction using a consistency criterion, wherein one seeks to find a signal that is consistent with the measurements. We construct a convex cost using a one-sided quadratic penalty and minimize it using an iterative accelerated projected gradient-descent technique. We refer to the resulting algorithm as binary phase retrieval (BPR). Considering additive white noise contamination prior to quantization, we also derive the Cramér-Rao Bound (CRB) for the binary encoding model. Experimental results demonstrate that the BPR algorithm yields a reconstruction signal-to-noise ratio (SNR) of approximately 25 dB in the absence of noise. In the presence of noise, the meansquared error of reconstruction is within 2 to 3 dB of the CRB.
I. INTRODUCTION
P HASE retrieval (PR) is encountered in a variety of imaging applications such as X-ray crystallography [1] , holography [2] , microscopy [3] , coherent modulation imaging [4] etc. Since the sensors can only record the intensity of the complex field and not the phase directly, it becomes imperative to recover the phase from the magnitude measurement in order to reconstruct the underlying object. The objective is to solve this otherwise ill-posed, inverse problem by acquiring oversampled magnitude measurements and incorporating signal priors such as non-negativity, compact support, sparsity, etc.
The initial contributions in PR were due to Fienup [5] , [6] , and Gerchberg and Saxton [7] , who proposed iterative error reduction algorithms. A comprehensive overview of the Fienup algorithm and its variants can be found in [8] . There also exist non-iterative techniques that rely on a Hilbert transform relationship between the log-magnitude and the phase of the Fourier transform for certain classes of signals [9] , [10] . Recently, we developed PR algorithms for a class of twodimensional (2-D) parametric signals [11] , [12] and for signals belonging to principal shift-invariant spaces [13] .
Recently, the problem of PR has been addressed within the realm of sparsity and magnitude-only compressive sensing (CS). Yu and Vetterli have proposed a sparse spectral factorization technique [14] , and established uniqueness guarantees. Moravec et al. proposed compressive PR [15] , where the PR problem is cast with the constraint of compressibility on the signal to be estimated. A greedy local search-based algorithm for sparse PR (GESPAR), was proposed by Schechtman et al. [16] . The scalability and accuracy of GESPAR have been established in [16] . Other notable contributions for sparse PR include dictionary learning for PR (DOLPHIn) [17] , compressive PR via generalized message passing [18] , phase retrieval of sparse boolean signals via simulated annealing [19] , etc. We developed the sparse Fienup algorithm [20] , [21] , where sparsity is enforced via a hard-thresholding operation in the signal domain. Vaswani et al. [22] recently proposed an alternating minimization technique for recovering a low-rank matrix from quadratic measurements corresponding to projections with each of its columns. Fogel et al. [23] showed that incorporating signal priors such as sparsity and positivity lead to a significant speed-up of iterative reconstruction techniques.
A seminal contribution in PR is the PhaseLift framework of Candès et al. [24] , [25] , which relies on lifting the ground-truth vector to a matrix such that the quadratic measurements get converted to an equivalent set of linear measurements. Reconstruction is achieved by solving a tractable semi-definite program (SDP). One could impose sparsity within the PhaseLift framework using the 1 penalty [26] , or log-det relaxation [27] . Gradient-descent approaches for PR that do not rely on lifting include the Wirtinger Flow (WF) method [28] , its truncated version (TWF) [29] , etc. These algorithms are scalable and have convergence guarantees for the spectral initialization [30] . Waldspurger et al. developed PhaseCut [31] , where PR is formulated as a non-convex quadratic program and solved using a block-coordinate-descent approach, having a per-iteration complexity comparable to that of Gerchberg-Saxton-type algorithms.
The problem of measurement quantization was considered in the context of CS, but not PR. Zymnis et al. considered the problem of reconstruction from quantized CS measurements [32] . The case of binary CS measurements was addressed by Boufounos and Baraniuk [33] , who proposed a fixed-point continuation algorithm for signal recovery. The other notable works in the context of binary CS include [34] - [40] .
A. This Paper
We consider a scenario where quadratic measurements of a signal are compared with a threshold τ > 0 and are encoded using the binary alphabet {−1, +1}. The motivation for binary encoding lies in the fact that, from the perspective of analogto-digital (A/D) conversion, it is efficient to encode coarsely by sampling at a high rate, than to encode finely at a low sampling rate. All practical A/D converters exhibit a tradeoff between encoding precision and sampling rate [41] , [42] . This trade-off also lies at the heart of the development of delta-sigma A/D converters [43] , [44] . For the reconstruction part, we combine the principles of lifting and consistent reconstruction in formulating an optimization cost, and employ an accelerated projected gradient-descent strategy for arXiv:1708.00602v1 [cs.IT] 2 Aug 2017 reconstruction. Considering additive noise corruption before encoding, we derive the Cramér-Rao Bound (CRB), which acts as the benchmark. Experimental results demonstrate that the proposed algorithm yields accurate reconstruction considering oversampling. Moreover, the reconstruction has a meansquared error (MSE) within 2 to 3 dB of the CRB.
II. THE BINARY PHASE RETRIEVAL (BPR) ALGORITHM
The objective in standard PR for real signals is to reconstruct x * ∈ R n from quadratic measurements b i = a i x * 2 , i = 1 : m. The vectors {a i } are Gaussian sampling vectors, drawn independently from N (0, I n ), where I n is the n × n identity matrix. The notation i = 1 : m is used to indicate that i = 1, 2, · · · , m. In BPR, the squared-magnitude measurements are encoded using −1 or +1 by comparing them against a predetermined threshold τ > 0, resulting in the sign measurements y i = sgn a i x * 2 − τ , i = 1 : m, where sgn(·) denotes the signum function.
The key idea behind consistent reconstruction is to seek a vector x that is consistent with the measurements, so that the reconstructed vector, when passed through the same acquisition process, matches the acquired measurements. The consistency condition could be expressed succinctly as
We combine the requirement of consistent recovery with the principle of lifting [24] , [25] , and formulate a suitable cost function for minimization. The key idea behind lifting is to express the quadratic term as a i x 2 = Tr (A i X), where X = xx , A i = a i a i , and Tr(·) denotes the trace operator. Since X is positive semi-definite and has rank one, consistent recovery in the lifted domain takes the following form:
In order to solve this problem, we formulate an optimization cost using the one-sided quadratic loss f : R → R, defined as
The BPR problem is cast aŝ
where
). The one-sided quadratic loss penalizes lack of consistency.
We solve (2) by employing an accelerated projected gradient-descent (APGD) algorithm. The resulting BPR algorithm is listed in Algorithm 1. The cost function in (2) is convex, but the rank-1 projection operator P rank−1 in Algorithm 1 is not. Therefore, employing Nesterov's scheme [45] does not guarantee acceleration. A similar situation was encountered earlier in the context of low-rank matrix completion problems [46] , where it turned out that incorporating a momentum factor led to a speed-up. Following the same strategy, we also incorporated a momentum factor and found that it indeed Algorithm 1 The Binary Phase Retrieval (BPR) algorithm.
and N iter = Maximum iteration count. 2. Iterate until t exceeds N iter :
resulted in acceleration. The step-size η t is chosen following the exact line-search strategy as
III. SIMULATION RESULTS

A. Performance Measures
Ifx is a consistent solution to the BPR problem, so is e jφx , for any φ ∈ [0, 2π]. Since we are dealing with real signals, in order to factor out the effect of the global sign, an appropriate metric to quantify the accuracy of reconstruction vis-à-vis the ground truth x * would be the global-signinvariant MSE [25] , defined as MSE = min
The reconstruction signal-to-noise ratio (SNR) is defined as the reciprocal of the MSE. The second metric that is relevant in the context of BPR is consistency of the reconstructionx with the measurements, which is defined as
the indicator of the event E. The consistency metric Υ m quantifies the fraction of measurements correctly explained by the reconstructionx. Naturally, 0 ≤ Υ m ≤ 1 and Υ m = 1 is the best one could hope to achieve.
B. Signal Reconstruction in the Absence of Noise
The first illustration is on synthetic signals. In each trial, an instance of x * is drawn uniformly at random from the unitsphere in R n , and the measurement vectors a i ∼ N (0, I n ), where n = 64. The threshold τ is chosen such that the measurements are encoded as +1 or −1 with equal probability. In this case, |a i x * | 2 follows a χ 2 1 distribution, corresponding to which the threshold value is τ = 0.4550. The equiprobable encoding strategy is reasonable and was also adopted for quantized CS [32] and binary CS [33] . The reconstruction is performed using the BPR algorithm with the step-size parameter η t determined according to (3) , where the search range is fixed as [0, 2.5 × 10 −3 ], with a precision of 10 −5 .
We examine the reconstruction SNR and consistency as iterations progress corresponding to different oversampling factors m n (cf. Figures 1(a) and (b) ). The results have been averaged over 20 independent trials. As one would expect, the reconstruction SNR increases with increase in m n . For instance, when m = 20n, the maximum SNR is about 25 dB indicating a reasonably accurate reconstruction. Higher oversampling factors also lead to faster convergence of Υ m . This paper introduces the binary phase retrieval problem for the first time, to the best of our knowledge. Hence, there is no prior art for making comparisons. One way to compare with techniques such as PhaseLift [24] , [25] , AltMinPR [30] , and TWF [29] , is to model the quantization noise as an additive perturbation on the measurements. This is not totally reasonable, but under the given circumstances, probably the only way to make a comparison. Further, such a comparison calls for an appropriate encoding of y i for the competing techniques -the ±1 encoding would be meaningless for them because their cost functions involve a quadratic that measures the distance between |a ix | 2 and y i , and nox, not even x * , would be a suitable candidate. This is not an issue with BPR since the cost relies on consistency. Hence, in order to be fair to the competing techniques, we replace the −1 and +1 symbols with the centroids of the intervals [0, τ ] and [τ, ∞), respectively, computed with respect to the χ 2 1 density. These turn out to be 0.1427 and 1.8573, respectively.
A comparison is shown in Figures 1(c) and (d) for the same experimental setup considered in Figures 1(a) and (b) . The competing techniques converge relatively fast and actually do a reasonable job given the very coarse quantization. The BPR algorithm, on the other hand, takes more iterations to ensure consistency, but ultimately results in an estimate that has a much higher accuracy (by about 5 dB in this case) and superior consistency with the acquired measurements.
C. Signal Reconstruction in the Presence of Noise
In the presence of additive white noise ξ i prior to quantization, the binary measurements are given by Figure 2 (a), we observe that the reconstruction SNR steadily improves with increasing input SNR. A comparison with Figure 1(a) reveals that the reconstruction SNR corresponding to SNR in = 30 dB is nearly the same as that obtained with clean measurements. The consistency is also high (cf. Figure 2(b) ). This result is indicative of the inherent noise robustness due to binary quantization. The consistency drops when the input SNR reduces. For example, when the input SNR dropped to 20 dB, the consistency measure decreased by about 10%.
D. Noise Robustness: MSE vis-à-vis the CRB
The theoretical benchmark against which the performance of the BPR algorithm could be compared is the CRB, which is derived in Appendix A for the problem at hand. For illustration, we consider the ground-truth signal x * to be a sum of two sinusoids, with the th entry given by:
x * = κ 1.5 sin 4π n + 2.5 cos 14π n , = 0 : n − 1,
where n = 64 and the normalizing constant κ ensures that x * 2 = 1. The entries of the measurement matrix A, which contains {a i } m i=1 on its rows, follow the N (0, 1) distribution. The reconstruction is performed using the BPR algorithm and the global-sign-invariant MSE (defined in Section III-A) corresponding to each SNR is averaged over 20 independent noise realizations for a fixed A. Since A is random, we have to perform one more level of averaging of the MSEs. For this purpose, we generate 20 different measurement matrices and average the MSEs. The results are shown in Figure 2 (c) as a function of the input SNR. We observe that BPR attains reconstruction MSEs within 2 to 3 dB of the CRB at all input SNRs. The error-bars reflect the standard deviation over A. In this case, the error-bars are limited to within 1 dB of the average, which goes to show that the variability in the performance with respect to A is small.
E. An Example of Image Reconstruction
Consider the Peppers image of size 256 × 256 (cf. Figure 3(a) ). The image is divided into non-overlapping patches of size 8 × 8 leading to a total of 1024 patches. The effective dimension of the image is n = 256 2 and the total number of measurements acquired is m. The measurement matrix A has entries following N (0, 1) distribution and is of size m 1024 × 64. We analyze the reconstruction performance (N iter = 75) as a function of the oversampling factor m n . The reconstruction is performed patch-wise. The optimal step-size is determined according to (3) where the search is carried over the range [0, 5.5 × 10 −3 ] with a precision of 10 −5 . The image reconstruction quality is quantified using the structural similarity index (SSIM) [47] and the peak SNR defined as PSNR = 20 log 10
255
√ n I−Î F dB, where I is the image,Î is the reconstruction, and · F denotes the Frobenius norm. The PSNR and SSIM measures shown in Figure 3 (d) increase with m n and indicate a good quality of reconstruction. An example reconstruction for m n = 20 is shown in Figure 3 (b) and the reconstruction error is shown in Figure 3(c) . The small error magnitude shows that the BPR algorithm can retrieve the phase accurately even from coarse magnitude measurements.
IV. CONCLUSIONS
We have developed the BPR algorithm for phase retrieval from oversampled binary measurements and demonstrated successful reconstruction both in the presence and absence of noise. The optimization problem is formulated by amalgamating the principle of lifting with that of consistent recovery enforced by means of a one-sided quadratic loss function. The BPR algorithm is iterative and based on APGD. The proposed algorithm achieves a reconstruction SNR of nearly 25 dB for 20× oversampling. For images, the PSNR is as high as 30 dB and the SSIM is about 0.75. We have also considered the effect of noise and derived the CRB. The BPR algorithm is robust to noise and lies within 2 to 3 dB margin of the CRB although it was not particularly designed to handle noise. In the presence of noise, enforcing consistency as in (1) is not entirely reasonable, because there may not exist an x that satisfies the requirement. Mildly relaxing the criterion depending on the noise level might enhance noise robustness -this aspect requires further investigation.
APPENDIX A: CRAMÉR-RAO BOUND
We derive the CRB for the binary measurements in (4), corresponding to a fixed sensing matrix A. The other works in which CRBs were derived for PR are in the context of Gaussian noise corrupting the quadratic measurements [48] , non-additive Gaussian noise prior to computing the quadratic measurement [49] , uniformly distributed additive noise arising out of high-rate quantization [50] , frame-based measurements [51] , and Fourier measurements [52] . In contrast to these works, our focus is on the extreme case of binary quantization, where none of the previously derived bounds hold.
The measurement in (4), expressed equivalently as 
For notational brevity, let u i = a i x * . Differentiating both sides of (5) with respect to x * gives
One can verify that the regularity condition E y [∇p log (x * )] = 0, where E denotes the expectation operator, is satisfiedthis guarantees the existence of the CRB. Differentiating once more with respect to x * , we get
i . The Fisher information matrix is given by
The CRB for an unbiased estimatex is given as Cov (x) I −1 x * . In the specific instance where the noise samples are i.i.d. Gaussian, as considered in Sections III-C and III-D, Φ and Φ are the Gaussian c.d.f. and p.d.f., respectively.
