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Abstract. We propose constant approximation algorithms for general-
izations of the Flexible Flow Shop (FFS) problem which form a realistic
model for non-preemptive scheduling in MapReduce systems. Our results
concern the minimization of the total weighted completion time of a set
of MapReduce jobs on unrelated processors and improve substantially
on the model proposed by Moseley et al. (SPAA 2011) in two directions.
First, we consider each job consisting of multiple Map and Reduce tasks,
as this is the key idea behind MapReduce computations, and we propose
a constant approximation algorithm. Then, we introduce into our model
the crucial cost of data shuffle phase, i.e., the cost for the transmission
of intermediate data from Map to Reduce tasks. In fact, we model this
phase by an additional set of Shuffle tasks for each job and we manage to
keep the same approximation ratio when they are scheduled on the same
processors with the corresponding Reduce tasks and to provide also a
constant ratio when they are scheduled on different processors. This is
the most general setting of the FFS problem (with a special third stage)
for which a constant approximation ratio is known.
1 Introduction
The widespread use of MapReduce [6] to implement massive parallelism for
data intensive computing motivates the study of new challenging shop schedul-
ing problems. Indeed, a MapReduce job consists of a set of Map tasks and a set of
Reduce tasks that can be executed simultaneously, provided that no Reduce task
of a job can start execution before all the Map tasks of this job are completed.
Moreover, a significant part of the processing cost in MapReduce applications
? The authors were partially supported by the European Social Fund and Greek na-
tional resources under Thales-DELUGE and Heracleitus II programs. A short ex-
tended abstract of this work, including partial results, appeared in EDBT/ICDT
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is the communication cost due to the transmission of intermediate data from
Map tasks to Reduce tasks (referred as data shuffle, see e.g., [2,1,17]). To exploit
the inherent parallelism, the scheduler of such a system, which operates in cen-
tralized manner, has to efficiently assign and schedule Map and Reduce tasks
to the available processors. In this context, standard shop scheduling problems
are revisited to capture key constraints and singularities of MapReduce systems.
In fact, a few results have been recently proposed based on simplified abstrac-
tions and resulting in known variants of the classical Open Shop and Flow Shop
scheduling problems [3,4,12].
In this paper, we significantly generalize the Flexible Flow Shop (FFS) model
for MapReduce scheduling proposed in [12]. Recall that in the FFS problem, we
are given a set of jobs, each consisting of a number of tasks (each task corresponds
to a stage), to be scheduled on a set of parallel processors dedicated to each stage.
The jobs should be executed in the same fixed order of stages, without overlaps
between tasks (stages) of the same job. Our generalization extends substantially
the model proposed in [12] by taking into account all the important constraints
of MapReduce systems: (a) each job has multiple tasks in each stage; (b) the
assignment of tasks to processors is flexible; (c) there are dependencies between
Map and Reduce tasks; (d) the processors are unrelated to capture data locality;
and (e) there is a significant communication cost for the data shuffle. Our goal
is to find a non-preemptive schedule minimizing the standard objective of total
weighted completion time for a set of MapReduce jobs.
Motivation. MapReduce has been established as the standard programming
model to implement massive parallelism in large data centers [6]. Applications
of MapReduce such as search indexing, web analytics, and data mining involve
the concurrent execution of several MapReduce jobs on a system like Google’s
MapReduce [6] or Apache Hadoop [13]. When a MapReduce job is executed,
a number of Map and Reduce tasks are created. Each Map task operates on a
portion of the input elements, translating them into a number of key-value pairs
and, after an intermediate process, all pairs having the same key are available to
a Reduce task, which operates on the values associated with that key and gen-
erates the final result. The basic idea behind MapReduce computation is that
each job is split into a large number of Map and Reduce tasks that can be exe-
cuted in parallel (see e.g., [2,10,1]). In addition, a significant cost when running
a MapReduce job is that of data shuffle, i.e., the transmission of intermediate
data of a job from Map tasks to Reduce tasks. This cost affects crucially the per-
formance of MapReduce systems (e.g., bandwidth bottleneck [4], high wall-clock
time [17]) and usually dominates the computation cost of Map and Reduce tasks
(see e.g. [2,1]). In terms of scheduling, this makes the problem more intricate and
important for system performance.
Related Work. Known results for the FFS problem concern the two-stage
case on parallel identical processors. For the makepsan objective a PTAS is
known [14], while for the total weighted completion time objective, a simple
2-approximation algorithm was proposed in [8], for the special case where each
stage has to be executed on a single processor. For the latter case, recently in [12]
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the authors proposed a QPTAS which becomes a PTAS for a fixed number of
processing times of tasks.
In the MapReduce context, most of the previous work concerns the experi-
mental evaluation of scheduling heuristics, from the viewpoint of finding good
trade-offs between different practical criteria (see e.g., [18] and the references
therein). From a theoretical point of view all known results [3,4,12] concern
the minimization of total weighted completion time. Chang et al. [3] proposed
approximation results using a very simple model equivalent to the so called
concurrent open shop problem [11], where the dependencies between Map and
Reduce tasks are missing and the assignment of tasks to processors is given.
Chen et al. [4] proposed a more general model taking into account task de-
pendencies but also assuming that tasks are preassigned to processors. For this
restricted model, they presented an LP-based 8-approximation algorithm. More-
over, they managed to incorporate the data shuffle in their model and to derive a
58-approximation algorithm. Finally, Moseley et al. [12] introduced the relation
with the FFS problem and studied the cases of both identical and unrelated pro-
cessors. For identical processors, they presented a 12-approximation algorithm,
and a O(1/2)-competitive online algorithm, for any  ∈ (0, 1), under (1 + )-
speed augmentation. For unrelated processors they studied the very restricted
case where each job has a single Map and a single Reduce task, and presented a
6-approximation algorithm and a O(1/5)-competitive online algorithm, for any
 ∈ (0, 1), under (1 + )-speed augmentation.
Our Results. We present constant approximation algorithms which substan-
tially generalize the results of [12] for MapReduce scheduling on unrelated pro-
cessors towards two directions motivated by real MapReduce systems. In fact,
we deal with jobs consisting of multiple Map and Reduce tasks and also incor-
porate the shuffle phase into our setting. As it has been observed in [12], new
ideas and techniques are required for both these directions.
In Section 2, we present a 54-approximation algorithm for the Map-Reduce
scheduling problem when jobs consist of multiple Map and Reduce tasks. We
first formulate an interval-indexed LP-relaxation for the problem of minimizing
the total weighted completion times separately for Map and Reduce tasks on
unrelated processors. Our LP formulation is inspired by the one proposed by Hall
et al. [9] for scheduling a set of single task jobs on unrelated processors under the
same objective. However, in our problem, not all the tasks of each job contribute
to the objective value, but only the one that finishes last and this makes the
analysis of such an LP more difficult. Recently, Correa et al. [5] proposed and
analyzed a similar LP-relaxation for a more general problem, where, instead of
jobs consisting of tasks, they are given a set of orders of jobs and the completion
time of each order is specified by the completion of the job that finishes last.
Since scheduling multitask Map and Reduce jobs separately is quite similar to
the setting considered in [5], we can use their approximation result for scheduling
separately the Map and Reduce tasks. Next, we concatenate the two schedules
into a single one respecting the task dependencies, by extending the ideas in [12]
for single task jobs.
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In Section 3, we incorporate the data shuffle phase into our model by intro-
ducing an additional set of Shuffle tasks each one associated with a communica-
tion cost (time). When the Shuffle tasks are scheduled on the same processors as
the corresponding Reduce tasks we are able to keep the same 54-approximation
ratio for the Map-Shuffle-Reduce scheduling problem. Moreover, we also prove
an 81-approximation ratio when the Shuffle tasks are allowed to be executed on
different processors than their corresponding Reduce tasks. To the best of our
knowledge, this is the most general setting of the FFS problem (with a special
third stage) for which a constant approximation guarantee is known.
Problem statement and notation. In the sequel we consider a set J =
{1, 2, . . . , n} of n MapReduce jobs to be executed on a set P = {1, 2, . . . ,m} of
m unrelated processors. Each job is available at time zero, is associated with a
positive weight wj and consists of a set of Map tasks and a set of Reduce tasks.
Let M and R be the set of all Map and all Reduce tasks respectively. Each
task is denoted by Tk,j ∈ M ∪R, where k ∈ N is the task index of job j ∈ J
and is associated with a vector of non-negative processing times {pi,k,j}, one for
each processor i ∈ Pb, where b ∈ {M,R}. Let PM and PR be the set of Map
and the set of Reduce processors respectively. For convenience, we assume that
PM ∩ PR = ∅, however we are able to extend our results to the case where the
two sets of processors are not necessarily disjoint (or even are identical). Each
job has at least one Map and one Reduce task and every Reduce task can start
its execution after the completion of all Map tasks of the same job.
For a given schedule we denote by Cj and Ck,j the completion times of each
job j ∈ J and each task Tk,j ∈M∪R respectively. Note that, due to the prece-
dence constraints between Map and Reduce tasks, Cj = maxTk,j∈R{Ck,j}. By
Cmax = maxj∈J {Cj} we denote the makespan of the schedule, i.e., the comple-
tion time of the job which finishes last. Our goal is to schedule non-preemptively
all Map tasks on processors of PM and all Reduce tasks on processors of PR,
with respect to their precedence constraints, so as to minimize the total weighted
completion time of the schedule, i.e.,
∑
j∈J wjCj . We refer to this problem as
Map-Reduce scheduling problem.
Concerning the complexity of Map-Reduce scheduling problem, it generalizes
the FFS problem which is is known to be strongly NP-hard [7], even when there
is a single Map and a single Reduce task that has to be assigned only to one
Map and one Reduce processor respectively.
2 Map-Reduce scheduling problem
In this section, we present a 54-approximation algorithm for the Map-Reduce
scheduling problem. Our algorithm is executed in the following two steps: (i)
it computes a 27/2-approximate schedule for assigning and scheduling all Map
tasks (resp. Reduce tasks) on processors of the set PM (resp. PR) and (ii) it
merges the two schedules in one, with respect to the precedence constraints
between Map and Reduce tasks of each job. Step (ii) is performed by increasing
the approximation ratio by a factor of 4.
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2.1 Scheduling Map tasks and Reduce tasks
To schedule separately the Map and Reduce tasks on the processors PM and
PR, respectively, we start by formulating an interval-indexed LP-relaxation for
the minimization of the total weighted completion time. Our LP-relaxation is
an adaptation to our problem of the standard LP-relaxation proposed by Hall
et al. [9] for the problem of minimizing the total weighted completion time on
unrelated processors.
For notational convenience, we use an argument b ∈ {M,R} to refer either to
Map or to Reduce sets of tasks. We define (0, tmax =
∑
Tk,j∈b maxi∈Pb pi,k,j ] to be
the time horizon of potential completion times, where tmax is an upper bound on
the makespan of a feasible schedule. We discretize the time horizon into intervals
[1, 1], (1, (1 + δ)], ((1 + ), (1 + δ)2], . . . , ((1 + δ)L−1, (1 + δ)L], where δ ∈ (0, 1)
is a small constant, and L is the smallest integer such that (1 + δ)L−1 ≥ tmax.
Let I` = ((1 + δ)
`−1, (1 + δ)`], for 1 ≤ ` ≤ L, and L = {1, 2, . . . , L}. Note that,
interval [1, 1] implies that no job finishes its execution before time 1; in fact,
we can assume, without loss of generality, that all processing times are positive
integers. Note also that, the number of intervals is polynomial in the size of the
instance and in 1/δ. For each processor i ∈ Pb, task Tk,j ∈ b and ` ∈ L, we
introduce a variable yi,k,j,` that indicates if task Tk,j is completed on processor
i within the time interval I`. Furthermore, for each task Tk,j ∈ T , we introduce
a variable Ck,j corresponding to its completion time. For every job j ∈ J , we
also introduce a dummy task Dj with zero processing time on every processor,
which has to be processed after the completion of every other task Tk,j ∈ b. Note
that, the corresponding integer program is a (1 + δ)-relaxation of the original
problem.
LP (b) : minimize
∑
j∈J
wjCDj
subject to :∑
i∈Pb,`∈L
yi,k,j,` ≥ 1, ∀Tk,j ∈ b (1)
CDj ≥ Ck,j , ∀j ∈ J , Tk,j ∈ b (2)∑
i∈Pb
∑
`∈L
(1 + δ)`−1yi,k,j,` ≤ Ck,j ∀Tk,j ∈ b (3)∑
Tk,j∈b
pi,k,j
∑
t≤`
yi,k,j,t ≤ (1 + δ)`, ∀i ∈ Pb, ` ∈ L (4)
pi,k,j > (1 + δ)
` ⇒ yi,k,j,` = 0, ∀i ∈ Pb, Tk,j ∈ b, ` ∈ L (5)
yi,k,j,` ≥ 0, ∀i ∈ Pb, Tk,j ∈ b, ` ∈ L (6)
Our objective is to minimize the sum of weighted completion times of all jobs.
Constraints (1) ensure that each task is completed on a processor of the set Pb in
some time interval. Constraints (2) assure that for each job j ∈ J , the completion
of each task Tk,j precedes the completion of task Dj . Constraints (3) impose a
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lower bound on the completion time of each task. For each ` ∈ L, constraints
(4) and (5) are validity constraints which state that the total processing time
of jobs that are executed up to an interval I` on a processor i ∈ Pb is at most
(1 + δ)`, and that if it takes time more than (1 + δ)` to process a task Tj,k on a
processor i ∈ Pb, then Tk,j should not be scheduled on i, respectively.
Our algorithm, called Algorithm TaskScheduling(b), starts from an opti-
mal fractional solution (y¯i,k,j,`, C¯k,j , C¯Dj ) to LP (b) and, working along the lines
of [5, Section 5], rounds it to an integral solution corresponding to a feasible
27/2-approximate schedule of the job set J on processors Pb. The idea of Al-
gorithm TaskScheduling(b) is to partition the set of tasks Tk,j into classes
S(`) = {Tk,j ∈ b | (1 + δ)`−1 ≤ aC¯k,j ≤ (1 + δ)`}, where ` ∈ {1, . . . , L} and
a > 1 is a parameter, according to their (fractional) completion time in the op-
timal solution of LP (b), and to use [16, Theorem 2.1] for scheduling the tasks
in each class S(`) independently. In fact, Algorithm TaskScheduling(b) can
be regarded as a generalization of the approximation algorithm in [9, Section 4],
where the objective is to minimize weighted completion time, but each job con-
sists of a single task (see also the discussion in [5, Section 5]).
More specifically, we first observe that by the definition of S(`) and due
to constraints (1) and (3), for each task Tk,j ∈ S(`),
∑
i∈Pb
∑
t≤` yi,k,j,t ≥ a−1a .
Otherwise, it would be
∑
i∈Pb
∑
t≥`+1 yi,k,j,t >
1
a , which implies aC¯k,j > (1+δ)
`.
Therefore, if we set y∗i,j,k,t = 0, for all t ≥ ` + 1, and y∗i,j,k,t = aa−1 y¯i,j,k,t, for
all t ≤ `, we obtain a solution y∗i,j,k,t that satisfies the constraints (1), (4), and
(5) of LP (b), if the right-hand side of (4) is multiplied by a/(a− 1). Therefore,
for each ` = 1, . . . , L, the tasks in S(`) alone can be (fractionally) scheduled on
processors Pb with makespan at most aa−1 (1+δ)`. Now, using [16, Theorem 2.1],
we obtain an integral schedule for the tasks in S(`) alone with makespan at most
( aa−1 + 1)(1 + δ)
`. By the definition of S(`), in this integral schedule, each task
Tk,j ∈ S(`) has a completion time of at most a( aa−1 + 1)(1 + δ)C¯k,j . Therefore,
if we take the union of these schedules, one after another, in increasing order of
` = 1, . . . , L, the completion time of each job j is at most a( aa−1+1+
1
δ )(1+δ)C¯Dj .
Choosing a = 3/2 and δ = 1/2, we obtain that:
Theorem 1. [5] Algorithm TaskScheduling(b) is a 27/2-approximation for
scheduling a set of Map tasks (resp. Reduce tasks) on a set of unrelated processors
PM (resp. PR), in order to minimize their total weighted completion time.
2.2 Merging task schedules
Let σM, σR be two schedules computed by two runs of AlgorithmTaskSchedul-
ing(b), for b =M and b = R, respectively. Let also CσMj = maxTj,k∈M{Ck,j}, CσRj =
maxTj,k∈R{Ck,j} be the completion times of all the Map and all the Reduce
tasks of a job j ∈ J within these schedules, respectively. Depending on these
completion time values, we assign each job j ∈ J a width equal to ωj =
max{CσMj , CσRj }.
Algorithm MRS computes a feasible schedule by processing, in each time
instant where a processor i ∈ Pb becomes available, either the Map task, assigned
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Algorithm MRS
1: Assign the tasks in M ∪ R on the same processors as in schedules σM and σR
respectively.
2: for each job j ∈ J do
3: Fix ωj = max{CσMj , CσRj } to be the width job j
4: for each time t where a processor i ∈ P becomes available do
5: if i = PM then
6: Among the unscheduled Map tasks in i, schedule task Tk,j ∈ M with the
smallest ωj , with processing time pi,k,j .
7: else
8: Among the unscheduled Reduce tasks, which have ωj > t, schedule task
Tk,j ∈ R with the smallest ωj , with processing time pi,k,j .
9: Let Ck,j be the completion time of task Tk,j .
10: for each job j ∈ J do
11: Compute the completion time Cj = maxTk,j∈R Ck,j .
to i ∈ PM in σM, with the minimum width, or the available (w.r.t. its release
time ωj) Reduce task, assigned to i ∈ PR in σR, with the minimum width.
Extending the analysis in [12], we are able to prove that:
Theorem 2. Algorithm MRS is a 54-approximation for the Map-Reduce schedul-
ing problem.
Proof. First, we have to prove that the schedule computed by the Algorithm
MRS algorithm is a non-preemptive one. This is obvious for the Map tasks,
while in case of Reduce tasks the only way to have preemption is to have a
task Tr1,j that is not scheduled by the time a task Tr2,j with higher width is
executed. But this cannot happen because if Tr2,j has higher width, then it
will be available after Tr1,j and our algorithm will schedule first Tr1,j thus, a
contradiction. Therefore, by execution of Algorithm MRS it is clear that all
tasks are executed non-preemptively, while all Map tasks are scheduled only on
the Map processors PM and all Reduce tasks only on the Reduce processors PR.
Now, we have to prove that the resulting schedule respects the precedence
between Map and Reduce tasks. Therefore, we have to prove that a Map task
with width ωj finishes before time ωj . This means that the corresponding Reduce
tasks will be executed afterwards since their release time is ωj . For the sake of
contradiction we assume that there is a map task Tm1,j with width ωj finishing
by time t > ωj . It is obvious that the schedule has no idle time and therefore in
the time interval [0, t] the processor i of task Tm1,j processes tasks with width
at most ωj . However, by definition of width this means that in schedule σM the
processor i processes more than ωj volume of work in less than ωj time which
gives us a contradiction.
Using the same argument as in the Map case, we can prove that the com-
pletion time of each Reduce task is upper bounded from r + ωj , where r is
the release time of the task in σ. Moreover, as we note, r ≤ ωj and thus
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Cσj ≤ 2ωj = 2 max{CσMj , CσRj }. Now, let COPTj be the completion time of
job j in the overall optimal schedule and let COPTMj , C
OPTR
j be its comple-
tion time in the optimal separate schedules of the Map and the Reduce tasks.
Applying Theorem 1 and using the fact that
∑
j C
OPT
j ≥
∑
j C
OPTM
j and∑
j C
OPT
j ≥
∑
j C
OPTR
j , the theorem follows. uunionsq
Remark. If the two sets of processors, PM,PR, are not necessarily disjoint (or
even if they coincide with each other), then by setting ωj = C
σM
j + C
σR
j and
applying a similar analysis, we can yield the same result as in Theorem 2.
3 Map-Shuffle-Reduce scheduling problem
In the Map-Reduce scheduling problem of the previous section the Reduce phase
of each job can start executed once its Map phase is finished. However, in real
systems there is a significant cost for the key-value pairs with the same key to
be transmitted to the corresponding single reduce task. In this section, inspired
by [4], we incorporate the data shuffle phase in our model. To this end, we intro-
duce a number of Shuffle tasks for each Map task that simulate this transmission
of the key-value pairs from a Map to the corresponding Reduce tasks. In contrast
to [4], where the assignment of Shuffle tasks to processors is fixed, we consider a
flexible model and study two different variants. In the first variant, each Shuffle
task is executed on the same processor with its corresponding Reduce task, while
in the second one, we consider a different set of processors executing the Shuffle
tasks. For both variants, we present O(1)-approximation algorithms.
Note that the number of different keys is in general greater than the number
of the Reduce processors available, and in this case a Reduce task receives all
key-value pairs of some different keys. Although not all Reduce tasks receive
key-value pairs from each Map task, we may assume without loss of generality
that this is the case by simply setting the transmission time of the corresponding
Shuffle tasks equal to zero. We also assume that only a single key-value pair can
be transferred to a Reduce processor at any time and moreover, the transmission
process cannot be interrupted. Thus, since the key-value pairs allocated to the
same Reduce task cannot be transmitted in parallel, we can assume that all key-
value pairs from a Map task that have been assigned to the same Reduce task
can be considered as a single Shuffle task. Hence, the number of Shuffle tasks
per Map task equals the number of the Reduce tasks.
The following properties summarize the above discussion for the Map-Shuffle-
Reduce scheduling problem:
Properties
(i) Each Shuffle task cannot start its execution before the completion of its cor-
responding Map task.
(ii) For every Map task of a job, there are as many Shuffle tasks as the job’s
Reduce tasks. Some of them may have zero processing time, indicating that no
key-value pairs are transmitted from the corresponding Map task to the corre-
sponding Reduce task).
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(iii) Each Shuffle task is executed non-preemptively.
(iv) Shuffle tasks that are transmitting to the same Reduce processor must not
overlap with each other.
To present our algorithms for the Map-Shuffle-Reduce scheduling problem we
introduce some additional notation. For each Map task Tk,j ∈M of a job j ∈ J ,
we introduce a set of Shuffle tasks Tr,k,j , 1 ≤ r ≤ τj = |{Tk,j ∈ R}|, where τj is
the number of Reduce tasks of job j. We denote by H the set of Shuffle tasks;
note that for each Map task of a job there is a bijection between its Shuffle tasks
and the job’s Reduce tasks. Each Shuffle task Tr,k,j ∈ H is associated with a
transfer time tr,k,j , which is independent of the processor assignment. In Fig.1(i)
we depict a MapReduce job j, as formed after the introduction of the Shuffle
tasks.
T2,j
T1,1,j
T2,1,j
T1,2,j
T2,2,j
T1,3,j
T2,3,j
T1,j
T2,j
T1,j
T3,j
Map tasks
Shuffle tasks Reduce tasks
sj1
sj2
sj1 T1,j
sj2 T2,j
Map tasks
Shuffle-Reduce tasks
(i) (ii)
T2,j
T1,j
T3,j
t1,2,j
p(sj1)
Fig. 1. (i) Shuffle tasks and their precedence constraints with the Map tasks and Re-
duce tasks of a job j that comprises three Map tasks and two Reduce tasks and (ii)
Precedence constraints among Map tasks and Shuffle-Reduce tasks.
3.1 The Shuffle Tasks are Executed on their Reduce Processors
When the Shuffle tasks are executed on the same processors with its correspond-
ing Reduce tasks, our algorithm proceeds into steps as for the Map-Reduce
scheduling problem: a) It computes a 27/2-approximate schedule for the Map
Tasks and a 27/2-approximate schedule for the Shuffle-Reduce tasks, with re-
spect to the task Properties (iii)-(iv) and b) it merges the two schedules in a
54-approximate schedule for the Map-Shuffle-Reduce problem, with respect to
the precedence between Map, Shuffle and Reduce tasks.
The key element of our algorithm is the integration of the Shuffle phase into
the Reduce phase. In this direction, we consider a Reduce task Tr,j of a job j
and let srj = {Tr,k,j | Tk,j ∈ M} be the set of Shuffle tasks that must complete
before task Tr,j starts its execution. As the tasks in srj will be executed in the
same processor as Reduce task Tr,j . Then, we are able to prove the following
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Lemma 1. There is an optimal schedule of Shuffle tasks and Reduce tasks on
processors of the set PR such that:
(i) There are no idle periods and
(ii) All Shuffle tasks in srj are executed together and complete exactly before the
Reduce task Tr,j starts its execution.
Proof. (i) Consider a feasible schedule σ, then there are three cases in which an
idle time can occur: either between the execution of two Shuffle tasks or two
Reduce tasks or between a Shuffle and a Reduce task. Since all Shuffle tasks
and Reduce tasks are assumed to be available from time zero and there are no
precedence constraints among only Shuffle tasks or only Reduce tasks, skipping
the idle times in the first two cases only decreases the objective value of σ.
For the third case, it suffices to notice that since Shuffle tasks precede their
corresponding Reduce tasks, by skipping the idles we decrease the completion
time of the Reduce tasks and thus the objective value of σ. Hence, σ can be
transformed into a schedule of less or equal total weighted completion time.
(ii) Again we consider a schedule σ that violates the claim and has the last
Reduce task Tk,j of a job j completed on some processor i ∈ PR. If we fix the
completion time of Tk,j and shift all Shuffle tasks in srj to execute just before
Tk,j , consecutively and in arbitrary order, then, the completion time of j remains
unchanged, while that of every task preceding Tk,j in σ may decrease. Thus, after
a finite number of shifts, σ can be transformed into a schedule of less or equal
objective value. uunionsq
By Lemma 1 we are able to reformulate our input so as to incorporate the
execution of Shuffle tasks of each job into the execution of its Reduce tasks.
More specifically, for each Reduce task Tr,j of a job j, for 1 ≤ r ≤ τj , we increase
its processing time pi,r,j , on each processor i ∈ PR, by a quantity equal to the
total processing time of the Shuffle tasks in srj , i.e., p(s
r
j) =
∑
Tr,k,j∈srj tr,k,j . Let
p′i,r,j = pi,r,j + p(s
r
j) be the increased processing time for each task Tr,j ∈ R
on processor i ∈ PR, referred as Shuffle-Reduce task. Let RH be the new set of
Shuffle-Reduce tasks. Then, by running Algorithm TaskScheduling(RH) and
applying Theorem 1 we compute a 27/2-approximate schedule for scheduling the
Shuffle-Reduce tasks of RH. It is not difficult to prove that a schedule produced
by TaskScheduling(RH), satisfies Properties (iii)-(v) and thus it is feasible
for scheduling Shuffle-Reduce tasks.
In order to merge the two obtained schedules (the one for the Map tasks
with the one for Shuffle-Reduce tasks) we note that it suffices to consider the
same precedence constraints, for Map tasks and Shuffle-Reduce tasks, as the
ones among Map tasks and Reduce tasks (see Fig.1(ii)). The latter dependencies
are clearly more general than the precedence constraints between Map tasks and
Shuffle tasks of each job (each Shuffle task Tr,k,j cannot start executing before the
completion of Map task Tk,j) since in order to start the execution of all Shuffle
tasks in srj we have to wait for all Map tasks Tk,j of job j to complete. However,
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it satisfies Property (i), and as we note C
OPT (b)
j is a lower bound on C
OPT
j
† for
any kind of precedence constraints between Map tasks and Shuffle-Reduce tasks
and thus by running Algorithm MRS we yield that:
Theorem 3. Algorithm MRS is a 54-approximation for the Map-Shuffle-Reduce
scheduling problem.
3.2 The Shuffle Tasks may be Executed on Different Reduce
Processors
When the Shuffle tasks are executed on different processors, we prove that we
lose only a factor of 2 in the approximation ratio of the Shuffle-Reduce schedule.
We assume that for any Reduce processor i ∈ PR, there exits an input processor
which receives data from the Map processors. Therefore, the input processor
executes the Shuffle tasks that correspond to the Reduce tasks which have been
assigned to i. We call the set of input processors PS . Then, we can prove the
following.
Lemma 2. Consider two optimal schedules σ and σ′ of Shuffle tasks and Re-
duce tasks on processors of the set PR ∪ PS and on processors of the set PR
respectively. Let also Cσk,j , C
σ′
k,j be the completion times of any Reduce task Tk,j
in σ and σ′ repsectively. Then, it holds that Cσ
′
k,j ≤ 2Cσk,j.
Proof. We start with optimal schedule σ on the PR ∪ PS processors. We fix a
Reduce processor ir, the corresponding input processor is and a Reduce task
Tk,j ∈ R of a job j ∈ J . We build the schedule σ′ on the ir processor by
executing the Reduce tasks in the same order as in σ and just before a Reduce
task, we execute the corresponding Shuffle tasks. Let B(k) be the set of Reduce
tasks executed on processor ir, before Tk,j and Sh(k) the set of the shuffle tasks
that correspond to the Reduce tasks B(k) ∪ {Tk,j} . Then, we have that
Cσ
′
k,j =
∑
Tl,j∈B(k)
pir,l,j +
∑
Tq,l,j∈Sh(k)
1≤q≤τj
tq,l,j ,
which holds since in σ′ there is no idle time, as already shown in Lemma 1.
Moreover, since both B(k) and Sh(k) have to complete before Tk,j in σ, we have
that
Cσk,j ≥ max

∑
Tl,j∈B(k)
pir,l,j ,
∑
Tq,l,j∈Sh(k)
1≤q≤τj
tq,l,j

and therefore Cσ
′
k,j ≤ 2Cσk,j . uunionsq
† Where COPTj is the completion time of job j in the overall optimal schedule and
C
OPT (b)
j the completion time in optimal schedules of either the Map tasks or the
Shuffle-Reduce tasks separately.
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Therefore, if we assume the existence of the PS processors then, combining
Lemma 2 with Theorem 1 we yield a 27-approximation algorithm for scheduling
the Shuffle-Reduce tasks.
Then, by running Algorithm MRS in order to combine this schedule with
the schedule of the Map tasks, using the same analysis as before, we get the next
corollary. Note that the Shuffle tasks here form a special third stage in the FFS
problem.
Corollary 1. Algorithm MRS is a 81-approximation for the Map-Shuffle-Reduce
scheduling problem, when the Shuffle tasks run on different processors of the Re-
duce tasks.
4 Conclusions
We presented constant-approximation algorithms for scheduling a set of MapRe-
duce jobs on unrelated processors in order to minimize their total weighted com-
pletion time. These are the first constant-approximation algorithms for a general
setting of the FFS problem while also, according to our knowledge, this is the
most general theoretical model for MapReduce scheduling that have been studied
so far.
An interesting direction for future work concerns the online case of the prob-
lem. As noticed in [12], even when preemption is allowed, resource augmenta-
tion is essential for a reasonable competitive ratio. However, the idea of task
preemption in MapReduce implementations is usually quite different from that
in classical CPU scheduling. More specifically, when a task is suspended, it does
not resume at a later time, but it is forced to start over again (see e.g., [19]).
This fact, reflects on different online scheduling models, e.g., the preemption-
restart [15].
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