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[1] Measurement of basement seismic resonance
frequencies can elucidate shallow velocity structure, an
important factor in earthquake hazard estimation. Ambient
noise cross correlation, which is well-suited to studying
shallow earth structure, is commonly used to analyze
fundamental-mode Rayleigh waves and, increasingly, Love
waves. Here we show via multicomponent ambient noise
cross correlation that the basement resonance frequency
in the Canterbury region of New Zealand can be
straightforwardly determined based on the horizontal to
vertical amplitude ratio (H/V ratio) of the ﬁrst higher-mode
Rayleigh waves. At periods of 1–3 s, the ﬁrst higher-mode
is evident on the radial-radial cross-correlation functions
but almost absent in the vertical-vertical cross-correlation
functions, implying longitudinal motion and a high H/V ratio.
A one-dimensional regional velocity model incorporating a ~
1.5 km-thick sedimentary layer ﬁts both the observed H/V
ratio and Rayleigh wave group velocity. Similar analysis
may enable resonance characteristics of other sedimentary
basins to be determined. Citation: Savage, M. K., F.-C. Lin,
and J. Townend (2013), Ambient noise cross-correlation
observations of fundamental and higher-mode Rayleigh wave
propagation governed by basement resonance, Geophys. Res.
Lett., 40, 3556–3561, doi:10.1002/grl.50678.
1. Introduction
[2] Understanding the near-surface seismic velocity struc-
ture of the Earth is important for assessing earthquake haz-
ards. The uppermost few tens of meters are particularly
important for determining the shaking expected during large
earthquakes and for determining near-surface corrections for
oil and mineral surveys. Cross correlation of long records of
noise is now routinely used to determine Green’s functions
between pairs of seismic stations [e.g., Lin et al., 2008;
Shapiro and Campillo, 2004]. Cross-correlation functions
(“cross-correlograms”) typically contain large-amplitude
fundamental-mode Love and Rayleigh waves, and surface
wave traveltimes based on these phases have now been
used to study seismic velocity structure at scales of 10 m
(e.g., S wave structure in the uppermost 30 m for seismic
hazard assessment [e.g., Louie, 2001]) to >107 m (e.g.,
continental-scale crustal structure [Moschetti et al., 2010]).
[3] The ellipticity of Rayleigh wave particle motion, often
expressed as the horizontal/vertical (“H/V”) amplitude ratio,
can in principle also be studied using noise cross correlation
[Boore and Toksoz, 1969; Lin et al., 2012; Sabra et al., 2005]
and provides independent constraints on geological structure.
However, most noise cross-correlation studies use vertical-
component seismograms only and focus solely on fundamen-
tal-mode Rayleigh waves. Traditional single-station H/V
noise spectral ratio analysis [Bonnefoy-Claudet et al., 2006;
Fäh et al., 2001; Nakamura, 1989] is often used to determine
the resonance response of sedimentary basins and other
geological structures, despite the fact that the physical origin
of the signal is somewhat ambiguous and dependent on the
exact knowledge of the waves contained in the ambient noise
signals (see review by Bonnefoy-Claudet et al.[2006]).
[4] Some noise cross-correlation studies have examined
higher modes using beamforming [Behr et al., 2013; Brooks
et al., 2009; Harmon et al., 2007; Kimman et al., 2012] and
slant-stack analysis [Behr, 2011]. A recent analysis examined
H/V ratios in a geotechnical study of the uppermost few tens of
meters, using linear arrays of geophones to record surface waves
from noise and suggested that radial components could help to
distinguish ﬁrst-order and higher modes [Boaga et al., 2013] .
[5] We examine the nine components of cross correlations
of records from an 80 km-wide network of three-component
seismometers on the Canterbury Plains, New Zealand (NZ).
We observe fundamental mode surface waves and also pro-
nounced higher-mode Rayleigh wave energy at 1–3 s period
on the horizontal but not vertical components. We relate this
to the basement resonance response of the onland portion of
the Canterbury Basin.
2. Data
[6] Following the Mw7.1 Darﬁeld earthquake of 4
September 2010 [Gledhill et al., 2011; Quigley et al., 2010],
we deployed four broadband and 10 intermediate-period
seismometers within 50 km of the Greendale Fault; these
instruments operated until mid-January 2011 (Figure 1).
Details of the network and aftershock studies were reported
by Syracuse et al. [2012], E. Syracuse et al. (High-resolution
relocation of aftershocks of the Mw 7.1 Darﬁeld, New
Zealand, earthquake and implications for fault activity, submit-
ted to Journal of Geophysical Research, 2013) and R. Holt
et al. (Crustal stress and fault strength in the Canterbury
Plains, New Zealand, submitted to Earth and Planetary
Science Letters, 2013).
Additional supporting information may be found in the online version of
this article.
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[7] The Darﬁeld earthquake occurred in the middle of the
Canterbury Plains, where low-velocity sediments up to
several kilometers thick overlie higher-velocity bedrock
[Forsyth et al., 2008]. We present the cross-correlation
results for 104 days on the intermediate-period stations,
which all had the same Trillium 4 sensors supplied by
IRIS/PASSCAL. The top of the basement lies approximately
0.5–1.5 km beneath most of the stations analyzed [Ghisetti
and Sibson, 2012] (Figure 1).
3. Method
[8] Three-component noise records were processed using
the method of Durand et al. [2011]. We resampled the
original 100 Hz data at 25 Hz and processed it in 2 h
segments. The mean and trend were removed, then ampli-
tudes larger than three times the root mean square (RMS)
values were clipped. The data were whitened from 0.02 to
12 Hz, and one-bit normalization was applied to remove
earthquake signals dominating the correlations [Bensen
et al., 2007]. For each segment, each of the three components
at one station was cross-correlated with each component at
every other station (with a maximum time lag of 340 s).
This yielded nine cross-correlograms: ZZ, ZR, ZT, RZ, RR,
RT, TZ, TR, and TT, where R, T, and Z stand for the
radial, transverse, and vertical components, respectively,
determined from the station-pair geometry. Mean cross-
correlograms were calculated from every 12 successive 2 h
segments, yielding a daily cross-correlogram for each of the
104 days on which data were available from all stations.
Those daily ﬁles were stacked to create ﬁnal station-station
cross-correlograms.
[9] For a diffuse equipartitioned noise ﬁeld, the nine cross
correlations between pairs of seismograph components can
be directly related to the nine-component Green’s functions
[Lobkis and Weaver, 2001; Snieder, 2004; Tsai, 2010]. For
positive time lags, the ﬁrst letter can be interpreted as the
direction of a point force source, and the second letter as
the receiver response in that direction. For example, the ZR
component gives the response to a point force in the Z direc-
tion at the ﬁrst station recorded on the R component at the
second station. Negative time-lag signals reverse the roles of
source and receiver at the ﬁrst and second stations. Based on
reciprocity, symmetric components of cross-correlation
functions are calculated by time reversing the negative lag
signal and summing it with the positive one.
4. Results
[10] Figure 2 shows the nine cross-correlograms obtained
for a representative station pair (Dar2 and Dar3). Only the
TT component exhibits high energy propagating in both
directions, suggesting a more diffuse source of noise than
for the other components; this inference is consistent with
other observations in NZ [Behr et al., 2013]. The other
components exhibit distinctive differences in amplitude for
positive and negative lags, and thus for waves propagating
in opposite directions. For example, surface waves traveling
Figure 1. Location map with the seismographs used in this study (black triangles), inter-seismograph paths (gray lines),
faults and basement depths (color version from F. Ghisetti, personal communication, 2012 [after Ghisetti and Sibson,
2012]). Thick gray line outlines the shoreline.
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northward from Dar3 to Dar2 exhibit higher energies for
most components and in most frequency bands than those
traveling southward (Figure 2). Long-period energy in the
RZ, ZR, and ZZ components arrives earlier than short-period
energy, whereas for the RR and TT components, there is little
obvious dispersion. For Rayleigh waves, there is no phase
shift expected between ZZ and RR cross correlations,
because both the receiver and the virtual source have the
same 90° phase shift, which cancels. However, a 180° phase
shift occurs between ZR and RZ components due to the 90°
phase with opposite sign at the receiver and the virtual source
[e.g., Harkrider, 1964; Lin et al., 2008].
[11] High-frequency record sections were obtained by ap-
plying a two-pole, 0.4–1 Hz Butterworth ﬁlter (Figure 3).
The clearest signals are seen for the RR component. Twomain
groups of arrivals can be differentiated at distances greater
than ~ 20 km. The ﬁrst signal arrives with a group velocity
of ~ 2 km/s whereas energy corresponding to the second signal
arrives later, at a time equivalent to a group velocity of 1 km/s.
There is also some energy at the same times on the RZ com-
ponent, but the TT component is indistinct between 1 km/s
and 2 km/s, and there is little energy on the ZZ component
at these frequencies until later in the record.
[12] The supporting information (Figure S1) includes record
sections of the broadband waveforms for all cross-correlation
pairs for both positive and negative lags. Long-period
(>2.5 s) energy is present in most components, arriving at
speeds greater than 2 km/s. It is particularly simple and
prominent on the TT component, appearing as a long,
dispersed wave train. The other components suggest two
packets of energy, with long periods (>2.5 s) arriving early
and shorter periods (1–2.5 s) later. Shorter periods
predominantly arrive from the east.
5. Discussion
[13] The cross-correlograms are compared with synthetic
waveforms calculated using the normal mode summation
module of “Computer Programs in Seismology” [Herrmann
and Ammon, 2002] (http://www.eas.slu.edu/eqc/eqccps.html)
(Figure 3). We use single-force point sources located at
0.75 km depth in a model consisting of a 1.5 km upper layer
with a P wave velocity of 2.4 km/s, S wave velocity of
1.3 km/s and density of 1.41 Mg/m3 overlying a half space
with P wave velocity of 5.4 km/s, S velocity of 3.0 km/s
and density of 2.7 Mg/m3. This model is a simpliﬁcation of
the Canterbury Basin portion of the velocity model used by
Guidotti et al. [2011] to model strong-motion records from
the Darﬁeld and the 22 February 2011 Christchurch earth-
quakes. Guidotti et al. [2011] based the model on structural
maps of the Canterbury Basin and sediment velocities from
geotechnical studies in other regions of New Zealand.
[14] Based on the synthetic seismograms, we conclude that
the early-arriving signal we see in the RR cross-correlogram
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Figure 2. A representative example of the nine cross-
correlograms (R: radial; T: transverse; Z: vertical) obtained
between stations Dar2 and Dar3 (Figure 1). The red and blue
waveforms are broadband and 0.4–1 Hz band-pass-ﬁltered
cross-correlograms, respectively. Negative lag times represent
waves traveling from Dar3 to Dar 2 (south to north); positive
lag times represent waves traveling from Dar 2 to Dar 3 (north
to south). Amplitudes of all nine cross-correlograms are
normalized together based on the maximum amplitude of all
components between 70 and 70 s time lag.
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Figure 3. Record sections. Top four plots are the RZ, TT,
ZZ, and RR component symmetric cross correlations of real
data band-passed from 0.4 to 1 Hz. To minimize overlapping
traces, representative station pairs were chosen among those
that are close in distance. The full data set is plotted in the
supporting information (Figure S1). The bottom two plots
are synthetic seismograms of the fundamental (black) and
the fundamental +ﬁrst higher-mode waves (cyan). The
yellow lines denote 1 and 2 km/s moveout speed. Each wave-
form is normalized relative to its own maximum amplitude.
The synthetic ZZ components look nearly identical for the
fundamental and ﬁrst-higher mode, while the synthetic RR
components have early arrivals when the ﬁrst-higher mode
is included.
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is likely the ﬁrst higher mode of the Rayleigh wave. The
phase is present when both the fundamental mode and ﬁrst
higher mode are included in the synthetic calculations, but
not when only the fundamental mode is included (Figure 3).
Both the data and the synthetics for the ﬁrst higher mode have
very little energy on the vertical component, which makes
them appear to be longitudinal waves (Figure 3 and Movie
S5 of the supporting information). Although P waves are also
longitudinal, these are Rayleigh waves and are most sensitive
to the S velocity (Figure S2). The arrival times are similar
for the synthetics and observations for the ﬁrst higher mode
(~ 20 s at 39 km distance) and somewhat different for the
fundamental mode (~ 35 s and ~ 40 s at 39 km distance for
the synthetics and observations, respectively).
[15] We calculate the horizontal to vertical (H/V) Rayleigh
wave amplitude ratio for each period using the maximum
amplitudes of the RR divided by the ZZ cross-correlograms
in the time windows that best separate the two modes.
Theoretically, the H/V ratio should be determined based on
radial and vertical Rayleigh wave amplitudes excited by a
common source (such as an earthquake [Lin et al., 2012]).
However, in this study, the exact amplitude information of
the Rayleigh waves is likely lost due to one-bit normalization
and spectrum whitening. A more sophisticated analysis is
required to retain true amplitude information from noise
cross-correlation results [Lin et al., 2011; Tsai, 2011;
Weaver, 2011] and is beyond the scope of this study.
Nevertheless, some studies suggest that one-bit noise cross
correlations retain their relative amplitudes [Cupillard
et al., 2011]. Since the same analysis has been applied to both
components, we consider our approach to be suitable for the
purposes of studying H/V ratio as a function of period.
[16] The two dominant packets of energy are distinguished
based on wave speed in the 0.4–1.0 Hz frequency band, from
a visual inspection of the arrival times of the wave packets
(Figure 3). Let x be the distance (in kilometers) between
station pairs. The ﬁrst higher mode (mode 1) is the
part of the signal that begins at the time (in seconds) given
by x/6.0, and ends at x/1.1. In other words, energy arriving
with velocities between 1.1 and 6.0 km/s is treated as mode
1. The lengths of the windows vary between 4.7 s for stations
Dar7 and Dar8, which are 6.3 km apart, and 57.9 s for
stations Cch1 and Dar1, which are 78 km apart. The funda-
mental mode (mode 0) is considered to be the part of the
signal that arrives between x/1.1 and either x/0.25 or 100 s,
whichever is smaller. The maximum window length ensures
that distant station pairs do not contain long noise trains. The
separation is best at distances greater than 15 km (Figures 3
and S1). These are approximations because branch crossings
[Boaga et al., 2013] cause some long-period energy from
mode 0 to contaminate mode 1.
[17] For signal-to-noise (SNR) calculations, the noise was es-
timated from 150 s windows at the beginning and end of the
cross correlogram. For each period, the maximum amplitude
within the positive or negative lag signal window was divided
by the RMS amplitude in the corresponding positive or negative
noise window to calculate the SNR.
[18] The horizontal to vertical ratio (H/V ratio) of mode 1
is predicted to be peaked at a period of ~ 2 s, with an H/V
ratio of ~ 3, based on numerical calculations using the
assumed regional velocity model (Figure 4) [Herrmann and
Ammon, 2002, Table 1]. This period corresponds to the reso-
nance frequency of the 1-D structure and is mainly controlled
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Figure 4. Absolute value of H/V ratios from synthetic
modeling (curve), and the observed distributions over all
station pairs of the maximum amplitude of the radial compo-
nent divided by the maximum amplitude of the vertical
component for the given mode (see text for deﬁnition). Box
and whiskers plots are shown from the entire distribution.
For separation into westward- and eastward-propagating
paths, see Figure S3. (a) Mode 1; (b) Mode 0. Note the change
of scale for the period axis, since the ﬁrst-order mode had
smaller window lengths than that of the fundamental mode.
171.60° 171.80° 172.00° 172.20° 172.40° 172.60°
−43.60°
−43.40°
N
orm
alized SN R
Dar2
Dar3
Figure 5. Summary of ambient noise directionality for the
ﬁrst higher-mode energy between 0.4 and 1 Hz. The line
connecting each station pair is colored by the normalized
SNR of the energy emanating from the station, in which the
SNR is multiplied by the square root of the interstation
distance. For example, the path between Dar2 and Dar3 of
Figure 2 has a high value (yellow color) for the northward
energy propagating from the south at station Dar3 (negative
time lag in Figure 2) and low energy (blue color) for the
southward propagating energy from station Dar2 (positive
time lag in Figure 2).
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by the velocity and thickness of the sedimentary layer above
the bed rock [Fäh et al., 2001]. Comparison of H/V in the
data conﬁrms a strong peak at 2.5 s for mode 1, with more
subtle behavior for mode 0 (Figure 4). The peak for mode 1
is present for propagation in all directions, but is strongest
for westward propagation (Figure S3). There is large scatter,
as is common in amplitude studies [e.g.,Romanowicz, 1998].
Because amplitudes of the ﬁrst higher mode are too small to
be measured on the ZZ component (Figure 3), we consider
our estimated H/V ratio to be a lower bound.
[19] Other groups have reported ampliﬁcation at periods of
~ 2.5 s (frequencies of ~ 0.4 Hz) in the Canterbury region.
Guidotti et al. [2011] determined spectral peaks at 0.4 Hz
for the Darﬁeld and Christchurch earthquakes recorded on
strong-motion sites but did not discuss ratios of components.
Mucciarelli [2011] measured single-station H/V noise
spectral ratios in the Christchurch area, concentrating on high
frequencies. There were four sites in which the highest peaks
were observed at frequencies≤ 0.5 Hz, and those averaged
0.41 Hz with spectral ratio amplitudes of 2.7, similar to our
results. Other sites, particularly in the western regions, also
exhibited small H/V ratio peaks at ~ 0.5 Hz, but these were
usually smaller than the higher-frequency peaks. Using stan-
dard geotechnical methods, [Toshinawa et al., 1997] also
reported some dominant periods and H/V spectral peaks of
~ 0.5 s in the Christchurch region.
[20] Mode 1 is sensitive to both shallower and deeper
structure than the fundamental mode (Figure S2). Using both
modes will help to better model the structure of basins.
[21] We attribute the asymmetry in the amplitudes of pos-
itive and negative arrivals in Figures 2, 4, and S1 to the prox-
imity of our array to the coast (Figure 1). Ocean waves
arriving at the coast will preferentially propagate energy from
the east (and from the South in the case of Dar3 to Dar2)
[Behr et al., 2013; Lin et al., 2007]. SNR for the radial com-
ponent of the ﬁrst higher mode are almost always higher for
paths traveling away from the coast (generally from east to
west) than for those traveling in the opposite direction
(Figure 5). Figure S4 further explores the ampliﬁcation for
the fundamental and ﬁrst modes.
6. Conclusions
[22] In the Canterbury Plains, New Zealand, and in general
for low-velocity sedimentary basins, Rayleigh wave higher
modes are dominant in the horizontal plane, and at a
resonance frequency for the upper crustal layer. Such
resonance could cause damaging effects for structures that
resonate at the same periods. We suggest that the current
practice of examining only the dominant normal mode for
noise analysis be extended to include multiple components
and higher modes.
[23] The strong directionality of the higher-mode
amplitudes suggests that this mode is created by waves
approaching or breaking at the shoreline. If so, then we
expect that such modes should be observed in other basins
near coasts, such as the Los Angeles basin [Lin et al.,
2013], although the speciﬁc resonance frequency and H/V
ratio will depend on detailed sedimentary structure.
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