Who did What at Where and When: Simultaneous Multi-Person Tracking and
  Activity Recognition by Li, Wenbo et al.
1Who did What at Where and When: Simultaneous
Multi-Person Tracking and Activity Recognition
Wenbo Li, Ming-Ching Chang, Siwei Lyu
Computer Science Department, University at Albany, State University of New York
{wli20,mchang2,slyu}@albany.edu
Ming-Ching Chang is the corresponding author.
Abstract—We present a bootstrapping framework to simulta-
neously improve multi-person tracking and activity recognition
at individual, interaction and social group activity levels. The
inference consists of identifying trajectories of all pedestrian
actors, individual activities, pairwise interactions, and collective
activities, given the observed pedestrian detections. Our method
uses a graphical model to represent and solve the joint tracking
and recognition problems via multi-stages: (1) activity-aware
tracking, (2) joint interaction recognition and occlusion recovery,
and (3) collective activity recognition. We solve the where and
when problem with visual tracking, as well as the who and what
problem with recognition. High-order correlations among the vis-
ible and occluded individuals, pairwise interactions, groups, and
activities are then solved using a hypergraph formulation within
the Bayesian framework. Experiments on several benchmarks
show the advantages of our approach over state-of-art methods.
Index Terms—Group activity, collective activity recognition,
pairwise interaction, multi-person tracking, hypergraph, high-
order correlation.
I. INTRODUCTION
Multi-person activity recognition is a major component of
many applications, e.g., video surveillance and traffic control.
The problem entails the inference of the activities, the actors
and their motion trajectories, as well as the time dynamics
of the events. This task is challenging, since the activities are
analyzed from both the spontaneous individual actions and the
complex social dynamics involving groups and crowds [1].
We aim to address not only the where and when problem by
visual tracking, but also the who and what problem by activity
recognition.
While advanced methods for person detection are becom-
ing more reliable [2], [3], most existing activity recognition
approaches rely on visual tracking following a tracking-by-
detection paradigm. These methods either fail to consider
social interactions while inferring activities [4], [5], [6] or have
difficulties recognizing the structural correlations of actions
and interactions [7], [8], [9]. In particular, there are two major
challenges: (i) ineffective tracking due to frequent occlusions
in groups and crowds, and (ii) the lack of a suitable methodol-
ogy to infer the complex but salient structures involving social
dynamics and groups.
In this paper, we address both challenges using a bootstrap-
ping framework to simultaneously improve the two tasks of
multi-person tracking and social group activity recognition.
We take state-of-the-art person detections [2], [3] as input to
Fig. 1. (Top) This work is based on two main hypotheses that: (i) Multi-person
tracking and activity recognition can be jointly solved using an improved,
unified framework. (ii) Group collective activities (crossing, talking, waiting,
chasing, etc.) can be characterized by the cohesive pairwise interactions
(walking side by side, facing each other, standing side by side, running after,
etc., see Table IV) within the group. See § III-A. (Bottom) The dependency
graph that can jointly infer the target tracking (X), individual activities (A),
pairwise interactions (I), and collective activities (C), all from the input
detections (D). Numbers on the edges indicate the inference stages in the
multi-stage updating scheme.
perform initial multi-person tracking. We then recognize stable
group structures including the temporally cohesive individual
activities (such as walking) and pairwise interactions (such
as walking side-by-side, see Fig.1 to robustly infer collective
social activities (such as street crossing in a group) in multiple
stages. Auxiliary inputs such as body orientation detections
can be considered within the stages as well. The recognized
activities and salient grouping structures are used as priors to
recover occluded detections and false associations to improve
performance.
We explicitly explore the correlations of pairwise interac-
tions (of two individuals) and their group activities (within the
group of more individuals) during the optimization. Observe
in Fig.1 that group activities generally consist of correlated
pairwise interactions, which we have exploited in the multi-
stage inference steps. In our method, the multi-target tracking
and the recognition of individual/group activities are jointly
optimized, such that consistent activity labels characterizing
the dynamics of the individuals and groups can be obtained.
The individual and group activities are formulated using a
dynamic graphical model, and high-order correlations are
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2represented using hypergraphs. The simultaneous pedestrian
tracking and multi-person activity recognition problems are
then to be solved using an efficient cohesive cluster search in
the hypergraphs.
The main contribution of this work is two-fold. First, we
propose a new framework that can jointly solve the two tasks
of real-time simultaneous tracking and activity recognition.
Explicit modeling of the correlations among the individual
activities, pairwise interactions, and collective activities leads
to a consistent solution. Second, we propose a hypergraph
formulation to infer the high-order correlations among social
dynamics, occlusions, groups, and activities in multi-stages.
Simultaneous tracking and activity recognition are formulated
as a bootstrapping framework, which can be solved efficiently
using the search of cohesive clusters in the hypergraphs. This
hypergraph solution is general that it can be extended to
include additional scenarios or constraints in new applications.
Experiments on several benchmarks show the advantages
of our method with improvements in both activity recognition
and multi-person tracking. Our method is easily deployable
to real-world applications, since: (i) camera calibration is
not required; (ii) online video streams can be processed by
considering a time window in a round; (iii) the computation
can be performed in real-time (about 20 FPS, not including
the input detection steps).
II. RELATED WORKS
There exists a tremendous amount of multi-person tracking
and activity recognition works. See [10], [11] for survey. Our
work is most related to the collective activity recognition,
which are organized into the following three categories —
recognition based on (i) detection, (ii) tracking, and (iii)
simultaneous tracking and recognition.
A. Collective Activity Recognition based on Detection
A hierarchical model is used in [12] to recognize collective
activities by considering the person-person and group-person
contextual information. The work of [13] uses hierarchical
deep neural networks with a graphical model to recognize
collective activities based on the dependencies of individual
activities. This work is further extended in [9], where the
individual and collective activities are iteratively recognized
using RNN with refinements. Multi-instance learning is used
in [14] to recognize collective activities by inferring the
cardinality relations of individual activities. A recurrent CNN
is used in [15] for the joint target detection and activity
recognition.
B. Collective Activity Recognition based on Tracking
In this category, individual target trajectories are used as
the input to recognize collective activities. Collective activities
are recognized in [16] using random forests for the spatio-
temporal volume classification. A two-stage deep temporal
neural network is used in [4], where the first stage recog-
nizes individual activities, and the second stage aggregates
individual observations to recognize collective activities. In
[17], the key constituents of activities and their relationships
are used to recognize collective activities. A graphical model is
developed in [18] to capture high-order temporal dependencies
of video features. The and-or graph [19] is applied for video
parsing and activity querying, where the detectors and trackers
are launched upon receiving queries. A RNN architecture is
designed in [20] to model high-order social group interaction
contexts.
C. Simultaneous Tracking and Activity Recognition
Only very few works deal with the problem of simultaneous
multi-person tracking and activity recognition. In [5], per-
frame and per-track cues extracted from an appearance-based
tracker are combined to capture the regularity of individ-
ual actions. A network flow-based model is used in [6] to
link detections while inferring collective activities. However,
these two methods did not consider pairwise interactions for
activity recognition. In [7], [8], the tracking and activity
recognition are formulated as a joint energy maximization
problem, which is solved by belief propagation with branch-
and-bound. However high-order correlations among individual
and pairwise activities are not considered, which limits the
activity recognition performance.
III. METHOD
We start with notation definition in our method. Given an
input video sequence, consider the most recent time window
T = [t − τ, t] in an online fashion, and denote previous
time frames [1, t − τ − 1] as T ′. Let DT represent a set
of target detections obtained using person detectors e.g. [2],
[3]. Let XT ′ represent the set of existing target trajectories.
Let AT ′ , IT ′ , and CT ′ represent the set of recognized in-
dividual activities, pairwise interactions, and collective ac-
tivities, respectively. Given DT , our approach aims to si-
multaneously solve the multi-person tracking and activity
recognition problems, by inferring the following four terms
within T : (i) target trajectories XT = {x1, . . . ,xb}, where
b is the number of observed targets, (ii) individual activity
labels AT = {a1, . . . ,ab}, (iii) pairwise interaction labels
IT = {i1,2,i1,3, . . . ,i2,3, . . . ,ib−1,b}, and (iv) collective
activity labels CT = {ct−τ , . . . ,ct}, where cf represents the
collective activity with the most involved targets in the f -th
frame. After a time window is processed, the method will
extend target tracklets, update activity labels, and move on to
the next time window: X1:t = [XT ′ , XT ], A1:t = [AT ′ , AT ],
I1:t = [IT ′ , IT ], and C1:t = [CT ′ , CT ]. To simplify notions,
we omit the temporal indices to represent the variables within
[t − τ, t] as X,A, I, C, and represent previous variables as
X ′, A′, I ′, C ′, i.e.X ′ = XT ′ , A′ = AT ′ , I ′ = IT ′ , C ′ = CT ′ .
A. Problem Formulation
We aim to infer accurate trajectories of all targets (X) and
their individual activities (A), pairwise interactions (I) and
collective activities (C) from the observed detections (D).
Relationship between these variables can be expressed as the
joint distribution Pr(X,A, I, C|D) as a dependency graph in
3TABLE I
Notations for video activities, problem formulation and visual tracking.
symbol description
V
id
eo
A
ct
iv
iti
es
x a target trajectory
a an individual activity label, e.g. ∈ {standing, walking, running}
i a pairwise interaction label, e.g. approaching (AP), facing-each-other (FE), standing-in-a-row (SR), ...
c a collective activity label, e.g., CROSSING, WALKING, GATHERING, ...
b number of observed targets (tracklets)
T video time window of length τ prior to time t, i.e., T = [t− τ, t]
D person detections (bounding boxes)
X target trajectories, XT = {x1, . . . ,xb}
A individual activity classes, AT = {a1, . . . ,ab}
I pairwise interaction classes, IT = {i1,2,i1,3, . . . ,i2,3, . . . ,ib−1,b}
C collective activity classes, CT = {ct−τ , . . . ,ct}
T ′, X′, A′, I′, C′ existing entities prior to time window T , X′ = XT ′ , A′ = AT ′ , I′ = IT ′ , C′ = CT ′
nA number of individual activity classes, nA = 2 in the CAD and Augmented-CAD datasets, nA = 3 in the New-CAD dataset
nI
number of interaction classes, which is also the number of sub-hypergraphs used in our
method, nI = 8 in the CAD and Augmented-CAD datasets, nI = 9 in the New-CAD dataset
nC number of collective activity classes, nC = 5 in CAD, nC = 6 in Augmented-CAD, nC = 6 in New-CAD datasets
Pr
ob
le
m
Fo
rm
ul
at
io
n
Pr a joint distribution
f1, f2, f3 confidence terms from the decomposition of Pr
ϕ1, ϕ2, ϕ3 clique potential functions in the Markov random field
X∗, A∗, I∗, C∗ updated terms of X,A, I, C after an optimization stage, respectively
X‡, A‡ updated terms of X∗, A∗ after an optimization stage, respectively
pds the distance likelihood term for estimating the interaction between two targets
pgc the group connectivity term for estimating the interaction between two targets
paa the individual activity agreement term for estimating the interaction between two targets
pdc the distance change type likelihood term for estimating the interaction between two targets
pdr the facing direction likelihood term for estimating the interaction between two targets
pfs the frontness/sideness likelihood term for estimating the interaction between two targets
Tr
ac
ki
ng
x¯ a candidate tracklet
X¯ the set of all candidate tracklets
a¯ a (putative) individual activity of a candidate tracklet
A¯ the set of (putative) individual activities for all candidate tracklets
θa the appearance similarity for tracklet linking
τa time threshold for appearance-based tracklet linking
⊕ operator ⊕ represents the association of two tracklets
h the number of hypothetical tracklets to generate from an existing tracklet x′i, h = 9
Fig.1. Based on the conditional independence assumption of
X,A, I, C in the graphical model, Pr(X,A, I, C|D) can be
decomposed into three terms:
f1(X,D) · f2(X,A, I) · f3(X,A, I, C). (1)
(i) f1(X,D) is the confidence of target tracking, where the
calculation will be given in § III-C. (ii) f2(X,A, I) models the
inter-dependencies among target trajectories, individual activ-
ity and pairwise interaction labels, which is further expressed
as a Markov random field (red cycle in Fig. 1):
f2(X,A, I) ∼ ϕ1(X,A) · ϕ2(A, I) · ϕ3(I,X), (2)
where ϕ1, ϕ2 and ϕ3 are three clique potential functions
capturing the inter-correlations between each variable pair.
Derivation of these clique potentials will be given in § III-C
and § III-D. (iii) f3(X,A, I, C) reflects an important assump-
tion that collective activities can be effectively modeled by
robust inference of target trajectories, individual activities and
pairwise interactions, where § III-E will provide details.
The inference of the joint tracking and recognition is then
formulated as seeking arg max
X,A,I,C
log Pr(X,A, I, C|D) =
arg max
X,A,I,C
{
log f1(X,D) + logϕ1(X,A) + logϕ2(A, I)
+ logϕ3(I,X) + log f3(X,A, I, C)
}
.
However, standard iterative optimization such as block coor-
dinate descent is not practical due to that: (i) the coupling
of variables X,A, I, C is still complicated; (ii) each of these
variables represents a superset of time-dependent variables, so
their joint optimization will be very inefficient; (iii) a real-time
processing method is desired. We adopt a heuristic approxi-
mate solution using multi-stage updating scheme, which first
jointly updates X , A, and then updates I , followed by the
update of C. Our strategy is based on an important hypothesis
that inferring pairwise interactions I is crucial in resolving
the entire optimization, because I is the knob governing the
representations in-between X,A and C.
Our updating scheme shares spirit with the standard Gibbs
sampling and MH-MCMC method for the inference in prob-
abilistic graphical models. The updating scheme takes the
following three stages:
Stage 1 activity-aware tracking (§ III-C), where individual
target trajectories and activity labels are updated using:
(X∗, A∗) = arg max
X,A
log f1(X,D) + logϕ1(X,A). (3)
Stage 2 joint interaction recognition and occlusion recovery
(§ III-D), where the interaction labels together with the target
trajectories and activities are updated using:
(X‡, A‡, I∗) = arg max
X∗,A∗,I
logϕ2(A
∗, I) + logϕ3(I,X∗). (4)
4TABLE II
Graph and hypergraph notations.
symbol description
H
yp
er
gr
ap
h
H hypergraph H = (V,E,W )
HT tracking hypergraph HT = (VT , ET ,WT )
HR activity recognition hypergraph HR = (VR, ER,WR)
V the vertex set of a hypergraph
E the hyperedge set of a hypergraph
W the hyperedge weights of a hypergraph
Wa the appearance hyperedge weight, working with control parameter λa = 30
Wd the facing-direction hyperedge weight, working with control parameter λd = 1
Wg the geometric similarity hyperedge weight, working with control parameter λg = 0.5
m the hyperedge degree, i.e., the number of incident vertices of the hyperedge
em a m-degree hyperedge, em = {ve1 , . . . , vem}C a hyperedge cluster, which is a vertex set with interconnected hyperedges
κ number of vertes in a hypergraph cluster C, κ = |C|
EC the set of all incident hyperedges of a cluster C
Ψ weighting function operated on a hypergraph cluster C
y the indicator vector to denote the vertex selection from V ∈ H to be included in C
  = 1
κ
used in weight normalization
δ δp =
yp
κ
used in weight normalization
pij image coordinate vector between two positions at i and j
H˘ a sub-hypergraph indexed by β, i.e., H˘β
E˘β the hyperedges of the sub-hypergraph H˘β corresponding to the β-th interaction class
W˘β the hyperedge weights of the sub-hypergraph H˘β corresponding to the β-th interaction class
G
ra
ph
G˜ graph G˜ = (V˜ , E˜, W˜ )
V˜ the vertex set of a graph; V˜ is associated with X′ in this paper
E˜ the edge set of a graph
W˜ the edge weights of a graph
eij a graph edge connecting two vertices vi and vj
pcorr the correlation between the activities of two targets xi and xj used to calculate weight W˜ (eij)
g a function to calculate the correlation between the activities of two targets
d Eucludean distance between two targets in the image coordinate.
φij the angle between the facing direction of xi and the relative vector from xi to xj .
G˜s sparse graph by discarding edges with small weights from G˜
In
di
ce
s
t, τ , f video frame indices
i, j, k, l target tracklet indices
p, q, r hypergraph vertex indices
α the index for hypergraph clusters e.g. Cα, CTα from HT
β the index for interaction classes e.g. Iβ ; β is also the index for sub-hypergraphs e.g. H˘β
c the index for collective activity classes C
Stage 3 collective activity recognition (§ III-E), where the
collective activity labels are updated using:
C∗ = arg max
C
log f3(X
‡, A‡, I∗, C). (5)
We will show in § III-C and § III-D that we model high-
order correlations among X , A and I using two respective
hypergraphs. The clique potentials ϕ1, ϕ2, ϕ3 in Stage 1 and
Stage 2 can be derived as the optimization of maximal weight
search over the two hypergraphs, in order to infer X,A, I .
Stage 3 infers C using a probabilistic formulation based on
the inferred X,A, I .
Notations for video activities, problem formulation and
tracking are summarized in Table I, where graph and hyper-
graph related notations are summarized in Table II.
B. Cohesive Cluster Search on the Hypergraph
We define an undirected hypergraph H = (V,E,W ), where
V = {vr} denotes the vertex set of H, where r denotes vertex
index. An undirected hyperedge with m-incident vertices is
defined as em = {ve1 , . . . , vem}, where m is the degree of
the hyperedge. The set of all m-degree hyperedges is denoted
as E = {em}. The weights of hyperedges are denoted as
W : E → R, i.e., each hyperedge is associated with a weight.
We use the hypergraphs to represent both (1) the detection-
tracklet association for tracking (X ′, X), and (2) the correla-
tions among individual activities A and pairwise interactions
I . The joint problem of multi-person tracking (with possible
refinements) and group activity recognition can be solved
using a standard cohesive cluster search on the hypergraph
[21]. A cluster C within a hypergraph is a vertex set with
interconnected hyperedges. We use κ = |C| to denote the
number of vertices in C, and EC to denote the set of all
incident hyperedges of C. A cluster is cohesive if its vertices
are interconnected by a large amount of hyperedges with dense
weights. Denote Ψ(·) the weighting function that measures
the weight of a cluster. For a vertex vr ∈ V , the cohesive
cluster search optimization is to determine a large cluster C(vr)
with dense weights:
C(vr)∗ = arg max
C(vr)
Ψ (C(vr)) s.t. C(vr) ⊂ V. (6)
We use indicator vector y = (y1, ..., y|V |), yp ∈ {0, 1} to
denote the selection of vertices from H to be included in C:
5Fig. 2. Stage 1 activity-aware tracking. Given five targets x′1, . . . ,x
′
5, and new tracklets x¯1, . . . , x¯5, step (T1) optimizes the association of candidate
tracklets with existing target tracks. Step (T2) determines the best candidate assignments for tracklet linking in three steps. (T2.1) estimates the group structure
using graph G˜s, where the edges represent the correlations of activities between individuals. (T2.2) constructs hypergraph HT with hyperedges e1, . . . , e5
based on the estimated group structure. (T2.3) solves the candidate tracklet linking and infers the possible occlusions in an optimization over HT .
yp = 1 for vp ∈ C, and yp = 0 otherwise. The selection is
constrained such that up to κ vertices including vr are enclosed
in C, such that ∑|V |p=1 yp = κ, and yr = 1.
The design of Ψ(·) affects the resulting cluster C from the
search. Typical Ψ(·) can be the total weight of all incident
hyperedges. However, direct maximization of the total weight
leads to a large cluster that is not necessarily cohesive. Instead,
we maximize a normalized weight, which is the total weight
divided by the cardinality of all incident hyperedges. This
normalization also enables continuous optimization. For C
with κ vertices and m-degree hyperedges, this normalizer is
κm. Our weighting function Ψ(C(vr)) is:∑
em∈EC
W (em)
κm
=
∑
vp,...,vq∈V
W ( m︷ ︸︸ ︷vp, . . . , vq) ·
m︷ ︸︸ ︷
yvp
κ
· · · yvq
κ
,
(7)
where p, q denote vertex indices.
It is intuitive to enforce that C must contain at least one
hyperedge, thus κ must ≥ m. Let δp = ypκ and  = 1κ . The
conditions
∑|V |
p=1 yp = κ is then
∑|V |
p=1 δp = 1. We relax the
constraint of yp ∈ {0, 1} to be δp ∈ [0, ], so δ is a continuous
variable for optimization. Eq.(6) is re-written as:
max
x
∑
vp,...,vq∈V
W ( m︷ ︸︸ ︷vp, . . . , vq) · m︷ ︸︸ ︷δvp · · · δvq

s.t.
n∑
p=1
δp = 1, δp ∈ [0, ], δr = .
(8)
We solve Eq.(8) using the pairwise update algorithm in [21].
C. Activity-Aware Tracking
Stage 1 of our method simultaneously recognizes individual
activities and links tracklets in the following two steps (see
Fig.2 for a schematic overview):
• (T1) Generate candidate tracklets X¯ from new detec-
tions D that maximizes log f1(X,D) in Eq.(3).
• (T2) Link tracklets X ′ with X¯ by maximizing the
appearance, motion, and geometric consistencies that
maximizes logϕ1(X,A) in Eq.(3).
(T1) Generate candidate tracklets X¯ . For each existing
target x′i ∈ X ′, we generate a set of candidate tracklets
x¯i = {x¯i,1, . . . , x¯i,n} from observed detections D using the
tracking method in [22]. 1 We employ a gating strategy to
restrict the number of candidate tracklets to consider. The
appearance similarity between x′i and each tracklet x¯j ∈ X¯
is calculated using the POI features [3] and Euclidean met-
ric. If this similarity is above a threshold θa, x¯j is added
into x¯i. Targets with no associated detection within time
[t − τ − τa, t − τ − 1] are discarded to reduce unnecessary
computation. We use θa = 0.025 and τa = 5 sec to include
a rich set of candidate tracklets for linking. If any tracklet in
X¯ ends up not linked with any target (e.g., x¯5 in Fig.2), a
new target is created. If any target x′i ends up with no linked
tracklet for status update, it is considered occluded. 2
(T2) Link tracklets X ′ with X¯ . After candidate tracklets
X¯ are generated, for each candidate tracklet x¯i ∈ X¯ , we
determine its individual activity label a¯i ∈ A¯ for the pur-
pose of activity-aware tracking. We consider nA=3 individual
activity labels regarding the motion pattern: standing, walk-
ing, and running, by calculating the velocity ν¯i of each x¯i
and modeling the posteriors using sigmoid similar to [23]:
p(a¯i|ν¯i) ' p(ν¯i|a¯i)p(a¯i). We consider social contextual cues
and the correlations between individual activities in finding the
best tracklet linking combinations. This also enables robust
occlusion recovery for tracking. Our solution is to represent
all terms using a tracking hypergraph HT . The clique
potential function ϕ1(X,A) in Eq.(3) can then be inferred as
ϕ1(X,A) ∼
∑
∀CTα Ψ(CTα ), where CTα represents a cohesive
cluster obtained from HT , and α denotes cluster index.
The activity-aware tracking by linking tracklets X ′ with X¯
is performed in three sub-steps: (T2.1) Estimate social group
structure using correlations between individual activities in
a graph representation. (T2.2) Construct hypergraph HT .
(T2.3) Optimize tracking based on HT .
(T2.1) Estimate social group structure. We represent the
social group structure of tracked targets and the correlations
1 All candidate tracklets and their labels are denoted with a bar ·¯.
2 We use trajectory prediction based on motion extrapolation in step (R1)
of § III-D to determine if the target is still within the scene.
6Fig. 3. Stage 2 joint interaction recognition and occlusion recovery in a road-crossing scenario, where x1, x2, x3 and x′4 are walking side-by-side
across a road, while x5, x6, x7 are standing side-by-side waiting. Step (R1) considers the linking of the occluded target x′4 to three hypothetical tracklets
xˆ4,1, xˆ4,2, xˆ4,3. Step (R2) constructs hypergraph HR for the inference in two steps. (R2.1) evaluates each pairwise interaction by calculating a confidence
score, where wrongly assigned labels are depicted in red. (R2.2) constructs hyperedges based on the recognized pairwise interactions, where each hyperedge
characterizes the likelihood of a pairwise interaction. Step (R3) optimizes the inference over HR to jointly recognize interaction labels and resolve the tracklet
linking and occlusion recovery.
Fig. 4. Social group affinity between a pair of individuals is calculated based
on: (a) distance, angle, and motion (velocity magnitude & direction). (b)
visualizes such a measure at (0, 0) with direction vector (1, 1) arrow in a
color map depicting the probability kernel between 0 (blue) and 1 (red).
between individual activities using an undirected complete
graph G˜ = {V˜ , E˜, W˜} with V˜ = X ′. ∀x′i,x′j ,∃eij =
(x′i,x
′
j) ∈ E˜. Edge weight W˜ (eij) reflects the correlation
between activities ai and aj of x′i and x
′
j , respectively. We
define pcorr to reflect the correlation between activities of two
targets similar to [23]:
pcorr(xi,xj) = g(dij , φij , ‖νi‖, ‖νj‖,ai,aj , η(xi), η(xj)),
(9)
where dij represents Euclidean distance between the targets.
As shown in Fig.4a, φij represents the angle between the
facing direction of xi and the relative vector from xi to xj ,
and νi represents the velocity of xi. For a target xi, if ai
is recognized as “standing”, we use the classifier in [24] to
calculate the body orientation η(xi) out of 8 quantizations.
Otherwise, η(xi) estimates motion direction from the trajec-
tory. Edge weights of G˜ are calculated according to Eq.(9)
and refined using further grouping cues as in [23]. Fig.4b
visualizes the correlation defined by Eq.(9). The probability
is higher on the side of a person than in the front or back,
which is an implementation of Hall’s proxemics social norms
[25]. We discard edges with weights lower than 0.3 to obtain
a sparse graph denoted as G˜s for computation speedup.
(T2.2) Construct hypergraphHT = {VT , ET ,WT } using
G˜s to capture the high-order correlations between activities
within a group. A vertex vp ∈ VT represents a hypothesis of
linking a tracked target with its candidate tracklet, i.e., vp =
x′i⊕x¯i,k where “⊕” represents the association of two tracklets.
A m-degree hyperedge em ∈ ET represents the combination
of m tracklet linking hypotheses in an assignment.
The linking of tracklets X ′ with X¯ can be considered
as an assignment problem with the following two tracklet
assignment constraints: (i) a target cannot be linked with
two or more candidate tracklets, and (ii) a candidate tracklet
cannot be linked with two or more targets. We enforce these
constraints in the construction of hyperedges in HT . Specifi-
cally, ∀vp, vq ∈ VT , where vp = x′i⊕ x¯i,k and vq = x′j ⊕ x¯j,l,
if and only if eij = (x′i,x
′
j) ∈ G˜s, vp and vq can co-exist in
a hyperedge in HT .
We further consider motion and behavior consistencies
and their correlations (via G˜s) in determining the hyperedge
weights. Specifically, we consider three affinities that deter-
mine the hyperedge weights: the appearance (Wa) of each
tracklet, the facing-direction (Wd) and the geometric similarity
(Wg) between tracked targets.
The appearance affinity between a target x′i and a candidate
tracklet x¯i,k is computed using the appearance features of
tracklets as [3]:
Wa(e
m) =
∑
x′i⊕x¯i,k∈em
|x′i − x¯i,k|. (10)
We assume that activity states (such as walking direction) do
not change abruptly in-between small linked tracklets. In other
words, difference between facing directions of two targets
should be small for linked tracklets:
Wd(e
m) =
∑
x′i⊕x¯i,k∈em
cos(η(x′i), η(x¯i,k)). (11)
Our method aims to run on surveliiance videos without
calibration. To ensure smooth tracking, we use a geometric
affinity term Wg to ensure that relative angles between two
targets does not change abruptly:
Wg(e
m) =
∑
x′i⊕x¯i,k∈em
∑
x′j⊕x¯j,l∈em
cos(p′ij , p¯ij), (12)
where p′ij and p¯ij represent the relative image coordinate
vectors between tracked targets and candidate tracklets. Final
affinity value of a hyperedge em is computed by W (em) =
λaWa(e
m) + λdWd(e
m) + λgWg(e
m), where λa, λd, λg are
set as λa = 30, λd = 1, λg = 0.5.
7(T2.3) Optimize tracking based on HT . This step aims to
determine the optimal tracklet linking among candidates repre-
sented in the hypergraph HT . The optimization is performed
by the cohesive cluster search on HT described in § III-B.
For each vertex vr, such a search yields a cluster C(vr) with
a score. Since a vertex may appear in multiple clusters, if any
resulting cluster violates the tracklet assignment constraints in
(T2.2), such a cluster is removed to avoid further considera-
tion. We ensure that the resulting cohesive clusters represent
valid tracklet linking hypotheses that is sound and redundancy-
free. 3 In case a target ends up not linked with any candidate
tracklets (e.g., x′5 in Fig.3), such a target should be either
outside the scene or under occlusion. We store all discovered
occlusions and will try to recover them at Stage 2 in § III-D.
Finally, target trajectories X are updated with the newly linked
tracklets in X¯ to be X∗, and activity labels A are augmented
with respective ones in A¯ to be A∗.
D. Joint Interaction Recognition and Occlusion Recovery
Our approach is motivated from the observation that pair-
wise interactions I within a group can provide rich contextual
cues to recognize the activities (as in Fig.1) and recover
possible occlusions. Stage 2 of our method jointly resolves
the two problems of (1) recognizing pairwise interactions I
and (2) occlusion recovery to improve tracking. We again
use a hypergraph representation to explore the high-order
correlations among the interactions I , such that a similar
cluster search scheme can be applied for optimization. Specif-
ically, we construct the (activity) recognition hypergraph
(HR) based on the inferred target locations X∗ and individ-
ual activities A∗. The optimization over HR maximizes the
clique potential function logϕ2(A∗, I)ϕ3(I,X∗) in Eq.(4), as
ϕ2(A
∗, I)ϕ3(I,X∗) ∼
∑
∀CRα Ψ(CRα ), where CRα represents a
cohesive cluster obtained from HR.
Stage 2 of our method jointly recognizes I and recovery
occlusions in the following three main steps (see Fig.3 for a
schematic overview):
• (R1) Generate hypothetical tracklets Xˆ for occlusion
recovery from given existing X ′ and A′.
• (R2) Construct hypergraph HR based on X∗, A∗, Xˆ
to infer high-order correlations among their pairwise
interactions I .
• (R3) Optimize recognition and recovery over HR to
simultaneously recognize interaction I and link occluded
targets with suitable hypothetical tracklets.
(R1) Generate hypothetical tracklets Xˆ . For each possibly
occluded target x′i ∈ X ′, we generate a few hypothetical
tracklets xˆi = {xˆi,1, . . . , xˆi,h} based on trajectory predictions,
where h is empirically set to 9. 4 For a moving target x′i with
a′i = walking, we generate xˆi via motion extrapolation. For
a stationary target x′i with a
′
i = standing, we add a small
perturbation to xˆi.
3 Hypergraph clusters are processed sequentially in descending order of
their scores. If any cluster violates the constraints, new cluster is discarded
and any duplication is removed.
4 All hypothetical tracklets are denoted with a hat ·ˆ across the paper.
(R2) Construct hypergraph HR = {VR, ER,WR}, such
that high-order correlations among interactions among X and
Xˆ are captured for the purposes of simultaneous activity
recognition and occlusion recovery. Thus, VR = X ∪ Xˆ . Each
hyperedge in ER characterizes the likelihood of a pairwise
interaction i ∈ I . For example in Fig.3, x1,x2,x3 are
connected by 3 hyperedges, which correspond to interactions
“WS”, “RS”, “SS”, respectively. See § IV for a complete list
of interaction class defined in public datasets [24], [7]. We
denote nI the number of interaction classes.
The inference of each interaction class can be optimized
independently. We can thus decompose HR into nI sub-
hypergraphs {H˘β}nIβ=1, with H˘β = {VR, E˘β , W˘β} for the
β-th interaction class. For each hyperedge em ∈ E˘β , the
weight W˘β(em) reflects how likely the interaction between
the m targets are cohesive as a whole (e.g., all walking-side-
by-wide).
We calculate the hyperedge weights in HR in two steps:
(R2.1) evaluates each pairwise interaction with a confidence
score. (R2.2) constructs hyperedges in HR using the average
score from all involved targets.
(R2.1) Recognize pairwise interaction activities. We cal-
culate a confidence score for each possible pairwise interaction
iij between the targets xi, xj using a simple effective rule-
based probabilistic approach as in [23]. Specifically, the con-
fidence score of iij belonging to the β-th class is calculated
by multiplying the following six component probabilities: dis-
tance (ds), group connectivity (gc) calculated in (9), individual
activity agreement (aa), distance change type (dc), facing
direction (dr), and frontness/sidedness (fs):
p(iij = β|xi,xj ,ai,aj) = pds(β|xi,xj) · pgc(β|ai,aj)·
paa(β|ai,aj) · pdc(β|xi,xj) · pdr(β|xi,xj) · pfs(β|xi,xj).
(13)
Detailed formulation of the above component probabilities and
formulation are provided in Tables III and IV.
(R2.2) Construct hyperedges in HR. We consider inter-
actions among both real and hypothetical targets during the
optimization. We avoid the inclusion of multiple hypothetical
tracklets of a target into a hyperedge. For each hyperedge
em = {xe1, . . . ,xem} ∈ Eβ for the β-th interaction class, we
calculate the edge weight by averaging the confidence scores
of the involved targets:
W (em) =
1(
m
2
) ∑
i,j
p(iij = β|xei ,xej ,aei ,aej ). (14)
(R3) Optimize recognition and recovery over HR cohe-
sive cluster search on each sub-hypergraph H˘β respectively
(as described in § III-B). This optimizes the assignment of
interaction labels and the linking of probable hypothetical
tracklets. Similar to (T2.3), for each vertex vr ∈ HR, we
search for candidate cohesive clusters with confidence scores.
We ensure that the resulting cohesive clusters are sound and
redundancy-free, also not violating the tracklet assignment
constraints. Optimization results are used to update X∗, A∗, I
into X‡, A‡, I∗, respectively as in Eq.(4).
8TABLE III
Component probabilities for the pairwise interaction activities. The parameters used in these component probabilities, e.g., the means and standard
deviations are calculated from the training dataset.
Component Probability
Distance pds(within-effective-range|xi, xj) = δ(| dij−µdsσds | ≤ b), dij ∼ N (µds, σds), where N denotes normal distribution
Group connectivity
pgc(GC|xi, xj), where GC ∈ {connect, not-connect}
pgc(connect|xi, xj) = g(dij , φij , ‖νi‖, ‖νj‖), where g(·) is defined in Eq.(9)
pgc(not-connect|xi, xj) = 1− g(dij , φij , ‖νi‖, ‖νj‖)
Individual activity agreement paa(ai = AA1, aj = AA2) =
√
p(AA1|νi) · p(AA2|νj), where AA1,AA2 ∈ {standing,walking, running}
Distance-change type
pdc(DC|xi, xj), where DC ∈ {decreasing, unchanging, increasing}
pdc(decreasing|xi, xj) = 1− sigmoid(dgij , µd2u, σd2u), where dgij = dij − d′ij
pdc(unchanging|xi, xj) = λ ∗ sigmoid(dgij , µd2u, σd2u) + (1− λ) ∗ (1− sigmoid(dgij , µu2i, σu2i));
if dgij < µd2u, λ = 1; if d
g
ij ≥ µu2i, λ = 0; otherwise, λ = 1−
d
g
ij−µd2u
µu2i−µd2u
pdc(increasing|xi, xj) = sigmoid(dgij , µu2i, σu2i)
Facing direction pdr(DR|xi, xj) ∈ {0, 1}, where DR ∈ {same, opposite, frequent-changing}
Frontness/sideness
pfs(FS|xi, xj), where FS ∈ {frontness, sideness}
pfs(frontness|xi, xj) = max(cos(pij , xi), cos(pij , xj))
pfs(sideness|xi, xj) = 1− pfs(frontness|xi, xj)
TABLE IV
Probabilistic formulations for the pairwise interactions p(iij = β). We define dancing-together (DT) as a new interaction activity class to deal with the
new collective activity “dancing” in the Augmented-CAD.
Pairwise Interaction p(iij = β) Associated Collective Activity (C) Probabilistic Formulation
facing-each-other
TALKING
pds(within-effective-range) · pgc(connect) · paa(standing, standing)·
(β =FE) pdc(unchanging) · pdr(opposite) · pfs(frontness)
standing-in-a-row
QUEUING
pds(within-effective-range) · pgc(connect) · paa(standing, standing)·
(β =SR) pdc(unchanging) · pdr(same) · pfs(frontness)
standing-side-by-side
WAITING
pds(within-effective-range) · pgc(connect) · paa(standing, standing)·
(β =SS) pdc(unchanging) · pdr(same) · pfs(sideness)
dancing-together
DANCING
pds(within-effective-range) · pgc(connect) · paa(walking,walking)·
(β =DT) pdc(unchanging) · pdr(frequent-chaning) · pfs(sideness)
approaching
GATHERING
pds(within-effective-range) · pgc(not-connect) · paa(walking,walking)·
(β =AP) pdc(decreasing) · pdr(opposite) · pfs(frontness)
walking-in-opposite-
DISMISSAL
pds(within-effective-range) · pgc(not-connect) · paa(walking,walking)·
directions (β =WO), pdc(increasing) · pdr(opposite) · pfs(frontness)
leaving (β =LV)
walking-side-by-side CROSSING pds(within-effective-range) · pgc(connect) · paa(walking,walking)·
(β =WS) WALKING (TOGETHER) pdc(unchanging) · pdr(same) · pfs(sideness)
running-side-by-side
JOGGING
pds(within-effective-range) · pgc(connect) · paa(running, running)·
(β =RS) pdc(unchanging) · pdr(same) · pfs(sideness)
running-one-after-the-other
CHASING
pds(within-effective-range) · pgc(connect) · paa(running, running)·
(β =RR) pdc(unchanging) · pdr(same) · pfs(frontness)
E. Collective Activity Recognition
Stage 3 of our method infers the collective activities C∗ for
each individual in a group, based on an intuition that collective
activity is characterized by pairwise interactions I indexed
by β within the group. Fig.1 illustrates several examples,
and Table IV shows the cohesive pairwise interaction for
each collective activity class. For each target xi within a
group, we infer the most probable collective activity. The term
log f3(X
‡, A‡, I∗, C) in Eq.(5) can be maximized based on a
probabilistic formulation similar to [23]. Consider the β-th
interaction for the c-th collective activity, p(c|xi) is calculated
using:
p(c|xi) = 1−
∏
∀j
(1− p(iij = β|xi,xj)) , (15)
where p(iij = β|xi,xj) is obtained in Eq.(13) after the opti-
mization in (R3). The collective activity of xi is determined
by arg maxc p(c|xi). We use the collective activity involving
most participants as the label of the scene, to comply with the
practice in major datasets [7], [24], [16]. 5
5 If there are insufficient targets for interactive or collective activities (e.g.
people leaving the scene), we keep existing labels for a short while.
IV. EXPERIMENTS
1) Implementation: We implement our method in C++. Ex-
periments are conducted on a machine with a i7-4800MQ CPU
(2.8GHz) and 16GB RAM. We use the state-of-the-art person
detections [3] as input, and employ deep re-identification
features [3] as the appearance features for tracking. We set
hyperedge degree m = 3 to balance the performance and
speed. The whole pipeline runs in nearly real-time at ap-
proximately 20 FPS (not including the detection time). Note
that input detectors can be executed in parallel for real-world
applications.
2) Datasets: We perform evaluation on three popular col-
lective activity recognition datasets, which are termed CAD
[24], Augmented-CAD [16], and New-CAD [7]. Pedestrians
in CAD and New-CAD are annotated with target IDs that can
be used as ground truth for tracking evaluation.
CAD [24] comprises 44 video clips with annotations for
nC=5 collective activities (CROSSING, WAITING, QUEUING,
WALKING, TALKING), nI=8 pairwise interactions: approach-
ing (AP), leaving (LV), passing-by (PB), facing-each-other
(FE), walking-side-by-side (WS), standing-in-a-row (SR),
9TABLE V
Activity recognition evaluation results in terms of accuracy and comparison with state-of-the-art methods. The CAD results are splitted into
two tables: one for comparing methods only producing collective activity results, and the other for all three activities.
CAD [24]
Method Collective Interaction IndividualOCA MCA OCA MCA OCA MCA
LCC [16] - 70.9 - - - -
CFT [5] - 75.1 - - - -
FM [6] - 70.9 - - - -
LOG [12] 79.7 78.4 - - - -
MCTS [19] - 88.9 - - - -
LLC [17] - 75.1 - - - -
HiRF [18] - 92.0 - - - -
DSM [13] - 80.6 - - - -
CK [14] 83.4 81.9 - - - -
HDT [4] - 81.5 - - - -
SIE [9] - 81.2 - - - -
RMI [20] - 89.4 - - - -
UTR-1 [7], [8] 79.0 79.6 56.2 50.8 - -
UTR-2 [7], [8] 79.4 80.2 45.5 36.6 - -
Baseline 87.8 88.0 65.4 48.4 87.3 88.3
Ours w/o HT 91.8 91.8 74.3 55.6 87.7 88.4
Ours w/o HR 88.0 87.8 71.4 56.5 87.3 88.4
Ours w/o HT ,HR 87.9 87.6 67.3 53.7 87.4 88.6
Ours 92.5 92.4 78.1 57.6 87.4 88.1
Augmented CAD [16]
Method Collective Interaction IndividualOCA MCA OCA MCA OCA MCA
LCC [16] - 82.0 - - - -
CFT [5] - 85.8 - - - -
FM [6] - 83.7 - - - -
LLC [17] - 90.1 - - - -
SIE [9] - 90.2 - - - -
Baseline 89.4 89.3 - - - -
Ours w/o HT 88.9 89.0 - - - -
Ours w/o HR 85.2 84.3 - - - -
Ours w/o HT ,HR 84.9 84.2 - - - -
Ours 95.1 94.3 - - - -
New CAD [7]
UTR-1 [7], [8] 80.8 77.0 54.3 46.3 - -
UTR-2 [7], [8] 83.0 79.2 53.3 43.7 - -
MCTS [19] - 84.2 - - - -
HiRF [18] - 87.3 - - - -
RMI [20] 89.4 85.2 - - - -
Baseline 95.3 89.0 70.0 72.1 85.7 92.6
Ours w/o HT 97.0 89.3 76.5 72.2 90.2 93.2
Ours w/o HR 96.8 88.0 74.7 74.1 90.0 93.1
Ours w/o HT ,HR 96.8 88.0 73.9 73.2 90.0 93.2
Ours 97.0 89.3 78.6 74.7 90.0 93.2
TABLE VI
Tracking evaluation and comparison with state-of-the-art methods. ↑ and ↓ represent “the-higher-the-better” and “the-lower-the-better”,
respectively. Bold highlights best results.
Dataset Method Rcll ↑ Prcn ↑ FAR ↓ MT (%) ↑ML (%) ↓ FP ↓ FN ↓ IDs ↓ FM ↓ MOTA ↑ MOTP ↑
CAD [24]
H2T [22] 84.3 83.8 0.90 74.5 5.4 23195 22368 474 722 67.6 67.5
JPDA [26] 84.1 85.5 0.79 74.0 5.4 20339 22600 348 901 69.6 63.7
DCEM [27] 51.4 84.3 0.53 32.3 16.2 13617 69127 801 1025 41.2 63.5
POI [3] 82.3 76.0 1.43 72.1 5.2 36944 25146 351 1262 56.1 67.8
Ours w/o HT 84.0 86.3 0.74 74.0 5.2 18991 22717 355 623 70.4 67.6
Ours w/o HR 84.0 85.1 0.82 74.0 4.8 21002 22684 319 638 69.0 67.6
Ours w/o HT ,HR 84.0 84.8 0.83 74.7 5.2 21362 22717 360 630 68.7 67.6
Ours 84.1 86.6 0.72 74.5 5.2 18461 22647 287 619 70.9 67.6
H2T [22] 87.4 88.3 0.37 81.5 1.6 7883 8572 117 232 75.6 64.7
JPDA [26] 87.6 88.6 0.36 82.6 1.4 7660 8413 65 198 76.3 62.3
DCEM [27] 68.5 88.5 0.28 41.9 7.3 6031 21458 220 283 59.3 62.4
New POI [3] 87.4 89.0 0.34 82.3 0.8 7331 8594 52 271 76.5 64.7
CAD [7] Ours w/o HT 87.9 89.0 0.35 83.9 0.8 7411 8226 63 198 76.9 64.7
Ours w/o HR 87.9 88.9 0.35 83.9 0.8 7439 8259 62 195 76.8 64.7
Ours w/o HT ,HR 88.1 88.1 0.36 83.9 0.8 7726 8096 59 202 76.7 64.7
Ours 88.2 88.7 0.36 84.7 0.8 7630 8508 60 202 76.9 64.7
standing-side-by-side (SS), no-interaction (NA), and nA=2
individual activities: standing and walking.
Augmented-CAD [16] is created by augmenting the CAD
dataset. Collective activity WALKING is removed due to its am-
biguities in definition, and 2 new collective activities DANC-
ING, and JOGGING are included. For the newly introduced
video clips, there are no annotations for interaction activities,
individual activities, nor target identities.
New-CAD [7] comprises 33 video clips with annotations
for nC=6 collective activities: GATHERING, TALKING, DIS-
MISSAL, WALKING-TOGETHER, CHASING, QUEUING, nI=9
pairwise interactions: approaching (AP), walking-in-opposite-
directions (WO), facing-each-other (FE), standing-in-a-row
(SR), walking-side-by-side (WS), walking-one-after-the-other
(WR), running-side-by-side (RS), running-one-after-the-other
(RR), no-interaction (NA), and nA=3 individual activities:
standing, walking, running.
3) Experimental Setup: For evaluating activity recognition,
we follow common protocols as in [7] for CAD and New-
CAD, and protocol of [16] for Augmented-CAD. For evaluat-
ing tracking, we ensure fair comparison by running all tracking
code using identical input detections.
4) Evaluation Metrics: For activity recognition, we adopt
the metrics used in [7], i.e., overall classification accuracy
(OCA) and mean-per-class-accuracy (MCA) as in Table V.
Note that the match-error-correction-rate used in [7] only
reflects tracking fragmentation and identity switch. Instead, we
adopt the more widely-used CLEAR MOT as tracking metrics
to provide further insights for analysis.
5) Compared Methods: We compare our method with 13
state-of-the-art activity recognition methods [18], [19], [17],
[7], [8], [16], [9], [13], [14], [4], [5], [6], [20] and a few
baseline methods created by ourselves. These baseline meth-
ods accept the tracking results of [22] as input, and recognize
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Fig. 5. Recognized collective activity examples in the CAD dataset [24]: (a,b) CROSSING, (c,d) WAITING, and (e,f) QUEUING. Two individual activities
walking (W) and standing (S) are detected on each target, while nI = 8 possible pairwise interactions: approaching (AP), leaving (LV), passing-by (PB),
facing-each-other (FE), walking-side-by-side (WS), standing-in-a-row (SR), standing-side-by-side (SS), no-interaction (NA) are detected among the pairs of
targets. A top-down view of each scene is illustrated on the right.
activities using only our probabilistic rules e.g., Eqs.(9, 13,
15) with details in Table IV, but not the complete staged
hypergraph optimizers. For tracking evaluation, we compare
against 4 state-of-the-art trackers [27], [26], [22], [3] with
available code. We also develop several variants of our method
by replacing the hypergraph formulations with the ordinary
graph formulations. This justifies the effect of hypergraph
formulations w.r.t. performance in both activity recognition
and tracking.
A. Results and Analysis
1) Activity Recognition: Table V shows the evaluation
results in terms of accuracy of our method and other state-
of-the-art methods on the three activity recognition datasets.
Part of our recognition results are shown in Fig. 5 and Fig. 6.
The efficacy of our method for individual activity recognition
is demonstrated by the high accuracy score of approximately
90%. Our method outperforms the state-of-the-art methods
by a noticeable margin for collective activity recognition.
The performance of our method is significantly better than
[7], [8], which are, to the best of our knowledge, the only
works that evaluate pairwise interactions. Comparison with the
three variants of our method shows that both hypergraphs HT
(§ III-C) and HR (§ III-D) contribute to the improvements
in the collective and interaction activity recognition. The
experiments show that HR is more influential than HT , which
is expected, since the main purpose of HT is to improve
tracking and serve as a base for activity recognition. We also
notice positive correlations between the recognition accuracy
of C and I . Overall, WALKING is difficult to recognize due
to its ambiguity w.r.t. CROSSING. Nonetheless our method can
still recognize it well due to our probabilistic formulation.
2) Tracking: Table VI shows the comparison of our method
and other state-of-the-art tracking methods on the CAD and
New-CAD. On the CAD dataset, our method achieves the
best performance in most measures, e.g., MOTA, fragmen-
tation (FM), identity switch (IDs), false positives (FP), mostly
tracked targets (MT), precision (Prcn), and recall (Rcll). This is
due to the incorporation of the high-order correlations in HT
and HR. Specifically, we use HT to model high-order cor-
relations of individual activities, which improves the tracklet
association. The use of HR to model high-order correlations
of interaction activities improves occlusion recovery. This is
further confirmed that after replacingHT orHR with ordinary
graphs, the tracking performance decreases in most measures.
New-CAD is less challenging than CAD in terms of tracking,
because there are fewer occlusions and crossing occasions.
Thus many compared methods yield performances closer to-
ward saturation. However, our method still achieves the highest
score in several measures, i.e., MOTA, mostly tracked targets
(MT), and recall (Rcll). Both [22] and our method rely on
the cohesive cluster search on the hypergraph, but our method
consistently outperforms [22] by a significant margin because
of (i) the modeling of high-order correlations of individual
activities, and (ii) successful occlusion recovery. We visualize
the tracking result comparisons for several sequences in Fig. 7.
For each sequence, we show two frames across a along period
of time, where the subjects have experienced heavy occlusions.
It is clear that our method (especially the one with hypergraph
optimizers) produces the fewest ID changes, thus it is more
robust than the competing methods for occlusion handling.
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Fig. 6. Recognized collective activity examples in the NewCAD dataset [7]: (a) CHASING, (b) CROSSING, (c,d) QUEUING, and (e,f) TALKING. Three individual
activities walking (W), standing (S), and running (R) are detected on each target, while nI = 9 possible pairwise interactions: approaching (AP), walking-in-
opposite-directions (WO), facing-each-other (FE), standing-in-a-row (SR), walking-side-by-side (WS), walking-one-after-the-other (WR), running-side-by-side
(RS), running-one-after-the-other (RR), no-interaction (NA) are detected among the pairs of targets. A top-down view of each scene is illustrated on the right.
V. CONCLUSION
We present a novel multi-stage framework for solving
the joint tasks of multi-person tracking and group activity
recognition. This approach can effectively address not only
the where and when problem by visual tracking, but also
the who and what problem by recognition. By explicit mod-
eling of correlations among individual activities, pairwise
interactions, and collective activities using hypergraphs, we
can effectively improve recognition and tracking. Our method
can track targets with occlusion recovery, identify correlated
pairwise interactions, and recognize group collective activi-
ties. Experimental evaluations demonstrate that our method
outperforms state-of-the-art methods in both tasks of tracking
and activity recognition. Our method runs in nearly real-time
(not counting input detections), and is applicable to a variety
of real-world applications including video surveillance and
situational awareness. Implementation code will be released
upon the publication of this work.
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Fig. 7. Example tracking results. For each sequence, we show two frames across a long period of time, where the subjects have experienced heavy occlusions.
The number of target ID changes are shown in each experiment. Colorful diamonds visualize the corresponding target ID changes.
