Echo energies of single-beam echo sounders are inverted for the sediment mean grain size via a combination of theoretical and empirical relationships. In situ measurements of the seafloor mass density have revealed the presence of a thin transition layer between the water and the sediment. Within this layer, which has a thickness of order 1 cm, the density continuously changes from the water value to the sediment bulk value. The associated impedance gradient affects the normal-incidence reflection coefficient at high frequencies, when the product of wave number and layer thickness is of order unity or higher. A mapping algorithm recognizing this gradient is applied to echo sounder data acquired in three different areas, and for five sounder frequencies between 12 and 200 kHz. Compared with a scheme that relies on the Rayleigh reflection coefficient of a discrete interface, an overall improvement of several phi units in the grain size mapping is achieved by taking the gradient into account. A necessary condition to reach agreement between the acoustic and the ground truth grain size is that the thickness of the transition layer increases with a decreasing grain size.
I. INTRODUCTION
The most reliable method to obtain information on the ocean sediment grain size is the gathering of bottom samples followed by a laboratory grain size analysis. However, this process is time consuming and expensive. Remote sensing by acoustic means has long been recognized as a potential method to speed up the process, but there are many problems to overcome. Difficulties include the challenge to separate effects of grain size from those due to density gradients, morphological features, the presence of benthic flora and fauna, anthropogenic influences, etc., which can all influence the process of echo formation.
Acoustic seafloor mapping is an active field of research, which encompasses a variety of sonar systems and processing techniques. Of particular interest to the present study is recent work by Davis et al., 1 who inferred the sediment mean grain size for a Clyde Sea survey area using empirical relationships between sediment properties and the acoustic reflection coefficient. A broadband sonar with a dominant frequency of 1 kHz was used in that work. A similar route is followed in the present paper, but because higher frequencies are used it is found necessary to allow for gradients within the sediment surface layer. Indeed, physical properties such as the porosity and density are often subject to a gradient along the top few centimeters of the sediment. [2] [3] [4] [5] The presence of an acoustic impedance gradient considerably influences the normal-incidence reflection coefficient R. At low frequencies the gradient is of little consequence, whereas at higher frequencies it has the effect of lowering R to below the Rayleigh reflection coefficient of an abrupt interface. 3 This frequency dependence becomes manifest if the product of wave number and transition layer thickness is of order unity or higher. 6 Ainslie 7 summarizes measurements and shows that a more precise condition for the onset of frequency-dependent effects is for the product of acoustic frequency and layer thickness to exceed about 200 m / s. For example, Lyons and Orsi 4 suggest that frequency-dependent measurements 8, 9 of normal-incidence reflection loss from a sand sediment may be caused by a strong density gradient at the water-sediment interface. Knowledge of the thickness of the transition layer is required to account for the impedance gradient in modeling the reflection coefficient. In order to explain the measurements of Chotiros et al., 9 the required layer thickness is approximately 20 mm. 7 In the present paper, an empirical relationship based on published data is derived for the thickness of this layer as a function of sediment mean grain size. When high-frequency echo sounder data are inverted for sediment properties, we hypothesize that allowance for the transition layer may yield a substantial improvement of the grain size mapping accuracy. The chief purpose of this paper is to investigate this hypothesis.
It is important that empirical relationships between sediment physical properties and acoustic quantities are used with care, because empirical laws are always based on a limited amount of available data. The nature of any scatter in these data is lost after regression. Data collected in a different part of the world, or in another season, for example, may not be adequately represented by empirical laws. When ground truth is available, the usefulness of empirical relationships can be judged by the extent to which the acoustical prediction of the grain size matches the ground truth. The present paper evaluates echo sounder data at five frequencies in the range 12-200 kHz, collected in three different geological areas. Ground truth is available for each area in the form of a bottom grab grain size analysis. When acoustic grain size predictions obtained with an impedance step change model and an impedance gradient are compared, the overall improvement offered by gradient is sizable. The degree of the improvement is found to depend on the sounder frequency and geological area, but the observed trend does suggest a wide applicability of the proposed grain size mapping model. This paper is organized as follows. Section II describes the data processing and the conversion of measured reflection coefficients to sediment mean grain size via empirical relationships. The description starts out with the assumption of an impedance step change, and thenceforth expands the theory to accommodate an impedance gradient. Section III provides an overview of the survey areas, acoustic data, and available ground truth. In Sec. IV the methods described in Sec. II are applied to the data described in Sec. III and the resulting acoustic grain size is presented in maps, and quantitatively compared with the ground truth. Section V summarizes the findings.
II. DESCRIPTION OF THE MAPPING TECHNIQUE
The proposed mapping technique relies on empirical relationships between the sediment grain size and its acoustic properties. Ground truth is available for all test sites described in Sec. III. A subset of the available bottom grabs is used for calibration purposes, and the remaining grabs are used for a comparison between the acoustic prediction of the mean grain size and the ground truth. A straightforward implementation of the mapping method uses the Rayleigh reflection coefficient in conjunction with empirical relationships derived by Bachman 10 relating the sediment grain size to density and sound speed. The Rayleigh reflection coefficient treats the water and the seafloor as two homogeneous media with an abrupt interface, and is independent of the frequency. A more sophisticated approach considers a continuous transition of the impedance, which introduces a frequency-dependent reflection coefficient. Bachman's correlations control the sediment properties beneath the interface. The two approaches are detailed in the following, and grain size maps produced with both methods are presented in Sec. IV. The treatment starts with a complete description of the working method for the discrete interface, and continues with the changes required for the frequency-dependent approach.
A. Reflection coefficient "measurement…
The following description of the working method applies to the data from all test sites. Echo signals are extracted from the recordings as a first step in the data processing. Their envelopes are squared and integrated to yield the echo energy. The integration offers the significant advantage that it does not require algorithms to separate the initial bottom return, associated with the specular reflection from the center of the sonar footprint, from the trailing scattering contributions. Moreover, echo-to-echo energy fluctuations tend to be smaller than echo-to-echo peak amplitude fluctuations. However, there is a built-in assumption that the scattering contributions to the energy obey the same dependence on sediment composition as the specular reflection from a smooth surface of the same impedance. A simple energy conservation argument suggests that this is the case, and a numerical justification is provided by Williams.
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The energy flux density E RX of the received echoes depends on the energy E TX of the transmitted sounder pulses according to
where H denotes the distance between the echo sounder and the seafloor and R the amplitude reflection coefficient of the smooth surface. To discriminate between the energy loss due to transmission into the sediment and attenuation associated with the traveled distance 2H, the energies are compensated for the spherical spreading factor 1 / 4H 2 and the absorption exp͑−4␣H͒. H is determined from the echo return time and the sound speed, and the absorption coefficient ␣ is calculated with the formulas of Francois and Garrison. 12 Temperature and salinity are necessary ingredients in their description of the absorption. In situ measurements of the temperature, and a default salinity of 35 psu were used. Remaining uncertainties in the temperature and salinity only have a small effect on the outcome of the calculations, since the water depth difference between the shallowest and deepest parts of each survey area is relatively small.
As the echo sounder source levels are not known and the recorded data uncalibrated, the calculated echo energies have only a relative significance. Absolute values of the reflection coefficient are derived with the help of a few selected bottom grabs that serve to calibrate the energies for an entire data set.
B. Reflection coefficient "model…

Impedance step change
To convert measured echo energies into sediment mean grain size, 13 Bachman's regression equations are adopted for the continental shelf and slope environments, denoted by T ͑terrace͒ in his paper. That is to say, 
where Z = c denotes the characteristic acoustic impedance. For the water side of the interface, the values w = 1024 kg m −3 and c w = 1529 m / s are inserted. 14, 15 These numbers correspond to Bachman's "standard seawater" with a reference temperature of 23°C and a presumed salinity of 35 psu. The straightforward equations ͑1͒-͑4͒ suffice to convert echo energies into mean grain size by equating the acoustic reflection coefficient in Eq. ͑1͒ to the model reflection coefficient ͑4͒, provided that a calibration factor is available. Since the energy of the received echoes E RX is subject to an arbitrary scaling factor, a calibration factor C is required to calculate the R according to
͑5͒
The factor C = E TX −1/2 is a constant for each data set and takes care of dimensional issues. A subset of N bottom grabs is selected for calibration. All echoes within a given search radius from the grab positions are collected and their mean energy is computed. Subsequently, N factors C n are computed by matching the acoustic reflection coefficient Eq. ͑5͒ to the ground truth reflection coefficient Eq. ͑4͒, which is calculated via Eqs. ͑2͒ and ͑3͒ with the grab sample mean grain size. The overall calibration factor C is taken as the root mean square value of the C n .
A large search radius yields a large number of echoes for which echo-to-echo intensity fluctuations cancel out, whereas a small radius increases the probability that the bottom grab, collected in the center of the search disk, is indeed representative of the echoes. A compromise is found in a value of 200 m, which is used for all data sets described in Sec. III. Typical echo counts for this search disk radius vary from 4 for the Vestfjorden 38 kHz excursion, to 1000 for the Cleaver Bank 12, 38, and 200 kHz survey. The need to perform some averaging is indicated by the standard deviation of the echo energy, which is typically between 30% and 100% of the mean value. Following calibration, a reflection coefficient is obtained for all echoes via Eq. ͑5͒. Subsequently, Eqs. ͑2͒-͑4͒ are inverted to find the mean grain size for the individual echoes.
Impedance gradient
The above-noted recipe assumes a step change in impedance at the boundary between water and sediment, with uniform properties on either side of the boundary. Thus R͑M z ͒ is independent of frequency. In reality there is always a thin transition region of thickness typically 5 -50 mm, [2] [3] [4] [5] [16] [17] [18] implying an average density gradient of order 10 4 -10 5 kg m −4 ͑0.01-0.1 g / cm 3 /mm͒. At frequencies of order 100 kHz or higher this gradient cannot be ignored. 3, 4, 7, 19 Specifically, the reflection coefficient is expected to decrease with increasing frequency, owing to the decreasing impedance contrast on a wavelength scale. 3 In order to calculate the reflection coefficient, we assume that uniform semi-infinite layers of impedance Z w ͑wa-ter͒ and Z s ͑sediment͒ are separated by a continuous transition layer of finite thickness h ͑Fig. 1͒. The transition layer is modeled as an impedance profile of the form
This functional form ensures a continuous impedance at both boundaries and a continuous gradient dZ / dz at the lower boundary. We further assume that the normal-incidence reflection coefficient is a function of the impedance profile alone and does not depend on density and sound speed separately. With this second assumption we can simplify the calculations by constructing an effective density profile
such that, with c eff ͑z͒ = c w everywhere, the impedance is identical to that of the equation for Z͑z͒. The advantage of this specific functional form is that it is amenable to analytical solution. 6, 20 Substrate properties ͑ s , c s ͒ are from Bachman. 10 The sediment absorption coefficient is unimportant for this calculation, and is chosen arbitrarily to be zero.
It is necessary to obtain an estimate of the transition layer thickness before the above-presented theory can be applied to our echo sounder data. For this purpose the quantity z 90 is introduced, which denotes the depth in the transition layer at which 90% of the density difference between the water and the sediment is reached. Figure 2 shows z 90 values, inferred from measured density or porosity profiles, [3] [4] [5] 17, 21, 22 for different grain sizes ranging from 1-2 ͑medium sand͒ to 9-10 ͑medium clay͒. ͑ is defined as −log 2 of the grain diameter in millimeters͒ A least-squares regression is carried out on these data ͑shown as a solid line in the figure͒, resulting in the empirical fit The layer thickness h follows from the functional form Eq. ͑6͒ as h = z 90 / 0.652. Two points from the Lyons and Orsi measurements 4 are omitted from the regression. The first one is labeled L11 in Fig. 2 and is left out because it is an outlier whose inclusion strongly influences the outcome of the regression. The second omission is a measurement with a very thin transition layer, resulting in a zero value of the transition layer thickness z 90 . All other available in situ measurements in Fig. 2 are used for the regression.
The value of the data plotted in Fig. 2 could be increased by including error estimates for the z 90 measurements. Such estimates could be made from the original measurements, but we are not able to estimate the uncertainty in layer thickness from the publications cited. In the case of one publication, 5 it is likely that the method used to analyze the profiles results in a lower limit for the z 90 value.
Although the observed correlation in Fig. 2 is not overwhelming, its use at least allows the incorporation of firstorder frequency-dependent effects. The validity of this assumption can be judged by the success or otherwise of the overall method in the inversion of the reflection coefficient -which in turn can be judged by comparison with grain size analysis of the grab samples.
With the above-presented assumptions and approximations, the reflection coefficient R is uniquely determined by the frequency f and mean grain size M z . The reflection coefficient is calculated using the method of Ainslie.
20 Figure 3 shows the reflection 20 log 10 ͉ R͉ vs M z for a pertinent set of frequencies. For any known frequency a curve such as those in Fig. 3 can be used as a lookup table to invert R measurements ͑if calibrated͒ for the mean grain size. Results presented in Sec. IV are calculated in this manner.
III. OVERVIEW OF THE SURVEY AREAS
The echo sounder data under consideration were acquired during five separate sea trials covering three different areas. Sediment samples were collected in all areas for ground truth. One particular area, the Cleaver Bank, has been surveyed on three occasions, with a total of five different sounder frequencies. In the following the five acoustic data sets and the ground truthing procedures are briefly described.
A. Cleaver Bank
The Cleaver Bank, some 130 km northwest of the Netherlands ͑Fig. 4͒, was surveyed with a 150 kHz echo sounder in October 2000. It is a part of the North Sea that offers a sedimentary diversity from soft and flat ͑"sandy Mud"͒ to hard and rough ͑"sandy Gravel"͒. The ship sailed ten longitudinal tracks on a square measuring 10ϫ 10 nautical miles. The water depth in the area varies between 30 and 60 m. Raw echo sounder signals were recorded for offline analysis. Soon after, in November 2000, the Cleaver Bank was revisited with a 66 kHz sounder. The same ten legs were sailed. Finally, in November 2004, the area was subject to a multibeam echo sounder expedition. In this last survey, a dense pattern of east-west tracks was sailed ͑shown in the inset of Fig. 4͒ . A triple-frequency, single-beam echo sounder operating at 12, 38, and 200 kHz was also operated during this survey, which yielded valuable echo sounder data at three new frequencies.
A comprehensive description of the Cleaver Bank geology and ground truth is found in Van Walree et al. 23 Only a summary of the ground truthing is given here. Fifty grab 3 . The reflection coefficient R͑M z ͒ for a set of frequencies between 3 and 300 kHz. In the low-frequency limit the appropriate curve, marked "Rayleigh," is equivalent to the frequency independent reflection coefficient of Sec. II B.
samples were collected with Van Veen and Hamon grabs during the original October 2000 sea trials. The laboratory analysis of the bottom grabs consisted of the following steps. The samples were dried and sieved with a 2 mm mesh to separate the gravel and shells from the smaller grains. Subsequently the biogenic and clastic components were separated to determine the shell and gravel fractions of each grab. The remaining sand and mud portions of the original grab were subjected to a granulometric analysis by optical microscopy, after which the respective sand and mud fractions could be determined. To remove a gravel bias from the mean grain size, the cumulative grain size distribution was rescaled to a value of 100% at a grain size diameter of 2 mm. Subsequently, the mean grain size M z was calculated according to where the phi values are defined by minus log 2 of the grain diameter in millimeters. The subscripts indicate percentiles such that, for example, 10% of the grab has a grain size smaller than 10 . The definition, Eq. ͑10͒, departs from the more common definition, Eq. ͑11͒, because the laboratory analysis returned the 10 and 90 percentiles rather than the 16 and 84 percentiles. The 4-year time span between the grab sample analysis in 2000 and the survey in 2004 introduces some uncertainty in the validity of the ground truth. Previous work 23 revealed that the ground truth obtained in 2000 showed a great overall correspondence with a geological map from 1987. Therefore one may presume that overall seabed changes over a time span of four years are small in this area. Nonetheless, caution is required with local assessments of the sediment type, for instance because of the presence of wandering sand ribbons that overlie the gravel bed.
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B. Vestfjorden
The Norwegian Vestfjorden area was surveyed with a 38 kHz echo sounder in May/June 2001. Two sites along the axis of the fjord were selected for the acoustic measurements, each with dimensions of roughly 15ϫ 15 nautical miles. The water depth ranges from 100 to 350 m. At both sites the ship track forms a grid of seven by seven legs in the shape of a carpet beater ͑Fig. 5͒. Fifteen bottom grabs were collected, spread over the two sites, whose laboratory analysis is detailed in Ref. 24 . Incidental gravel was left out of the cumulative distribution. The mean grain size was calculated according to Folk, 13 M z = 16 + 50 + 84 3 . ͑11͒
C. Stavanger
The final test site is located in the coastal area of Norway, in the vicinity of the city of Stavanger ͑Fig. 6͒. Measuring approximately 20ϫ 20 nautical miles, a grid was surveyed with a 38 kHz sounder in October 2002. The bathymetry is relatively flat with a depth between 250 and 285 m ͑Fig. 10͒, except for a few sea-mounts in the eastern part of the area, near the island of Utsira, which rise some 50 to 100 m above the nominal seabed. Thirty-five bottom grabs were collected along one horizontal and one vertical leg of the survey. The laboratory analysis is described by Ref. 25 . Pebbles were removed from the grab before the grain size distribution was determined. The mean grain size was subsequently calculated via Eq. ͑11͒.
IV. RESULTS AND DISCUSSION
A. Grain size maps
The calculations presented in Sec. II lead to a recipe for converting echo energies into mean grain sizes. Some averaging is required in order to map the mean grain size without the distraction of echo-to-echo fluctuations. The most convenient averaging method is found to depend on the data set under examination. For all cases of sailed grids with a large separation between the legs, a moving median filter of length 25 is applied to the echo energies before the mean grain size is inferred. A median filter removes outliers, while it preserves step changes of the input parameter. This procedure is applied to all but the Cleaver Bank 2004 data with the 12, 38, and 200 kHz sounders. For the latter survey the legs are closely spaced, and the number of echoes ͑7 ϫ 10 5 at each frequency͒ is large enough to support a map with full seafloor coverage. To this end the relevant section of the seafloor is divided into 490ϫ 45 bins measuring 33ϫ 110 m. For each bin the mean echo energy is calculated, and this value is turned into a mean grain size value for that particular bin by the methods of Sec. II.
In the following the mean grain size mapping is qualitatively illustrated with three example maps. Subsequently the fidelity of the mapping algorithms is quantified for the entire collection of echo sounder data by means of scatter plots. square markers, which are not used for calibration. Application of the abrupt impedance transition leads to a considerable mismatch for the great majority of square markers, which represent the sandy and gravelly parts of the survey area. The dynamic range of the acoustic mean grain size is simply too large. Matters are noticeably improved by replacing the discrete impedance mismatch with a gradient. The dynamic range of the acoustic mean grain size is decreased and the resulting map resembles the ground truth with a remarkable overall fidelity.
For the sake of completeness an intermediate step in the calculation, the amplitude reflection coefficient, is presented for the Cleaver Bank 150 kHz data. It is plotted in Fig. 8 for both impedance transition types. In case of the step change the reflection coefficient is unrealistically high and the physically impossible R Ͼ 1 occurs. In contrast, the impedance gradient lowers the reflection coefficient by an order of magnitude, consistent with the measurements of Kimura and Tsurumi 26 or the predictions of, e.g., Carbó 3 and Lyons and
Orsi. 4 The S and G reflection coefficients in Fig. 8 are identical apart from a scaling factor. Indeed, the mean grain size calibration procedure described in Sec. II just leads to a different echo energy scaling for the S and G cases. This applies not only to the Cleaver Bank 150 kHz data but to all sounder frequencies and survey areas. Maps of the reflection coefficient are omitted for the remaining examples. The second example is the Cleaver Bank 38 kHz data set, illustrated with mean grain size maps in Fig. 9 . The change from the S to the G impedance profile lowers the contrast of the acoustic mean grain size, similar to the 150 kHz case. However, where the modification was about right at 150 kHz, the gradient overcompensates at 38 kHz. On the chosen color scale the result is close to a red-blue binary grain size. Again the mud trench at the left side is tuned to the proper grain size value by the calibration procedure. The sandy part of the survey area ͑bottom right͒ roughly achieves the same blue grain size as the mud calibration area. In contrast to the blue, there is a red colored area representing the gravelly sand and sandy gravel described in Ref. 23 . Whereas the acoustic grain size exceeds the ground truth values for the S transition, the situation is reversed when the gradient is applied. There are two additional features in Fig. 9 that leap to the eye. First, the right half of each map is characterized by a pattern of horizontal stripes. This phenomenon appears to be related to the ship sailing direction, alternately eastward and westward, although the mechanism remains unclear. The dependence of the echo energy on the ship course is also present at 200 kHz, and to a lesser degree at 12 kHz. A perhaps more striking feature of Fig. 9 is the occurrence of a large number of thin-linear features, with a marked deviation of ϳ2 phi units in the inferred mean grain size, corresponding to higher echo energies. The features run in arbitrary directions and are independent of the ship sailing direction. They are also clearly visible in the 200 kHz data, whereas they are just barely noticeable in the 12 kHz data. Section IV D discusses the possible origin of these thin-linear features and their relevance.
As a third and final example the mean grain size is mapped for the Stavanger 38 kHz data in Fig. 10 . This trials area has an overall finer-grained seafloor than the Cleaver Bank and features a five-to tenfold increase of the water depth. The bathymetry in the top graph is relatively flat, and, unlike the Cleaver Bank area, there is no strong correlation between the depth and the sediment type. An exception is found in the neighborhood of the bathymetrical features ͑sea mounts͒ toward the Norwegian coast, at the east side of the grid. This is where the bottom grabs with the largest grains were collected. The calibration grabs were chosen on a section of the horizontal leg where both the grab sample constitution and the echo energies vary little. Two grabs in this region contained some gravel and were left out of the calibration set.
The mean grain size map obtained by application of the impedance step change is shown in the middle panel. Again, the contrast of the acoustic grain size again is too high, similar to the Cleaver Bank results in Figs. 7 and 9 . Use of the impedance gradient yields a noticeably better agreement between the acoustic prediction and the ground truth.
B. Scatter plots
So far the merits of the method proposed in Sec. II have been judged by visual comparison of acoustic grain size maps with the ground truth. For a more quantitative comparison all available data are combined into scatter plots ͑Fig. 11͒, including the Vestfjorden area and the sounder frequencies not covered by Figs. 7, 9 , and 10. Figure 11 shows the acoustic versus the ground truth mean grain size, calculated for the S and G impedance transition types. Survey areas and echo sounder frequencies are differentiated by markers with various shapes and colors. The acoustic grain size was calculated from the arithmetic mean energy of all echoes within a search radius of 200 m from each grab. Notice that the area of the markers in Fig. 11 is proportional to the number of echoes found. Tiny markers carry less significance than big ones.
It is recalled that there are calibration grabs that are forced to coincide, on average, with the ground truth. These calibration grabs are among the softer sediments for each data set. The performance of the algorithms must therefore follow from inspection of the larger grains toward the left side of Fig. 11 . On the whole the impedance step change yields a considerable amount of scatter and an overall depar- A very different picture is obtained for the impedance gradient in the middle graph. At each frequency the amount of scatter is decreased, and on the whole the acoustic mean grain size is closer to the ground truth. The scatter reduction is most obvious at 150 kHz, where the impedance gradient brings the acoustic mean grain size remarkably close to ground truth. Substantial progress is also made at 200 kHz. The Cleaver Bank 12 kHz data remain below the ideal line, whereas the Cleaver Bank 38 and 66 kHz data end up above this line. Within each data set the impedance gradient reduces the scatter along the ordinate, but the slope is subject to a residual error. Figure 11 also shows that the 38 kHz data, originating from three different areas, form a consistent subset of the scatter plot without apparent discontinuities between test sites.
Two quantities are calculated to quantify the influence of the impedance transition type on the conversion of echo energy to grain size: the correlation coefficient between M z,ac and M z,bg , and the rms value of their difference, weighted by the number of echoes K n contributing to the nth grab acoustic grain size
The weighting diminishes the contribution of grabs with poor statistics, such as the 150 kHz outlier with M z,ac Ͼ 8, for which there are only two echoes within the search radius. Nonetheless, the overall influence of the weighting on the rms values is small. Table I shows that the impedance gradient improves the FIG. 11 . Scatter plots that combine the results for all survey areas and frequencies. Results are shown for the S and two G impedances. The middle panel corresponds to a gradient given by the fit to the in situ layer thickness measurements ͑solid line in Fig. 2͒ , whereas the bottom panel shows the minimum rms case ͑dashed line in Fig. 2 ; explained in Sec. IV C͒. Marker areas are proportional to the number of echoes used for the acoustic grain size calculation. Notice that the acoustic grain size has been clipped to a value of −10 for the topmost graph. correlation coefficient for all data sets. An improvement is also observed when all grabs and sounder frequencies are considered together. The so-called P values associated with the correlation coefficients are not tabulated. P gives the probability that the calculated correlation coefficient arises by chance. Since all P are vanishingly small ͑Ӷ10 −2 ͒ the calculated correlation coefficients are significant.
Despite the strong correlations, the correlation coefficient does not properly reflect the merits of the impedance gradient. The correlation coefficient tells us to what extent there exists a linear relationship between the acoustic and the grab sample mean grain size. It neglects the strength of the relationship, represented by the slope of M z,ac vs M z,bg in the scatter plots. For this reason the correlation coefficient achieves high values already for the discrete impedance interface, despite the considerable mismatch in absolute terms. M z,ac and M z,bg are well correlated for either impedance transition type. The rms values in Table I provide a more useful criterion to judge the benefits of the methods. These values clearly demonstrate the overall superiority of the impedance gradient. For all frequencies and areas the gradient method delivers a substantial improvement, except for the Cleaver Bank 66 kHz data. Although the impedance gradient does reduce the scatter within the latter data set, the M z,ac are actually pushed away from M z,bg . In fact, with both the 38 and 66 kHz sounders it is difficult to discriminate between sandy and muddy sediments in the Cleaver Bank area.
C. Dependence of the transition layer thickness on grain size
Sections IV A and IV B showed grain size maps and scatter plots based on a regression of the form log 10 z 90 = aM z + b ͓see Eq. ͑9͒ and Fig. 2͔ . There is, however, a sizable scatter in the underlying in situ measurements. In order to get an idea of the sensitivity of the mapping fidelity to the values of the slope a and intercept b, the mapping is repeated for several combinations of a and b values. For each combination the steps described in Sec. II are repeated, including calibration, and the total weighted rms is computed for all available data ͑cf. the bottom row in Table I͒ . Figure 12 shows the outcome of these calculations. The smallest encountered rms values are of order unity, with some ambiguity in the slope and a considerable ambiguity in the intercept. The latter ambiguity is due to the calibration procedure, which, regardless of the nominal layer thickness, forces the acoustic grain size to coincide with that of the calibration grabs. ͑The corresponding amplitude reflection coefficient drops rapidly with an increasing intercept value and achieves totally unrealistic values of order 10 −3 at b = 2.5.͒ Figure 12 has a minimum rms of 0.90 at a = 0.075 and b = 1.05. A scatter plot is created for these values and shown in the bottom graph of Fig. 11 . The low rms is evidenced by a further reduction of the scatter, compared with the middle graph that was obtained for the fit to the in situ transition layer thickness data. Most markers are now within 1 phi unit of the ideal solid line. Little improvement is nonetheless observed at 66 kHz, which data carry little weight and have a small vote in the total weighted rms.
Perhaps the most important conclusion from Fig. 12 is that a constant transition layer thickness does not work. A zero ͑or negative͒ slope leads to acoustic grain size predictions that disagree strongly with the ground truth. The functional form log 10 z 90 = aM z + b was just chosen as the simplest assumption of some existing relationship between z 90 and M z , and there may be better guesses. Nonetheless, in order to account for the measured echo energies, regardless of the precise functional form it appears that the transition layer thickness must increase with a decreasing grain size.
D. Plough marks
It is hypothesized that the thin-linear features observed in the grain size maps of Fig. 9 correspond to furrows caused by fishing gear dragged over the seafloor. Beam trawlers were witnessed during the November 2004 acoustic survey, and are known to operate regularly in this part of the North Sea. The hypothesis is corroborated by a morphological map ͑not shown͒ produced by means of the multibeam echo sounder operated during the same survey. This map shows a crisscross of "plough marks" normally associated with trawling, some of which precisely match the coordinates of the thin-linear features in Fig. 9 . A closer examination of the Cleaver Bank 38 kHz data reveals that the echo energy in some furrows rises to as much as 10 dB above that of the surroundings. It is also observed that the excess energy is carried by the initial bottom return and that the energy in the echo tail is not noticeably altered. The energy rise is also pronounced at 200 kHz, whereas it is only weakly present in the 12 kHz data.
Research on the physical effect of beam trawls on the seafloor has shown that the penetration depth in sandy sediments is typically of order 5 cm. 27, 28 There is a large spread in reported lifetimes of the plough marks, which may last from less than one day to over one year, 29, 30 depending on the environment, type of fishing gear, and the method of monitoring. A record of beam trawl disturbance in another part of the North Sea 31 shows that the surface roughness in a fishing sector characterized by sand waves and some ripples was reduced, but that the particle size distribution was not altered. Similar conclusions were obtained for an experiment in the Adriatic Sea. 32 A recent cruise in the Bering Sea 33 revealed mean grain size changes of only ϳ0.02 phi units before and after experimental trawling on a sandy seafloor. The dramatic increase in the echo energy during the Cleaver Bank 2004 survey suggests that the trawl force not only flattens the surface, but that it may also compress the top layer. Alternatively, upwhirling surface particles may be carried away by currents to deposit elsewhere, promoting the more tightly packed subsurface layer to the new top layer. Destruction of the impedance gradient could thus account for the increased acoustic mismatch. Although the explanation of the plough mark acoustics is not central to the present paper, their pronounced acoustic fingerprint at least illustrates the importance of the condition of the sediment top few centimeters on the normal-incidence reflection coefficient.
V. CONCLUSIONS
In previous work, empirical relationships were used to transform measured reflection coefficients of a lowfrequency sonar into sediment mean grain size.
1 A central assumption was the applicability of the Rayleigh reflection coefficient, describing a discrete interface between two homogeneous media. In the present paper it is shown that this assumption is no longer valid at higher frequencies of, say, 10 kHz and beyond. A considerable improvement in the grain size conversion is obtained by allowing for the presence of a thin transition layer, within which the acoustic impedance gradually changes from the water value to the sediment bulk value. This impedance gradient is due to a density gradient of order 5 ϫ 10 4 kg m −4 , which stretches over a layer of only a few centimeters. A grain size mapping algorithm that takes this impedance gradient into account is applied to echo sounder data collected at three sites, and for a total of five sounder frequencies in the 12-200 kHz range. An overall improvement of several phi units is obtained over an algorithm employing the Rayleigh model. Out of seven data sets, the only one not to show an improvement is the Cleaver Bank 66 kHz survey. Residual errors of ϳ2 phi units between the acoustic and the ground truth grain size, even with the gradient correction, are nonetheless still sizable, which may point to incompleteness of the physical model or to survey areas not adequately described by the employed empirical relationships. It is finally shown that the acoustic grain size prediction is irreconcilable with the ground truth if a constant transition layer thickness is adopted. Agreement requires the layer thickness to increase with a decreasing grain diameter.
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