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OPTIMAL FEEDBACK CONTROL, LINEAR FIRST-ORDER PDE
SYSTEMS, AND OBSTACLE PROBLEMS
PABLO PEDREGAL
Abstract. We introduce an alternative approach for the analysis and numerical approxima-
tion of the optimal feedback control mapping. It consists in looking at a typical optimal control
problem in such a way that feasible controls are mappings depending both in time and space.
In this way, the feedback form of the problem is built-in from the very beginning. Optimality
conditions are derived for one such optimal mapping, which by construction is the optimal
feedback mapping of the problem. In formulating optimality conditions, costates in feedback
form are solutions of linear, first-order transport systems, while optimal descent directions are
solutions of appropriate obstacle problems. We treat situations with no constraint-sets for
control and state, as well as the more general case where a constraint-set is considered for the
control variable.
1. Introduction
Consider the optimal control problem
Minimize in u(s) ∈ K : I(u) =
∫ T
0
F (x(s),u(s)) ds + g(x(T ))
subject to
x′(s) = f(x(s),u(s)) in (0, T ), x(0) = x0,x(s) ∈ Ω
where:
• T > 0 is the time horizon considered;
• Ω ⊂ RN is the feasible set for the state variable x : (0, T )→ Ω;
• K ⊂ Rm is the feasible set for the control variable u : (0, T )→ K;
• x0 ∈ R
N is the vector determining the state of the system when we start to care about
the control problem;
• F : Ω×K→ R is the density for the cost functional, while g : Ω→ R is the contribution
depending on the final state;
• f : Ω ×K → RN is the map providing the state equation that governs the dynamics of
the system.
With all of these ingredients given to us, we care about the following map
U(t,y) : [0, T ]× Ω→ K
defined as follows. For y ∈ Ω, and t ∈ [0, T ], consider the problem
Minimize in u(t) ∈ K : I(u) =
∫ T
t
F (x(s),u(s)) ds + g(x(T ))
subject to
x′(s) = f(x(s),u(s)) in (t, T ), x(t) = y,x(s) ∈ Ω.
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Let us assume, to let the discussion move ahead, that there is a unique optimal solution for this
optimal control problem for every t ∈ [0, T ], and y ∈ Ω. Suppose u(s; t,y), for s ∈ [t, T ], is such
optimal solution. Then we take
U(t,y) = u(t; t,y)
for a.e. t ∈ [0, T ], y ∈ Ω.
Definition 1.1. This map U(t,y) is called the optimal, feedback control of the problem.
The relevance of this map is recorded in the following statement, which is hardly in need of
further justification. It establishes that all optimal pairs for our optimal control problem above
are always related through U.
Proposition 1.1. Let (x(t),u(t)) be an optimal pair for the control problem. Then u(t) =
U(t,x(t)).
The whole point of feedback control is to be able to compute (approximate) this mapping U
beforehand, so that when we come to finding the optimal solution of the original problem we are
ready to adjust to disturbances that may occur during real processes by measuring (part of) the
state of the system, and adjusting the optimal control through the optimal feedback mapping U.
The classical way of trying to calculate U(t,y) is by considering the Hamilton-Jacobi-Bellman
equation for the value function v(t,x)
(1.1) vt(t,x) +H(∇v(t,x),x) = 0 in (0, T )× R
N,1
together with the terminal time condition v(T,x) = g(x) for all x ∈ RN . Here we are taking
Ω = RN . The value function v(t,x), and the hamiltonian H(p,x) are defined as usual
(1.2) H(p,x) = min
u∈K
{F (x,u) + p · f(x,u)},
and v(t,x) is the optimal value of the above problem determining U(t,x); that is, if v(t,x) is
known, then the optimal, feedback map U(t,x) is precisely the vector u = U(t,x) where the
minimum
min
u∈K
{F (x,u) +∇v(t,x) · f(x,u)}
is realized. This beautiful theory is by now well-established through viscosity solutions of (1.1).
See [5], [6], for instance.
Alternatively, one can focus directly on the field v(t,x) = ∇v(t,x) instead of on v(t,x). It
is elementary to argue that, by formally differentiating the Hamilton-Jacobi-Bellman equation
above with respect to x,
(1.3) vt(t,x) +Hp(v(t,x),x)∇v(t,x) +Hx(v(t,x),x) = 0 in (0, T )× R
N
together with the terminal time condition
v(T,x) = ∇g(x).
If v(t,x) is known, then, as before, the optimal, feedback map is obtained through the optimal
solution of the problem
min
u∈K
{F (x,u) + v(t,x) · f(x,u)}.
Both approaches have advantages and disadvantages. This second perspective may seem more
appealing for two reasons. The first one is that the field we need in order to compute U(t,y)
is v(t,y). Bearing in mind that what we compute or approximate with the Hamilton-Jacobi-
Bellman equation is v(t,x), and then we need to approximate its spatial gradient∇v(t,x), it may
look reasonable to deal with a problem which directly furnishes this field v(t,x) = ∇v(t,x). The
1
∇ designates throughout the gradient only with respect to the spatial variable x.
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second reason is more important. Both problems (1.1), and (1.3), can be treated with the method
of characteristics. However, this somehow leads us back in both cases to solving the underlying
Hamilton ODE system. Approximating either v(t,x) or v(t,x) through the characteristic scheme
is like computing U(t,y) directly. Therefore, from a practical point of view, one would decide
that problem (1.1) or (1.3) for which numerical methods are better developed, or better known.
Put it in this way, the second possibility may seem more attractive because of the semi-linear
nature of (1.3) versus the fully-nonlinear equation (1.1). However, (1.3) is a system while (1.1)
is a single equation.
The truth is that from a practical viewpoint, either of the two procedures is not easy to
implement, even for low dimension N , as hyperbolic first-order PDE or systems are delicate,
and even more so is its numerical implementation (check [1]). In addition, setting up (1.1) or
(1.3), require to have an explicit form of the hamiltonian H(p,x) which involves to go through
the minimization calculation with respect to the control variable u. Even in simple, academic
examples, when a restriction set K should be respected, the hamiltonian may be discontinuous
so that the mathematical analysis of problems (1.1) and (1.3) is far from straightforward. These
practical difficulties has stirred certain interest in finding other ways to treat and approximate
optimal feedback control. See [2], [4], [9].
If all these difficulties could be resolved somehow, there is still the “curse of dimension” issue
which is a major barrier for all approaches including the one we describe here. It relates to the
fact that differential problems cannot be solved or approximated in space RN of high dimension
N . Even dimension N = 3 is pretty demanding. See however [3].
Our motivation is the following.
Since according to Proposition 1.1, the optimal control u(t) for the initial problem
can always be represented in the form u(t) = U(t,x(t)), it may be worthwhile
to look at the initial optimal control problem in the form
Minimize in u(t,x) ∈ K :
∫
Ω
∫ T
0
∫ T
t
F (x(s),u(s,x(s))) ds dt dy + g(x(T ))
subject to
x′(s) = f(x(s),u(s,x(s))) in (t, T ), x(t) = y,x(s) ∈ Ω,
for each pair (t,y) ∈ [0, T ]× Ω.
Feasible u(t,x)’s for this optimization problem are all possible feedback laws for the system. In
this general format, u(t,x) can be taken to be measurable in t and continuous in x. Associated
states x(s) : [t, T ] → Ω will be absolutely continuous, point wise solutions of the state ODE
system
x′(s) = f(x(s),u(s,x(s))) in (t, T ), x(t) = y.
A given control mapping u(s,y) might have more than one associated state for a given pair (t,y) if
Lipschitzianity is not enforced. However, to be able to treat optimality conditions, we need some
further regularity. Feasible control mappings will be taken from the space L2(0, T ;H1(Ω;K)) in
order to ensure that spatial derivatives can be calculated.
Definition 1.2. An optimal solution U(t,x) of this optimization problem is called an optimal
feedback law (for that same problem).
We would like to avoid the constraint x(s) ∈ Ω to skip further difficulties, and so we will deal
instead with the optimization problem
Minimize in u(t,x) ∈ K :
∫
D
∫ T
0
∫ T
t
F (x(s),u(s,x(s))) ds dt dy + g(x(T ))
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subject to
x′(s) = f(x(s),u(s,x(s))) in (t, T ), x(t) = y,
for each pair (t,y) ∈ [0, T ]×D, where D is just a domain of interest for initial conditions, and
such that state trajectories x(s) ∈ D for every solution of the state system. Even better, we can
take D = RN , and suppose that we can count on some suitable growth conditions on F so that
the resulting integrals, with an infinite domain of integration, are finite. Since these properties
will not play a central role in our analysis, we do not specify them.
There are three main sources of concern about this problem that we plan to treat successively:
(1) existence of an optimal control map U(s,x);
(2) optimality conditions that such an optimal map U(s,x) should comply with;
(3) procedure to approximate its values.
We will explore these three fundamental issues in three respective sections.
(1) Concerning existence of optimal strategy, we will focus, for each arbitrary pair (t,x), on
the problem
Minimize in v(t) ∈ K :
∫ T
t
F (y(s),u(s)) ds + g(y(T )),
subjected to
y′(s) = f(y(s),v(s)) in (t, T ), y(t) = x.
Let v˜(s; t,x) be its optimal solution.
Theorem 1.2. Suppose the ingredients F , f , and K of the original optimal control
problem are such that there is a unique optimal strategy v˜(s; t,x), as just indicated, for
every pair (t,x). Then
U(t,x) = v˜(t; t,x)
is the optimal feedback law for the control problem according to Definition 1.2.
(2) The statement of optimality conditions introduces a linear first-order PDE system. It
tries to understand the joint dependence of the optimal feedback map U(t,x) on its
variables (t,x) through its being an optimal solution of the corresponding feedback op-
timization problem.
Let the costate p(t,x), associated with the control u(t,x), be the solution of the
problem
(1.4) pt(t,x) +∇p(t,x) f(x,u(t,x)) + p(t,x)∇[f(x,u(t,x))] = ∇[F (x,u(t,x))]
in [0, T ] × RN , under the terminal time condition p(T,x) = ∇g(x). Notice that the
solution of this system through characteristics takes us back to solving the state and
costate systems.
Theorem 1.3. Let u(t,x) be a feasible field for the feedback problem for which the linear
transport system (1.4) admits a solution p(t,x) : [0, T ]×RN → RN . If u(t,x) turns out
to realize the minimum of the hamiltonian F (x,v)−p(t,x)f(x,v) in the control variable
v ∈ K
F (x,u(t,x)) − p(t,x)f(x,u(t,x)) = min
v∈K
{F (x,v) − p(t,x)f(x,v)},
then u(t,x) is a local minimum for the feedback optimal control problem.
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(3) Finally, the basis of an iterative approximation procedure stems from optimality, and
it ties together the three topics occurring in the title: optimal feedback control, linear
first-order systems of PDE, and obstacle problems. Set
∇I(u)(t,x) ≡ Fu(x,u(t,x)) − p(t,x)fu(x,u(t,x)).
The reason for this special notation comes from the fact (see below) that that particular
combination of partial derivatives occur in the differentiation of the cost function I(u)
for our feedback problem. Our main result is intimately related to optimality.
Theorem 1.4. Let u(t,x) be a feasible map for the optimal control problem under a
constraint set K, which is assumed to be compact and convex, and let p(t,x) be its
associated costate as just indicated. Then the solution U(t,x) of the obstacle problem,
for each fixed time t ∈ [0, T ],
Minimize in U(t,x) ∈ K :
∫
RN
(
1
2
|∇U(t,x) −∇u(t,x)|2 +∇I(u)(t,x)(U(t,x) − u(t,x))
)
dx
is a descent direction for the optimal control at u(t,x), in an average sense
∫
RN
∇I(u)(t,x)(U(t,x) − u(t,x)) dx ≤ 0,
for all t ∈ [0, T ]. If such u(t,x) is indeed optimal for the control problem, then the
solution of the obstacle problem is u(t,x) itself for all t ∈ [0, T ].
This result is the basis of an iterative approximation procedure:
(a) Initialization. Take any initial u0(t,x) ∈ K.
(b) Iterative scheme until convergence: if uj(t,x) is known, then
(i) Compute the costate pj(t,x) by solving the corresponding linear, first-order
PDE system for u = uj .
(ii) Set ∇I(uj)(t,x) = Fu(x,uj(t,x))− pj(t,x)fu(x,uj(t,x)).
(iii) Solve the obstacle problem to determine Uj(t,x).
(iv) Update uj to uj + ǫUj for some small ǫ.
In practice, solving the obstacle problem Step (b)(iii) may be avoided by simply taking
Uj(t,x) as the solution of the mathematical programming problem
∇I(Uj)(t,x) = min
v∈K
(Fu(x,v) − pj(t,x)fu(x,v)) .
Formally, however, this Uj(t,x) might show a dependence on the variable x too weak,
as it will also depend upon the x-regularity of the costate pj solution of (1.4), for an
iterative procedure to be implementable (see Section 3 below). This is the main reason
to consider the obstacle problem in order to ensure an improved x-regularity, as required
by feasibility.
We end up by examining briefly the typical LQR problem under this perspective to see how
the classical Ricatti equation is recovered. There is hardly any additional example that can
be treated explicitly, so that the numerical approximation becomes crucial. The immediate
future asks, then, for testing this viewpoint in concrete examples starting with simple academic
situations and proceeding with more and more elaborate problems. We are already working on
that ([7]).
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2. Existence result
This section treats the proof of Theorem 1.2. It refers to the existence of optimal solutions of
the problem
Minimize in u(t,x) ∈ K :
∫
Ω
∫ T
0
∫ T
t
F (x(s),u(s,x(s))) ds dt dy + g(x(T ))
subject to
x′(s) = f(x(s),u(s,x(s))) in (t, T ), x(t) = y,
for each pair (t,y) ∈ [0, T ] × RN . We will identify this problem as the feedback form of the
underlying optimal control problem.
Let us look at the inner problem
Minimize in v(t) ∈ K :
∫ T
t
F (y(s),v(s)) ds + g(y(T )),
subjected to
y′(s) = f(y(s),v(s)) in (t, T ), y(t) = x.
Let v˜(s; t,x) be its optimal solution. We are assuming, without specifying any particular situ-
ation, that the main ingredients (K, F, g, f) of the control problem enable existence of a unique
optimal solution v˜(s; t,x) for every pair (t,x).
The very nature of this optimal solution v˜(s; t,x) is such that
v˜(r; s, y˜(s; t,x)) = v˜(r; t,x), r ∈ [s, T ],
if y˜(s; t,x) is the (optimal) trajectory associated with v˜(s; t,x), namely
(2.1)
d
ds
y˜(s; t,x) = f(y˜(s; t,x), v˜(s; t,x)).
In particular
(2.2) v˜(s; s, y˜(s; t,x)) = v˜(s; t,x).
Set
(2.3) U(t,x) = v˜(t; t,x).
Then (2.2) means
v˜(s; t,x) = v˜(s; s, y˜(s; t,x)) = U(s, y˜(s; t,x)),
and (2.1) implies
d
ds
y˜(s; t,x) = f(y˜(s; t,x),U(s, y˜(s; t,x))).
This identity clearly shows that the field U(t,x) determined through (2.3) has a corresponding
path y˜(s; t,x), through the state law for our feedback optimal control problem, which is the
collection of optimal paths of the problem. It is therefore elementary to check that U(t,x) is the
optimal solution of the feedback problem, and it is therefore the optimal feedback law.
3. Optimality conditions for an optimal control in feedback form
With the ingredients indicated at the end of the Introduction, we would like to prove the
following optimality criterium. We start with the easier situation having no restriction set K for
the control.
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3.1. No restriction set for controls. We focus on the optimal feedback control problem
yielding the optimal feedback mapping
Minimize in u(t,x) ∈ L2(0, T ;H1(RN ;RN )) :
∫ T
t
F (x(s),u(s,x(s))) ds
subject to
x′(s) = f(x(s),u(s,x(s))) a.e. in (t, T ), x(t) = y,
for (t,y) ∈ [0, T ]×RN given. As indicated earlier in the Introduction, the solution of the costate
system
(3.1) pt(t,x) +∇p(t,x) f(x,u(t,x)) + p(t,x)∇x[f(x,u(t,x))] = ∇x[F (x,u(t,x))],
under the terminal time condition p(T,x) = 0, will play, as usual, a prominent role.
Theorem 3.1. Let u(t,x) be a feasible field for which the linear transport system (3.1) under
the terminal time condition p(T,x) = 0 admits a solution p(t,x) : [0, T ]× RN → RN . If
(3.2) Fu(x,u(t,x)) − p(t,x)fu(x,u(t,x)) ≡ 0,
then u(t,x) is an equilibrium mapping for the feedback optimal control problem.
The proof amounts to redoing the usual calculations in the classic context with the costate,
performed in this feedback scenario.
Proof. Let u(t,x) be feasible, and x(t) be (one of) its associated state(s) so that
x′(s) = f(x(s),u(s,x(s)) a.e. in (t, T ), x(t) = y.
Let U(t,x) be a feasible variation of u(t,x), and write X(t) for the variation produced on x by
U on u. Then
x′(s) + ǫX′(s) = f(x(s) + ǫX(s),u(s,x(s) + ǫX(s)) + ǫU(s,x(s) + ǫX(s))) in (t, T ), X(t) = 0.
By differentiation with respect to ǫ, and setting ǫ = 0 afterwards, we should have
(3.3) X′ = (fx + fu∇u)X+ fuU in (t, T ), X(t) = 0,
where fx, fu are evaluated at (x(s),u(s,x(s))), and ∇u and U are evaluated at (s,x(s)). Going
over the same kind of calculations for the cost functional, we arrive at
(3.4)
∫ T
t
[(Fx + Fu∇u)X+ FuU] ds.
Suppose that the field u(s,x) is such that the conditions on the statement holds for p(s,x).
Then, it is clear that if we put p(s) = p(s,x(s)) for x(s) the corresponding state,
p′(s) + p(s)[fx(x(s),u(s,x(s))) + fu(x(s),u(s,x(s)))∇u(s,x(s))](3.5)
= Fx(x(s),u(s,x(s))) + Fu(x(s),u(s,x(s)))∇u(s,x(s)), s ∈ [0, T ],
with p(T ) = 0. If we take this information back to (3.4), it is straightforward to get∫ T
t
[(p′(s) + p(s)(fx + fu∇u))X+ FuU] ds.
Integrating by parts in the first term, and bearing in mind that the boundary terms drop out,
we obtain ∫ T
t
[−pX′ + p(fx + fu∇u)X+ FuU] ds.
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Taking into account (3.3), we can also write∫ T
t
(−pfuU+ FuU) dt,
which vanishes. The arbitrariness of U, t, and y finishes the proof. 
3.2. Controls under constraints. Constraints on the control variable through a set K ⊂ Rm
can be easily incorporated. We assume that K is compact and convex. We need to take into
account that variations are now of the form u + ǫ(U − u) for arbitrary, feasible U, and so
optimality conditions are one-sided conditions. This leads naturally to variational inequalities
and obstacle problems.
Theorem 3.2. Let u(t,x) be as in Theorem 3.1, and taking values on a convex, compact set K,
for which p(t,x) : [0, T ]× RN → RN is a solution of the problem
pt(t,x) +∇p(t,x) f(x,u(t,x)) + p(t,x)∇x[f(x,u(t,x))] = ∇x[F (x,u(t,x))],
with the terminal time condition p(T,x) = 0. If u(t,x) turns out to realize the minimum of the
hamiltonian F (x,v) − p(t,x)f(x,v) in the control variable v ∈ K
F (x,u(t,x)) − p(t,x)f(x,u(t,x)) = min
v∈K
{F (x,v) − p(t,x)f(x,v)},
then u(t,x) is a local minimum for the feedback optimal control problem.
Proof. Note that the condition on the minimum implies that
[Fv(x,u(t,x)) − p(t,x)fv(x,u(t,x))] (v − u(t,x)) ≥ 0,
for all v ∈ K. In particular, by choosing v = U(t,x), we would have
[Fv(x,u(t,x)) − p(t,x)fv(x,u(t,x))] (U(t,x) − u(t,x)) ≥ 0.
This implies that the local change on the cost functional for the variation (U(t,x) − u(t,x))
which is given, as above, by ∫ T
t
[−pfu(U− u) + Fu(U− u)] dt
is non-negative. The arbitrariness of U, t and y in K yields the result. 
4. Approximation
The two previous optimality results yield, when appropriately interpreted, an iterative ap-
proximation procedure for equilibrium mappings based on a typical steepest descent scheme
with respect to a norm ensuring differentiability with respect to x. This differentiability issue
makes the direction found a descent direction in the average with respect to the spatial variable
x.
Let I(u) be the cost functional for the optimal control problem in feedback form. The com-
putation in the proof of Theorem 3.1 shows that the field
∇I(u)(t,x) ≡ Fu(x,u(t,x)) − p(t,x)fu(x,u(t,x))
regarded as a mapping of (t,x) ∈ [0, T ]× RN represents the derivative
d
dǫ
I(u+ ǫU)
∣∣∣∣
ǫ=0
in the sense that this derivative is actually the integral∫ T
t
∇I(u)(s,x(s))U(s,x(s)) ds
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for x(s) the state associated with u, and initial condition y at time t.
Corollary 4.1. Let u(t,x) be as in Theorem 3.1, and determine the costate p(t,x) : [0, T ] ×
R
N → RN as a solution of the problem
pt(t,x) +∇p(t,x) f(x,u(t,x)) + p(t,x)∇x[f(x,u(t,x))] = ∇x[F (x,u(t,x))],
under the terminal time condition p(T,x) = 0. Then the solution of the problem
−∆U(t,x) +∇I(u)(t,x) = 0 in RN
for every t ∈ [0, T ], is a descent direction for the optimization problem at u(t,x) in an average
sense ∫
RN
∇I(u)(t,x)U(t,x) dx ≤ 0
for all t ∈ [0, T ].
Proof. If we retake the computations in the proof of Theorem 3.1, we find that the derivative of
the cost functional of the optimal control in feedback form is given by the integral with respect
to time t and initial condition y of∫ T
t
∇I(u)(s,x(s))U(s,x(s)) ds, ∇I(u)(s,x) = Fu(x,u(t,x)) − p(t,x)fu(x,u(t,x)),
for every arbitrary perturbation U(s,x). Suppose we take for this perturbation the unique
solution U(t,x) in H1(RN ;RN ) of the problem
−∆U(t,x) +∇I(u)(t,x) = 0 in RN
for each time t. By using U itself as a test function in this identity, an integration by parts leads
immediately to ∫
RN
∇I(u)(t,x)U(t,x) dx = −
∫
RN
|∇U(t,x)|2 dx ≤ 0,
for each time t. 
Similar ideas for the restricted case in which we have a constraint set K, which we assume
convex and compact, is to be respected can be used. Let u(t,x) be as above, under a constraint
set K. Determine the costate p(t,x) : [0, T ]× RN → RN as a solution of the problem
pt(t,x) +∇p(t,x) f(x,u(t,x)) + p(t,x)∇x[f(x,u(t,x))] = ∇x[F (x,u(t,x))],
under the terminal time condition p(T,x) = 0. Recall that
∇I(u)(t,x) = Fu(x,u(t,x)) − p(t,x)fu(x,u(t,x)).
This time we consider the obstacle problem, for each fixed time t ∈ [0, T ],
(4.1)
Minimize in U(t,x) ∈ K :
∫
RN
(
1
2
|∇U(t,x) −∇u(t,x)|2 +∇I(u)(t,x)(U(t,x) − u(t,x))
)
dx.
It is standard to show that this problem has a unique solution U(t,x) (see [8]). The underlying
variational inequality yields, in a straightforward way, that∫
RN
∇I(u)(t,x)(U(t,x) − u(t,x)) dx ≤ −
∫
RN
|∇U(t,x) −∇u(t,x)|2 ≤ 0
for all t. This is Theorem 3.2.
10 PABLO PEDREGAL
5. The linear quadratic regulator
Just as an illustration and as a confirmation of the perspective explained here, we look at the
classical LQR situation, to check how the Ricatti equation arises in this context. One can hardly
find a different situation where the previous formalism can be explicitly written.
In this case, we have the following ingredients:
(1) K and Ω are all of space, so that we do not have restrictions on state or control.
(2) F (x,u) is a quadratic integrand separately in both sets of variables
F (x,u) =
1
2
x∗Qx+
1
2
u∗Ru
where Q and R are constant, symmetric, positive definite (R strictly) matrices of the
appropriate dimensions.
(3) f(x,u) is linear in both sets of variables
f(x,u) = Ax+Bu
for constant matrices A and B of the appropriate dimensions.
(4) The cost functional typically incorporates a contribution involving the final state x(T )
in the form
1
2
x(T )∗Hx(T )
with H, again, a symmetric, positive definite (not necessarily strictly) matrix.
With these ingredients, all we need to do is look at the costate equation
pt(t,x) +∇p(t,x) f(x,u(t,x)) + p(t,x)∇x[f(x,u(t,x))] = ∇x[F (x,u(t,x))],
under the terminal time condition p(T,x) = 0, together with
Fu(x,u(t,x)) − p(t,x)fu(x,u(t,x)) = 0.
In the case for a LQR situation, these two pieces of information become
pt +∇p(Ax +Bu) + p(A+B+∇u) = Q+ (Ru)∇u
with p(T,x) = Hx, and
Ru− pB = 0.
Hence
u = R1B∗p,
and substituting this information to eliminate u from the equation for the costate p, we find
that
(5.1) pt + (∇pA−Q)x+ (∇pBR
−1B∗ +A∗)p = 0.
The structure of this system for the unknown p(t,x) clearly suggest that if we put
p(t,x) = P(t)x,
for a certain matrix-valued function P(t), then system (5.1) becomes
P′(t)x+ (P(t)A −Q)x+ (P(t)BR−1B∗ +A∗)P(t)x = 0.
The terminal condition is P(T )x = Hx. The arbitrariness of the variable x ∈ RN leads to
conclude that
P′(t) +P(t)A+A∗P(t) +P(t)BR−1B∗P(t)−Q = 0 in (0, T ), P(T ) = H,
the classical Ricatti equation for the matrix P(t) relating state and costate at optimality.
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