Though boundary value problems for fractional differential equations have been extensively studied, most of the studies focus on scalar equations and the fractional order between 1 and 2. On the other hand, delay is natural in practical systems. However, not much has been done for fractional differential equations with delays. Therefore, in this paper, we consider a boundary value problem of a general delayed nonlinear fractional system. With the help of some fixed point theorems and the properties of the Green function, we establish several sets of sufficient conditions on the existence of positive solutions. The obtained results extend and include some existing ones and are illustrated with some examples for their feasibility.
Introduction
In the past decades, fractional differential equations have been intensively studied. This is due to the rapid development of the theory of fractional differential equations itself and the applications of such construction in various sciences such as physics, mechanics, chemistry, and engineering 1, 2 . For the basic theory of fractional differential equations, we refer the readers to 3-7 . Recently, many researchers have devoted their attention to studying the existence of positive solutions of boundary value problems for differential equations with fractional order [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . We mention that the fractional order α involved is generally in 1, 2 with the exception that α ∈ 2, 3 in 12, 23 and α ∈ 3, 4 in 8, 17 . Though there have been extensive study on systems of fractional differential equations, not much has been done for boundary value problems for systems of fractional differential equations 18-20 . On the other hand, we know that delay arises naturally in practical systems due to the transmission of signal or the mechanical transmission. Though theory of ordinary differential equations with delays is mature, not much has been done for fractional differential equations with delays 24-31 .
As a result, in this paper, we consider the following nonlinear system of fractional order differential equations with delays, where D α i is the standard Riemann-Liouville fractional derivative of order α i ∈ n i − 1, n i for some integer n i > 1, η i ≥ 0 for i 1, . . . , N, 0 ≤ τ ij t ≤ t for i, j 1, 2, . . . , N, and f i is a nonlinear function from 0, 1 × Ê N to Ê 0, ∞ . The purpose is to establish sufficient conditions on the existence of positive solutions to 1.1 by using some fixed point theorems and some properties of the Green function. By a positive solution to 1.1 we mean a mapping with positive components on 0, 1 such that 1.1 is satisfied. Obviously, 1.1 includes the usual system of fractional differential equations when τ ij t ≡ t for all i and j. Therefore, the obtained results generalize and include some existing ones.
The remaining part of this paper is organized as follows. In Section 2, we introduce some basics of fractional derivative and the fixed point theorems which will be used in Section 3 to establish the existence of positive solutions. To conclude the paper, the feasibility of some of the results is illustrated with concrete examples in Section 4.
Preliminaries
We first introduce some basic definitions of fractional derivative for the readers' convenience. 
provided that the right-hand side is pointwise defined on 0, ∞ , where n α 1. ii Tu ≥ u for u ∈ P ∂Ω 1 and Tu ≤ u for u ∈ P ∂Ω 2 .
It is well known that if
Then T has a fixed point in Ω 2 \ Ω 1 .
Existence of Positive Solutions
Throughout this paper, we let E C 0, 1 , Ê N . Then E, · E is a Banach space, where
In this section, we always assume that f
Lemma 3.1. System 1.1 is equivalent to the following system of integral equations:
3.2
where
3.3
Proof. It is easy to see that if u 1 , u 2 , . . . , u N T satisfies 3.2 then it also satisfies 3.2 . So, assume that u 1 , u 2 , . . . , u N T is a solution to 1.1 . Integrating both sides of the first equation of 1.1 of order α i with respect to t gives us
This, combined with the boundary conditions in 1.1 , yields
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Similarly, one can obtain
Then it follows from 3.8 and the boundary condition u
Therefore, for i 1, 2, . . . , N,
3.10
This completes the proof.
The following two results give some properties of the Green functions G i t, s .
Proof. Obviously, G i t, s is continuous on 0, 1 × 0, 1 . It remains to show that G i t, s > 0 for t, s ∈ 0, 1 × 0, 1 . It is easy to see that G i t, s > 0 for 0 < t ≤ s < 1. We only need to show that G i t, s > 0 for 0 < s ≤ t < 1. For 0 < s ≤ t ≤ 1, let
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Then
Note that h i s, s > 0 and ∂h i /∂t t, s
It follows that h i t, s > 0 and hence g i t, s > 0 for 0 < s ≤ t < 1.
Therefore, G i t, s > 0 for 0 < s ≤ t < 1 and the proof is complete.
where g i is the function defined by 3.11 . It follows that G i t, s ≤ G i s, s for 0 < s ≤ t < 1. In summary, we have proved i . ii Again, one can easily see that G i t, s < G i 1, s for 0 < t ≤ s < 1. When 0 < s ≤ t ≤ 1, we have in this case that
which implies that G i t, s ≤ G i 1, s for 0 < s ≤ t < 1. To summarize, we have proved ii and this completes the proof. Now, we are ready to present the main results. Proof. Let
It is easy to see that Ω is a complete metric space. Define an operator T on Ω by
3.21
Because of the continuity of G and f, it follows easily from Lemma 3.2 that T maps Ω into itself. To finish the proof, we only need to show that T is a contraction. Indeed, for u, v ∈ Ω, by 3.16 we have 
3.22
This, combined with Lemma 3.3 and 3.17 and 3.18 , immediately implies that T : Ω → Ω is a contraction. Therefore, the proof is complete with the help of Lemmas 3.1 and 2.5.
The following result can be proved in the same spirit as that for Theorem 3.4. Proof. Let Ω and T : Ω → Ω be defined by 3.19 and 3.20 , respectively. We first show that T is completely continuous through the following three steps.
Step 1.
Since f is continuous, it is uniformly continuous on any compact set. In particular, for any ε > 0, there exists a positive integer K 0 such that for k ≥ K 0 and t ∈ 0, 1 , i 1, 2, . . . , N. Therefore,
which implies that T is continuous.
Step 2. Show that T maps bounded sets of Ω into bounded sets. Let A be a bounded subset of
Since f is continuous, there exists an M > 0 such that
It follows that, for u ∈ A, t ∈ 0, 1 and 1 ≤ i ≤ N,
3.31
Immediately, we can easily see that TA is a bounded subset of Ω.
Step 3. Show that T maps bounded sets of Ω into equicontinuous sets. Let B be a bounded subset of Ω. Similarly as in Step 2, there exists L > 0 such that
Then, for any u ∈ B and t 1 , t 2 ∈ 0, 1 and 1
3.33
Now the equicontituity of T on B follows easily from the fact that G i is continuous and hence uniformly continuous on 0, 1 × 0, 1 . Now we have shown that T is completely continuous. To apply Lemma 2.6, let
3.34
Fix r > max{μ, ν} and define U {u ∈ Ω u E < r}.
3.35
We claim that there is no u ∈ ∂U such that u λTu for some λ ∈ 0, 1 . Otherwise, assume that there exist λ ∈ 0, 1 and u ∈ ∂U such that u λTu. Then
3.36
If n i 2, then
n ij s ds ≤ r.
3.37
Similarly, we can have |u i t | < r if n i > 2. To summarize, u < r, a contradiction to u ∈ ∂U. This proves the claim. Applying Lemma 2.6, we know that T has a fixed point in U, which is a positive solution to 1.1 by Lemma 3.1. Therefore, the proof is complete.
As a consequence of Theorem 3.6, we have the following. 
that is,
On the other hand, for any u ∈ Ω ∩ ∂Ω 2 , it follows from Lemma 3.3 and condition i that, for t ∈ 0, 1 ,
if n i > 2, whereas
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Therefore, we have verified condition ii of Lemma 2.7. It follows that T has a fixed point in Ω ∩ Ω 2 \ Ω 1 , which is a positive solution to 1.1 . This completes the proof.
Examples
In this section, we demonstrate the feasibility of some of the results obtained in Section 3. Moreover, 
