Abstract. The aim of this paper is to investigate the mathematical properties of a continuum model for diffusion of multiple species incorporating size exclusion effects. The system for two species leads to nonlinear cross-diffusion terms with double degeneracy, which creates significant novel challenges in the analysis of the system. We prove global existence of weak solutions and well-posedness of strong solutions close to equilibrium. We further study some asymptotics of the model, and in particular we characterize the large-time behavior of solutions.
Introduction.
Modelling the transport of particles with size exclusion is of high relevance in many current applications, e.g., in molecular and cell biology. In the case of a single type of particle, various models have been proposed at the continuum level or derived from microscopic models (cf. [25, 42] ), typically leading to nonlinear drift-diffusion equations for the particle density of the form (1.1)
Here D is a nonlinear mobility (diffusivity) coefficient, in most models vanishing at ρ = 0 and at some maximum density, being positive in between. A frequently used form, which can be deduced rigorously from a microscopic model (cf. [25] ), is D(ρ) = ρ (1 − ρ) . The function f is derived from the entropy of the system, and V can describe potential forces. Far less attention has been paid to the case of several different particles, which is, however, very relevant in many practical problems such as the transport of ions through narrow membrane channels (cf. [4, 26, 48] ). The particles can vary in many parameters (size, diffusion coefficient, reaction to external and interaction forces) and hence need to be described by separate densities. This will give rise to systems of nonlinear drift-diffusion equations with strong cross-diffusion, as we shall explain in this paper. A particular example that we shall discuss is a cross-diffusion system for two types of particles (called red and blue in the following) with different diffusion coefficients and different external potentials V and W : Further details on the derivation of this model will be given in section 2 (see also [7] for details and an application to the computation of ion channel conductance). We mention that for one of the densities vanishing, the model reduces to the well-studied single Fokker-Planck equation with linear diffusion and logistic mobility:
Equations of the above form feature (at least formally) the gradient flow structure (1.5)
where m(ρ) is a mobility function and δE δρ denotes the functional derivative of an entropy functional E. In case of a linear mobility, models of the form (1.5) have a rigorous metric (entropy-based) gradient flow structure [2, 34, 39] which produces exponential convergence to equilibrium in case the entropy is convex in a geodesics sense; cf. [38, 39, 14, 3, 12] . The metric gradient flow structure in the case of a nonlinear mobility function is much more challenging; it has been recently studied in [11, 21] . In case of a logistic mobility and with an entropy combining linear diffusion and a convex external potential, namely (1.4), such an equation can be derived as a quantum mechanical generalization of the Fokker-Planck equation; cf. [13, 10] .
The mathematical analysis of such models with many species (systems) is a particular challenge for many reasons. First, there is strong degeneracy and nonlinearity in both diffusion equations, and second there is no simple maximum principle, which might otherwise be used to prove a priori bounds and consequently existence as well as uniqueness in the case of single nonlinear diffusion equations. So far the analysis of nonlinear cross-diffusion systems has been considered only in a few special cases, the most frequently studied one consisting of a triangular diffusion structure instead of full coupling. Several important examples of such equations arise from models in cell biology; cf., e.g., [33, 28, 8] , as well as the review papers [29, 30] and the references therein. Such systems usually feature additional lower order coupling via reaction terms, the most celebrated example being the Keller-Segel model for chemotactic aggregation (cf. [35] ). In many cases the equation for the chemical concentration is replaced by a stationary one. The presence of a logistic sensitivity only in the chemotactic part, coupled with linear diffusion with several possible modifications, has been recently considered in [19] as a generalization of similar parabolic-elliptic models previously considered in [41, 20, 37] .
Models with full cross-coupling have been considered only recently (cf. [22, 15, 16, 17] ), also motivated by applications in population biology (cf. [15] ). Multispecies chemotaxis models considered in [31, 32] are also framed in the same context. The model we consider adds additional difficulty due to the double degeneracy of the mobility, whereas previously considered cases could rather be written with constant and hence nondegenerate mobility. Recently Painter [40] gave a derivation analogous to ours for an application in differential chemotaxis, including additional cross-diffusion terms since the cells are also allowed to change places. Simpson, Landman, and Hughes [45] independently derive the same model as presented here by formal arguments and provide microscopic and macroscopic simulations confirming its appropriateness.
In this paper we prove the following results for the model (1.2)-(1.3), in most cases with zero potential for simplicity:
• We characterize equilibria in the case with and without potential and carry out a linear stability analysis (sections 3.3 and 3.4).
• We prove well-posedness (existence and uniqueness) for strong solutions under the condition that the initial value is close to equilibrium in H 2 (section 3.5).
• We prove global existence for (large) initial data in L 2 (section 4).
• We prove convergence of solutions to equilibrium as t → ∞ (section 5). In addition to proving our results, we shall also discuss some technical issues which render the mathematical theory of models like (1.2), (1.3) a difficult task; see section 6. A particular objective of the paper is, however, to create a basis and stimulate further research on these kinds of problems, which are clearly underrepresented in the mathematics literature relative to their practical importance.
The remainder of this paper is organized as follows. In section 2 we will discuss the formal derivation of nonlinear cross-diffusion models with size exclusion from microscopic models. We then proceed to a discussion of basic properties of solutions and equilibria in section 3, where we also prove existence and uniqueness of strong solutions for initial values close to equilibrium. In section 4 we prove the global existence of weak solutions by regularization and Galerkin approximations. Section 5 is devoted to asymptotics of the diffusion coefficient and the study of large-time behavior. We conclude and discuss open issues in section 6.
2.
A simple diffusion model with size exclusion. In order to motivate the investigation of the specific system of nonlinear cross-diffusion equations, we present a formal derivation from a hopping model with size exclusion in the following (for further details and extension, we refer the reader to [7, 45] ). The problem set-up is as follows.
Let T h denote an equidistant grid of mesh size h, where every grid point can be occupied by a red or blue particle. The probability of finding a red particle at location x at time t is denoted by r(x, t) = P (red particle is at position x at time t).
Red particles evolve according to diffusion and a scaled potential V (x, t), blue ones according to W (x, t). The hopping rates for the red particles are then given bỹ
where α 1 and β 1 denote diffusion and mobility constants for the red species, and α 2 and β 2 denote these coefficients for the blue species.
We assume that the diameter of every ion equals h and take into account that neighboring sites might be occupied. We realize these assumptions in the simple model
We make the assumption that the probability of a free site is P (position x is at time t not occupied) = 1 − r(x, t) − b(x, t), which corresponds to rigorous results for single species [25] . The probability of finding a particle of species r at position x at time t + Δt is given by
This means that we have (suppressing the index r in Π)
and we obtain after Taylor expansion
For the probabilities we have
which yields
Thus, with an appropriate scaling (
being the diffusion coefficient of the red particles) and Δt = 2h 2 , then in the (formal) limit h → 0 the resulting system of continuum equations becomes
where μ 1 is described by μ 1 = 2β 1 /α 1 ; μ 2 is described analogously. The extension of this system of nonlinear diffusion equations to higher dimensions, with completely analogous derivation from a jump model on a lattice, is given by
We remark that, from now on, we assume that μ 1 = μ 2 = 1. This is possible after redefining the potentials V and W .
Basic properties.
In the following we discuss the basic properties of the cross-diffusion model (2.3)-(2.4). We consider two particle types, called red and blue (and densities denoted by r and b). However, the majority of the results of this section carries over to an arbitrary number with obvious modifications. We assume that time is scaled such that the diffusion coefficient of the red species equals one; i.e., we consider the nonlinear system
in Ω × (0, T ) with no-flux boundary conditions
on ∂Ω × (0, T ), where n denotes the outward normal. This system is supplemented by initial values
in Ω. Throughout the whole paper we shall assume that Ω is a bounded domain in
, 2, 3}) with sufficiently regular boundary. Moreover, we shall not explicitly state the boundary conditions and initial values but always attribute them to (3.1), (3.2) .
In the following we shall denote the total volume density by ρ, i.e.,
We also mention that the equations can be rewritten in a different form using the volume density, as (3.8) which can be useful in deducing bounds on ρ and understanding further the structure of the model.
Formal gradient flow structure.
A first observation is that (3.1), (3.2) has a formal gradient flow structure. The entropy functional is given by
In the following, we shall use the notion of directional derivative for a functional
given by
In the above definition, ϕ belongs to the dual space of f , in order to have the above pairing well-defined. To simplify notation, from now on we use the identification
Thus we find (noticing
Thus, the system can be written in the form
with the nonlinear diagonal mobility tensor M(r, b) given by
This notation is the basis of a formal gradient flow structure on a manifold with an optimal transport metric. In the scalar cases such approaches were first investigated in the case of a linear mobility leading to gradient flows in the Wasserstein metric (cf. [39, 34, 2] ) and later generalized to nonlinear concave mobilities (cf. [11] ). A formal derivation and discussion of such gradient flows in the case of systems can be found in [43] . We introduce a manifold (3.13)
equipped with the optimal transport metric
where the infimum is taken subject to
Then, formally, the system (3.7)-(3.8) is a gradient flow of the energy E on the manifold M; i.e.,
In the course of this paper we shall not analyze the model as a gradient flow on the manifold M in the spirit of [2] , because a detailed characterization of the manifold as well as verification of properties like geodesic convexity of the entropy seem out of reach so far (cf. [43] for formal computations for such systems). However, the gradient flow structure and the associated entropy (with the possibility of defining dual entropy variables) will be crucial in several proofs in the following.
Entropy dissipation.
With the entropy variables u and v introduced in (3.10) and (3.11), respectively, we can use (3.12) to deduce an entropy dissipation relation. For a sufficiently smooth solution of (3.7)-(3.8) we find
We mention that in the case without potential, V, W = 0 and D > 1, we can write
Thus we can write, in the case V, W = 0,
where we have used the Cauchy-Schwarz inequality to estimate the mixed terms above. This leads in particular to the estimates
which yields a bound for the left-hand side for finite times under suitable assumptions on ∇V and ∇W (e.g., ∇V, ∇W ∈ L 2 (Ω)). Remark 3.1 (D<1). In case that the diffusion coefficient of the blue particles is less than 1, we achieve analogous results. The only thing required is relabeling the particles after having rescaled time such that the diffusion coefficient of the blue particles equals 1, so that the diffusion coefficient of the red particles is greater than 1.
In the case without external potentials, V = W = 0, further entropy functionals decreasing in time can be found. Of particular interest seems to be the classical logarithmic entropy
A key tool in the study of existence, uniqueness, and asymptotic behavior of solutions is the relative entropy, i.e., the entropy functional centered around a given equilibrium state. The equilibria satisfy
see subsection 3.3 below. Because of this and because of mass conservation,
Thus the entropy dissipation determines the dissipation of the relative entropy RE or Bregman distance (cf. [5, 6] ). The entropy dissipation can also be formulated for the dual entropy and the entropy variables. (We shall be more precise about that in subsection 3.4.) From the definition of u and v we see
Hence, there is a dual entropy dissipation as well in a Bregman distance for E * , but the roles of the transient and equilibrium values are exchanged.
Equilibria.
We compute the stationary solutions of the nonlinear crossdiffusion model (3.1)-(3.7), i.e., functions r ∞ and b ∞ satisfying (3.25) where ρ ∞ = r ∞ + b ∞ . Similar to the entropy dissipation we can show that
Hence we conclude in particular that
i.e., the fluxes vanish.
In the absence of external potentials, we can see that the obvious constant states are the only stationary solutions, as given in the following. These constant stationary states can indeed by characterized as the unique minima of the (strictly convex) entropy, which follows from a standard computation (cf. [9] ) omitted here. In the above results we only needed to exclude the degenerate case m r +m b = |Ω|, which is equivalent to ρ ≡ 1. In this case it is obvious that any state (r, m) ∈ M is a stationary one. This corresponds also to the intuition from the stochastic particle model used for the derivation of the model. If all sites are occupied, then of course there is no chance of movement for any particle, and any such state will remain stationary.
Analogous arguments can be carried out in the case with external potential, to obtain the following result. 
is the unique minimizer of the entropy E in M.
Linearization around equilibrium.
Theorem 3.5 (linear stability). The stationary state (r ∞ , b ∞ ) for system (3.1)-(3.2) is linearly stable with respect to small perturbations ξ, η ∈ L 2 (Ω). Proof. We will first prove the theorem for the case V = W = 0 in detail. Then, we will sketch the extension for the case with external potentials.
We make the following linearization around equilibrium states, r = r ∞ + ξ, b = b ∞ + η, and arrive at the first order linearization
Combining these equations, we obtain an equation for w = ξ + αη, which reads
Choosing α such that
we obtain the two heat equations
where k 1,2 are the constants determined by (3.26). The resulting solutions for α are
which are both real-valued due to r ∞ , b ∞ , and D being larger than zero. Knowing that
is follows that
We want to find out whether the constant k in the heat equation (3.27) is larger or smaller than zero.
It is obvious that k 1 is always larger than zero. The condition for k 2 reads
thus in the case that r ∞ + b ∞ = 1, k 2 = 0 and we have ∂ t w = 0. Otherwise k 2 is always larger than zero. Thus small perturbations behave according to the heat equation, meaning that they smooth out in time. Therefore the system is stable.
To analyze the linear stability with a given external potential, we linearize the system in entropy variables (see (3.10), (3.11)), i.e., u = u ∞ + ξ, v = v ∞ + η. We obtain the first order approximation
This can be written as
Here, by H E * we denote the Hessian of the dual entropy functional or convex conjugate functional of E,
M is defined by
We need to show that both these matrices are positive semidefinite. From the identity ∇E * (∇E) = I we obtain
It is straightforward to calculate the symmetric matrix H E * and check that all eigenvalues are nonnegative. For M this is clear as ρ ∞ < 1. Following similar arguments as in the case without potential, we conclude that the system is linearly stable.
3.5.
Well-posedness close to equilibrium. In the following we prove wellposedness of strong solutions close to equilibrium, which includes the only uniqueness result we are able to show. For simplicity we restrict ourselves to the case without potential.
Theorem 3.6. Consider the system (3.1)-(3.2) with no-flux boundary conditions and initial data r 0 , b 0 belonging to
where Ω is a bounded domain in
for sufficiently small. Then there exists a unique solution to (3.1)-(3.2) in
and where the constant R depends on only. T is arbitrary. Here, the norm on X is given by
Proof. The proof will be based on Banach's fixed point theorem. Therefore, the first step is to construct the fixed point operator.
Construction of the fixed point operator. We consider the evolution of r − r ∞ and b − b ∞ , which we write as
). (3.32)
We want to apply the fixed point theorem to the operator
which gives the two solutions to (3.31)-(3.32) for given r, b on the right-hand side. From section 3.4, we know that it is possible to find α 1,2 such that (3.31)-(3.32) can be rewritten as
where the w 1,2 are given by 
The operator L = (L 1 , L 2 ) provides the solutions to (3.33)-(3.34) for given right-hand side. We will show that this operator maps from Y × Y to X × X. Finally, we need an operator S : X × X → Y × Y , to obtain the solution in original variables from their linear combination. This operator is given by
With these definitions, we can write
In the remaining part of this proof we will ensure that the assumptions needed for Banach's fixed point theorem are satisfied by analyzing each of these operators separately.
Properties of F . Our first goal is to identify the space in which the operator F = (F 1 , F 2 ) maps. In the following we will use that H 2 (Ω) is embedded into L ∞ (Ω) for n = 1, 2, 3 (see [1, Thm. 5.4 
]).
Applying operator F 1 to some r, b ∈ B R , where the positive constant R will be determined later, we obtain
Note that these products are of order R 2 in L 2 (Ω) as r, b ∈ B R . Differentiating again, we have
. Therefore, the product terms ∇rΔb and ∇bΔr above are in
we conclude that the terms b∇Δr and r∇Δb are in L 2 ((0, T ); L 2 (Ω)) as well. Therefore we know that the operator F 1 (and thus F 2 as well) maps from X into the space
and thus F : X × X → Y × Y is well defined and continuous (bilinear).
Properties of S and S . We note that the operators
are bounded since α 1,2 are constant. We denote their norms by C S and C S .
Properties of L. The operator
gives a vector containing the solutions of the two heat equations (3.33) and (3.34) for given right-hand side. Employing well-known results about the heat operator (see, e.g., [36] ), we conclude that
and furthermore
We now define R = max(R 1 , R 2 ). Therefore both w 1 and w 2 are bounded by R.
Self-mapping property of G.
Reiterating the above steps, we need from (3.37)
Replacing the less or equal by an equal sign, we denote by R = R( ) the smallest solution of this equation. Clearly, R( ) → 0 as → 0. From the above considerations we conclude that in the ball
Contractivity of G. It remains to show contractiveness. We first examine the operator F . Starting with F 1 , we obtain
From an analogous calculation for F 2 we conclude
Using the properties of L (namely (3.37) and its linearity) allows us to write
Thus we can ensure the contractiveness of G by choosing (and in turn R) such that
The application of Banach's fixed point theorem provides the existence of solutions (r, b) in B R , and this finishes the proof. Finally, we mention that, together with the linear stability analysis carried out above, we expect exponential convergence of solutions to equilibrium for large time if the initial value is sufficiently close to equilibrium. However, due to a gap of norms used in those results, a rigorous proof becomes difficult and is thus not attempted here. Instead, in section 5 we shall consider the large-time asymptotics of the problem with arbitrarily large initial values and directly prove convergence to equilibrium by entropy methods.
Global existence.
In the following we show the global existence of weak solutions to (3.7)-(3.8) in the absence of external potentials; i.e., we assume V = W = 0 throughout this section. Furthermore, we mention that for D < 1 the theorem is still valid; see Remark 3.1.
Theorem 4.1 (global existence). There exists a weak solution for
Proof. We consider the system in entropy variables (see [24, 15] for details on this technique); i.e., we employ transformations In these variables, the system is of the form
(1 + e u + e v ) 2 .
Clearly, A(u, v) ≥ 0 and B(u, v) ≥ 0, and the matrix
is positive semidefinite, because a ≥ |b| and c ≥ |b|. The proof will consist of several steps.
4.1.
Existence for the approximated system. We will first prove global in time existence for an approximated system with M := M + I, (4.9) where I is the two-dimensional identity matrix, and we denote a = a + , c = c + . For > 0 the matrix M is positive definite, and furthermore we approximate the diffusion coefficients as
Next, we introduce the following Galerkin approximation. For some fixed n ∈ N we choose V n ⊂ H 1 such that the n-dimensional space V n contains the constant functions for all n and furthermore ∪ n V n is dense in W 1,p , p ∈ (1, +∞). We now try to find solutions u ,n and v ,n to the weak formulation of the approximated system given by
for all φ, ψ ∈ V n . Choosing an orthonormal basis ϕ j of V n , we can express
where the coefficients α ,n j (t) and β ,n j (t) need to be determined. From (4.11a)-(4.11b) we know that the α ,n j (t) fulfill the system of ordinary differential equations (ODEs)
with suitably definedã ,b, andc . Defining
,n n ), we obtain an ODE of the following form:
Due toM being positive definite, which follows from the properties of M , there exists the inverseM −1 . Thus the existence of a solution to (4.1) follows from standard ODE theory via the Picard-Lindelöf theorem [23] , since it is easy to verify that R andM are Lipschitz continuous.
Passing to the limit-Preliminaries. Due to ∂ r E(r, b)
For the approximated system we have the dual entropỹ
We examine the evolution of the relative entropy or Bregman distance between (u, v) and constant equilibria (u ∞ , v ∞ ):
For the right-hand side we can insert the weak formulation (4.11a)-(4.11b) with test functions
and thus
Integrating this expression leads to
As A ≥ , B ≥ , and D > 1, we immediately conclude
for almost every t ∈ (0, T ) and C independent of t. Thus u ,n and v ,n are uniformly bounded in n in the space
Next we consider
which leads to
and therefore
In the same way we obtain
Using these results, we can conclude that the function (4.17) has the following regularity properties:
and
Employing the lemma of Aubin and Lions [44, Chap. III, Prop. 1.3], we conclude the existence of a subsequence
As F is strictly monotone and thus invertible, we find strongly converging subsequences u ,nj and v ,nj as well. Furthermore, due to (4.15) and (4.16) there exists a weakly converging subsequence in L 2 ((0, T ); H 1 (Ω)) and a weakly converging subsequence of
4.3. Passing to the limit n → ∞. Next we use the above considerations, more precisely
to pass to the limit n → ∞. We first consider φ, ψ ∈ W 1,∞ (Ω) and a sequence of test functions φ n , ψ n ∈ V n such that
We know
for almost all t, where F 1 denotes the first component of F . Furthermore
Using the fact that additionally A (u ,n , v ,n ) and A (u , v ) are bounded in L ∞ (Ω), we can improve the convergence to
for every 0 < κ < ∞. Our next goal is to show that
for every test function φ ∈ W 1,p (Ω) for some large p. Accordingly we first have to show
Using the Hölder inequality twice for the first term, we have
→ 0, while the other terms are bounded. The first term tends to zero. For the second term we have
Due to the weak convergence of ∇u ,n and the boundedness of A , II also tends to zero, and we finally found (4.23) for p = 1+ . From this we conclude that the limit functions u , v are solutions of the weak formulations (4.11a)-(4.11b) for all test
can be approximated by sequences φ m ∈ W 1,
it follows that
Applying this argument also to all other terms, we finally find that the weak formulation is also fulfilled for test functions in H 1 (Ω). Furthermore, the entropy estimates are retained in the limit process. Due to weak convergence in H 1 (Ω), we find
The sequence D (t) is lower semicontinuous with respect to n, and thus we still have the bound
4.4. Passing to the limit → 0. Using the -approximated version of the entropy dissipation (3.21), i.e.,
and using computations similar to those leading to (4.18), we have the a priori estimates
and thus To do this we first solve for ψ:
We use the weak formulations of (4.26) and (4.1) to obtain
and thus (4.27) This implies the existence of a weakly converging subsequence (which we again call
. However, as we know that
we conclude that there exists a limit q ∈ L 2 ((0, T );
, there is also a sequence converging weakly-* to some r in L ∞ (Ω). Next we note that due to ∇ √ 1 − ρ ∈ L 2 (Ω) (which follows from the entropy estimate) we have
uniformly in , and therefore there exists a weakly converging subsequence of
To finally pass to the limit → 0, we transform u, v back into the original variables, i.e.,
and consider (4.1)-(4.2) but with the -terms still in entropy variables:
This system can be rewritten as
We notice that the left-hand sides are in
uniformly in . Applying the lemma of Aubin and Lions, we know that there exists a strongly convergent subsequence
. This means that we know in particular
From the above consideration we also know (4.32) which implies the weak convergence of the first term on the right-hand side of (4.30), i.e.,
We note that due to the a priori estimate
) and (4.32) we in fact have
We know that ∇ √ 1 − ρ is bounded in L 2 ; accordingly there exists a subsequence with
Thus for the convergence of the second term on the right-hand side it remains only to show that
To do this we want to apply the Kolmogorov-Riesz theorem (see [27, Thm. 5] ) and thus estimate
In the first term, h ∈ R d , d = 1, 2, 3, denotes a vector. Integrating along the segment [x, x + h], using a standard extension operator in L 2 , we obtain
where we have used the change of variables x = x + sh, s = s and removed the symbol for simplicity. Since ∇(
For the second term we apply
As r is uniformly bounded, the first term can be controlled as follows:
, then the above expression converges to zero as τ 0 uniformly in due to the necessary compactness criterion in the Kolmogorov-Riesz theorem. As for the second term, we proceed as follows:
The term IIc can be written as
where the Laplace operator is taken with homogeneous Neumann conditions. Now,
we use the Cauchy-Schwarz inequality in the time integral above to obtain
and the last step is justified by (1−ρ)r being uniformly bounded in L 2 ((0, T )×H 1 (Ω)) and by the uniform H −1 bound for ∂ t r. The term IId can be written as follows by adding and subtracting ρ(x, t + τ ) in the (1 − ρ(x, t)) term:
The first term on the above right-hand side can be estimated exactly as for IIc, whereas the second term is controlled as
and the above term converges to zero as τ 0 uniformly in , once again because of ρ being strongly compact in L 2 ((0, T ) × Ω) (which is a consequence of the AubinLions lemma and of the uniform bound for ∇ρ in L 2 ((0, T ) × Ω)) and because of the Kolmogorov-Riesz compactness criterion. We apply the same estimates for the second equation. We find that the regularized system converges to system (3.7)-(3.8), and thus r and b are solutions of system (3.7)-(3.8). 
Proof. It is straightforward to write the proof for
In this case, entropy dissipation (3.22) is valid. Thus, for finite T we have the same a priori estimates. Furthermore, the limit → 0 can also be easily determined:
we also have
Asymptotics.
In the following we study some special cases and asymptotics in the cross-diffusion model (3.1)-(3.2). For simplicity we will use V = W = 0 in most arguments.
Similar diffusion scales.
Probably the simplest case is that of two types of particles having equal diffusion coefficients, i.e., D = 1 in our scaling. For vanishing external potentials the particles are completely indistinguishable in our model, and hence one would expect that they could be described well by the total density ρ = r+b.
Proposition 5.1. In the case D = 1 in absence of potentials, the total density ρ satisfies the diffusion law Uniqueness of solutions can be shown in a standard way. Moreover, ρ will converge to a constant in the supremum norm. Thus, the entropy dissipation together with usual log-Sobolev inequalities can be used to verify the exponential rates of convergence. 
obtaining exponential convergence to equilibrium for coupled and possibly degenerate problems.
The cross-diffusion model considered in this paper can be applied to simulate ion flux through narrow pores such as membrane ion channels if the potentials are computed self-consistently via Poisson equations. Another type of application one can think of is chemotaxis with different types of cells, as well as swarming and pedestrian dynamics with heterogeneous agents. In particular, preliminary investigations indicate a certain potential for the model to predict lane-formation phenomena when choosing external potentials W = −V . Certainly, the analysis of such models with electrostatic or other long-range interactions will be challenging tasks for future research.
