This paper describes an experiment in which a single questionnaire was fielded in four different styles of presentation: Text Only, Decoratively Visual, Functionally Visual and Gamified. Respondents were randomly assigned to only one presentation version. To understand the effect of presentation style on survey experience and data quality, we compared response distributions, respondent behaviour (such as time to complete), and self-reports regarding the survey experience and level of engagement across the four experimental presentations. While the functionally visual and gamified treatments produced higher satisfaction scores from respondents, we found no real differences in respondent engagement measures. We also found few differences in response patterns.
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This paper describes an experiment in which a single questionnaire was fielded in four different styles of presentation: Text Only, Decoratively Visual, Functionally Visual and Gamified. Respondents were randomly assigned to only one presentation version. To understand the effect of presentation style on survey experience and data quality, we compared response distributions, respondent behaviour (such as time to complete), and self-reports regarding the survey experience and level of engagement across the four experimental presentations. While the functionally visual and gamified treatments produced higher satisfaction scores from respondents, we found no real differences in respondent engagement measures. We also found few differences in response patterns.
Background
As online surveys and panels have matured, researchers have raised concerns about the effect of long, onerous, poorly designed and simply dull surveys. Poor survey design demonstrably increases undesirable respondent behaviours that include speeding, random responding and premature termination. Over time an accumulation of flawed surveys affects participation rates across studies and degrades industry credibility. This effect is magnified in access panels, which provide an opportunity for repeated negative exposures to paneUists who become savvy to, and potentially manipulative of, sub-standard survey designs.
None of this is new or peculiar to online surveys. Over 40 years ago Cannell and Kahn (1968) argued that, when the optimal length for a survey is exceeded, respondents become less motivated to respond, put forth less cognitive effort and may skip questions altogether, causing survey data quality to suffer. Fmpirical studies by Johnson et al. (1974) and Kraut et al. (1975) suggest that the problem may be especially acute in self-administered surveys where no interviewer is present to maintain engagement. Herzog and Bachman (1981) were the first to identify the tendency for respondents to 'straight-line' in large numbers of consecutive items that share the same scale. They also noted that this behaviour increases as respondents progress through a questionnaire. Krosnick (1991) coined the term 'satisficing' to describe the tendency for survey respondents to lose interest and become distracted or impatient as they progress through a survey, putting less and less effort into answering questions. The resulting behaviours typically include acquiescent responding, more frequent selection of non-substantive responses such as 'don't know', non-differentiation in rating scales, choosing the first listed response (i.e. primacy) and random responding.
Given this history it should not surprise us when web surveys encounter these same problems. Indeed, these effects have been widely documented (see, for example, Downes-Le Guin et al. 2006; Fisher 2007; Heerwegh & Loosveldt 2008; Malhotra 2008; Miller 2008 ). In addition, experimental studies by Galesic and Bosnjak (2009) and Lugtigheid and Rathod (2005) have shown that, as questionnaires become longer, engagement declines, resulting in classic satisficing behaviours and even survey abandonment.
The general concept underlying all of this is generally referred to as 'respondent burden'. Bradburn (1977) described respondent burden as the combination of four factors: the length of the interview; the amount of effort (cognitive and otherwise) required of the respondent; the amount of emotional stress a respondent might feel during the interview; and the frequency with which the particular respondent is asked to participate in a survey. His central argument is that 'respondents seem to be willing to accept higher levels of burden if they are convinced that the data are important' (p. 53). Writing at a time when most research was done in person and interviews were primarily a social interaction, Bradburn also noted that making the interview 'an enjoyable social event in its own right' (p. 49) might lower a respondent's perception of the survey's burden and encourage engagement throughout a long survey.
Unfortunately, most of the survey design elements that might be used to minimise respondent burden -shorter surveys with easily understood questions on interesting and important topics, and fewer survey requests -have proved elusive in commercial market research. And our increased reliance on online surveys and access panels has made it especially difficult to position a survey as 'an enjoyable social event'.
In reaction to these challenges, market research agencies and clients have sought to create more enjoyable survey designs by capitalising on the visual and interactive features of the web through the use of additional visual elements added to questionnaires. Many market researchers argue that online surveys must be more lively and interactive -that is, more consistent with other online and entertainment experiences (see, for example, Reid et al. 2007; Strube & Zdanowicz 2008; GMIInteractive 2011; . The underlying goal is to increase 'respondent engagement', a concept typically measured by proxies such as self-reported satisfaction with the survey experience or item non-response. Specific techniques used to increase engagement include visuals used to enhance surveys (e.g. using colour and images to define answer categories) and visual response methods (e.g. drag-and-drop or slide bars as replacements for radio buttons).
Despite industry enthusiasm for exploring interactive visually oriented web survey designs, an emerging body of research suggests that the use of some of these elements may be counterproductive or generate unintended results. Miller (2009) demonstrated that, when given a choice, significant numbers of respondents prefer a traditional HTML-based survey over a more interactive, rich media design. When forced into a rich media design, a significant number of respondents abandoned the survey. Couper and his colleagues (2006) tested use of a Java-based slider bar in place of standard radio buttons, and found that the former increased survey length and caused more respondents to abandon the interview. Thomas et al. (2007) reported similar results for dragand-drop ranking tasks. In a series of studies, Malinoff (2010) found that rich media interfaces can produce significantly different results than standard HTML interfaces across a broad set of attitudinal and behavioural measures.
Most recently, the notion of creating games or adding game-like elements to surveys has generated considerable interest (Blackbeard Blog 2010; Puleston 2011a; Tarran 2011) . Although the term 'gamification' has no widely agreed upon definition within market research, a definition offered by Zichermann and Cunningham (2011) seems a useful starting point: 'the use of game thinking and game mechanics to engage users and solve problems'. We might tweak that a bit and suggest that, in market research, gamification is the application of game mechanics (or game thinking) to an interaction with respondents, whether in a quantitative or qualitative setting. In the case at hand we have incorporated into a survey the five basic elements of game mechanics: a back story, a game-like aesthetic, rules for play and advancement, a challenge, and rewards (Schell 2008; McGonigal 2011) .
A new survey design taxonomy
Despite tbe somewhat conflicted research record to date on the effectiveness of more interactive presentation styles in web surveys, a new survey design taxonomy (largely independent of study content) is arising. This taxonomy reflects four styles of presentation, as follows. 
Experimental design
To systematically test the impact of each of these different presentation styles we designed and conducted an online survey of US adults using the ResearchNow online panel. Other than a minimum age of 18, no screening criteria were imposed on survey participation. The study content was drawn from the Edison Electric Institute's Power Poll, an ongoing quarterly survey designed to help EEI members understand public opinion on major energy issues, and Market Strategies' E2 study, a bi-annual programme that since 2007 has fielded eight waves of surveys designed to provide energy industry executives perspective on issues at the intersection of energy and the environment. These ongoing studies cover a range of issues including public attitudes on energy, the environment and the economy. In addition, we included two vahdation questions from a CNN/Opinion Research Company poll conducted in April/May 2011, and a number of debrief questions regarding the survey experience, to measure respondent satisfaction. Both the validation and engagement questions were added near or at the end of the questionnaire to minimise any order effects. In all, the questionnaire comprised 66 questions exclusive of demographics and the debrief questions. We included a mix of yes/no, true/false, 4-and 5-point fully labelled scales and 0-10 scale questions. A number of questions were grouped into six grid-style presentations. Prior to field we estimated the survey would take around 15 minutes to complete.
Respondents were randomly assigned to one of four monadic designs representing the questionnaire presentation options described above. Figures 1 to 5 provide examples of the different visual presentations.
As one would expect, the gamified presentation was most strikingly different from other presentations. Beyond basic instructions that were shared across all design, respondents assigned to this presentation received a separate set of instructions which emphasised that the game was not a race and that it is important to take time to answer the questions honestly and thoroughly. We provided additional narrative in an effort to immerse the respondent in the fictional onhne world. The premise of the narrative was a very simple fantasy that nevertheless fulfils the basic requisites of a game. After choosing an avatar, player avatars advance through fantasy environments as survey questions are answered. The object of the game is for players to equip themselves for a quest with various weapon and non-weapon assets, such as a shield or sword. At certain stages in the questionnaire, the player is rewarded with a choice of assets, at which point he or she has the option of visiting a new world with different visuals. At the end of the game, the player's avatar, now fully equipped, is
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shown with other players' avatars as a visual 'reward'. In order to separate the effects of the overall survey design and context from question and response presentation, we showed a text-only version of survey questions in a window superimposed over (but not completely obscuring) the game background ( Figure 5 ). While some gamification researchers have argued that there are significant gains in response quality when the question Position your cursor on each of the scales below under the response that best describes how you fee/ about each statement.
Protecting the environment is at least as important as drilling for more oil.
Most Americans agree that continuing to rely on fossils fuels (coal, oil, natural gas) is a mistake.
The US now has a focused energy policy that has the goal of energy independence. text itself is more game-like (Puleston &c Sleep 2011), we judged that varying both presentation style and question text would compromise the experiment, making it more difficult to separate out the effects of game-like features (back story, game-like aesthetic, rewards, etc.) from those resulting from dramatically different question text.
Hypotheses
Our experiment was designed to explore the effects of different questionnaire presentations with findings that extend beyond respondent satisfaction as the sole measure of success. Our hypotheses are as follows.
HI: Simple visual enhancements to existing traditional question forms (the Decoratively Visual approach in our proposed taxonomy) offer little or no benefit for respondent or researcher in terms of self-reported respondent satisfaction, engagement, reduction in satisficing or improved data quality.
H2: Stimulating, functionally visual tasks offer satisfaction, engagement and data quality benefits. Elaborate images or games are not necessarily required.
H3 : Game tbinking as applied to surveys presentation is engaging and entertaining for some types of respondents but off-putting to others, creating a significant risk of self-selection that may bias survey results.
H4: Given the novelty of incorporating game features into surveys and the current limitations of survey software, the design and programming of gamified surveys adds significant cost in time and money.
Results
The survey was fielded from 28 June until 5 July 2011. ResearcbNow emailed 12,289 initiations to panel members, resulting in 1007 completed interviews for a participation rate of 8%. This participation rate is consistent with similar studies the authors have conducted. Eive years ago participation rates for online panels tended to be in the mid-teens (Miller 2007 ) but have fallen off markedly tbe last few years as tbe volume of survey invitations bas increased. Table 1 sbows the distribution of completed surveys across the four cells of the experiment, the completion rate (i.e. percentage of respondents starting the survey who completed) and tbe average length for each treatment cell. The four presentations differ in few ways, other than the striking proportion of respondents in tbe Gamified cell who failed to complete the entire survey. A significant number of those respondents abandoned the survey either while the game was loading -a process that could take up to two minutes on low-bandwidth connections -or during the introduction to the game. If we eliminated these pre-survey terminations and recalculated the completion rate to include only those who made it through tbe game introduction and began answering tbe survey questions, the revised completion rate is 72%, still significantly different from tbe 93% and 94% achieved in the other cells.
Given this apparently high rate of self-selection in the Gamified cell, we were concerned about potential demographic bias. Table 1 also shows the make-up of the four presentation cells by gender, age, education and income. While there are some significant differences among cells (for Table 1 example, the low percentage of college graduates in the Decoratively Visual cell or the lower income respondents in the Functionally Visual cell), we found no evidence of a systematic demographic bias across cells. Table  1 also shows self-reports of the frequency of playing games of any kind, not just online or computer games. With the exception of a significantly lower representation of frequent game players again in the Decoratively Visual cell, the distributions of regular game-playing are similar. Finally, the table shows the average hours per week spent online. Of note here is the significantly higher report for the Functionally Visual cell. Respondents in this cell used a slider bar to answer, whereas the presentation in the other three cells required respondents to type a number into an input box. Thus, it may be that the difference in this item is a function of the answering device rather than a bias towards heavier internet users. Other research in this area has relied heavily on debrief questions at the end of the survey that ask respondents about their satisfaction with the survey experience, often in comparison to other surveys they have taken. We asked five such questions, all on 7-point scales in which only the endpoints were labelled. The mean responses for those questions are shown in Table 2 . After reviewing the results we concluded that, in general and despite one or two exceptions, respondents in the Functionally Visual and Gamified cells were more satisfied with their experience than those in the other two cells. Table 2 also shows the average of respondent reports of how long they thought the survey took. While respondents in the Gamified cell thought the survey took significantly longer to complete than those in the other cells, the assessment does not appear to have had a negative impact on how they evaluated the survey-taking experience.
However, satisfaction with the survey experience does not necessarily translate to engagement. To measure engagement (or lack thereof) we implemented both direct and indirect widely used techniques to identify unengaged respondents. The direct measures were placed towards the end of the survey, and prior to the demographic and debrief questions. The first was placed in an eight-question grid containing two contradictory questions. Respondents were asked how likely they were to 'Improve your home's insulation' and how likely they were to 'Remove or downgrade your home's insulation so that more heat escapes.' Questions were randomised within the grid. Any respondent who gave contradictory answers to the questions was deemed to have failed the trap. The second trap question was in a five-question grid and instructed the respondent, 'For quality assurance purposes please select Strongly Agree.' Any respondent who did not select the correct response as per the instructions was deemed to have failed the trap.
Results from these two traps are shown at the bottom of Table 2 . While there were minor differences among the four treatment cells, none of them reached statistical significance for either of the two traps. The overall rates of failure on the inconsistent response trap (20%) and the 'Select Strongly Agree' items (12%) are in line with those reported by Miller (2007) in his study of data quality across 20 different US panels. He found an average failure of 18% for inconsistent responses and 15% for a trap similar to our 'Select Strongly Agree' instruction.
As an indirect measure of satisficing, we also examined the six grid questions for evidence of straightlining. We calculated standard deviations on a case-by-case basis across all items within each of the six grids in the questionnaire. A standard deviation of 0 for a grid was used as an indicator of straightlining. Results across all respondents and all six grids are shown at the bottom of Table 2 . The only significant difference we found was in Q14, a set of 11 questions using a 0 to 10 scale for the respondent to rate the performance of the company providing his or her electric service. In this one instance the results for the Decoratively Visual cell were significantly higher than those for the Functionally Visual cellthat is, more straightlining in the former than in the latter. There were no significant differences in the other five grids.
In the last stage of our analysis we looked for significant differences in response distributions across the full range of questions in the main body of the questionnaires. Twenty-four of the 66 items in the questionnaire used 0 to 10 scales. Most were in grids but a few were presented as single questions on a page. We used an Anova procedure to look for significant differences in mean scores across the four experimental cells and found only one item significant at the .05 level, a finding consistent with chance. The remaining items were all categorical variables with response options varying from two (e.g. yes/no) to six in the case of some fully labelled scales. We cross-tabulated these 42 items by presentation cell and used chi-square to find significant differences. Ten of the 42 showed significant differences in distributions within presentation cells, seven of which were due to differences in the Functionally Visual cell.B ecause we anticipated widespread differences in response patterns we included two questions that we might use to validate responses in the experiment against an outside source, in this case a CNN poll. To our surprise, there were no meaningful differences across treatment cells for these questions and so little point to the validation exercise.
' To conserve space we chose not to include the very large table that would he required to show results across all 66 items. However, we will make these data available upon request. Einally, we reviewed tbe level of effort to design and implement the four cells. As one would expect, all cells other than Text Only involved some incremental labour and also lead to additional costs such as purchase of stock images. Tbe Decoratively Visual presentation entailed about 10% to 15% more time as compared to tbe Text Only baseline, in order to identify and program subject-appropriate images. The Eunctionally Visual presentation entailed about 50% more time, in order to think through the different question format options, choose tbe best option and program. The Gamified presentation consumed more than twice as many hours (as well as significant subcontracted resources to create original artwork) to conceive and design tbe game structure, narrative and artwork, and to program and iteratively test.
Discussion
We designed this experiment to test four hypotheses. The first states that simple visual enhancements (such as those applied in tbe Decoratively Visual presentation) are insufficient to increase respondent satisfaction, reduce satisficing or lead to better-quality data. Our analysis sbows this to be tbe case and so tbis bypotbesis is accepted.
The second bypothesis states that tbe addition of more functionally visual elements sucb as slider bars and drag-and-drop answer mechanisms not only create a more positive experience for respondents but also lead to more engagement, less satisficing, and improvements in data quality. Our analysis found little evidence to support tbis hypothesis. While respondent satisfaction increased on a number of measures, we see no significant improvement in engagement as measured by reduced failures in trap questions or less satisficing. We found less straightlining in the Eunctionally Visual cell for just one of tbe six grids. In that grid three of the cells used standard radio buttons where the least amount of effort is to simply click down a single column. The Eunctionally Visual cell used a set of slider bars (Eigure 6) wbere minimal effort does not necessarily result in straigbtline responding. In fact, creating a straightline pattern takes considerable effort.
We also found little evidence to support a claim of improved data quality in either tbe Eunctionally Visual or Gamified cells. Overall we found few significant differences in response patterns across tbe four presentations; where tbere were differences they were almost always in tbe Eunctionally Visual cell, whose basic response mechanisms differed consistently from tbe otber presentations. Eor example, wben asked about time spent on Most of the other questions where the Functionally Visual presentation resulted in statistically significant differences from other cells were concentrated in a single set of questions. We asked respondents to indicate how much effort they thought four industries or individuals were making to reduce greenhouse gases. Respondents in three of the four cells saw a standard grid with radio buttons (Figure 8 ). Those in the Functionally Visual cell were given a drag-and-drop exercise ( Figure 9) ; this produced significantly different responses than the standard grid for three of the five items. One possible explanation for the difference is that the presentation of the drag-and-drop exercise may have influenced some respondents to interpret the question differently. Rather than evaluate each industry or set of individuals one at a time some may have focused on the answer boxes one at a time and decided which industry or group of individuals belonged in each, ultimately producing a somewhat different distribution.
These results are not surprising as the literature on use of these kinds of answering devices is conflicted. Couper and his colleagues (2006) found no differences in their experiments with sliders. Thomas and his colleagues (2007) found the same for both sliders and drag-and-drop ranking exercises. On the other hand, Reid et al. (2007) and Malinoff (2010) found numerous differences in response patterns when comparing slider bars with standard HTML radio buttons. We expect these different findings may be linked to the way in which these researchers implemented rich media in their respective studies and that additional research will lead to a set of best practices that minimise possible response effects.
The third hypothesis warns about the possible bias that might result from self-selection. This reflects our concern that some respondents might be turned off by the game and abandon the survey, while those more favourably disposed towards games would stick with it, resulting in a sample with a bias towards people to whom our particular game type appealed. The abandonment rate was indeed very high in the Gamification cell, though we hypothesise that was attributable in part to the length of time it took the game to load and to the need for respondents to read an introductory narrative, both factors that were specific to our experiment and that could be adjusted in other designs. As far as we can tell, however, there was little or no bias in the demographics of those who completed, their game-playing behaviour, or in their responses to the surveys questions. Thus, this hypothesis also is rejected. Our final hypothesis related to the level of effort required to design and launch a Gamified survey. This hypothesis is accepted, though we note that different levels and forms of Visual Presentation and Gamification will entail different levels of incremental effort. All three visually enhanced presentations will tend to create a variety of reusable images and programming assets, not to mention researcher experience, across surveys. While it is inconceivable that these presentations, thougbtfuUy executed, would ever be as simple to execute as a Text Only presentation, much of the additional labour consumed in this experiment by tbe Decoratively Visual, Eunctionally Visual and Gamified presentations was due to learning curve and the luxury of experimentation.
Conclusions
The two primary goals of tbis study were (1) to determine whether we could create a more enjoyable survey experience through the use of rich media and game-like features, and (2) whether that in turn would lead to increased engagement, less satisficing and better-quality data. Our analysis suggests that the first goal was achieved but the hoped-for benefits in engagement and data quality did not follow.
Based on the results of this study we conclude that the keys to greater survey engagement lie not in graphical enhancements or greater interactivity in the presentation of survey questions, but rather in dealing more effectively with the fundamental components of respondent burden that survey methodologists have long recognised: survey length, topic salience, cognitive burden (i.e. poorly written or hard to answer questions) and frequency of survey requests.
Nevertheless, creating a more enjoyable survey experience is still a worthwhile goal even if it does not lead to all the benefits sometimes claimed. Moreover, an accumulation of enjoyable (or at least tolerable) surveys could yield significant benefits to individual research or panel companies and to the market research industry as a whole. There seems to be little doubt that surveys will become more graphical, more 'functionally visual' as we have described it, if for no other reason than that researchers and web survey platforms will increasingly take their design cues from outside their own industry. The challenge is in learning to do visual surveys well, and in ways that are easily and unambiguously understood by respondents.
For example, a Functionally Visual web survey design philosophy that eschews mere decoration while avoiding complex game thinking would seem to offer a perfect blend of updated, respondent-friendly design with straightforward, budget-friendly research requirements. In various ways, however, this experiment demonstrates that even this approach can have profound effects on individual response distributions, and requires a wholesale replacement of best practices around question design that have evolved over decades for Text Only surveys.
Similarly, the Gamified approach opens up an even greater multiplicity of interpretations and undetectable sources of bias or error. In any domain -surveys included -'games' represents an extremely broad category, with different types of games appealing to different types of people. While this experiment demonstrated no meaningful response bias as a result of our choice of a 'fantasy role play' format, it stands to reason that other approaches to Gamification might not be so lucky. Some people like Monopoly, others like World of Warcraft, and some people would really just prefer to quietly read a book in the corner.
Along with other recent explorations of Visual and Gamified survey designs, our experiment underscores the need for a more concerted research agenda focused on defining a pragmatic set of best practices for the visual enhancement of onhne survey questionnaires. These practices should be theory based and empirically verified, and will provide the industry with a much clearer understanding of what works, what doesn't and under what circumstances. We need to move from evangelism to more rigorous and systematic evaluation.
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