ABSTRACT In this paper, we present a machine learning classifier which is used for pedestrian detection based on XGBoost. Our approach, the Genetic Algorithm is introduced to optimize the parameter tuning process during training an XGBoost model. In order to improve the classification accuracy, HOG and LBP features are used to describe pedestrians in a way of tandem fusion, then input into GA-XGBoost classifier proposed in this paper to form a new static image pedestrian detection algorithm. The pedestrian feature extraction and machine learning are decoupled by storing the extracted pedestrian feature as feature files in the experiment, so that training can be exacuted many times and algorithms can be camparied conveniently. Experimental show that our pedestrian detection algorithm has improved the accuracy of pedestrian detection in the static image. The Area Under the ROC Curve (AUC) value reaches 0.9913. 
I. INTRODUCTION
Pedestrian detection is widely used in intelligent monitoring, automotive assisted driving, security and intelligent transportation areas. It has been concerned for several years in many computer vision applications. Specially machine learning become more and more popular for pedestrian detection. In general, it is realized by building pedestrian feature extraction model and building feature classifier.
HOG features [1] are the most commonly used for feature extraction that depicts the local gradient amplitude and direction feature of the image, which was evolved from SIFT [2] and proposed by Dalal et al in 2005 .However, due to the large feature dimension extracted by HOG algorithm, it takes more time for training and detection through classifier. Dollar et al. proposed the integral channel feature (ACF) [3] , HOG and Haar and other features were combined, and the computing speed was accelerated by means of integral graph vector diagram. In this paper, the HOG and LBP proposed in
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literature [4] are adopted as feature sets to deal with the pedestrian detection method with partial occlusion.
Dai et al. [5] proposes a part-based detection model. This module was composed of several subdetectors to constitute a complete classifier. Each subdetector detects different parts of the target. The disadvantage of this module was that it needs to manually mark different parts of the target, which is tedious. With the continuous development of deep learning that has been used for pedestrian detection [6] , [7] . Ouyang and Wang [8] discover the imperfection of the part model, proposed a probabilistic pedestrian detection framework based on deep learning.
Currently, pedestrian detection generally adopts machine learning algorithm for target classification. The common machine learning algorithms are: SVM (support vector machine), neural network, random forest, Adaboost, etc. SVM [9] is a classical classfication algorithm that was first introduced by Vapnik, and regared as the current best algorithm by many scholars. Its principle is linear classifier based on maximum interval, while it does not work well in solving nonlinear problems. Neural network deep learning is also excellent in various fields. The Go ai AlphaGo from Deep Mind [10] is based on a variety of deep neural network technology. Convolution Neural Network (CNN) is used most in the field of image recognition model, a Neural Network by using local receptive field and hier archical characteristics of the depth of the incremental processing method, can automatically extract the image feature which had solved the time-consuming problem in traditional computer visio of artificial extracting features, but need high performance computing equipment to reach the demand of the real scene. LiH et al. proposed a target tracking method based on CNN [11] , in order to use the CNN into the field of image tracking, and improve the tracking precision and speed, they put forward a new structure of CNN. After comparing with other tracking algorithm, this algorithm achieved high accuracy after comparing with other tracking algorithm, but depends on high performance computing devices. Boosting is a machine learning ensemble meta-algorithm for primarily reducing bias, and also variance [12] in supervised learning, and a family of machine learning algorithms that convert weak learners to strong ones. While boosting is not algorithmically constrained, most boosting algorithms consist of iteratively learning weak classifiers with respect to a distribution and adding them to a final strong classifier. Among many boosting algorithms, the Gradient Boosting [13] exhibited excellent and practical performance, which is a machine learning technique for regression and classification problems to produce a prediction model in the form of an ensemble of weak prediction models. It builds the model in a stage-wise fashion like other boosting methods do, and it generalizes them by allowing optimization of an arbitrary differentiable loss function. This functional gradient view of boosting has led to the development of boosting algorithms in many areas of machine learning and statistics beyond regression and classification. The XGBoost mentioned in [14] is development from a GBDT(Gradient Boosting Decision Tree), and was proved to have very good convergence speed and generalization ability. As XGBoost has come to be known, some scholars have proposed scenario-based optimization algorithms. Optimized XGBoost-LMT [15] is used to improve the accuracy and stability of credit evaluation model. Artificial Chemical Reaction Optimization Algorithms (ACROA) is used to solve the problem of slow parameter search in XGBoost. At the same time, a Bayesian optimization algorithm based on Gauss method is proposed to optimize the parameters of XGBoost [16] , and AUC-H measurement and Brier score are used.
Because the basic structure of XGBoost algorithm is decision tree, which can correlate the original independent features, this paper combines HOG and LBP features in series as the feature input of XGBoost to find the association between HOG features and LBP features to improve the classification accuracy in the way of using this ''black box'' learning. Moreover, for dealing with the numerous parameters of XGBoost, the cross-validation is selected to search the parameters that make the model the best. To deal with the complex global searching, we introduce the Genetic algorithm (GA) to improve its parameters search process and the GA-XGBoost algorithm formed, which is used as a classifier for pedestrian detection. In this paper, based on INRIA data set, under the condition of using HOG and HOG-LBP as pedestrian feature input respectively, we compare the performance of GA-XGBoost with that of SVM classifiers which are widely used in pedestrian detection. The experimental results show that the proposed algorithm has higher classification accuracy.
II. KEY TECHNOLOGIES OF PEDESTRIAN DETECTION
When matching recognition or classifier recognition is performed in pattern recognition, the basis for judgment is image features, so feature extraction plays an important role in image matching and classification. The common feature extraction algorithms are mainly divided into the following three categories: 1. Based on color features: such as color histogram, color set, color moment, color aggregation vector, etc; 2. Based on texture features: such as Tamura texture features, autoregressive texture models, Gabor transforms, wavelet transforms, MPEG7 edge histograms, etc; 3. Based on shape features: such as Fourier shape descriptors, invariant moments, wavelet contour descriptors, etc;For the feature extraction algorithm of pedestrians in the image, several classical feature extraction algorithm are chosen to compare as shown in Table 1: Comprehensive analysis, this paper selects HOG+LBP [17] as the feature fusion algorithm to extract features for pedestrians.
A. HOG FEATURE
HOG (Histograms of Gradient), which is used to describe the direction change and shape contour of a local region by calculating the direction density distribution of the gradient or the edge, and forms the gradient histogram of each region by sliding window operation. The processing flow is shown in Fig. 1 . The steps are as follows: Step1: In order to reduce the influence light changes, we are using (1) Gamma correction method to normalization color space of the input image. Since the color information is not importance in this paper, so convert a RGB image to grayscale image reducing the memory in calculating. T to calculate the gradient component of each pixel in the horizontal and vertical directions. The size and direction of the pixel (x,y) are computed from (2) and (3), in which G x (x, y) and G y (x, y) are respectively represent the horizontal gradient and the vertical gradient at the pixel point (x, y) in the input image.
Step3: As shown in Fig. 2 , the image is divided into several small regions, which can generally be set to 9, and the gradient direction in the small region is quantized, so that each region finally obtains a 9-dimensional feature vector. Then, place a block in multiple region, generally each region having 8 × 8 pixels, and each block having16 × 16 pixels, so we can get 36-dimensional features in each block.
Setp4: Using this block as a sliding window to scan the whole image. For 128 × 64 resolution images, it needs to slide 7 blocks in the horizontal direction, 15 blocks in the vertical direction, and finally combine the feature vectors in all blocks. Then we get 3780 dimensions Of Histogram of Oriented Gradients, and combined into final feature vectors for classification.
B. LBP FEATURES
LBP (Local Binary Patterns), which is an algorithm for extracting local image texture features with rotation invariance and gray invariance, and widely used for extracting image texture features. LBP processing steps are as follows.
Step1: The first step is dividing the sliding window into 16×16 blocks;
Step2: Comparing all edge points with their central points in each 9-pixel region. If the surrounding gray value is greater than the central gray value, then the pixel point is assigned a value of 1; otherwise, it is assigned a value of 0. Finally, the edge point in the 9-pixel region will generate a binary string, which is the LBP feature value.
Step3: The LBP feature histogram in each block is computed and normalized to ensure that it will not affect the overall situation;
Step4: The histogram in each block is connected in series as the histogram of the whole image, which is the LBP feature vector of the whole picture.
The LBP features extracted by the above steps correspond to each pixel. After extracting the features of the whole image, the LBP features can still form an image
XGBoost [14] (Extreme Gradient Boosting) algorithm is a boosting algorithm for classifying regression tree models [18] which is coming from the gradient lifting decision tree. XGBoost is used for pedestrian detection classifiers in this paper. a general flow of the Boosting algorithm based on the classification regression tree is shown in Fig. 3 . First, we need to learn a tree from the sample to obtain the first estimation result Y1, and the second tree is learned with Y based on the difference between the real label and the predictive label in the previous step. By analogy, the algorithm error can be effectively reduced.
Formulas (4) to (8) give the calculation flow of gradient boosting training. The following formulas is to calculate the target of the n-th tree model. The first behavior is the model defines a regularization term, which can reduce overfitting to improve the generalization ability of the model. The second behavior is the first three terms from Taylor's formula, which contains constant terms, first and second derivatives. And the first three terms represent the original very well and not complexity. From the formulates we can see that one of the advantages of XGBoost is that it's accurate to the second derivative.
Among them, the objective function of each round is calculated by formula (4), and an f t is chosen to minimize our objective function, that is, the error between the predicted result and the actual result is reduced after adding f t . Where l is the error function and is a regularization term, the error function tries to fit the training data as much as possible, and the regularization term encourages a simpler model. When the model is simple, the randomness of the results of the finite data fitting is relatively small, which is not easy to overfitting, which makes the prediction of the final model more stable.
When the error function l is not a square error, the first three terms of Taylor expansion are used to approximate the original objective function as the formula (5).
where g i is the first derivative of the error function and h i is the second derivative of the error function.
Then, by removing the constant term, namely, the difference between the real value and the predicted value of the previous round. The objective function only depends on the first and second derivatives of the error function of each data point.
Based on the realization of XGBoost, the algorithm first ranks the eigenvalues, because the tree model needs to determine the best segmentation points, and then stores them in a number of blocks. This structure is reused in later iterations, which has greatly reduced the computational complexity. In addition, the information gain of each feature needs to be calculated in the process of node splitting, so the calculation of information gain can be parallelized by using this data structure.
D. GENETIC ALGORITHM
GA (Genetic Algorithm) is a random adaptive global search algorithm. As shown in Fig. 4 , it includes the process of group selection, crossover, mutation and elimination. In the GA, the main body running through the whole algorithm is ''chromosome'', which is equivalent to the individuals in the population, such a sample or a combination of values, in which each coding unit is called ''gene''.
The GA distinguishes the merits of each chromosome or sample by comparing the fitness function values. and the larger the value, the better the algorithm. The fitness value of each chromosome is determined by an evaluation function. There are three kinds of operators in general Genetic Algorithm: selection operator, crossover operator and mutation operator. The selection operator is to select the chromosomes in the population according to some logic or rules to get a population that can be crossed. The crossover operator is used to determine the gene rules of two crossing chromosomes, and then the operator determines the gene sequence of the offspring chromosomes after crossing between two chromosomes. The mutation operator is to make some chromosome gene change directly under certain probability and pass it directly into the next generation population. This method can generate new individuals and make available for global optimization of algorithm. The process of the Genetic Algorithm is shown in Fig. 5 . Firstly, the population is initialized. In this stage, chromosomes need to be encoded, and the population is initialized with random numbers. Secondly, the individuals are calculated and selected according to the evaluation of fitness value. Then the individuals with the highest fitness can be retained to keep the population from degenerating.
In the selection phase, the probability-based operators are shown in Fig. 6 . Firstly, we need to calculate the fitness value of each individual, and divide the probability according to the fitness value. Secondly, select the crossable chromosome randomly. Due to the randomness, the individuals with poor fitness are also retained in the selection process, which provided the possibility for the population evolution
In the crossover phase, a random threshold needs to be set to determine whether each individual should be crossover, which determines the number of iterations of the algorithm. The wider the threshold is, the greater the chance of crossover and the fewer iterations. For the individuals that can be crossed, the cross-genes are determined according to the constraints of the problem and random numbers, as shown in Fig. 7 . the general case is to exchange the two selected genes.
According to the probability the transformed gene position is selected by the mutation operator, and then changes the gene as shown in Fig. 8 . Its probability determines the degree of dispersion of the population Finally, the termination condition of iteration is used to determine whether genetic evolution is stopped or not
III. IMPROVED XGBoost ALGORITHM BASED ON GA
Although XGBoost has excellent results in all aspects, there are still some problems, one of which is that it has many parameters, and different combinations of parameters get different evaluation scores. If global search is used, it is relatively cumbersome. For genetic algorithm has the unique advantage of solving the optimal solution, and has good results in the field of algorithm parameter search. In view of the problems existing in XGBoost, The Genetic Algorithm proposed is used to optimize the parameter search process of XGBoost in this paper. Booster, General and Task which are the three main parameter sets for XGBoost, the main parts of each parameter sets are listed in Table 2 . In most of case, the Booster is used to define the details of the boosting tree, which the definition of each tree can be precise; The General is used to control the whole algorithm, such as what boosting model to use, and the number of parallel and so on; The Task is aimed at the objective function and the evaluation indicators which are varies depending on the selected objective function.
We don't need to adjust all of the parameters in Table 2 . In this paper, we select three common parameters to be tuning, they are eta, Min_child_weight and max_depth.
1. eta: The shrinkage parameter, which is used to update the leaf node weight, then multiply this factor to avoid excessive step size. The larger the parameter value, the more likely it will not converge. Setting the learning rate eta to a smaller level that can make the learning later more careful.
2. min_child_weight: Minimum sum of instance weight (hessian) needed in a child. For the 0-1 classification when the positive and negative samples are unbalanced, let hessian be around 0.01 and min_child_weight be 1 means that at least 100 samples need to be included in the leaf node. This parameter greatly affects the result, controlling the minimum value of the sum of the second order in the leaf node. The smaller the value of the parameter, the easier it is to overfitting.
3. max_depth: The maximum depth of each tree, the deeper the tree height, the easier it is to overfit. Because the eta makes the model more robust by shrinking the weights on each step and improve the robustness of the model, and the mid_child_weight defines the minimum sum of weights of all observations required in a child, which is used to avoid overfitting. Meanwhile, the max depth is used to control over-fitting as higher depth will allow model to learn relations very specific to a particular sample. while these three parameters are selected to be optimized by the Genetic Algorithm, several other important parameters are set as boosting model trees. In the other hand, the logistic regression is selected to be objective function, which is suitable for pedestrian classification processing in the improved GA-XGBoost algorithm is shown in Fig. 9 The basic idea of the improvement is, the parameters which are often modified in XGBoost are regarded as the individual population of Genetic Algorithm, and the XGBoost final training score is used as the fitness function to search out the optimal parameter by selecting, crossing and mutating processes. The steps are as follows of selection, crossover and mutation, so as to improve the performance of the classifier. The steps are as follows:
Step1: Generating a set of default parameters according to the XGBoost algorithm. Then initialize the individual of population.
Step2: The fitness function is got from the output score of the XGBoost algorithm. the evaluation scores can be obtained in this step, such as precision, recall or AUC score.
Step3: Population evolution is performed according to selection operator, crossover operator and mutation operator. the next generation population can be obtained. Step4: The fitness function is recalculated to determine whether it meets the cyclic termination condition. Because it is difficult to set the upper bound of fitness function, the iteration times are used to terminate the algorithm cycle.
IV. PEDESTRIAN DETECTION BASED ON FUSION FEATURE AND GA-XGBoost

A. HOG-LBP FEATURE SERIES FUSION
In this paper, HOG and LBP features are used to fuse in series. As shown in Fig. 10 , HOG features are good at describing gradients, while LBP features are good at describing texture changes. The classification accuracy can be improved by inputting complementary features into the classifier.
In machine learning stage, feature sets are formed by feature extraction and fusion of HOG and LBP, and used as the input of XGBoost algorithm. During processing, a small number of samples are selected to optimize the parameters through Genetic Algorithm iteration. Finally, using this optimal parameter combination, the whole training set features are input into GA-XGBoost algorithm to obtain pedestrian detection classifier.
B. SLIDING WINDOW DETECTION WITH NMS
In a static image, pedestrians may be distributed in various areas and need to be located after classification. In this paper, pedestrian candidate regions are extracted from the image by using sliding window location method. Firstly, the original image is transformed into multi-scale images. Then, the sliding window is recognized by GA-XGBoost pedestrian classifier, and the coordinates and probability of the window are recorded. The recorded window is mapped to the original image with the same probability. As shown in Fig. 11 , at this time we get many windows near the pre-determined pedestrian. In this paper, non-maximum suppression method is used to eliminate redundancy.
Firstly, according to the coordinates extracted by the sliding window classifier and the corresponding probability, the window with the largest probability value is put into the queue, and the remaining windows are compared with the current maximum probability value window. If the overlap area of the current maximum probability box is larger than the threshold, the window is removed and iterated until the end of the iteration. 
V. EXPERIMENTAL RESULT AND ANALYSIS
A. DATASETS AND FEATURE FILES
In this paper, INRIA pedestrian dataset is used to extract pedestrians from each image according to the boundary of positive samples, and the negative samples are randomly extracted according to similar proportions. After extraction, the original positive samples 2416 are obtained. And then expanding the sample size to 4832 by mirror. In order to ensure the sample equilibrium, the negative sample is randomly selected, so the total sample size is about 10000. Because different algorithms need to be trained and compared in machine learning stage, features are stored as LIBSVM format feature files, and uses feature files to decouple feature extraction stage from machine learning stage, As shown in Table 3 , each row of data is a sample, each column is a feature except the first column, before the colon is the feature mark, after the colon is the feature value, and the first column is the sample label, i.e. the positive sample or the negative sample.
B. EXPERIMENTAL RESULTS AND ANALYSIS
In order to validate the pedestrian detection algorithm proposed in this paper, for the same set of test data sets, SVM classifier with outstanding classification effect is selected to combine with HOG and HOG-BLP feature extraction algorithm respectively, and GA-XGBoost classifier with HOG and HOG-BLP feature extraction algorithm respectively. The experimental results are shown in Tables 4 to 7 . Keeping the datasets and features unchanged, the GA-XGBoost algorithm proposed in this paper is used as a classifier for training and testing. Firstly, the parameters of XGBoost algorithm are optimized by GA algorithm, and then combined with HOG and HOG-BLP features algorithms respectively for training and testing.
In the individual initialization stage, the Genetic Algorithm is randomly assigned, and the combination of default parameters of XGBoost is taken as an individual in the initialization population. by Genetic Algorithm iteration, an optimal set of parameters (0.376, 5, 41) is obtained. The process parameters in the parameter optimization stage are shown in Table 8 .
The results of machine learning training and test using the fusion features of HOG and HOG-LBP as input are shown in Tables 9 to 12 . The results show that under the same GA-XGBoost classifier, the effect of HOG-LBP fusion features is still better than that of HOG single feature. Fig. 12-Fig. 14 shows the comparison from the precision, recall, and F1 scores of several algorithm combinations on the training set. Fig. 16-Fig. 18 shows the comparison from the same characteristics of several algorithm combinations on the test set. The results show that the HOG-LBP features VOLUME 7, 2019 FIGURE 12. Performance comparion from precision between defferen algorithm on the training set(left) and test set(right). can improve the score of the classifier on various indicators. On the training set and test set, the average accuracy, recall rate and F1 score of the positive and negative samples are 0.97 for the proposed algorithm, respectively.
In order to verify the generalization ability of the GA-XGBoost algorithm proposed in this paper, the MOT_2DMOT2015 data set was added for testing. We random select 338 samples on this data set. The experimental results are shown in Table 13 . The testdate accuracy is 0.97 and the testdate reall is 0.99. It indicates that the proposed algorithm on this paper still has strong generalization ability in various data sets. In order to verify the influence of sample distribution on the performance of the algorithm, the area under the ROC curve is used to measure the performance of the algorithm. Fig. 15 shows the HOG feature and the HOG-LBP fusion feature corresponding to the ROC curve when SVM and GA-XGBoost are used as classifiers respectively. Table 14 shows the results of ACU score comparison. From the ROC curve, the green curve corresponds to the pedestrian detection algorithm proposed in this paper, and can enclose other curves, which shows that the algorithm performs better. Its AUC score can reach 0.9913, which is obviously higher than other algorithms. It has good stability and generalization ability.
VI. CONLUSION AND FUTURE WORKS
In order to improve the accuracy of pedestrian detection algorithm, Genetic Algorithm is used to improve the parameter optimization process of XGBoost algorithm to forms the called GA-XGBoost as pedestrian detection classifier. Meanwhile, the HOG-LBP fusion features as pedestrian features are used to input into GA-XGBoost algorithm for training and testing pedestrian classifier. Experimental results show that this method can improve the performance of the algorithm. Especially for ACU values. However, in real scenes, it is still a challenge to accurately detect and track every pedestrian on the road because of the complexity and variety of pedestrians on the road. Therefore, the next research includes the following parts:
(1) Although HOG and LBP feature fusion methods are used to complement each other by their respective advantages, sliding window is used to extract features to slow down the processing speed in this paper. Therefore, further research is needed to improve the speed of feature extraction without losing accuracy, such as using ensemble learning method.
(2) Find new methods to improve the score of classifier and reduce the rate of missed detection.
(3) Although the XGBoost parameter search method based on Genetic Algorithm proposed in this paper effectively simplifies the parameter search process. It is easy to fall into the local minimum in the Genetic Algorithm. The next work will focus on this problem.
(4) For mobile vehicles, the camera picture is dynamic in the form of video, so a mature pedestrian detection system should not only include pedestrian detection, but also further track the pedestrians after detection. The Template Matching algorithm [19] , when each frame comes, looks for the most similar to this target in the whole image, relying on the parameter method as the evaluation criterion parameter. The main process of the algorithm is to slide the frame in the input source image to find the similarity between each position and the template image, meanwhile the result is saved in the result matrix. And the brightness of each point of the matrix represents the degree of matching with the template. Then the maximum value in the matrix R can be located by the function minMaxLoc (the minimum value can be also determined by this function). Moreover, this algorithm has low quality requirements for infrared images, so it's suitable for target tracking under conditions of low signal-to-noise and complex background.
For infrared video [19] , [20] images have the characteristics of high resolution and concealment, and have more accurate recognition camouflage ability than conventional visible light, which can not only effectively reduce noise, etc., especially in target tracking under complex environmental.
So infrared and visible light video fusion methods can used to enhance the detection effect that make the results of pedestrian movements at night more reliable and effective, and the information of pedestrians and their environment is clearer and more intuitive. Firstly, the infrared video is filtered by the spatio-temporal filtering technique and the target thermal imaging feature. Then, according to the brightness information in the infrared video, the regional seed growth algorithm is used to segment the moving target, and then the target is filtered according to the shape and color information of the region. finally, Finally, the infrared and visible light video are combined to enhance the detection results. so that the information provided in the video is more abundant. NAIXUE XIONG received the Ph.D. degree in sensor system engineering from Wuhan University, and the Ph.D. degree in dependable sensor networks from the Japan Advanced Institute of Science and Technology. Before he attended Northeastern State University, he was with Georgia State University, the Wentworth Technology Institution, and Colorado Technical University (full professor about five years) about ten years. He is currently with the School of Computer and Science, Tianjin University, China. His research interests include cloud computing, security and dependability, parallel and distributed computing, sensor networks, and optimization theory. VOLUME 7, 2019 
