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ABSTRACT 
 
 
 
M. E. O’Keefe. Unmanned Aerial Systems for Estimating Canopy Structure and Assessing 
Vegetation Health in Willow Crops, 93 pages, 6 tables, 24 figures, 2018. APA style guide used. 
 
 
 
Off-the-shelf, low cost small Unmanned Aerial Systems (sUASs) have been 
increasingly applied for conservation and management of natural resources. Using 
sUASs to monitor vegetation health and estimate canopy structure in willow crops 
could provide an avenue for rapid, quality data collection, similar to applications in 
precision agriculture. Multispectral imagery was collected at two altitudes over three 
willow sites in Upstate New York in October 2017. Individual bands were calibrated 
to account for minor variations in weather conditions during acquisition, stitched into 
orthomosaics and then used to calculate Normalized Difference Vegetation Index 
(NDVI). Field measurements including canopy depth, Leaf Area Index (LAI), and 
location were collected in summer 2017. Significant positive, linear relationships 
between mean NDVI and field LAI measurements were obtained at East Ava and 
Solvay with r=0.610 (p>.001) and r=0.432 (p=.004), respectively. An analysis 
determining differences in computed NDVI values using calibrated and uncalibrated 
imagery was also performed. 
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CHAPTER 1: INTRODUCTION 
 
OVERVIEW 
 
The use of small Unmanned Aerial Systems (sUAS) in conservation has expanded in 
recent years, allowing land managers to collect remote sensing data quickly and at high spatial 
resolution (Herwitz et al., 2004; Xiang & Tian, 2011). UAS have been applied specifically for 
vegetation health monitoring for some time, beginning with precision agriculture. The appeal of 
this technology lies in the quality data that can be obtained for minimal cost compared to 
traditional methods of remote sensing (Herwitz et al., 2004; Senthilnath et al., 2017)  
Normalized difference vegetation index (NDVI) has proven to be a reliable measurement 
to assess vegetation health (Ghazal et al., 2015; Sruthi & Aslam, 2015; Lehmann et al. 2015). 
This index can be used to estimate leaf area index (LAI) over a survey area. LAI is indicative of 
the canopy closure, layering, and extent of the canopy, which can also be correlated to vegetation 
health and yield. Padillaa et al. (2012) tested various indices including enhanced vegetation 
index, soil adjusted vegetation index, and NDVI to estimate LAI and wheat yields in southern 
Spain. They found NDVI to be the best predictor of LAI (R²=0.91), which was used as input data 
in the GRAMI model for estimation of wheat growth and yield. Vicente-Serrano (2007) also 
found NDVI-derived LAI estimates to be important in assessing the impact of drought on natural 
vegetation and agricultural crops in the Mediterranean.  
SUNY College of Environmental Science and Forestry (SUNY-ESF) has been associated 
with research on willow biomass crops since the mid-1980’s, specifically involving shrub willow 
(Heavey and Volk, 2015; Volk et al., 2016). The College actively conducts research in 
association with industry partners, Honeywell and Celtic Energy. The USDA Biomass Crop 
Assistance Program has also increased funding opportunities for private landowners for the 
establishment of willow biomass crops throughout New York State. Research areas are located 
on lands owned by these individuals and private companies, as well as College-owned properties 
(Volk et al., 2016). As the acreage of willow biomass crops increases, there is a need to develop 
methods that will quickly and accurately identify and assess vegetation health to improve crop 
management and optimize production and yield. 
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HISTORY, BACKGROUND, AND LIMITATIONS OF UASs 
 
Early unmanned aircrafts, often consisting of balloons and biplanes, were usually 
employed for military and defense applications (Darack, 2011). Most notable are the use of 
helium “Fu-Go” balloons by Japan to cause destruction and casualties on the west coast of the 
United States in World War II, and the V1 “Buzz Bombs” used by Hitler’s Germany that caused 
mass casualties in the War throughout western Europe (Darack, 2011). As with other 
technologies initially developed for military use, non-military applications of unmanned aircraft 
were eventually instituted. Examples of modern, civilian applications of unmanned aircraft 
include storm monitoring, search and rescue operations, crop monitoring, resource monitoring, 
mineral exploration, and aerial mapping.  
The Federal Aviation Administration (FAA) in the United States has defined small 
unmanned aircraft systems (sUAS) as an aerial vehicle under 25 kg, including payload, with the 
operator on the ground and not onboard (FAA, 2017). The FAA has established new rules for 
civilians seeking to pilot small UASs for commercial (i.e., non-hobby) purposes, known as Title 
14 CFR Part 107. To fly under the FAA's sUAS Rule, an operator must obtain a Remote Pilot 
Certificate, register their sUAS as a "non-modeler", and follow all Part 107 rules (FAA, 2017). 
This enables safe operation in regulated airspace and lays the groundwork for how an sUAS 
should be operated. For example, an sUAS can only be flown up to 400’ (122 m) above ground 
level unless flying above a structure of any kind; the airspace in which an sUAS can fly is then 
moved to 400’ (122 m) above the height of the structure (FAA, 2017). A visual line of sight must 
be maintained at all times when an sUAS is in use, or a visual observer may be used in another 
location to ensure line of sight (FAA, 2016).  
Two primary models of sUAS are available: quadcopter and fixed wing. sUAS typically 
have a GPS unit on board and can be enabled to connect with flight planning software, via an on-
board computer. Inertial measurement units (IMUs) are part of the on-board computer system, 
and can collect information regarding flight altitude, barometric pressure, acceleration, and 
information regarding other parameters set by the flight pilot. Small unmanned aerial systems are 
primarily limited by battery life and payload capacity. Battery life is impacted by the payload, or 
the weight, carried by the sUAS, and is critically important to organizing and planning missions. 
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This is also impacted by weather conditions on the day of the mission (temperature, humidity, 
etc.).  
UAS for collection of aerial imagery tends to be much more cost-effective than 
traditional methods of remote sensing (plane and satellite), especially when considering the high 
spatial temporal resolution that can be defined by the sUAS pilot and can be made specific to 
survey areas for research or industry use (Nijland et al., 2014; Xiang & Tian, 2011). This 
advantage alone provides more access to this technology for a variety of new applications. The 
temporal resolution of UAS-derived imagery increases dramatically when compared to 
traditional airborne methods; UASs can be flown any time, so long as the flight is planned 
outside of regulated airspace and weather is permitting (cloud cover generally becomes a non-
issue due to the low flight altitude; night flying is permitted with proper equipment). Because of 
this, sUAS technologies have been increasingly applied to new applications, including for 
vegetation health assessment with the use of multispectral sensors in precision agriculture. 
 
REMOTE SENSING AND VEGETATION INDICES 
 
 Like unmanned aerial systems, remote sensing technology also developed for military 
applications, most notably radar in World War II.  Development of new sensors mounted to 
airborne systems has since increased dramatically and include both passive (use of solar 
radiation to collect information on reflectance) and active (energy-producing sensors collecting 
reflectance from the energy produced) models. Spatial, spectral, temporal, and radiometric 
resolutions have all increased significantly in recent years (Melesse et al., 2007). Typically, there 
are tradeoffs that exist between each type of resolution, for example, a satellite-based sensor with 
very high spatial resolution will generally not have a high temporal resolution compared to a 
satellite-based sensor with lower spatial resolution. Modern advancements have continued to 
improve the resolution for these sensors and lessen the effects of tradeoffs. This is influenced by 
the distance the sensor is from the earth, the revisit time to a specific location, and the ground 
sampling distance collected by the sensor. Spectral (the range of wavelengths collected by a 
sensor) and radiometric resolution (range of brightness or bit levels contained in imagery; 
impacts the level of detail of reflectance values that can be collected) should also be considered 
when choosing the proper sensor for a certain application. 
4 
 
Precision agriculture has developed over recent decades to monitor and gather vegetation 
health information on agricultural crops using remote sensing data (National Research Council, 
1997). This process involves collecting and analyzing imagery and calculating indices that are 
applicable to relevant environmental stressors on the site or to the crop itself. In recent years, 
commercial use of UAS for image capture has increased in this field (Berni et al., 2009; 
Senthilnath et al., 2017; Vega et al., 2015). Quadcopter and fixed-wing UAS are available for 
agricultural applications at much lower costs compared to aerial imagery acquired by plane. The 
use of remote sensing technologies in precision agriculture provides a framework for exploration 
of this technology for assessment of other crops, including short-rotation shrub willow for 
biomass. 
The electromagnetic spectrum represents the energy frequencies that enter the earth’s 
atmosphere. The spectrum ranges from gamma waves (high frequency) to radio waves (low 
frequency) and beyond. As a sensor, the human eye will respond to wavelengths from about 390 
to 700 nm. Just beyond this range is near infrared energy from 750 to 950 nm.  
Vegetation responds most strongly in the near infrared wavelength. This is because of the 
high rate of absorption of visible wavelengths by chlorophyll in the vegetation, and because the 
cell structure of leaves reflects much of near infrared wavelengths. The human eye sees 
vegetation as green because this wavelength of the visible band of the spectrum is reflected from 
the vegetation. Distinct species of vegetation can be identified by comparing the spectral 
signatures in areas of the electromagnetic spectrum where they differ the most; this difference is 
usually most notable in the near infrared. By using this spectral signature, we can theoretically 
assess the health of individual plants, especially in a homogenous setting such as with willow 
biomass, where other species are not present (Weier and Herring, 2000). Spectral signatures of 
plants can be influenced by the growing site conditions (nutrient content, soil water availability, 
etc.), and these conditions should be considered in analyses of signatures. For the purposes of 
this research, spectral signatures were not directly used in discerning healthy versus unhealthy 
vegetation. The level of reflectance found in a calculated index was used to determine this 
difference. 
Various indices can be used to determine differences in reflectance values per pixel of an 
image by performing calculations between multispectral bands. Because vegetation responds 
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most strongly in the near infrared and red wavelengths, there are a variety of indices that have 
been developed to assess vegetation health using these bands of the electromagnetic spectrum. 
 Normalized Difference Vegetation Index (NDVI) is an indicator of vegetation within a 
pixel determined by the level of absorption within the visible wavelengths and the level of 
reflectance within the near infrared (Weier and Herring, 2000). It can be used to describe the 
health and density of vegetation by the level of ‘greenness’ or reflectance from the near infrared 
present within a pixel. This measurement is determined using the following equation: 
𝑁𝐷𝑉𝐼 =
(𝑁𝐼𝑅 − 𝑅𝑒𝑑)
(𝑁𝐼𝑅 + 𝑅𝑒𝑑)
 
where NIR represents the reflectance value in a pixel from a near infrared image, and Red 
represents the corresponding reflectance value of a red band image. 
 This equation produces values between -1 and 1, and represents the density of green, or 
chlorophyll-containing vegetation (Weier and Herring, 2000). For example, if the result is 0, one 
can assume no vegetation exists within the pixel, if it is 1, dense vegetation exists. Additionally, 
if patches of vegetation in a monocrop have a higher rate of absorption of near infrared 
wavelengths than others, these patches can be assumed to be “healthier” than those that absorb 
more visible wavelengths because of the likely presence of dense vegetation in these areas 
(Weier and Herring, 2000). When the NDVI pixel value is negative, the material in the pixel can 
be comprised of barren ground, rock, buildings, or water (Weier and Herring, 2000). This is 
because of the low red band reflectance values typically found for these materials. 
An issue that may arise with the use of aerial imagery to calculate vegetation indices is a 
shadow effect. Shadow effect results from shaded areas appearing “…dark, with a low brightness 
and a high hue” (Zhang et al., 2015). Because images of vegetation portray a three-dimensional 
object onto a two-dimensional surface, shadows are included in an image of a canopy. According 
to Zhang et al. (2015), shadow effects have not typically been included in analysis of aerial 
imagery for vegetation indexes because of the low spatial resolution that has been historically 
associated with traditional image acquisition methods. However, as spatial resolution increases 
with sensor advancements and the use of platforms such as UASs, this issue is something that 
will have to be taken into consideration. Zhang et al. (2015) advocated for the use of a ground-
based imaging spectrometer to obtain high spatial and spectral resolution of features and 
shadows simultaneously (a spatial resolution of 1 mm was obtained). When considering NDVI, 
6 
 
they found that the presence of shadows in the canopy did not significantly affect the accuracy of 
NDVI measurements; they stated, “…the VFC [vegetation fractional coverage] calculated using 
the NDVI can suppress the influence of shadows and still achieve good accuracy” (Zhang et al., 
2015). In this research project, we have chosen to account for shadow effects because of very 
low red band reflectance values in non-vegetated shaded areas of the canopy at our survey 
locations. Zhang et al. (2015) provided detailed information on the effects of shadows from the 
ground level and obtained a pixel size of 1 mm for their imagery. Our UAS-based platform for 
image capture and spatial resolution of our photos (see Table 1) coupled with issues we 
encountered for image calibration influenced this decision. The issues encountered in image 
calibration and differences in reflectance values could have been influenced by the time of day 
that we were flying our missions (see Table 1), the wind direction during the mission and 
associated canopy movement, distribution of the willow canopy, or by the altitude of the UAS. 
 
LEAF AREA INDEX 
 
Kimmins (1997) describes leaf area index (LAI) as the ratio between horizontal leaf 
surface area and horizontal ground surface area (1997). This is typically taken in a meter-squared 
per meter-squared measurement, and thus is a unitless measurement. This value is impacted by 
the orientation, density, and morphology of the leaves and is reflective of the plant’s potential of 
Net Primary Production (NPP) (Kimmins, 1997).   
LAI is a descriptor of the density and spread of vegetation and can inform the 
productivity of a plant through understanding of NPP. NDVI is a measurement of vegetation 
within a pixel and is representative of the percentage of vegetation within a specific pixel and the 
“greenness” of that vegetation; if the vegetation is dense and highly reflective in the near infrared 
band, the NDVI value of the pixel will be higher. NDVI can then be used as an estimate of LAI 
because they are both representative of the density and spread of vegetation within a defined 
area. In a homogenous setting such as an agricultural crop, the level of greenness can be 
considered as a measure of vegetative health. 
NDVI has been used as a means of estimating LAI by Padilla et al. (2012). In their 
research into grain crop yields in southern Spain using Landsat 8 imagery and on-the-ground 
measurements with the GRAMI model, Padilla et al. (2012) found significant, positively 
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correlated results when using NDVI as an estimate of LAI (r²=0.91, RMSE=0.33), which was 
greater than two other vegetation indices that they calculated. Using NDVI values to estimate 
LAI for crop yields in the GRAMI model resulted in a “…practical and appropriate option for 
operationally monitoring crop yields with a reasonable degree of accuracy” (Padilla et al., 2012). 
The GRAMI model used in this study was developed specifically for monitoring grain crop 
yields in precision agriculture. However, their results do show a justification for the application 
of using NDVI as an estimate of LAI in willow crops as they are an agricultural commodity.  
 
SHRUB WILLOW PRODUCTION IN NEW YORK STATE 
 
 SUNY-ESF has been working with public and private partners to research shrub willow 
applications for renewable energy production since the mid-1980’s (Volk et al., 2016). The 
USDA’s Biomass Crop Assistance Program (BCAP) was established to help new bioenergy 
producers obtain funding for initial plantings, to improve domestic energy security, reduce 
greenhouse gases, and to create opportunities for rural development (Heavey and Volk, 2015). 
Much of the funding given to land owners comes from grants through the USDA BCAP program 
and Farm Bill and has resulted in increased plantings of willow crops in New York (Volk et al., 
2016).  
 The Willow Project at SUNY-ESF has established guidelines for planting and 
maintaining short-rotation shrub willow crops in New York. The following information comes 
from a fact sheet series developed by Justin Heavey and Dr. Timothy Volk from the Willow 
Project at SUNY-ESF (Heavey and Volk, 2015, 2016): 
 On the outset of year one, sites are assessed for potential in producing willow biomass. 
Site preparation begins with increasing access and improving drainage. Existing vegetation in the 
fields to be planted are cleared in the beginning of July and a broadcast herbicide is applied in 
late July, preferably. Soil amendments are made as needed after the site has been sufficiently 
cleared. In August, the sites are plowed to reduce effects of hardpan on root development, and 
disking of the fields occurs later in the month to create a homogenous planting bed. If necessary, 
rocks are removed from the soil to prevent damages to the preparation and harvesting equipment. 
In September, the site is again assessed for weeds, and can be planted with a cover crop after the 
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proper measures have been taken to address any weed problems. The cover crop’s purpose is to 
reduce invasion by other plants onto the site, act as a mulch layer, and reduce any soil erosion. 
In year two, the cover crop is terminated in early spring, and the site is planted with live 
willow stem cuttings between mid-April and mid-June in upstate NY. Sections of willow stems 
that are 15-20 cm long (i.e. cuttings) are planted offset in the double rows where an alley is left 
between the double rows (Fig. 1) using a willow planter machine attachment for a tractor. Soon 
after planting, the crop is evaluated to ensure sufficient survival and that no large areas have 
gone unplanted; this is important for the willow to become the dominant vegetation in the 
planted area. The area is further monitored and treated for weeds and pests as needed throughout 
the first growing season. One of the greatest stressors to willow biomass crops is competing 
vegetation in the first year of growth. With proper site preparation and maintenance, the willow 
will become the dominant vegetation cover, and eventually shade-control any other competing 
plants.  
After the first growing season, the willow stools should be coppiced 2-3 inches from the 
ground to encourage sprouting of multiple stems the following spring, thus producing greater 
biomass in the future. The biomass is harvested after 3-4 years of growth using a mechanized 
harvester and the biomass is chipped and sent elsewhere for use. 
 
Figure 1. A willow alley and offset double row. Source: http://digitalcommonsesf.edu/hvstgal/1013/preview.jpg 
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CHAPTER 2: PROBLEM STATEMENT 
 
Vegetation health monitoring for biomass crops poses a challenge due to the cost of 
collecting field inventory data, both in time and funding. The temporal interval between 
inventory cycles can potentially fail to address timely problems as they arise, for example, in a 
droughty summer when the inventory was done in spring. Willow crops are susceptible to 
suppression by weed competition in their first rotation year, as is typical with other commercial 
perennial crops, and the effects can last throughout the growing cycle (Sleight et al., 2016). 
Environmental stressors and interspecies competition can lead to stressed patches of vegetation, 
resulting in a decrease in productivity within some areas of a field. 
Currently, willow crops that ESF has been researching do not have an established 
methodology for field assessment of vegetation heath. Seasonally, field crew members will be 
sent out to check on areas that appear to have issues on an aerial map. Crew members use a GPS 
unit to walk around problem areas, and these tracks are then uploaded into ArcGIS for analysis. 
The problem that arises with this method of assessment is that there is no way to determine the 
health of the vegetation before problems become visible in the state of the vegetation. This 
results in a reduction of productivity, and eventually a loss of potential biomass and revenue. 
Another limitation is the size and height of the crop and the limited view that a person has 
walking through the crop; as a result, it takes a lot of time to survey a field effectively. Using 
multispectral remotely-sensed data has the potential to address this issue by identifying stressed 
patches of vegetation before the full extent of resource or pest issues are realized. 
Although sUAS have been employed for vegetation monitoring of commercial 
agricultural crops, this technology has not been widely applied to monitor vegetation health of 
willow crops. Gaulton et al. (2015) used sUASs to evaluate biomass in willow crops in the UK 
by using NDVI to estimate crop yields, along with measurements of canopy height. The authors 
found that NDVI estimates of biomass were acceptable enough to provide information on spatial 
variations of growth and yield. However, their research did not directly address questions of 
vegetation health and did not use NDVI to estimate LAI. 
As ESF’s shrub willow project continues and the world transitions to more renewable 
energy systems, this method of biomass production will likely expand, especially with incentives 
such as the USDA Biomass Crop Assistance Program (Heavey and Volk, 2015). Developing an 
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effective and efficient means of monitoring and measuring these crops will be critical to 
improving efficiency in recognition of plant stress issues when they occur, which in turn will 
increase crop productivity and yield. Applying sUAS technology to address this monitoring 
activity is one possible solution.  
 
RESEARCH QUESTIONS 
 
The following questions are addressed in this thesis:  
• What are the differences in time, quality and efficiency between NDVI-derived LAI 
and field measurements of LAI data collection?  
• Is there a relationship between sUAS derived NDVI measurements and field-based 
LAI measurements?  
o What is the level of accuracy in estimating LAI from NDVI? 
• Can sUAS derived NDVI measurements identify spatially distinct clusters of stressed 
vegetation within willow biomass crops?  
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CHAPTER 3:  METHODS 
 
STUDY POPULATION 
 
In the summer and fall of 2017, an sUAS was flown at three site locations in New York 
State (Fig. 2) where willow was either planted as an alternative vegetation cap (Solvay, NY) or 
for biomass fuel generation (Cape Vincent and Ava, NY). All sites contained 3-year-old willow 
crops with a moderate to high stress level (Heavey, personal communication). In Upstate New 
York, the growing season for willow typically lasts from April through October (Heavey and 
Volk, 2015). Near Ava, NY, the average rainfall in the summer months is 11.43 cm, and average 
summer temperatures are around 18.3˚C (US Climate Data, 2018a). In Solvay, NY, summer 
precipitation averages 10.16 cm, with a mean temperature of 21.7˚C (US Climate Data, 2018b). 
Near Cape Vincent, NY, summer precipitation 9.53 cm with temperatures of 20.5˚C on average 
(US Climate Data, 2018c). 
 
Figure 2. A Map of study site locations (Cape Vincent, East Ava, Solvay) throughout New York state. 
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 At the Solvay, NY study location, the cultivars of willow planted are known by the ESF 
Willow Program, however, at the East Ava and Cape Vincent sites, the cultivars and their 
arrangement were not recorded for all study site locations (Heavey, personal communication). 
Because of this, we have not included individual cultivar’s spectral responses and differences in 
health in our analysis.  
 
FIELD DATA COLLECTION METHODS & INSTRUMENTS 
 
Survey areas were sampled from late August 2017 through the end of September 2017 
starting with Solvay, then East Ava, then Cape Vincent. A systematic sampling method was used 
to inventory survey locations as willow are planted mechanically in offset double rows (Fig. 1). 
Every 8th row was sampled at Solvay and every 7th row was sampled at East Ava; the number of 
rows sampled was determined by the area (4-5 hectares) 
at each location and the arrangement of the rows to 
ensure a sample of at least 50 plots at each location. The 
area of the site was determined using ArcGIS (ESRI, 
2017), the spacing between the planted double rows was 
measured in the field; the rows were spaced 2.5 m apart 
at each location (Fig. 4). Plots were spaced 30.5 m apart 
along each row sampled; the first plot was measured 
from the center of the stool of the first willow of each 
row, resulting in 50-60 plots at each survey location. 
The plots were spaced along the row until the edge of 
the crop. Each plot covered an area of approximately 7.1 
m². Measurements for average canopy depth, total 
height, leaf area index (with LiCOR 2200C) (LI-COR, 
2014), GPS plot location (mean of 0.5 m and 0.4 m 
horizontal accuracy at East Ava and Solvay, 
respectively) and percent weed cover (visual 
assessment) were collected in the field.  
Figure 3. Field assistant D. Tinklepaugh 
prepares to measure stool height while the 
Trimble GPS is gathering location data. 
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Measurements within plots were set up in an X pattern, where the Trimble GeoXH 3000 
GPS unit (Geospatial Inc., 2018) was placed directly in plot center in the middle of the row on a 
survey pole with an antenna at 3.1 m height (Fig. 3). Willow stools located approximately 1.5 m 
diagonally from plot center were designated as survey stools. A total of 4 stools were measured 
at each plot location. Heights to the top and base of the crown (defined where the lowest canopy-
contributing branch attached to the main stem) were measured for the leader of each stool (Fig. 
4). The leader was determined through visual observation. Leaf Area Index data was gathered 
using a LiCOR 2200 Canopy Analyzer twice at each stool along the direction of the row, for a 
total of 8 measurements at each plot. A 45˚ lens cap was used, and the LAI instrument was held 
approximately 1.3 m above the ground. If a willow stool did not exist in the preferred survey 
location, we offset to the secondary row, remaining within 1.5 meters from plot center, to obtain 
measurements, assuming that the measured LAI would be comparable and changes in growing 
conditions were the same. If the stool in the survey location had died, we measured the total 
height of the dead stool, and of the canopy directly above (if applicable). If no stools were in the 
preferred survey area or within the secondary row, it was labeled NT for No Tree.  
 
Figure 4. Plot layout of the study areas. The center of the plot (light grey circle) represents where the GPS unit on 
survey pole would be placed. The ends of the lines extending outward represent how the willow stools 
(green circles) were selected for measurement, approximately 1.5 meters from plot center.  
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AERIAL IMAGERY COLLECTION AND PROCESSING 
 
The sUAS used in this 
research consisted of a 3DR Solo 
quadcopter (Fig. 5) equipped 
with three MAPIR Inc. cameras 
(MAPIR Camera, 2018a): a near 
infrared, a red band, and a visible 
band (Fig. 6). Each sUAS 
mission was flown at altitudes of 
40 and 60 meters. An image was 
taken of the MAPIR Inc. 
calibration panel before each 
flight to account for variation in 
environmental conditions each 
day (Fig. 7).  
The 3DR Solo quadcopter 
weighs 1.5 kg and can carry a payload 
up to 420 g. The battery life of this 
sUAS while carrying payload is up to 
20 minutes. It operates at a frequency 
of 2.4 ghz and has a range of 
approximately 0.8 km (3D Robotics, 
Inc., 2015). The system comes with an 
onboard inertial measurement unit, 
barometer, and GPS. 
The MAPIR cameras (MAPIR Camera, 2018a) were chosen based on their affordability, 
size, and weight (the cameras at time of purchase cost $400.00 each). Each camera had 
specifications of 16 megapixel with a 3.97 mm focal length, and weighed 64 g (MAPIR Camera, 
2018a).  
 
 
 
Figure 5. A 3DR Solo Quadcopter sUAS and controller, such as the one 
used in this research project. Source: https://www.amazon.com/3DR-
Solo-Aerial-Drone-Black/dp/B0194HAY2S 
Figure 6. A MAPIR Survey 2 RGB Camera such as the one 
used in this research. Source: 
https://www.mapir.camera/collections/survey2 
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Tower App (DroidPlanner Labs, 2016) and Mission Planner (ArduPilot Dev Team 2017) 
were used to plan flights and manage flight data (Fig. 8, 10), while Geosetter (Schmidt, 2016) 
was used to geotag images (Fig. 9, 11). Images were orthomosaiced for each site using 
DroneDeploy (DroneDeploy, 2018). Orthomosaics were calibrated using the MAPIR QGIS 
plugin (MAPIR Camera, 2018b) with an image of the calibration panel The pixel resolution 
reported in Table 1 was derived from the MAPIR Camera Flight Calculator (MAPIR Camera, 
2018c). 
 
Figure 7. A photo taken with the visible band MAPIR camera of the calibration panel. 
Table 1: Summary of UAS missions at the three survey sites. 
Site 
Area 
flown 
(ha) 
Date 
flown 
Time  
of day 
Height 
above 
ground 
(m) 
Duration 
of mission 
(min) 
Number 
of images 
Pixel 
resolution 
(mm) 
East 
Ava 
4.1 10-02-17 12:30-13:15 40 10 127 13.5 
   60 8 105 20.3 
Solvay 5.7 10-04-17 11:20-12:00 40 16 200 13.5 
    60 13 173 20.3 
Cape 
Vincent 
7.6 09-27-17 12:30-13:30 40 24*  313 13.5 
   60 11 99 20.3 
* 2 flights were performed at 40 meters to obtain the imagery for this mission because of the 
larger area and restrictions on in-flight battery power. 
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Figure 8. Flight path at 60 m altitude at the East Ava, NY site, as visualized in Geosetter (Schmidt, 2016).  
 
 
Figure 9. Locations of geotagged photos from the 60 m altitude flight at the East Ava, NY site, visualized in 
Geosetter (Schmidt, 2016). 
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Figure 10. Flight path at 60 m altitude at the Solvay, NY site, visualized in Geosetter (Schmidt, 2016). 
 
 
Figure 11. Geotagged photo locations at the Solvay, NY site, visualized in Geosetter (Schmidt, 2016). 
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DATA ANALYSIS 
 
Analyses were performed only for the 60 m imagery. We were unable to derive usable 
orthomosaics from the 40 m imagery, presumably because of a lack of identifiable features 
between pixels in the software with the lower flying height and 1.3 cm resolution. This is 
discussed further in Chapter 5. Cape Vincent data was omitted from the analysis as well because 
of the extremely high variability in vegetation health observed at the site during the field survey, 
and because the 60 m altitude imagery collected at this study site did not result in a usable 
orthomosaic (Table 1; insufficient coverage with photos obtained from the mission). The Solvay 
and Ava, NY sites were more comparable in terms of the state of the vegetation (vegetation 
health at Cape Vincent was visually highly variable), and usable orthomosaics of the imagery 
were created for these sites. 
To compare the differences in time, quality, and efficiency between the sUAS method 
and field data collection method for assessing vegetation health, both processes were measured 
by (1) recording and estimating the time to collect and process aerial and field data, and (2) 
determining the coverage of each survey area from each method and the effectiveness of using 
NDVI to estimate LAI from aerial imagery. 
The red and near infrared orthomosaic TIFF images were brought into ArcGIS v. 10.5 
(ESRI, 2017) and the Composite Bands tool was used to create a new multiband raster layer after 
band 1 from each dataset was georeferenced using a USGS NAIP TIFF image of the study 
location (0.5 m resolution). 8-10 clearly identifiable points were found through manual photo 
interpretation between the USGS NAIP imagery and the resulting orthomosaics for each site and 
used for georeferencing the bands to each other. NDVI from the composite layer was computed 
using the NDVI tool in the Image Analysis window in ArcMap. To account for the potential 
influence of shadows on NDVI values and subsequent analysis (see justification in Chapter 1), 
three filtered layers of NDVI data set were created; (1) extract values from the original result 
with no adjustment, (2) reset NDVI values within shadow pixels (Red Band values ≤ 15 at East 
Ava, ≤ 9 at Solvay) to Null, and (3) reset NDVI values within shadow pixels to 0 (based on Red 
Band values ≤ 15 at East Ava, ≤ 9 at Solvay). Using the Null filter set values less than or equal to 
15 (East Ava) or 9 (Solvay) to ‘no data.’ The 0 filter, or Con function, was used to set values 
under these thresholds to 0. This was done after a visual assessment in GIS of the red band 
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values within low reflectance pixels of the resulting orthomosaics. The Null and 0 filters were 
chosen based on functions available in the ArcGIS (ESRI, 2017) Raster Calculator, and were 
found to be applicable to this research.  
The Multi-Ring Buffer tool was used to create concentric buffers of 2.5, 3.0, 3.5, 4.0, 4.5, 
and 5.0 m diameter around each field plot point. The size of the buffers was chosen based on the 
diameter of the field plots (approximately 2.25 m) and the number of pixels located within each 
buffer; the number of pixels within each buffer corresponds with the number of NDVI values 
used to obtain a mean for each plot location. Zonal Statistics as Table tool was used to compute 
the mean NDVI within each buffer distance at each point for each shadow filter (no filter, Null, 
and 0). The tables were then joined to the survey point attribute table, and the field LAI data 
from the LiCOR 2200 instrument was added in for each corresponding point (the mean of the 8 
LAI measurements at each plot was calculated and used in the analysis). The attribute table was 
exported as a text file for analysis in Minitab (Minitab Inc., 2018). 
 Regression analysis was used to determine a linear relationship between field LAI and 
mean NDVI within plot buffers for each type of NDVI dataset (no shadow adjustment, shadows 
set to Null, and shadows set to 0) and buffer distance (2.5, 3.0, 3.5, 4.0, 4.5, 5.0 m) using a 2 x 3 
x 6 factorial design (2 study sites, 3 shadow filters, and 6 buffer distances).  
𝐿𝐴𝐼𝑖 =  𝛽0𝑗𝑘 + 𝛽1𝑗𝑘𝑁𝐷𝑉𝐼𝑖𝑗𝑘 + 𝑒𝑖 
where LAIi = field LAI measurement on plot i; NDVIijk = mean NDVI for shadow adjustment k 
within buffer distance j around plot i; j = 2.5, 3.0, 3.5, 4.0, 4.5, and 5.0 m; and k = no shadow 
adjustment, shadows set to Null, and shadows set to 0; and βojk, β1jk are parameter estimates from 
regression analysis. 
The resulting regression equations for the highest positively correlated output were used 
to estimate LAI data for each pixel throughout the survey area (based on Pearson Correlation 
Coefficient). The Focal Statistics tool was used in ArcMap to create layers of mean NDVI across 
the orthomosaic for a determined size, based on the buffer sizes used (2.5 – 5.0 m). The 
regression equation was used in the Raster Calculator, resulting in a raster surface displaying 
estimated LAI values across the study area (Figures 16, 17). The NDVI output was used to 
determine spatially distinct clusters of stressed and healthy vegetation by identifying the bottom 
25% of NDVI values in the output, assuming a standard normal distribution. The symbology was 
changed to depict classes of vegetation health. 
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Orthomosaic calibration was unsuccessful for the red band data at East Ava. This process 
was run with both the QGIS MAPIR plugin (MAPIR Camera, 2018b) and MAPIR’s stand-alone 
program, MAPIR Camera Control (MAPIR Camera, 2018d). Neither of these programs were 
able to calibrate the resulting red band orthomosaic from DroneDeploy at East Ava after multiple 
attempts. Because of this, an additional analysis was completed comparing the calibrated and 
uncalibrated orthomosaics from Solvay. The bands for each calibrated and uncalibrated data set 
for the highest correlated combination at each site (among buffer distance and shadow filter) 
were georeferenced together. The uncalibrated orthomosaic was resampled to the same pixel size 
as the calibrated orthomosaic to ensure and equal number of cells between the data sets during 
the analysis (the uncalibrated orthomosaic had a slightly higher spatial resolution). The 
Aggregate Cells tool was used for the NDVI outputs for the highest correlated shadow and buffer 
distance combination at each site, and the calibrated and uncalibrated orthomosaics were 
processed separately with the tool at factor increments of 50, beginning at 100 cells through 300 
cells (note: the pixel resolution of cells is 2 cm. The Aggregate Cells tool resulted in pixel 
resolutions of 0.5, 0.75, 1.0, 1.25, and 1.50 m. The mean NDVI within the aggregated output was 
calculated for each resampled cell value. Aggregate Cells was used to ensure the cells would 
align correctly as the orthomosaics were georeferenced and resampled together, and because the 
number of pixels in each orthomosaic was incredibly high due to the spatial resolution (0.5 m 
pixel resolution aggregation resulted in over 20,000 cells). The resulting raster datasets for each 
cell factor were converted to a point shapefile, and the attribute table was exported to Minitab 
(Minitab Inc., 2018) for a correlation analysis between calibrated and uncalibrated values. 
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CHAPTER 4: RESULTS 
 
 
UAS AND FIELD DATA COLLECTION TIME AND EFFICIENCY 
 
The differences in time, quality, and efficiency of data collection were compared between 
using the sUAS method to collect information on vegetation health and field data collection. The 
average time to collect and process images ranged from 9.4 (East Ava) to 12.9 (Solvay) minutes 
(Table 2 & 3). Post-processing the imagery comprised 75% of the total completion time using 
the sUAS method for data collection, while the most time-consuming aspect of the process was 
creating the orthomosaic in DroneDeploy (2018), which comprised about 64% of the total time. 
However, there is little to no human input needed during the post-processing stage. 
 
 Table 2: Summary of time (minutes) required to complete creation of NDVI layer when flying at 
60 m altitude. 
Site 
Time (min) 
Collect 
imagery 
Download 
imagery 
Create 
Orthomosaic 
Georeference 
imagery 
NDVI 
analysis Total 
East Ava 8 60 360 90 45 563 
Solvay 13 80 450 110 45 698 
 
Table 3: Summary of time (minutes) required to complete field data collection. 
Site Number of plots Average time per plot  Total 
East Ava 60  10 600 
Solvay 54 8 432 
 
The numbers of plots reported in Table 3 represents the actual number of plots visited. In 
the analyses, plots with LAI readings of 0 were not used because the ability to predict LAI within 
the buffers at these plots from NDVI would have been inaccurate (5/60 plots at East Ava, 2/54 at 
Solvay were removed).  
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WILLOW FIELD DATA 
 
The mean canopy depth and LAI at Solvay were both found to be greater than the mean 
for each metric at East Ava (Table 4, Figures 12, 13). Mean canopy depth at Solvay was found to 
be 0.38 m greater than at East Ava, and mean LAI was 1.4 higher at Solvay. Canopy depth and 
LAI measurements are indicators of overall health because they provide information on spread 
and density of the crown; net primary productivity increases as LAI increases (Kimmins, 1997). 
The larger mean canopy depth and LAI at Solvay indicate that this site may be in better health 
overall than East Ava (see also Figs 19 & 20). Plots without stools (due to mortality or 
disruptions in planting) were omitted from the sample because they are considered outliers in a 
generally homogenous crop area (4/60 plots at East Ava and 0/54 at Solvay). 
 
Table 4: Summary statistics of canopy depth (m) and leaf area index (LAI) (LiCOR 2200 
Canopy Analyzer) measured in the field at each plot.  
Site 
Canopy Depth  LAI 
Min Mean  Max Std.Dev.  Min Mean  Max Std.Dev. 
East Ava 0.40 2.05 4.91 0.69  0.63 3.98 7.24 1.62 
Solvay 0.61 2.43 4.45 0.65  3.71 5.38 6.32 0.73 
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Figure 12. Frequency of measured average canopy depth (m) by plot for East Ava (left) and Solvay (right). 
 
 
 
 
Figure 13. Frequency of measured average LAI by plot for East Ava (left) and Solvay (right). 
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RELATIONSHIP BETWEEN LAI AND NDVI 
 
To determine the effectiveness of using NDVI to estimate LAI, a multi-ring buffer 
analysis was used. Figures 14 and 15 below display plot locations at each site as well as the 
multi-ring buffers that were used for the analysis. 
 
 
Figure 14. A map of plot locations and multi-ring buffers (2.5, 3.0, 3.5, 4.0, 4.5, and 5.0 m) at the East Ava, NY 
survey site. 
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Figure 15. A map of plot locations and multi-ring buffers (2.5, 3.0, 3.5, 4.0, 4.5, and 5.0 m) at the Solvay, NY 
survey site. 
 
Each regression iteration (i.e., separate regression for each level of site, shadow filter, and 
buffer distance for a total of 36 combinations) was found to be statistically significant at α = 0.05 
level (Table 5), indicating that NDVI is significantly correlated with LAI (Figs. 16-18). 
However, the correlation coefficients between the variables are not strong, with the greatest 
linear correlation of r = 0.610 observed at East Ava using the 0 shadow filter at a 5.0 m buffer 
distance (Fig 16). For the purposes of this study, the regression having the highest correlation 
coefficient among shadow filter method and buffer distance combinations at each site was used 
as the strongest predictor of LAI. 
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Table 5. Summary statistics from linear regression analyses relating leaf area index (LAI) and 
mean normalized difference vegetation index (NDVI) - coefficients (β0, β1), Mean 
Squared Error (MSE), correlation coefficient (r), and p – value - for each buffer distance, 
shadow filter, and site. 
Site 
Shadow filter 
method 
Buffer 
Distance 
β0 β1 MSE r p-value 
East Ava None 2.5 -2.08 11.49 2.3744 0.329 0.012 
3.0 -2.37 12.01 2.3453 0.345 0.009 
3.5 -2.30 11.88 2.3514 0.342 0.009 
4.0 -2.53 12.30 2.3308 0.353 0.007 
4.5 -2.67 12.55 2.3307 0.353 0.007 
5.0 -2.52 12.24 2.3420 0.347 0.008 
Convert 
shadows to 
Null 
2.5 -6.02 19.94 1.9715 0.510 <.001 
3.0 -5.94 19.78 1.9694 0.510 <.001 
3.5 -5.85 19.62 1.9762 0.508 <.001 
4.0 -5.97 19.83 1.9600 0.514 <.001 
4.5 -6.29 20.47 1.9415 0.521 <.001 
5.0 -6.16 20.20 1.9505 0.517 <.001 
Convert 
shadows to 
Zero 
2.5 -2.01 12.58 2.2006 0.417 0.001 
3.0 -2.53 13.66 2.1253 0.449 <.001 
3.5 -3.55 15.83 1.9804 0.506 <.001 
4.0 -4.60 17.99 1.8334 0.558 <.001 
4.5 -5.28 19.42 1.7473 0.586 <.001 
5.0 -5.64 20.18 1.6720 0.610 <.001 
Solvay None 2.5 2.82 4.00 0.4667 0.375 0.015 
3.0 2.75 4.12 0.4648 0.379 0.013 
3.5 2.77 4.09 0.4671 0.374 0.015 
4.0 2.80 4.04 0.4695 0.368 0.017 
4.5 2.78 4.07 0.4692 0.368 0.016 
5.0 2.78 4.08 0.4689 0.369 0.016 
Convert 
shadows to 
Null 
2.5 0.35 7.62 1.608 0.351 0.019 
3.0 0.38 7.60 1.614 0.346 0.021 
3.5 0.48 7.44 1.626 0.337 0.025 
4.0 0.47 7.45 1.626 0.337 0.025 
4.5 0.53 7.53 1.634 0.330 0.029 
5.0 0.56 7.32 1.636 0.329 0.029 
Convert 
shadows to 
Zero 
2.5 2.76 4.45 0.4859 0.324 0.036 
3.0 2.32 5.18 0.4697 0.367 0.017 
3.5 2.14 5.49 0.4626 0.385 0.012 
4.0 1.94 5.83 0.4528 0.407 0.007 
4.5 1.85 5.99 0.4493 0.415 0.006 
5.0 1.69 6.26 0.4415 0.432 0.004 
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Figure 16. Correlation coefficient between mean NDVI and LAI by buffer distance for each shadow filter by site. 
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Figure 17. Regression equations used to predict LAI from mean NDVI by buffer size (2.5, 3.0, 3.5, 4.0, 4.5, and 5.0 
m) with the 0 shadow filter used at East Ava. 
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Figure 18. Regression equations used to predict LAI from mean NDVI by buffer size (2.5, 3.0, 3.5, 4.0, 4.5, 5.0 m) 
with the 0 shadow filter used at Solvay.  
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 At East Ava, the 0 shadow filter at a 5.0 m buffer distance was shown to be the highest 
value positively correlated to predicting LAI (r = 0.610, p = <.001) (Table 5, Fig. 16 & 17). At 
the Solvay site, the 0 shadow filter at a buffer distance of 5.0 m was the most positively 
correlated predictor of LAI (r = 0.453, p = 0.003) (Table 5, Fig. 16 & 18).  
 The bottom 25% of NDVI values were identified to determine where stressed patches of 
vegetation exist (Fig. 19 & 20). The histogram from each site’s most highly correlated filter 
output was used to determine the values at the lowest and highest 25%, assuming standard 
normal distribution.  
 The Focal Statistics tool was used to create a raster surface with the highest 
corresponding shadow filter and buffer distance combination. The regression equation associated 
with predicting LAI was then used to create a raster surface of estimated LAI values in the 
Raster Calculator (Fig. 21, 22).  
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Figure 19. A map of vegetation health at East Ava. Values in red depict stressed (bottom 25% of NDVI values) 
vegetation, yellow depicts average values (mean NDVI of 0.46), and green represents relatively healthy 
vegetation at the site (top 25%). 
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Figure 20. A map of vegetation health at the Solvay, NY site. Values in red depict stressed (bottom 25% of NDVI 
values) vegetation, yellow depicts average values (mean NDVI of 0.55), and green represents relatively 
healthy vegetation at the site (top 25%). 
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Figure 21. A map of estimated LAI values at the East Ava study site using the 0 shadow filter output at the 5.0 m 
buffer. Values were derived from the regression equation LAI= -5.64 + 20.18*NDVI.  
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Figure 22. A map of estimated LAI values at the Solvay study site using the 0 shadow filter at the 5.0 m buffer. 
Values were estimated using the regression equation LAI = 1.69 + 6.26 *NDVI 5.0 Buffer. 
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NDVI FROM UNCALIBRATED AND CALIBRATED UAS IMAGERY 
  
Regression analysis was used to determine the effect of using an uncalibrated 
orthomosaic to determine NDVI and estimate LAI. The goodness-of-fit statistics for the 
relationship between calibrated and uncalibrated NDVI values for different aggregation levels at 
Solvay are presented, with the highest R² found at the 300-aggregation cell factor (98.85%), or a 
1.5 m pixel resolution (Table 6). A scatter plot of uncalibrated and calibrated NDVI values along 
a 1:1 line at each aggregation level is also presented (Fig. 23). In addition, histograms showing 
distributions of the differences between calibrated and uncalibrated NDVI at each aggregation 
level were produced (Fig. 24). The computed differences showed symmetrical distributions 
centered on zero. These results indicate no significant difference was observed between NDVI 
values derived from the calibrated and uncalibrated orthomosaics. 
 
Table 6: Variation in coefficient of determination (R², %) values from the regression analysis 
between calibrated and uncalibrated NDVI values at Solvay among different aggregated 
cell factors.  
Aggregation factor 
Corresponding 
Pixel Size (m) 
Resulting number 
of aggregated cells R2 (%) 
100 0.50 20,969 96.68 
150 0.75 9,404 97.90 
200 1.00 5,345 98.51 
250 1.25 3,446 98.79 
300 1.50 2,405 98.85 
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Figure 23. Scatterplots for each aggregated cell factor used to compare difference in NDVI pixel values between 
calibrated and uncalibrated imagery at the Solvay site. Diagonal dashed line represents perfect 1:1 
relationship. 
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Figure 24. Histograms displaying the distribution in differences in NDVI values among calibrated and uncalibrated 
imagery using different aggregated cell factors. 
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CHAPTER 5: DISCUSSION 
   
 The total time inputs for both methods of LAI data collection and estimation were 
comparable (Tables 2, 3). However, with the sUAS method, we were able to obtain 100% 
coverage of the survey area, rather than approximately 20% coverage with field data collection. 
During the most time-costly aspects of the sUAS methodology (post-processing accounted for 
75% of total time with this method), there is little to no human input needed; this is the time 
when the photos are being downloaded and the software is stitching imagery. 
 Although all the results from regression analyses between field measurements of LAI and 
imagery-derived NDVI were significant at α = 0.05, the linear models do not show strong 
correlation, with r values range from 0.324–0.610. At East Ava, a moderate linear relationship 
with statistical significance p = 0.001 was observed across all buffer sizes using the 0 shadow 
filter. At Solvay, a low to moderate trend was observed using the 0 shadow filter and the 5.0 m 
buffer distance, with significance of p = 0.004. The discrepancy in the strength of the 
relationships between the two sites could lie in the difference in time of day that the imagery was 
captured; solar noon in upstate New York in early October is around 12:45 pm (US Climate 
Data, 2018a, b) (East Ava imagery was taken between 12:30-13:15, and Solvay between 11:30-
12:15), or the number of significant features that DroneDeploy (2018) was able to identify when 
stitching the imagery (i.e., could there have been gaps).  It should be noted that prior LAI data 
has been collected at the Solvay site that could be used for an inter-season comparison of 
between measured and estimated LAI of this project (Mirck and Volk, 2009). This data was not 
included in this study. 
 The results of the current study indicate that using a greater buffer distance and 
converting non-vegetated, shaded pixel values to zero culminates in an increased correlation 
between NDVI and LAI values, particularly at the East Ava study site (Fig. 16). However, at 
Solvay, there was little to no influence on correlation between NDVI and LAI as a result of 
adjusting shadow values to Null, nor for not using any filter method (Fig. 16). The high spatial 
resolution of the sUAS imagery increased the impact of non-vegetated shadow areas between 
plants displaying very high NDVI values in the calculation of mean NDVI. These large NDVI 
values are the result of a greater decrease in red to NIR reflectance in the non-vegetated 
shadows, rather than greater increase in NIR to red reflectance from healthy plants. Using the 
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Null function in the ArcGIS Raster Calculator (ESRI, 2018) resulted in NDVI values below an 
established threshold to be converted to ‘no data’ leaving some areas of the mosaic with fewer 
pixels to compute mean NDVI. The 0 shadow filter was created using the Con function in the 
Raster Calculator in ArcGIS (ESRI, 2018). Rather than having no data in the cells that were 
identified as shadow, these cells were given a value of 0. Perhaps having a greater number of 
cells with the value of 0 in determining mean values within each buffer distance contributed to 
the disparity in correlation between the zero and null filters. 
 Table 4 describes the canopy statistics observed at each survey location. It is worth 
noting that the mean canopy depth and LAI are both higher at the Solvay site than at East Ava. 
This is indicative of a more homogenous canopy structure at Solvay. Perhaps the reduced 
number of non-vegetated shadow areas resulted in reduced correlation with the Null shadow 
filter (r=0.329) compared to using No Filter (r=0.369) at Solvay. 
 A strong, linear relationship between calibrated and uncalibrated NDVI values was 
observed at the Solvay study site (R² = 96.68% at 100 cell aggregation factor, 98.85% at 300 cell 
aggregation factor). This indicates that calibrating individual bands for assessment may not be 
necessary if the bands are then used to compute NDVI or other indices. When using an sUAS to 
collect imagery, the cameras are mounted closely together and capture images every 3 seconds. 
Therefore, the imagery used to create orthomosaics for each band are collected under the same 
flight conditions, such as sun intensity and angle, wind speed, and cloud cover. The relative 
change in reflectance value between pixels should be similar. The similarity in NDVI values 
between calibrated and uncalibrated imagery at Solvay can justify using the uncalibrated imagery 
at the East Ava site for calculating NDVI values. Research seeking to assess the change in NDVI 
over time at the same site may still need to take calibration of bands into account given the 
changes in weather conditions on each day of flight. Using a larger cell factor when comparing 
two georeferenced data sets reduces the potential for spatial differences because the pixels 
become better aligned. 
 The spatially distinct clusters of potentially stressed vegetation identified in Figures 19 
and 20 were identified from the NDVI orthomosaic for each site. The appropriate symbolization 
of these outputs in ArcMap (ESRI, 2017) allowed for this identification to take place. Crop 
managers seeking to prioritize efforts at mitigating vegetation health issues can use this type of 
output to locate areas of focus. 
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 A pixel resolution of approximately 2 cm was achieved for the imagery, which is less 
than leaf-level pixel size (Table 1). Because of the high spatial resolution of our image datasets, 
it is probable that a visible wavelength orthomosaic could have been used with the same capacity 
to assist in manual photo interpretation to identify clusters of stressed vegetation (Xiang and 
Tian, 2011), especially considering that field measurements were obtained in concurrence with 
aerial image capture via sUAS. Using manual photo interpretation to identify stressed patches of 
vegetation in willow crops could potentially lessen the time devoted to the post-processing 
aspects of the sUAS method for data collection. However, some aspects of vegetation health 
could be more identifiable in the near infrared wavelengths, and multi-spectral data is necessary 
for deriving estimates of LAI. In cases where LAI cannot be measured in the field, estimating 
this information using multispectral bands to calculate NDVI could be viable option.  
 An issue that was encountered when trying to orthomosaic the imagery was the 
discrepancy of how altitudinal information was collected in the telemetry log and stored in the 
image files and read in by software. Above ground level (AGL) and mean sea level (MSL) are 
two common descriptors of altitude information. Most software programs that we attempted to 
use to stitch our images into orthomosaics translate altitude information in the image EXIF files 
into AGL. The issue with this is that the information stored in the MAPIR camera image files 
was at MSL after the photos were geotagged based on the telemetry log converted in Mission 
Planner (2018).  When the images were then uploaded into a software program that read the 
altitude information as AGL, the image footprints displayed were much larger than reality due to 
this discrepancy. Fortunately, after attempts with two other pieces of software, we were able to 
orthomosaic the imagery in DroneDeploy (2018).  
 
FUTURE RESEARCH 
 
 A primary objective of this project was to develop a repeatable, low-cost methodology 
for using small UASs to collect aerial imagery, as well as a method for post-processing this 
imagery. This project is a starting point for the further development of a more standardized 
process of collecting and processing aerial imagery over willow biomass crops in Upstate New 
York associated with SUNY-ESF and its Willow Project partners. 
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Although the data presented in this research project indicates a need for higher accuracy 
in estimate NDVI to determine a correlation with measured LAI, it provides a means of 
determining next steps as this technology continues to be applied to monitor willow crop health. 
The results of this project allow significant information to be gleaned from the process of 
collecting and analyzing the aerial imagery collected by sUAS in this study and has implications 
for how this process should be improved. Some avenues for future success with monitoring 
willow crops using sUASs include reducing flight speed, increasing altitude, changing image 
collection parameters such as percent overlap, increasing battery life, incorporating spectral data 
into analyses, and using ground control points. 
Ground control points (GCPs) that are set before image capture can help in the 
georeferencing process after the images have been stitched into an orthomosaic. GCPs were not 
used in this research, despite the literature advocating for their use. However, there is also 
research being performed to increase the accuracy of the GPS and inertial measurement units 
(IMUs) on board UASs.   
 The battery life of sUASs is fairly low. When adding additional payload weight, typically 
in the form of harnesses and cameras, the battery life is further reduced. Future research should 
aim to reduce the weight added to the UAS by decreasing weight of sensors, or to increase the 
payload capacity of the system. This would allow for a greater continuity in image acquisition 
and reduce the need for multiple flights at a single, large area location. 
 The percent overlap of the images collected at the study sites may not have been 
sufficient to account for the increased spatial resolution from the lower altitude flight, resulting 
in fewer identifiable features among pixels while flying at low altitudes. According to MAPIR 
Camera’s (2018a) recommendations, the percent overlap should have been set to 70% for both 
the front and side. This was the recommendation followed in this research. However, when the 
imagery was brought into various programs for orthomosaicing, we encountered many issues in 
trying to stitch the photos and account for their orientation and distortion. We attempted this 
process using Agisoft Photoscan (2018) and OpenDroneMap (2018) with unsuccessful results 
before finding success with the East Ava and Solvay imagery using DroneDeploy (2018). We 
now recommend using a front overlap of at least 80% and a side overlap of at least 60%. These 
percentages come from communication between the authors and software technicians from 
Agisoft Photoscan (2018) and DroneDeploy (2018). 
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 The missions to collect aerial imagery in this study were flown at 10 meters per second. 
This speed was chosen based on the recommendations given by MAPIR Camera (2018a). 
However, we advocate for reducing flight speed to less than 5 meters per second. The distortion 
in images, especially when flying at low altitudes such as in this study, is exacerbated by the 
movement of the UAS while in flight and when making turns. Other contributing factors to this 
distortion include the movement of vegetation by wind and the pixel resolution being too fine to 
identify objects between stationary images. This creates problems when trying to match pixels 
between images to determine exact positions of vegetation. A way to correct for this could be to 
increase flying height or reduce the megapixels of the camera, increasing the likelihood of 
identifying distinct features between images to match pixels exactly. 
 Increasing the flight altitude and decreasing the megapixel value of the camera could 
result in less time devoted to post-processing imagery. The increased spatial resolution 
associated with changing these parameters could significantly reduce the number of photos 
collected in each mission. For perspective, the amount of data collected for this research project 
was over a terabyte in size. The time spent with data management of this amount of information 
is significant and should be considered when choosing the flight altitude and image quality.  
 Increasing spatial resolution may help photo stitching software to identify distinct 
features between pixels for photo matching. A consequence of flying at low altitude over a crop 
such as willow that has a canopy is that the canopy can move with changes in wind, animal 
movement, et cetera. The low angle of photo collection and the interval of photo collection (3 
seconds in this study) may have influenced how many matching points could be discerned from 
two images within some of the software programs that were tested. 
 Including spectral data with the analysis of vegetation health could provide more 
information for determining healthy vegetation versus unhealthy vegetation for individual 
cultivars. Although we were aware at our study sites that multiple cultivars were present, we did 
not have data on what cultivars were present at East Ava, nor their spectral reflectance signatures 
(Heavey, Personal Communication, 2017). In the future, collecting this data and incorporating it 
into analyses could potentially allow for a more accurate assessment of vegetation health within 
a homogenous crop, and for distinguishing between multiple cultivars in the same area.  
 Understanding the level of accuracy desired for a particular application of an sUAS is 
necessary to selecting the proper equipment. For research purposes, the highest levels of 
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accuracy may be required. However, application in industry and the field may not warrant the 
amount of data and time that is associated with high accuracy measurements. Industry 
applications of UAS data acquisition methodologies should consider the time inputs necessary 
for post processing imagery. Land managers should consider what the necessary spatial 
resolution requirements are, what the frequency of information should be (temporal resolution), 
and the costs associated with high-accuracy spectral data (this research utilized relatively low-
cost MAPIR Cameras, as opposed to a more expensive sensor). sUASs present a viable, 
inexpensive, and relatively easy to use technology that can provide high quality, efficiently 
obtained data under the right circumstances. 
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CHAPTER 6: CONCLUSIONS 
  
 This research provides an assessment of the potential for the effective and efficient 
application of sUASs to monitor and assess vegetation health in willow biomass crops. With 
continued repetition and improvement of this methodology, an sUAS-based monitoring approach 
has the potential to decrease the time devoted to field-based monitoring, costs associated with 
traditional aerial imagery collection, and decrease the turnaround time between image acquisition 
and action on-the-ground to address issues, thereby increasing productivity and yield.  
 This project showed the statistically significant correlation of NDVI as an estimate of 
LAI. Although the linear relationship between these variables was not as strong as it could have 
been, altering the parameters of UAS missions and image acquisition (percent overlap, flight 
speed, altitude) could improve this relationship by the collection of potentially more accurate and 
precise data.  
 As UAS technology continues to develop, applying this monitoring methodology to 
willow biomass crops in New York State could provide quantitative data needed to increase crop 
productivity and yield across the growing season and rotation cycles. Rapid, data-informed 
management could lead to increased productivity and yield in willow crops where the sUAS 
methodology is applied.  As the USDA BCAP program continues to garner interest across the 
state and markets for willow biomass products continue to develop, monitoring vegetation health 
issues and increasing productivity and yield of crops will become ever more valuable.  
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APPENDICES 
 
Appendix 1. Field Measurements of Leaf Area Index (LAI) are displayed for research plots at the Ava, NY study site. 
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Appendix 2. An unfiltered Normalized Difference Vegetation Index (NDVI) values for the Ava, NY study site. 
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Appendix 3. NDVI output for Ava, NY with a ‘Null’ shadow filter applied. 
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Appendix 4. NDVI output for Ava, NY with ‘0’ shadow filter applied. 
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Appendix 5. LAI values at Solvay, NY field plot locations. 
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Appendix 6. An unfiltered NDVI output for the Solvay, NY field site. 
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Appendix 7. NDVI output at Solvay with the ‘Null’ filter applied. 
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Appendix 8. NDVI output for Solvay with the ‘0’ filter applied. 
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Appendix 9. Minitab Output for East Ava No Filter. 
Results for: Worksheet 2 
Regression Analysis: LAI versus 2.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   15.870  15.8697     6.68    0.012 
  2.5           1   15.870  15.8697     6.68    0.012 
Error          55  130.593   2.3744 
  Lack-of-Fit  54  130.361   2.4141    10.44    0.242 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.54091  10.84%      9.21%       3.98% 
 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.08     2.36    -0.88    0.381 
2.5       11.49     4.44     2.59    0.012  1.00 
 
Fits and Diagnostics for Unusual Observations 
 
Obs    LAI    Fit   Resid  Std Resid 
 11  7.240  3.907   3.333       2.18  R 
 25  1.710  2.529  -0.819      -0.58     X 
 31  1.490  4.700  -3.210      -2.14  R 
 32  2.010  5.019  -3.009      -2.04  R 
 34  0.630  1.617  -0.987      -0.81     X 
 
R  Large residual 
X  Unusual X 
  
Regression Analysis: LAI versus 3.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   17.468  17.4684     7.45    0.009 
  3.0           1   17.468  17.4684     7.45    0.009 
Error          55  128.994   2.3453 
  Lack-of-Fit  54  128.763   2.3845    10.31    0.243 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.53145  11.93%     10.33%       6.03% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.37     2.34    -1.01    0.315 
3.0       12.01     4.40     2.73    0.009  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  7  4.190  5.257  -1.067      -0.74     X 
 11  7.240  3.890   3.350       2.21  R 
 25  1.710  2.520  -0.810      -0.57     X 
 31  1.490  4.703  -3.213      -2.15  R 
 34  0.630  1.431  -0.801      -0.67     X 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 3.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   17.137  17.1367     7.29    0.009 
  3.5           1   17.137  17.1367     7.29    0.009 
Error          55  129.326   2.3514 
  Lack-of-Fit  54  129.094   2.3906    10.34    0.243 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.53342  11.70%     10.09%       5.77% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.30     2.34    -0.98    0.329 
3.5       11.88     4.40     2.70    0.009  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  6  6.880  3.839   3.041       2.00  R 
  7  4.190  5.369  -1.179      -0.82     X 
 11  7.240  3.890   3.350       2.20  R 
 25  1.710  2.549  -0.839      -0.59     X 
 31  1.490  4.770  -3.280      -2.20  R 
 34  0.630  1.419  -0.789      -0.66     X 
 
R  Large residual 
X  Unusual X 
 
Regression Analysis: LAI versus 4.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   18.266  18.2659     7.84    0.007 
  4.0           1   18.266  18.2659     7.84    0.007 
Error          55  128.196   2.3308 
  Lack-of-Fit  54  127.965   2.3697    10.25    0.244 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.52671  12.47%     10.88%       6.74% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.53     2.34    -1.08    0.284 
4.0       12.30     4.39     2.80    0.007  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  6  6.880  3.827   3.053       2.02  R 
  7  4.190  5.462  -1.272      -0.90     X 
 11  7.240  3.927   3.313       2.19  R 
 25  1.710  2.612  -0.902      -0.63     X 
 31  1.490  4.794  -3.304      -2.22  R 
 34  0.630  1.295  -0.665      -0.57     X 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 4.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   18.274  18.2741     7.84    0.007 
  4.5           1   18.274  18.2741     7.84    0.007 
Error          55  128.188   2.3307 
  Lack-of-Fit  54  127.957   2.3696    10.25    0.244 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.52666  12.48%     10.89%       6.88% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.67     2.38    -1.12    0.268 
4.5       12.55     4.48     2.80    0.007  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  6  6.880  3.792   3.088       2.04  R 
  7  4.190  5.465  -1.275      -0.90     X 
 11  7.240  3.953   3.287       2.17  R 
 25  1.710  2.687  -0.977      -0.68     X 
 31  1.490  4.746  -3.256      -2.19  R 
 34  0.630  1.253  -0.623      -0.54     X 
 
R  Large residual 
X  Unusual X 
 
Regression Analysis: LAI versus 5.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   17.654  17.6542     7.54    0.008 
  5.0           1   17.654  17.6542     7.54    0.008 
Error          55  128.808   2.3420 
  Lack-of-Fit  54  128.577   2.3811    10.30    0.243 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.53035  12.05%     10.45%       6.56% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.52     2.38    -1.06    0.294 
5.0       12.24     4.46     2.75    0.008  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  6  6.880  3.838   3.042       2.01  R 
  7  4.190  5.344  -1.154      -0.80     X 
 11  7.240  3.942   3.298       2.17  R 
 25  1.710  2.673  -0.963      -0.67     X 
 31  1.490  4.675  -3.185      -2.13  R 
 34  0.630  1.315  -0.685      -0.59     X 
 
R  Large residual 
X  Unusual X 
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Correlation: LAI, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0  
       LAI    2.5    3.0    3.5    4.0    4.5 
2.5  0.329 
     0.012 
 
3.0  0.345  0.989 
     0.009  0.000 
 
3.5  0.342  0.973  0.992 
     0.009  0.000  0.000 
 
4.0  0.353  0.958  0.982  0.995 
     0.007  0.000  0.000  0.000 
 
4.5  0.353  0.946  0.969  0.988  0.995 
     0.007  0.000  0.000  0.000  0.000 
 
5.0  0.347  0.939  0.964  0.983  0.990  0.996 
     0.008  0.000  0.000  0.000  0.000  0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
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Appendix 10. Minitab output for East Ava Null Filter. 
Results for: Worksheet 2 
 
Regression Analysis: LAI versus 2.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   38.030  38.0297    19.29    0.000 
  2.5           1   38.030  38.0297    19.29    0.000 
Error          55  108.432   1.9715 
  Lack-of-Fit  54  108.426   2.0079   331.88    0.044 
  Pure Error    1    0.006   0.0060 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.40410  25.97%     24.62%      21.89% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -6.02     2.29    -2.63    0.011 
2.5       19.94     4.54     4.39    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
 11  7.240  4.204   3.036       2.18  R 
 25  1.710  1.737  -0.027      -0.02     X 
 34  0.630  0.387   0.243       0.22     X 
 
R  Large residual 
X  Unusual X 
 
Regression Analysis: LAI versus 3.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   38.147  38.1467    19.37    0.000 
  3.0           1   38.147  38.1467    19.37    0.000 
Error          55  108.315   1.9694 
  Lack-of-Fit  54  108.309   2.0057   331.53    0.044 
  Pure Error    1    0.006   0.0060 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.40334  26.05%     24.70%      21.93% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -5.94     2.26    -2.63    0.011 
3.0       19.78     4.49     4.40    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
 11  7.240  4.231   3.009       2.16  R 
 25  1.710  1.875  -0.165      -0.13     X 
 34  0.630  0.303   0.327       0.29     X 
 
R  Large residual 
X  Unusual X 
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 Regression Analysis: LAI versus 3.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   37.769  37.7690    19.11    0.000 
  3.5           1   37.769  37.7690    19.11    0.000 
Error          55  108.693   1.9762 
  Lack-of-Fit  54  108.687   2.0127   332.68    0.044 
  Pure Error    1    0.006   0.0060 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.40579  25.79%     24.44%      21.59% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -5.85     2.26    -2.59    0.012 
3.5       19.62     4.49     4.37    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  6  6.880  4.080   2.800       2.01  R 
 11  7.240  4.239   3.001       2.16  R 
 25  1.710  1.936  -0.226      -0.17     X 
 34  0.630  0.277   0.353       0.32     X 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 4.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   38.661  38.6609    19.72    0.000 
  4.0           1   38.661  38.6609    19.72    0.000 
Error          55  107.801   1.9600 
  Lack-of-Fit  54  107.795   1.9962   329.95    0.044 
  Pure Error    1    0.006   0.0060 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.40001  26.40%     25.06%      22.03% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -5.97     2.25    -2.65    0.010 
4.0       19.83     4.47     4.44    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  6  6.880  4.088   2.792       2.01  R 
 11  7.240  4.264   2.976       2.15  R 
 25  1.710  2.070  -0.360      -0.27     X 
 34  0.630  0.179   0.451       0.41     X 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 4.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   39.681  39.6811    20.44    0.000 
  4.5           1   39.681  39.6811    20.44    0.000 
Error          55  106.781   1.9415 
  Lack-of-Fit  54  106.775   1.9773   326.83    0.044 
  Pure Error    1    0.006   0.0060 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.39337  27.09%     25.77%      22.53% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -6.29     2.28    -2.76    0.008 
4.5       20.47     4.53     4.52    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
                            Std 
Obs    LAI    Fit  Resid  Resid 
  6  6.880  4.082  2.798   2.03  R 
 11  7.240  4.327  2.913   2.11  R 
 34  0.630  0.086  0.544   0.50     X 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 5.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   39.184  39.1839    20.09    0.000 
  5.0           1   39.184  39.1839    20.09    0.000 
Error          55  107.278   1.9505 
  Lack-of-Fit  54  107.272   1.9865   328.35    0.044 
  Pure Error    1    0.006   0.0060 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.39661  26.75%     25.42%      22.27% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -6.16     2.27    -2.71    0.009 
5.0       20.20     4.51     4.48    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
                            Std 
Obs    LAI    Fit  Resid  Resid 
 11  7.240  4.326  2.914   2.11  R 
 34  0.630  0.147  0.483   0.44     X 
 
R  Large residual 
X  Unusual X 
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Correlation: LAI, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0  
 
       LAI    2.5    3.0    3.5    4.0    4.5 
2.5  0.510 
     0.000 
 
3.0  0.510  0.996 
     0.000  0.000 
 
3.5  0.508  0.993  0.998 
     0.000  0.000  0.000 
 
4.0  0.514  0.986  0.993  0.997 
     0.000  0.000  0.000  0.000 
 
4.5  0.521  0.981  0.988  0.993  0.997 
     0.000  0.000  0.000  0.000  0.000 
 
5.0  0.517  0.976  0.983  0.989  0.995  0.999 
     0.000  0.000  0.000  0.000  0.000  0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
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Appendix 11. Minitab output for East Ava 0 Filter. 
Results for: Ava0LAIBuff.txt 
  
Regression Analysis: LAI versus 2.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   25.431  25.4313    11.56    0.001 
  2.5           1   25.431  25.4313    11.56    0.001 
Error          55  121.031   2.2006 
  Lack-of-Fit  54  120.800   2.2370     9.68    0.251 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.48343  17.36%     15.86%      10.65% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.01     1.77    -1.13    0.262 
2.5       12.58     3.70     3.40    0.001  1.00 
 
Fits and Diagnostics for Unusual Observations 
 
Obs    LAI    Fit   Resid  Std Resid 
  3  6.140  3.143   2.997       2.07  R 
  9  4.920  2.368   2.552       1.83     X 
 32  2.010  2.448  -0.438      -0.31     X 
 34  0.630  2.029  -1.399      -1.03     X 
 
R  Large residual 
X  Unusual X 
  
 
Regression Analysis: LAI versus 3.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   29.569  29.5690    13.91    0.000 
  3.0           1   29.569  29.5690    13.91    0.000 
Error          55  116.893   2.1253 
  Lack-of-Fit  54  116.662   2.1604     9.34    0.255 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.45785  20.19%     18.74%      13.84% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -2.53     1.76    -1.44    0.155 
3.0       13.66     3.66     3.73    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
 
Obs    LAI    Fit   Resid  Std Resid 
  3  6.140  2.954   3.186       2.25  R 
 34  0.630  1.777  -1.147      -0.87     X 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 3.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   37.540  37.5404    18.96    0.000 
  3.5           1   37.540  37.5404    18.96    0.000 
Error          55  108.922   1.9804 
  Lack-of-Fit  54  108.691   2.0128     8.71    0.264 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.40727  25.63%     24.28%      20.20% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -3.55     1.74    -2.04    0.046 
3.5       15.83     3.64     4.35    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
 
Obs    LAI    Fit   Resid  Std Resid 
  3  6.140  2.951   3.189       2.32  R 
 34  0.630  1.391  -0.761      -0.60     X 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 4.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   45.623  45.6228    24.88    0.000 
  4.0           1   45.623  45.6228    24.88    0.000 
Error          55  100.839   1.8334 
  Lack-of-Fit  54  100.608   1.8631     8.06    0.274 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.35405  31.15%     29.90%      26.57% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -4.60     1.73    -2.66    0.010 
4.0       17.99     3.61     4.99    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  3  6.140  3.182   2.958       2.22  R 
 11  7.240  4.538   2.702       2.02  R 
 34  0.630  0.980  -0.350      -0.29     X 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 4.5  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   50.362  50.3621    28.82    0.000 
  4.5           1   50.362  50.3621    28.82    0.000 
Error          55   96.100   1.7473 
  Lack-of-Fit  54   95.869   1.7753     7.68    0.280 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.32185  34.39%     33.19%      30.10% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -5.28     1.73    -3.04    0.004 
4.5       19.42     3.62     5.37    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  3  6.140  3.368   2.772       2.12  R 
 11  7.240  4.583   2.657       2.04  R 
 34  0.630  0.773  -0.143      -0.12     X 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 5.0  
Analysis of Variance 
Source         DF   Adj SS   Adj MS  F-Value  P-Value 
Regression      1   54.502  54.5015    32.60    0.000 
  5.0           1   54.502  54.5015    32.60    0.000 
Error          55   91.961   1.6720 
  Lack-of-Fit  54   91.729   1.6987     7.35    0.286 
  Pure Error    1    0.231   0.2312 
Total          56  146.462 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.29306  37.21%     36.07%      33.13% 
 
Coefficients 
Term       Coef  SE Coef  T-Value  P-Value   VIF 
Constant  -5.64     1.69    -3.33    0.002 
5.0       20.18     3.53     5.71    0.000  1.00 
 
Fits and Diagnostics for Unusual Observations 
 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.920  2.402   2.518       2.01  R 
 11  7.240  4.594   2.646       2.07  R 
 34  0.630  0.670  -0.040      -0.04     X 
 42  1.260  1.731  -0.471      -0.39     X 
 
R  Large residual 
X  Unusual X 
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Correlation: LAI, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0  
 
       LAI    2.5    3.0    3.5    4.0    4.5 
2.5  0.417 
     0.001 
 
3.0  0.449  0.979 
     0.000  0.000 
 
3.5  0.506  0.948  0.985 
     0.000  0.000  0.000 
 
4.0  0.558  0.922  0.956  0.988 
     0.000  0.000  0.000  0.000 
 
4.5  0.586  0.885  0.918  0.963  0.990 
     0.000  0.000  0.000  0.000  0.000 
 
5.0  0.610  0.853  0.884  0.933  0.968  0.990 
     0.000  0.000  0.000  0.000  0.000  0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
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Appendix 12. Minitab output for Solvay No Filter. 
Results for: SolUCNF.txt 
  
Regression Analysis: LAI versus 2.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   3.046  3.0461     6.53    0.015 
  2.5        1   3.046  3.0461     6.53    0.015 
Error       40  18.669  0.4667 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.683173  14.03%     11.88%       5.32% 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.82     1.01     2.79    0.008 
2.5       4.00     1.57     2.55    0.015  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.439   0.111       0.20     X 
 14  3.710  5.242  -1.532      -2.28  R 
 34  2.920  5.027  -2.107      -3.19  R 
 
R  Large residual 
X  Unusual X 
 
  
  
Regression Analysis: LAI versus 3.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   3.124  3.1239     6.72    0.013 
  3.0        1   3.124  3.1239     6.72    0.013 
Error       40  18.591  0.4648 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.681748  14.39%     12.25%       5.78% 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.75     1.02     2.70    0.010 
3.0       4.12     1.59     2.59    0.013  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.381   0.169       0.31     X 
 14  3.710  5.170  -1.460      -2.18  R 
 34  2.920  5.050  -2.130      -3.22  R 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 3.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   3.032  3.0318     6.49    0.015 
  3.5        1   3.032  3.0318     6.49    0.015 
Error       40  18.683  0.4671 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.683434  13.96%     11.81%       5.46% 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.77     1.03     2.69    0.010 
3.5       4.09     1.61     2.55    0.015  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.353   0.197       0.36     X 
 14  3.710  5.176  -1.466      -2.19  R 
 34  2.920  5.074  -2.154      -3.24  R 
 
R  Large residual 
X  Unusual X 
 
  
  
Regression Analysis: LAI versus 4.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   2.936  2.9359     6.25    0.017 
  4.0        1   2.936  2.9359     6.25    0.017 
Error       40  18.779  0.4695 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.685187  13.52%     11.36%       5.14% 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.80     1.04     2.70    0.010 
4.0       4.04     1.61     2.50    0.017  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.348   0.202       0.38     X 
 14  3.710  5.198  -1.488      -2.21  R 
 34  2.920  5.088  -2.168      -3.25  R 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 4.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   2.948  2.9481     6.28    0.016 
  4.5        1   2.948  2.9481     6.28    0.016 
Error       40  18.767  0.4692 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.684964  13.58%     11.42%       5.12% 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.78     1.04     2.67    0.011 
4.5       4.07     1.62     2.51    0.016  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.336   0.214       0.40     X 
 14  3.710  5.212  -1.502      -2.23  R 
 34  2.920  5.071  -2.151      -3.23  R 
 
R  Large residual 
X  Unusual X 
 
  
  
Regression Analysis: LAI versus 5.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   2.960  2.9601     6.31    0.016 
  5.0        1   2.960  2.9601     6.31    0.016 
Error       40  18.755  0.4689 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.684745  13.63%     11.47%       5.17% 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.78     1.04     2.67    0.011 
5.0       4.08     1.62     2.51    0.016  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.336   0.214       0.40     X 
 14  3.710  5.201  -1.491      -2.22  R 
 34  2.920  5.064  -2.144      -3.23  R 
 
R  Large residual 
X  Unusual X 
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Correlation: LAI, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0  
 
       LAI    2.5    3.0    3.5    4.0    4.5 
2.5  0.375 
     0.015 
 
3.0  0.379  0.996 
     0.013  0.000 
 
3.5  0.374  0.990  0.998 
     0.015  0.000  0.000 
 
4.0  0.368  0.987  0.995  0.998 
     0.017  0.000  0.000  0.000 
 
4.5  0.368  0.986  0.993  0.996  0.999 
     0.016  0.000  0.000  0.000  0.000 
 
5.0  0.369  0.982  0.989  0.993  0.997  0.999 
     0.016  0.000  0.000  0.000  0.000  0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
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Appendix 13. Minitab output for Solvay Null Filter. 
Results for: SolUCNull_1.txt 
  
Regression Analysis: LAI versus 2.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   9.492   9.492     5.90    0.019 
  2.5        1   9.492   9.492     5.90    0.019 
Error       42  67.544   1.608 
Total       43  77.036 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.26815  12.32%     10.23%       3.03% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.35     1.98     0.18    0.859 
2.5       7.62     3.14     2.43    0.019  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  3.439   1.111       1.07     X 
 10  0.000  4.721  -4.721      -3.80  R 
 11  0.000  4.796  -4.796      -3.85  R 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 3.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   9.230   9.230     5.72    0.021 
  3.0        1   9.230   9.230     5.72    0.021 
Error       42  67.807   1.614 
Total       43  77.036 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.27061  11.98%      9.89%       2.36% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.38     2.00     0.19    0.852 
3.0       7.60     3.18     2.39    0.021  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  3.383   1.167       1.14     X 
 10  0.000  4.708  -4.708      -3.79  R 
 11  0.000  4.868  -4.868      -3.89  R 
 
R  Large residual 
X  Unusual X 
 
 
 
 
  
74 
 
Regression Analysis: LAI versus 3.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   8.729   8.729     5.37    0.025 
  3.5        1   8.729   8.729     5.37    0.025 
Error       42  68.308   1.626 
Total       43  77.036 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.27529  11.33%      9.22%       1.40% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.48     2.02     0.24    0.812 
3.5       7.44     3.21     2.32    0.025  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  3.357   1.193       1.19     X 
 10  0.000  4.740  -4.740      -3.80  R 
 11  0.000  4.895  -4.895      -3.90  R 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 4.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   8.743   8.743     5.38    0.025 
  4.0        1   8.743   8.743     5.38    0.025 
Error       42  68.293   1.626 
Total       43  77.036 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.27516  11.35%      9.24%       1.08% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.47     2.02     0.23    0.818 
4.0       7.45     3.21     2.32    0.025  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  3.321   1.229       1.25     X 
 10  0.000  4.754  -4.754      -3.80  R 
 11  0.000  4.876  -4.876      -3.88  R 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 4.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   8.398   8.398     5.14    0.029 
  4.5        1   8.398   8.398     5.14    0.029 
Error       42  68.638   1.634 
Total       43  77.036 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.27838  10.90%      8.78%       0.75% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.53     2.04     0.26    0.794 
4.5       7.35     3.24     2.27    0.029  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  3.337   1.213       1.23     X 
 10  0.000  4.774  -4.774      -3.81  R 
 11  0.000  4.905  -4.905      -3.89  R 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 5.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   8.330   8.330     5.09    0.029 
  5.0        1   8.330   8.330     5.09    0.029 
Error       42  68.706   1.636 
Total       43  77.036 
 
      S    R-sq  R-sq(adj)  R-sq(pred) 
1.27901  10.81%      8.69%       0.82% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.56     2.04     0.27    0.786 
5.0       7.32     3.24     2.26    0.029  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  3.348   1.202       1.22     X 
 10  0.000  4.766  -4.766      -3.80  R 
 11  0.000  4.928  -4.928      -3.91  R 
 
R  Large residual 
X  Unusual X 
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Correlation: LAI, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0  
 
       LAI    2.5    3.0    3.5    4.0    4.5 
2.5  0.351 
     0.019 
 
3.0  0.346  0.996 
     0.021  0.000 
 
3.5  0.337  0.990  0.998 
     0.025  0.000  0.000 
 
4.0  0.337  0.986  0.995  0.999 
     0.025  0.000  0.000  0.000 
 
4.5  0.330  0.985  0.993  0.996  0.999 
     0.029  0.000  0.000  0.000  0.000 
 
5.0  0.329  0.981  0.989  0.993  0.996  0.999 
     0.029  0.000  0.000  0.000  0.000  0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
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Appendix 14. Minitab output for Solvay 0 Filter. 
Results for: SolUC0_1.txt 
  
Regression Analysis: LAI versus 2.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   2.280  2.2798     4.69    0.036 
  2.5        1   2.280  2.2798     4.69    0.036 
Error       40  19.435  0.4859 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.697052  10.50%      8.26%       3.19% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.76     1.22     2.27    0.029 
2.5       4.45     2.05     2.17    0.036  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.561  -0.011      -0.02     X 
 14  3.710  5.363  -1.653      -2.40  R 
 34  2.920  5.210  -2.290      -3.35  R 
 
R  Large residual 
X  Unusual X 
 
  
 
  
Regression Analysis: LAI versus 3.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   2.925  2.9253     6.23    0.017 
  3.0        1   2.925  2.9253     6.23    0.017 
Error       40  18.790  0.4697 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.685380  13.47%     11.31%       6.25% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.32     1.23     1.89    0.066 
3.0       5.18     2.08     2.50    0.017  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.374   0.176       0.32     X 
 14  3.710  5.269  -1.559      -2.31  R 
 34  2.920  5.192  -2.272      -3.38  R 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 3.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   3.211  3.2113     6.94    0.012 
  3.5        1   3.211  3.2113     6.94    0.012 
Error       40  18.504  0.4626 
Total       41  21.71 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.680144  14.79%     12.66%       7.30% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  2.14     1.23     1.74    0.090 
3.5       5.49     2.08     2.63    0.012  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.264   0.286       0.55     X 
 14  3.710  5.230  -1.520      -2.27  R 
 34  2.920  5.198  -2.278      -3.41  R 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 4.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   3.602  3.6024     7.96    0.007 
  4.0        1   3.602  3.6024     7.96    0.007 
Error       40  18.113  0.4528 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.672917  16.59%     14.50%       8.64% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  1.94     1.23     1.58    0.121 
4.0       5.83     2.07     2.82    0.007  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.171   0.379       0.75     X 
 14  3.710  5.196  -1.486      -2.25  R 
 34  2.920  5.197  -2.277      -3.44  R 
 
R  Large residual 
X  Unusual X 
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Regression Analysis: LAI versus 4.5  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   3.741  3.7415     8.33    0.006 
  4.5        1   3.741  3.7415     8.33    0.006 
Error       40  17.974  0.4493 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.670328  17.23%     15.16%       8.82% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  1.85     1.23     1.50    0.141 
4.5       5.99     2.08     2.89    0.006  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.132   0.418       0.83     X 
 14  3.710  5.210  -1.500      -2.27  R 
 34  2.920  5.166  -2.246      -3.41  R 
 
R  Large residual 
X  Unusual X 
 
  
Regression Analysis: LAI versus 5.0  
Analysis of Variance 
Source      DF  Adj SS  Adj MS  F-Value  P-Value 
Regression   1   4.054  4.0539     9.18    0.004 
  5.0        1   4.054  4.0539     9.18    0.004 
Error       40  17.661  0.4415 
Total       41  21.715 
 
       S    R-sq  R-sq(adj)  R-sq(pred) 
0.664477  18.67%     16.64%       9.76% 
 
 
Coefficients 
Term      Coef  SE Coef  T-Value  P-Value   VIF 
Constant  1.69     1.22     1.38    0.176 
5.0       6.26     2.07     3.03    0.004  1.00 
 
Fits and Diagnostics for Unusual Observations 
Obs    LAI    Fit   Resid  Std Resid 
  9  4.550  4.074   0.476       0.96     X 
 14  3.710  5.197  -1.487      -2.28  R 
 34  2.920  5.146  -2.226      -3.41  R 
 
R  Large residual 
X  Unusual X 
 
  
 
 
 
 
 
 
 
80 
 
Correlation: LAI, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0  
 
       LAI    2.5    3.0    3.5    4.0    4.5 
2.5  0.324 
     0.036 
 
3.0  0.367  0.991 
     0.017  0.000 
 
3.5  0.385  0.982  0.997 
     0.012  0.000  0.000 
 
4.0  0.407  0.974  0.991  0.997 
     0.007  0.000  0.000  0.000 
 
4.5  0.415  0.968  0.984  0.992  0.998 
     0.006  0.000  0.000  0.000  0.000 
 
5.0  0.432  0.958  0.975  0.985  0.994  0.998 
     0.004  0.000  0.000  0.000  0.000  0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
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Appendix 15. Minitab output for the calibrated versus uncalibrated difference distribution. 
Results for: SolCalNF100.txt 
  
Regression Analysis: CalNF100 versus UCNF100  
Analysis of Variance 
Source            DF   Adj SS   Adj MS    F-Value  P-Value 
Regression         1  359.755  359.755  609853.52    0.000 
  UCNF100          1  359.755  359.755  609853.52    0.000 
Error          20967   12.369    0.001 
  Lack-of-Fit  20300   12.212    0.001       2.57    0.000 
  Pure Error     667    0.156    0.000 
Total          20968  372.123 
 
        S    R-sq  R-sq(adj)  R-sq(pred) 
0.0242879  96.68%     96.68%      96.67% 
 
 
Coefficients 
 
Term          Coef   SE Coef  T-Value  P-Value   VIF 
Constant  0.008069  0.000754    10.70    0.000 
UCNF100    0.98335   0.00126   780.93    0.000  1.00 
 
Results for: SolCalNF150.txt 
  
Regression Analysis: CalNF150 versus UCNF150  
Analysis of Variance 
Source           DF   Adj SS   Adj MS    F-Value  P-Value 
Regression        1  158.823  158.823  437723.63    0.000 
  UCNF150         1  158.823  158.823  437723.63    0.000 
Error          9402    3.411    0.000 
  Lack-of-Fit  9279    3.401    0.000       4.30    0.000 
  Pure Error    123    0.010    0.000 
Total          9403  162.234 
 
        S    R-sq  R-sq(adj)  R-sq(pred) 
0.0190483  97.90%     97.90%      97.89% 
 
 
Coefficients 
Term          Coef   SE Coef  T-Value  P-Value   VIF 
Constant  0.005159  0.000892     5.78    0.000 
UCNF150    0.98850   0.00149   661.61    0.000  1.00 
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Results for: SolCalNF200.txt 
  
Regression Analysis: CalNF200 versus UCNF200  
Analysis of Variance 
Source           DF   Adj SS   Adj MS    F-Value  P-Value 
Regression        1  91.4299  91.4299  353217.68    0.000 
  UCNF200         1  91.4299  91.4299  353217.68    0.000 
Error          5343   1.3830   0.0003 
  Lack-of-Fit  5297   1.3792   0.0003       3.10    0.000 
  Pure Error     46   0.0039   0.0001 
Total          5344  92.8129 
 
        S    R-sq  R-sq(adj)  R-sq(pred) 
0.0160888  98.51%     98.51%      98.51% 
 
 
Coefficients 
 
Term          Coef   SE Coef  T-Value  P-Value   VIF 
Constant  0.002101  0.000996     2.11    0.035 
UCNF200    0.99337   0.00167   594.32    0.000  1.00 
 
 
Results for: SolCalNF250.txt 
  
Regression Analysis: CalNF250 versus UCNF250  
Analysis of Variance 
Source           DF   Adj SS   Adj MS    F-Value  P-Value 
Regression        1  58.3907  58.3907  281264.98    0.000 
  UCNF250         1  58.3907  58.3907  281264.98    0.000 
Error          3444   0.7150   0.0002 
  Lack-of-Fit  3421   0.7142   0.0002       6.20    0.000 
  Pure Error     23   0.0008   0.0000 
Total          3445  59.1057 
 
        S    R-sq  R-sq(adj)  R-sq(pred) 
0.0144083  98.79%     98.79%      98.79% 
 
 
Coefficients 
 
Term         Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.00292  0.00111     2.62    0.009 
UCNF250   0.99233  0.00187   530.34    0.000  1.00 
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Results for: SolCalNF300.txt 
  
Regression Analysis: CalNF300 versus UCNF300  
Analysis of Variance 
Source           DF   Adj SS   Adj MS    F-Value  P-Value 
Regression        1  40.4198  40.4198  205915.16    0.000 
  UCNF300         1  40.4198  40.4198  205915.16    0.000 
Error          2403   0.4717   0.0002 
  Lack-of-Fit  2397   0.4715   0.0002       7.82    0.007 
  Pure Error      6   0.0002   0.0000 
Total          2404  40.8915 
 
        S    R-sq  R-sq(adj)  R-sq(pred) 
0.0140105  98.85%     98.85%      98.84% 
 
 
Coefficients 
 
Term         Coef  SE Coef  T-Value  P-Value   VIF 
Constant  0.00169  0.00130     1.30    0.194 
UCNF300   0.99433  0.00219   453.78    0.000  1.00 
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