Abstract. We derive in this paper a family of conserved energies for the one dimensional Gross-Pitaevskii equation in the small energy case, which describe all the H s , s > 1 2 regularities of the solutions. We endow the energy space with a metric to make it a complete metric space and study its topological property.
Introduction
We consider the one dimensional Gross-Pitaevskii equation (1.1) i∂ t q + ∂ xx q = 2q(|q| 2 − 1), where (t, x) ∈ R 2 denote the time and space variables and q = q(t, x) : R × R → C denotes the unknown complex-valued wave function.
It was used by E.P. Gross [12] and L.P. Pitaevskii [18] to describe the oscillations of a Bose gas at zero temperature. In nonlinear optics, the equation (1.1) models the propagation of a monochromatic wave in a defocusing medium and in particular the dark/black solitons with |q| = 1 at infinity arise as solutions of (1.1). See the review paper [15] for more physical interpretations.
The Gross-Pitaevskii equation (1.1) can be viewed as the defocusing cubic nonlinear Schrödinger equation (dNLS), but with a nonstandard boundary condition at infinity: |q| → 1 as |x| → ∞. This nonzero boundary condition brings a substantial difference between (1.1) and (dNLS) with vanishing boundary condition, e.g. the former equation has soliton solutions while the latter equation has scattering phenomenon. One will see below that the solution space for the Gross-Pitaevskii equation (1.1) is more delicate and we will derive a family of conserved energies which describe all the H s , s > 1 2 regularities of the solutions in a nonstandard way. The equation (1.1) can be viewed as a Hamiltonian evolutionary equation associated to the Ginzburg-Landau energy
with respect to the symplectic form ω(u, v) = Im R uv dx . The Cauchy problem for (1.1) was solved by P.E. Zhidkov [21] in the energy space
and the two and three dimensional cases were studied by P. Gérard in [9, 10] . See also [3, 8, 21, 22] for more general regularity assumptions ∂ x q ∈ H k−1 , k ∈ N or ∂ x q ∈ H s−1 , s > 1 2 . In this paper we consider the general energy spaces as follows
where S 1 denotes the unit circle. For s ∈ R, we define the H s (R)-norm as
where f (ξ) denotes the Fourier transform of f (x), and for any q ∈ X s , we define the associated energy E s (q) as
which describes the H s -regularity of q. We endow this set of functions X s with the following metric d s (·, ·):
dy + |p| 2 − |q| ) ) is a complete metric space, which has the following topological properties:
• The subset {v | v − 1 ∈ C ∞ 0 (R)} is dense in X s and hence (X s , d s (·, ·)) is separable.
• Any ball {q ∈ X s |d s (q, 1) ≤ r}, r ∈ R + in X s is contractible.
The equation (1.1) is completely integrable and can be solved by the inverse scattering method. In the pioneer paper by Zakharov-Shabat [20] , the equation (1.1) can be viewed as the compatibility condition for the two systems 6) where u : R × R → C 2 is the unknown vector and λ ∈ C can be viewed as parameter. The first system in (1.6) can be written in the form of a spectral problem Lu = λu of the so-called Lax operator
and correspondingly the matrix P in the second system of (1.6) reads as a differential operator as follows (by eliminating λ using the relation λu = Lu) Lu = λu ⇒ L t u + Lu t = λ t u + λu t , i.e. L t u + LP u = λ t u + P Lu ⇒ λ t = 0.
See also [1, 5, 6, 7] for the discussions of the Lax-pair reformulation and the inverse scattering transform of the cubic nonlinear Schrödinger equations. By virtue of this Lax-pair reformulation (1.6), the authors in [4, 11] established some stability results for the soliton solutions of the Gross-Pitaevskii equation (1.1).
In this paper we focus on the first system in (1.6) and in particular we study in details the time-independent transmission coefficient T −1 (λ) associated to it. For the cubic nonlinear Schrödinger equation case, Koch-Tataru [16] (see also [14] ) made use of the corresponding invariant transmission coefficient to establish a family of conserved energies which are equivalent to the H s , s > − 1 2 -norms of the solutions and hence all the H s -regularities are preserved a priori for regular initial data. Following the idea in [16] , we aim to formulate our conserved energies E s (q) in terms of this conserved transmission coefficient T −1 (λ) in a delicate way, such that in the small energy setting E s (q) is equivalent to the square of the energy norm (E s (q)) 2 , s > such that E s (q) is Lipschitz continuous with respect to the metric d s (·, ·) defined in (1.5) and is conserved by the one-dimensional Gross-Pitaevskii flow. Furthermore, E s (q) is equivalent to (E s (q)) 2 in the following sense
∀q ∈ X s with E s0 (q) ≤ c 0 .
One can find the precise formulation of the conserved energy E s (q) in Theorem 3.1 in Section 3, for example,
where T with the initial data q 0 ∈ X s in the small energy setting: E s0 (q 0 ) ≤ c 1 for some small enough constant c 1 ≤ c 0 /2 and some s 0 ∈ ( 1 2 , s). We first notice that by Theorem 1.2 whenever q ∈ X s with E s0 (q) ≤ c 0 for some s 0 > 1 2 , there holds 1 2 (E s (q)) 2 ≤ E s (q) ≤ 2(E s (q)) 2 , ∀s > 1 2 .
Suppose that q ∈ C([−t 0 , t 0 ]; X s ), s > 1 2 solves the Gross-Pitaevskii equation (1.1) with the initial data q 0 ∈ X s , E s0 (q 0 ) ≤ c 0 /2 for some s 0 ∈ ( 1 2 , 1) (with possibly large E s (q 0 )), then the energy is conserved on the existence time interval [−t 0 , t 0 ]:
, by the conservation of the functional E s0 (q) along the Gross-Pitaevskii flow and a bootstrap argument, one has
2 , i.e. E s0 (q) ≤ c 0 on the whole existence time interval [−t 0 , t 0 ] and hence
We then have the global well-posedness of (1.1) in X s in the small energy setting: E s0 (q 0 ) ≤ c 1 ≤ c 0 /2. Indeed, for q 0 ∈ X s , s = k ≥ 1, by P.E. Zhidkov's local well-posedness result in [21] there exists a unique solution q ∈ C([−t 0 , t 0 ]; X k ), t 0 > 0 of the Gross-Pitaevskii equation (1.1), and hence if E s0 (q 0 ) ≤ c 0 /2, then the above energy conservation law (1.9):
If E s0 (q 0 ) ≤ 2c 1 small enough such that E s0 (q 0,ε ) ≤ c 0 /2 (this is possible by virtue of the above bound), then there exists a unique solution q ε ∈ C(R; X k ) with the initial data q 0,ε of the Gross-Pitaevskii equation
for all the times. If q also solves (1.1) with the initial data q 0 , then p = q − q ε satisfies the following equation
, and with the righthand side above bounded by
where C depends on E s (q ε ) and hence only on E s (q 0 ). Since the unitary group e it∂xx is continuous on H s (R), a standard Banach fixed-point argument implies the local well-posedness result for the Cauchy problem (1.10) in H s . Therefore there exists a positive time t 1 depending only on E s (q 0 ) and a unique solution
The same argument implies the well-posedness and the same bounds for q on [−3/2t 1 , 3/2t 1 ] (with a possibly smaller t 1 > 0 but depending only on E s (q 0 )), [−2t 1 , 2t 1 ], and so on.
(ii) The idea of the proof of Theorem 1.2 is similar as in [16] , however due to the nonzero background, the calculation requires substantial new ideas and the characterised quantities in the energy space are |q| 2 − 1, q ′ rather than q itself. (iii) In the proof showing the asymptotic approximation of the Gross-Pitaevskii equation by the Korteweg-de Vries equations in long-wave regime, [3] made use of the uniform bounds of E s (q), s = 1, 2, 3, 4 which were derived from a linear (and not obvious at all) combination of the first nine energy conservation laws.
The paper is organised as follows:
• In Section 2 we will state our framework in the classical setting q−1 ∈ S(R). Following Zakharov-Shabat [20] (see also the book by Faddeev-Takhtajan [7] ), we introduce the transmission coefficient T −1 associated to the Lax operator L (see (1.7)), in Subsections 2.1-2.3.
We then introduce three tools to analyse T −1 similar as in Koch-Tataru [16] , in Subsections 2.4-2.6.
Finally we revisit the expansion of ln T −1 and derive the conservation laws of mass, momentum and energy in Subsection 2.7.
2 For q 0 ∈ X s , there exists a compactly supported smooth cufoff function χ such that q 0 = ρ 0 e iϕ 0 with |q 0 | ≥ 1 2
: See also Subsection 4.1.1 below.
• In Section 3 we will prove the technical Theorem 3.1, which implies our main Theorem 1.2.
• In Section 4 we will study the metric space (X s , d s (·, ·)).
The framework
In this section we assume the classical functional setting (as in [7, 20] )
We will introduce the transmission coefficient T −1 (λ) associated to the first system of (1.6), i.e. the Lax equation:
on the Riemann surface R in Subsection 2.1-2.3. We then introduce the three tools to analyze it, namely graphic representations for the multilinear integrals, the inhomogeneous U 2 , DU 2 -norms and the nonnegative superharmonic functions, in Subsections 2.4-2.6. Finally we revisit the expansions and the conservation laws of mass, momentum and energy in Subsection 2.7.
2.1. A Riemann surface. We define a Riemann surface by
If added the infinity, its genus is 0 and is indeed the Riemann sphere with respect to the complex variable ζ = λ + z. We typically choose the upper sheet R of this Riemann surface:
and we can take simply λ ∈ V as the coordinate on R. We notice the symmetry of R (λ, z) ∈ R ⇔ (λ, −z) ∈ R, (2.4) and that the purely imaginary points (±iσ, iτ /2) stay on R:
We can define a conformal mapping from (λ, z) ∈ R to ζ ∈ U the upper half-plane by ζ = ζ(λ) = λ + z. The mapping takes the cuts λ ∈ I cut to the real axis ζ ∈ R and the neighbourhood of ∞ for Im λ < 0 to a neighbourhood of ζ = 0. The inverse mapping is given by the so-called Zukowsky mapping
2.2. Jost solutions and the transmission coefficient T −1 . In this subsection we will introduce the Jost solution of the Lax equation (2.2) as well as the associated invariant transmission coefficient.
Then under the assumption (2.1) on the potential q, ±iξ are the two eigenvalues of the matrix in (2.2) at infinity:
Let the Jost solution u l solve the Lax equation (2.2) (viewing λ = η as parameter) satisfying the following boundary conditions at −∞
Then there exist two complex numbers T −1 , R ∈ C such that u l takes the following asymptotic at +∞:
These two complex numbers T −1 , R are called the transmission coefficient and the right reflection coefficient respectively
T is the solution of (2.2), then the quantity |u
2.2.2.
Upper Riemann sheet case (λ, z) ∈ R. The Jost solution u l (x; λ) defined above on the "real axis" (λ, z) = (η, ξ) ∈ R 2 can be analytically continued to the upper Riemann sheet (λ, z) ∈ R, taking the following asymptotics
Here, under the potential assumption (2.1), T −1 (λ) is a holomorphic function on R and lim |λ|→∞ T −1 (λ) = 1. The possible zeros of T −1 (λ) are located on the interval (−1, 1) ⊂ R. Indeed, if T −1 (λ) = 0, then λ ∈ V = C \I cut by (2.6). Thus z = √ λ 2 − 1 ∈ U has strictly positive imaginary part such that λ, u l (with the asymptotics (2.7) and T −1 (λ) = 0) can be viewed as the simple eigenvalue and the corresponding eigenfunction of the Lax operator (1.7). The Lax operator is self-adjoint and thus λ ∈ (−1, 1) ⊂ R. We denote these (at most) countable zeros on (−1, 1) by {λ m } m and (2.8)
We have the following symmetry for T −1 :
4 In this paper we call T −1 the transmission coefficient while its reciprocal T is the physical relevant transmission coefficient. We can define similarly the left reflection coefficient by considering the asymptotic at −∞ of the Jost solution with the boundary condition e iξx 1 i(η + ξ)
Indeed, the symmetry of the Lax equation (2.2) implies that u l T := (u 2 l , u 1 l ) with the asymptotics
satisfies the Lax equation (2.2) with (λ, z) ∈ R replaced by (λ, −z) ∈ R, which itself possesses a Jost solution with the following asymptotics:
By uniqueness we deduce (2.9). Therefore
• For λ = η ∈ I cut , the limits lim λ→η+i0 |T −1 (λ)| and lim λ→η−i0 |T −1 (λ)| are the same. Hence the subharmonic function ln |T −1 (λ)| on V is continuous on I cut and generally ln |T
(2.10)
Let us take the time variable into account. We multiply u l by e −iz(2λ)t such that the time evolutionary equation in (1.6) ensures
That is, the transmission coefficient T −1 (λ) is invariant by the Gross-Pitaevskii flow and we will make use of it to define the conserved energies for the Gross-Pitaevskii equation.
2.3. The expansion of the transmission coefficient T −1 . Recall the asymptotics of the Jost solution u l in (2.7). We will solve the initial value problem (2.2)-(2.7) 1 by iteration, to derive the expansion (2.14) below for the transmission coefficient T −1 , whose structure will become more clear in (2.21) in next Subsection 2.4.
It is convenient to rewrite (2.2) in several steps. Since the potential q = 1 + q 0 satisfying (2.1), we rewrite the Lax equation (2.2) as
By virtue of (recalling
We want to remove the upper left entries of the two matrices: Let = 0
To conclude, the renormalized Jost solution w 0 l satisfies the above differential equation, or equivalently the following integral equation 12) with the following asymptotics as x → ±∞ (recalling u l 's asymptotics (2.7)):
We can solve (2.12) iteratively:
By view of the asymptotics of the first component of w 0 l as x → ∓∞, we derive
(2.14)
2.4. Graphic representations. In this subsection we introduce briefly the graphic symbols , , to represent the integrals in the expansion of the transmission coeffcient T −1 in (2.14). See [16, 17, 19] for more shuffle algebra theory.
2.4.1.
A shuffle algebra. We consider the set of words in the alphabet {X, Y, B}, or equivalently in the graphical representation { , , }. We define the shuffle product between two words by shuffling these two words and at the same time keeping the ordering in both the words. For example, XY B X = 2XXY B+XY XB+XY BX. This defines a ring of formal power series of the unknown words (symbols) and we denote it by H . We can introduce the coassociative coproduct ∆ : H → H ⊗H defined as the sum of all possible splittings ∆ a = a1a2=a a 1 ⊗ a 2 . Then the compatibility condition ∆ (a b) = ∆ a ∆ b holds for all a, b ∈ H .
We are interested in formal series of regular type, where the two symbols , always appear in pair (with first and second in the order) but without forming intersecting arcs while the symbol always appears inside some arc , for example, the sets of regular symbols of length 2, 3, 4, 5, 6 respectively are
(2.15)
We take H to be the set of the regular formal series and H endowed with the shuffle product is a commutative subalgebra of H , for example, = 2 + 4 . We define the coproduct on H as ∆ : H → H ⊗ H, with ∆a = a1a2=a,a1,a2∈H a 1 ⊗ a 2 for a ∈ H, for example, ∆ = 1 ⊗ + ⊗ 1 + ⊗ and ∆ = 1 ⊗ + ⊗ 1. Then the crucial compatibility condition still holds true, i.e. ∆(a b) = ∆a ∆b for a, b ∈ H, see [16] for more details.
An element g ∈ H is called group-like if ∆g = g ⊗ g and an element p ∈ H is called primitive if ∆p = p ⊗ 1 + 1 ⊗ p. We notice that the primitive element in H should be formal series of the connected symbols as † † , † = or some regular symbol. (2.16) We denote the sets of group-like elements and of primitive elements by G and P respectively. Then by Milnor-Hopf theorem (indeed by Theorem A.8 in [16] which can be viewed as a commutative Hopf algebra version of the celebrated Milnor-Hopf theorem concerning the cocommutative Hopf algebras), they are related by (2.17) G = exp P.
We consider an element g in the shuffle subalgebra H as
We claim that g ∈ H is a group-like element and hence by (2.17) there exists a unique primitive element p ∈ H such that p = ln g. Indeed, we take the coproduct ∆ defined on H to (2.18) to arrive at
We can calculate the formal series of p = ln g explicitly: Since the logarithm function is analytic near 1 such that ln(1 + a) = a − since the quadratic, cubic and quartic terms in ln g reads as
• The quadratic term ;
• The cubic term ;
• The quartic term + −
2.4.2.
Representation of the integrals. Let z ∈ U on the upper half plane and let 0 q 2 q 3 q 4 be a 2×2 matrix 5 , with three functions q 2 , q 3 , q 4 : R → C. Then we correspond the alphabet { , , } to the three functions {e −2izx q 3 (x), e 2izy q 2 (y), q 4 (m)} respectively, in such a way that we use the regular graphic symbols of length j, j ≥ 2 as in (2.15) to represent the integrals of the form
ℓn ) e 2izyn q 2 (y n ) dx dm dy whereΣ j represents a complete ordering of the variables x, m, y with the constraint
For example, we have the following identifications between the regular symbols and the multilinear integrals in terms of the functions {e −2izx q 3 (x), e 2izy q 2 (y), q 4 (m)}:
, and so on.
Then we have the following graphic representations for the expansions of the transmission coefficient T −1 and its logarithm ln T −1 , where the proof will be postponed in Subsection 2.5.3 below: Proposition 2.1. Let (λ, z) ∈ R, q = 1 + q 0 with q 0 ∈ S(R) and the matrix 0 q Then the holomorphic renormalised transmission coefficient e
0 which is represented graphically as
of all the regular symbols of length j but without overlapping arcs such that, for some universal constant C,
Its logarithm is a primitive element in H 0 which is represented graphically as
is a linear combination of the connected symbols of length j which can be calculated explicitly, such that
2.5. Fundamental estimates. We will state in this subsection the estimates for the integrals in the connected symbols † † (see (2.16) ) and the integrals in the regular symbols of form · · · , in terms of the localised version of
where τ ≥ 2 is the frequency scale and χ I is a smooth cutoff function associated to the interval I such that (χ [k/τ,(k+1)τ ) ) k form a partition of unity. We will first briefly recall the functional spaces U 2 , V 2 , DU 2 in Subsection 2.5.1, and then we will recall some fundamental estimates in terms of the localised norms (2.25) above in Subsection 2.5.2, by use of which we will prove Proposition 2.1 in Subsection 2.5.3. See [13, 16] for more details of the U 2 , V 2 theory.
The space V 2 is defined as follows
where we always set v(∞) = 0. In particular, the constant function 1 ∈ V 2 . For any finite sequence {φ j } N −1 j=1 with
endowed with the U 2 -norm:
Thus we have following estimates:
We define the space DU 2 via the distributional derivatives as
with the norm u
function is a distribution function with the following norm finite:
Hence we have the following pleasant product estimate from (2.26):
Estimates in terms of the l j τ DU 2 -norms. We recall the following estimates in terms of the norms in (2.25) established in [16] . Then for z = iτ /2, τ > 0, we have the following estimate for the connected symbol † † of length j in terms of the norms in (2.25)
and the following estimate for the regular symbol
In particular when j = 2, there is a description of the Sobolev norm g
3) in terms of the quadratic symbol :
We also have the following descriptions of the norms in (2.25):
• The following inequality describes the effect of the phase shift
6 By induction it is easy to show that there exist [16] or (2.38) below) and the induction argument.
• We have the following relationship between l p τ DU 2 -norm andḢ
• For p ≥ 2, we have the following descriptions for the l p τ DU 2 -norms corresponding to different size regimes of the Littlewood-Paley frequency ν and the norm frequency τ :
(2.34)
In the above, for any tempered distribution f ∈ S ′ , f µ denotes the smooth dyadic piece in the Littlewood-Paley decomposition f = µ f µ , which is defined as
with the Greek letter µ denoting powers of 2 and with the sum µ understood as 
We will explain briefly the derivation of (2.30) at the end of next Subsection 2.6.
2.5.3. Proof of Proposition 2.1. We follow the idea in Section 5 [16] . Recall that we solve the integral equation (2.12) iteratively in (2.13) (we denote w 0 l , q 0 κ simply by w, q κ ):
where we used (2.27) for the last inequality.
More precisely, for any z, Im z > 0, we define the operator S ℓ :
then the first component of w j reads
and hence e 1 2iz R 2Re q
, j ≥ 2 reads as in the expansion (2.21). It is straightforward to deduce
and by recurrence with 
where for the second inequality we used (2.32) and the fact that the number in the summation do not exceed 
We introduce a partial order in the set of holomorphic functions near zero, where g h means that the absolute value of each coefficient in the Taylor series of g at zero is bounded by the corresponding coefficient in the Taylor series of h. In particular, ln(1 + ζ)
2.6. Superharmonic functions. In this subsection we will recall some known results concerning the nonnegative superharmonic functions G on the upper halfplane U, see Proposition 2.3 below or [2, 16] . We focus on the relationship between G(iτ ), τ > 0 and the nonnegative measures µ, ν which are G's trace on the real line R and −∆G on the upper half-plane U respectively.
Proposition 2.3. The followings hold true:
• Formulation of G by µ, ν. Let G ≥ 0 be a superharmonic functions on the upper half-plane, which is bounded on the positive imaginary axis i[1, ∞). Then there are a nonnegative Radon measure µ which is the trace of G on the real line R, and a nonnegative Radon measure ν = −∆G on the upper half-plane U. The function G can be represented in terms of the Poisson kernel and the fundamental solution of the Laplace equation as follows:
• Expansion of G at +i∞. If the support of ν is located on the strip {z|0 < Im z < 1} and G has the finite expansion at +i∞:
N ν are finite. Vice versa, if these two measures are finite, then we have the following precise expansion of G at +i∞:
,
• Trace formula of G: connecting G| i[τ0,∞) and µ, ν if ν is supported on the strip {z | 0 < Im z < τ 0 }.
Let N ≤ s < N + 1. Then the following trace formula holds
s dw, whenever either side is finite.
Finally let us explain briefly how to derive the description of the Sobolev norm (2.30) from the trace formula (2.42).
We take the unitary Fourier transform and inverse Fourier transform
Recall the quadratic symbol introduced in Subsection 2.4.2. We calculate when z = iτ /2, τ > 0, q 2 = q 3 = g:
where H is the harmonic function on the upper half-plane with the trace |ĝ(ξ)| 2 on the real axis. Therefore by virtue of the trace formula (2.42) with τ 0 = 2, the
2 ) s H(iτ )dτ and hence as (2.30).
2.7. Expansions revisited. In this subsection we will revisit the expansion of − ln T in (2.23) in Proposition 2.1, by use of the estimates in Proposition 2.2. We derive the following expansion for − ln T (λ) as |λ| → ∞ (see Page 65 in [7] for the classical results):
Proposition 2.4. Let (λ, z) ∈ R and q = 1 + q 0 with q 0 ∈ S(R; C). Then the expansion (2.23) for − ln T (λ) converges as |λ| → ∞ and more precisely, there exist countable real numbers {a n } n≥1 and countable positive constants {C n } n≥1 such that for any k ≥ 1,
where as |λ| → ∞, a l is bounded by C l q 0 2
), l ≥ 2 and
In the above, the first three coefficients in (2.44) are the conserved mass, momentum and energy for the Gross-Pitaevskii equation (1.1):
(2.45)
We will prove Proposition 2.4 in the following steps: We will first introduce the integration by parts in Subsection 2.7.1 which is the key to do further expansions; we then study the quadratic, cubic and quartic terms in the expansion (2.
(2.46)
If Im z > 0, g, h ∈ S, then for any k ≥ 1 we arrive at the following finite expansion by doing the integration by parts k times
It is easy to see that |b l | ≤ g 
τ DU 2 , m + n = k, and hence by the estimate (2.32) in Proposition 2.2 we derive
where [·] denotes the integer part. Since b ≥k+1 (z) is holomorphic on the upper half plane, we indeed have |b
as |z| → ∞. (ξ)ĥ(ξ) dξ , the lefthand side reads as 
Noticing for any n ∈ N,
we apply integration by parts (2.46) recursively to get the following expansion as in (2.47)
as |z| → ∞, and for any k ≥ 2, the k-th remainder term
which is, by use of (2.28)-(2.32), bounded by C|z|
as |z| → ∞. Thus if q = 1 + q 0 , q 0 ∈ S, by expanding λ in terms of z, the expansion (2.48) for the holomorphic function 0 + 1 2iz R |q 0 | 2 dx holds in the sense of (2.44):
, and the k-th remainder term is bounded by C(k) q
as |z| → ∞. 8 We can furthermore write the k-th remander term as
] x<y e 2iz(y−x) (2Re q 0 )
]) (x) dx dy . 
We do integration by parts (2.46) repeatedly to derive the following expansion in the sense of (2.44):
where the constant coefficient a l,3 consists of integrals (with respect to one variable) of (l − 3) or less order derivatives on some homogeneous polynomial P3(q 0 , q 0 ) of degree 3 and hence is bounded by C(l) q
, l ≥ 3, while the k-th remainder (x1)dx1dx2dy1dy2 in (2.23), which reads with y2 = t4, y1 = t3, x2 = t2, x1 = t1 as 
and we can expand −2 0 in the sense as in (2.44):
That is, the k-th remainder consists of the integrals such as
with
where
, l ≥ 3 and the k-th remainder −2 0,≥k+1 is bounded by C(k) q 0 4
2.7.5. Expansion (2.23) revisited. Except the three symbols 0 , 0 , −2 0 , any other connected symbol on the righthand side of (2.23) is at least of order τ −4 if z = iτ /2 as τ → ∞. Indeed, by (2.28)-(2.32) and (2.39), when z = iτ /2 with τ → ∞, the connected symbols of length j, j ≥ 5 can be bounded by
while the term 0 can be bounded by
Hence as the derivation of (2.49)-(2.50)-(2.51) above, we have the similar expansions for the other terms in (2.23):
where a l,j is bounded by C(j, l) q
, l ≥ 4 and the k-th remainder term
On the other side, by Proposition 2.1 we have 
such that for any k ≥ 1, there exists a constant C k such that
)|z| −(k+1) .
The energies
Recall the space X s defined in (1.2) and the energy norm Es(q) defined in (1.4). Recall the variables (λ, z), (λ, −z) defined on the upper sheet of the Riemann surface R in (2.3) and the two cutting semilines I cut = (−∞, −1] ∪ [1, ∞). Recall in Subsection 2.2 that when q = 1 + q 0 , q 0 ∈ S, the holomorphic transmission coefficient T −1 (λ) is well-defined on (λ, z) ∈ R and has at most countable zeros in the interval (−1, 1).
In the rest of this section we will prove the following theorem which implies directly Theorem 1.2:
, s). Then there exist a large enough number C0 and a small enough number c0 ≤ 1/(2C0) < 1.
Let q ∈ X s . Then there exists a renormalised transmission coefficient T −1 c (λ) which is conserved by the Gross-Pitaevskii flow and is holomorphic on the Riemann surface R, such that
where M is the conserved mass given in (2.45) and T −1 is the transmission coefficient defined in Subsection 2.2;
satisfies the following properties:
has at most countable simple zeros {λm} ⊂ (−1, 1).
We can define a superharmonic function G(z) on the upper half plane U as follows
such that G ≥ 0 on the closed upper half planeŪ with the trace on the real line as . Then G(iτ /2) has the following finite expansion as τ → ∞:
where G 2l ∈ R reads as
, 1), we define the conserved energy in terms of ln T
−1 c
as
and for N ≤ s − 1 < N + 1, we define the conserved energy as
Then Es(q) is a well-defined Lipschitz continuous functional from the metric space {q ∈ (X s , d s )|Es 0 (q) ≤ c0} to [0, ∞), and is equivalent to the square of the energy norm (Es(q)) in the sense of (1.8):
(Es(q)) 2 . Furthermore, we have the trace formula for Es(q):
The rest of this section will be organised as follows:
• Let q ∈ X s away from zero satisfying
We derive the formal expansion of the transmission coefficient in Subsection 3.1, then analyze the quadratic and cubic terms in Subsection 3.2 and finally analyze the higher order terms in Subsection 3.3.
• For general q ∈ X s , we define the renormalised transmission coefficient T −1 c in Subsection 3.4.
• We complete the proof of Theorem 3.1 in Subsection 3.5.
Formal expansion of the transmission coefficient. As in Subsection 2.3, we perform several steps of renormalisations to the Lax equation (2.2): ux
in order to derive the formal expansion of the transmission coefficient under the non vanishing condition (3.11) on q ∈ X s . We will establish the estimates for the terms in the expansion in the subsequent Subsections 3.2 and 3.3, in order to show the well-definedness of the renormalised transmission coefficient in Subsection 3.4.
For the potential q ∈ X s , |q| ≥ ǫ0 > 0, we first derive the following system for u = 1 0 0 q u from the Lax equation (2.2) for u:
Then with v = (− 1 2iz
Noticing that q3 is locally integrable, we introduce w = e izx e x 0 q 3 dy v, i.e.
(3.12)
such that w satisfies wx = 0 0 0 2iz w+ 0 q2 q3 q4 w, (3.13) where (3.14)
0 q2 q3 q4 = 0 i 2z
Now fix (λ, z) ∈ R and let the matrix 0 q2 q3 q4 be defined in (3.14), then we use the regular symbols of the form (2.15) in the alphabet { , , } to represent the multilinear integrals of the form (2.20) as in Subsection 2.4.2. Similarly as the derivation of the expansion (2.14) for T −1 and then its graphic representation (2.21), via connecting the asymptotic behaviours of the renormalised Jost solution w l for the system (3.13) at infinity, we obtain the formal expansion of the transmission coefficient T −1 as follows (as long as either side is well-defined)
, ℓ (L) = (ℓ1, · · · , ℓL), j ≥ 2 is the sum of all the possible multilinear integrals of the following form
× e 2iRe zyn q2(yn) dx dm dy ,
where Σ ℓ (L) is an ordering sequence of length j such that L n=1 (2 + ℓn) = j and x1 < m
Therefore as in Proposition 2.1 we have the following formal expansion of its logarithm − ln T as long as either side is well-defined
whereTj , j ≥ 4 is a linear combination of connected symbols of length j as in (2.16), which can be calculated explicitly.
Quadratic and cubic terms.
In this subsection we analyze the quadratic and cubic terms + on the righthand side of (3.15) and (3.17), for q ∈ X s , |q| ≥ ǫ0 > 0. The idea is similar as in Subsection 2.7, nevertheless here we will derive the estimates in terms of the energy norm Es(q) defined in (1.4), by use of Proposition 2.2.
3.2.1. Constant C0 and vector Q. Notice that if q ∈ X s with small enough energy:
then by use of |q|
and hence √ 1 + Cc0 ≥ |q| ≥ √ 1 − Cc0 > 0, such that q reads in the polar coordinate as follows
In the following we will denote by C0 some constant depending only on s, q L ∞ , q
(which is always bounded if c0 < 1) which may vary from line to line. For notational simplicity, we define Q as the following vector in terms of q:
Then we can use Es(q), Es 0 (q) to control Q as follows 
We will prove in Subsection 3.2.3 below that the sum of the quadratic and cubic terms in the expansions (3.15) and (3.17) can be decomposed intoT1,T2 andT3 as follows 
andT P 3 to be defined in (3.38) below, as a sum of the integrals in terms of Q (defined in (3.21)) of the following form
with the coefficient |cκ 1 ,κ 2 ,κ 3 | ≤ C 1+|λ|+|z| |z| . In Subsection 3.2.4 we will reformulate the energy function (Es(q)) 2 defined by (1.4) in terms ofT2 , and in Subsections 3.2.5-3.2.6 we will establish the decay estimates forT3 in terms of Es 0 (q), Es(q). More precisely, we will prove 
, s).
Let σ = τ 2 /4 − 1 when τ ≥ 2 such that (±iσ, iτ /2) ∈ R. Let q ∈ X s with |q| ≥ ǫ0 > 0. Let Es(q) be the energy norm defined in (1.4) and C0 be some constant depending only on q L ∞ , q ′ DU 2 . LetT1,T2,T3 be given in (3.23)-(3.24). Then the following estimates hold true: 10 We can use J.-M. Bony's decomposition to derive the product estimates in (3.22) . For example, recalling the Littlewood-Paley decomposition in (2.35), we derive for
and similarly Q 5 1. The quantitiesT1,T2,T3 are well-defined and can be bounded in terms of Es 0 (q) in the following way
(3.26)
2. We can formulate the energy function (Es(q)) 2 in terms of (4z 2T 2) as follows:
and for l ≤ [s − 1],
). ThenT3(±iσ) decays faster than τ −1−2s such that
and k = [2s + 1]. Then we can expandT3 at infinity until k-th order:
where E ± l,3 can be bounded in terms of Es(q) in the following way
and the remainder termT >k 3 (±iσ) decays as τ −1−2s such that if s is away from half odd integers then (with k = 2s or 2s + 1 when s is an interger)
and if s is close to half odd integers then we decomposeT3(λ) =T3(λ; Q) intoT3(λ; Q<τ )+ T 3,≥τ (λ; Q), both having their own finite expansions as in (3.30) as |λ| → ∞, with
(3.32) 3.2.3. Derivation of the decomposition (3.24). Recall q2, q3 in the matrix (3.14) such that
(3.33)
We hence write the quadratic term = x<y e 2iz(y−x) q2(y)q3(x) dx dy as
By the estimates (2.28), (2.31) in Proposition 2.2 and the definition (3.21) of Q, is well-defined for (λ, z) ∈ R and is bounded as
Similarly, by view of the definitions ofT2,T3 in (3.24), (3.38) (see below) respectively, we arrive at (3.26). Calculation of the quadratic term. As in Subsection 2.7.2, we apply integration by parts (2.46) on the last two terms of above to obtain (recallingT1 defined in (3.23))
Calculation of the cubic term. Recalling q4 in the matrix (3.14) and the product q2(y)q3(x) in (3.33), we decompose the cubic term = x<m<y e 2iz(y−x) q2(y)q4(m)q3(x) dx dm dy as = 1 + 2 + 3, 
We do integration by parts to decompose 3 further into
with 31, 32 denoting respectively 
Calculation of the sum of quadratic and cubic terms. To conclude from above, we write + =T1 + ( −T1 + 311 ) +T ‡ 3 + 1 + 2 + 32 as 
(3.39) 3.2.4. The energy norm Es(q) described byT2. Recall the definition (3.24) ofT2. Noticing
, we follow the calculation of (2.43) (with −τ replaced by 2iz) to arrive at
such that (3.28) holds true:
Recalling the definition (1.4): (Es(q)) 2 = R (2 2 + ξ 2 )dµ(ξ) and the trace formula (2.42)
2)(±iσ), we arrive at the reformulation of (Es(q)) 2 in (3.27).
The estimate forT ‡
3 . We establish here the estimates forT ‡ 3 on the imaginary axis (λ, z) = (±iσ, iτ /2): τ ≥ 2, σ = τ 2 /4 − 1 and the case for general (λ, z) ∈ R follows similarly which we omit here. Case 1 2 < s < 2. We apply Littlewood-Paley decomposition in (2.35) and the estimate (2.28) for connected symbols in Proposition 2.2 toT ‡ 3 defined in (3.25) , to arrive at (4z
We then apply (2.33) with p = 2 to get
where µ (dµ) 2 = 1 and
Therefore we have by Cauchy-Schwarz inequality
and by Schur's lemma we arrive at for 1 2 < s < 2 (recalling (3.22) for the estimate of Q) 12 Here we have also used fµ l 2
This also implies (3.31)-(3.32) with the remainder term replaced byT ‡ 3 itself. Case s ≥ 2. For s ≥ 2, (3.42) does not hold and we have to subtract some finite expansions in the intergrand, as in the proofs of Propositions 6.4 and 6.5 in [16] . Indeed, for k = [2s + 1], similar as the derivation of the finite expansion (2.47), we take recursively and alternatively the integration by parts (2.46) from the right and left sides ofT ‡ 3 in (3.25) to get the finite expansion 13 (noticing thatT ‡ 3 (λ) depends indeed only on z)
− 1] and in particular
We claim that (with k = 2s or 2s + 1 if s is a half integer)
Indeed, if n < s < n + (±iσ) = 4z
which implies (3.45). It is also easy to check (3.45) when s = n with k = 2n or 2n + 1 or when s = n + 1 2
with k = 2n + 1 or 2n + 2.
3.2.6. The estimate forT . After applying Littlewood-Paley decomposition, we use (2.28) (with j = 3)-(2.33)-(2.34) to obtain for z = iτ /2, σ = τ 2 /4 − 1
, by Cauchy-Schwarz inequality and Schur's lemma we have (3.29) forT P 3 and hence forT3 =T ‡ 3 +T P 3 by virtue of (3.42). 13 In the expansion only the terms of even degree remains since it is easy to see that
. We take k = [2s + 1] and we do integration by parts (2.46) onT P 3 (in (3.38)) to expandT P 3 until k-th order as (by expanding also λ in terms of z)
Here E P,± l,3 is the linear combination of the integrals of the following type
such that E P,± l,3 is bounded by (by choosing appropriate α1 < α2, α1
HereT P,>k 3
involves (k − 3)th and less order derivatives 14 such that by virtue of the product estimate:
τ DU 2 and (2.33)-(2.34), we arrive at 4z
where c
and α1 +α2 = k−2 in the regime µ ≥ ν ≥ τ , resp. α1 +α2 = k−3 in the regime τ ≥ µ ≥ ν. Thus if s is away from half integers with k = [2s+1], then we can choose appropriate α1, α2 to obtain (3.31) forT , we have (3.32) forT P 3 . Indeed, the integrands on the lefthand side of (3.32) withT3 replaced byT P 3 are bounded by the following two quantities respectively
and hence (3.32) holds true by view of (3.48). Recalling (3.43)-(3.45) we deduce (3.31)-(3.32) forT3.
is a linear combination (with uniformly bounded coefficients) of the trilinear integrals as
3.3. Higher order terms.
3.3.1. Expansions of (3.15) and (3.17) revisited. Recall the vector Q in (3.21) such that
Recall q2, q3, q4 in the matrix (3.14) with the product q2(y)q3(x) as in (3.33):
and q4 = For j ≥ 4, we do integration by parts (2.46) in the connected symbol
such that we decompose Tj into T ‡ j :
and the rest part
where Σ ℓ (L) is a complete ordering as in (3.16) , |c κ (n) | ≤ |2z| 
DU 2 , and hence by view of the estimate (2.31) and Q 5 DU 2 ≤ C0(Es 0 (q)) 2 , we arrive at
By homogeneity of Tj andTj in (Q 1 , Q 3 ),Tj, j ≥ 4 also satisfy (3.50) (by virtue of the proof of Proposition 2.1). Recall the estimates (3.23)-(3.26) forT1,T2,T3, the estimates (3.51) below hold true. We will prove in the following of this subsection some further decay rates of Tj,Tj, j ≥ 4 at infinity, in the same spirit of Proposition 3.1: Proposition 3.2 (Estimates for Tj,Tj , j ≥ 4). Assume the hypothesis in Proposition 3.1. 1. Tj,Tj are well-defined on the Riemann surface R and
(3.51)
2. For j > 4s − 1 and j ≥ 4, we have the following estimates for both Tj andTj :
and for 2s + 1 < j ≤ 4s − 1 and j ≥ 4, we have the following estimate forTj :
3. For 4 ≤ j ≤ 2s + 1, k = [2s + 1], we can expandTj at infinity as follows
and the remainder termT >k j (±iσ) decays as τ −1−2s such that if s is away from half odd integers then (with k = 2s or 2s + 1 if s is an integer)
and if s is close to half odd integers then we decomposeTj(λ) =Tj(λ; Q) intõ Tj(λ; Q<τ ) +T j,≥τ (λ; Q), both having their own finite expansions as in (3.54) as |λ| → ∞, with
(3.56)
We notice from Proposition 3.2 that when j > 4s−1 is large enough, then both Tj(±iσ) andTj (±iσ) decay faster than τ −1−2s at i∞; when 2s + 1 < j ≤ 4s − 1 is in the medium regime, thenTj still has sufficiently decay, following from the fact that all the symbols inTj are connected symbols and hence we can take use of the estimates for connected symbols (2.28)-(2.33)-(2.34) with p = j > 2. When j ≤ 2s + 1 is small enough, then we can expandTj until k-th order such that the remainder term decays faster than τ −1−2s . The rest of this subsection will be contributed to the proofs of (3.52), (3.53), (3.54)-(3.55)-(3.56), following the analysis in Section 3.2 (see also [16] ).
3.3.2. Estimate (3.52) for Tj with large j. Recalling the derivation of (3.50) for the estimate of 4z 2 Tj, j ≥ 4 and the Littlewood-Paley decomposition (2.35), we deduce
where in the first summand on the righthand side there is only one κ ′ (·) taking value 5. By view of (2.33)-(2.34) with p = 2 we derive
where cj is of the same form as (3.46) with (1 − ) · (j − 1)). Hence the estimate (3.52) with j > 4s − 1, j ≥ 4 holds true for Tj and thus forTj by homogeneity.
3.3.3. Estimate (3.53) forTj with medium j. We decomposeTj intõ
whereT ‡ j is represented by a connected symbol of length j − 1 andT P j is a linear combination of the connected symbols of length j. We hence have the following by the estimates (2.28), (2.33) and (2.34) in Proposition 2.2:
wherecj is of the same form as (3.46) with (1 − 
such that the expansion (3.54) holds with E
consisting of the integrals with respect to one variable andT
l,j involve l − j, l − 1 − j and less order derivatives respectively such that by (2.27)
where there is only one Q 5 in the product. Hence by use of f ≤ν U 2 ν f ≤ν DU 2 , |E ‡,± l,j | ≤ C0(Es 0 (q)) j−2 (Es(q)) 2 , 4 ≤ j ≤ l ≤ k ≤ 2s + 1, and by replacing j by j + 1 (with no Q 5 in the product) the same estimate holds for E P,± l,j . HereT ‡,>k j involves k+1−j and less order derivatives respectively such that |4z
2T ‡,>k j (±iσ)| is controlled by (similar as the analysis forT
with only one Q 5 , k + 1 − j ≤ α1 + α2 ≤ k − 2, and hence (3.55) follows forT ‡,>k j when s is away from half odd integers. For s close to half odd integers, we follow a similar frequency-cutoff argument as at the end of Subsection 3.2.6 to get (3.56) forT ‡ j . Similarly, we replace j by j + 1 to derive (3.55)-(3.56) forT c . In this section we will consider general functions q ∈ X s , without the non vanishing condition |q| ≥ ǫ0 > 0.
for any q ∈ X s . We take first q ∈ X s and (λ, z) ∈ R such that (3.58) 1 + |λ| + |z| |z| · 1 + Im z + |Re z| Im z Es 0 (q) ≤ (4C) −1 , with C to be determined later.
By Sobolev embedding, |q| ≥ ǫ0 > 0 is away from zero with C large enough. We solve the ordinary differential equation (3.13) uniquely with the following boundary value condition:
(3.59) w(λ, x, t) = w0 + o(1) with w0 = 1 0 as x → −∞, such that (with C in (3.58) large enough)
Indeed, similarly as in the proof of Proposition 2.1, we solve the initial value problem (3.13)-(3.59) by iteration exactly as in (2.36): w = ∞ j=0 wj , such that the following estimates hold true as in (2.37) (recalling q2, q3 = ± i 2z
and the estimates for Q:
We define T 
SinceT1 is quadratic in (Q
c (λ) is Lipschitz continuous from the metric space {q ∈ X s |q satisfies (3.58)} with respect to the metric d s . In particular if Es 0 (q) ≤ c0 for some c0 small enough, the above expansion (3.60) holds for |z| ≥ 1.
We proceed in three steps to define T −1 c for general q ∈ X s . For any (λ, z) ∈ R, we can take the partition of the real line R = (−∞, x0] ∪ (x0, x1) ∪ [x1, ∞) with
Then we proceed as follows:
• We solve the initial value problem (3.13)-(3.59) until x0 and we denote the solution at x0 by b0 = b
T . This is possible since the argument above works on the
• Notice q(x0), q(x1) = 0 and we choose the branch of the logarithm function such that Im ln
< 2π. Recall the transformation (3.12) between u and w. We solve the linear Lax equation (2.2) associated with the following boundary value condition at x0
until x1. We denote the solution at x1 by u(x1) and then define b1 = b
This is possible since q ∈ H s ([x0, x1]), s > Fix (λ, z) ∈ R. For any q ∈ X s , by the density result in Theorem 1.1 there exists a sequence {qn} ⊂ 1 + S such that d s (qn, q) → 0. In particular, for any ε > 0, there exists
We may further assume that the smallness condition (3.61) in Subsection 3.4.1 holds for all qn and q.
We follow the procedure in Subsection 3.4.1 to define T , e −iM(2z)
as x tend to ∓∞ respectively. In Step 1 we simply take w = e λ−z 2z z ∈ Um = {z ∈ U : (λ, z) ∈ R, λ ∈ Vm}, we can write (noticing λ 2 − λ Since the meromorphic function Tc(q) has at most countable simple poles {λm} ⊂ C \I cut , we can proceed as above to get the formulation (3.5) for −∆G ≥ 0, which ensures that zm ∈ i(0, 1] and hence λm ∈ (−1, 1). This completes the proof of (3.2) for general q ∈ X s .
3.5. Conserved energies for small energy case. In this subsection we assume that q ∈ X s has small energy Es 0 (q) ≤ c0 ≤ (2C0) −1 such that |q| ≥ ǫ0 > 0. We mainly take the value (λ, z) = (±iσ, τ /2) ∈ R, τ ≥ 2, σ = τ 2 /4 − 1.
By the analysis in Subsection 3.4.1, ln T Re E ± 2l+3,j ∈ R with |G 2l | ≤ C0(Es(q)) 2 , and .
Here G 2l indeed reads as in (3.7) since by Proposition 2.3 and (3.4)-(3.5) we have the following trace formular for G(iτ /2) and we can expand it as τ → ∞:
τ /2 (τ /2) 2 + ξ 2 1 2 ± (2ξ) 2 ln T If s ∈ ( Therefore the conserved energy Es(q) is well-defined from {q ∈ X s |Es 0 (q) ≤ c0} to [0, ∞) and is Lipschitz continuous with respect to the metric d s since ln |T −1 c (±iσ)| is Lipschitz continuous. Furthermore, we derive its trace formula (3.10) by Proposition 2.3.
The metric space
In this section we study the metric space X s defined in (1.2):
× 1 {x−y≥2} (e i(β(x)−β(y)) − 1) . We claim that there exist (αn) and some positive constant C such that Indeed, we take u ∈ B κ (1) and by Lemma 4.1,Ẽs(u) ≤ C0κ. We define the set (4.15) Au = {x ∈ R | ||u(x)| 2 − 1| ≥ 1 2 }.
Since |u| 2 − 1 ∈ H s (R), either Au = ∅ or there exist x0, x1 ∈ R with x0 < x1 such that ||u(x0)| 2 − 1| = ||u(x1)| 2 − 1| = 1 2 , ||u(x)| 2 − 1| < 1 2 whenever x < x0 or x > x1. Definition 4.1 (Weak convergence). We say that the sequence (un)n ⊂ X s converges weakly to u in X s (denoted by un ⇀ u) if
• sup nẼs(un) < ∞;
• un → u in D ′ in the distribution sense.
This subsection is contributed to the following theorem:
Theorem 4.1. The strong convergence of the sequence (un): d s (un, u) → 0 implies the weak convergence un ⇀ u in X s . The closed ball B κ (1) is weakly compact in X s and the energy functionẼs is weakly lower semicontinuous. More precisely, let (un) be a sequence in X s such thatẼs(un) is uniformly bounded. Then there exists a weakly convergent subsequence (u kn ) in X s such that u is also locally Lipschitzian with Lipschitz constant depending on κ.
Let w ∈ X s and Ξw maps from ε-neighborhood B ε (w) of w to a neighborhood of ( ̺, γ, h) in the corresponding metric space ( X 
