Wind turbine (WT) is a key part in wind power generator system (WTGs). For proper operation, condition monitoring and fault diagnosis is a major part in WTGs. In this paper, three different types of nacelle yaw faults along with healthy condition are analysed using wavelet transform (WT) and Hilbert Huang transformed (HHT) based k-nearest neighbour (k-NN) algorithm. For decomposing the raw signals, discrete approximation of Meyer wavelet function (DMeyer/dmey) is used and to extract the feature, Hilbert Huang transform is used to find the amplitude and phase feature of decomposed signal. k-nearest neighbour algorithm based classifier is designed for classifying faults based on extracted features. Prepared feature matrix of twenty one attributes is used for wind turbine nacelle yaw imbalance fault classification. The proposed technique is being compared with other computational intelligence dependent techniques of artificial neural network (i.e., multilayer perceptron-MLP). Results and different comparisons of proposed technique could work as an essential tool for fault diagnosis of WTGs.
Introduction
In the recent years, enhancement in wind energy production was approximately 50% of global electric growth (Global Wind Report, 2015) . After analysing, a power capacity (< 140 GW) has been installed previous year which is almost equivalent to the collective installed capacity of power of Canada or France. Majority of this capacity collected from renewable resources of wind. Therefore, application of wind turbine is escalating rapidly to generate wind power. For proper operation, wind turbine requires its appropriate condition monitoring. The downtime and reliability of the wind turbine may be affected with different types of imbalance fault such as blade imbalance, furl imbalance, aerodynamic asymmetry and nacelle yaw imbalance fault (Malik and Mishra, 2016; Ribrant, 2006; Gong and Qiao, 2012; Mishra, 2015a, 2015b; Yang et al., 2015; Qiao et al., 2012) .
The nacelle-yaw of wind turbines (WTs) is responsible for the direction of the WT rotor for the wind. So the orientation of nacelle yaw position should be optimal to keep the energy capture at high level and loss to a minimum level.
The fault in yaw occurs when the direction of rotor is not perpendicular to the wind, where wind will be flowing through the rotor area. The fault in the yaw can be corrected by controlling the input of power in the WT rotor. The rotor part which is near wind is allowed to extra bending torque than the other part of the rotor. It is same as the blades are bended back side and front side for every rotor turn. It is concluded that wind turbine with a yaw error has more fatigue loads as compared to wind turbine with the yaw kept perpendicular to the wind direction.
For high aerodynamic yaw loads coupled with electrical failures in the wind turbine can result to an undesired nacelle movement (yaw slippage), due to limited braking capabilities of the yaw system. Imbalance fault in yaw system occurs due to variation in yaw angle than required. To overcome this, the direction of wind turbine rotor is being changed.
Most designs of the wind turbine controller allow power production conditions only for an operative yaw system that is able to keep the rotor plane within a tolerated yaw range to prevent high structural loads. An error in the yaw system therefore leads to a early shutdown of the wind turbine. The yaw brakes are designed to hold the nacelle in its azimuthal orientation. The design loads are extracted from the ultimate load strength analysis where the aerodynamics loads acting as torque on the tower top are used.
The reduction of the yaw systems braking capabilities is motivated on the one hand to simply reduce cost and maintenance requirements and on the other hand to meet the ever increasing space restriction.
A slippage can lead to a mechanical malfunction of the yaw system. To analyse the yawing characteristics of a wind turbine during nacelle slippage situations, a detailed multi body system model of the yaw system has been developed and incorporated in a multi body system model of a wind turbine based on a nonlinear FAST based wind turbine.
In the proposed approach, PMSG stator current is used. The stator current signals are used to extract the relevant features by wavelet-HHT and classified by a K-NN based classifier. Complete strategy is shown in Figure 1 . The proposed approach (Figure 1 ) is used to bridge the available research gap in the area of WTGs fault diagnosis and condition assessment. These research gaps are as follows:
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• Most of available research has been done based on mechanical sensors, which are noise sensitive. Due to this, signal to noise ratio is (SNR) is low and diagnosis becomes complicated. Our aim is to provide the sensorless condition monitoring and fault diagnosis technique for WTGs.
• Vibration based technique is costly. Our aim is to reduce the diagnosis cost. Only three phase voltage and current signatures are used for further analysis, which is cost effective.
• Mechanical fault analysis is not possible in MATLAB based system. Proposed approach provides such arrangement with application of normal PC.
In this paper, wavelet and Hilbert Huang transform based wind turbine nacelle yaw imbalance fault diagnosis model using k-nearest neighbour (k-NN) algorithm has been proposed. Section 1 of this paper consists of introduction of the nacelle yaw system imbalance fault, Section 2 includes the simulation of the proposed nonlinear FAST based wind turbine model, Section 3 represents the techniques, i.e., wavelet, Hilbert Huang transform and k-NN algorithm used for feature extraction and imbalance fault classification, Section 4 represents results and discussion and the conclusion of the study is in the Section 5.
2 Dynamic model simulation of nonlinear wind turbine generator system (WTGs)
For designing the WTGs model, three softwares are used. Simulink of MATLAB (MATLAB User's Guide, 1994 -2001 , TurbSim from NREL (Jonkman, 2012) and FAST from NREL (Jonkman and Buhl, 2005) Table 1 . FAST has two modes of operation i.e. simulation mode and linearisation mode. The simulation mode of operation is the time marching of nonlinear equation of motion in which WT aerodynamics and structural responses is evaluated in time. During simulation analysis, five basic control approaches are implemented, these are: pitch control, generator torque control, HSS brake control, tip brake control and nacelle yaw angle control. Linearisation mode of operation is used to develop the state matrices of a WT, and it is also used in eigenvalue analysis for determining the system's stationary or operating mode of operation. The FAST based nonlinear WT model has the combinations of several numbers of models such as: support, earth, base plate, platform, armature, nacelle, gears, tail and structure furling with rotor, Hub etc.
Second software TurbSim is used to simulate the 3D wind data which has stochastic inflow turbulence. 3D wind data has been generated in time series across whole area of the rotor. This is the advanced software for wind generation than SNLWIND-3D and SNwind inflow turbulence simulator. This software is capable to generate the wind data high height wind tower upto 230 m. The output file of TurbSim can be used in AeroDyn based softwares (i.e., FAST and ADAMS). In this problem, we have used wind velocity of 15.7 m/s for simulation purpose. The development journey of this software is since 1997 to 2012. Currently available advanced TurbSim version is TurbSim_v1.06.00 since 21th September 2012 in which "TIDAL" spectral model has been added in the software along with some test cases of TIDAL" spectral model.
Third software is Simulink which is utilised to emulate the electrical and its related component such as generator which is utilised to transform mechanical energy of WT into electrical energy. In this study, MATLAB version R2014a has been used. The whole system of the WTGs is shown in Figure 2 . 
WTGs model simulations are created in four different conditions, i.e., healthy and three faulty condition. Imbalance fault in Nacelle Yaw is simulated through modifying the yaw angle position of yaw system by changing +20º, +10º and -10º), which generates uneven orientation of rotor toward wind. Table 2 represents FAST parameter and file related to yaw angle variation. Source: Jonkman and Buhl (2005) Both healthy and faulty conditions are run with 2000 Hz frequency for 40 seconds. The output data of generated electric power, wind speed, generator stator current and turbine shaft torque are captured and are represented in Figure 3 for no fault condition. These simulations results are then plotted in terms of power spectral density (PSD) to represent the variation in the signal during the different fault scenarios as shown in Figure 4 for three different faulty cases. Large value of imbalance leads to higher degree of excitation. 
The captured three-phase current signature of stator side of the generator is exerted for fault diagnosis of WTGs as future work. The results of stator current in time domain simulation are pre-processed through wavelet-HHT method to get input variables which is explained in subsequent section. 
Methodology

Wavelet transform
Discrete wavelet transform (DWT) is known as complementary of continous wavelet transform (CWT) in digital form which is widely used for classification of faults. The DWT of f(t) is defined as: This decomposition is repeated to get high frequency resolution as shown in Figure 5 . P [n] and Q[n] are high-pass filter and low pass filter impulse response.
Figure 5
The acquiring process by passing a signal through low and high pass filters Source: MATLAB User's Guide (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) In this paper, Dmey Wavelet Transform has been used for feature extraction. Dmey wavelet is Discrete approximation of Meyer wavelet function. It is founded by Yves Meyer. It is infinitely regular and symmetrical wavelet. Meyer wavelet has rapid decaying and infinite differentiability. It is wavelet and scaling functions are defined as: 
Hilbert Huang transform
Signals are decomposed with Dmey wavelet. This decomposed signal data is given as the input to the Hilbert Huang Transform for 21 feature extraction. Seven features (mean, standard deviation, energy, entropy, skewness, kurtosis and maximum) are calculated from each wavelet parameters of 64 level, amplitude and phase of HHT respectively. For better understanding of Hilbert Huang transform, reader may refer (Huang et al., 1998) . (Quinlan, 1993 (Quinlan, , 1996 It is simplest machine learning algorithm, which has some advantages; due to which its drawback may be ignored. k-NN algorithm is robust to noisy training data set. Data set obtained from WTGs is highly noisy due sensors. Moreover, k-NN is effective if the training data set is large. And here recorded data set from WTGs is very large in samples. It is method of Lazy learners, which stores the training instants and does nothing until classification instance. IB1, IBK, K-star, LBR are different Lazy classifiers. In IB1, simple distance is measured between test instance and closest training instance and assigned same class as training instance. In k-star, generalised distance function which is based on transformation is utilised. It can be used where no prior information about distribution of data, the k-value and distance matrix determine the performance of k-NN classifier. It is efficient for calculating more than one class. The principle of k-NN is as: Let P samples P j {j = 1, 2, …N}, are to be classified in y cases {y = 1, 2, …Y}. By selecting k samples from training data as nearest neighbours of testing data j P . There have minimum distance with test data and class majority of k nearest neighbors will decide the class of P j . Initially a priority queue is constructed for K based on distance in decreasing order, which stores nearest training samples from training samples. k-initial nearest neighbour samples are selected randomly from training data. Distance from test data to k-initial nearest neighbour is calculated. Labels of training samples with distance are stored in priority queue then algorithm goes through the all training data, the new calculated distances are compared with l max (maximum distance in priority queue). If l ≥ l max then that training sample is discarded. If l < l max then maximum distance training sample is removed from priority queue and current training sample is saved in place of that removed maximum distance training sample. When all training data go through the algorithm, classified labels having majority are calculated and assigned as the test sample class label. The detailed procedure for k-NN algorithm is presented in Figure 6 .
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Model performance measures
After designing the classification model, training and testing is performed. When performance of training phase is satisfactory then testing is performed. If testing performance is more or less nearer with training phase performance then selected model can be used for future purpose applications otherwise repeat the process till satisfactory output. The classification performance of the model during each phase can be evaluated by using several distinct parameters such as: ( 1 2 ) where f q is prediction and y q is actual target value and n is the total number of instances. ( 1 5 ) where β FT is actual fault and α PT is forecasted fault by using the model. where f (iq) is predicted value by individual program for i for sample case q (out of n sample cases), y q is the target value for sample case q and 1 . ( 1 7 ) h Kappa statics (KS): it is a metric that compares an observed accuracy with an expected accuracy (random chance). KS is used not only to evaluate a single classifier, but also to evaluate classifiers amongst themselves. ( 1 8 ) where, P e is expected accuracy, which is
and observed accuracy (P o ) is 1 or 100%.
The meaning of (KS < = 0.81 -0.99 ) is that the model accuracy is less than chance agreement, slight agreement, fair agreement, moderate agreement, substantial agreement and almost perfect agreement with the target accuracy respectively. In this paper, two different models (model1 is based on extracted features from wavelet of 64 levels and model2 is based on calculated 21 statistical features) have been implemented by using k-NN algorithm and detailed explanation for these two models has been given in subsequent section. Table 3 Classification results
Parameters Model1 Model2
Model 
Results and discussion
We have implemented two models using k-NN algorithm as results shown in Tables 3-5 . Model 1 (M1) has been implemented by using wavelet parameters of 64 levels as input variable to k-NN classifier and in model 2 (M2) calculated 21 statistical features are used as input variable for diagnosis of WTGs. The data matrix of input vector for model1 and model2 is 6000x64 and 256x21 respectively. 6000X64 and 256X21 are two input data matrices of two different type samples. Input data matrix 6000X64 has 6000 data samples of 64 input variables obtained from wavelet and input data matrix 256X21 has 256 data samples of calculated 21 statistical input variables obtained from HHT. In sample1 it is 6000 and sample2 it is 256 correctly classified samples. This means, sample1 and sample2 have four different conditions (one healthy and three faulty conditions) for classification. Three faulty conditions are: Nacelle yaw angle fault by increasing yaw position angle by 10 and 20 degree and by decreasing 10 degree apart from ideal condition. Sample1 has 1500 samples for each case and sample2 has calculated 64 data samples for each case. The processing time of M2 is comparable performance over M1 but calculation process for M2 is lengthy due to statistical parameters. The classification accuracy for both models has been represented in Table 4 , which shows all performance measure values that have been evaluated as per equations (11) to (18). Table 4 shows the class wise detailed accuracy analysis of the model and Confusion Matrix for 4 conditions (one healthy and three Yaw position faults condition) is represented in Table 5 which also shows class wise accuracy of each WTGs condition. For a fair comparison, we have also implemented other artificial intelligence (AI) techniques, e.g., MLP neural network for this problem. The result comparisons are shown in Table 6 . MLP model has also been developed for both cases as per input variables used in k-NN model. We have compared this MLP approach to our proposed k-NN models (Table 6 ). According to the WTGs operating conditions [Healthy, YawFault1, YawFault2, YawFault3] , the target values for MLP is [1000, 0100, 0010 and 0001] respectively. The comparative analysis shows that the proposed k-NN model gives better results than MLP model. For better validation, the comparison work has been done with other published work mentioned in Malik and Mishra (2016) . The classification accuracy of proposed k-NN approach is 100% (training phase) and 98.5% (testing phase) whereas, the training and testing phase classification accuracy is 98.04% and 96.57% respectively for probabilistic neural network (PNN) (Malik and Mishra, 2016) and for Learning Vector Quantisation (LVQ) is 97.5% and 95.3% respectively (Malik and Mishra, 2016) . This comparison shows that proposed k-NN approach gives better results. 
Conclusions
In the presented paper, an advanced data mining based k-NN approach has been implemented for classification of WTGs imbalance faults. In this study, three case of nacelle yaw imbalance and one healthy scenario have been analysed. All these four cases of WTGs have been studied and performance of the proposed algorithm is compared with MLP network. Both k-NN and MLP models have been implemented by using wavelet based frequency band data set of 64 levels as well as calculated twenty one statistical variables. Results comparison between both models shows the importance of the proposed approach and which can achieve high classification accuracy within a short period of time which varies from 97% to 100%. The future work is to implement this approach for non-intrusive condition monitoring on site.
