1. Identifying the drivers of population fluctuations in spatially distinct populations remains a 24 significant challenge for ecologists. Whereas regional climatic factors may generate population 25 synchrony (i.e., Moran effect), local factors including the level of density-dependence may 26
INTRODUCTION
period . Two of these five populations (i.e. POP1 and POP5) were spatially structured (i.e. 96
composed of subpopulations occupying different ponds or group of ponds). This nested design allowed 97 us to examine demographic processes at both local (i.e. within population) and continental (between 98 population, over western Europe) levels. We predicted a relatively low level of spatial synchrony at both 99 local and continental levels due to the characteristics of amphibian demography stated above. Second, 100
we examined how local demographic responses to climate and density-dependence may trigger 101 population asynchrony. In particular, we investigated how weather fluctuation and population density 102 may affect survival, recruitment and population growth rate in the five populations and in the four 103 subpopulations of POP1 and POP5. According to the conclusion of previous studies (Cayuela et al. 104 2016a, Muths et al. 2017) , we expected heterogeneous demographic responses (survival, recruitment, 105 and population growth) to temperature and rainfall within and between populations. In addition, we 106
predicted negative density-dependence to be a common phenomenon. At the continental level, we 107
assumed that such density-dependent processes would have a desynchronizing effect since populations 108
have different histories, are located in different geographical areas and are not connected by dispersing 109 individuals. At the local level, we also predicted a desynchronizing effect of density as dispersal rates 110 are low between subpopulations (see Material and method section) and because ponds may differ in 111 terms of local characteristics. 112 113 114
MATERIAL AND METHODS 115 116
Studied populations, capture-recapture data and weather variables 117 118
The study was conducted on five populations in France and the United Kingdom using the capture-119 recapture method. Two populations (POP1 and POP2) are located in southeastern England and are 2.5 120 km apart and separated from each other by dispersal barriers, such as roads and unsuitable habitat 121 (Zakaria 2018) . Another population (POP3) is located in western France. The last two populations 122 (POP4 and POP5) are located in southeastern France. The population POP2, POP3 and POP4 occupied 123 a single site for reproduction. POP1 and POP5 are spatially structured populations, both composed of 124 four distinct subpopulations. In POP1, the four subpopulations occupy four distinct ponds, separated 125 from each other by distances ranging from 200 to 800 m. According to Griffiths et al. (2010) , there is a 126 low level of adult movement among subpopulations with dispersal mainly occurring during the subadult 127 phase. In POP5, the four subpopulations occupy four distinct pond groups. Each group was composed 128 of three very close (15-30 m) ponds between which annual dispersal rates are high (<0.20; Cayuela et 129 al. 2018a). The pond groups were separated from each other's by a distance ranging from 60 to 430 m; 130 the number of breeding dispersal events among ponds was low (i.e. 12 out of 2282 individuals captured 131 during the period 1996-2015), resulting in mean dispersal rate < 0.01. These 12 individuals were 132 discarded from our analyses. 133
Newts were surveyed over periods ranging from 8 to 20 years between 1995 and 2016. quality is high and the identification is done by trained personnel, belly patterns are a highly reliable 141 method for identifying individual newts (Zakaria, 2018) . We recorded for each individual its maturity 142 status and gender. Gender was assessed on the basis of the presence of a swollen cloaca and a large crest 143 on the back in males (Hedlund 1990) . As the number of juveniles was low in our datasets (juveniles 144 only occasionally found in the ponds), the following analyses were restricted to adults. Detailed 145 information about the capture-recapture surveys (samples size, the number of captured newts, etc.) are 146 provided in Appendix 1.
147
In Western Europe, both precipitation and temperatures exhibit high synchrony declining with 148 distance; the spatial autocorrelation remains statistically significant over a very large distance (up to 149 2500 km; Koenig 2002) . We thus assumed that these two meteorological parameters could act as 150 potential population synchronisers and could underly a Moran effect. We considered in our analyses the 151 effect of four weather variables on survival, recruitment, and population growth: cumulative 152 precipitation during breeding (March-May; 'rainMM') and non-activity periods (June-February; 153 'rainJF'); the minimum ('tempDFI') and the maximum temperature ('tempDFS') during winter 154
(December-February). The weather variables were collected at meteorological stations (in France, 155
Météo France stations; in Great Britain, UK Meteorological Office) located in the vicinity (from 3 to 25 156 km) of the surveyed populations. These variables were selected based on the biology of the studied 157 species. During the breeding period, low cumulative rainfall can increase mortality risks of eggs and 158 larvae due to desiccation in amphibians in general (Muths et al. 2017 ) and in urodeles in particular 159 (Church et al. 2007 ). On the other hand, high rainfall usually stimulates breeding activities (Wells 2010) 160
that are energetically demanding, which could increase mortality during the reproduction period. During 161 the non-activity period when newts have left the pond and adopted a terrestrial lifestyle, high rainfall 162
and high temperature could increase mortality due to respiratory and energetic constraints (Reading 163 2007, Griffiths et al. 2010 ). These effects were investigated in POP1, POP2, POP3 and POP5 (at the 164 whole population level), as well as in two subpopulations of POP1 (POP1.1 and POP1.2) and POP5 165 (POP5.3 and POP5.4); too few individuals were captured in the other subpopulations to perform 166
analyses. As POP4 has a different phenology due to Mediterranean climatic conditions, we considered 167 the four following variables: the cumulative rainfall during the breeding period (October-April, 168
'rainOA') and the non-activity period (May-September, 'rainMS'); the minimum ('tempMSI') and 169 maximum ('tempMSS') monthly temperature during the non-activity period (May-September). 170
Additional information about weather variables (e.g. descriptive statistics, covariation patterns) are 171 provided in Appendix 1.
173
Weather and density-dependent effects on survival and recruitment 174 175
We examined recapture heterogeneity by performing goodness-of-fit tests in the program U-CARE 176 (Choquet et al. 2009a ). First, we performed an overall GOF and detected recapture heterogeneity in only 177 two populations, namely POP1 (df = 118, 2 = 320.08, p < 0.0001) and POP3 (df = 19, 2 = 35.81, p = 178 0.01; Appendix I). In these two populations, we detected both trap-dependence (POP1, 2 = -2.81, p = 179 0.004; POP3, 2 = -2.13, p = 0.03) and transience (POP1, 2 = 4.81, p < 0.0001; POP3, 2 = 3.46, p = 180 0.0005). We therefore considered recapture heterogeneity in capture-recapture models by including 181
Pledger's heterogeneity mixtures (Pledger et al. 2003 ).
182
To investigate whether survival was influenced by conspecific density and weather variables in 183 each of the five populations, we considered a model with three states 1 , 2 and D, where A means alive 184
and D dead and where 1 and 2 correspond to the first and second heterogeneity class respectively. We 185 considered two possible field observations, captured or not captured. The model was made of three 186 pieces of information: (1) the vector of initial states probabilities, (2) the survival matrix, and (3) the 187 event matrix linking observations to individual latent states. At their first capture, individuals could be 188 in two states: 1 and 2 , resulting in the following vector of initial state probabilities: 189
( 1 1 − 1 ) 190
Then, information about survival was updated: individuals in the state 1 at t-1 could reach the state 1 191 (i.e. survive) with a probability 1 or die with a probability 1-1 ; individuals in the state 2 at t-1 could 192 reach the state 2 with a probability 2 or die with a probability 1-2 . This results in the following 193 matrix: 194
As we are not interested in survival heterogeneity, we hold 1 and 2 to be equal in all the models. 196
Lastly, observations were modeled: individuals in the state 1 could be captured with a probability 1 197
or not captured with a probability 1-1 ; individuals in the state 2 could be captured with a probability 198 2 or not captured with a probability 1-2 . This leads to the following event matrix: 199
To examine whether annual adult recruitment (i.e., the proportion of sexually mature individuals 201
recruited each year) was affected by conspecific density and weather variables in each of the five 202
populations, we built a model following the structure of Pradel's (1996) model, in which recruitment 203
was modeled by reversing capture histories and analyzing them backwards. The model is conditional 204
upon the first capture. The recruitment probability ψ was estimated as the probability that an individual 205 present at time t was not present at t-1, that is, the proportion of "new" individuals in the population at 206 t, while accounting for capture heterogeneity. Note that in our multievent model, survival cannot be 207 estimated along with recruitment. This model has the same structure as the previous model and only the 208 recruitment matrix was modified as following: 209
We tested our hypotheses about survival and recruitment separately and by following a similar 211 procedure. The models were implemented in the E-SURGE program (Choquet et al. 2009b ). The 212
datasets from the five populations of T. cristatus differed in terms of the number of study years and 213 study periods (Appendix S1). Hence, we separately analyzed the five datasets and then compared the 214 population's responses to weather variations and density using the outputs of the best-fitting models for 215 each population. Models were ranked through a model-selection procedure using Akaike information 216 criterion adjusted for a small sample size (AICc). The analyses were carried out in two steps. First, from 217 the most general model [ϕ(t + sex), p(het + sex)], we evaluated the three following effects: sex ('sex'), 218 heterogeneity mixture (low vs high capture rates of individuals; 'het') and year-specific variation ('t').
219
Only additive models were considered in our analyses; interactions were avoided to limit the problem 220 of parameter identifiability and to increase model stability. We also avoided to include year-specific 221 variation on recapture due to recurrent issue of parameter estimates when the model [ϕ(t + sex), p(t + 222 het + sex)] was considered; in many populations, the number of individuals captured each year was 223 relatively low. Yet, time-specific recapture probability was supported in only two populations (POP1 224 and POP4; Appendix 3). Furthermore, the models [ϕ(t), p(t)] and [ϕ(t), p(.)] provided very similar 225 estimates of survival in POP1 and POP4 (Appendix 3). Therefore, [ϕ(t + sex), p(het + sex)] was kept as 226 general model as time-specific survival is required in ANODEV analyses (see below). We examined all 227 the possible combinations of effect, resulting in the consideration of 16 models per population and 228
subpopulation.
229
In a second step, after determining the best-fitting model, we examined the effect of weather 230
and density variables on survival probability using ANODEV as recommended in Grosbois et al. (2008) .
231
This approach allowed us to evaluate the fit of a model including a single meteorological covariate 232 ( ) relative that of both the constant ( ) and the time-dependent ( ) models. The statistic 233 / / has been derived as following: 234
This statistic tests the null hypothesis 0 that the meteorological covariate in has no significant 236 effect on survival or recruitment. It follows under 0 a Fisher-Snedecor distribution with − 1 and − 237 degrees of freedom. To examine the effect of population density at t-1 on survival and recruitment, 238
we estimated population size at t-1 by using Horvitz-Thompson estimator. All variables (weather and 239 density) were scaled when they were entered in the models. 240 241
Weather and density-dependent effects on population growth rate 242 243
To assess the effect of density-dependence and weather on population growth rate, we used Gompertz verified that using population sizes corrected with time-specific recapture probability did not affect our 250
results (Appendix 5). The log-transformed (log(X+1)) population sizes in a pond at time t are 251 described by:
where is the unobserved true population size at time t and 2 is the observation variance. This piece 254 of the GSS model described the observation process and allows for observation error while assuming 255 that newt abundance may overestimate or underestimate true population size. was defined from a 256 normal distribution:
where 2 designates the process variance (i.e. stochastic variability in newt abundance) and , 259 the expected population size at time t. The effect of population density at t -1 was modeled as following: 260
where a is the intercept and b the coefficient slope for the effect density at t -1. To evaluate the effect 262 of weather variable on population growth rate, we considered models including one weather variable at 263 a time. The model had the following form: 264
where is the weather covariate at time t and 2 is the slope coefficient. Climatic variables were 266
standardized to a mean 0 and variance 1. 267
The models were fitted in JAGS (Plummer 2003) , using the R package jagsUI (Kellner 2018), 268
with vague normal priors with a mean 0 and a precision of 0.0001 for a and b parameters. Vague uniform 269
priors ranged within an interval 0-10 were applied for the standard deviation of 2 and 2 . We used 270 a normal prior with a mean equal to the log-transformed population size and a variance of 100 for the 271 first value of the time series. Three MCMC chains were ran with 2 000,000 iterations and a burn-in of 272 1,000.000. Chains were thinned by a factor 20. We assessed model convergence with the Gelman-Rubin 273 statistic R-hat; we assumed that the model convergence was satisfactory when R-hat values were less 274 than 1.1 (Brooks & Gelman 1998 , Gelman & Hill 2006 . We considered that the effect of a variable on 275
population growth rate was significant if the 95% CI of the slope coefficient did not include 0.
277 278
Population synchrony within and between-populations 279 280
The temporal synchrony among populations was assessed using the variance partitioning methodology 281 (Grosbois et al. 2009 , Schaub et al. 2015 . More specifically, we built a generalized mixed model 282
(GLMM) treating the estimate of population size as the dependent variable using a Poisson distribution 283
to specify the error term and the ln transformation as the link function. The study population was 284
introduced as a fixed explanatory term in the model. We estimated yearly abundance by dividing the 285 number of captured newts by the time-constant recapture probability obtained from the multievent 286 capture-recapture models described below (i.e. Horvitz-Thompson estimator). For subpopulations for 287
which capture-recapture were not built, we used the mean recapture probability estimated for the whole 288
population. As recapture probability may vary over time in several populations (Appendix 3), we 289
verified that using population sizes corrected with time-specific recapture probability did not affect our 290 results. Given the uncertainty of population size estimates, we also controlled for our estimates of 291 population synchrony not being substantially underestimated. Neither of these adjustments substantially 292
changed our results, and are presented in Appendix 2 for details. Both the time t and its interactive effect 293
with the population t*p were introduced as random effects in the model. The model was thus specified 294
as follows:
where is the estimated demographic size of population p at time t following a Poisson distribution 297 with , the expected demographic size as 298
where 2 is the shared temporal variance between the k populations, and 302 ~ Normal(0, 2 ) 303
where 2 the residual temporal variance specific to each p population.
is the main population effect 304 (associated to the dummy variable specifying the partial intercept for the population p) accounting 305 for the overall difference of demographic size between the k populations. 306
The temporal synchrony among populations was then measured using Intraclass Correlation 307
Coefficient (ICC) that expresses the ratio of the temporal variation that is common across all studied 308 populations and the entire amount (i.e. spatiotemporal) of variation. ICC values close to 1 indicate a 309 quasi-perfect temporal synchrony among populations, while at the opposite, ICC values close to 0 310 indicate complete asynchrony, and ICC below 0.5 a relatively low synchrony. We computed the adjusted 311
Intraclass Correlation Coefficient (ICCadj) using the delta method to accommodate the latent variance To estimate population synchrony at the continental scale we restricted the time series of each 320 population to the 2000-2015 period in order to ensure a balanced dataset across populations. In the case 321 of POP1 and POP5, we used the estimated total population size to compute this estimation. Estimation 322 of population synchrony at the local scale was performed separately for POP1 and POP5 using the 323 population size estimated for each of their subpopulations (i.e. replacing population by subpopulation 324 in the formula above) during the whole study period. 325 326 327 RESULTS 328 329
Population synchrony at local and continental scales 330 331
Population size drastically varied over time and across populations and subpopulations (Fig.1) . The 332
level of synchrony at the local scale varied greatly between populations (Table 1) : it was relatively high 333
in POP5 but rather low in POP1 as indicated by their respective ICC. At the continental scale, we found 334 a relatively low level of population synchrony as indicated by the estimated ICC (0.212, Table 1 ). We 335 further used another GLMM to decompose the total variance as the sum of the shared temporal variance 336 between POP1 and POP5, the shared temporal variance between sub-populations of each population and 337
the residual temporal variance specific to each subpopulation. The level of synchrony between 338
populations was estimated at the lower bound (i.e. 0, Appendix 2), and the average level of synchrony 339 between subpopulations (within each population) was moderate (i.e. 0.488, Appendix 2). 340 341 342 
Survival and recruitment variation within-and between-populations 360 361
Within-populations, our analyses revealed that mean survival (provided by the model where survival 362 was constrained to be constant) displayed slight subpopulation-specific variation in POP1 and POP5. In 363 POP1, the survival was 0.61±0.02 in POP1.1 and 0.66±0.02 in POP1.2. In POP5, survival ranged from 364 0.23±0.01 in POP5.3 to 0.36±0.01 in POP5.4. In the different subpopulations of POP1 and POP5, 365
survival varied widely between years (Fig.2) . At the population level, survival displayed broad 366 population-specific variation. Mean survival was relatively high in POP2 and POP3, 0.83±0.02 and 367 0.87±0.02 respectively. Survival was lower (0.62±0.01) in both POP1 and POP4 and drastically lower 368 in POP5 (0.29±0.01). Survival varied between years to a lesser extent in POP2 and POP3 (Fig.2) where 369 mean survival was higher. By contrast, it broadly varied between years in POP1, POP4 and POP5 370 (Fig.2) . The effect of sex on survival was absent or marginal in all the populations and subpopulations 371 (Fig.2, and and POP5, recruitment fluctuated among years (Fig.3) . At the population level, mean recruitment 376
(estimated in the model where recruitment was constrained to be constant) was relatively similar in 377 POP1 (0.33±0.01), in POP2 (0.25±0.03) and in POP3 (0.29±0.03). Yet, it was higher in POP4 378 (0.43±0.01) and drastically increased in POP5 (0.71±0.01). In all five populations, recruitment was 379 highly variable between years (Fig.3) . The sex had a little effect on recruitment in all the populations 380
and subpopulations ( Fig.3 , and model selection procedures in Appendix 4).
382
Influence of density-dependence and weather on survival and recruitment 383 384
Our analyses revealed a weak effect of density-dependence and heterogenous effect of weather on 385 survival at both subpopulation and population levels (Fig.4 ) -ANODEV results are summarized in 386 Fig.5 , and complete ANODEV outputs can be found in Appendix 3. The only significant effects were 387 found in POP1 (Fig.4) . At the subpopulation level, survival was negatively influenced by the cumulative 388 rainfall during the March-May period (RainMM, F = 11.68, p = 0.003) and during the June-February 389 period in subpopulation POP1.1 (RainJF, F = 5.14, p = 0.04) but not in POP1.2. In this subpopulation, 390
we detected a negative effect of population density on survival (density, F = 4.73, p = 0.04). At the 391 population level, the two weather effects detected in POP1.1 were also detected at whole population 392 level (RainMM, F = 12.97, p = 0.002; RainJF, F = 5.64, p = 0.03) but no effect of population density 393 was found. In POP4, we also detected a negative effect of the cumulative rainfall during the non-activity 394 period (RainMM, F = 5.91, p = 0.03) on survival. 395
Our result revealed heterogeneous effects of weather and density-dependence on adult 396 recruitment (Fig.4) -ANODEV results are summarized in Fig.5 , and complete ANODEV outputs can 397 be found in Appendix 4. At the subpopulation level, we detected a negative density-dependent effect on 398 recruitment in POP1.1 (density, F = 6.06, p = 0.02) while no effect was detected in POP1.2. In POP5.3, 399
we found a negative relationship between recruitment and the maximum mean temperature during 400 winter (TempDFS, F = 8.18, p = 0.01) whereas no effect was detected in POP5.4. At the population 401 level, we detected a negative density-dependent effect on recruitment in POP1 (density, F = 8.64, p = 402 0.01) and POP4 (density, F = 5.93, p = 0.03). By contrast, we found a positive effect of density on 403 recruitment in POP3 (density, F = 8.30, p = 0.03). We detected an effect of weather on recruitment in 404 two populations. In POP5, recruitment was negatively affected by cumulative rainfall during the aquatic 405 period (RainMM, F = 7.35, p = 0.01); in POP4, the minimum temperature during the non-activity period 406 had a negative impact on recruitment. 407 408 409 Influence of density-dependence and weather on population growth rate 440 441
Fig.4. Effects of density (i.e. population size at t-1) and weather variables on survival (A-E) and
Negative density-dependence was a common phenomenon within populations (for the GSS outputs, see 442
Appendix 5). In POP5, we found significant negative density-dependent effects on population growth 443 rate in the four subpopulations POP5.1 ( 1 = -0.49±0.29), POP5.2 ( 1 = -0.36±0.18), POP5.3 ( 1 = -444 0.56±0.22) and POP5.4 ( 1 = -0.96±0.39). In POP1, we detected a negative density-dependent effect on 445 population growth in POP1.2 ( 1 = -1.06±0.43) and a trend (i.e. large size effect, but 95% CI including 446 0) in subpopulation POP1.1 ( 1 = -0.41±0.29), POP1.3 ( 1 = -0.12±0.08) and POP1.4 ( 1 = -0.39±0.28).
447
By contrast, weather effects were slight and less frequent (Fig.5 ). In POP1, our results indicate that 448 cumulative rainfall during the aquatic period negatively affects population growth rate in subpopulation 449 POP1.4 ( 2 = -0.55±0.23). In addition, we detected a trend of a detrimental effect of cumulative rainfall 450
during the non-aquatic period in POP1.2 ( 2 = -0.21±0.18) and POP1.3 ( 2 = -0.30±0.17); the sign was 451 also negative in POP1.1 ( 2 = -0.24±0.23) and POP1.4 ( 2 = -0.30±0.26). In POP5, we only detected 452 trends of weather effects in the subpopulation POP5.1 where population growth was positively affected 453 by the minimum temperature during winter ( 2 = 0.16±0.12) and by rainfall during the activity period 454
( 2 = 0.17±0.14).
455
At the population level, density-dependent regulation was also widespread (for the GSS outputs, 456 see Appendix 5). We detected significant negative effects of population density on population growth 457 in POP4 ( 1 = -0.91±0.46) and POP5 ( 1 = -0.41±0.23). In addition, a similar trend was found in POP1 458
( 1 = -0.28±0.24) and POP3 ( 1 = -0.39±0.30). However, we failed to detect any effect of density-459 dependence in POP2 ( 1 = -0.06±0.18). By contrast, weather effects on population growth were slighter 460 and scarcer (Fig.5 ). In POP1, we detected a trend of a negative relationship between population growth 461 and the cumulative rainfall during both the aquatic period ( 2 = -0.13±0.10) and the non-aquatic period 462
( 2 = -0.12±0.09). A similar trend was also found in POP3 where population growth rate was negatively 463
affected by the cumulative rainfall during the aquatic period ( 2 = -0.34±0.25). In POP4, we found a 464 trend of a negative relationship between population growth and the minimum temperature during the 465 non-aquatic (aestivation) period ( 2 = -1.11±0.63). competition at larval and juvenile stages is therefore probably involved in the widespread negative 541 effects of density on population growth rate detected in the five studied populations of T. cristatus. As 542 no dispersal events occur among populations (and are rare in adults within populations), we therefore 543 assume that populations, as well as subpopulation in POP1 and POP5, should have independent density-544 dependent structure and that density-dependence is a potential mechanism of population asynchrony at 545 landscape and continental scales. 546 547
Weak population synchrony within and between-populations 548 549
A higher level of population synchrony was observed within-populations than between-populations. 550
However, population synchrony was relatively weak, excluding a strong Moran's effect, even at a 551 relatively small spatial scale: the correlation coefficients were relatively low among the subpopulations 552 of POP1 (0.28) and POP5 (0.61). A higher ICC in POP5 than in POP1 is likely due to lower Euclidean 553 distances between subpopulations (from 200 and 800 m in POP1 and from 60 to 430 m in POP5). At 554 this spatial scale, the meteorological conditions and the landscape characteristics are expected to be 555 relatively homogeneous. Therefore, the low subpopulation synchrony necessarily results from the 556 effects of local factors such as asymmetric density-dependent structures between ponds (e.g. differences 557
in the carrying capacities of ponds) and local environmental variation (e.g. low habitat quality and 558 anthropogenic disturbance). Our results showed that density-dependence is a common phenomenon in 559 subpopulations of POP1 and POP5, which likely reduce their synchrony level in the absence of high 560 dispersal flows. In addition, pond-specific variation in survival, recruitment and subpopulation size 561 (Unglaub et al. 2015 (Unglaub et al. , 2018 also probably reduces the level of subpopulation synchrony. At the 562 continental scale, the level of population synchrony was particularly weak (i.e. 0.2 when performing the 563 analysis only at the continental scale, close to 0 when performing the analysis at both the continental 564 and local scale using POP1 and POP5, see appendix 2). In addition to the mechanisms discussed above, 565
regional climatic variation could further reduce population synchrony. Moreover, the very low level of 566 synchrony could be also caused by inter-population differences in demographic strategies (in 567 amphibians, see for instance Cayuela et al. 2016b ). Indeed, our results show broad variation in survival 568 and recruitment rates, several presenting 'fast' life histories (low survival and high recruitment, POP1) 569
while other displaying decelerated life histories (high survival and low recruitment, POP2 and POP3). 570 571
Conclusion 572 573
Our study revealed that weather effects were weak and highly variable within and between populations.
574
By contrast, density-dependence was a central mechanism in T. cristatus population dynamics. Our 575 study indicates that these two demographic mechanisms are probably involved in the low population 576 synchrony observed within populations and between populations at continental level. To date, our study 577
is one of the few that have linked population synchrony, density-dependence and heterogeneous 578 demographic responses to weather in natural populations. Although they are focused on an amphibians, 579
our findings support the idea that Moran's effect is low in species (e.g. many freshwater insect and 580
fishes; see for instance Chevalier et al. 2015) where the population dynamics more closely depends on 581 local factors (e.g. population density and habitat characteristics) than on large-scale environmental 582
fluctuation (e.g. regional climatic variation). A relatively low level of synchrony likely has far-reaching 583 consequences for the long-term viability of the spatially structured populations of these species. 584
Especially, low population synchrony likely limits the risk of extinction of the spatially structured 585 populations, allowing rescue effects between subpopulations and the colonization of patches after local 586 extinction. It probably has important consequences for population response to climate change, by 587 mitigating extinction risk caused by large-scale climatic anomalies. To generalize our findings, we 588 encourage further studies to examine the relative contribution of synchronizing (dispersal, weather 589 variation) and desynchronizing (density, local environmental factors) on population synchrony and 590 dynamics in broader range of taxa. 591 592
