In the present paper, we investigate the large-time behavior of the solution to an initial-boundary value problem for the isentropic compressible Navier-Stokes equations in the Eulerian coordinate in the half space. This is one of the series of papers by the authors on the stability of nonlinear waves for the outflow problem of the compressible Navier-Stokes equations. Some suitable assumptions are made to guarantee that the time-asymptotic state is a nonlinear wave which is the superposition of a stationary solution and a rarefaction wave. Employing the L 2 -energy method and making use of the techniques from the paper [S. Kawashima, Y. Nikkuni, Stability of rarefaction waves for the discrete Boltzmann equations, Adv. Math. Sci. Appl. 12 (1) (2002) 327-353], we prove that this nonlinear wave is nonlinearly stable under a small perturbation. The complexity of nonlinear wave leads to many complicated terms in the course of establishing the a priori estimates, however those terms are of two basic types, and the terms of each type are "good" and can be evaluated suitably by using the decay (in both time and space variables) estimates of each component of nonlinear wave.
Introduction
In this article, we shall investigate the large-time behavior of the solution to an initialboundary value problem for the isentropic compressible Navier-Stokes equations in the half space. We assume that the space-asymptotic states and the boundary data satisfy some conditions so that the time-asymptotic state of this solution is a nonlinear wave which is the superposition of a stationary solution and a rarefaction wave. This is one of our series of papers on this subject. We are now going to formulate our problem. The one-dimensional and isentropic motion of compressible viscous gas which is confined in the half space can be described by the following system in the Eulerian coordinate They must be satisfied in the domain {(t, x) | x > 0, t > 0}. Here ρ (> 0), u, p are the mass density, the velocity and the pressure of gas, respectively. We assume that p is a function of ρ which is defined by
All the above coefficients μ, K and γ are assumed to be constants satisfying that μ > 0, K > 0 and γ > 1, where μ is the viscosity coefficient. To complete the formulation of the initialboundary value problem to the system (1.1)-(1.2), we add the following initial data Here ρ + , u + , u b are constants satisfying that ρ + > 0. And ρ 0 (x), u 0 (x) are given functions. We are interested in the so-called outflow problem. For this case the boundary data is taken negative value, i.e. This means physically that the outflow exists constantly through the wall. We note that for the case that u b > 0, the situation is different and we have an inflow problem. For the well-posedness of this problem, one must impose one more boundary condition at x = 0, and the boundary conditions turn out to be ρ(t, 0) = ρ b , u(t,0) = u b , t 0, (1.6) with ρ b > 0 and u b > 0. Such an inflow problem is also interesting and has been studied partly by Matsumura and Nishihara in [26] , Huang, Matsumura and Shi [3] [4] [5] , and some other authors. For more details on the inflow and outflow problems, we refer to the paper by Matsumura [21] . We now turn back to the outflow problem. The purpose of this paper is to investigate the largetime behavior of solution to the outflow problem under the space-asymptotic condition (1.4) . Moreover, we assume that ρ > 0 and u + = u b .
It is expected that as t → ∞, the solution (ρ, u) to the problem (1.1)-(1.5) is asymptotically described by one of the following waves, such as viscous shock wave, stationary wave, rarefaction wave or the superposition of a rarefaction wave and a stationary solution, which can be determined by the space-asymptotic condition (1.4) and the boundary data u b . For the complete classification of the asymptotic states, we refer to the paper by Kawashima and Zhu [14] . The stability of stationary solution has been investigated by Kawashima, Nishibata and Zhu in [12] and the stability of rarefaction wave by Kawashima and Zhu in [14] . In this paper we are going to study the case that the corresponding time-asymptotic state is the superposition of a stationary solution and a rarefaction wave.
We now recall some references related to this subject. In 1960s Il'in and Oleinik in [6] started to study the stability of nonlinear waves to the Cauchy problems for scalar conservation laws. And many mathematicians continue this study since then, for instance, Freistühler and Serre [1] , Goodman [2] , Jones, Gardner and Kapitula [7] , Matsumura and Nishihara [27] , M. Mei [29] , etc. For such a kind of study on p-system and more general systems, we refer to Kawashima and Matsumura [8] and [9] , Liu [15] , Liu and Xin [20] , Matsumura and Nishihara [22] [23] [24] , etc.
However the history of such a study for the initial-boundary value problems is a little bit shorter. We refer to Liu, Matsumura and Nishihara [17] , Liu and Nishihara [18] , Liu and Yu [19] for the scalar case. For the system case, see e.g. Kawashima and Nikkuni [10] , Kawashima and Tanaka [13] , Matsumura and Mei [28] , Matsumura and Nishihara [25] , etc. Especially, for the compressible Navier-Stokes equations, we refer to Matsumura and Nishihara [26] for the inflow problem, to Kawashima, Nishibata and Zhu [12] for the stability of stationary wave, and to Kawashima and Zhu [14] for stability of rarefaction wave for the outflow problem. Under the supervision of the first author, Zhu also investigate the existence and stability of stationary solution to an initial-boundary value problem for non-isentropic compressible Navier-Stokes system (see [30, 31] ), which has been recently extended to a more general case in a work by Kawashima, Nakamura, Nishibata and Zhu [11] .
Before stating our main result we introduce some notations which will be applied throughout this paper.
Notations. Let p be a constant such that 1 p ∞, and l be a non-negative integer. σ ∈ (0, 1) is a constant. We denote the norms of the usual Sobolev spaces L p (R + ) (with p = 2) and L 2 (R + ) by · p and · , respectively. B l+σ (R + ) denotes the Hölder space of continuous functions f (x), defined in R + , which have the Hölder continuous derivatives with exponent σ up to lth order, and · l+σ is its norm. H l (R + ) is the Sobolev space which is the set of L 2 (R + )-functions with the square integrable derivatives up to lth order, and its norm is denoted by · H l . Let Q T := (0, t) × R + . B σ/2,σ (Q T ) denotes the Hölder space of continuous functions u(t, x) which have the Hölder exponents σ/2 and σ with respect to t and x, respectively. Its norm is · σ/2,σ (Q T ). C denotes the universal constant which is independent of t and may vary from line to line. δ, ε are positive constants which can taken suitably small, we still denote Cδ, Cε by δ, ε, respectively.
Our main results can be stated as 
Suppose further that the initial data satisfy
, and that the two quantities δ : 
In the following context, to prove this theorem we are going to employ the standard continuation argument which is based on a local existence theorem and some a priori estimates (see Proposition 3.2). The main difficulties in our proof of Theorem 1.1 arise from the presence of the boundary condition, the complexity of the nonlinear wave which is the superposition of a stationary solution and a rarefaction wave, and that we consider the problem in the Eulerian coordinate. For our initial-boundary value problem, the influence of viscosity is expected to emerge not only in smoothing effect on the discontinuous shock wave, but also in forming a boundary layer. In fact, the asymptotic states are more complicated, there are the nonlinear waves which are called the boundary layer solution or the superposition of rarefaction wave and stationary solution. And there are few results on the stability of superposition waves, see, for instance, [16, 17] . Since we consider the problem in Eulerian coordinate, the system is more complicated than that in Lagrangian mass coordinate which usually makes the form of equations simpler and the treatment of the equations easier. Matsumura and Nishihara [26] and some others transform the inflow problem in the Eulerian to that the Lagrangian with a prescribed moving boundary, and prove partly the stability of boundary layer solution or the superposition of a rarefaction wave and a stationary solution. However, for our outflow problem, such a transformation results in a free boundary problem which makes the treatment of boundary more difficult. To overcome this difficulty, we shall employ the energy method for the Navier-Stokes equations in Eulerian coordinate and make use of the dissipative effect of the boundary terms. On the other hand, it is more difficult to justify the formal argument on the derivation of the energy estimates of the high order derivatives.
The remaining part of this paper is as follows: In Section 2, we restate the pointwise estimates of the stationary solution which have been derived in [12] . Next we recall for the sake of reader's convenience, the smoothed rarefaction waves which have been constructed in [14] , and state their time decay rates. We then reformulate the problem and restate our main theorem in Section 3. We collect the a priori estimates needed in the proof of our main theorem, in Proposition 3.2. Then we establish for the reformulated problem the Sobolev estimates in Section 4. Finally, we complete the proof of our main theorem in Section 5.
Estimates of the stationary solution and smoothed rarefaction wave
The aims of this section are to derive the estimates of stationary solution and to construct the smooth approximation of the rarefaction wave.
Firstly, we consider the following stationary problem, and state the estimates for the solution to this problem, which have been derived in [12] and those estimates will be used to deal with the stationary part (ρ S , u S ) in our time-asymptotic state (ρ,ũ). For the sake of simplicity, we omit temporally the upper-script S in this section. The stationary problem reads
And the boundary conditions are as follows: at x = 0
and as x → +∞
Here we assume that ρ * > 0. 
Concerning the solution to (2.1)-(2.4), we have
(Estimates) Moreover, we have the following estimates.
Here, δ is given in Theorem 1.
The functionĈ(v) is defined bŷ
is the sound speed, and the point (v * , u * ) is the intersection of the 2-shock curve S 2 and the line u =
Next, we use the same approach as in [14] to construct the smooth approximation of the rarefaction wave part in our time-asymptotic state (ρ,ũ). Let the function w = w(t, x) be the solution to the following problem
with the initial data
and
We then define the functions
for any t 0. Here, λ := λ 2 and we use the value at 1 + t of function w instead of its value at t to remove the possible singularity of ρ R , u R at t = 0. Concerning the boundary condition, recalling the special initial data (2.10) we then have that w(t, x) is an odd function in x and
And this will make the boundary condition simpler for the reformulated problem, see (3.20) . We now can state the time decay estimates of (ρ R , u R ).
Lemma 2.2. Assume that w(t, x)
is a solution to (2.8)-(2.10), we can obtain by solving (2.11) the corresponding smooth rarefaction waves ρ R , u R which satisfy the following estimates:
And for 1 p ∞,
14) 
Reformulation of the problem
In this section we shall apply the smooth approximation solution (ρ R , u R )(t, x) which has been stated in the previous section to smooth the rarefaction wave part in our time-asymptotic state, and reformulate problem (1.1)-(1.5).
We denote the smoothed asymptotic state by (ρ,ū) which satisfies
Here, (ρ S , u S )(x) is the stationary solution which connects the two states (ρ − , u b ) and (ρ * , u * ), and satisfies for any x > 0 that
with the boundary condition u S | x=0 = u b .
On the other hand, (ρ R , u R )(t, x) is used to denote the smooth rarefaction wave satisfying
wheref ,ḡ are defined bȳ
Now we define the new unknowns
Then it is easy to check that (φ, ψ) satisfies 12) where, the functions F, G are defined by
And the boundary and initial conditions turn out to be
It is not difficult to check that
for suitably small φ, ψ. Recalling (2.12) we find that (3.15) satisfies
So, the boundary condition becomes simpler. Therefore, we can now restate our main results as follows. 
Suppose further that the initial data satisfy
To prove this theorem, we employ the standard continuation argument based on a local existence result and a priori estimates stated in the following (φ, ψ) is a solution to (3.11)-(3.17) satisfying
Proposition 3.2 (A priori estimates). Assume that
for any fixed T > 0. Then there exist a constant θ ∈ (0, 
for all t 0. Here ε 0 , C are independent of t, δ.
We divide the proof of this theorem into three steps, each is stated as a lemma, see Lemmas 4.1-4.3 which will be derived in Section 4. Then from these three lemmas we complete the proof of Proposition 3.2.
Step 1. The first step is the first energy estimate stated in Lemma 4.1 in the next section.
The energy estimates
This section is devoted to establish the a priori estimates of the unknown functions φ, ψ and their derivatives. This will be carried out in the next two subsections. To derive the a priori estimates, we assume that there exists a solution (φ, ψ) to problem (3.11)-(3.17) such that
for any T > 0.
The first energy estimate
We are now going to establish the first energy estimate for the unknowns. To this end, we first introduce an similar energy function as in Kawashima, Nishibata and Zhu [12] :
After tedious, but straightforward computations, we conclude that the energy function E satisfies
For the sake of simplicity, in what follows, we define two quantities
Here, E 0 is a small number to be determined later on. Then the first energy estimate is stated as follows: Then there exists a positive constant ε 1 , such that for any t ∈ [0, ∞), the following estimate holds
Proof. First of all, we want to prove thatū
In fact, since |u * | =Ĉ(v * ), we have v x < 0, whence u S x > 0 which combined with u R x > 0 yields (4.8).
Next, integrating Eq. (4.4) with respect to x over (0, ∞) yields
The second and third terms in (4.9) are good terms. Thus we are going to handle the other terms, the first term, the boundary terms and the terms in right-hand side of (4.9). It consists of five parts.
Part 1.
Firstly using (4.5) we can prove easily that ρ C, whence
Part 2. For the terms in R 1 in the left-hand side of (4.9), invoking (3.20) and u b < 0 one gets easily that
So we need only to concern on the right-hand side of (4.9).
Part 3.
To estimate the first term in R 2 which appears in right-hand side of (4.9), i.e. the term off , we rewrite
Here, for simplicity we use the symbol (f,g)∈X to shorten the sum of some complicated terms in the second line of equalities (4.12). And we define
The expression (f,g)∈X F(f, g) means that we take the sum of the quantity F(f, g) for any possibilities of (f, g) ∈ X. We can check easily that (4.12) consists of terms of two basic kinds, namely: (i) One kind is the term which is essentially the product of three quantities, i.e. one of the two unknowns φ and ψ , the shifted stationary solution (e.g. S − S * ) and the first order derivative of rarefaction wave, we denote such kind of terms by S · R x .
(ii) While the other kind term is the product of three quantities, i.e. one of the two unknowns φ and ψ, the shifted rarefaction wave (e.g. R − R * ) and the first order derivative of stationary solution, which is denoted by R · S x for simplicity.
In what follows, to complete the derivation of the estimates we shall prove that the terms of the two basic kinds are good, here by the word "good" we mean that such a term can be evaluated suitably by using the decay (in time or space) estimates, this leads to good estimates to our proof of stability. Then we check whether or not the other inter-cross terms, which means that the terms contain both the rarefaction wave and stationary solution, can be reduced into the terms of type R · S x , S · R x or the linear combination of terms of the two basic types.
Therefore we now investigate the two basic terms. For a term of type S · R x , we have
Here we have used the decay estimate
which can be obtained by using the decay estimates (2.16) and (2.17) with k = 1, p = ∞, and applying the simple fact that for any A, B, C 0 satisfying that C A, C B, then we have
Moreover, we can make use of the estimates in Lemma 2.1 on the stationary solution
Therefore, applying the Nirenberg inequality of the following type
(this is true since φ(t, x) → 0 as x → ∞ for every given t 0), and the Young inequality in the form
one concludes that
where ε is a small positive number. Similarly, we have
In the sequel we shall see that the terms in right-hand side of the above two inequalities are integrable in t since we have chosen θ ∈ (0, 1 2 ). Now we investigate a term of R · S x type, they can be treated as follows
The integrals in the right-hand side can be handled by using the decay estimates in Lemmas 2.1 and 2.2, as 22) and
Therefore, applying again inequality (4.18) and the Young inequality we then arrive at
In a similar way, we have for θ ∈ (0,
Now we proceed to treat the terms consisting of pure rarefaction waves, i.e. f R . Making use of the decay estimates of the smoothed rarefaction wave in Lemma 2.2 and the technique (4.16), we arrive at
Part 4. We now turn to estimate the second term of R 2 in the right-hand side of (4.9). Firstly,
For the term of rarefaction wave, we have
As for the stationary part, we need a technique which has been used in [10] by Kawashima and Nikkuni. Invoking the boundary condition (3.20), we can write
and 30) which yield that
Therefore, we conclude that
(4.32)
Part 5. We now deal with the terms containingḡ. Recalling the definition of (ρ,ū), i.e. ρ = ρ R + ρ S − ρ * andū = u R + u S − u * , we rewrite
with X being the same as in (4.13), from which we assert that ∞ 0 ρ ρ ψg 1 dx can be reduced to terms that are of type S · R x . Similarly, one has
where X is from (4.13). So, ∞ 0 ρ ρ ψg 2 dx can be decomposed into terms that are of type R · S x . Concerning the pressure terms inḡ, applying the mean value theorem we can write
where η is a number betweenρ and ρ R for any given point (t, x). And we also have
Thus, from (4.35) and (4.36) we conclude that the integral
Moreover one can apply again the mean value theorem to get
here η is a number betweenρ and ρ R too. Whence, the ∞ 0 ρ ρ ψg 5 dx is of type R · S x . Finally, we consider g 6 :=ρ ρ R g R − μu R xx which is part ofḡ. There holds
Therefore recalling the definition ofḡ we have that 6 i=1 g i =ḡ, whence, we have handled all the complicated terms in the right-hand side of (4.9), and can assert they consist of terms of the two basic kinds, or have great enough time-decay rates which guarantee the integrability of those terms. So they are all "good" terms, which is confirmed furthermore by the following argument: We now choose θ ∈ (0, 1 2 ) (the same constant as in Proposition 3.2) so that
from which it follows that
Using these two integrals, integrating (4.9) with respect to t, and choosing ε suitably small, we thus infer from Part 1 to Part 5 that
which yields estimate (4.7). Thus the proof of this lemma is complete. 2
The second energy estimate
With the first energy estimate in hand, we are now able to derive the second energy estimate. The main results are the following two lemmas, i.e. Lemmas 4.2 and 4.3.
Step 2. The second step aims at the proof of the following lemma. Since we have carried out a rigorous argument in [12] to derive the norms of the higher order derivatives (e.g. the estimate for a term like φ x ) for the case of stationary solution, and the rigorous argument for the present case is similar to that, we omit here the details of that procedure and state only the following formal arguments.
Lemma 4.2.
There exists a positive constant ε 2 ε 1 such that if N(t)+δ ε 2 , then the following estimate holds for any t 0
Here ε 2 , C are independent of t, δ.
Proof. The proof of this lemma consists of two steps. Firstly, we shall show that the function φ x can be estimated in terms of N(t) and M(t). To this end, we differentiate (3.11) formally with respect to x to get
To simply the calculation in the second step below, we now transform the above equation of φ x into that in the terms of φ x /ρ. To this end, we divide (4.41) by ρ to get
Following the similar argument as in [12] we have
Moreover, we have
On the other hand, by the definition of F 1 , we obtain
here X is taken as in (4.13). Then multiplying (4.43) by φ x /ρ, integrating it with respect to x and integrating by parts, we obtain
Secondly, we intend to remove the term of ψ xx in (4.47). To do so, we multiply (3.12) by φ x /ρ, and integrate the resulting equation with respect to x to get
Here, we have used the notation (f, g) to denote the inner product of two functions f, g. On the other hand, it is easy to get formally
Then multiplying (4.47) by μ, adding it to (4.48) and integrating the resultant with respect to t yield
We now estimate (4.50) term by term. Firstly, it follows from the Hölder and Young inequalities that
Applying the Hölder inequality and the Nirenberg inequality in the following form
and using the decay estimates in Lemma 2.2, we have
From Eq. (3.11) it follows easily that
(4.54)
Thus we obtain
Here X is the one in (4.13), we define
and we used the Young inequality. Then we make use of the estimates of stationary solution and the technique in [10] to deal with the terms involving the stationary solution (e.g.
We now employ Nirenberg's inequality (4.52) and the technique by which we treat the term of type S · R x to handle the terms like
Therefore, combining (4.55) with the above two estimates and first energy estimate, we arrive at The rarefaction terms in the above inequality can be treated easily. As for the term ofḡ, invoking its definition, we find that it consists of the terms of type R x · S, S x · R or the rarefaction wave terms. So, we have to estimate the following terms
and use the fact that u R | x=0 = u * which yields
On the other hand, the stationary terms in (4.60) can be treated by the same method as we treat (4.57). Therefore, (4.60) turns out to be
Finally, for the term of F 2 , recalling (4.44)-(4.45), we can estimate as follows
where It is easy to show from the energy estimates that We can use Eq. (4.71) and the energy estimates show that ψ x (t) → 0 in a similar way.
CM(t)
Step 2. On the other hand, we now denote the smoothed rarefaction waves, constructed in Section 2, by (ρ R s , u R s ), which is a smooth approximation of the rarefaction wave part of our time-asymptotic state (ρ,ũ). We have from [13] 
