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Introduction
With the rapid development of the software industry, software companies are confronted with a highly competitive market environment. In order to win the market, as well as to meet project requirements (deadlines, budget, etc.), efficient and effective software project schedules need to be adopted [29, 36] .
Nevertheless, it is not uncommon for software companies to face software project failure due to inappropriate project schedules. For instance, it is reported that more than 40% of the software projects in China are unsuccessful due to incoherent scheduling of tasks and human resources [4] . Another example is NASA's checkout launch control software project, which involved more than 400 people and had to be cancelled after having gone over budget [21] .
The software project scheduling problem (SPSP) consists in allocating employees to tasks over a project timeline, so that the required objectives (project cost, duration, etc.) can be achieved subject to various constraints. This problem is particularly complex and challenging for large-scale software projects [27] , which may involve dozens or even hundreds of software engineers cooperating to complete a large number of tasks. This is because the size of the search space of potential allocations of employees to tasks is extremely large for such projects. Scheduling large software projects manually can be very time-consuming and result in inefficient and unsatisfactory schedules. Given that software projects have become increasingly large, it is desirable to have methods to help project managers with the SPSP.
With the development of search-based software engineering (SBSE) [18] , many researchers have formulated SPSP as a search-based optimization problem, and employed evolutionary algorithms (EAs) [13, 15] to search the large decision space and provide near-optimal schedules, automating the task finding good allocations and helping the software manager to make a final decision.
Real-world software projects often suffer working environment changes due to unpredictable events such as employees' leave of absence, change of requirements, addition of high-priority tasks, etc.
Moreover, the project activities are often subject to uncertainties. For example, the amount of effort required to develop tasks may have been underestimated or overestimated, and the number of resources required for completing a task may change due to variations of the task specification [31] . In such cases, an optimal schedule produced by a static scheduling method may get severely deteriorated during the project execution. It is thus of great importance to employ dynamic scheduling techniques to adapt schedules for dynamically changing environments, as well as to reduce the impact of uncertainties.
So far in the literature, very few studies have dealt with dynamic software project scheduling in uncertain project environments. Proactive scheduling was used for software projects with uncertainties [5, 16, 17, 20, 22] , and dynamic resource rescheduling was designed to react to new project arrivals [43] . Our previous study [35] was the first research work dealing with the mathematical modeling and dynamic ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T scheduling of the multi-objective dynamic software project scheduling problem (MODSPSP). This previous work addresses both uncertainties and dynamic events occurring during a project lifetime.
Although a few interesting results have been reported by the above studies, difficulties still exist and need to be further addressed. One of the difficulties is that there is a gap between the constructed SPSP mathematical formulation and real-world software projects. Since human resources are one of the main project resources, software project managers have paid much attention to the influence of employees' subjective properties on project success. However, only some basic properties of employees and tasks are considered by existing SPSP models [1, 2, 4, 27, 35] , such as the specific skills possessed by each employee. In order to formulate a more practical model, more properties of human resources and tasks should be taken into account, as well as their possible variations. For example, a certain employee may have a strong willingness to take part in a specific task, and his/her skills proficiency can improve with experience. Besides, employees' satisfaction for the allocation is an important criterion that a software manager often considers when scheduling, but it has never been regarded as an objective to be optimized in the existing models.
Another difficulty is the lack of effective dynamic scheduling approaches for solving MODSPSP. In MODSPSP, the search space is large, and the project environment varies dynamically. However, the current search-based dynamic scheduling approaches for this problem find solutions based on fixed search operators, and lack self-learning mechanisms that could exploit the environment features to guide the search direction. Therefore, existing approaches have weak ability to adapt and may suffer from slow convergence speed and/or premature convergence. It is therefore hard for them to find optimal schedules in dynamically changing environments [24] . In particular, different environment conditions may require different search operators in order to find good solutions more efficiently and effectively. Existing approaches for MODSPSP are unable to deal with that.
With the aim of covering the shortage of existing methods, this paper makes two main contributions: (i) It proposes a more realistic model of MODSPSP, highlighting the influence of employees' subjective properties on project success. Different from previous work, our model considers several additional employee properties, namely the fact that their skill proficiency can be improved over time and that such improvement is affected by their motivation and learning ability and the skill's difficulty. Moreover, it takes into account the impact of employees' satisfaction by considering it as an extra objective in addition to project duration, cost, robustness and stability. (ii) It proposes a multi-objective two-archive memetic algorithm based on Q-learning (MOTAMAQ) to solve the formulated MODSPSP in a proactive-rescheduling way. The key idea of the approach is to learn the appropriate global and local search methods of MA adaptively in dynamically changing software project environments through Q-learning.
To validate the effectiveness of our approach, 18 dynamic SPSP benchmark instances and 3 instances derived from real-world software projects were used in our experimental studies. Our results indicate that the introduction of self-adaptive learning mechanism based on Q-learning helps to improve the convergence performance of MOTAMAQ. By cooperating with the global search operators, the problem-specific local search operators enhance the local search ability of the algorithm. Besides, the
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The remainder of this paper is organized as follows. Section 2 gives background information and an overview of related work. Our proposed MODSPSP mathematical model is presented in Section 3. In Section 4, our Q-learning-based proactive-rescheduling framework is presented, and the proposed rescheduling approach MOTAMAQ is introduced. Section 5 presents the experimental studies.
Conclusions are drawn in Section 6.
Background and related work 2.1 Memetic algorithms and Q-learning
Memetic algorithm (MA) is a meta-heuristic approach that mimics the process of culture evolution, and imitates the mutation process supported by specialized knowledge through local heuristic search [28] .
MA combines population-based global search with individual-based local search. Compared to traditional EAs, MAs can find high quality solutions more efficiently in many applications because local search abilities are enhanced [30] . Some multi-objective memetic algorithms have been used for solving multi-objective optimization problems [12, 25, 45] . However, environments change dynamically in MODSPSP. Therefore, MA is likely to exhibit distinct search performance if different global and local search operators are adopted for different environment states. Thus, if the algorithm can capture the state of the current environment, and learn the current best evolutionary operators by itself, the search efficiency of MA for solving MODSPSP will be greatly improved.
Reinforcement Learning (RL) is an effective method to learn an optimal behavior by trial and error interactions between an agent and a dynamic environment [37, 41] . The agent can perceive the environment, select an action to execute in the current state, and then the environment feedbacks a reward or penalty signal to the action taken. The interactions iterate until the agent learns the action decision-making policy that maximizes the accumulated reward. The above process makes the learning strategy of RL have long-term effects. Q-learning [6, 19] is one of the famous RL approaches. Its goal is for an agent to learn the optimal long-term expected reward value Q(s, a) for each pair of state (s) and action (a). If the fitness value of an individual is regarded as a reward, then there is a high conceptual and structural compatibility between Q-learning and MA [32] . Based on the above analysis, if a self-learning multi-objective memetic algorithm is designed by combining both the merits of MA and Q-learning, it may have a great potential to solve complex dynamic multi-objective problems like MODSPSP.
SPSP task-based models
The task-based model is a very popular formulation of the SPSP in the search-based software engineering literature [27] . In this model, there are a group of employees and a set of tasks. Each employee has the properties of monthly salary, a set of skills, etc. An employee can perform several tasks concurrently during a working day. Each task also has some properties such as task effort and a set of required skills. Execution of the tasks should follow a task precedence graph (TPG), which provides information about the tasks that need to be completed before commencing new ones. The tasks and TPG are considered as the project to be scheduled. SPSP consists in determining which employees are allocated ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T to each task, and specifying the dedication of each employee to the assigned tasks, with the objectives of minimizing project cost, duration and so on. Constraints of no overwork, required task skills, etc, are also considered [1] . Many researchers have investigated task-based models in static environments. Chang et al. [2] proposed a task-based model in which overwork was regarded as an extra objective in addition to project duration and cost. Alba and Chicano [1] and Minku et al. [27] have employed similar models to the one specified in [2] , where the total dedications of each employee to all active tasks were not allowed to exceed a predefined maximum value specified by the company rules. However, in both these works, overwork was treated as a constraint. Crawford et al. [7] established a construction graph according to the task-based model to adapt a Max-Min Ant system to solve SPSP. Wu et al. [42] proposed an evolutionary hyper-heuristic to solve the static SPSP, which adaptively chose both crossover and mutation operators during the search. Chicano et al. [5] and Luna et al. [24] formulated the SPSP as a multi-objective optimization problem where duration and cost were optimized simultaneously based on Pareto dominance. To make the allocation more flexible, a task-based model with an event-based scheduler was proposed by Chen and Zhang [4] . In this work, an original schedule was adjusted at events. To make the task-based model more practical, a time-line model that divided the task duration into various time slices was developed by Chang et al. [3] . Employees were allocated to tasks in discrete time slices iteratively, and the accumulated fitness values were evaluated for each solution. In this manner, more features such as re-assignment of employees, different skill proficiencies, distinct salaries for normal work and overtime work could be introduced. Nevertheless, too many subjective parameters need to be set and tuned to use this model, which could make it difficult for software managers to use. Besides, sensitivity of the algorithm's performance to various parameters was unknown [27] , and a large amount of system instability would be induced because the tasks were scheduled separately within different time slices [4] .
Considering that it is extremely challenging to obtain all the accurate information beforehand, in our previous work [35] , we formulated software project scheduling as a dynamic scheduling problem with task effort uncertainty and three types of dynamic events (employee leaves, employee returns and new task arrivals). Then, we proposed a dynamic version of the task-based model, where both the efficiency related objectives (project duration and cost) and the objectives concerning dynamic environment (robustness and stability) are considered together.
In most of the above-mentioned models, only some basic properties of employees and tasks are considered. Properties such as the ability and motivation of employees to improve their skills proficiency, and satisfaction with the generated schedule are not taken into account. This makes the existing models inconsistent with real cases.
Software project scheduling approaches for dynamic environments
A few studies have proposed approaches to deal with uncertainties in software projects. Most of them adopted proactive scheduling. Hapke et al. [17] translated a fuzzy scheduling problem into a set of deterministic problems by describing the uncertain activity parameters through L-R fuzzy numbers. To reduce the effect of uncertainties on project performance, the most appropriate remedial action was chosen according to the project goal using the simulation-based method provided by Lazarova-Molnar and Mizouni [22] . Gueorguiev et al. [16] adopted an MOEA to search the trade-off solutions between completion time and robustness to new tasks. Similarly, Chicano et al. [5] also used an MOEA to solve the
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multi-objective SPSP that considered both the employee productivity in performing different tasks and robustness to the inaccuracies of task effort estimations. Harman [18] performed a number of Monte Carlo simulations according to a baseline schedule and an event list, so that a schedule under uncertainties was generated. Vasant et al. [39] considered a project with imprecise activity times and proposed ranking methods based on fuzzy mathematical techniques.
In the existing literature, very few works have studied resource rescheduling in response to the dynamic events occurring during software development. Xiao et al. [43] considered one type of disruptive event, which stood for the addition of a new project, and implemented the rescheduling of three new project arrivals. To address both the uncertainties and dynamic events, in our previous work [35] , we have proposed a proactive-rescheduling approach based on ε-MOEA [9] to solve the dynamic software project scheduling problem. A robust schedule is produced predictively with regard to the project uncertainties, and then the previous schedule is revised by the rescheduling approach in response to critical dynamic events. However, with our previous approach, the operators in the dynamic scheduling approach are fixed, and it is not possible to select appropriate search operators adaptively according to the current project state.
To resolve this problem, in this paper, a more practical dynamic version of the task-based mathematical model for MODSPSP is formulated, which addresses the effect of several human factors on project success.
For instance, the model considers improvement of employees' skill proficiency over time, and includes an objective to take employees' satisfaction into account, together with project duration, cost, robustness and stability. A multi-objective two-archive memetic algorithm is proposed to solve the formulated MODSPSP in a proactive-rescheduling way, which can learn the appropriate global and local search operators of the memetic algorithm adaptively in the dynamically changing project environment based on Q-learning.
MODSPSP problem formulation and mathematical modelling
The MODSPSP mathematical model constructed in this paper is an improvement of the one presented in our previous work [35] . Different from that work, it considers that the skill proficiency of each employee can be improved over time. It also considers the learning ability and the motivation of each employee to learn new knowledge, and the difficulty of each skill. Besides, the degree with which each employee is willing to engage with each skill (and thus in each task) is considered, leading to a new objective to represent employees' satisfaction. This objective is considered in addition to the objectives of project duration, cost, robustness and stability considered in previous work [35] .
The proactive-rescheduling mode
To address the dynamic features in software project scheduling, one type of uncertainty (the task effort uncertainty), and three dynamic events (new task arrivals, employee leaves and employee returns) are taken into account. Among them, urgent task arrivals, employee leaves and returns are considered as critical events, and regular task arrivals as trivial events.
A proactive-rescheduling mode is employed. Initially, a robust schedule for all tasks and employees at the initial time 0 t is produced by a proactive scheduling approach, considering the objectives of project efficiency (duration and cost), schedule robustness (sensitivity of the schedule to task effort uncertainty),
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A C C E P T E D M A N U S C R I P T and employees' satisfaction (willingness of the employees to be allocated to tasks) together. To reduce the rescheduling frequency, a critical-event-driven mode is adopted. Once a critical event occurs, the rescheduling approach is triggered, optimizing the objectives of project efficiency, schedule robustness, system stability (deviations between the new and original schedules) and employees' satisfaction, simultaneously. Trivial events (regular task arrivals) are not scheduled until the next critical event takes place. However, if the new regular task has to start before the occurrence of next critical event based on the TPG, a heuristic method is used to allocate it [35] . The time when a new schedule is regenerated is called the rescheduling point, and is denoted as l t ( 1,2, l  ). The unit of l t is month. Newly generated schedule is executed in the project until the next critical event occurred, at which time the above rescheduling approach is driven again. This process lasts until the entire project is finished.
Skills' properties
Assume that the project to be scheduled requires in total S skills. 
Employees' properties
pro t  , then i e totally masters the k th skill. To describe the proficiency in a more detailed way than in [35] , C is set to be 100 here.
According to interviews with software managers, is assumed to be improved with the time t as follows:
where, tanh(.) is the hyperbolic tangent function, the parameter k i a describes the proficiency growth rate, t 0 is the initial scheduling time, and This will be further studied in our future work.
Given the initial proficiency pro i k t 0 ( ) at the beginning of the project, the value of The degree with which each employee is willing to engage with each skill is denoted by It is worth noting that although the skill level improvement has been considered in [3] , the model just took the training hours into account. In contrast, our model relates the skill proficiency growth rate to both the human factors (motivation, learning ability) and the skill difficulties, which is more appropriate for the real cases. Meanwhile, the -learning‖ mentioned here not only indicates the training course used in [3] , but also includes other ways of study such as self-learning. 
Tasks' properties
TPG is updated at each rescheduling point l t , considering the cases of completion of a task, new regular task arrival, or new urgent task arrival. One can refer to our previous work [35] for the details of TPG update. 
Optimization variables and objectives
representing the dedication matrix of each employee to each task by optimizing the following objectives:
xt indicates the dedication of employee 
The duration measure 1 () l ft in (3) 
The cost measure 2 () l ft in (4) indicates the initial cost, which evaluates the total salaries paid to the available employees for their work on the available tasks at l t , assuming no task effort uncertainties. Here, ' t represents any month during which the project is being implemented after l t , and _ t' i e cost denotes the salaries paid to employee i e at the moment of time ' t . _ t' i e cost is calculated as follows:
t (the total dedications of i e to all the active tasks at ' t are larger than 1), then the overtime salary _ over salary i e should be paid for the overtime working. The salary _ norm salary i e is paid for normal working time. 2 2
The robustness measure 3 () l ft in (7) evaluates the sensitivity of a schedule's efficiency quality to task effort variances based on a scenario-based approach. Here, I duration and I cost are the initial duration and cost obtained from (3) and (4), q duration and q cost are the corresponding efficiency objective values under the q th sampled task effort scenarios. N is the sample size, and  is a weight parameter. In our experiments, we set N=30, and
The stability measure 4 () l ft in (8) 
The satisfaction measure 5 () l ft given in (10) evaluates the average degree of unwillingness of the employees to engage with the allocated tasks weighted by the dedication of employees to tasks. This objective is required to be minimized, as the other four objectives. The smaller the value of 5 () l ft, the better the employees' satisfaction with the generated schedule.
The pseudo code for evaluating 1 () l ft , 2 () l ft, 3 () l ft and 4 () l ft is same as the one provided in our previous work [35] , except that when calculating the objectives of project duration and cost, the It is worth mentioning that at the initial time 0 t , only four of the objectives defined above ( I duration , I cost , robustness and satisfaction (without stability)) are optimized.
Constraints
In MODSPSP, the search space constraints at the rescheduling point l t are the following:
1) No overwork constraints
At the moment of time ' t after l t , the total dedication of an available employee to all the active tasks that are being developed should not exceed his/her maximum dedication to the project, i.e.,
2) Task skill constraints
All the available employees working together for one available task must collectively cover all the skills required by that task, i.e.,
3) Maximum headcount constraints
Tt is the team size for accomplishing task 
Discussion
The MODSPSP model presented in our previous work [35] is an advanced version to that of the available ones in the literature. It captures more dynamic features of a real-world SPSP than previous models. When compared with our previous model, the superiorities of the improved MODSPSP model constructed in this paper are summarized as follows:
(1) Consideration of employees' properties on subjective initiative. Human resource is one of the main
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resources for any software project. To emphasize the effects of human factors on project success, more properties on employees' initiative such as motivation, learning ability, and the degree with which each employee is willing to engage with each skill (and thus with each task), are introduced in the improved model.
(2) Improvement of the skill level. To be more consistent with the reality, the proficiency of each employee on each skill is allowed to be improved over time. Upon investigating a real-world software project, in our current model, employees' learning ability, motivation, and the skill difficulty are considered as the three most influencing factors on the skill proficiency growth rate. A relationship between these factors has been formulated and analyzed. In contrast, the skill level is regarded as time-invariant during the whole project in [35] .
(3) Definition of the satisfaction objective. Based on the degree with which each employee is willing to engage with each skill (and thus with each task), the employees' satisfaction with the generated schedule has been considered together with project duration, cost, robustness and stability, highlighting the fact that employees' subjective initiative is paid more attention in modern software projects. In [35] , the degree with which each employee is willing to engage with skills and the satisfaction of employees were not taken into account.
A Q-learning-based proactive-rescheduling approach to solve the MODSPSP
The Q-learning-based proactive-rescheduling framework
Training agent to determine the appropriate scheduling approach using Q-learning
Q-learning is used to learn which scheduling approach is the most appropriate for the new project environment. The proposed Q-learning scheme for dynamic software project scheduling based on centralized control is shown in Fig.2 . It is assumed that the agent is able to perceive information of the tasks and employees in the project environment, and make an appropriate decision about the action to be taken in the new environment. Here, the action refers to the use of certain global and local search methods in the MOTAMAQ-based scheduling approach. The software project is regarded as the environment for carrying out Q-learning. The MOTAMAQ-based scheduling approach follows the instructions of the agent.
After a set of non-dominated scheduling solutions are generated by the specified scheduling approach, a signal is sent to the agent. Reward for the selected action is evaluated by the agent, and the corresponding state-action value is updated. The agent would give the instruction of the next action which is selected based on a predefined selection policy. Afterwards, for each state of the software project, the state-action value converges to an optimum value in iterative runs. The new generated schedule is implemented in the current project.
10: if a critical dynamic event occurs 11: 1 ll .
12:
The skill level of each employee is updated.
13:
The current state 
14:
The value of
is updated according to (23) in Section 4.8.
15: An action
At is chosen based on the selection policy given in Section 4.6.
16:
The MOTAMAQ-based rescheduling approach determined by () l At is triggered and automatically generates a set of non-dominated solutions, which represent different trade-offs among the five objectives: duration, cost, robustness, stability and satisfaction, satisfying the three constraints defined by (11) -(13).
17:
The reward value () l rt is calculated to evaluate the performance of () l At .
18:
The software manager decides one schedule from the generated non-dominated solution set. 19: end if 20: end while 21: Exit. Fig. 3 . Pseudo code for the Q-learning-based proactive-rescheduling framework.
MOTAMAQ-based rescheduling method for MODSPSP
Two_Arch2 [40] is a successful many-objective (4 or more objectives) optimization algorithm with low complexity. It maintains a convergence archive (CA) and a diversity archive (DA) to promote convergence
and diversity separately. It adopts the I   indicator [46] as the selection principle for CA to improve the convergence on many-objective optimization problems, and Pareto dominance for DA to promote diversity.
In addition, it employs an Lp-norm-based distance (p < 1) to maintain diversity in DA. MODSPSP is a dynamic problem with five objectives. To solve it in an efficient way, our scheduling approach MOTAMAQ uses the general framework of Two_Arch2. Moreover, MOTAMAQ is also a memetic algorithm that employs both global and local search to generate child individuals. The appropriate global and local search methods in a specific environment are learned adaptively by the agent in Q-learning.
At each rescheduling point It is worth noting that at the initial time 0 t , the proactive scheduling is also performed using the MOTAMAQ procedure shown in Fig. 4 , except that the population is randomly initialized in line 1 instead of using heuristic initialization, and when evaluating an individual, only four objectives (without stability) are considered.
State description
In MODSPSP, once a dynamic critical event occurs, a rescheduling approach is triggered. The new environment after the occurrence of a critical event is perceived by the agent, and is considered as the state in Q-learning. Since employees and tasks are the two main elements in the software project, the MODSPSP environment state is described by the following two aspects:
1) Effort ratio
It is defined as the ratio of the sum of remaining efforts of all the available tasks to the total efforts of all the tasks that have ever appeared in the project until now. This ratio is mainly affected by the number of available tasks and their remaining efforts.
2) Proficiency ratio
It is defined as the ratio of the sum of proficiencies of all the available employees for all the available tasks to the sum of the highest proficiencies (i.e., 1) of all the employees for all the available tasks. This ratio is mainly affected by the number of available employees and their respective proficiencies.
Nine states are defined in our work. The criterion for the classification of the nine states is listed in Table 3 . 
Definition of actions
MOTAMAQ is a memetic algorithm, which is composed of both global and local searches. Different combinations global and local search methods are regarded as different actions.
Global search
Two global search methods: GA-based and AMDE-based are designed.
1) GA-based representations and variation operators
In MOTAMAQ's GA-based global search, binary encoding is used to represent individuals. The original solution of MODSPSP is a dedication matrix
Here When evaluating the objective values, each chromosome should be decoded into a dedication matrix.
An illustration of a binary chromosome representation and its decoded dedication matrix is shown in Fig.   5 , where there are two available employees 2 e and 3 e , two available tasks 1 T and 2 T , one leaving employee 1 e , one finished task 3 T , and .
In the GA-based global search, a crossover operator designed for matrices [27] is employed. It The pseudo code of GA-based global search is shown in Fig. 6 . When the global search operator is set to GA-based global search, the procedure shown in Fig. 6 is called from line 9 of MOTAMAQ in Fig. 4 in order to produce an offspring population and d of the bit string generating function given by (16) .
Hence, in our AMDE-based global search, 4-dimensional real number encoding has been used for individual representation, with the range of   1, 1  for each dimension [14] .
In (16),
has been selected as shown in [14] . If AMDE-based global search is used, the initial population in line 1 of Fig. 4 is constructed as follows:
to use the history information of MODSPSP and speed up algorithm convergence, 20% of the initial population are formed with the historic scheduling solution (the individual in the continuous-valued space with 4 dimensions) from the last rescheduling point and its variants produced by polynomial mutation [10] .
The remaining 80% of the population is filled with random individuals.
The pseudo code of AMDE-based global search is shown in Fig. 7 . When the global search operator is set to AMDE-based global search, the procedure shown in Fig. 7 is called from line 9 of MOTAMAQ in 
Local search
To work with the GA-based global search (for which the individual is defined in the binary-valued The heuristic operator is also performed on the dedication matrix of the resulting solution.
Four actions
A total of four actions are defined by combining the global search procedures described in section 4.4.1 with the local search procedures described in section 4.4.2. These actions are listed in Table 4 . Table 4 The four MOTAMAQ actions.
State-action pair table
The state-action pair table is presented in Table 5 . This table is used by Q-learning to decide which action to use for a given state as explained in section 4.6. Its Q-values are updated as explained in sections 4.7 and 4.8. Table 5 State-action pair table.
Action No.
State No.
A1 A2 A3 A4 S1 Q(S1, A1) Q(S1, A2) Q(S1, A3) Q(S1, A4) 
Action selection policy
where NA is the number of candidate actions), is determined by the Q-values in the state-action pair table with the help of the softmax function: 
Reward of an action
The reward value is essentially served to reinforce the action and guide the agent to accomplish its goal.
After executing   The reference point for calculating HV is obtained by estimating the worst value on each objective in the current environment state , which is given as follows: 
In the worst case, all available employees are dedicated to all the tasks with individual overwork salary _ over salary i e . Besides, the total dedication of each employee to each task 
Update of the Q-value
During the learning process of the agent in Q-learning, the Q-value of the state-action pair 11 ( ( ), ( )) ll Q S t A t  is updated as follows: is the discount rate, which indicates the influence of the future reward on the current situation.
Experimental studies
Considering the complex and dynamically changing environments of software projects, we perform experiments with the aim of providing software managers with a detailed insight on selecting a scheduling approach for solving MODSPSP. This insight should be supported by evidences demonstrating which scheduling approach is likely to behave better based on the performance indexes that may affect the software manager's decision. Therefore, in this section, we compare our Q-learning based scheduling approach (MOTAMAQ) with seven other MOEA-based dynamic scheduling approaches in terms of convergence, distribution, and spread performance metrics. These performance metrics are often used to evaluate multi-objective optimization approaches. In addition, different trade-offs among the five objectives are analyzed by presenting the Pareto fronts of software projects.
Dynamic software project simulation model and instances
In order to validate the effectiveness and efficiency of our proposed model and approach, 18 MODSPSP instances derived from Alba and Chicano's benchmarks [1] , and 3 real-world instances derived from business software construction projects for a departmental store [4] The 21 MODSPSP test instances generated here are similar to those used in our previous work [35] .
The differences between them are summarized as follows: (1) 
Parameter settings
Parameter settings of our approach MOTAMAQ are presented in Table 6 . For each independent run, the algorithm iterates until 15000 objective vector evaluations are performed. In order to decide which solution to adopt for a given rescheduling point, the decision-making procedure presented in [35] is adopted with the following pairwise comparison matrix for the five objectives: Table 6 Parameter settings of MOTAMAQ. 
Validating the effectiveness of the strategies designed in MOTAMAQ
Introduction to the compared approaches
In this section, the proposed Q-learning-based scheduling approach MOTAMAQ is compared with seven other MOEA-based dynamic scheduling approaches. These other approaches also used the framework of proactive-rescheduling, i.e., a robust schedule is generated initially by proactive scheduling with regards to project uncertainties, and then the previous schedule is revised by the rescheduling approach in response to critical dynamic events. The heuristic population initialization mechanism that has been validated as an effective dynamic optimization strategy [35] is also adopted in the rescheduling approach. The differences among the compared algorithms are in that the proactive scheduling and rescheduling approaches are based on different MOEAs.
To validate the effectiveness of the many-objective handling strategy, the local search operators, and the Q-learning based learning mechanism employed in MOTAMAQ, the approach is compared to dε-MOEA (proposed as a rescheduling method in our previous work [35] ), a MOEA/D-DE [23]-based rescheduling method, and a NSGA-III [8]-based rescheduling method. The dε-MOEA uses the ε-domination relation [9] and adopts efficient parent and archive update strategies. It has been validated as effective in producing good convergence and diversity compared to the state-of-the-art dynamic MOEA [35] . AMDE-based global search, and the DE operator is represented in the similar fashion as in [23] . Parameter settings of MOEA/D-DE are: T (the neighborhood size of each subproblem) is 5,  (the probability that the parent individuals in variation operators are selected from the neighborhood) is 0.9 and r n (the maximal number of individuals replaced in the neighborhood when updated) is 2 [23] .
To further investigate the influence of the self-adaptive learning mechanism based on Q-learning, Table 6 ). Note that all algorithms will stop after 15000 objective vector evaluations in one run.
Performance measures
In multi-objective optimization, convergence, distribution and spread are the three main performance criteria used to evaluate the quality of the obtained Pareto front. If a Pareto front with good convergence, a uniform (in most cases) distribution and a wide spread can be found, the software manager can get a full picture of the various trade-offs among project duration, cost, robustness, stability, and satisfaction. Thus, he/she is able to make an informed decision or modify his/her own manual schedule on the basis of project requirements.
In this work, four popular metrics are used to evaluate the algorithm performances. The first one is the hypervolume ratio (HVR) [38] [33] . A smaller Spacing indicates a more uniform distribution of PF known . The fourth one is the modified Spread [35] , which evaluates the extent of spread that the obtained solutions achieve and how uniform PF known distributes in problems with more than 
Performance comparison procedure
As previously mentioned, MOTAMAQ is compared with the seven other MOEA-based dynamic scheduling approaches in terms of the overall performance during the dynamic process of a project. For each MODSPSP instance, the procedure followed is described below:
Step 1: At the beginning of the project, MOTAMAQ is used as the proactive scheduling approach to generate a set of non-dominated schedules. Then a schedule is chosen to be implemented based on the decision-making procedure explained in [35] .
Step 2: Once a critical dynamic event occurs, a rescheduling method is triggered. At each rescheduling point, the following sub-steps are carried out:
Sub-step 2.1: 30 independent runs of each approach are replicated. The -robustness‖ value is recalculated for each solution obtained by the eight approaches using the same 100 randomly sampled task efforts. Following this, eight updated non-dominated sets are obtained for each run. Sub-step 2.4: One solution is chosen from the reference Pareto front as the new schedule to be carried out in the project through the decision-making procedure explained in [35] . In this way, it will be ensured that, at each rescheduling point, the eight approaches are compared in the same project environment.
Step 3: If the entire project is not finished, then move to the next rescheduling point and go to Step 2;
otherwise, go to Step 4.
Step Table 7 ). Then, for the i th metric, the pairwise comparisons between the vector 1,i Vec of our approach and that of the other approach ( , ki Vec , k=2, 3, 4, 5, 6, 7, 8) are performed by Wilcoxon rank-sum tests. The results of the statistical tests are given in Table 8 , and summarized in Table 9 .
For the i th performance metric of the k th approach:
The 1 st run:
The j th run:
The 30 th run:
: .
The rescheduling point: : . Fig. 8 . An illustration for the overall performance comparisons of eight dynamic scheduling approaches in one MODSPSP instance (L is the total number of rescheduling points in the considered instance, and different instances may have different values of L). Table 7 Average performance values of eight approaches across rescheduling points and different runs on the 21 test instances (The best value is in bold). Table 8 Statistical test results for comparing the eight approaches across rescheduling points on the 21 test instances (The sign of ‗+/−/=' in A vs. B
Metrics
indicates that according to the metric considered, algorithm A is significantly better than B, significantly worse than B, or there is no significant difference between A and B based on the Wilcoxon rank sum test with the significance level of 0.05). Table 9 Comparison results summarized from 
+ = − + = − + = − + = − 100% 0 0 100% 0 0 39% 61% 0 50% 33% 17% MOTAMAQ vs. MOTAMA-AMDE-2 + = − + = − + = − + = − 100% 0 0 100% 0 0 39% 61% 0 61% 22% 17% Real-world+ = − + = − + = − + = − 100% 0 0 100% 0 0 67% 33% 0 0 33% 67% MOTAMAQ vs. + = − + = − + = − + = − ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T MOTAMA-AMDE-2 100% 0 0 100% 0 0 67% 33% 0 0 33% 67%
Comparison with the three state-of-the-art MOEAs
As explained in section 5.3.1, we have compared MOTAMAQ, dε-MOEA, MOEA/D-DE, and NSGA-III in order to evaluate the impact of different dynamic MOEAs on the performance of MODSPSP.
First, the convergence performance metrics IGD and HVR are considered. In terms of IGD, MOTAMAQ exhibits distinct advantages over dε-MOEA, MOEA/D-DE, and NSGA-III. It can be seen from Table 7 that the proposed approach (MOTAMAQ) has the best average value for 15 out of 18 random instances, and for all the real-world instances. From Table 9 , it is clear that the performance of MOTAMAQ is significantly better than dε-MOEA and NSGA-III for 83% and 78% of the random instances, and for 100% and 67% of the real-world instances, respectively. In addition to that, MOTAMAQ outperforms MOEA/D-DE for all the random and real-world instances. These results clearly illustrate the ability of proposed approach in providing software managers with a more diverse set of non-dominated solutions that are closer to the reference Pareto front. Considering HVR, the performance of MOTAMAQ is better than or comparable to dε-MOEA and NSGA-III for all instances. Table 7 indicates that MOTAMAQ obtains the best average value for 11 out of the 18 random instances, and for 2 out of the 3 real-world instances. Table 9 shows that MOTAMAQ performs significantly better than dε-MOEA and NSGA-III for 50% and 67% of the random cases, and for 67% and 67% of the real-world instances, respectively. However, there is no significant difference between each pair of them for the remaining cases.
One possible reason for this small gap is that dε-MOEA is good at maintaining a wide spread of solutions due to which its HVR value (which measures both the convergence and spread) increases. When compared with MOEA/D-DE, similar to IGD, MOTAMAQ outperforms MOEA/D-DE for all the random and real-world instances.
For the distribution performance Spacing, MOTAMAQ is comparable to dε-MOEA and NSGA-III, since there is no significant difference between them for 61% and 66% of the random instances, and for 100% and 100% of the real-world instances, respectively. For the random instances where there was a significant difference in terms of Spacing, MOTAMAQ was better than dε-MOEA and NSGA-III in around half and worse in around the other half of them. The performance of MOTAMAQ is significantly better than or comparable to that of MOEA/D-DE for all instances. In terms of Spread, the performance of MOTAMAQ is comparable to dε-MOEA for the random instances, while a bit worse than dε-MOEA for the real-world instances, which validates the assumption that dε-MOEA is able to find solutions with a good spread. There is no significant difference between MOTAMAQ and NSGA-III on 83% and 100% of the rand and real-world instances, respectively. Besides, MOTAMAQ performs significantly better than MOEA/D-DE for all the instances on Spread.
Since the convergence performance is the most important factor that a software manager should consider when evaluating an approach, the improved convergence behavior of our MOTAMAQ approach over dε-MOEA, MOEA/D-DE, and NSGA-III clearly indicates that the strategies it adopts are very effective for solving MODSPSP. Such strategies include the Q-learning-based learning mechanism that chooses appropriate search operators to different environments; maintenance of two archives to promote 
Comparison with the four fixed actions
To further analyze the impact of the self-adaptive learning mechanism on the performance of our rescheduling approach, MOTAMAQ has been compared to MOTAMA-GA-1 , MOTAMA-GA-2 , MOTAMA-AMDE-1 , and MOTAMA-AMDE-2 . As stated in section 5.3.1, these four algorithms do not adopt the learning mechanism, but use the fixed search operators in different scheduling environments.
As mentioned before, in Table 7 , MOTAMAQ has the best average IGD value for 15 out of the 18 random instances, and for all the real-world instances. The results shown in table 9 indicate that with IGD,
MOTAMAQ is significantly better than MOTAMA-GA-1 and MOTAMA-GA-2 for 39% and 44% of the random cases, and for 67% and 33% of the real-world instances, respectively. For the remaining instances, no significant difference has been found. Besides, MOTAMAQ is significantly better than MOTAMA-AMDE-1 and MOTAMA-AMDE-2 for all the random and real-world instances. In terms of HVR, it can be seen from Table 7 that MOTAMAQ has obtained the best average value for 11 out of the 18 random instances, and for 2 out of the 3 real-world instances. Table 9 shows that for HVR, MOTAMAQ performs significantly better than MOTAMA-GA-1 and MOTAMA-GA-2 for 78% and 72% of the random cases, respectively and for all the three real-world instances. There is no significant difference between them for the remaining cases. Besides, the performance of MOTAMAQ is also significantly better than that of MOTAMA-AMDE-1 and MOTAMA-AMDE-2 for all the random and real-world instances. These results clearly indicate that the introduction of self-adaptive learning mechanism based on Q-learning acutely improves the convergence performance of MOEA-based rescheduling approach (especially for HVR). It means that the proposed approach MOTAMAQ has selected the right actions based on the learned information in most of the cases. Thus, when rescheduling, it is helpful for a software manager to take features of the current project environment into account, and choose an appropriate approach adaptively.
As for the metrics of Spacing and Spread, MOTAMAQ is comparable to MOTAMA-GA-1 and MOTAMA-GA-2 , since there is no significant difference between each pair of them in most of the cases.
Compared to MOTAMA-AMDE-1 and MOTAMA-AMDE-2 , MOTAMAQ behaves better for Spacing since it outperforms or is comparable to them for all the instances. Meanwhile, considering the Spread metric, MOTAMAQ behaves a bit better for random instances since it is significantly better than each of them for 50% and 61% of the random instances, respectively. However, MOTAMA-AMDE-1 and MOTAMA-AMDE-2 have a better Spread performance as a whole for the real-world instances:
they get the overall best average value on 2 and 1 out of the 3 real instances (see Table 7 ), respectively, and each of them is significantly better than MOTAMAQ for 2 out of the 3 real instances (see Tables 8 and 9 ).
Pareto fronts at rescheduling points
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At each rescheduling point, a set of non-dominated solutions are evolved by MOTAMAQ. With the aim to demonstrate the trade-offs among these solutions that a software manager could exploit when making a selection about the final schedule, one rescheduling point on a test instance (sT20_dT10_E10_SK4-5) has been chosen arbitrarily and for the sake of illustration. At t l =24.2, the employee e 4 returned, and a total of 7 tasks existed in the project. In order to show a five-objective Pareto front obtained by MOTAMAQ, a parallel coordinate plot is given in Fig. 9 . Since the five objectives in MODSPSP have different scales, the best and the worst objective values observed during all the runs of the compared eight approaches have been identified, and the objective values of the obtained Pareto front are normalized. It can be seen from Fig. 9 that MOTAMAQ can find a set of well-distributed non-dominated solutions in the objective space, and the non-dominated front extends over a large range rather than being in a limited area. This result indicates the ability of MOTAMAQ in maintaining diversity.
To visually investigate different trade-offs among the five objectives obtained by MOTAMAQ, the diagonal plot [34] shown in Fig. 10 has been studied. The plot presents pairwise interactions among the five dimensions along the Pareto front, where the axes of any plot can be found by checking the corresponding diagonal boxes and their ranges. For example, the plot shown at the second row fifth column has its vertical axis as cost I and horizontal axis as satisfaction. First, it can be seen from the plot of duration I vs. cost I that the two efficiency objectives are conflicting with each other in most of the cases, since a smaller duration I often leads to a larger cost I . Second, it can be observed from the plot of duration I vs. satisfaction that the two objectives are also conflicting with each other. When finding a solution that has a smaller duration I , the satisfaction value becomes worse. Thirdly, the figure stability vs. satisfaction suggests that the two objectives have a similar variation tendency. When the stability value becomes smaller, the satisfaction value also decreases. However, it is hard to determine the relationship from the remaining figures. For instance, a small robustness may correspond to either a small or a high cost I . The reason may be that a total of five objectives are optimized simultaneously, and the relationship between each pair of them becomes more complex, compared to the case in which only two or three objectives are considered together. No solution can simultaneously optimize all the considered objectives.
Some examples of the objective vectors chosen from the Pareto front are shown in Fig. 10 and listed in Table 10 . A solution may behave very well for one objective, but poorly for some of the others, such as Solution 1 -Solution 5 . Some solutions may obtain good (but not the best) values for most of the objectives, which shows a good trade-off among various objectives, such as Solution 6 -Solution 8 . The Pareto front generated by MOTAMAQ can provide a software manager with a deeper insight into various compromises among many objectives. It is useful for him/her to make an informed decision about the best compromise according to his/her preference. M A N U S C R I P T 
Discussion
When comparing different dynamic scheduling approaches, it is evident that the proposed Q-learning-based method MOTAMAQ outperforms the other three state-of-the-art MOEAs, named dε-MOEA, MOEA/D-DE, and NSGA-III. Despite the use of heuristic population initialization strategies, dε-MOEA MOEA/D-DE, and NSGA-III adopt fixed global search operators during the entire project implementation, without considering that different operators may be best suited for different environment states. In contrast, based on the states perceived by the agent in Q-learning and its accumulated knowledge, MOTAMAQ can capture the features of different scheduling environments, and then decide on the appropriate search operators. Thus, its adaptation to the changing environment is improved. Moreover, MOTAMAQ incorporates several problem specific local search operators to enhance the local search ability, and maintains a convergence archive and a diversity archive separately to handle many objectives.
Experimental results in Section 5.3.4 show that these strategies combined promote the convergence of MOTAMAQ greatly, while maintaining a comparable distribution performance. In Section 5.3.5, comparisons with the four algorithms with fixed global and local search methods (i.e. one of the four actions in MOTAMAQ) further validate the effectiveness of our self-adaptive learning mechanism based on Q-learning. Besides, from the parallel coordinate plot and the diagonal plot of the Pareto front obtained by MOTAMAQ, a software manager can gain a deeper insight into the various trade-offs among the five objectives, and make an informed decision. The results above suggest that it is worthwhile employing MOTAMAQ as a dynamic scheduling approach to assist software project management.
Conclusions
This paper introduced a Q-learning-based multi-objective two-archive memetic algorithm to adapt to changing environments in dynamic software project scheduling. Our first contribution is to formulate a more practical formulation of the MODSPSP, which highlights the influence of human factors on project success. Our formulation relates the growth rate of the skill proficiency to both human factors (motivation, learning ability) and skill difficulties, being closer to the real world than other existing SPSP formulations.
Considering the degree with which each employee is willing to engage with each skill (and thus with each task), the objective of employees' satisfaction is defined and considered together with project duration, cost,
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A C C E P T E D M A N U S C R I P T robustness and stability under a variety of practical constraints at each rescheduling point.
Our second contribution is the design of a Q-learning-based multi-objective two-archive memetic algorithm to solve the formulated MODSPSP in a proactive-rescheduling way. The approach introduces problem specific local search operators to enhance the local search ability. It can perceive the state of the current project environment, and learn the appropriate global and local search operators of the memetic algorithm adaptively, according to the obtained information and the knowledge accumulated by the Q-learning agent. Besides, to deal with many objectives, it maintains two archives that promote convergence based on the I   indicator, and keep diversity based on Pareto dominance separately.
Our third contribution is a comprehensive experimental study of the newly proposed approach MOTAMAQ. The study is divided into three groups. The first group compares the overall performance in dynamic environments produced by MOTAMAQ and three state-of-the-art MOEA-based rescheduling methods, namely dε-MOEA, MOEA/D-DE, and NSGA-III. Experimental results show that the strategies designed in MOTAMAQ are very effective in improving its convergence performance. The Q-learning-based learning mechanism can adapt appropriate search operators to different scheduling environments. By cooperating with the global search operators, the problem-specific local search operators enhance the local search ability of the algorithm. Besides, the maintenance of two archives that promote convergence and diversity separately can deal with the 5 objectives in MODSPSP effectively. The second group compares MOTAMAQ with four algorithms which use fixed global and local search operators in different environments. Our results further demonstrate that the introduction of self-adaptive learning mechanism based on Q-learning helps to improve the convergence performance of our MOEA-based rescheduling approach. It indicates that MOTAMAQ has selected the right actions according to the learned information in most of the cases. The third group analyses different trade-offs among the five objectives.
The parallel coordinate plot shows that MOTAMAQ can find a set of well-distributed non-dominated solutions in the objective space, and the non-dominated front extends over a large range rather than being in a limited area. The diagonal plot presents pairwise trade-offs among the five objectives along the Pareto front, from which a software manager can get a deeper insight into various compromises among many objectives, and make an informed decision.
Although our MODSPSP model is an improvement and considers more aspects of reality than the existing models (e.g., employees' subjective properties such as motivation and willingness to engage in tasks involving certain skills), it is still far from extracting all factors, uncertainties and dynamic events which could affect project scheduling environments. In our current work, the learning ability factor and the motivation factor of each employee are assumed to follow the normal distribution. We believe that some experiments need to be realized to investigate the suitability of normal distribution in modelling such factors while considering special situations such as more specialized subjects in which employees should have high motivation and the fact that their specialization is directly connected to the ability to learn new things. This would require data collection on the learning ability factor and the motivation factor of each employee gathered during a period of time. When the appropriate probability distribution is found, it can be easily incorporated in our method. The same holds for the deviations of task effort estimations. Besides,
A C C E P T E D M A N U S C R I P T more efficient global and local search operators could be designed, which could provide a diverse set of candidate actions for the agent to select, and further improve the search efficiency of our approach.
As future work, first, a more sophisticated mathematical formulation of the MODSPSP should be created. Different skills may require different specializations and learning abilities. Thus, if specialties of the employees who are engaged in the skills match well with the skill requirements, the project efficiency can be improved to a large extent. In addition, more properties of employees and tasks in the real project scheduling situations, e.g. employees' experiences, due-date of each task, as well as the elements that can affect the properties, e.g. political behaviors, social or human capital, psychological factors, should be taken into account. Meanwhile, how to measure these properties and factors remains a challenging study.
Second, the proposed Q-learning-based dynamic scheduling approach MOTAMAQ should be applied to more complex software projects, with different kinds of dynamic events and uncertainties, e.g. changing objectives to be optimized, task removal, variations in the task precedence, and changes of the degree with which each employee is willing to engage with a skill. The relationship between such dynamic factors and the performance of MOTAMAQ needs to be studied. Third, the practicability of the proposed scheduling approach should be further improved in terms of how close it is to real software project scenarios. This can be supported by performing a thorough empirical validation in a variety of industrial contexts, collecting large amounts of data from real-world projects, getting feedback from software developers on the assumptions made by our approach and on how to improve our method. Finally, the scalability of MOTAMAQ should also be validated, by applying it for scheduling larger scale software projects with a greater number of tasks and employees.
