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[1] Baroclinic instability in the West Spitsbergen Current is investigated, based on data
from an array of current meter moorings along 78.83°N, across the deeper (1000–2400 m)
section of the continental slope west of Svalbard. Numerical linear stability analyses of
the current are presented, utilizing a normal mode two‐layer linear model and idealizations
of the baroclinic velocity field and the cross‐shelf bathymetry. The characteristic period,
wavelength, and growth rate of unstable vorticity waves are revealed, appearing as
two distinct peaks in growth rate, with typical wave periods of 35–75 h and wavelengths
15–30 km. The resulting vorticity wave structure of the dominant unstable mode is
centered close to the position of the maximum current. Wavelet and rotary spectrum
analysis of the current meter data from September 2007 to July 2009 detect transient
signals with significant energy at similar oscillation periods as indicated by the linear
stability analysis, which suggests that the baroclinic instability process is active during
∼30% of the measurement record and is most pronounced during winter/spring. Unstable
vorticity waves represent an effective mechanism for cooling the core of the West
Spitsbergen Current by isopycnal transport of water masses from the core to the surface.
The heat loss associated with the most unstable mode is estimated to reach 240 W m−2,
which is comparable with reported values of winter surface heat loss.
Citation: Teigen, S. H., F. Nilsen, R. Skogseth, B. Gjevik, and A. Beszczynska‐Möller (2011), Baroclinic instability in the West
Spitsbergen Current, J. Geophys. Res., 116, C07012, doi:10.1029/2011JC006974.
1. Introduction
[2] The West Spitsbergen Current (WSC) brings warm
and saline Atlantic water masses into the Polar Basin, and
constitutes the main source of oceanic heat and salt to the
Arctic Ocean [Aagaard and Greisman, 1975]. The current
consists of an eastern and a western branch (see the embedded
map in Figure 1). The western branch originates in the off-
shore branch of the Norwegian Atlantic Current, which
travels along the fracture zones in the Norwegian Sea as a
baroclinic frontal jet [Orvik andNiiler, 2002;Walczowski and
Piechura, 2007]. The eastern branch of the WSC slope cur-
rent consists of a slope/break confined barotropic component
occupying the upper 750 m of the water column between the
1000 m isobath and the West Spitsbergen shelf break, and a
more baroclinic component over the deeper slope between the
1000 m and 2400 m isobaths [Gascard et al., 1995; Schauer
et al., 2004]. North of 79°N, the eastern WSC branch sepa-
rates into the Svalbard branch and the Yermak branch
[Gascard et al., 1995]. The Svalbard branch passes over the
Yermak plateau (600 m deep) and continues into the Arctic
Ocean along the continental slope of the Eurasian Basin
[Dmitrenko et al., 2008]. The Yermak branch mainly origi-
nates in the baroclinic eastern branch of the WSC (termed the
“1500 m WSC branch” by Gascard et al. [1995]), travels
around the Yermak Plateau and mixes [Sirevaag and Fer,
2009; Fer et al., 2010] with ambient water masses along its
path. Recirculating branches shoot off from the westernWSC
branch, flowing along the topographic fracture zones (FZ)
in the Fram Strait (the Molloy, Hovgaard and Spitsbergen
fracture zones). The recirculating branches are mainly com-
posed by eddies [Gascard et al., 1995], adding heat and salt to
the Greenland Sea. According toManley [1995], around 55%
of the Atlantic Water transported by the WSC enters
the Arctic Ocean (30% in the Svalbard Branch and 25% in the
Yermak branch), while the remaining 45% recirculates in the
Fram Strait. Based on summer CTD and ADCP transects
across the WSC, Walczowski et al. [2005] documented the
multipath structure and strong barotropic component of the
current. They found that AW transport estimates generally
became 2–3 times higher when based on direct current mea-
surements rather than traditional geostrophic calculations.
[3] Upstream modification of the Atlantic water masses
influences the strength and geographical localization of the
deep convection in the Greenland Sea [Saloranta and Haugan,
2001] and the properties of both the source water of overflow
from the Nordic Seas [Eldevik et al., 2009] and the Atlantic
layer of the Arctic Ocean [Steele and Morison, 1993; Steele
and Boyd, 1998]. On its way to the Arctic Ocean, the sub-
surface core of the eastern barotropic West Spitsbergen
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Current branch is rapidly cooling, up to −0.31°C 100 km−1
during wintertime [Saloranta and Haugan, 2004]. This
cooling is decisive for the vertical depth of the Atlantic input
to the Arctic Ocean. An increased upward oceanic heat flux
from the intruding Atlantic water in the Arctic Ocean could
lead to a rapid loss of the remaining sea ice cover [Turner,
2010].
[4] Helland‐Hansen and Nansen [1912] commented on
undulations in the isotherms and isohalines of hydrographic
sections across the WSC, attributing them to periodical
movements of the water masses. Eddy fields generated by
baroclinic and barotropic instability [Teigen et al., 2010]
represent a vital mechanism for advecting water isopycnally
from the warm core to the surface, thereby cooling the WSC
[Boyd and D’Asaro, 1994; Nilsen et al., 2006]. Using a
quasi‐geostrophic two‐layer model with uniformly sloping
topography and uniform currents in each layer, Mysak and
Schott [1977] found that the oscillation period of modeled
unstable baroclinic shelf waves matched periodic signals in
a time series from the Norwegian Atlantic Current at 63°N.
Hanzlick [1983] utilized the same model with parameters
representative of the WSC and the West Spitsbergen Slope
(WSSl), finding wave periods of 3–4 days, with wave-
lengths 30–40 km. The western branch of the WSC shows
more variable and eddying character and is assumed to be
mainly recirculating in or near the Fram Strait and joining the
EGC [Bourke and Paquette, 1988; Gascard et al., 1995].
Gascard et al. [1988] hypothesized that eddies may explain a
significant part of the east‐west recirculation pattern in the
Fram Strait. Drifter trajectories obtained during the Marginal
Ice Zone Experiment (MIZEX) [Johannessen et al., 1987]
showed that eddies were almost permanently generated
along the entire WSSl, with an approximate horizontal size
of 20–30 km and a rotational period of 6–7 days. After
separation from the main current, the path of the eddies
seemed to be controlled by topography.
[5] Nilsen et al. [2006] estimated the lateral heat flux due
to stable topographic waves along the West Spitsbergen
Shelf (WSS), while Teigen et al. [2010] considered the heat
exchange associated with unstable barotropic modes near
the shelf break. In the present study, we focus on the bar-
oclinic eastern WSC branch, modeling the observed situation
of Atlantic Water (AW, defined by Aagaard et al. [1985] as
water with temperature T > 2°C and salinity S > 34.9 PSU)
residing over colder Lower Arctic IntermediateWater (LAIW,
defined by Aagaard et al. [1985] as water with T < 2°C, S >
34.9 PSU) in the Fram Strait by utilizing a two‐layer model.
Inspired by the suggestions of Mysak and Schott [1977], that
Figure 1. Actual bathymetry (gray) along the mooring section and idealized shelf profile h(x). Moorings
and current meter positions are marked with vertical lines and solid triangles, respectively. Illustrating
examples of the modeled Gaussian current profiles in the two layers and the layer interface are also
shown. The geographical positions of the current meter moorings are shown on the map to the right.
Bathymetry is based on the International Bathymetric Chart of the Arctic Ocean [Jakobsson et al.,
2008]. The main circulation branches of the West Spitsbergen Current are indicated with red arrows.
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the effect of lateral shear and more complex topography
should be investigated in the context of baroclinic instabil-
ity, we employ a linear analysis that allows for zonal shear
and a topography with variable slope. In section 2, the data
is presented along with the theory behind the linear two‐
layer stability analysis. The results from the linear stability
analysis and the data analysis are presented in section 3. In
section 4, the properties of the unstable baroclinic vorticity
waves and the associated heat fluxes in the WSC are dis-
cussed. The main conclusions of the paper are summarized
in section 5.
2. Data and Methods
2.1. Current Meter Data
[6] The analysis is based on data from an array of current
meter moorings across the eastern Fram Strait [Schauer et al.,
2004, 2008], where the focus is on the three moorings (F3,
F4 and F5) covering the WSSl region between 1000 and
2400 m depth. The positions are shown in Figure 1. Details
of the moorings are summarized in Table 1. The mooring
section has been maintained by the Alfred Wegener Institute
since 1997 as part of the European Union projects VEINS
(1997–2000), ASOF‐N (2002–2005) and EU‐DAMOCLES
(2006–). The analysis is based on data from the deployments
between September 2007 and July 2009, which covers the
period (September 2007 to July 2008) studied by Teigen et al.
[2010].
[7] In Figure 2, progressive vector diagrams of the current
at the 250 m and 1500 m depth levels at mooring F4 are
shown. The orientation of the current is relatively stable,
although the current at the 250 m level displays flow reversal
events in April–September 2008 and February–March 2009.
There are several episodes of intense flow maxima at the
250 m level during winter (as can be seen by the longer
separation between date labels), a feature also remarked
in other studies [Morison, 1991; Fahrbach et al., 2003;
Schauer et al., 2004]. The magnitude of the flow at the
1500 m level is more steady throughout the year. The tem-
perature at the 250 m level is going through a seasonal cycle,
with a maximum temperature of 4.0–4.5°C in November–
December and a minimum around 2.5°C in May. Isolated
episodes of colder intrusions happen throughout the winter,
with temperatures below 2.0°C. The deepest instrument is
situated inside the LAIW in the Fram Strait/Greenland Sea
and has a steady temperature of around −0.88°C.
2.2. Two‐Layer Model
[8] In a former study byGjevik [2002], the matrix equation
for the normal modes of a two‐layer shallow water system
Table 1. Overview (Position, Depth, Deployment/Retrieval Data)




Latitude 78°50′N 78°50′N 78°50′N
Longitude 6°00′E 7°00′E 8°00′E
Model position (km) 40 59 81
Water depth (m) 2415 1429 1010
Deployment date 12 Sep 2007 12 Sep 2007 28 Sep 2007
Retrieval/redeployment date 5/12 Jul 2008 5/7 Jul 2008 5/7 Jul 2008
Retrieval date 3 Jul 2009 3 Jul 2009 3 Jul 2008
aThe corresponding grid positions used in the linear stability model are
also given.
Figure 2. Progressive vector diagrams of the current at mooring F4 in (a) the 250 m level and (b) the
1500m level. The associated temperature record is plotted in color. For better readability, only every second
month is labeled between 1 March 2008 and 1 November 2008 in Figure 2a.
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(see Figure 1) with no background flow in the lower layer
was derived. Teigen [2011] expanded the model to allow for
a flow in the lower layer as well. Below, the model is briefly
presented, for more details, see Teigen [2011]. Subindices 1
and 2 refer to variables in the upper layer and lower layer,
respectively. The u component is pointing east toward the
shore, while the v component is in the along‐shelf direction
(pointing north along isobaths).
[9] We assume a steady, along‐slope, geostrophically
balanced background current on a f plane. Upon integration







where f = 1.42 × 10−4 [1 s−1] is the Coriolis parameter, g =
9.81 m s−2 is the acceleration of gravity, Lx is the total width
of the channel and v1 is the steady along‐slope background
current in the upper layer. For the displacement of the






v2dx g1g′ ; ð2Þ
where v2 is the background current in the lower layer and
g′ = g212 [m s
−2] is reduced gravity; r1 and r2 are the
densities in the upper and lower layers, respectively.
[10] We introduce small perturbations to the background
flow, according to
n ¼ n þ n′; ð3aÞ
un ¼ un′; ð3bÞ
vn ¼ vn þ vn′: ð3cÞ
In equations (3a)–(3c), primed quantities are perturbations.
Subscript n refers to layer n = 1, 2. We search for normal
modes on the form
n′ ¼ ̂n xð Þcos ky !tð Þ; ð4aÞ
un′ ¼ ûn xð Þsin ky !tð Þ; ð4bÞ
vn′ ¼ v̂n xð Þcos ky !tð Þ; ð4cÞ
where k is wave number, t is time, w = wr + iwi is complex
angular velocity and the complex phase speed is c = cr +
ici = !k . Inserting the normal modes into the linearized ver-
sion of the two‐layer shallow water equations, leads to a
matrix equation for the complex frequency w, which can be
solved by numerical eigenvalue methods. For wi > 0, the
wave solution is unstable and the amplitude of the pertur-
bations will grow exponentially with growth rate g = wi = kci
and wave period P = 2p/wr.
[11] The modeled WSS topography is uniform in the
along‐shelf direction, and the undisturbed water depth, h(x),
is represented by a smooth double tanh function in the
across‐shelf direction resolving the two‐step nature of the
slope (see Figure 1)
h xð Þ ¼ a1 1 g1 tanh x x1s1
  
þ a2 1 g2 tanh x x2s2
  
 a2 1 g2ð Þ; ð5Þ
where a1 = 621 m, g1 = 0.7069, x1 = 90 km, s1 = 7 km, a2 =
2350 m, g2 = 0.3191, x2 = 52 km and s2 = 14 km. The same
bathymetric profile was used by Nilsen et al. [2006] and
Teigen et al. [2010]. The maximum upper bottom slope is
∼6 × 10−2 and somewhat steeper than the maximum deep
bottom slope (∼5 ×10−2). The more gently sloping segment
between the two slopes is ∼1 × 10−2. For the WSS configu-
ration, the density interface between the two layers intersects
the bottom topography (Figure 1), resulting in an offshore
two‐layer region and an onshore monolayer region [Kawabe,
1982].
[12] The background current field in both layers is mod-
eled as a Gaussian jet, given by
vn xð Þ ¼ v0;n exp  x LBB
 2" #
; n ¼ 1; 2: ð6Þ
Here, LB is the position of the current maximum, while v0,n
is the maximum current speed in layer n and B is the half
width of the jet. LB and B are assumed to be the same in the
two layers.
[13] The width of the calculation domain is Lx = 100 km.
The lateral boundary condition at x = 0 and x = Lx is zero
normal velocity, i.e., un′ = 0. A grid size of Dx = 0.5 km
proved to be sufficient for numerical convergence, provided
that the current profile has a smooth derivative. Calculations
were made for wavelengths in the range 10 to 100 km, with
intervals of 0.5 km. For plotting of the modal structures, the
eigenvectors were scaled in the same manner as done by
Teigen et al. [2010].
[14] Mysak and Schott [1977] described an analytical
model for calculation of the unstable baroclinic modes of a
shelf current in a two‐layer system with step‐wise uniform
current in the two layers, providing a suitable test case for
the present numerical model. In Figure 3, the dispersion
relation calculated with the parameter choices given by
Mysak and Schott [1977] for the Norwegian Atlantic Current
at 63°N is shown for two different values of reduced
gravity. The similarities between the results obtained with
the present model and that of Mysak and Schott [1977] are
evident, although the growth rate is slightly higher for their
model (8% in Figure 3a and 5% in Figure 3b). The wave
period also differs 5–10% for the long periodic bands of
stable modes when g′ = 0.5 × 10−2 m s−2 (Figure 3a). The
present model retains a free surface and the fact that the
difference is larger for weaker stratification indicates that
the rigid lid boundary condition assumed by Mysak and
Schott [1977] may be a plausible explanation for the devi-
ation. Tests with refined horizontal grid size show that the
grid resolution cannot be the cause of the deviation [Teigen,
2011]. The lowest stable mode in the present model is the
internal gravity wave, and corresponds well with the ana-
lytical curve (Figures 3a and 3b).
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[15] From standard linear stability theory of quasi‐
geostrophic flows [Pedlosky, 1964; Mysak et al., 1981a] a
condition for exponential growth (ci > 0) of a two‐layer
system with no horizontal shear (v1, v2 constant) and uni-
formly sloping topography can be derived as
v1  v2
v1  cj j2
Z Lx
0
F1j j2dx v1  v2





v2  cj j2
Z Lx
0
 F2j j2dx ¼ 0: ð7Þ
Here Fn, n = 1, 2 is the complex amplitude in layer n
of a normal mode unstable solution to the linearized quasi‐
geostrophic potential vorticity equation and a is the topo-
graphical slope. From this condition it can be seen that the
possibility of an unstable solution is closely related to strong
shears, e.g., for v1 − v2 large and positive, the two first terms
could strike a balance, which is needed if an unstable solu-
tion should exist. For strong slopes (∣a∣ large) and/or strong
stratification (g′ large), the third term would dominate the
others, rendering instability unlikely. However, if v1 ≈ c (for
v1 > v2) or v2 ≈ c (for v2 > v1), the first or the second term will
become large and could cancel the third term.
2.3. Construction of Input to the Linear Stability
Analysis
[16] A time series of reduced gravity g′ is calculated from
the difference between the density measured at the 250 m
depth level and the mean density from the 1000 m depth
level at F3 (the instrument at the 1000 m level malfunc-
tioned in the 2008–2009 deployment year). The thickness d
of the upper layer at F3 is estimated by assuming a linear
slope in density between the two depth levels, and using the
1028 kg m−3 isopycnal as proxy for the interface between
the two layers. The reason for only using F3 is that this
mooring was the only one to have measurements of tem-
perature and salinity inside the core of the Atlantic layer.
The 1028 kg m−3 isopycnal defines the TS path between
LAIW and AW at the mooring position [Cokelet et al.,
2008]. In the study by Teigen et al. [2010], the velocity
profile of the barotropic inner branch (core position between
moorings F1 and F2) was constructed by fitting an asym-
metric function to the measured velocities. This was possi-
ble due to the relatively densely spaced (4–7 km) current
meter moorings over the shallower (200–1000 m depth)
section of the slope. In the baroclinic eastern branch, the
mooring spacing is coarser (20 km) and correlation is poorer
between the moorings. Hence, the strategy for constructing
the velocity profile had to be simplified. Based on CTD
sections across the WSSl, a Gaussian current profile is
generally a fair first‐order approximation to make the layer
interface resemble the shape of the isopycnal between
LAIW and AW over the outer slope. The velocity profile is
represented by a Gaussian profile (6) in both layers, centered
at F4 (LB = 59 km), with half width B = 20 km. The max-
imum current amplitude v0,1 in the upper layer is given by
the 30 day smoothed average along‐shelf (the 1500 m iso-
bath at the mooring site is pointing along 335° bearing)
current component at the 250 m level, while the maximum
amplitude v0,2 in the lower layer is given by the smoothed
along‐shelf current component at 1500 m. The interface
between the two layers is modified by the background bar-
oclinic velocity field according to equation (2). The resulting
time development of the interface between the two layers is
illustrated in Figure 4.
3. Results
3.1. Wavelet Analysis
[17] The periodic signal of an unstable baroclinic vorticity
wave is expected to be transient. For this reason, wavelet
analysis [Torrence and Compo, 1998] is utilized, which
enables a survey of both the dominating oscillation periods
and their variation in time. The Morlet wavelet, described as
a plane wave, focused in time by Gaussian damping, was
chosen as mother function. For the computations of the
wavelet spectrum the toolbox by Torrence andCompo [1998]
was used. Liu et al. [2007] showed that there is a bias toward
elevated levels of energy in the long periodic range of the
spectrum with this toolbox and proposed a modification to
correct for this. The correction has been applied in the present
analysis. Figures 5a–5f shows wavelet power spectra of the
Figure 3. Comparison of the dispersion relation calculated with the model by Mysak and Schott [1977]
and the present model: (a) g′ = 0.5 × 10−2 m s−2 and (b) g′ = 1.5 × 10−2 m s−2. The analytical dispersion
relation of the internal gravity wave (flat bottom) is also shown.
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across‐shelf (easterly) current (u), along‐shelf (northerly)
current (v), and temperature (T) at the 250 m and 1500 m
depth levels of mooring F4. Singular episodes of significant
wavelet power for long periodic oscillations (with longer
period than the diurnal tide K1) are present in all velocity
spectra (Figures 5a–5d), mainly focused around the winter
and spring months (December–May). We often find the
highest energy in this period range as well. The semidiurnal
tide M2 is clearly present in the along‐shelf current compo-
nent (Figures 5c and 5d), and the fortnightly period of the
neap‐spring tide can also be discerned. As noted byKasajima
and Svendsen [2002], the along‐shelf (or rather northerly)
component seems to dominate for the semidiurnal tide. The
energy of the diurnal tide K1 is rarely above the confidence
level, but has been shown to increase in the upslope direction
[Kasajima and Svendsen, 2002; Nilsen et al., 2006; Teigen
et al., 2010]. The wavelet power spectrum of temperature
in the 250 m level (Figure 5e) also undergoes an annual
cycle, with frequent episodes of energetic long periodic
signals during the winter months, while the summer months
are more quiet. For the 1500 m level (Figure 5f), there is no
apparent annual cycle in the power spectrum of temperature,
the few isolated events of increased power occur during
midsummer and midwinter.
3.2. Results From the Linear Stability Analysis
[18] Linear stability analysis determines the initial temporal
and spatial scales of the most unstable modes. The structure
of these exponentially growing modes is retained even
after the system becomes fully nonlinear. This is a common
feature for unstable flows and can also be seen from numer-
ical experiments of the evolution of eddies in an unstable
shelf edge jet by Davies et al. [2003]. The stability analysis
was runwith input frommoorings F4 and F3 (see section 2.3),
producing a time series of the characteristics of the dom-
inant unstable baroclinic vorticity wave. The most unstable
conditions (highest modeled growth rate) occurred on
28 November 2007. Maximum speed in the upper layer
(v0,1), lower layer (v0,2), interface depth (d), and reduced
gravity (g′) were then 0.17 m s−1, 0.04 m s−1, 841 m, and
2.2 × 10−3 m s−2, respectively. In Figure 6, the detailed dis-
persion relation from the linear stability analysis of these
conditions is presented. For phase speeds between the upper
and lower layer flow speed, a vast set of stable modes exist.
A multitude of discrete bands of unstable modes can also be
seen. Compared with the relative simplicity of the dispersion
relation depicted in Figures 3a and 3b, the dispersion rela-
tion of the WSC configuration shows a rich variety of
modes. The increased complexity arises due to the across‐
shelf variation of both current and topography, allowing the
different modes to combine in new ways. However, two
bands of unstable modes stand out with higher growth rate
and persistence over a broader range of wavelengths than
the others. This makes them likely to dominate. The gray
regions below c = v1 and above c = v2 correspond to regions
where there is an infinite number of discrete modes [Mysak
et al., 1981b]. The mode with the overall highest growth
rate appears on the band of unstable modes between 22 and
28 km wavelength (the peak of this band is referred to as the
primary unstable mode, and is indicated with a red arrow in
Figure 4. Time evolution of the interface between the two layers (green). The topography is shown in
gray.
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Figure 6), at a phase speed of 0.136 m s−1. The primary peak
in growth rate is g = 0.073 day−1. The corresponding
wavelength is ∼25.5 km and the associated wave period is
∼53 h for the primary mode. The second strongest band of
unstable modes extends from 27 to 36 km (the peak of this
band is referred to as the secondary unstable mode, and is
indicated with a green arrow in Figure 6), slightly over-
lapping in wavelength with the primary mode. The sec-
ondary peak in growth rate is g = 0.034 day−1 and occurs at
a phase speed of 0.125 m s−1. The corresponding wave-
length is ∼31 km and the associated wave period is ∼70 h. In
Figure 7a, the modal structure associated with the primary
Figure 5. Wavelet power spectra of (a) u at the 250 m depth level, (b) u at the 1500 m depth level, (c) v
at the 250 m depth level, (d) v at the 1500 m depth level, (e) T at the 250 m depth level, and (f) T at the
1500 m depth level from mooring F4, throughout the deployment period from September 2007 to July
2009. The power is normalized by the variance 1/s2. The periods of M2 (12.42 h) and K1 (23.93 h)
are indicated by dashed lines. Regions with power above the 95% confidence level are enclosed by black
contours.
TEIGEN ET AL.: BAROCLINIC INSTABILITY IN THE WSC C07012C07012
7 of 20
unstable mode is shown for the upper layer. The center of
the vorticity wave is located close to F4, the position of the
maximum vertical current shear. In Figure 7b, the modal
structure associated with the primary unstable mode is
shown for the lower layer. The upper layer lags the lower
layer by a phase angle of 56°. The center of the vorticity
wave is positioned a few kilometers offshore of F4, and the
vorticity structure extends all the way to the intersection
between the layer interface and the continental slope. The
cross‐shelf extension of the wave is ∼20 km in the upper
layer and ∼40 km in the lower layer. In Figures 7c and 7d,
the modal structures of the secondary unstable mode are
shown for the upper (Figure 7c) and lower (Figure 7d)
layers. A dipole structure can be seen, with vorticity centers
both east and west of F4. The easterly vorticity center
dominates in the upper layer, while in the lower layer they
are more similar in strength. In the lower layer, the wave
structure is cell like and the oscillation is intensified at the
intersection between the layer interface and the shelf slope.
The upper layer lags the lower layer by a phase angle of 46°.
[19] The detailed time series of the fitted baroclinic jet
parameters (maximum current amplitude in the two layers,
interface depth and reduced gravity) are plotted in Figures 8a
and 8b. Assuming that the unstable mode with the highest
growth rate is most likely to dominate, and hence show up in
the observations, the time evolution in wavelength, wave
period, and growth rate of the primary mode are displayed
for the entire measurement record in Figures 8c–8e. For
completeness, the secondary mode is also shown. Unstable
conditions with a growth rate >0.005 day−1 are encountered
during ∼30% of the time record. For the first and most
significant episode of baroclinic instability (mid‐November
2007 to early January 2008), the mean wavelength of the
primary unstable mode was 22 km, mean period was 50 h and
mean growth rate was 0.034 day−1. The mean wavelength of
the fastest growing mode is ∼2.5 times the mean internal




f ), confirming that the
instability occurs on a scale on the order of (or exceeding) the
deformation radius, a requirement for self amplification
[Cushman‐Roisin and Beckers, 2011]. During the same epi-
sode, the mean wavelength of the secondary unstable mode
was 27 km, mean period was 64 h and mean growth rate was
0.017 day−1. The scale‐averaged wavelet spectrum [Torrence
and Compo, 1998] of u and vwas calculated for a ±10% band
around the wave period of the primary unstable mode, for the
current meters at the 250 m and 1500 m levels. The resulting
power is compared with the 95% confidence level corre-
sponding to a red noise background process. Figure 8f
indicates the time intervals when the oscillation periods of
the primary and secondary unstable modes step out with
significant power in the scale‐averaged wavelet spectra of
u and v at the two current meters. For all the unstable epi-
sodes there are time intervals of significant wavelet power at
the same oscillation period as predicted by the model
3.3. Sensitivity Study of the Linear Stability Analysis
[20] Figure 9a shows the results from a sensitivity study,
varying the shear Rossby number (Ro = (v0,1 − v0,2)/fB,
represented by the maximum speed of the current in the
upper layer) and Burger number (Bu = g′d/f 2B2, represented
by reduced gravity) systematically. The half width, B, upper
layer thickness, d, and the amplitude of the lower layer
speed, v0,2, were kept constant at 20 km, 800 m, and 0.05 m
s−1, respectively. The Burger number determines the relative
importance between rotation and stratification effects. The
Figure 6. Dispersion diagram obtained by linear stability analysis of the conditions that resulted in the
highest growth rate (28 November 2007). The phase speed of stable (black dots) and unstable modes (col-
ored circles) are shown. The color scale of the unstable modes is given by the growth rate. The primary
and secondary peaks in growth rate are indicated with red and green arrows, respectively.
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growth rate increases with decreasing values of the Burger
number and increasing values of the Rossby number. The
fact that stronger stratification inhibits instability is to be
expected from the condition for baroclinic instability (7). The
last term in (7) would dominate for high values of g′, dis-
placing the balance which is required for a nonzero growth
rate. An increase in Rossby number also leads to longer
wavelengths. For strong stratification, an increase in Ro also
leads to shorter wave periods, while for weaker stratifica-
tion, Ro has less impact on the wave period. Variations in
the Burger number do not seem to have a huge influence on
the wavelength, but stronger stratification yields longer
wave periods. One interpretation of the Burger number is that
it compares the ratio between kinetic energy and available
potential energy [Cushman‐Roisin and Beckers, 2011]. The
fact that the highest growth rates are confined to small Burger
numbers reflects that the bulk of the energy in the back-
ground flow must be in the form of available potential
energy, which the baroclinic instability can feed on. In order
to investigate the influence of the parameters that are kept
constant in the analysis in section 3.2 (half width, B, and jet
position, LB) a sensitivity analysis of these parameters was
carried out (Figure 9b). Here, d, v0,1, and v0,2 were kept
constant at 800 m, 0.2 m s−1, and 0.05 m s−1, respectively. It
becomes clear that in the vicinity of the chosen values for B
and LB (20 and 59 km, respectively), the resulting values of
wavelength, period and growth rate are not very sensitive to
changes ±5 km in either B or LB. There is a local maximum
in growth rate around the position of F4. Further inshore or
offshore, the growth rate is decreasing, except for narrow
half widths, which may lead to horizontal shear instability. If
the maximum current moves out to the deep ocean (at F5 and
further offshore), the secondary unstable mode becomes the
dominant one, switching to longer wavelengths and periods.
The overall growth rate is also decreasing as the current
maximum moves offshore. About 10 km inshore of F4, there
Figure 7. The perturbation modal structure (black vector arrows) and displacement field (red/blue) asso-
ciated with the primary and secondary unstable mode for the conditions on 28 November 2007: (a) upper
and (b) lower layer structure of primary unstable mode and (c) upper and (d) lower layer structure of sec-
ondary unstable mode.
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is a domain with increasing growth rates, due to the thinning
of the lower layer. A current maximum at this location would
resemble the barotropic WSC branch over the upper slope,
which is treated by Teigen et al. [2010].
3.4. Spatial Coherence and Complex Demodulation
[21] Inner and outer rotary coherence spectra [Livingstone
and Royer, 1980] for the current time series are calculated
in order to study rotating current vectors. The inner spectral
functions describe corotating components and outer functions
describe counterrotating components. The same applies to the
rotating phase spectra. Figure 10 shows the outer (Figure 10a)
and inner (Figure 10b) coherence spectrum between current
meters from the 2008–2009 time series at F4 and F5 at 250 m
depth. Based on the time series of unstable events (Figure 8e),
we focus on rotational cyclonic and anticyclonic components
for periods around 50 h and 70 h. These are period band
centers of the primary and secondary unstable modes deter-
mined by the analysis in section 3.2. As shown in Figures 7a
and 7b, the vorticity wave structure has a vortex center close
to or slightly westward of F4 for the 50 h period band, and
hence, the mooring F5 is situated westward of the center,
while there is a dipole vortex structure for the 70 h period
band, where the strongest vortex center is found east of F4,
and a weaker center is found between F4 and F5 (Figures 7c
and 7d). Although the cross‐shelf dimension (20–40 km) of
the unstable baroclinic vorticity waves (Figure 7) is on the
order of the mooring spacing (20 km), the rotating signal
associated with the waves is expected to be at least partly
covered by the moorings as the waves riding on the mean-
dering path of the eastern baroclinic WSC branch shift in and
out of the instrument positions.
[22] In a rotating spectrum, a current meter time series
obtained on the right hand side (east) of a vortex center
should contain more energy in the anticyclonic component,
while the cyclonic component should be dominant on the
left hand side (west). For the 50 h period band pictured in
Figure 7a, Figure 10a confirms that there should be a vortex
center somewhere between F4 and F5, where F4 shows up
with more anticyclonic rotation and F5 with more cyclonic
rotation centered at the 57 h period. The episodes with
highest growth rate (Figure 8d) had wave periods around
50–60 h (Figure 8e) and Figure 10a indicates that this
oscillation period is a significant signal in the time series (at the
57 h period). For the 70 h period band pictured in Figure 7c,
Figure 10b indicates that the F4 and F5 current meters
are both to the west of two different vortex centers (at the
73 h period). The phase difference ∼180° at the 73 h period
Figure 8. Time series of unstable events: (a) the maximum speed of the fitted current profile, (b) reduced
gravity and interface depth of the two‐layer model, (c) the wavelength, (d) growth rate and (e) period of
the gravest primary (black) and secondary (green) unstable modes, and (f) intervals where the period of
the primary or secondary unstable modes matches a period with significant wavelet power in u or v in
either the upper layer (250 m) or the lower layer (1500 m) are indicated with colored regions.
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supports the latter interpretation since the two current meters
(at F4 and F5) will experience a rotating current vector with a
phase lag around 180° in a dipole structure like the one in
Figure 7c.
[23] To determine how signal characteristics at specific
frequencies change throughout the duration of the time series,
complex demodulation [e.g., Emery and Thomson, 1998] is
used. This method determines the amplitude, phase and thus
the ellipse orientation of the cyclonic and anticyclonic
rotating component of the velocity time series. The complex
demodulation uses least square function fitting, which seeks
to determine an optimal function as a linear combination of
any specified basis functions for each measuring point, such
that the quadratic difference between the estimated value
and the observed value is minimized [e.g., Press et al., 1992].
Here, the least square function fitting was solved by use
of Singular Value Decomposition (SVD) [e.g., Press et al.,
1992]. The demodulated signal was found and tested for
sequential segments of different lengths. In order to produce a
time series that resolves the P = 50 h and P = 70 h band for
further analysis, a 580 h window function was run over the
current data with 10 h separation (or 570 h overlap). Several
periods around P = 50 h were tested and the P = 57 h period
oscillation was finally recognized as the strongest signal. A
measure of the reliability of this signal tracing method is
given by a high amplitude in Figures 11a and 11b together
Figure 9. (a) Sensitivity study with variable Rossby and Burger numbers; v0,2, B, LB and d are kept con-
stant. The gray curve encompasses the area which the (Ro, Bu) pairs of the unstable periods in Figure 8 falls
within. (b) Sensitivity study with variable position (LB) and half width (B). The other input variables
(v0,1, v0,2, g′, and d) are kept constant. The growth rate of the gravest unstable mode is plotted with colored,
solid contours. The corresponding period and wavelength of the gravest unstable mode is displayed with
solid white and dotted black contour lines, respectively.
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with a flat phase curve in Figures 11c and 11d over two to
three cycles of the period given in Figure 11. Hence, Figure 11
indicates that the strongest/least noisy signal is found
between December 2008 and March 2009 for both rotating
components with relatively high amplitude and a flat phase
curve at P = 57 h.
[24] The time periods highlighted by circles in Figure 11a
show the events leading to the significant coherence signal
in Figure 10a. Hence, an anticyclonic rotating current vector
at F4 corresponds to a cyclonic rotating vector at F5 with a
rotating period of 57 h. The upper panel in Figure 11a shows
that the vortex center has to be to the east of F5 since the
anticyclonic signal is weak at F5. It is more unclear where
the vortex center is situated relative to F4. When rotating
current vectors are recorded within a vortex center, both
rotating components will show up in a complex demodulation
analysis, and since there is also a strong cyclonic signal at
F4, it is likely that F4 is located within the vortex center for
most of the time. From the coherence analysis in Figure 10a,
one can conclude that the most robust coherent signal is
linked to the anticyclonic rotation at F4 and cyclonic rota-
tion at F5, in correspondence with Figure 7a.
4. Discussion
[25] The two‐layer model reveals the characteristics of
unstable wave modes in the baroclinic eastern WSC branch.
Two bands of unstable modes stand out with higher growth
rate and exist over a broader range of wavelengths than the
others. The primary mode is on the average growing twice
as fast as the secondary mode, and has its vortex center close
to the position of the maximum current (where the vertical
shear is strongest, see Figures 7a and 7b). The secondary
mode has an asymmetrical dipole vortex structure, with one
center on either flank of the Gaussian baroclinic jet, the
strongest pole being on the onshore side (Figures 7c and 7d).
The seasonal variation in the strength of the baroclinic
instability process is striking (Figure 8d), with a clear maxi-
mum in winter time. This is related to the variation in current
speed in the upper layer, possibly forced by winter cyclones.
During the time intervals when the baroclinic instability pro-
cess is active, there is a concurrent enhancement of wavelet
power in the long periodic range of the spectrum (Figure 5).
High amplitudes are also observed in the complex demodu-
lated signal for the wave periods predicted by the linear two‐
layer model (Figures 8e and 11).
[26] In Figure 12a and 12b, the gradient in the modeled
background potential vorticity (PV) is plotted for both layers
(PV = ( f + dvndx )/hn within layer n, where hn is the unperturbed
layer thickness). A necessary condition for baroclinic
instability in a two‐layer model is that the gradient in PV
changes sign, either within a layer or across the two layers
[Mysak, 1980]. PV in the lower layer is greatly influenced
by the topography, making the gradient negative all the
time. In the upper layer, the gradient in PV becomes positive
when v0,1 > v0,2. In Figure 12c, the intervals when the
instability condition is met, are colored green. Intervals with
uniform sign of the PV gradient are colored blue. All the
episodes with significant growth rate occur within the in-
tervals with changing sign in PV gradient. With the stronger
current in the lower layer, the topography inhibits instability.
This shows that the intensity of the baroclinic instability
process can vary considerably throughout the year, depend-
ing mainly on the strength of the northward flow. Based on
pressure gauge data, Morison [1991] showed that variations
in the barotropic component of the WSC are correlated with
the seasonal cycle in the wind stress curl in the northern
Greenland Sea. Jónsson et al. [1992] demonstrated that the
observed eddy kinetic energy field in the central and eastern
Fram Strait is correlatedwith thewind power in theGreenland
Sea on a seasonal scale, with a time lag of a few months. This
does not rule out baroclinic instability as a source of vari-
ability on shorter time scales, on the contrary, the wind
forcing may sharpen the vertical current shear, leading to
unstable conditions. Benilov [2001] showed that the influence
of topography weakens as the upper layer becomes more
detached from the topography (i.e., a thicker lower layer
“shields” the upper layer from the topography). In the case
when the isopycnal and topographic slope are of the same
Figure 10. Coherence spectra representing current meter
time series from the 2008–2009 observational period.
(a) Outer and (b) inner coherence spectrum between current
meters at F4 and F5 at 250m depth. Oscillation periods of par-
ticular interest are highlighted by rectangles. Rotational ten-
dencies for the different time series are indicated by rotating
arrows. See text for further details. The thick and dashed lines
indicate the 95% and 90% confidence levels, respectively.
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sign, the bottom slope can weaken or even eliminate the
instability [Orlanski, 1969]. This is the case when v0,2 > v0,1.
[27] Hovmöller diagrams of northward flow (Figure 13a)
and temperature (Figure 13b) spanning the width of the
WSC over the continental slope (moorings F0–F6), reveal
several episodes of westward propagating anomalies. These
episodes are most frequent during winter time, when the
baroclinic instability process is most active. The westward
propagation is especially evident in temperature (Figure 13b),
which serves as a tracer for this process. Similar features were
also noted by Schauer et al. [2004], who attributed them to
eddy‐like structures. Coherent eddies spawning off theWSC,
propagating westward in the Fram Strait have been reported
inmany studies [Johannessen et al., 1983; Johannessen et al.,
1987; Gascard et al., 1988, 1995], suggesting that a large
portion of the recirculating Atlantic water is actually com-
posed of eddies. The present study shows that unstable bar-
oclinic vorticity waves are likely to be encountered in the
eastern baroclinic WSC branch, if allowed to grow in
amplitude they constitute a generation mechanism for the
recirculating eddies in Fram Strait.
4.1. Heat Loss Estimates
[28] In thermal wind balance, geostrophy (equations (1)
and (2)) and hydrostaticity combine to maintain a flow in
equilibrium. Because a reduction in slope of density surfaces
by spreading of the lighter fluid above the heavier fluid
would lower the center of gravity and thus the potential
energy, the thermal wind equilibrium is not that of least
energy. Simultaneously, a slope reduction would also reduce
the pressure gradients, the associated geostrophic flow and
the kinetic energy of the system, and hence, the state of rest
is that of least energy. Since our flow is a vertical shear
flow, the thermal wind balance is intrinsically unstable to
perturbations (3). The instability process depends crucially
on a phase shift with height and is therefore termed bar-
oclinic instability [Pedlosky, 1964; Mysak et al., 1981a]. A
baroclinic unstable flow will seek a level of lower energy by
Figure 11. Complex demodulation of current meter data (250 m level, 2008–2009) at (a and c) F5 and
(b and d) F4 into (bottom) cyclonic and (top) anticyclonic rotating components, where amplitude (Figures 11a
and 11b) and (Figures 11c and 11d) the phase change for the 57 h wave period are shown. The phase change
has been converted to wave period by Tnew = 2p/(w57h − d(phase)/dt). Events of particular interest during the
2008–2009 current meter time series are highlighted by circles.
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relaxation of the density surface in Figure 1 toward static
stability [Gill et al., 1974; Cushman‐Roisin and Beckers,
2011]. In this case (Figure 1), where the lighter and warmer
AW is residing above the heavier and cooler LAIW, relaxa-
tions imply a westward flow of warm water and an eastward
flow of cold water toward the shelf break. In other words,
we expect a net offshore heat flux since the temperature
increases toward the shelf break (Figure 13b).
[29] Here, we discuss the heat flux in a cross section, since
our mooring data and model is set across the WSSl, and use
this to estimate the heat loss of the poleward flowing AW
along the WSSl. The heat flux in the x direction (across






where r0 is sea water density and C0 = 4186 J kgK
−1 is the
specific heat of sea water. In the two‐layer representation of
Figure 1, vertical integration gives
q ¼ 0C0 u1T1 H1  1  2ð Þ þ u2T2 H2 þ 2ð Þ½ : ð9Þ
Here, H1 and H2 are the undisturbed thicknesses of the two
layers. We now assume vortex generation, and thus per-
turbing (9), the variables are decomposed into large‐scale
components denoted by an overbar and vortex components
denoted by primes by a low‐pass projection operator in time
or space. In a shear flow, like the baroclinic eastern branch
of the WSC (Figure 1), the isopycnals will be perturbed in
accordance with (3). Temperature data (Figure 13b) show
that there is a positive temperature gradient toward the
barotropic core of the WSC at the shelf break (positive x
direction), and there should therefore exist temperature
perturbations generated by the vortex field, T = T + T ′. The
heat flux equation then becomes
q ¼ 0C0

u1′T1′ H1 þ 1ð Þ þ u2′T2′ H2 þ 2ð Þ
þu1′1′ T 1 þ T1′
  u1′2′ T1 þ T1′ þ u2′2′ T 2 þ T2′ : ð10Þ
Assume baroclinic instability and let (4) represent the
gravest unstable mode. Then by averaging the heat flux (10)




u1′1′T1 þ u1′1′T1′þ u1′T1′ H1 þ 1ð Þ þ u2′T2′ H2 þ 2ð Þ
 u1′2′ T 1  T 2
  u1′2′ T1′ T2′ð Þi; ð11Þ
where the horizontal flux of interface height is equal for
both layers, i.e., u1′2′ = u2′2′ [e.g., Pedlosky, 1987, p. 549].
Since the surface displacement perturbations are several
orders of magnitude smaller than those of the layer interface
Figure 12. The gradient in background potential vorticity in the (a) upper layer and (b) lower layer. The
zero contour is shown with a thicker black line. (c) Time intervals where the potential vorticity gradient is
both positive and negative in the domain are indicated with green, while intervals when the potential vor-
ticity gradient is uniformly negative are indicated with blue. The growth rate of the primary unstable mode
is also plotted.
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(h2′  h1′) , the first two terms on the right hand side in (11)
can be neglected, giving
q ¼ 0C0
h
u1′T1′ H1 þ 1ð Þ þ u2′T2′ H2 þ 2ð Þ
 u1′2′ T 1  T 2
  u1′2′ T1′ T2′ð Þi: ð12Þ
The across‐shelf heat flux equation (12) consists of three
different heat loss processes in which a fundamental
assumption is that ocean vortices mix tracers along iso-
pycnals and not across them. The first two terms represent the
heat flux in each layer when the vortices of the gravest
unstable mode work on a background temperature gradient,
bringing warm water along isopycnals to a cold region and
cold water to a warm region. The last term in (12) is a front‐
confined mixing term, which can be parameterized as a
Fickian diffusion along isopycnals with a diffusion coeffi-
cient [Gent and Mcwilliams, 1990; Gent et al., 1995]. Here,
we assume uniform temperature layers with no horizontal
temperature gradients along isopycnals, and hence, the iso-
pycnal mixing terms will vanish in our two‐layered model
(Figure 1). We are left with the third term in (12)
q ¼ 0C0u1′2′ T1  T2
 
; ð13Þ
which is the vortex‐induced transport of temperature [e.g.,
Gent et al., 1995] when the horizontal density gradients
decrease due to conversion or release of available potential
energy by the gravest unstable wavemode. Hence, the density
front or the geostrophic control is leveling off and allowing
warm water to flow westward and cold water to flow east-
ward, producing a net westward heat flux and a heat loss on
the baroclinic eastern branch of the WSC (Figure 1).
[30] In Figure 14, the heat loss associated with the primary
mode is plotted, calculated by (13), using the eigenvectors
(u1′, h2′) resulting from the two‐layer model and the 30 day
smoothed temperature record in the 250 m and 1500 m levels
as background temperature field (T1, T2). The maximum
amplitude of the perturbation velocity and interface dis-
placement has been scaled by 40% of the amplitude of the
background field, yielding current amplitudes of 4–8 cm s−1.
Figure 13. Hovmöller diagram in the 250 m level of moorings F0–F6. (a) Northward flow speed v, the
dotted thick contour lines correspond to isolines of zero velocity. (b) Temperature T, the dotted thick con-
tour lines corresponds to 2°C isotherms. All time series are filtered with a 7 day running mean.
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The most intense heat loss caused by the primary mode is
occurring during the first unstable episode in Figure 8 (late
November 2007 to early January 2008), reaching 11800 W
m−1. For this episode, the maximum heat loss is taking place
just a couple of kilometers west of F4. For the later (and
weaker) heat loss events, the maximum is located further
offshore (halfway between F4 and F5). The mean heat loss
during the unstable episodes is ∼3100 W m−1.
[31] Following the ideas of Helland‐Hansen and Nansen
[1912] and Boyd and D’Asaro [1994], that lateral exchange
with colder surrounding waters is the primary mechanism for
cooling of the subsurface warm core of the WSC, we will
estimate the contribution to lateral heat loss [Nilsen et al.,
2006; Teigen et al., 2010] from the fastest growing unsta-
ble wave mode existing in the eastern baroclinic WSC
branch. Thus, we assume a temperature perturbation of a
background temperature gradient between the warm AW
and the colder local water (e.g., LAIW), and calculate the
r0C0u1′T1′ vortex heat flux at the 250 m level. We base our
estimates on the wave characteristic found in Figures 11a
and 11c for the 2008–2009 mooring period, and extract
the oscillating temperature signal (P = 57 h) the same way
through least square function fitting by using SVD. A time
series of the horizontal heat flux [W m−2] at F4 is presented
in Figure 15b, based on the rotating wave field in Figures 11a
and 11c, and the demodulated temperature signal at the P =
57 h oscillating period. The same procedure is performed on
the 2007–2008 mooring data where P = 53 h shows up as
the most significant wave period, and heat flux estimates for
the 2007–2008 period is given in Figure 15a. Several epi-
sodes of westward heat flux (negative sign) can be seen,
mostly within 2–4000 W m−2. The most interesting heat loss
episode is occurring during the first episode in Figure 8 (late
November 2007 to early January 2008) when the growth
rate of the primary unstable mode reached its maximum.
Figure 15a has a westward maximum around 3000 W m−2
during the same time period. A singular event of westward
heat flux peaking at 10000 W m−2 occurs in December 2008
(Figure 15b), also concurring with the growth rate time series
in Figure 8d.
[32] The vertical shear in the baroclinic eastern branch of
the WSC represents a geostrophic control on the westward
heat flux. The western flank of the current branch is located
at the transition from the WSSl into the abyssal interior (the
“flat” bottom portion) of Fram Strait. Episodes of intense
baroclinic instability will break down the control and eddy‐
induced transport of temperature (12) will create a westward
heat flux (when v1 > v2), resulting in a heat loss in the
poleward flowing AW of the WSC. The heat budget for the
interior (flat bottom portion) of the eastern Fram Strait may
be written as
Q ¼ Y q ¼ YW Qs; ð14Þ
where q is the east‐west heat flux per unit length in the
y direction, Y ∼ 400 km is the along‐shelf dimension of our
Figure 14. Hovmöller diagram of modeled heat flux in the upper layer (negative values correspond to an
offshore heat flux), calculated from equation (13).
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study area, assuming the slope profile (5) to be valid along
the whole WSS, W is the width of the interior, and Qs is the
averaged surface heat flux over the interior surface area YW.
This heat balance assumes that the net heat exchange with
the atmosphere in the interior is balanced by lateral eddy
fluxes originating at the western perimeter of the WSC.
The heat loss Q in TW (1 TW = 1 × 1012) can be estimated
through calculation of the surface heat flux in our study area,
but also by means of (12). We are able to estimate the terms
in (12) from a combination of our data and the linear model.
Multiplying the time series in Figure 15 by the upper layer
thickness gives the first term in (12), while the third term is
given by Figure 14. Assuming small velocity and tempera-
ture perturbations in the lower layer, and no isopycnal dif-
fusion of temperature at the interface, the former two terms
will determine the lateral isopycnal vortex heat flux in (12).
Using an upper layer thickness of 800 m in the vorticity
wave heat flux (q1, term 1 in (12)), it is evident that this term
will be larger than the vortex induced transport of temper-
ature (q3, term 3 in (12)) associated with the leveling of the
interface front between the two layers. If W is set to 10 km
and q1 = 3000 W m
−2 × 800 m = 2.4 MW m−1, term 1 will
contribute to Qs by 240 W m
−2, while the most intense heat
loss by term 3 (late November 2007) results in a 1.8 W m−2
contribution to Qs.
[33] Important conclusions can be drawn from these esti-
mates. First, the overallQs has the same order of magnitude as
the winter surface heat loss estimates of, e.g., Saloranta and
Figure 15. A time series of the horizontal heat flux (W m−2) at F4 based on the wave signal P = 57 h at
the 250 m level: (a) deployment year 2007–2008 and (b) deployment year 2008–2009.
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Haugan [2004]. Secondly, even though the q3 contribution
is small, there can be no westward heat flux unless the
geostrophic control is reduced through baroclinic instability
as signified by h′2. Hence, q3 represents the reduction in the
westward heat flux blocking, while q1 represents the actual
heat loss based on the characteristics of the unstable vor-
ticity wave and the background temperature gradient.
4.2. Comparison With Earlier Results
[34] Further south, in the Norwegian Atlantic Current at
63°N, Mysak and Schott [1977] observed that the current
showed fluctuations with periods 48–72 h. Applying an
analytical two‐layer model of baroclinic instability, they
found that the most unstable mode peaked at P = 60 h.
Using the same model asMysak and Schott [1977], Hanzlick
[1983] also studied baroclinic instability in the WSC, find-
ing periods of 72–96 h, with wavelengths 30–40 km. This is
in the upper end of the period range detected by our anal-
ysis, which lies closer to the numbers of Mysak and Schott
[1977]. Hanzlick [1983] presented two calculation cases, in
the case resembling the eastern baroclinic WSC branch he
used a much shallower upper layer thickness (250 m) and
thicker lower layer (2000 m) than in the present analysis,
which might explain some of the differences. The growth
rate of the baroclinic instabilities in the WSC is weaker than
in the Norwegian Atlantic Current, which is related to the
much steeper slope outside Svalbard (6 × 10−2 as opposed to
1 × 10−2 used in the analysis by Mysak and Schott [1977]).
According to observations by Schott and Bock [1980],
barotropic instability can feed energy back into the mean
field at a larger rate than the baroclinic instability process is
able to extract it. The baroclinic conversion from the mean
flow to eddy energy is given by Spall et al. [2008]





where u1′′;1 is the across‐slope eddy density flux. The
barotropic conversion term is given by
BT ¼ u1′v1′ du1dx ; ð16Þ
where u1′v1′ is the eddy momentum flux. For our purposes,
the background terms (d2dx and
du1
dx ) were based on the time
series of the modeled baroclinic Gaussian jet profile (6) and
the resulting interface displacement (Figure 4). The eddy
fluxes were calculated for the 250 m level of mooring F4.
As there was no measurements of salinity at this level, the
density was calculated from temperature, using a polyno-
mial fit between temperature and density in the 250 m level
at F3, where both temperature and salinity were measured
(similar to the procedure by Schott and Bock [1980]). In
order to focus on the period band which the baroclinic
vorticity waves are expected to occupy, based on the analysis
in section 3.2, the time series was then band‐pass filtered
between 35 and 75 h. Then the time series was split in 14 day
intervals, extracting the fluctuating component. In Figure 16,
baroclinic and barotropic energy conversion terms are plotted.
Although crude, the calculations of the baroclinic and baro-
tropic conversion can give us an idea of the level of conversion
where the interface is sloping the most. BC and BT are on the
same order of magnitude, but the baroclinic conversion is
exceeding the barotropic on several occasions. During the
summer and autumn months of 2008 (July–October), both
baroclinic and barotropic energy conversion are very quiet.
The first major unstable event (late November 2007 to early
January 2008) coincides with a time interval of negative
(energy being extracted from the background field) baroclinic
conversion.
[35] Teigen et al. [2010] considered barotropic instability
in the eastern barotropic WSC branch. The strong horizontal
shear on the shoreward flank of the asymmetric current
profile found by Teigen et al. [2010] resulted in mean and
Figure 16. Baroclinic and barotropic energy conversion terms.
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peak growth rates up to 10 times those found in the bar-
oclinic eastern WSC branch. The vorticity wave in the
barotropic case was located at the shelf break, while in
the baroclinic branch the vorticity wave associated with the
primary mode is positioned close to the current maximum.
This yields different modus operandi for the barotropic
and the baroclinic vorticity waves; the barotropic mode
enhancing isopycnal eddy diffusion of heat from the eastern
barotropic WSC branch to the shelf waters, while the bar-
oclinic mode is eroding the geostrophic control on the
eastern baroclinic WSC branch (13) and at the same time
significantly contributing to offshore heat loss (14) through
westward isopycnal eddy diffusion.
5. Conclusions
[36] The present analysis indicates that the eastern bar-
oclinic branch of the WSC is susceptible to baroclinic
instability. Characteristic wavelengths of the resulting unstable
vorticity waves are 15–30 km, with associated wave periods
of 35–75 h. Wavelet and rotating vector analysis detected
significant energy at similar periods and time intervals as the
stability analysis showed, especially around 53–57 h wave
periods. The resulting modal structure represents a mecha-
nism for unlocking the geostrophic control on the eastern
baroclinic WSC branch, setting the scene for offshore heat
loss by isopycnal eddy diffusion. By complex demodulation
of the temperature and current data, the signal associated with
the 53–57 h mode has been studied in detail. Several epi-
sodes of intense offshore heat flux were identified, reaching
values of ∼240 W m−2, which is comparable with the winter
heat loss from the surface layer of the WSC reported in
earlier studies.
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