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Abstract: In this paper we present our research on multimodal interaction in and with virtual 
environments. The aim of this presentation is to emphasize the necessity to spend more 
research on reference resolution in multimodal contexts. In multi-modal interaction the 
human conversational partner can apply more than one modality in conveying his or her 
message to the environment in which a computer detects and interprets signals from 
different modalities. We show some naturally arising problems but do not give general 
solutions. Rather we decide to perform more detailed research on reference resolution in 
uni-modal contexts to obtain methods generalizable to multi-modal contexts. Since we try to 
build applications for a Dutch audience and since hardly any research has been done on 
reference resolution for Dutch, we give results on the resolution of anaphoric and deictic 
references in Dutch texts. We hope to be able to extend these results to our multimodal 
contexts later. 
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Introduction 
In this paper we present our research on multimodal interaction in and with virtual 
environments. In multi-modal interaction the human conversational partner can apply more 
than one modality in conveying his or her message to the environment in which a computer 
detects and interprets signals from different modalities. Clearly, a user chooses between 
modalities or combinations of modalities to convey his or her message. In speech or 
keyboard natural language input references will be made to previous interactions, assumed 
shared knowledge (common-sense knowledge of domain knowledge) and non-verbal 
display of information in an environment controlled by computers. These computers them-
selves make references to knowledge implicitly assumed because of context and history or 
because information is somewhere visible on the screen for the human conversational 
partner. We present some environments where we have been confronted with the necessity 
to model references to verbal and nonverbal display of information, both by computer and 
human conversational partner. Examples of problems are presented. Although in the 
literature attempts to handle references to nonverbal information display have been 
reported, the methods introduced hardly allow their use in contexts outside their specific 
applications. We show some naturally arising problems but do not give general solutions. 
Rather we decide to perform more detailed research on reference resolution in uni-modal 
contexts to obtain methods generalizable to multi-modal contexts. Since we try to build 
applications for a Dutch audience and since hardly any research has been done on 
reference resolution for Dutch, we give results on the resolution of anaphoric and deictic 
references in Dutch texts. We hope to be able to extend these results to our multimodal 
contexts later. 
The paper is organized as follows. In the following section we explain some main points 
concerning our approach to the resolution of anaphoric and deictic references in Dutch 
texts. We introduce some basic terminology and we present what Dutch words can be used 
anaphorically and deictically and what properties they have with respect to their possible 
referents. We discuss some peculiarities of Dutch compared with German and English. 
Some results of experiments are mentioned. Section 3 is on environments where we need 
multimodal reference resolution. We confine ourselves to environments that have been 
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introduced by ourselves and where until now the necessary reference resolution methods 
are either extremely simple or ad hoc. As mentioned, more research is needed to have a 
more comprehensive approach to the problems that emerge here. Finally, in section 4 we 
mention related and future research. 
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Resolution of Anaphoric and Deictic References in Dutch Texts
Introduction 
Anaphoric used words are words that are referring back to something that was earlier 
mentioned or that is known because of the discourse situation and/or the text as it is read or 
heard. The anaphorically used word is called ‘the anaphor’, the text to which it refers ‘the 
antecedent’. The extra-lingual entity they corefer to is called the referent. Deictic used words 
are words that refer to something directly or indirectly present in the situation. The word is 
then used instead of a gesture, or utterance of the word is accompanied by gesturing. 
Cataphorically reference is reference to something that follows in the text or that will be 
specified later by the text. Anaphora resolution is the process of determining the antecedent 
of an anaphor. The antecedent can be in the same sentence as the anaphor, or in another 
sentence. The first case is called intra-sentential referencing, the second case inter-
sentential referencing. 
There are different types of words that can be used anaphorically, i.e., refer to something 
that is mentioned earlier in the text: personal pronouns (which refer to different kinds of 
persons), possessive pronouns, reflexive pronouns, reciprocal pronouns, demonstrative 
pronouns, relative pronouns, numbers and phrases as ‘the first’ or ‘the last’, words as ‘it’ 
and ‘that’ (that can refer to parts of sentences, whole sentences or even to whole chapters) 
and noun phrases. Most of these words can have an antecedent in the text, but it is not 
necessary. For example, sometimes ‘it’ doesn’t refer to something: ‘it is raining’. 
Anaphora resolution methods are dependent on the language. Different languages can 
have grammatical differences and different word orders. Some languages make use of 
cases (in German we have more cases that give hints/clues for resolving the anaphoric 
referent than in Dutch or English). In English, we have some different rules for use of plural 
and singular nouns as in Dutch. And in Dutch, we make difference between ‘deze’/ ‘die’ 
(which can’t refer to neuter words) and ‘dit’/ ‘dat’ (which can’t refer to male or female words). 
In English, this difference is not made. 
In this section we spent some notes on a knowledge-poor method for the solution of 
anaphoric and deictic expressions in Dutch texts. The method is knowledge poor: no 
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grammatical analysis is used; no conceptual knowledge base either. The choice for such a 
method is made because this kernel can be used to experiment and it can be extended, we 
hope, into different directions that allow more grammatical or domain knowledge when 
resolving references that may be application-dependent or allow interactive use. Obvious 
extensions are cross-media cues in text that contains or makes references to graphics or, 
as we discuss in next sections, multimodal referential expressions. Until this moment we 
have only looked at its use for a text summarization system [1]. Obviously, anaphora 
resolution plays an important role in the analysis of an original text as well as in the 
generation of a summary. 
This is not the place to discuss all the details of our algorithm. It certainly has been inspired 
by existing algorithms. The two most important algorithms where our algorithm is based on 
are the algorithm for robust pronoun resolution with limited knowledge of Mitkov [10] and the 
RAP algorithm of Lappin and Leass [8]. Mitkov’s algorithm is intended for resolving 
pronouns in technical manuals. It only makes use of a part-of-speech tagger and simple 
noun phrase rules that check for gender and number agreement and other indicators that 
assign scores to candidate antecedents. Lappin and Leass describe RAP (Resolution of 
Anaphora Procedure), an algorithm for identifying noun phrase antecedents of third person 
pronouns and reflexives and reciprocals. RAP uses syntactical information of a parser and a 
simple model of attentional state. Salience measures are derived from syntactic structure for 
all possible antecedents. Semantic conditions and real-world knowledge are not used. 
Our Algorithm 
Our algorithm uses the output of a part-of-speech tagger as its input. The part-of-speech 
tags are used to fill in the features number (singular or plural) and part of speech. Further, a 
lexicon with names is used to identify words with certain tags as proper nouns. If a word is a 
proper noun, the feature gender is filled in. Anaphors, which are resolved by the algorithm, 
are personal and possessive pronouns, reflexive and reciprocal pronouns and relative and 
demonstrative pronouns. Possible antecedents are nouns, proper nouns and anaphors (if 
two anaphors refer to the same thing or person, then “the second anaphor refers to the first 
anaphor” is a good solution). 
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When resolving an anaphor, an antecedent is chosen from a list with potential antecedents, 
if that is possible. Before a candidate is chosen, all candidates that do not agree with the 
antecedent in number, gender or person are removed from the list. All possible antecedents 
get a score, the salience. The salience of an antecedent is aggregated from different scores 
for a set of properties of the antecedent. Some properties always raise or lower the chance 
that a word is the antecedent of an anaphor. Other properties only raise or lower the chance 
that a word is the antecedent of an anaphor when the anaphor is of a special type. The 
salience is used to choose the right antecedent: the antecedent with the highest salience is 
chosen. If two or more candidates have the same salience, the most recent of them is 
chosen.
In some cases there is no antecedent to choose, or there is a great chance that the chosen 
antecedent is a wrong one (e.g. if the anaphor is ‘ik’ (‘I’)). Then comments are given as 
output (together with the eventually chosen antecedent), from which it becomes clear that 
there is a great chance that the chosen antecedent is wrong or why no antecedent can be 
chosen. When this is the case, the user can decide to make the connection between the 
anaphor and an antecedent. 
The types of anaphora the current algorithm is designed for are: 
• Personal and possessive pronouns 
• Reflexive and reciprocal pronouns 
• Relative and demonstrative pronouns 
There are general properties that always raise or lower the chance that a word is the 
antecedent of an anaphorically used pronoun. In addition, for each of these three groups of 
pronouns the system uses group-specific rules. General properties are: 
• Definite descriptions, such as ‘het meisje’ (‘the girl’), are more likely candidates than 
indefinite descriptions, such as ‘een meisje’ (‘a girl’). 
• Noun phrases without a preposition are more likely candidates than noun phrases, which 
start with a preposition. 
• When a possible antecedent is an anaphor itself, then the salience is somewhat 
lowered. This is done because an anaphor only may be chosen as the antecedent if 
there is really no common antecedent or if there is a good chance that a noun or proper 
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noun is the wrong antecedent, while it is likely that the two anaphors refer to the same 
thing or person. This is often the case in sentences with reflexive and reciprocal 
pronouns.
• When a possible antecedent is in focus, its salience is raised. A heuristic is used to 
determine which words are in focus: the first noun (or proper noun) in a non-imperative 
sentence is in focus [11]. 
• The salience of words, which occur more often in the text, is raised. Dependent of how 
much sentences the candidate occurred before the anaphor, the salience is lowered. 
Candidates that are further away are less likely to be the antecedent. 
• Once a candidate is chosen as antecedent, the salience of this candidate is raised. 
There is a good chance that a following anaphor refers to the same antecedent. 
• If the salience of a word becomes lower than a certain value, this word is no longer a 
candidate. 
For the different groups of pronouns more detailed rules can be given For example, for 
personal and possessive pronouns we can exploit the difference between first/second 
person and third person pronouns, we know that once a word is referred to a word with a 
third person pronoun, then later it is no candidate antecedent for a first/second person 
pronoun, the gender of antecedents can be adapted, etc. For reflexive and reciprocal 
pronouns examples of rules are that the antecedent is supposed to be in the same 
sentence and that the most recent candidate that agrees with the anaphor is chosen. For 
relative and demonstrative pronouns it is useful, among others, to make a difference 
between pronouns preceding a noun (look at the noun too) and pronouns not preceding a 
noun. Again, for more details see [1]. 
Experimental Results 
Our algorithm has been tested with a corpus consisting of a number of texts from different 
types (newspaper articles, articles from different types of magazines and journals and 
fragments from books). In the corpus are 440 personal and possessive pronouns, 241 
relative and demonstrative pronouns and 40 reflexive and reciprocal pronouns. Obviously, 
the quality of the input to the reference resolver is determined by the quality of the part-of-
speech tagger that is used. In order to see what can be done by our algorithm we manually 
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improved the results of an automatic tagger (obviously, not changing the set of tags or 
features) and used these as input to our algorithm. Recall and precision for the class of 
personal and possessive pronouns were 97,5 % and 80,2 % respectively; for relative and 
demonstrative pronouns 72,6 % and 57,8 % respectively and for reflexive and reciprocal 
pronouns 85,0 % and 85,3 %, respectively. 
We don’t compare these results with the results of other algorithms. They are in almost all 
cases made for other languages, use other tag sets and are implemented for other 
utilizations. This first version of our algorithm was implemented for utilization in automatic 
text summarization. Experience indicates that it is better not to resolve the reference than to 
produce a wrong one. If there are more errors introduced than solved, it is better to choose 
to raise the number of cases in which references are not resolved. Therefore, anaphors are 
not resolved in a number of cases on purpose; this is especially the case for relative and 
demonstrative pronouns, because these are the most difficult pronouns to resolve. It will be 
clear that some of the erroneous solutions proposed by the system could be prevented by 
using a conceptual knowledge base, by using more detailed tag sets or grammatical 
analysis, or by introducing more heuristics. For more details of our algorithm, including an 
analysis of mistakes, the reader is referred to [1]. 
Some of our Multimodal Contexts
Introduction 
In previous papers we have discussed our work on multimodal interactions in virtual 
environments [12,9,5]. Here we review them with an emphasis on the necessity to be able 
to resolve references involving multiple modalities. We discuss our virtual theatre 
environment including an embodied information and transaction agent (Karin) and a 
navigation assistant. These are certainly not the only environments where we need to be 
able to handle multimodal references. In [5], for instance, we have introduced an embodied 
educational agent that knows how to solve the problem of the Towers of Hanoi and monitors 
a student who uses the mouse to manipulate the towers and natural language to 
communicate with the agent. Rather natural references are contained in questions like: 
“What should I do now?”, “Is this allowed?”, “Should I do the red block now?” (in a context 
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containing different red blocks), etc. In [15] our research initiatives are mentioned that deal 
with the choice of output modalities when an embodied agent has to convey a message. 
Obviously, in order to do this in a natural way references should be generated rather than 
resolved. In development in our group is also a virtual environment where we have a piano 
teacher that guides and monitors a student learning to play the piano [3]. Also in this case, 
both interpretation and generation of references to different modalities have to be done. 
Karin: An Embodied Conversational Agent 
One of our main research environments is the virtual theatre environment. It serves 
as a laboratory for agent research, embodied conversational agents and multimodal 
interactions. The environment is the virtual equivalent of an existing theatre in our 
hometown. The theatre has different floors, a main performance hall, a lounge, stairs, 
etc. A receptionist in the form of an embodied agent and called Karin is available to 
answer questions about performances, performers, available seats and can make 
reservations. Questions can be asked using the keyboard and natural language. The 
receptionist has a database available with the actual theatre performances for the 
current year. A text-to-speech synthesis system is used to mouth her answers to the 
visitor. The environment has been built using VRML. Visitors can walk around in the 
environment, visit the different locations and the receptionist. In Nijholt & Hulstijn [12] 
a rather comprehensive survey of the environment is given. See also [6] for a more 
recent paper on this continuously changing environment. 
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Clearly, communication situated in a visible or otherwise observable (virtual) shared  
environment allows the communicating partners to support their linguistic communicative 
acts by other means of reference to objects like gazing or pointing. Introducing this multi-
modal support for language communication may help the agents to understand each other 
but it also introduces some new and challenging problems as well. One of these is the 
problem of coreferencing to shared visible objects. An agent interpreting the phrase “that 
door” will assume that it refers to some visible object in the environment and that it shares 
the visibility of this object with the agent uttering the phrase. The ‘geometrical’ virtual 
environment (described in VRML code or in some other virtual modelling language) must be 
accessible on an abstract, conceptual and linguistic level as well. The agent should 
somehow be able to know what object the user points at even in case it is not in direct view 
of the agent and it must be able to match this pointing-type reference with the linguistic 
reference (“that door”). 
An other multimodality and reference resolution issue is the following. Karin decides 
to present a table on the screen if there are too many performances she has to read 
Fig. 1: Multimodal input and multimedia presentation 
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out (cf. Figure 1). Clearly, when there are too many performances that satisfy the 
request we can not expect that the user still remembers details about the first 
performance after Karin has read out all the information about four or five 
performances. Therefore we decided to embed Karin and her information desk in a 
windows environment which allows us to present information in tables with clickable 
items and pop-up menus of frequently asked questions. The dialogue system can 
interpret and generate references to items in this table. A question like: “Please give 
me more information about the third performance”, making a reference to the third 
item in the table of available performances, will be understood correctly. Instead one 
could also click on one of the frequently asked questions. 
Recently we also added gaze behavior, in particular behavior that gives cues for 
turntaking, to Karin. From experiments we know that this nonverbal behavior allows 
more efficient interaction between Karin and visitor [4]. Although it will not be that 
common that users will make explicit references to this behavior, we may 
nevertheless assume that implicitly a user may assume that when she makes an 
implicit reference to where Karin is looking at, she should understand this reference. 
From the visitor’s point of view the need of an other agent emerged. To whom do we 
address our questions about the environment itself? To whom do we address our 
questions about how to continue, where to find other visitors or where to find 
domain-related information? For that reason, in addition to Karin who knows about 
theatre performances, we introduced a navigation agent that knows about the 
geography of the building. 
Navigation Assistance in a Virtual Environment 
In order to investigate the problems and solutions of communicating in natural 
language with a navigation agent in a virtual reality environment we introduced a 
version of our virtual theatre environment discussed above where we have added a 
window to the virtual reality browser which displays a detailed floor map with 
positions of different objects and locations and also possible routes between them. 
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Associated with the map a natural language accessible navigation agent was introduced. 
The visitor can ask questions, give commands and provide information when prompted by 
this navigation agent. This is done by typing natural language utterances and by moving the 
mouse pointer over the map to locations and objects the user is interested in. On the map 
the user can find the performance halls, the lounges and bars, selling points, information 
desks and other interesting locations and objects. The current position of the visitor in the 
virtual environment is marked on the map. While moving in virtual reality the visitor can 
check her position on this floor map. When using the mouse to point at a position on the 
map references can be made by user (in natural language) and system to the object or 
location pointed at. 
As mentioned, this navigation agent has to be accessed by natural language. We 
have annotated a small corpus of example user utterances that appear in navigation 
dialogues. On the one hand we have complete questions and commands. On the 
other hand we have also short phrases that are given by the user in reply to a 
clarifying question of the navigation agent. An example of a question is: “What is 
this?” while pointing at an object on the map, or “Is there an entrance for wheel 
chairs?” Examples of commands are “Bring me there.” or “Bring me to the 
information desk.” Examples of short phrases are “No, that one.” or “Karin.” From 
the annotated corpus a grammar was induced and a unification-type parser for Dutch 
can be used to parse these utterances into feature structures. 
Three agents communicate to fill in missing information in the feature structure 
(when the information given by the user in question, answer or command is not yet 
complete) and to determine the action that has to be undertaken (answering the 
question, prompting for clarification or missing information, displaying a route on the 
map or guiding the user in virtual reality to a certain position). This is done by the 
navigation agent in co-operation with the dialogue manager and the virtual reality 
display agent. The latter can ‘talk’ to the virtual reality browser using its EAI (External 
Authoring Interface) to retrieve the current position of the visitor. Not yet 
implemented is the possibility that not only the position but also what is in the 
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eyesight of the visitor in virtual reality can be retrieved. This will allow more correct 
reference solving in the dialogue. 
The natural language interaction between the navigation agent and the user allows 
the user to play an active role in the process of navigation. The navigation agent is 
reactive: the visitor can ask about existing locations in the theatre. The user can type 
a question like “Where do I find the coffee bar?” or a command like “Bring me to the 
coffee bar, please” and the system can react by answering the question in two ways: 
it can indicate the place on a map, or it can navigate the visitor’s viewpoint through 
the environment along a route to this destination. In order to do so the agent needs to 
know: 
• how objects in the inventory of the environment are referred to by means of a 
natural language expression (‘the coffee bar’) 
• how the actions it can perform can be referred to by means of natural language 
(‘bring’). 
• what communicative act the user is performing by his utterance (is the user 
asking for information, or asking the system to do something) 
Because the visitors will be aware of the visual context, in natural language 
interaction they will probably use references to that context. Hence natural language 
understanding cannot be seen as an isolated activity that is carried out by some 
language-processing module that is independent of the virtual environment. Rather, 
the interpretation of natural language sentences is coupled to what is seen in the 
virtual world at the moment the sentence is uttered by the user. For instance, our 
advisor might suggest going through “the door”', in case exactly one door is visible. 
The use of words like ‘this’, ‘that’, ‘there’, ‘here’ (deictic references) can only be 
understood by a natural language capable agent if this agent is able to recognize 
what is in the neighborhood of the user, or what can be seen by the user. Also the 
agent should be able to recognize objects that have recently been referred to in the 
dialogue and that could have been used in the utterance at that particular position. 
Such objects are stored in a focus list. We illustrate this by an example dialogue: 
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• User action: “Where do I find the coffee bar?” 
• System action: shows the coffee bar on a map 
• User action: “Please, bring me there.” 
• System action: navigates to the coffee bar. 
Since the system has been able to solve the coffee bar reference, and stored the 
information in the focus list, it can attach the indexical “there” to the object referred to earlier 
in the dialogue. If the user asked the way to the coffee bar and then tries to find his way 
through the environment, the navigation agent should remember what the user is looking for 
so he can interrupt if he notices that the user navigates in a wrong direction: “you should go 
left here, if you look for the coffee bar”. In case the reference problem could not be solved, 
the system can ask for more information. When the visitor’s utterance is about 
performances, the navigation agent may attempt to contact Karin, the information and 
transaction agent. 
Related and Future Work
The aim of this paper was to present the motivation of our current work on anaphora 
resolution in the context of multimodal interaction as necessary for allowing natural 
interaction with systems that exploit visual (2D, 3D and virtual reality) and acoustic media in 
the interface. Speech and language are often the starting point when looking at modelling 
multimodal interaction. Syntax and semantics of language have been studied for a long time 
and formalisms have been introduced to represent syntax and semantics. A well-known 
example in practical natural language processing systems are feature structures. 
Feature structures allow the representation of grammatical structure, actions, and, among 
others, spatial and temporal relations. In many systems, starting with the work of Cohen and 
Oviatt on systems like QuickSet, a multimodal interface for designing military simulations, 
integration of various input modalities is done at the level of (typed, complex, 
multidimensional) feature structures by unification. See e.g. [13], [2], [14] and the navigation 
agent that we discussed in section 3. 
A more fundamental approach can be found in [7], a paper devoted to the resolution of 
multimodal referential expressions, ‘constructive type’ theory is used to represent the user’s 
utterance and the context (domain, dialogue history and shared beliefs). The user may ask 
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questions in natural language and may manipulate objects in the domain using the mouse. 
An ‘assistant’ can answer the user’s questions or on request perform manipulations on 
objects. The general outline of the resolution algorithm discussed there satisfies the 
approach discussed in section 2 for texts: select possible referents, apply filters (see the 
earlier discussion on raising and lowering salience of antecedents and/or results of 
unification), order the candidates by salience and evaluate the result. If necessary the 
system can ask a clarificatory question or report that it does not understand the user. 
An interesting and more comprehensive approach can be found in Thorisson’s Gandalf 
system. Gandalf, an embodied conversational agent based on the Ymir architecture [16], is 
an example of a system where multimodal integration of information is done at several 
levels. Here, speech content, attentional prosody, pointing gestures and gaze and head 
direction during a dialogue are integrated at four levels and different actions (e.g. a decision 
on turntaking, reference resolution, topic shift, asking a clarifying question) can be decided 
upon at these different levels. 
We conclude by mentioning that in the near future more than now users will communicate 
with devices (hand-helds, wearables, smart environments, etc.)  where communication and 
so, also references, are context-dependent and multimodal. Without multimodal reference 
resolution methods no natural interaction will be possible.  
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