Three Fermion number sumrules for interacting systems are derived. Connecting them leads to the Luttinger and Ward sumrule in a broad setting that includes Fermi liquids, non-canonical Fermions, Tomonaga-Luttinger models and a class of singlet superconductors. We reformulate the thermal probabilities and Greens functions in terms of the canonical ensemble chemical potentials µ(m). The sumrules are found by assuming that µ(m) are concave-up, and by requiring a continuous, but possibly non-analytic evolution from the Fermi gas. A key construct used is the (temporal) logarithmic derivative of the imaginary time Greens function. §:Introduction: The Luttinger-Ward (LW) sumrule [1] for interacting electrons expresses the number of electrons in terms of the imaginary time Greens function[2-5] asN
§:Introduction: The Luttinger-Ward (LW) sumrule [1] for interacting electrons expresses the number of electrons in terms of the imaginary time Greens function [2] [3] [4] [5] asN
with Θ(x) = 1 2 (1 + sgn(x). This sumrule implies [1, 3, 6 ] the invariance of the volume of the Fermi surface with interactions, a fundamental result in Landau's theory of the Fermi liquid [7, 8] . In condensed matter physics, field theory and statistical mechanics, the origin of this sumrule and its ramifications have been very influential [3, [8] [9] [10] [11] [12] . It has continued to receive much attention to recent times [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , partly motivated by the search for novel phases of matter that might violate this sumrule. This work provides a physically transparent derivation of the sumrule, and extends it in several directions. The extended version includes non-Fermi liquids, such as the 1-d Tomonaga Luttinger model (TLM). It is also valid for non-canonical Fermions, such as U = ∞ Gutzwiller projected electrons in the t-J model, in treatments where continuity with the Fermi gas is maintained [23] , but not otherwise [24] .
Our extension also includes a class of singlet pairing superconductors. These include the most common BCS-Gor'kov-Nambu case. While analyticity in the coupling is lost in these extensions, they do evolve continuously from the non interacting (gas) limit, which suffices for our purposes. Exotic superconductors, where one hollows out the k-space [25] , provide an interesting counter-point where continuity with the gas limit is discarded; we need to exclude them here too. The method used is non-perturbative, it relies on isothermal continuity in some parameter λ connecting the interacting and non-interacting systems, without however requiring analyticity. It is distinct from adiabatic continuity [7, 8] , as λ evolves we require a smooth evolution of averages such as the number expectation rather than invariant quantum-numbers. Our other main assumption is that of a concave-up property of the canonical ensemble (CE) chemical potentials discussed below.
The method described here first establishes a thermodynamic number sumrule for normal, and for paired electrons in superconductors respectivelȳ
where the CE chemical potentials µ(m), µ e (2m) are defined in Eqs. (9, 38) . We will assume a hard-core set of particles, and therefore the maximum number of particles is limited by N max . We next introduce the temporal log-derivative of the Greens function:
(β = 1/k B T ) which plays a key role in this work. The zero temperature and thermodynamic limits can be taken in either order (detailed below), leading to two different sumrules for normal systems
while for superconductors, the corresponding equations are Eqs. (43, 47) . Assuming unbroken symmetry, the uniqueness of the ground state [26, 27] allows us to equate the two zero temperature limits
Upon using Eqs. (2,3) Eqs. (5,6) (or Eqs. (43, 47) ) then imply the sumrule Eq. (1). In the infinite volume limit, the k sums are replaced by integrals as usual. §:Hamiltonian: Consider a two component Fermion Hamiltonian
in the grand canonical ensemble (GCE), where N is the number operator, µ is the (running i.e. varying) chemical potential, ε( k) the energy dispersion. We take V as a short-ranged Hubbard type interaction, possibly with a few further neighbor terms. The initial discussion assumes U > 0, and later we allow for pairing i.e. U < 0. We assume a finite lattice in d-dimensions with
sites (L the linear dimension) and take the limit of an infinite system at the end. §: A Thermodynamic Number Sum-rule: Let us define the common eigenstates of N , H as |m, a with eigenvalues m, E a (m)−mµ as the respective eigenvalues. In the canonical ensemble (CE) m particle sector, we will denote E 0 (m) and F m as the ground state energy and free energy F m = −k B T log Z m . We define the CE chemical potentials µ(m) using
where T dependence is implied in all variables. The value of N max is twice the number of sites for the prototypical spin-1 2 Hubbard model. The set of free energies F m is conveniently extended by defining F 0 and F Nmax+1 satisfying the conditions F 0 > 2F 1 − F 2 and F Nmax+1 > 2F Nmax − F Nmax−1 but are arbitrary otherwise. By inversion we obtain for m ≥ 1
Our essential assumption is that of a positive definite CE compressibility, i.e. a strictly concave-up free energy
Since this condition can be violated by ostensibly repulsive interactions [28] , we explicitly assume it is satisfied.
Upon coarse graining it becomes the more familiar condition of positive physical (GCE) compressibility. We can use it to order the CE chemical potentials
In order to deal with degeneracies of µ(m), usually arising from discrete symmetries (spin, parity, rotation,..), we later relax the strict-concavity Eq. (11) to the (plain) concave-up condition µ(m) ≤ µ(m + 1), by allowing the unequal µ(m)'s to merge smoothly. We introduce a useful set of weight functions
Using these we may write p µ (m) the probability of finding m particles in the GCE. With p µ (m) ≡ exp β(mµ − F m )/Z(µ), and the grand partition function Z(µ) = m e β(µm−Fm) , we obtain
The CE chemical potentials µ(m) are computed at low T from the ground state energies E 0 (m).
When T ≪ 2π v/(Lk B ) where v ∼ v F the band velocity, the free energies F m can be replaced by the ground state energies F m → E 0 (m), and the canonical chemical potentials µ(m) computed from the ground state energies E 0 (m). We note that
Let us consider the case when µ is in the j th (open) interval I j defined as
When µ ∈ I j at very low T , the j particle sector is occupied while j + 1 and higher sectors are unoccupied. To see this, when T → 0 we observe that ξ 0 , ξ 1 . . . ξ j−1 grow while ξ j , ξ j+1 . . . decrease towards zero. Therefore for µ ∈ I j , Z is dominated by a single term
and therefore
while the probabilities with lower and higher indices vanish:
Therefore at T = 0 it follows that the system has j, and no more than j particles, i.e.
The number of particles can be found using Eq. (21) and N (µ) = Ns m=1 m p µ (m). Shifting the sum in one of the terms and simplifying, we deduce the T = 0 thermodynamic number sumrule Eq. (2) Note the crucial role played by concavity, it implies a 1 ↔ 1 relationship between m and µ(m) by prohibiting double bends . This allows the relationship to be be inverted, yielding m from µ(m) uniquely and hence giving the sum-rule. On relaxing strict concave-up property, i.e. if the µ(m) with g m different m values are allowed to merge, we obtain a second form of the sumrule:
, where the primed sum is over unequal µ(m)'s. §:Log-derivative of the Greens function: The logderivative in Eq. (4) can be written as a ratio γ kσ = β kσ /α kσ where
In terms of the convenient variable
we find
and
These spectral representations imply that at low T both initial and final states are limited to their ground states in their respective number sectors. We take the low temperature limit and the thermodynamic limit in two distinct ways, by comparing k B T with an energy scale ∆ E representing the excited state energy level separations
where v ∼ v F the band velocity. We distinguish between two limits
The two limits can be taken with different sets of tools, Limit(I) leads to Eq. (5), and can be taken employing ideas relevant to finite size systems, while Limit(II) leading to Eq. (6) allows the use of electronic spectral functions that are continuous functions of ω. The results of [26, 27] imply Eq. (7), i.e. that the two limits coincide asymptotically. §:Zero temperature Limit (I): In Eq. (25) upon taking the said limit, we project the sum over the intermediate states a, b to the ground state, and write
Z σNs is the ground state CE quasiparticle weight of a state with m particles in N s . We require it to be nonzero at finite N s , although it could vanish as N s → ∞. In Eq. (27) by writing µ(m) m, 0|C kσ |m + 1, 0 = m, 0|[C kσ , H]|m + 1, 0 and evaluating the kinetic piece explicitly, we obtain
Let us observe that M vanishes on turning off interactions. We next argue that Eq. (27) implies Eq. (5) provided the interacting system is continuously connected to the gas limit. For the strictly concave-up case Eq. (11), there is a 1 ↔ 1 map between the kσ and the µ(m), extending the obvious map in the gas. Hence Φ m = δ m,m0 for some m 0 , whereby γ kσ = µ−µ(m 0 ). Summing over all kσ leads to Eq. (5). We will denote this property, of a sum over all kσ recovering the sum over all µ(m) as completeness.
We might relax Eq. (11) and allow for the merging of a set of µ(m) at different m with say µ(m 0 ). In this case Φ(m) are non-zero for the set of m with non vanishing matrix elements in Z σNs ( k, m). Summing over these m's we again get γ kσ = µ − µ(m 0 ). Further summing over all kσ gives us back Eq. (5), with a suitable degeneracy factor, provided we use completeness of the sum. We verify completeness in the noninteracting case (including shell type degeneracies) by using the representation Eq. (30), with M = 0. In an interacting theory this completeness seems hard to prove without invoking continuity, i.e. by prohibiting a level crossing transition.
§:Zero temperature Limit (II).: We now consider the log-derivative γ k (µ, T ) for Fermi liquids as well as 1-d TLM. We are interested in calculating the T → 0 + limit of γ k (µ, T ) near its root.
In order to calculate α (Eq. (22)) and β (Eq. (23)) (dropping the explicit spin label below) we use the spectral function representations for the time dependent G (Eq. (SM-2,3,4) )
With χ( k) defined through the static Dyson self-energy
and with k fixed, the spectral function ρ G ( k, ω) is peaked at ω = −Zχ( k) for Fermi liquids as well as the TLM. For Fermi liquids Z reduces to Z( k, µ, T ), the quasiparticle weight in the GCE. For the TLM Z → ζ, a positive nonsingular velocity rescaling factor in 1-d models [29, 30] . The function sech(βω/2) further restricts the ω integration to a window of width O(k B T ) that vanishes as T → 0 + . In both cases we see that
where the correction term
Using here the standard assumptions [1, 3, 6] 
(SM-8 to SM-21)). Thus in both cases near its root:
and since Z > 0, we get the sumrule Eq. (6). §:Extension to the Superconducting state: The volume theorem can be extended to singlet superconductors arising from a variety of (possibly non-weak) interactions that satisfy certain specific conditions. For this purpose we define the CE chemical potentials remaining within the even-canonical ensemble [31, 32] :
and require a crucial concave-up property µ e (2m + 2) > µ e (2m).
This implies an ordering µ e (0) < µ e (2) < . . . µ e (2j) . . . < µ e (N max ). It also leads to a concavity condition on the free energies 2F 2n < F 2n−2 + F 2n+2 . This concavity condition represents repulsion between pairs, so that further clusters of electrons are forbidden, i.e. the pairing stops with pairs. This results in a homogeneous many-body eigenstate of pairs, qualitatively similar and continuously connected to a gas of (repulsive) Bosons as envisaged in Ref. (33 and 34) . Assuming the ordering Eq. (39) we may repeat the discussion leading to Eq. (2), yielding Eq. (3), the number sum-rule for paired superconductors at T = 0, with the extra factor of 2 from skipping odd fillings.
We now consider the low T log-derivative Greens function as in Eq. (4) with F m ∼ E 0 (m). For this we also need the odd sector energies F 2n+1 , these are expressed in terms of the even energies and a gap function ∆ [31, 32, [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] :
Here ∆ is interpretable as the energy of an unpaired electron in an otherwise paired state. It is essentially the lowest energy Bogoliubov-Valatin [45] quasiparticle in the CE. Let us first consider the Limit(I). We proceed to calculate Eq. (24, 25) by grouping pairs of terms {2m, 2m + 1}, rewriting p µ 's using Eq. (38) 
The ground state |2m+1, 0 has one unpaired quasiparticle (with 2-fold degeneracy), while |2m, 0 and |2m+2, 0 are the fully paired non-degenerate ground states. These matrix elements are therefore analogs of the familiar
) of the BCSGor'kov theory [45] [46] [47] . Recall that ξ k = 0 at the Fermi momentum, therefore the relation u kF = v kF holds good in weak coupling [45] [46] [47] . This relation also underlies the Majorana zero modes discussed in [48] , and may be viewed as expressing an emergent particle-hole symmetry. Following this we assume the more general ground states matrix elements satisfy |U 00 kσ | ∼ |V 00 kσ |, for the correct bridging momentum. We expect that in a gapped superconductor this equality becomes exact with increasing system size. For finite systems we require it to hold within a tolerance that is discussed below.
We closely follow the procedure in the Fermi liquid case, and express α, β in terms of the matrix elements U, V .
The expression for α k is found by replacing B → A where
In computing γ k (µ, T ) as T → 0, our calculation proceeds similar to the non-superconducting case but with the role of Z( k, m) now played by the matrix elements U, V . Assuming continuity as before, with a single wave vector k contributing to both α, β, we see that the ratio B/A = µ − µ e (2m) + ∆ C where (dropping indices)
e β(µ−µe (2m)) U 2 +V 2 . Therefore provided
the node in γ at µ ∼ µ e (2m) is essentially unshifted. If we assume this relation, it follows that (43) where the factor of 2 comes from the equal contribution from kσ and its time reversed partner − kσ. We next take the Limit(II) in the superconducting state. We start with the Nambu-Gor'kov [47, 49, 50] matrix Greens function G in the superconducting state:
where the Nambu self energies Z, χ, φ are even functions of z. We are only interested in the diagonal Greens function G 11 , which we shall denote by G below. It can be found within the quasiparticle approximation by expanding Eq. (44) near the poles of the Greens function [49] [50] [51] [52] . The poles of G( k, ω) are located at ω = ±E r k where
+ , and have a width
expressed in terms of the following set of real constants (Eq. (2.25,2.26,2.27) of [51] ).
For frequencies not too far from the pole location, the quasiparticle Greens function is given by
Eq. (46), and therefore
We combine Eq. (47) with Eq. (43) and infer the sumrule Eq. (1) in the superconductor. §Discussion: This work presents a non-perturbative derivation of the volume sum-rule Eq. (1) for Fermi liquids, TLM, non-canonical Fermions and a class of superconductors. Further extensions to gapless superconductors seem feasible. A few comments on our methodology are appropriate here. Our method highlights the concave-up property of CE chemical potentials. In common with LW, our method has an isothermal character [1, 53] , therefore it seems more appropriate than adiabatic techniques for treating asymptotically gapless systems. Unlike LW who use the traditional number sumruleN = kσ G σ ( k, τ = 0 − |µ) and the perturbatively constructed LW functional, we appeal to the combination of three sum-rules Eqs. (2,5,6 ) and proceed by using two different ways to compute the zero T limit of the log-derivative γ kσ (µ, T ), and their identity in Eq. (7).
In terms of a dipole matrix-element M and the Fermi function f , the photoemission intensity is I( k, ω) = M ( k)ρ G ( k, ω)f (ω). Using 2f (ω)e 1 2 βω = sech(βω/2), we may write:
where the main contribution is from |ω| < ∼ 2T . Thus we can directly construct γ kσ (µ, T ) from the photoemission data, and infer an effective particle number
In all these cases N ef f →N at T → 0. A change of sign in γ enables us to give precise meaning to a finite temperature "pseudo Fermi-surface". Its rate of convergence to the true Fermi-surface as T → 0 can reveal emergent low temperature scales [54] . 
where the time dependence is Q(τ ) = e τ H Qe −τ H . Using the usual antiperiodicity G(τ ) = −G(τ +β) we define the Fourier version as usual G(iω n ) =
iωn τ dτ . We may express G as
where the spectral function ρ G ( k, ω) can be conveniently found from the analytic continuations iω n → z followed by z → ω + i0
The spectral function has a further representation [2] 
where F n is the n-particle free energy. In terms of ∆ E ∼ |E a (n) − E a ′ (n)|, i.e. a typical excitation energy at a fixed number for a finite system, we may distinguish between two regimes. At zero T, or more generally for ∆ E /k B > ∼ T , the spectral function is a sum over separated delta functions and hence is very grainy. On the other hand provided (T, ω) > ∼ ∆ E /k B , the sum over the delta functions is taken over several states and hence the resulting spectral functions are smooth functions of ω. This is therefore a complementary regime to the earlier one.
In terms of the spectral functions we may write the time dependent functions as
with the Fermi functions f (ω) = 1 e βω +1 andf = 1 − f . The two spectral functions ρ G and ρ Σ are related by taking the imaginary part of Dyson's equation.
We find it useful to separate out the ω = 0 part of the complex self energy and define
where Σ( k, 0) is real, and Σ( k, 0) = 0. It is also useful to define χ as
In terms of these we can write the electron spectral function as
We summarize the calculations that locates the change in sign of γ k (µ, 0 + ). The time dependent variables α, β can be expressed in terms of the spectral function using Eq. (SM-4) , where on putting τ = 1 2 β, we write (see Eqs. (22, 23) of the paper)
and taking the τ derivative of Eq. (SM-4), and on putting τ = 1 2 β, we write
(SM-9)
We will now proceed to calculate the T → 0 + values of α, β from Eq. (SM-8) and Eq. (SM-9), using the known properties of ρ G . §Fermi liquids In a Fermi liquid, for ω ≪ T we can simplify Eq. (SM-7) by expanding at low ω
where the grand canonical ensemble quasiparticle weight
The arguments of Z are dropped for brevity later. We may further simplify and write a Fermi liquid type expression involving the line-width Γ k = Zπρ Σ ( k, 0), where Γ k = O(T 2 ) from the assumption of a Fermi liquid [2, 4, 5] .
Shifting ω = ν − Zχ( k) we get (SM-17) §Tomonaga-Luttinger type non-Fermi liquids A similar argument works for 1-dimensional Tomonaga Luttinger systems. In these systems Z vanishes and hence α → 0, however we can find a statement that is analogous to Eq. (SM-16) using the fact that α cancels out in calculating γ.
For the canonical example of a spinless model [6] , the spectral function can be expressed as a scaling function form valid at low T, ω, χ( k) as
(SM-18) where ζ > 0 is a non singular velocity rescaling factor, and the exponent α 0 < 1, both of these depend on the interaction strength. Here so that both α and β vanish at T = 0. However by taking their ratio at low non-zero T , we compute γ as
in place of Eq. (SM-15). In the limit T → 0 + the positive prefactor does not matter and we get the same expression Eq. (SM-16). The vanishing of α in Eq. (SM-19), in contrast to its non-vanishing in Eq. (SM-17) is immaterial in computing γ, in close analogy to the T = 0 treatment in the earlier section. The spin-full case has a somewhat more elaborate two-component structure [7] [8] [9] , but presents no essential difficulty for extension of this argument.
