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SUPER TAU-COVERS OF BIHAMILTONIAN INTEGRABLE HIERARCHIES
SI-QI LIU, ZHE WANG, YOUJIN ZHANG
Dedicated to the memory of Boris Anatol’evich Dubrovin
Abstract. We consider a certain super extension, called the super tau-cover, of a bihamiltonian
integrable hierarchy which contains the Hamiltonian structures including both the local and non-
local ones as odd flows. In particular, we construct the super tau-cover of the principal hierarchy
associated with an arbitrary Frobenius manifold, and the super tau-cover of the Korteweg-de Vries
(KdV) hierarchy. We also show that the Virasoro symmetries of these bihamiltonan integrable
hierarchies can be extended to symmetries of the associated super tau-covers.
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1. Introduction
The deep interrelation between 2D topological field theories (TFT) and integrable systems has
been a focus of study during the past thirty years, see [1, 2, 4, 7, 8, 12, 14, 15, 16, 18, 25] and
references therein. The class of integrable systems that play important roles in this study con-
sists of bihamiltonian integrable hierarchies of hydrodynamic type and their deformations. Each
of these integrable hierarchies of hydrodynamic type is associated to a Frobenius manifold which
characterizes a 2D TFT at tree level approximation, and under the assumption of semisimplic-
ity of the Frobenius manifold a certain deformation, called the topological deformation, of the
integrable hierarchy of hydrodynamic type controls the full 2D TFT, i.e. the partition function
of the 2D TFT is the tau function of a particular solution of the deformed integrable hierarchy.
The integrable hierarchy of hydrodynamic type is called the principal hierarchy of the associated
Frobenius manifold, and its topological deformation is specified by the condition that the Virasoro
symmetries can be represented as linear actions on its tau function. This condition of linearization
of the Virasoro symmetries leads to a so called quasi-Miura transformation which transforms the
principal hierarchy to its topological deformation. On the other hand, the principal hierarchy has a
Key words and phrases. Frobenius manifold, bihamiltonian structure, Virasoro symmetry, integrable hierarchy,
super tau-cover.
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bihamiltonian structure of hydrodynamic type which is given by the flat metric and the intersection
form of the Frobenius manifold, and its deformations can also be obtained from deformations of
the bihamiltonian structure of hydrodynamic type [8, 12, 14].
As it was proved in [10, 20], the moduli space of the infinitesimal deformations of semisimple bi-
hamiltonian structures of hydrodynamic type with n components is parametrized by n one-variable
functions which are called the central invariants of the deformations, and it was also conjectured
that the same moduli space characterizes the full deformations. This conjecture was proved in [22]
for the bihamiltonian structure of the dispersionless KdV hierarchy. For the general case, Carlet,
Posthuma and Shadrin proved this conjecture in [3] by introducing some spectral sequences on the
complex constructed in [22]. For a semisimple Frobenius manifold, the bihamiltonian structure
of the associated principal hierarchy is semisimple, and moreover it possesses the so called flat
exactness property, a notion which is introduced in [11]. It was shown in [11] that for the defor-
mations of a flat exact semisimple bihamiltonian structure of hydrodynamic type with constant
central invariants, the corresponding deformations of the principal hierarchy possess tau functions.
An important question is whether the deformations of the principal hierarchy also possess Virasoro
symmetries, and if so, how do these Virasoro symmetries act on the tau functions. In particular, we
conjecture that when the central invariants of the deformed bihamiltonian structure are equal to 124 ,
the deformation of the principal hierarchy has Virasoro symmetries, and these Virasoro symmetries
act linearly on its tau function. Thus in this case the deformed principal hierarchy is conjectured to
be equivalent to the topological deformation that is obtained from the principal hierarchy by using
the quasi-Miura transformation.
The main purpose of the present paper is to propose an approach to the study of the question
mentioned above. For any given Frobenius manifold, we are to construct a certain super extension of
the associated principal hierarchy, in which the bihamiltonian structures of the principal hierarchy
are represented by the odd flows. We then construct a tau-cover of this super extension, called the
super tau-cover of the principal hierarchy, and show that the Virasoro symmetries of the principal
hierarchy can be lifted to symmetries of its super tau-cover. In particular, the odd flows representing
the Hamiltonian structures commute with the Virasoro symmetries of the super tau-cover of the
principal hierarchy.
We hope that we could have a better understanding of the relationship between the bihamiltonian
structures and the Virasoro symmetries of the deformations of the principal hierarchy by studying
deformations of the super tau-cover of the principal hierarchy. For the example of one-dimensional
Frobenius manifold, we give a deformation of the super tau-cover of the associated principal hierar-
chy by using a super extension of the Lax pair of the KdV hierarchy. This deformation is uniquely
determined by the condition of linearization of the Virasoro symmetries.
The paper is organized as follows. In Sec. 2, we recall the formulation of evolutionary PDEs
and their Hamiltonian structures in terms of the infinite jet space of a supermanifold. In Sec. 3
and Sec. 4, we construct the super tau-cover of the principal hierarchy associated with an arbitrary
Frobenius manifold and prove the main results of the paper. In Sec. 5, we present a deformation of
the super tau-cover of the principal hierarchy associated to the 1-dimensional Frobenius manifold
which is the super tau-cover of the KdV hierarchy. Some concluding remarks are given in Sec. 6.
Acknowledgements. We would like to thank Boris Dubrovin for very helpful discussions during
the summer of 2018 when Y.Z. visited SISSA. Y.Z. also thanks SISSA for the hospitality extended
to him during his visit. This work is supported by NSFC No. 11771238 and No. 11725104.
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2. Super variables and Hamiltonian structures
In this section, we recall the formulation of evolutionary PDEs and their Hamiltonian structures
in terms of the infinite jet space of a supermanifold, one can refer to [22, 11, 21] for more details.
Let M be an n-dimensional smooth manifold, then the associated infinite jet bundle J∞(M) is
the fiber bundle over M with the fiber R∞. If U × R∞ and V × R∞ are two local trivializations
with charts (uα;uα,s) and (vα; vα,s), where α = 1, · · · , n and s ≥ 1, then the transition functions
are given by the chain rule:
vα,1 =
∂vα
∂uβ
uβ,1; vα,2 =
∂vα
∂uβ
uβ,2 +
∂2vα
∂uβ∂uγ
uβ,1uγ,1, · · · .
Here and henceforth summations over repeated Greek upper indices and lower indices are assumed.
Denote by Mˆ the super manifold of dimension (n|n) obtained by reversing the parity of fibers of
the cotangent bundle T ∗M . For the associated infinite jet bundle J∞(Mˆ), we can choose {uα,s, θsα |
α = 1, 2, · · · , n; s ≥ 0} as its local coordinates, here (uα,0; θ0α) are the local coordinates of the base
manifold Mˆ which we also denote by (uα; θα). We call θ
s
α super variables due to the following
anti-symmetric condition:
θsαθ
t
β + θ
t
βθ
s
α = 0.
Let us consider the ring of differential polynomials Aˆ(M) which is locally defined by
(2.1) C∞(U)⊗ C[uα,s, θtα | α = 1, . . . , n, s ≥ 1, t ≥ 0].
It has a super gradation defined by the assignment deg θsα = 1, deg u
α,s = 0 and the set of homo-
geneous elements of degree p is denoted by Aˆp(M). The global vector field
(2.2) ∂ =
∑
s≥0
uα,s+1
∂
∂uα,s
+ θs+1α
∂
∂θsα
on J∞(Mˆ) induces a derivation on Aˆ(M). We will also use the notation ∂x to denote ∂ when we
consider evolutionary PDEs. The quotient space
(2.3) Fˆ(M) := Aˆ(M)/∂Aˆ(M)
also admits a super gradation induced from that of Aˆ(M), and we denote the set of homogeneous
elements of degree p by Fˆp(M). For an element f ∈ Aˆ(M) we denote its image in Fˆ(M) by
∫
f
and we call it a local functional of Mˆ . An important fact is that Fˆ(M) admits a graded Lie algebra
structure defined by the Schouten-Nijenhuis bracket
[P,Q] =
∫ (
δP
δθα
δQ
δuα
+ (−1)p
δP
δuα
δQ
δθα
)
, ∀P ∈ Fˆp(M), ∀Q ∈ Fˆq(M).
Here the variational derivatives are defined by
δP
δuα
=
∑
s≥0
(−∂)s
∂P˜
∂uα,s
,
δP
δθα
=
∑
s≥0
(−∂)s
∂P˜
∂θsα
,
with P˜ ∈ Aˆ(M) being any lift of P ∈ Fˆ(M). One can refer to [21] for more differential operators
defined on Fˆ and some useful identities satisfied by these operators.
To each local functional X ∈ Fˆ1(M) we can associate evolutionary PDEs of the form
∂uα
∂t
= Xα, α = 1, . . . , n,
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hereXα are given by the coefficients ofX represented in the formX =
∫
Xαθα with the replacement
uα,s 7→ ∂sxu
α. Thus we also call X an evolutionary PDE. We call X a Hamiltonian evolutionary
PDE if there exist P ∈ Fˆ2(M) and H ∈ Fˆ0(M) which satisfy the following conditions:
X = [H,P ], [P, P ] = 0.
Here P and H are called the Hamiltonian structure and the Hamiltonian of X respectively. We
can represent P and H in the form
P =
1
2
∫ ∑
s≥0
Pαβs θαθ
s
β , H =
∫
h(u),
then the Hamiltonian evolutionary PDE can be represented as
∂uα
∂t
= Pαβ
δH
δuβ
with Pαβ =
∑
s≥0
Pαβs ∂
s
x,
δH
δuβ
=
∑
s≥0
(−∂x)
s ∂h
∂uβ,s
.
The evolutionary PDE X is called a bihamiltonian system if there exist P0, P1 ∈ Fˆ
2(M) and
H,G ∈ Fˆ0(M) such that
X = [H,P0] = [G,P1], [P0, P0] = [P1, P1] = [P0, P1] = 0.
Under some additional conditions, the bihamiltonian structure of the evolutionary PDEs provides a
bihamiltonian recursion relation which generates an infinite sequence of conserved quantities. The
corresponding Hamiltonian flows, together with the originally given one, are mutually commutative,
so we usually call such a family of Hamiltonian flows a bihamiltonian integrable hierarchy.
Example 2.1. Let M be a smooth manifold of one dimension with local coordinate u. We consider
the local functionals
X0 =
∫
uxθ, Xn =
2n
(2n+ 1)!!
∫
(Rnux) θ, n ≥ 2,
where
R =
ε2
8
∂2x + u+
1
2
ux∂
−1
x .
These local functionals correspond to the KdV hierarchy
∂u
∂t0
= ux,
∂u
∂t1
= uux +
ε2
12
uxxx, . . .
which has a bihamiltonian structure given by the following local functionals
(2.4) P0 =
1
2
∫
θθ1, P1 =
1
2
∫ (
uθθ1 +
ε2
8
θθ3
)
.
The KdV hierarchy can be represented in terms of bihamiltonian flows as follows:
(2.5)
∂u
∂tp
= P0
δHp
δu
=
(
p+
1
2
)−1
P1
δHp−1
δu
, p ≥ 0,
where the Hamiltonian operators are given by
(2.6) P0 = ∂x, P1 = u∂x +
1
2
ux +
ε2
8
∂3x,
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and the Hamiltonians can be obtained from
H−1 =
∫
u, H0 =
∫ (
1
2
u2 +
ε2
12
uxx
)
and the bihamiltonian recursion relation is given by the second equality of (2.5).
For a local functional P ∈ Fˆp(M), we define a vector field on J∞(Mˆ) by
(2.7) DP =
∑
s≥0
∂s
(
δP
δθα
)
∂
∂uα,s
+ (−1)p∂s
(
δP
δuα
)
∂
∂θsα
.
The following relations are satisfied by any given local functionals P ∈ Fˆp(M) and Q ∈ Fˆq(M):
[P,Q] =
∫
DP (Q),(2.8)
(−1)p−1D[P,Q] = DP ◦ DQ − (−1)
(p−1)(q−1)DQ ◦ DP .(2.9)
Motivated by the form of the vector field DP given in (2.7), we associate to P a system of evolu-
tionary partial differential equations as follows:
∂uα
∂tP
=
δP
δθα
,
∂θα
∂tP
= (−1)p
δP
δuα
, α = 1, . . . , n.
We will also denote this flow by ∂
∂tP
= DP . If we have two commutative local functionals P ∈
Fˆp(M), Q ∈ Fˆq(M) with [P,Q] = 0, then from (2.9) it follows that the flows ∂
∂tP
and ∂
∂tQ
commute.
In particular, for a bihamiltonian integrable hierarchy with bihamiltonian structure P0, P1 ∈
Fˆ2(M), we have the flows
(2.10)
∂uα
∂τi
=
δPi
δθα
,
∂θα
∂τi
=
δPi
δuα
, i = 0, 1.
We note that the flows ∂u
α
∂τ0
and ∂u
α
∂τ1
satisfy the recursion relation
∂uα
∂τ1
= Pαβ1 θβ =
(
P1 ◦ P
−1
0
)α
γ
Pγβ0 θβ =
(
P1 ◦ P
−1
0
)α
γ
∂uγ
∂τ0
.
In order to study the Virasoro symmetries of the bihamiltonian integrable hierarchy, we need to
continue the above recursion procedure to consider flows of the form
∂uα
∂τp
=
(
P1 ◦ P
−1
0
)α
γ
∂uγ
∂τp−1
, p ≥ 2.
However, these flows are in general nonlocal, namely they can not be represented in terms of local
functionals of Mˆ . Due to this reason, we introduce a new family of super variables
(2.11) {σsα,k | α = 1, · · · , n; k ≥ 0, s ≥ 0}
with σsα,0 = θ
s
α, and we will also denote σ
0
α,k by σα,k. We enlarge the ring Aˆ(M) to include the new
super variables by replacing (2.1) with
(2.12) C∞(U)⊗ C[uα,s, σtα,k | α = 1, . . . , n, k ≥ 0, s ≥ 1, t ≥ 0],
and replace the vector field ∂ defined in (2.2) by
(2.13) ∂ =
∑
s≥0
uα,s+1
∂
∂uα,s
+
∑
s,k≥0
σs+1α,k
∂
∂σsα,k
.
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We also require the super variables σsα,k satisfy the following relations:
(2.14) Pαβ0 σβ,k+1 = P
αβ
1 σβ,k, α = 1, · · · , n.
Then we have the new quotient space Fˆ(M) defined as in (2.3), and we still call its elements local
functionals of Mˆ .
From the equation (2.10), we see that the Hamiltonian structure P0 and P1 correspond to the
odd flow ∂u
α
∂τ0
and ∂u
α
∂τ1
, so we can regard the higher odd flows ∂u
α
∂τp
as higher nonlocal Hamiltonian
structures. However, it is not easy to define variational derivative on the new quotient space Fˆ(M)
so that we can write them as derivations DPn for certain bivectors Pn.
3. Super extension of the principal hierarchy of a Frobenius manifold
In this section we construct the super extension of the principal hierarchy of a Frobenius manifold.
We first recall the basic facts about Frobenius manifold and the associated principal hierarchy. The
main references for the definitions and properties of Frobenius manifolds are [8, 9], and for the
principal hierarchies one can refer to [14].
A (complex) Frobenius manifold M is a complex analytic manifold together with an analytic
family of Frobenius algebra structures on the tangent bundle TM . Such a manifold must be
equipped with a flat (pseudo-Riemannian) metric η and an Euler vector field E. Assuming dimM =
n, then locally a Frobenius manifold can be characterized by a solution F (v1, · · · , vn) of the WDVV
associativity equations [5, 24], here v1, . . . , vn are flat coordinates of the flat metric η. In terms of
the function F , which is called the potential of the Frobenius manifold, the components of the flat
metric have the expressions
ηαβ = ∂α∂β∂1F (v), ∂α =
∂
∂vα
,
and the Frobenius algebra structure is given by
∂α · ∂β = c
γ
αβ∂γ , c
γ
αβ = η
γζ∂ζ∂α∂βF (v),
here (ηαβ) = (ηαβ)
−1. The potential F satisfies the quasi-homogeneous condition
E(F ) = (3− d)F +
1
2
Aαβv
αvβ +Bαv
α + C,
where the Euler vector field E has the form
E =
n∑
α=1
((
1−
d
2
− µα
)
vα + rα
)
∂α,
Aαβ , Bα, C, d are some constants, and d is called the charge of the Frobenius manifold. The diagonal
matrix µ = diag(µ1, · · · , µn) is part of the isomonodromy data of M which satisfies the property
(3.1) (µα + µβ)ηαβ = 0, ∀α, β = 1, · · · , n.
The intersection form of the Frobenius manifold M is defined by
g(ω1, ω2) = E
¬ (ω1 · ω2), ω1, ω2 ∈ T
∗M,
where the Frobenius algebra structure on the cotangent bundle T ∗M is defined via the isomorphism
between TM and T ∗M induced by the flat metric η. In terms of the flat coordinates v1, . . . , vn,
the components of g are given by
gαβ = Eεcαβε ,
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with cαβε = η
αζcβζε. It was shown in [8] that (ηαβ) and (gαβ) = (g
αβ)−1 form a flat pencil of metrics.
By using the notation of the last section, we formulate this fact as the following theorem.
Theorem 3.1 ([8]). Let Γγαβ be the Christoffel symbols of the Levi-Civita connection of (gαβ), and
denote Γαβγ = −g
αεΓβεγ. Then the local functionals P0, P1 ∈ Fˆ
2(M) defined by
P0 =
1
2
∫
ηαβθαθ
1
β ,(3.2)
P1 =
1
2
∫
gαβθαθ
1
β + Γ
αβ
γ v
γ,1θαθβ.(3.3)
form an exact bihamiltonian structure, i.e. they satisfy the relations
[Pi, Pj ] = 0, i, j = 0, 1;
P0 = [X1, P1] with X1 =
∫
θ1.
The principal hierarchy of the Frobenius manifold M is an integrable hierarchy with bihamil-
tonian structure P0, P1, and Hamiltonians Hα,p defined in terms of the flat coordinates of the
deformed flat connection of M . Recall that on M ×C∗ a flat connection ∇˜ is constructed in [8] as
follows:
∇˜XY = ∇XY + zX · Y, ∇˜∂zX = ∂zX + E ·X −
1
z
µX, ∇˜∂z∂z = ∇˜X∂z = 0,
here ∇ is the Levi-Civita connection of the flat metric η, and X,Y are vector fields on M × C∗
whose ∂z components being zero. This deformed flat connection has a system of flat coordinates of
the form
(v˜1(v, z), · · · , v˜n(v, z)) = (h1(v, z), · · · , hn(v, z))z
µzR,
where the matrices R and µ are the isomonodromy data of the Frobenius manifold M at z = 0,
and the functions hα(v, z) are analytic at z = 0 with the series expansions
(3.4) hα(v, z) =
∑
p≥0
hα,p(v)z
p.
The functions hα,p(v) satisfy the following relations:
∂α∂βhγ,p+1 = c
λ
αβ∂λhγ,p,(3.5)
hα,0 = ηαγv
γ , ∂1hα,p+1 = hα,p,(3.6)
and the quasi-homogeneous condition
(3.7) E(∂βhα,p) = (p+ µα + µβ)∂βhα,p +
p∑
k=1
(Rk)
γ
α∂βhγ,p−k,
where the matrices Rk is determined by the decomposition R = R1 + R2 + · · · + Rm satisfying
certain conditions, see [8] for details. The flat coordinates of the deformed flat connection are also
required to satisfy the normalization condition
(3.8) 〈∇hα(v, z),∇hβ(v,−z)〉 = ηαβ .
We are now ready to present the definition of the principal hierarchy.
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Definition 3.1. The principal hierarchy associated to an n-dimensional Frobenius manifold M is
given by the following commuting flows:
(3.9)
∂vα
∂tβ,p
= ηαγ
∂
∂x
(
∂hα,p+1
∂vγ
)
, α, β = 1, . . . , n, p ≥ 0.
From (3.5)-(3.7) it follows that the flows of the principal hierarchy are bihamiltonian systems
with Hamiltonian structures P0, P1 given in (3.2) and (3.3), they can be represented by the local
functionals
Xα,p = [Hα,p, P0] ∈ Fˆ
1(M) with Hα,p =
∫
hα,p+1,
and satisfy the following bihamiltonian recursion relation
[Hα,p−1, P1] = (p+
1
2
+ µα)[Hα,p, P0] +
m∑
k=1
(Rk)
γ
α [Hγ,p−k, P0].
The Hamiltonian densities hα,p also satisfy the tau-symmetry condition
∂hα,p
∂tβ,q
=
∂hβ,q
∂tα,p
, α, β = 1, . . . , n; p, q ≥ 0.
Following the discussion in Sec. 2, we now introduce a set of super variables σsα,k by using the
bihamiltonian structure (P0, P1). The relations given in (2.14) can be written as
(3.10) ηαβσ1β,k+1 = g
αβσ1β,k + Γ
αβ
γ v
γ,1σβ,k, α = 1, . . . , n; k ≥ 0.
Let us first extend the action of the flows of the principal hierarchy (3.9) to these super variables.
By using the vector field DXβ,p defined on J
∞(Mˆ) by the formula (2.7), we can represent the
principal hierarchy (3.9) together with the action of the flow ∂
∂tβ,p
to the super variable σα,0 = θα
as follows:
(3.11)
∂vα
∂tβ,p
=
δXβ,p
δθα
,
∂θα
∂tβ,p
= −
δXβ,p
δvα
.
The evolution of vα, θα along the flows
∂
∂tβ,p
and the recursion relation (3.10) lead to the following
lemma.
Lemma 3.2. The following evolutionary equations are compatible with the recursion relation (3.10):
(3.12)
∂σα,k
∂tβ,p
= ηγε
∂2hβ,p+1
∂vα∂vε
σ1γ,k, α, β = 1, . . . , n; k, p ≥ 0.
Proof. By compatibility, we mean that
ηαβ
∂σ1β,k+1
∂tε,p
=
∂
∂tε,p
(gαβσ1β,k + Γ
αβ
γ v
γ,1σβ,k), α, ε = 1, · · · , n.
This can be checked directly by using the following formulae:
gαβ = Eεcαβε , Γ
αβ
γ =
(
1
2
− µβ
)
cαβγ ;(3.13)
∂γg
αβ = Γαβγ + Γ
βα
γ .(3.14)
The lemma is proved. 
Remark. From (3.9), (3.12) and (3.6) it follows that the vector field ∂
∂t1,0
coincides with the vector
field ∂ that is defined in (2.13). For this reason, we will identify t1,0 with the spatial variable x.
We will also use prime to denote the derivative with respect to t1,0.
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Now let us consider the flows (2.10) associated to the local functionals P0, P1 defined in (3.2)
and (3.3) respectively. By using the formulae (3.13), (3.14) we have
∂vα
∂τ0
= ηαγθ1β ,
∂θα
∂τ0
= 0;
∂vα
∂τ1
= gαβθ1β + Γ
αβ
γ v
γ,1θβ,
∂θα
∂τ1
= Γγβα θβθ
1
γ .
These flows satisfy the following recursion relation:
∂vα
∂τ1
= Rαβ
(
∂vβ
∂τ0
)
= ηαγσβ,1, R = P1 ◦ P
−1
0 .
Motivated by this recursion relation and the defining relation (3.10) for the super variables σβ,k, we
introduce the following flows associated to the nonlocal Hamiltonian structures Pm = R
mP0 (m ≥
2):
∂vα
∂τm
= ηαβσ1β,m, α = 1, . . . , n; m ≥ 0.(3.15)
∂σα,k
∂τm
= −
∂σα,m
∂τk
= Γγβα
m−k−1∑
i=0
σβ,k+iσ
1
γ,m−i−1, α = 1, . . . , n; 0 ≤ k ≤ m.(3.16)
Lemma 3.3. The flows (3.15) commute with the ones given in (3.9).
Proof. It is a straightforward calculation, by using (3.9) and (3.12), to verify
∂
∂tε,p
∂vα
∂τm
=
∂
∂τm
∂vα
∂tε,p
.
The lemma is proved. 
Lemma 3.4. The flows (3.16) are compatible with the recursion relation (3.10).
Proof. Introduce the generating functions
(3.17) cα(λ) = −
∑
m≥0
σα,mλ
−n−1, Cmα (λ) = (λ
mcα(λ))−,
here the subscript “−” means taking the negative part of the Laurent series with respect to λ. By
using the generating functions, the flows (3.16) can be written as:
(3.18)
∂cα(λ)
∂τm
= Γγβα (C
m
β (λ)cγ(λ)
′ + cβ(λ)C
m
γ (λ)
′ − (λmcβ(λ)cγ(λ)
′)−).
The recursion relation (3.10) gives the following equation satisfied by the generating series:
(3.19) (gαβ − ληαβ)cβ(λ)
′ + Γαβγ v
γ,1cβ(λ) = η
αβσ1β,0.
In order to show the compatibility of the flows (3.16) with (3.19), we consider the compatibility
of the modified flow
(3.20)
∂cα(λ)
∂τ˜m
= Γγβα (C
m
β (λ)cγ(λ)
′ + cβ(λ)C
m
γ (λ)
′ − (λmcβ(λ)cγ(λ)
′)−) + Zα(λ),
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with (3.18), here Zα(λ) =
∑
k≥0 zβ,kλ
−k−1 is a Laurent series with coefficients belonging to Aˆ(M).
Acting ∂
∂τ˜m
on both sides of (3.19), and substituting (3.20), one obtains the following equation
satisfied by Zα(λ) after a lengthy calculation:
(3.21) (gαβ − ληαβ)Zβ(λ)
′ + Γαβγ v
γ,1Zβ(λ) = 0.
From the coefficient of λ0 and the non-degenerace of ηαβ it follows that z′β,0 = 0. Since we do not
have odd constants in the ring Aˆ(M) except for zero, we must have zβ,0 = 0. Now we arrive at the
vanishing of zβ,k (k ≥ 1) from the coefficients of λ
−k by induction. Thus we prove the lemma. 
Theorem 3.5 (Super extension of the principal hierarchy). We have the following mutually com-
muting flows associated with any given Frobenius manifold M :
∂vα
∂tβ,p
= ηαγ(∂λ∂γhβ,p+1)v
λ,1,
∂σα,k
∂tβ,p
= ηγε(∂α∂εhβ,p+1)σ
1
γ,k,
∂vα
∂τm
= ηαβσ1β,m,
∂σα,k
∂τm
= −
∂σα,m
∂τk
= Γγβα
m−k−1∑
i=0
σβ,k+iσ
1
γ,m−i−1, 0 ≤ k ≤ m.
where α, β = 1, . . . , n, and m, p ≥ 0.
Proof. The following identities follows from Lemma 3.21 and a direct computation:
(3.22)
[
∂
∂tα,p
,
∂
∂tβ,q
]
vγ =
[
∂
∂tα,p
,
∂
∂τk
]
vγ =
[
∂
∂τm
,
∂
∂τk
]
vγ = 0.
By using Lemma 3.21 and the fact that the right and side of (3.9) do not depend on the super
variables σα,l we arrive at the relation
∂
∂tα,p
∂
∂tβ,q
∂vγ
∂τk
=
∂
∂tβ,q
∂
∂tα,p
∂vγ
∂τk
.
Thus from (3.15) we obtain [
∂
∂tα,p
,
∂
∂tβ,q
]
σγ,k = 0.
Let us proceed to prove the validity of the commutation relation
(3.23)
[
∂
∂tα,p
,
∂
∂τm
]
σβ,k = 0.
It is easy to show the above commutation relation for m = k = 0. By using the recursion relation
(3.10) and induction on k we know that the commutation relation (3.23) also holds true for m = 0
and k ≥ 1. To prove the general case, we first note the validity of the following identity due to
Lemma 3.21:
∂σβ,k
∂tα,p
=
∂
∂τk
(∂βhα,p+1),
from this and also the relation given in (3.22) it follows that
∂
∂τm
∂σβ,0
∂tα,p
=
∂
∂τm
∂
∂τ0
(∂βhα,p+1) = −
∂
∂τ0
∂
∂τm
(∂βhα,p+1) = −
∂
∂τ0
∂σβ,m
∂tα,p
.
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By using (3.22) again we obtain
ηεβ
(
∂
∂tα,p
∂σβ,0
∂τm
−
∂
∂τm
∂σβ,0
∂tα,p
)′
= ηεβ
(
∂
∂tα,p
∂σβ,0
∂τm
+
∂
∂τ0
∂σβ,m
∂tα,p
)′
=
∂
∂tα,p
∂
∂τm
∂vε
∂τ0
+
∂
∂τ0
∂
∂tα,p
∂vε
∂τm
=
∂
∂τ0
∂
∂tα,p
∂vε
∂τm
−
∂
∂tα,p
∂
∂τ0
∂vε
∂τm
= −ηεβ
(
∂
∂tα,p
∂σβ,m
∂τ0
−
∂
∂τ0
∂σβ,m
∂tα,p
)′
.
Thus we arrive at the validity of the commutation relation (3.23) for m ≥ 0, k = 0. Now by using
the recursion relation (3.10) and induction on k again we show the validity of the commutation
relation (3.23) for general m ≥ 0, k ≥ 0. The commutation relation [ ∂
∂τm
, ∂
∂τl
]σα,k = 0 can be
proved in a similar way. The theorem is proved. 
Example 3.1. Consider the 1-dimensional Frobenius manifold M . Its principal hierarchy is the
Riemann hierarchy, which is also knows as the dispersionless KdV hierarchy
∂v
∂tp
= R′p+1, Rp =
vp
p!
, p ≥ 0.
Here we denote v1 by v, and denote the time variables t1,p by tp. The bihamiltonian structure reads:
P0 =
1
2
∫
θθ1; P1 =
1
2
∫
v(x)θθ1.
The super extension of the principal hierarchy given in Theorem 3.5 has the expression
∂u
∂tp
=
vp
p!
v′,
∂σk
∂tp
=
vp
p!
σ′k,
∂v
∂τm
= σ′m,
∂σk
∂τm
= −
∂σm
∂τk
=
1
2
m−k−1∑
i=0
σi+kσ
′
m−i−1, for 0 ≤ k ≤ m,
where we denote σ1,k by σk.
4. The super tau-cover of the principal hierarchy and its Virasoro symmetries
In this section we will construct a tau-cover of the super extension of the principal hierarchy
associates with an n-dimensional Frobenius manifold M and consider its Virasoro symmetries. We
will use the notations that are introduced in the last section.
Let us first recall the tau-structure of the principal hierarchy. Consider the functions Ωα,p;β,q(v),
α, β = 1, · · · , n; p, q ≥ 0 determined by the following generating function [14]:
(4.1)
∑
p≥0,q≥0
Ωα,p;β,q(v)z
p
1z
q
2 =
〈∇hα(v, z1),∇hβ(v, z2)〉 − ηαβ
z1 + z2
.
Then we have the following identities:
(4.2) Ωα,p;1,0 = hα,p(v), Ωα,p;β,0 = ∂βhα,p+1.
By using these functions, we can define a function F0(t) associated with any solution v(t) =
(v1(t), . . . , vn(t)) of the principal hierarchy (3.9), such that
∂
∂tα,p
∂F0
∂tβ,q
= Ωα,p;β,q(v(t)).
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The function F0 is called the genus zero free energy and its exponential Z = exp(F0) is called
the tau function associated to a given solution of the principal hierarchy (3.9), and the functions
fα,p =
∂F0
∂tα,p
are called the one-point functions which satisfy the following tau-cover of the principal
hierarchy:
∂fα,p
∂tβ,q
= Ωα,p;β,q,(4.3)
∂vα
∂tβ,q
= ηαε(∂ε∂γhβ,q+1)v
γ,1.(4.4)
We want to define a super extension of the principal hierarchy which contains the equations given
in Theorem 3.5 and the equations (4.3). To this end, we need to determine the flows
∂fα,p
∂τn
. By
using the identities given in (4.2) we have
(
∂fα,p
∂τn
)′
=
∂
∂τn
∂fα,p
∂t1,0
=
∂hα,p
∂τn
.
Hence we need to show that
∂hα,p
∂τn
are the x-derivatives of some differential polynomials. Indeed,
we have the following lemma.
Lemma 4.1. Assume that 1−2k2 /∈ Spec(µ) for any k = 1, 2, · · · . Then for any p, n ≥ 0 there exists
Φnα,p ∈ Aˆ(M) such that
∂hα,p
∂τn
= (Φnα,p)
′.
Proof. We prove the lemma by induction on p. For p = 0 this is obvious, since by using (3.6) and
(3.15) we have
∂hα,0
∂τn
= ηαγ
∂vγ
∂τn
= σ′α,n.
For p ≥ 1, by using the relation (3.5) we obtain
∂hα,p
∂τn
= −cλεζ (∂λhα,p−1)v
ζ,1σε,n + (η
λε(∂λhα,p)σε,n)
′.
From this equation and the relations (3.5), (3.10), (3.13) and (3.15) it follows that
∂hα,p
∂τn
=− 2µεc
λε
ζ (∂λhα,p−1)v
ζ,1σε,n + 2η
βεE(∂βhα,p)σ
1
ε,n
− 2
∂hα,p−1
∂τn+1
+ (ηλε(∂λhα,p)σε,n)
′.
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By using the quasi-homogeneous condition (3.7) and the relations (3.1), (3.5) we arrive at the
equations
∂hα,p
∂τn
=− 2µεc
λε
ζ (∂λhα,p−1)v
ζ,1σε,n + 2µβη
βε(∂βhα,p)σ
1
ε,n − 2
∂hα,p−1
∂τn+1
+ (ηλε(∂λhα,p)σε,n)
′ + 2(p+ µα)
∂hα,p
∂τn
+ 2
p∑
k=1
(Rk)
ξ
α
∂hξ,p−k
∂τn
=(2µβη
βε(∂βhα,p)σε,n)
′ − 2
∂hα,p−1
∂τn+1
+ (ηλε(∂λhα,p)σε,n)
′
+ 2(p+ µα)
∂hα,p
∂τn
+ 2
p∑
k=1
(Rk)
ξ
α
∂hξ,p−k
∂τn
.
Thus, under the assumption 1−2k2 /∈ Spec(µ) for any k = 1, 2, · · · , we can obtain Φ
n
α,p from the
following recursion relation:
(1 − 2p− 2µα)Φ
n
α,p
=2µβη
βε(∂βhα,p)σε,n + η
λε(∂λhα,p)σε,n + 2
p∑
k=1
(Rk)
ξ
αΦ
n
ξ,p−k − 2Φ
n+1
α,p−1(4.5)
with the initial condition
Φnα,0 = σα,n.
The lemma is proved. 
If the condition 1−2k2 /∈ Spec(µ) for any k = 1, 2, · · · is satisfied, we call the Frobenius manifoldM
non-resonant; otherwise we call M resonant. Note that the notion of resonance and non-resonance
used here are different from the one used in [8]. For the non-resonant case, we see from Lemma 4.1
that all the flows
∂fα,p
∂τn
are well-defined. However if M is resonant, then the recursion relation (4.5)
becomes trivial for p, α with 1 − 2p− 2µα = 0. In this case, we need to regard Φ
n
α,p as new super
variables satisfying the following relation:
(4.6) (Φnα,p)
′ =
∂hα,p
∂τn
= ∂βhα,pη
βγσ1γ,n.
and these new super variables are new unknown functions whose evolution should be included in
the super tau cover of the principal hierarchy.
The following lemma holds true for any Frobenius manifold (whether resonant or not):
Lemma 4.2. The differential polynomials
∂2hα,p
∂tβ,q∂τn
and
∂2hα,p
∂τk∂τn
belong to ∂xAˆ(M).
Proof. By using the definitions (3.9), (4.1) of the principal hierarchy and the functions Ωα,p;β,q, we
can obtain the relation
∂2hα,p
∂tβ,q∂τn
=
(
∂Ωα,p;β,q
∂τn
)′
∈ ∂xAˆ(M).
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Let us assume k ≥ n, and proceed to show that
∂2hα,p
∂τk∂τn
also belongs to ∂xAˆ(M) by induction on
k − n. The case k − n = 0 is trivial, so we first consider k = n+ 1. In this case we have
∂
∂τn+1
(ηλγ∂λhα,pσ
1
γ,n)
=ηλγ∂β∂λhα,pη
βεσ1ε,n+1σ
1
γ,n + η
λγ∂λhα,p
(
Γδµγ σµ,nσδ,n
)′
=ηλγcδβλ∂δhα,p−1(g
βεσ1ε,n + Γ
βε
ζ v
ζ,1σε,n)σ
1
γ,n − η
λδcζµλ∂ζhα,p−1v
µ,1Γγεδ σε,nσ
1
γ,n
+
(
ηλγ∂λhα,pΓ
δµ
γ σµ,nσδ,n
)′
,
here we use the recursion relation (3.5) and the bihamiltonian recursion relation(3.10). From the
associativity equation of the structure constants cβγα and the identity (3.13), it is easy to see that
ηλγcδβλ∂δhα,p−1Γ
βε
ζ v
ζ,1 − ηλδcζµλ∂ζhα,p−1v
µ,1Γγεδ = 0.
Thus we arrive at the following equation:
∂
∂τn+1
∂hα,p
∂τn
= ηλγcδβλ∂δhα,p−1g
βεσ1ε,nσ
1
γ,n +
(
ηλγ∂λhα,pΓ
δµ
γ σµ,nσδ,n
)′
.
By using the identity (3.13) and the associativity equation again, we know that the expressions
ηλγcδβλg
βε are symmetric with respect to the indices γ and ε, hence the term ηλγcδβλ∂δhα,p−1g
βεσ1ε,nσ
1
γ,n
vanishes in the r.h.s. of the above equation. This completes the proof of the case k − n = 1.
For k−n ≥ 2, we write k = n+ l+1 with l ≥ 1. To simplyfy the notions, in what follows we use
the symbol ∼ to mean that we neglect the terms which are x-derivatives of differential polynomials.
Then we have
∂
∂τn+l+1
(ηλγ∂λhα,pσ
1
γ,n)
=ηλγ∂β∂λhα,pη
βεσ1ε,n+l+1σ
1
γ,n + η
λγ∂λhα,p
(
Γδµγ
l∑
i=0
σµ,n+iσδ,n+l−i
)′
∼ηλγ∂β∂λhα,pη
βεσ1ε,n+l+1σ
1
γ,n +
∂
∂τn+l
∂hα,p
∂τn+1
− ηλγ∂β∂λhα,pη
βεσ1ε,n+lσ
1
γ,n+1
−
(
ηλγ∂λhα,p
)′
Γδµγ (σµ,nσ
1
δ,n+l + σµ,n+lσ
1
δ,n).
From the induction hypothesis it follows that ∂
∂τn+l
∂hα,p
∂τn+1
∼ 0. By using the bihamiltonian recursion
relation (3.10) and a similar argument for the case k = n+1, we can show that the remaining terms
vanish and the lemma is proved. 
Let us denote
(4.7) ∆k,nα,p = η
γλ∂λhα,pΓ
δµ
γ (
k−n−1∑
i=0
σµ,n+iσ
1
δ,k−i−1), k ≥ n,
and ∆n,kα,p = −∆
k,n
α,p. Then from the proof of Lemma 4.2 we can check that
∂2hα,p
∂τk∂τn
= ∂x∆
k,n
α,p, ∀ k, n ≥ 0.
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Example 4.1. Let M be the Frobenius manifold given by the quantum cohomology of CP1. Its
Frobenius structure is characterized by the potential
F =
1
2
v2u+ eu.
Note that in this example v, u are used to denote the flat coordinate and ∂v is the unit vector field.
The potential F is quasi-homogeneous with respect to the following Euler vector field:
E = v
∂
∂v
+ 2
∂
∂u
.
We have the following monodromy data of the Frobenius manifold:
µ =
(
− 12
1
2
)
, R = R1 =
(
0 0
2 0
)
.
So this Frobenius manifold is resonant in the above sense. The equations (3.5)–(3.7) for the func-
tions hα,p can be represented in the form
∂vhα,p+1 = hα,p, ∂u∂uhα,p+1 = e
u∂vhα,p,
∂Ehα,p = (p+
1
2
+ µα)hα,p + 2δα,1h2,p−1.
The first few hα,p have the expressions
h1,0 = u, h2,0 = v,
h1,1 = uv, h2,1 =
1
2
v2 + eu,
h1,2 =
1
2
v2u+ ueu − 2eu, h2,2 =
1
6
v3 + veu.
They yield the following flows of the principal hierarchy:
∂v
∂t1,0
= v′,
∂u
∂t1,0
= u′;
∂v
∂t2,0
= euu′,
∂u
∂t2,0
= v′,
∂v
∂t1,1
= vv′ + euu′,
∂u
∂t1,1
= u′v + uv′,
∂v
∂t2,1
= euv′ + veuu′,
∂u
∂t2,1
= vv′ + euu′.
Let us extend the principal hierarchy to include the odd flows. Since the principal hierarchy is
bihamiltoanin with the Hamiltonian operators
P0 =
(
0 ∂x
∂x 0
)
, P1 =
(
euu′ + 2eu∂x v∂x
v′ + v∂x 2∂x
)
,
the super variables σα,n satisfy the bihamiltonian recursion relation
σ1,n+1 = vσ1,n + 2σ2,n, σ
1
2,n+1 = 2e
uσ11,n + vσ
1
2,n + e
uu′σ1,n.
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Then the odd flows of the principal hierarchy are given by
∂v
∂τn
= σ12,n,
∂u
∂τn
= σ11,n,
∂σ1,n
∂tα,p
= (∂v∂uhα,p+1)σ
1
1,n + (∂v∂vhα,p+1)σ
1
2,n,
∂σ2,n
∂tα,p
= (∂u∂uhα,p+1)σ
1
1,n + (∂v∂uhα,p+1)σ
1
2,n,
∂σ1,n
∂τk
= −
∂σ1,k
∂τn
=
k−n−1∑
i=0
σ1,n+iσ
1
2,k−i−1, n ≤ k,
∂σ2,n
∂τk
= −
∂σ2,k
∂τn
= eu
k−n−1∑
i=0
σ1,n+iσ
1
1,k−i−1, n ≤ k.
Now let us proceed to write down its super tau-cover. Introduce the one-point functions fα,p, we
need to determine the odd flows
∂fα,p
∂τn
. Due to Lemma 4.1, we know that the super variables Φnα,p
satisfy the following recursion relations:
(p− 1)Φn1,p = Φ
n+1
1,p−1 − ∂uh1,pσ1,n − 2Φ
n
2,p−1,
pΦn2,p = Φ
n+1
2,p−1 − ∂uh2,pσ1,n
with initial condition Φnα,0 = σα,n, from which it follows that all Φ
n
2,p are differential polynomials of
u, v, σα,k, and Φ
n
1,p are differential polynomials of u, v, σα,k,Φ
k
1,1. So in this example we only need
to introduce the super variables Φn1,1 and they satisfy the relation:
(Φn1,1)
′ = vσ11,n + uσ
1
2,n.
By using Lemma 4.2, we can write down the evolution of Φn1,1 as follows:
∂Φn1,1
∂tα,p
=(∂v∂uhα,p+1σ
1
1,n + ∂v∂vhα,p+1σ
1
2,n)v
+ (∂u∂uhα,p+1σ
1
1,n + ∂v∂uhα,p+1σ
1
2,n)u,
∂Φn1,1
∂τk
=−
∂Φk1,1
∂τn
=
k−n−1∑
i=0
vσ1,n+iσ
1
2,k−i−1 + ue
uσ1,n+iσ
1
1,k−i−1, n ≤ k.
To simplify the notation, in what follows we do not distinguish the resonant case and the non-
resonant case. We will always include the variables Φnα,p and their evolution as part of the super tau
cover of the principal hierarchy. One note that for non-resonant case these variables are redundant
due to Lemma 4.1. We summarize our result on the super tau-cover of the principal hierarchy in
the following theorem.
Theorem 4.3 (Super tau-cover of the principal hierarchy). Let M be an n-dimensional Frobenius
manifold. Then the following equations, together with the ones described in Theorem 3.5, give the
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super tau-cover of the principal hierarchy associated with M :
∂fα,p
∂tβ,q
= Ωα,p;β,q,(4.8)
∂fα,p
∂τn
= Φnα,p,(4.9)
∂Φnα,p
∂tβ,q
=
∂Ωα,p;β,q
∂τn
,(4.10)
∂Φnα,p
∂τk
= ∆k,nα,p,(4.11)
where Ωα,p;β,q are defined in (4.1) and ∆
k,n
α,p are defined via (4.7).
Proof. We only need to prove that these flows commute. This can easily be checked by using the
relation f ′α,p = hα,p and (4.6), and by applying Theorem 3.5. 
The tau-cover is introduced to study the Virasoro symmetry of the principal hierarchy. For any
given Frobenius manifold M , a representation of (half of) the Virasoro algebra is constructed in
[13] via a set of linear differential operators, which also gives a representation of the additional
symmetries of the principal hierarchy. Let us recall the basic construction very briefly. We first
construct a Heisenberg algebra by introducing the following operators:
aαk =
{
ηαβ ∂
∂tβ,k
, k ≥ 0,
(−1)k+1tα,−k−1, k < 0,
they satisfy the commutation relations
[aαk , a
β
l ] = (−1)
kηαβδk+l+1,0.
Define the following matrices for m ≥ −1:
Pm(µ,R) =
{
[exp(R∂x)Π
m
j=0(x+ µ+ j −
1
2 )]x=0, m ≥ 0
1, m = −1.
Let V be an n-dimensional complex vector space with a fixed basis {eα}, and endowed with a
symmetric bilinear form 〈−,−〉 defined by ηαβ = 〈eα, eβ〉. The matrices Pm induces endomorphisms
of V via the given basis. Introduce the vector-valued operators ak = a
α
k eα, then we can define the
following operators of Sugawara-type for m ≥ −1:
(4.12) Levenm =
1
2
∑
k,l∈Z
(−1)k+1 : 〈al, [Pm(µ− k,R)]m−1−l−kak〉 : +
1
4
δm,0tr(
1
4
− µ2),
here the normal ordering is given by putting the annihilators (i.e., aαk for k ≥ 0) on the right, and
the matrix [Pm(µ− k,R)]m−1−l−k is uniquely determined from Pm(µ− k,R) in a certain way, see
[13] for its precise definition. These linear differential operators can be rewritten in the forms
Levenm = a
α,p;β,q
m
∂2
∂tα,p∂tβ,q
+ bβ,qm;α,pt
α,p ∂
∂tβ,q
+ cm;α,p;β,qt
α,ptβ,q +
1
4
δm,0tr(
1
4
− µ2).
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We introduce the following infinitesimal transformation of the genus zero free enery F0:
∂F0
∂sm
= aα,p;β,qm fα,pfβ,q + b
β,q
m;α,pt
α,pfβ,q + cm;α,p;β,qt
α,ptβ,q(4.13)
= Coeff
(
e−ε
−2F0L˜evenm e
ε−2F0 , ε−2
)
,(4.14)
where
L˜evenm = L
even
m |tα,p→ε−1tα,p, ∂
∂tα,p
→ε ∂
∂tα,p
.
Then the Virasoro symmetries of the principal hierarchy is given by
(4.15)
∂fα,p
∂sm
:=
∂
∂tα,p
∂F0
∂sm
;
∂vα
∂sm
:= ηαβ
∂2
∂tβ,0∂t1,0
∂F0
∂sm
, m ≥ −1.
It was proved that
Theorem 4.4 ([13]).
(1) The operators Levenm satisfy the Virasoro commutation relations
(4.16) [Levenk , L
even
m ] = (k −m)L
even
k+m, k,m ≥ −1.
(2) The flows ∂
∂sm
defined in (4.15) are symmetries of the tau-cover of the principal hierarchy
(4.3), (4.4).
To construct the Virasoro symmetries of the super tau-cover of the principal hierarchy, we need
to modify the operators Levenm to include the super variables τn.
Lemma 4.5. Let c0 ∈ C be an arbitrary constant, and denote:
(4.17) Lm = L
even
m + L
odd
m , L
odd
m =
∑
k≥0
(k + c0)τk
∂
∂τk+m
, m ≥ −1.
Then the operators Lm satisfy the commutation relations [Lm, Ln] = (m− n)Lm+n.
Proof. It is easy to show that
[Loddm , L
odd
n ] = (m− n)L
odd
m+n.
Then the lemma follows from (4.16) and the fact that [Levenm , L
odd
n ] = 0. 
Theorem 4.6. The super tau-cover of the principal hierarchy described in theorem 4.3 has the
following Virasoro symmetries:
∂fα,p
∂sm
=
∂fα,p
∂sevenm
+
∂fα,p
∂soddm
,
∂Φnα,p
∂sm
=
∂
∂τn
(
∂fα,p
∂sm
)
,
∂vα
∂sm
=
∂vα
∂sevenm
+
∂vα
∂soddm
,
∂σα,p
∂sm
=
∂
∂τp
(
∂fα,0
∂sm
)
,
where ∂
∂sevenm
, ∂
∂soddm
are defined respectively by the right hand sides of (4.15) and
∂fα,p
∂soddm
=
∑
k≥0
(k + c0)τk
∂fα,p
∂τk+m
,
∂vα
∂soddm
= ηαβ
∑
k≥0
(k + c0)τk
∂
∂t1,0
∂fβ,0
∂τk+m
with the flows of fα,p along τk given by (4.9). These additional symmetries satisfy the Virasoro
commutation relatons [
∂
∂sk
,
∂
∂sm
]
= (m− k)
∂
∂sk+m
, k,m ≥ −1.
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Proof. We only need to prove [
∂
∂sm
,
∂
∂tα,p
]
=
[
∂
∂sm
,
∂
∂τk
]
= 0
for m = −1, 2 due to Lemma 4.5. In what follows we only present the proof for m = −1, the proof
for the case m = 2 is exactly the same.
By using the definition (4.12) we have
L−1 =
1
2
ηαβt
α,0tβ,0 +
∑
q≥1
tζ,q
∂
∂tζ,q−1
+
∑
k≥1
(k + c0)τk
∂
∂τk−1
.
Thus it follows from (4.15) and the relations
σα,n =
∂fα,0
∂τn
that the flow ∂
∂s−1
has the following expression:
∂fα,p
∂s−1
= ηαβt
β,0δp,0 + fα,p−1 +
∑
q≥1
tζ,q
∂fα,p
∂tζ,q−1
+
∑
k≥1
(k + c0)τk
∂fα,p
∂τk−1
,(4.18)
∂vα
∂s−1
= δα1 +
∑
q≥1
tζ,q
∂vα
∂tζ,q−1
+
∑
k≥1
(k + c0)τk
∂vα
∂τk−1
,(4.19)
∂σα,n
∂s−1
= (n+ c0)σα,n−1 +
∑
q≥1
tζ,q
∂σα,n
∂tζ,q−1
+
∑
k≥1
(k + c0)τk
∂σα,n
∂τk−1
.(4.20)
Then it is easy to verify that
(4.21)
[
∂
∂s−1
,
∂
∂tβ,p
]
vα =
[
∂
∂s−1
,
∂
∂τn
]
vα = 0.
By using the relation
∂fα,p
∂t1,0
= hα,p, we obtain from (4.21) the commutation relations[
∂
∂s−1
,
∂
∂tβ,q
]
fα,p =
[
∂
∂s−1
,
∂
∂τn
]
fα,p = 0.
To show the validity of the relation
(4.22)
[
∂
∂s−1
,
∂
∂tβ,q
]
σα,n = 0,
we first note that the relation [ ∂
∂τn
, ∂
∂tβ,q
]vα = 0 yields the equality
(4.23)
∂
∂τn
(∂αhβ,q+1) =
∂σα,n
∂tβ,q
.
On the other hand, from (4.2) it follows that
(4.24)
∂
∂s−1
(∂αhβ,q+1) =
∂
∂s−1
∂fα,0
∂tβ,q
.
Thus by using (4.23) and (4.24) we arrive at (4.22).
Finally, the relation [ ∂
∂τn
, ∂
∂s−1
]σα,k = 0 can be proved by induction on k, in a similar way as we
do in the proof of Theorem 3.5. 
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Example 4.2. Let us continue the discussion given in Example 3.1. The super tau-cover of the
Riemann hierarchy can be written down explicitly as described in Theorem 4.3. The flows of the
one point functions have the expressions
∂fk
∂tn
=
uk+n+1
(n+ k + 1)n!k!
,
∂fk
∂τn
=
Γ(12 )
Γ(2k+12 )
σn+k −
1
2
Γ(12 )
Γ(2k+12 )
σn+k−1 −
1
2
k−1∑
m=1
Γ(2m+12 )
Γ(2k+12 )(m+ 1)!
σn+k−m−1,
and the Virasoro operators Lm are given by
L−1 =
t20
2
+
∑
k≥0
tk+1
∂
∂tk
+
∑
k≥0
(k + c0)τk+1
∂
∂τk
,(4.25)
Lm =
1
2
∑
k+l=m−1
Γ(k + 32 )Γ(l +
3
2 )
Γ(12 )Γ(
1
2 )
∂2
∂tk∂tl
+
∑
k≥0
Γ(k +m+ 32 )
Γ(k + 12 )
tk
∂
∂tk+m
(4.26)
+
∑
k≥0
(k + c0)τk
∂
∂τk+m
+
1
16
δm,0, m ≥ 0.
5. The super tau-cover of the KdV hierarchy
In this section, we give a deformation of the super tau-cover of the principal hierarchy, as it is
given in Example 3.1 and Example 4.2, of the one-dimensional Frobenius manifold. To this end,
we are to employ a certain super extension of the Lax pair of the KdV hierarchy.
Let us first recall the Lax pair formalism of the KdV hierarchy. The Lax operator is given by
L =
ε2
2
∂2x + u(x)− λ
with the spectral parameter λ. The KdV hierarchy is the compatibility conditions of the linear
systems {
LΨ = 0,
∂Ψ
∂tn
= 12BnΨ
′ − 14B
′
nΨ.
The functions Bn are polynomials in λ with coefficients being differential polynomials in u(x), and
they are determined in the following way. Consider differential polynomials Rn which are defined
by the following recursive relation:
(5.1) (n+
1
2
)P0Rn+1 = P1Rn, R0 = 1,
where the Hamiltonian operators P0,P1 are defined in (2.6), and the integral constant of Rn for
n ≥ 1 is taken to be zero. Then the KdV hierarchy reads
∂u
∂tn
= R′n+1, n ≥ 0.
Here and in what follows we will use the notation utn :=
∂u
∂tn
. Denote
b(λ) =
∑
n≥0
Γ(n+ 12 )
λn+
1
2
Rn,
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then the functions Bn can be represented as
Bn =
1
Γ(n+ 32 )
(λn+
1
2 b(λ))+,
where the subscript + means to take the non-negative part of the corresponding Laurent series in
λ.
We introduce the super variables σn which satisfy the following relations:
(5.2) P0σn+1 = P1σn, n ≥ 0.
We denote
(5.3) c(λ) = −
∑
n≥0
1
λn+1
σn, Cn = (λ
nc(λ))−,
where the subscript − means to take the negative part of the corresponding Laurent series in λ.
Now let us consider the following super extension of the Lax pair of the KdV hierarchy:
(5.4)


LΨ = 0,
∂Ψ
∂tn
= 12BnΨ
′ − 14B
′
nΨ,
∂Ψ
∂τn
= 12CnΨ
′ − 14C
′
nΨ.
The compatibility condition of these linear systems gives a deformation of the super tau-cover of
the dispersionless KdV hierarchy, i.e. the principal hierarchy of the one-dimensional Frobenius
manifold. We are to write down the explicit formulae for the evolutions uτn , (σk)tn and (σk)τn . To
this end, we need the following lemmas and propositions.
Proposition 5.1. We have the following evolutionary equations:
(5.5)
∂u
∂τn
= σ′n, n ≥ 0.
Proof. From the compatibility condition (Ψ′′)τn = (Ψτn)
′′ we arrive at the equation
(5.6)
∂u
∂τn
= PλCn,
where
Pλ = P1 − λP0.
By using the equation (5.2), we see that the right hand side of (5.6) equals σ′n. The proposition is
proved. 
Lemma 5.2. The function c(λ) defined in (5.3) satisfies the following equation:
∂c(λ)
∂τ0
=
1
2
c(λ)c(λ)′.
Proof. Since C0 = c(λ), the equation (5.6) with n = 0 leads to the relation
(5.7) Pλc(λ) = σ
′
0.
By applying ∂
∂τ0
on both sides of (5.7), and by using the equation (5.5) and the fact that
∂σ′0
∂τ0
=
∂2u
∂τ2
0
= 0 we arrive at the equation
(5.8) Pλ
(
∂c(λ)
∂τ0
)
= −σ′0c(λ)
′ −
1
2
σ′′0 c(λ).
22 SI-QI LIU, ZHE WANG, YOUJIN ZHANG
Denote Z = ∂c(λ)
∂τ0
− 12c(λ)c(λ)
′, then Z is a power series in 1/λ. We need to show that Z = 0.
To this end, we rewrite the left hand side of (5.8) in the form
L.H.S. = PλZ − σ
′
0c(λ)
′ +
1
2
c(λ)
(
3
2
u′(x)c(λ)′ + (u(x)− λ)c(λ)′′ +
ε2
8
c(λ)(4)
)
.
By using the equation (5.7) and the fact that c(λ)c(λ) = 0, we obtain
1
2
c(λ)
(
3
2
u′(x)c(λ)′ + (u(x)− λ)c(λ)′′ +
ε2
8
c(λ)(4)
)
= −
1
2
σ′′0 c(λ).
Thus from the equations (5.8), (5) we easily deduce that
PλZ = 0.
Now by expanding Z =
∑
n≥0 znλ
−n−1, one easily shows by induction that zn = 0. Here we use
the same argument as the one we used to prove Lemma 3.4. 
Now let us determine the evolutions of the super variables σm along τn. Note that the compat-
ibility conditions of the linear systems given in (5.4) fix these evolutionary equations up to some
constants, in what follows we take these constants to be zero.
Lemma 5.3. The super variables σk satisfy the following equations:
(5.9)
∂σ0
∂τn
=
1
2
n−1∑
i=0
σiσ
′
n−i−1.
Proof. Introduce the operator:
(5.10)
∂
∂τ(µ)
=
∑
n≥0
1
µn+1
∂
∂τn
.
From (5.5) it follows that ∂u
∂τ(λ) = −c(λ)
′, so we also have
(
∂c(λ)
∂τ(λ)
)′
= 0. We can take the integration
constant to be zero, and obtain the equation ∂c(λ)
∂τ(λ) = 0. By applying
∂
∂τ(λ) to both sides of the
equation (5.7), we arrive at
1
2
c(λ)c(λ)′′ =
∂σ′0
∂τ(λ)
.
By taking the integration constant to be zero again we obtain
∂σ0
∂τ(λ)
=
1
2
c(λ)c(λ)′,
which is just a reformulation of (5.9). The lemma is proved. 
Proposition 5.4. The generating function satisfies the following evolutionary equations:
∂c(λ)
∂τn
=
1
2
(Cnc(λ)
′ + c(λ)C′n − (λ
nc(λ)c(λ)′)−).
Proof. The idea to prove this lemma is the same as the one that is used in the proof of Lemma 5.2.
Denote
Z =
∂c(λ)
∂τn
−
1
2
(Cnc(λ)
′ + c(λ)C′n − (λ
nc(λ)c(λ)′)−),
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then Z is formal power series in 1/λ. By applying ∂
∂τn
to both sides of the equation (5.7) we obtain
(5.11) C′nσ
′
0 +
1
2
Cnσ
′′
0 + Pλ
(
Z −
1
2
(λnc(λ)c(λ)′)−
)
=
∂σ′0
∂τn
.
From the definition of c(λ) it follows that
λ((λnc(λ)c(λ)′)−)− (λ
n+1c(λ)c(λ)′)− =
n−1∑
i=0
σiσ
′
n−i−1.
So by using Lemma 5.3 we have
−
1
2
Pλ(λ
nc(λ)c(λ)′)−
=−
(
λn
2
P1 (c(λ)c(λ)
′)
)
−
+
λ
2
∂x(λ
nc(λ)c(λ)′)−
=−
(
λn
2
P1 (c(λ)c(λ)
′)
)
−
+
1
2
∂x(λ
n+1c(λ)c(λ)′) +
1
2
∂x
n−1∑
i=0
σiσ
′
n−i−1
=−
(
λn
2
Pλ (c(λ)c(λ)
′)
)
−
+
∂σ′0
∂τn
.
On the other hand, by substitute the result of Lemma 5.2 into (5.8) we arrive at the identity
−
1
2
Pλ (c(λ)c(λ)
′) = −c(λ)′σ′0 −
1
2
c(λ)σ′′0 .
Now by substituting the above two relations into (5.11) we obtain PλZ = 0, which implies Z = 0.
The Theorem is proved. 
One can reformulate Proposition 5.4 as follows:
Corollary 5.5.
(1) We have the following equation for the generating function c(λ):
(5.12)
∂c(λ)
∂τ(µ)
=
c(λ)c(λ)′ + c(µ)c(µ)′ − c(µ)c(λ)′ − c(λ)c(µ)′
2(µ− λ)
.
(2) More explicitly, for k ≤ n we have
∂σk
∂τn
=
1
2
n−k−1∑
i=0
σi+kσ
′
n−i−1,
∂σn
∂τk
= −
∂σk
∂τn
.
It remains to derive the evolutions of the generating function c(λ) along tn. For this we need
the following lemma.
Lemma 5.6. The following zero-curvature equation holds true:
(5.13)
∂Cm
∂tn
−
∂Bn
∂τm
=
1
2
(BnC
′
m − CmB
′
n).
Proof. This is just the compatibility condition (Ψτm)tn = (Ψtn)τm of the linear systems given in
(5.4). 
Proposition 5.7.
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(1) The super variables σk satisfy the following evolutionary equations:
∂σk
∂tn
=
1
2
n∑
i=0
Γ(n+ 12 − i)
Γ(n+ 32 )
(Rn−iσ
′
k+i −R
′
n−iσk+i).
(2) The above equations can be represented in the form
(5.14)
∂c(λ)
∂t(µ)
=
(
b(µ)c(λ)′ − c(λ)b(µ)′
2(µ− λ)
)
λ
µ
,λ−
,
where
(5.15)
∂
∂t(µ)
=
∑
n≥0
Γ(n+ 32 )
µn+
2
3
∂
∂tn
,
and the subscripts ( )λ
µ
,λ−
mean that one first does the expansion
1
µ− λ
=
1
µ
1
1− λ
µ
=
1
µ
∑
i≥0
(
λ
µ
)i
,
then take the negative part of the corresponding Laurent series in λ.
Proof. We only need to prove the first statement, since the second one is just a reformulation of
the first one. By taking the residue of both sides of the zero-curvature equation (5.13) with respect
to λ we obtain
(5.16)
∂σm
∂tn
= −
1
2
resλ=0(BnC
′
m − CmB
′
n).
The result of the proposition then follows from the expressions
Bn =
n∑
i=0
Γ(n+ 12 − i)
Γ(n+ 32 )
Rn−iλ
i, Cm =
∑
i≥0
−σm+iλ
−i−1.
of Bn, Cm. The proposition is proved. 
The above results lead to the following theorem on the KdV hierarchy and its super extension.
Theorem 5.8. The KdV hierarchy and its odd extension read
∂u
∂tn
= R′n+1,(5.17)
∂u
∂τn
= σ′n,(5.18)
∂σk
∂tn
=
1
2
n∑
i=0
Γ(n+ 12 − i)
Γ(n+ 32 )
(Rn−iσ
′
k+i −R
′
n−iσk+i),(5.19)
∂σk
∂τn
= −
∂σn
∂τk
=
1
2
n−k−1∑
i=0
σi+kσ
′
n−i−1, for k ≤ n,(5.20)
where the differential polynomials Rk are defined in (5.1).
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Proof. The commutation relations [ ∂
∂tm
, ∂
∂tn
]u = 0 follow form the original KdV hierarchy. By using
the equation (5.6), (5.13) and the equation
∂u
∂tm
= PλBm,
we can show that [ ∂
∂tm
, ∂
∂τn
]u = 0. The commutation relations [ ∂
∂τm
, ∂
∂τn
]u = 0 can be obtained
straightforwardly from (5.18) and (5.20).
To show the commutation relations [ ∂
∂tm
, ∂
∂tn
]σk = 0, it suffices to show that
∂
∂t(µ1)
∂c(λ)
∂t(µ2)
is sym-
metric w.r.t. µ1 and µ2. To prove this, we first note that the commutation relations [
∂
∂tm
, ∂
∂τn
]u = 0
are equivalent to
∂b(λ)
∂τ(µ)
+
∂c(µ)
∂t(λ)
= 0,
from which it follows that
∂
∂t(µ1)
∂c(λ)
∂t(µ2)
= −
∂
∂t(µ1)
∂b(µ2)
∂τ(λ)
= −
∂
∂τ(λ)
∂b(µ1)
∂t(µ2)
.
The right hand side of the above identity is symmetric w.r.t. µ1 and µ2, which follows from the
commutation relations [ ∂
∂tm
, ∂
∂tn
]u = 0. So we arrive at [ ∂
∂tm
, ∂
∂tn
]σk = 0.
The commutation relations [ ∂
∂τm
, ∂
∂τn
]σk = 0 can be checked directly by using (5.12). Finally,
the relation [ ∂
∂τm
, ∂
∂tn
]σk = 0 can be checked by induction on k using the recursion relation (5.2).
The theorem is proved. 
To construct the super tau-cover of the KdV hierarchy, we first define the differential polynomials
Ωn,k with vanishing constant terms such that Ω
′
n,k =
∂Rn+1
∂tk
. Then by introducing the one-point
functions fn, we have the tau-cover of the KdV hierarchy:
∂fk
∂tn
= Ωk,n,
∂u
∂tn
= R′n+1, k, n ≥ 0.
In order to introduce the odd flows, we must show that
∂Rk+1
∂τn
are total x-derivatives of some
differential polynomials (c.f. discussions given in Sec. 4). Due to the identities
∂Rk+1
∂τn
= ∂σn+1
∂tk
and
(5.14), we only need to prove that b(µ)c(λ)′ is a total x-derivative.
Lemma 5.9.
b(µ)c(λ)′ =

 1
µ− λ
(
pi
c(λ)
b(µ)
−
ε2
8
b(µ)
(
b(µ)
(
c(λ)
b(µ)
)′)′)′
λ
µ
,λ−
,
Proof. It is easy to derive the following equation from (5.1):
(5.21) (u(x)− λ)b(λ)2 +
ε2
8
(2b(λ)b(λ)′′ − (b(λ)′)2) = −pi.
We first apply the operator (5.15) to both sides of (5.21), then multiply the resulting equation by
b(λ) and use (5.21) again to obtain the following relation:
(5.22) b(µ)c(λ)′ =
[(
pi
b(µ)2
−
ε2
8
D(µ)
b(µ)2
)
b(µ)c(λ)′ − c(λ)b(µ)′
µ− λ
]
λ
µ
,λ−
,
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here the operator D(µ) is defined by
D(µ) = b(µ)2∂2x − b(µ)b(µ)
′∂x + (b(µ)
′)2 − b(µ)b(µ)′′.
The lemma then follows from (5.22). 
Theorem 5.10.
(1) There exist differential polynomials Φnk such that
∂Rk+1
∂τn
= (Φnk )
′.
(2) The following equations:
∂fk
∂tn
= Ωk,n;(5.23)
∂fk
∂τn
= Φnk ,(5.24)
together with the flows (5.17)–(5.20) give the super tau-cover of the KdV hierarchy.
Proof. The first statement follows from (5.14) and Lemma 5.9. The commutativity of the flows
given in the second statement follows from the relations f ′k = Rk+1. The theorem is proved. 
From these explicit formulae for the super tau-cover of the KdV hierarchy, it is not hard to check
that its dispersionless limit is indeed the super tau-cover of the dispersionless KdV hierarchy, which
is described in Sec. 3 and Sec. 4. From the expressions of the first two odd flows ∂
∂τ0
and ∂
∂τ1
, we
can recover the bihamiltonian structure of the KdV hierarchy given by the local functionals
P0 =
1
2
∫
θθ1; P1 =
1
2
∫ (
uθθ1 +
ε2
8
θθ3
)
.
It remains to show that this super tau-cover of the KdV hierarchy is exactly the deformation of the
super tau-cover of the dispersionless KdV hierarchy which admits Virasoro symmetries, and these
symmetries act linearly on the tau function of the KdV hierarchy.
To write down the Virasoro symmetries of the super tau-cover of the KdV hierarchy, we modify
the Virasoro operators presented in Example 4.2 by inserting the dispersion parameter ε as follows:
L−1 =
t20
2ε2
+
∑
k≥0
tk+1
∂
∂tk
+
∑
k≥0
(k + c0)τk+1
∂
∂τk
,
Lm =
ε2
2
∑
k+l=m−1
Γ(k + 32 )Γ(l +
3
2 )
Γ(12 )Γ(
1
2 )
∂2
∂tk∂tl
+
∑
k≥0
Γ(k +m+ 32 )
Γ(k + 12 )
tk
∂
∂tk+m
+
∑
k≥0
(k + c0)τk
∂
∂τk+m
+
1
16
δm,0, m ≥ 0.
Note that the tau function ZKdV of the KdV hierarchy satisfies the relation
ε
∂ logZKdV
∂tn
= fn, n ≥ 0,
and the requirement of linear actions of the Virasoro symmetries suggests that these symmetries
are given by the flows
∂ZKdV
∂sm
= LmZKdV, m ≥ −1.
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Thus the actions of these Virasoro symmetries on the one-point functions are given by
∂fn
∂s−1
=
t0
ε
δn,0 + fn−1 +
∑
k≥0
tk+1
∂fn
∂tk
+
∑
k≥0
(k + c0)τk+1
∂fn
∂τk
(5.25)
∂fn
∂sm
=
ε2
2
∑
k+l=m−1
Γ(k + 32 )Γ(l +
3
2 )
Γ(12 )Γ(
1
2 )
∂2fn
∂tk∂tl
(5.26)
+ ε
∑
k+l=m−1
Γ(k + 32 )Γ(l +
3
2 )
Γ(12 )Γ(
1
2 )
∂fn
∂tk
fl +
Γ(n+m+ 32 )
Γ(n+ 12 )
fn+m
+
∑
k≥0
Γ(k +m+ 32 )
Γ(k + 12 )
tk
∂fn
∂tk+m
+
∑
k≥0
(k + c0)τk
∂fn
∂τk+m
, m ≥ 0.
The action of the Virasoro symmetries on the other unknown functions are then given by
(5.27)
∂u
∂sm
:= ε
∂
∂t0
∂f0
∂sm
,
∂σn
∂sm
:= ε
∂
∂τn
∂f0
∂sm
.
The following theorem shows that the above defined flows indeed give the Virasoro symmetries of
the super tau-cover of the KdV hierarchy.
Theorem 5.11. The flows (5.17)–(5.20), (5.23), (5.24) of super tau-cover of the KdV hierarchy
and the flows (5.25)–(5.27) satisfy the following commutation relations:[
∂
∂tk
,
∂
∂sm
]
= 0,
[
∂
∂τk
,
∂
∂sm
]
= 0,
[
∂
∂sn
,
∂
∂sm
]
= (n−m)
∂
∂sn+m
,
where m,n ≥ −1, k ≥ 0.
Proof. The proof is similar to the one of Theorem 4.6. We omit the details here. 
6. Conclusion
For an arbitrary Frobenius manifold M , we construct the super tau-cover of the associated
principal hierarchy in Theorems 3.5, 4.3 and 4.6. We also illustrate the existence of a deformation
of the super tau-cover of the dispersionless KdV hierarchy which possesses Virasoro symmetries
acting linearly on the tau function of the KdV hierarchy.
According to [14], the KdV hierarchy is uniquely determined by the linearizable Virasoro symme-
tries. Our construction of the super extension of the KdV hierarchy given in Sec. 5 implies that this
deformation of the super tau-cover of the dispersionless KdV hierarchy with linearizable Virasoro
symmetries is unique up to the addition of some constants to the flows ∂σk
∂τn
. If we require that these
flows belong to Aˆ2(M), then they are also uniquely fixed.
In general, we have the following conjecture.
Conjecture 6.1. For a semisimple Frobenius manifold M , there exists a unique homogeneous de-
formation of the super tau cover of its principal hierarchy such that it possesses Virasoro symmetries
which are induced from the following Virasoro symmetries of its tau function ZM :
(6.1)
∂ZM
∂sm
= LmZM , m ≥ −1,
where Lm is given in (4.17).
28 SI-QI LIU, ZHE WANG, YOUJIN ZHANG
Note that the first two odd flows of the super tau cover are exactly the bihamiltonian structure
of the even flows, so if the above conjecture holds true, then we have the following corollary.
Corollary 6.1. For a semisimple Frobenius manifold M , there exists a unique deformation of its
principal hierarchy such that it possesses a differential polynomial bihamiltonian structure and a set
of Virasoro symmetries which act linearly on its tau function.
More precisely, the above corollary shows that the integrable hierarchy satisfying all four axioms
of Dubrovin-Zhang theory given in [14] does exist.
Besides the above applications in the theory of Frobenius manifolds, one can also generalize
the notion of super tau cover to more general integrable systems, such as the ones with nonlo-
cal bihamiltonian structures. For example, we expect that there also exists super tau cover for
the Sawada-Kotera hierarchy [23], Kaup-Kuperschmidt hierarchy [17], and other Drinfeld-Sokolov
hierarchies [6, 19] associated to twisted affine Lie algebras.
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