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ConvergenceAbstract In this article, trigonometric B-spline collocation method is used to compute the numer-
ical solution of nonlinear Fisher’s equation, in which the nonlinear term is locally linearized. This
equation arises in many biological and chemical processes. The consistency of the proposed method
is shown using the concept of stability and convergence and to validate the numerical scheme, the
obtained theoretical results for convergence are given. We have simulated certain numerical exam-
ples of the Fisher’s equation and compared their results with the exact solutions of the problems.
The numerical results are found to be in good agreement with the exact solution. The accuracy
and efficiency of the method are discussed by computing L2 and L1 norm which are represented
in the forms of tables and figures.
 2016 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
It has been observed that nonlinear partial differential equa-
tions arise in modelling of various phenomena in engineering
and sciences. One of the important equations is Fisher’s equa-
tion which has well defined applications in various biological
and chemical processes, and in engineering such as gene prop-
agation [1,2], combustion [3], autocatalytic chemical reaction[4], and tissue engineering [5,6]. This one dimensional nonlin-
ear parabolic partial differential equation proposed by Fisher
[1], is a reaction diffusion type of equation that examines the
wave proliferation of a beneficial quality gene in a population.
It also describes the kinetic advancing rate of an advantageous
gene to portray the propagation of viral mutant in an infinitely
long habitat. So the study of this type of partial differential
equation becomes a relevant area of research.
Genetic engineering in animals has been increased signifi-
cantly in recent years and this made it a new area of research
in which different techniques are being applied to change the
genetic makeup of cells with the purpose of making an organ-
ism better in some way. By changing the genome, engineers are
able to give desirable properties to various organisms. The
most exciting potential applications of genetic modelling are
concerned with animal breeding and treatment of their genetic
disorders. Fisher’s equation plays an important role inplication
2 G. Arora, V. Joshidescribing various perspectives of genetic engineering. Most
commonly it is used to describe the cell behaviour. It is one
of the simplest reaction-diffusion equations, originally used
to study the spread of a favoured gene through a population.
This equation also serves as a good model to describe the
extension of an in vitro monolayer cell province in tissue engi-
neering. It depicts the conduct of a cell population as a union
of irregular cell movement and logistic multiplication, i.e.,
expansion up to the greatest cell thickness. It also predicts that,
under specific conditions, the cell movement front takes the
type of a travelling wave of fixed shape that proceeds at a
steady speed.
The Fisher’s equation can be expressed as follows:
@uðx; tÞ
@t
¼ m @
2uðx; tÞ
@x2
þ qfðuðx; tÞÞ; x 2 ð1;1Þ; t > 0 ð1Þ
where t and x are the time and spatial coordinate respectively,
m > 0 is diffusion coefficient, q > 0 is the reaction factor and
fðuðx; tÞÞ ¼ uðx; tÞð1 uðx; tÞÞ is the nonlinear reaction term
to explain a nonlinear development rate which is relative to
u, and diminishes as u expands, and vanishes when u ¼ 1. It
corresponds to the development of a populace u when there
is a point of confinement 1 on the population’s span that the
habitat can support. In the event, if u > 1 then fðuÞ < 0, that
is the population diminishes at whatever point u is more note-
worthy than limiting value. This elucidation proposes that the
surroundings can support a sure maximum populace [7] so that
0 6 uðx; 0Þ 6 1 for x 2 R ð2Þ
Due to existence of Fisher’s equation in many contexts, the
nonlinear term fðuÞ is referred to by different terminology
based on its role. The term fðuÞ is alluded to as a source or
reaction term that articulates to the confinement-fatality pro-
cess in a biological context. And, if any chemically responding
substance is diffusing through a medium, then its focus uðx; tÞ
fulfils mathematical Eq. (2), where fðuÞ depicts the rate of
expansion of the substance because of the synthetic response.
Different issues depicted by Eq. (2) incorporate the spread of
creature or plant populace and the advancement of neutron
populace in an atomic reactor, where fðuÞ represents the net
development rate.
In the past few years, Fisher’s equation has been studied by
many researchers because of its application in various other
fields. First of all pseudospectral approach has been applied
to get numerical solution of the Fisher’s equation by Gazdag
and Canosa [8] and by Olmos and Shizgal [9]. The moving
mesh method was applied to the equation by Qiu and Sloan
[10]. In the paper by Wazwaz and Gorguis [11], Adomian
decomposition scheme is used to find the exact solution to this
equation. Parekh and Puri [12] and Twizell et al. [13] have
implemented the implicit and explicit finite difference method
to discuss the numerical solution of Fisher’s equation. Mittal
and Jiwari [14] used the differential quadrature method to
solve this equation. Tang and Weber [15] anticipated a Galer-
kin finite element scheme whereas Al-Khaled [16] projected the
scheme known as sinc collocation to solve this equation.
Abdusalam and Fahmy [17] found the exact solution of gener-
alized telegraph Fisher’s equation. Mickens [18] proposed a
finite difference scheme to solve the Fisher’s equation and
named it as the best finite difference scheme. To find the
numerical solution of Fisher’s equation wavelet GalerkinPlease cite this article in press as: Arora G, Joshi V, A computational approach for so
in biological processes, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.201method has been used by Mittal and Kumar [19] and El-
Azab [20]. Simpson and Landman [21] obtained travelling
wave solution of this equation by using the exact characteris-
tics of the operator splitting error. The B-spline Galerkin
approach to find the approximate solution of this equation
has been used by Sahin et al. [22]. Mittal and Arora [23] used
a B-spline collocation method to solve Fisher’s equation. Haar
wavelet method for this equation has been used by Hariharan
et al. [24]. Aghamohamadi et al. [25] used tension spline to
solve nonlinear Fisher’s equation. Recently, Alquran et al.
[26] and Faye and Holzer [27] used fractional derivatives and
dynamical systems approach to solve Fisher’s equation
respectively.
In this paper, collocation method is implemented with
trigonometric B-spline as basis functions to solve various types
of Fisher’s equation. The altered primary and boundary condi-
tions for the Eq. (1) are prearranged as
uðx; 0Þ ¼ u0ðxÞ 2 ½0; 1; x 2 ð1;1Þ; ð3Þ
lim
x!1
uðx; tÞ ¼ 1; lim
x!1
uðx; tÞ ¼ 0: ð4Þ
lim
x!1
uðx; tÞ ¼ 0: ð5Þ
To implement the numerical scheme to Eq. (1), it is usual to
supplant the unbounded substantial domain with a limited
working out domain ½a; b. The aim of our study is to explore
the practicality of trigonometric B-spline collocation scheme
for the numerical solution of Fisher’s equation, with nonlocal
boundary conditions. Additionally, some numerical illustra-
tions with neighbourhood limit conditions and another with
distinctive boundary conditions are comprehended. The out-
comes are observed to be empowering.
This paper is prearranged in the following order. In Sec-
tion 2, the elucidation of the trigonometric cubic B-spline col-
location technique is given. Execution of the numerical method
is given in Sections 3 and 4. Sections 5 and 6, deal with the sta-
bility and convergence of the method respectively. Numerical
illustrations are displayed to establish the relevance and the
accuracy of the given scheme in Section 7. In the last Section 8,
the conclusion of the paper has been drawn.
2. Numerical scheme
The locale ½a; b is divided into consistently estimated limited
components of span h by knots xm such that
a ¼ x0 < x1 < x2 . . . xn1 < xn ¼ b. Let TBmðxÞ be trigonomet-
ric cubic B-splines with knots at the points
xm; m ¼ 0; 1; 2; . . . ; ;N. The arrangement of splines
fTB1;TB0;TB1; . . . ;TBN;TBNþ1g frames a foundation for
functions defined over ½a; b. An approximation UNðx; tÞ to
the exact solution uðx; tÞ can be expressed in terms of the cubic
trigonometric B-spline trial functions as follows:
UNðx; tÞ ¼
XNþ1
m¼1
CmðtÞTBmðxÞ ð6Þ
where CðtÞ are the time subordinate quantities to be resolved
from the limit conditions and the collocation type of the differ-
ential equations.
The cubic Trigonometric B-spline basis function TBmðxÞ,
for m ¼ 1; 0; . . . ;Nþ 1 is characterized aslution of one dimensional parabolic partial diﬀerential equation with application
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TBmðxÞ ¼ 1
w
p3ðxmÞ; if x 2 ½xm; xmþ1Þ
pðxmÞðpðxmÞqðxmþ2Þ þ qðxmþ3Þpðxmþ1ÞÞ þ qðxmþ4Þp2ðxmþ1Þ; if x 2 ½xmþ1; xmþ2Þ
qðxmþ4Þðpðxmþ1Þqðxmþ3Þ þ qðxmþ4Þpðxmþ2ÞÞ þ pðxmÞq2ðxmþ3Þ; if x 2 ½xmþ2; xmþ3Þ
q3ðxmþ4Þ; if x 2 ½xmþ3; xmþ4Þ
8>><>>: ð7Þ
Solution of parabolic partial differential equation 3where pðxmÞ ¼ sin xxm2
 
; qðxmÞ ¼ sin xmx2
 
;w ¼ sin h
2
 
sinðhÞ
sin 3h
2
 
and h ¼ ba
n
and TBmðxÞ is piecewise cubic trigonomet-
ric function with some geometric properties such as C2 conti-
nuity, non-negativity and partition of unity. Table 1 depicts
the values of TBmðxÞ; TB0mðxÞ and TB00mðxÞ. The approxima-
tions for the value of UðxÞ; U0ðxÞ and U00ðxÞ at the knots are
resolved by the component parameters Cm defined as
UmðxÞ ¼ a1Cm1 þ a2Cm þ a1Cmþ1
U0mðxÞ ¼ a3Cm1 þ a4Cmþ1
U00mðxÞ ¼ a5Cm1 þ a6Cm þ a5Cmþ1
ð8Þ
where the first and second derivatives, with respect to x of
UðxÞ, are denoted by U0ðxÞ and U00ðxÞ and
a1 ¼
sin2 h
2
 
sinðhÞsin 3h
2
  ; a2 ¼ 2
1þ 2cosðhÞ ;
a3 ¼ 3
4sin 3h
2
  ; a4 ¼ 3
4sin 3h
2
  ;
a5 ¼ 3ð1þ 3cosðhÞÞ
16sin2 h
2
 
2cos h
2
 þ cos 3h
2
   ; a6 ¼ 3cos2 h2 
sin2 h
2
 ð2þ 4cosðhÞÞ :Table 1 Values of TBm(x) and its derivatives for different
knot points.
x xm2 xm1 xm xmþ1 xmþ2
TBmðxÞ 0 a1 a2 a1 0
TB0mðxÞ 0 a3 0 a4 0
TB00mðxÞ 0 a5 a6 a5 0
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Figure 1 Eigenvalues of matrix M with 20 grid points.3. The initial vector C0
The introductory vector C0 can be acquired from the
beginning conditions and boundary values of the derivatives
subsidiaries conditions as
Uxða; 0Þ ¼ uxðx0; 0Þ
Uðxm; 0Þ ¼ u0ðxm; 0Þ; m ¼ 1; 2; . . . ;N 1:
Uxðb; 0Þ ¼ uxðxN; 0Þ
This will generate the ðNþ 1Þ  ðNþ 1Þ system of the
equations in the following form:
a2 a1  a1a4a3 0 0 0 0
a1 a2 a1   0
0 a1 a2 a1 0 0
0 0 a1 a2 a1 0
0     0
0 0 0 0 a1  a1a3a4 a2
26666666664
37777777775
C00
C01


C0m1
C0m
2666666664
3777777775
¼
uðx0; 0Þ  a1a3 uxðx0; 0Þ
uðx1; 0Þ


uðxN; 0Þ
uðxN; 0Þ  a1a4 uxðxN; 0Þ
26666666664
37777777775
ð9Þ
This system can be solved using Matlab.Please cite this article in press as: Arora G, Joshi V, A computational approach for so
in biological processes, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2014. Solution of Fisher’s equation
The estimated solution UmðxÞ for the Eq. (1) can be attained
by considering the limited domain ½a; b with the initial condi-
tion uðx; 0Þ ¼ u0ðxÞ, and limit conditions,
uða; tÞ ¼ g0; uðb; tÞ ¼ g1. In Eq. (1) the time derivative when
discretized in normal finite difference way, yields
Unþ1m Unm
Dt
¼ m ðUxxÞ
n
m þ ðUxxÞnþ1m
2
 !
þ q ðfðUmÞÞ
n þ ðfðUmÞÞnþ1
2
: ð10Þ
On simplifying and linearizing the nonlinear terms we
get
Unþ1m q
m
2
ðUxxÞnþ1m ¼ R: ð11Þ
where q ¼ 1Dt q 12þ qUnm
 
and R ¼ UnmDt þ m ðUxxÞ
n
m
2
þ q Unm
2
 
. On
substituting the values of Um and its derivatives from the Eq.
(8) in (11) and simplifying, we obtain the following system:lution of one dimensional parabolic partial diﬀerential equation with application
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m
2
a5Þ þ Cnþ1mþ1ðqa2 
m
2
a6Þ þ Cnþ1mþ2ðqa1 
m
2
a5Þ ¼ R:
ð12Þ
This system has ðNþ 1Þ linear equations in ðNþ 3Þ
unknowns dn ¼ fCn1;Cn0;Cn1; . . . ;CnN;CnNþ1g. To get the unique
solution for this framework, two extra restrictions are required
and these are acquired from the boundary conditions
uða; tÞ ¼ g0 and uðb; tÞ ¼ g1. The obligation of boundary con-
ditions empowers us to wipe out the parameters C1 and
CNþ1 from framework (12) and now it diminishes to a
ðNþ 1Þ  ðNþ 1Þ matrix system, given bya2a5m
2a1
 
 a6m
2
0 0 0 0 0
ðqa1  a5m2 Þ ðqa2  a6m2 Þ ðqa1  a5m2 Þ   0
0 ðqa1  a5m2 Þ ðqa2  a6m2 Þ ðqa1  a5m2 Þ 0 0
0 0 ðqa1  a5m2 Þ ðqa2  a6m2 Þ ðqa1  a5m2 Þ 0
0     0
0 0 0 0 0 a2a5m
2a1
 
 a6m
2
266666666664
377777777775
C0
C1


Cm1
Cm
2666666664
3777777775
¼
R g0
a1
ðqa1  ma52 Þ
R


R
R g1
a1
ðqa1  ma52 Þ
26666666664
37777777775
ð13Þwhich can be solved by using Matlab. The time advancement
of the approximate solution UNðx; tÞ is dictated by develop-
ment of the vector dn, which is discovered over and over by
using the recurrence relation.
5. Stability of the numerical scheme
The stability of the given scheme is discussed using matrix
method. To implement the method discretizing our differential
Eq. (1), becomes
Unþ1m Unm
k
¼ m ðUxxÞ
nþ1
m þ ðUxxÞnm
2
þ FðuÞ: ð14Þ
This can also be written as
Unþ1m
k
 m ðUxxÞ
nþ1
m
2
¼ U
n
m
k
þ m ðUxxÞ
n
m
2
þ FðuÞ: ð15Þ−0.2 0 0.2 0.4 0.6 0.8
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Figure 2 Eigenvalues of matrix M with 40 grid points.
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get
Cnþ1m1
a1
k
 a5m
2
 
þCnþ1m
a2
k
 a6m
2
 
þCnþ1mþ1
a1
k
 a5m
2
 
¼ Cnm1
a1
k
þ a5m
2
 
þCnm
a2
k
þ a6m
2
 
þCnmþ1
a1
k
þ a5m
2
 
þ FðuÞ:
ð16Þ
taking m ¼ 0; 1; 2; . . . ;Nþ 1. The above system can be written
in matrix form, which is as follows:ACnþ1 ¼ BCn þ FðuÞ ð17Þ
or
Cnþ1 ¼ MCn þ bm ð18Þ
where bm is a vector containing known boundary values and
the iterative matrix M ¼ A1B whose eigenvalues are km for
all m ¼ N, where N is the dimension of the matrixM. The con-
dition for stability on the eigenvalues is max jkj < 1 which is
demonstrated with the help of Figs. 1–3 for different grid
points. Hence the given scheme is unconditionally stable.
6. Convergence analysis
Before we start the convergence analysis, let us consider a cita-
tion from [28], to derive certain results which are prerequisite
to prove convergence of the proposed method.−0.2 0 0.2 0.4 0.6 0.8
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Figure 3 Eigenvalues of matrix M with 60 grid points.
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Solution of parabolic partial differential equation 5Theorem 6.1. Suppose that fðxÞ 2 C4½0; 1 and kf4ðxÞk 6
L 8x 2 ½0; 1 and D ¼ 0 ¼ x0 < x1 . . . < xN ¼ 1 be equality
spaced partition of [0,1] with step size h. If SDðxÞ be the
unique spline function that interpolate fðxÞ at nodes
x0; x1; . . . ; xN 2 D, then there exists a constant kj 6 2 such that
8x 2 ½0; 1
f jðxÞ  SjDðxÞ
  6 kjLh4j
where j ¼ 0; 1; 2; 3 and k  k represent the 1-norm [28].
Lemma 6.2. The Trigonometric B-spline fTB1;TB0; . . .
TBNþ1g satisfies the following inequality:
XNþ1
m¼1
TBmðxÞ

 6 83
Proof.X
TBmðxÞ ¼ TBm1ðxÞ þ TBmðxÞ þ TBmþ1ðxÞ
¼ a1 þ a2 þ a1X
TBmðxÞ
  6 ja1j þ ja2j þ ja1j
6 1þ 2
3
þ 1 ¼ 8=2
Theorem 6.3. If UðxÞ is the trigonometric B-spline collocation
approximation to the exact solution uðxÞ then
kuðx; tnÞ Uðx; tnÞk ¼ qðkþ h2Þ
where k ¼ Dt and h ¼ xiþ1  xi.
Proof. Let uðxÞ be the exact solution of given Eq. (1) with the
initial condition (3) and the boundary condition (4) and0
5
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Figure 4 Traveling wave solutions of Example 1 for q ¼
Please cite this article in press as: Arora G, Joshi V, A computational approach for so
in biological processes, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.201UðxÞ ¼
XNþ1
m¼1
CmðtÞTBmðxÞ
be the trigonometric B-spline collocation approximation to
uðxÞ. To take care of round off error in computations, we
assume that bUðxÞ be the computed spline for UðxÞ so that
bUðxÞ ¼ XNþ1
m¼1
bCmðtÞTBmðxÞ
where bC ¼ ð bC1; bC0; bC1; . . . ; bCNþ1Þ. To calculate the approxi-
mate error kuðxÞ UðxÞk1, we must assess the error
UðxÞ  u^ðxÞk k1 and bUðxÞ UðxÞ 1 separately. For this we
adopt Eq. (5), to give
AC ¼ r ð19Þ
A bC ¼ r^ ð20Þ
On subtracting (19) and (20) we get
AðC bCÞ ¼ ðr r^Þ ð21Þ
The bound for kr r^k1, can be obtained as
rðxjÞ  r^ðxjÞ
  ¼ rðxj;UðxjÞ;U0jðxjÞ;U00j ðxjÞÞ
 r^ðxj; bUðxjÞ; bU0jðxjÞ; bU00j ðxjÞÞ
kr r^k16MðjUðxÞ bUðxÞjþ jU0ðxÞ bU0ðxÞjþ jU00ðxÞ bU00ðxÞjÞ
Using Theorem 6.1 we get
kr r^k1 6MLk0h4 þMLk1h3 þMLk2h2
It can be written in the following form:
kr r^k1 6M1h20
5
x 10−3
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1 and N ¼ 41 at t ¼ 0:001; 0:002; 0:003; 0:004; 0:005.
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Table 2 Absolute errors in the TBC solutions of Example 1 with q ¼ 1; a ¼ 0:2 and Mt ¼ 0:0001 at different time levels.
Time = 0.001 Time = 0.002 Time = 0.003
x Num Exact Abs. Error Num Exact Abs. Error Num Exact Abs. Error
22 0.2000031 0.2000031 2.13875E9 0.2000031 0.2000031 4.27896E9 0.2000031 0.2000031 6.42062E9
14 0.2003024 0.2003022 1.68083E7 0.2003026 0.2003022 3.36253E7 0.2003028 0.2003023 5.0451E7
6 0.2264218 0.2264166 5.18408E6 0.2264391 0.2264287 1.03737E5 0.2264565 0.2264409 1.55688E5
2 0.3960443 0.3960148 2.95696E5 0.3961448 0.3960857 5.91566E5 0.3962453 0.3961566 8.87612E5
10 0.9973073 0.9973063 1.07392E6 0.9973092 0.9973070 2.14679E6 0.9973110 0.9973078 3.21863E6
18 0.9999700 0.9999695 5.45852E7 0.9999701 0.9999690 1.09127E6 0.9999701 0.9999684 1.63624E6
22 0.9999968 0.9999968 2.1373E9 0.9999968 0.9999968 4.27316E9 0.9999968 0.9999968 6.40756E9
Table 3 L2 and L1 errors in the TBC solutions of Example 1 with q ¼ 2000 and Mt ¼ 0:00001 at different time levels.
Time 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004
L2 1.8721E5 2.8082E5 3.7442E5 4.6801E5 5.6161E5 6.5520E5 7.4879E5
L1 4.0085E5 6.0128E5 8.0170E5 1.0021E4 1.2025E4 1.4030E4 1.6034E4
Table 4 Absolute errors in the TBC solutions of Example 2 N ¼ 360 and Mt ¼ 0:01 at different time levels.
Time = 2 Time = 3 Time = 4
x Num Exact Abs. Error Num Exact Abs. Error Num Exact Abs. Error
4 0.9775821 0.9780525 4.70E4 0.9860122 0.9865722 5.60E4 0.9912214 0.9918123 5.90E4
0 0.7235071 0.7232432 2.63E4 0.8114322 0.8116254 1.93E4 0.8761190 0.8765986 4.79E4
4 0.1428995 0.1422273 6.72E4 0.2155247 0.2146850 8.39E4 0.3115492 0.3106863 8.62E4
8 0.0096899 0.0096297 6.02E5 0.0158838 0.0157782 1.05E4 0.0259265 0.0257503 1.76E4
12 0.0005734 0.0005698 3.61E6 0.0009457 0.0009392 6.57E6 0.0015593 0.0015475 1.18E5
13 0.0002822 0.0002805 1.78E6 0.0004656 0.0004624 3.24E6 0.0007679 0.0007621 5.82E6
14 0.0001389 0.0001380 8.75E7 0.0002291 0.0002276 1.59E6 0.0003780 0.0003752 2.86E6
15 6.84E5 6.79E5 4.29E7 0.0001127 0.00011201 7.70E7 0.0001860 0.0001846 1.36E6
16 3.36E5 3.34E5 2.02E7 5.55E5 5.51E5 3.36E7 9.14E5 9.09E5 5.54E7
17 1.65E5 1.65E5 6.18E8 2.72E5 2.71E5 3.76E8 4.47E5 4.47E5 2.73E8
18 8.00E6 8.10E6 9.95E8 1.30E5 1.33E5 3.27E7 2.13E5 2.20E5 7.34E7
19 3.55E6 3.98E6 4.37E7 5.55E6 6.57E6 1.02E6 8.82E6 1.08E5 2.01E6
6 G. Arora, V. Joshiwhere M1 ¼ MLk0h2 þMLk1h1 þMLk2
Now from the Eq. (21) we have
ðC bCÞ ¼ A1ðr r^Þ
Taking norm on both sides, we have
kC bCk ¼ A1ðr r^Þ 6 kA1kkr r^k 6M2h2
where M2 ¼ M1kA1k
Now from UðxÞ  bUðxÞ=PNþ1j¼1ðcj  c^jÞTBjðxÞ we have
UðxÞ  bUðxÞ 
1
¼
XNþ1
j¼1
ðcj  c^jÞTBjðxÞ


6 cj  c^j
 
1
XNþ1
j¼1
ðcj  c^jÞTBjðxÞ

 6 83M2h2
kuðxÞ UðxÞk 6 kuðxÞ  bUðxÞk þ k bUðxÞ UðxÞk
6 k0Lh4 þ 8
3
M2h
2 ¼ ðk0Lh2 þ 8
3
M2Þh2Please cite this article in press as: Arora G, Joshi V, A computational approach for so
in biological processes, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.201kuðxÞ UðxÞk 6 wh2
where w ¼ k0Lh2 þ 83M2
kuðx; tnÞ Uðx; tnÞk ¼ qðkþ h2Þ
where q is some constant. Thus the order of the convergence of
the scheme is oðkþ h2Þ. h7. Numerical experiment and discussion
In this section we have solved three problems of Fisher’s equa-
tion with distinctive initial conditions and examined the
numerical results.
Example 1. Consider the modified form of Fisher’s equation
given by
@u
@t
¼ m @
2u
@x2
ðx; tÞ þ quð1 uÞðu dÞ where 0 < d < 1 ð22Þlution of one dimensional parabolic partial diﬀerential equation with application
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Figure 5 Time dependent profiles versus x of Example 2 for
q ¼ 1 and N= 41 at time t ¼ 1; 2; 3; 4; 5.
Table 7 L2 and L1 errors in the TBC solutions of Example 3
for q ¼ 1 with h ¼ 0:0001 and Mt ¼ 0:00001 at different time
levels.
Time 0.001 0.002 0.003 0.004
L2 1.1237E5 1.6863E5 2.6881E5 3.9278E5
L1 2.0834E5 4.1668E5 6.2504E5 8.3340E5
0.25 0.3 0.35 0.4 0.45
0.2
0.205
0.21
0.215
0.22
0.225
x
u(
x,
t) Exact Solution for T=0.001
Numerical Solution for T=0.001
Exact Solution for T=0.004
Numerical Solution for T=0.004
Exact Solution for T=0.008
Numerical Solution for T=0.008
Exact Solution for T=0.012
Numerical Solution for T=0.012
Exact Solution for T=0.016
Numerical Solution for T=0.016
Figure 6 Time dependent profiles versus x of Example 3 for
q ¼ 1 and N= 41 at time t ¼ 0:001; 0:004; 0:008; 0:012; 0:016.
Solution of parabolic partial differential equation 7which is also known as FitzHugh-Nagumo equation. A partic-
ular solution of the Eq. (22) was found as
uðx; tÞ¼ 1
2
ð1þdÞþ1
2
ð1dÞ tanh ð1dÞ
2
ﬃﬃﬃ
2
p xþð1d
2Þ
2
ﬃﬃﬃ
2
p t
	 

ð23Þ
The numerical solution of Eq. (22) with boundary
conditions
lim
x!1
uðx; tÞ ¼ 0:2; lim
x!1
uðx; tÞ ¼ 1:
taking ½a; b ¼ ½22; 22 has been obtained for different num-
ber of partitions N ¼ 41 and 410 at q ¼ 1 with Mt ¼ 0:0001.
Fig. 4 shows the exact and numerical solution at different time
levels. The results are characterized graphically, so that we can
compare the results with the exact solution. The obtained
results are found in good agreement with the exact solution
of the problem. To compare the numerical solution with the
exact solution for q ¼ 1 and d ¼ 0:2, results are depicted in
Table 2 and the L2 and L1 errors are presented in Table 3.Table 5 L2 and L1 errors in the TBC solutions of Example 2 with
Time 2 3
L2 5.9148E4 6.1803E4
L1 9.7531E4 9.1280E4
Table 6 Absolute errors in the TBC solutions of Example 2 with q
Time = 0.001 Time = 0.002
x Num Exact Abs. Error Num Exa
0.2 0.2301669 0.2301668 1.09E7 0.2303666 0.23
0.3 0.2204797 0.2204796 1.13E7 0.2206748 0.22
0.4 0.2110240 0.2110239 1.16E7 0.2112143 0.21
0.5 0.2018060 0.2018059 1.18E7 0.2019914 0.20
0.6 0.1928307 0.1928306 1.20E7 0.1930111 0.19
0.7 0.1843126 0.1843125 1.22E7 0.1844881 0.18
0.8 0.1762373 0.1762371 1.24E7 0.1764078 0.17
Please cite this article in press as: Arora G, Joshi V, A computational approach for so
in biological processes, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.201Example 2. Consider the Eq. (1) with m ¼ 1; q ¼ 1 and
fðuðx; tÞÞ ¼ u2ð1 uÞ, which is Fisher-type equation, subject
to initial condition
uðx; 0Þ ¼ 1
1þ exp xﬃﬃ
2
p
  ð24Þ
and the boundary conditions given by
lim
x!1
uðx; tÞ ¼ 1; lim
x!1
uðx; tÞ ¼ 0:N ¼ 360 and Mt ¼ 0:01 at different time levels.
4 5 6
6.2957E4 6.3419E4 6.3575E4
8.6543E4 8.2610E4 7.9274E4
¼ 1 N ¼ 410 and Mt ¼ 0:00001 at different time levels.
Time = 0.003
ct Abs. Error Num Exact Abs. Error
03664 1.29E7 0.2305653 0.2305661 8.04E7
06745 2.26E7 0.2208699 0.2208696 3.32E7
12141 2.31E7 0.2114047 0.2114044 3.47E7
19912 2.37E7 0.2021769 0.2021766 3.55E7
30109 2.41E7 0.1931917 0.1931913 3.61E7
44878 2.44E7 0.1846637 0.1846633 3.65E7
64076 2.37E7 0.1765781 0.1765782 5.14E8
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Figure 7 Traveling wave solutions of Example 3 for q ¼ 1 and N ¼ 410 at t ¼ 0:001; 0:004; 0:008; 0:012; 0:016.
Table 8 Absolute errors in the TBC solutions of Example 2 with q ¼ 6, N ¼ 410 and Mt ¼ 0:000001 at different time levels.
Time = 0.0001 Time = 0.0002 Time = 0.0003
x Num Exact Abs. Error Num Exact Abs. Error Num Exact Abs. Error
0.1 0.22570537 0.22570531 6.67E8 0.2258239 0.2258238 1.33E7 0.2259425 0.2259423 1.99E7
0.2 0.20265195 0.20265188 7.09E8 0.2027634 0.2027633 1.42E7 0.2028750 0.2028748 2.13E7
0.3 0.18105066 0.18105059 7.37E8 0.1811547 0.1811546 1.47E7 0.1812589 0.1812586 2.21E7
0.4 0.16095951 0.16095943 7.52E8 0.1610559 0.1610558 1.50E7 0.1611525 0.1611522 2.26E7
0.5 0.14240886 0.14240879 7.54E8 0.1424976 0.1424974 1.51E7 0.1425864 0.1425862 2.26E7
0.6 0.12540281 0.12540274 7.44E8 0.1254839 0.1254837 1.49E7 0.1255650 0.1255648 2.23E7
0.7 0.10992128 0.10992121 7.23E8 0.1099948 0.1099947 1.45E7 0.1100684 0.1100682 2.17E7
0.8 0.09592292 0.09592285 6.94E8 0.0959892 0.0959890 1.39E7 0.0960555 0.0960553 2.08E7
0.9 0.08334843 0.08334836 6.58E8 0.0834078 0.0834076 1.32E7 0.0834672 0.0834670 1.95E7
0.2
0.205
0.21
u 
(x
,t) Exact Solution for T=0.0001
Numerical Solution for T=0.0001
Exact Solution for T=0.0005
8 G. Arora, V. JoshiThe exact solution of this equation is given by [29] as
uðx; tÞ ¼ 1
1þ expðvðx vtÞÞ ; where v ¼
1ﬃﬃﬃ
2
p ð25Þ
The numerical result is obtained for domain ½20; 20 at
different time levels with Mt ¼ 0:01 and N ¼ 360. The obtained
results are presented in Table 4. Fig. 5 presents the exact and
numerical solution graphically at different times. The obtained
L2 and L1 errors are presented in Table 5.
Example 3. Consider the Eq. (1) with fðuÞ ¼ quð1 uÞ and
m ¼ 1 in the domain ½0; 1. For this equation, initial condition
has been considered as
uðx; 0Þ ¼ 1ð1þ expðqxÞÞ2 ð26ÞTable 9 L2 and L1 errors in the TBC solutions of Example 3
for q ¼ 6 with h ¼ 0:0001 and Mt ¼ 0:000001 at different time
levels.
Time 0.0001 0.0002 0.0003 0.0004
L2 7.0594E5 1.5179E4 2.4280E4 3.4091E4
L1 1.2502E4 2.5006E4 3.7514E4 5.0025E4
Please cite this article in press as: Arora G, Joshi V, A computational approach for so
in biological processes, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.201with boundary conditions given by (4) and the exact solution
in closed form used by [24]
uðx; tÞ ¼ 1
1þ exp ﬃﬃq
6
p 
x 5q t
6
   2 ð27Þ0.14 0.16 0.18 0.2 0.22 0.24 0.26
0.19
0.195
x
Numerical Solution for T=0.0005
Exact Solution for T=0.001
Numerical Solution for T=0.001
Exact Solution for T=0.0015
Numerical Solution for T=0.0015
Exact Solution for T=0.002
Numerical Solution for T=0.002
Figure 8 Time dependent profiles versus x of Example 3 for
q ¼ 6 and N= 41 at time t ¼ 0:0001; 0:0005; 0:001;
0:0015; 0:002.
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Figure 9 Traveling wave solutions of Example 3 for q ¼ 6 and N ¼ 41 at t ¼ 0:0001; 0:0005; 0:001; 0:0015; 0:002.
Solution of parabolic partial differential equation 9For q ¼ 1, the numerical solution computed for
Mt ¼ 0:00001 and N ¼ 410 at different time levels is presented
in Table 6. The obtained L2 and L1 errors are depicted in
Table 7. The comparison of numerical and exact solution is
presented graphically by Figs. 6 and 7.
For q ¼ 6, the numerical solution computed for
Mt ¼ 0:000001 and N ¼ 410 at different time levels is presented
in Table 8. The obtained L2 and L1 errors are depicted in
Table 9. The comparison of the numerical and the exact
solution is presented graphically by Figs. 8 and 9.8. Conclusion
Due to its numerous applications in chemical and biological
processes, Fisher’s equation has become a focal point of fas-
cination for researchers who have attempted to solve it in
recent years by distinctive methods. In this article, the
trigonometric cubic B-spline basis function is used to solve
Fisher’s equation with collocation method by locally lineariz-
ing the nonlinear term. The stability and convergence of the
scheme is proved using theoretical results. The approximated
results are compared with the exact solutions by obtaining
the absolute, L2 and L1 errors. It is evident that the obtained
numerical results are in good conformity with the exact solu-
tions. It can be concluded that the method is an economical
and efficient technique for finding numerical solutions for a
variety of linear and nonlinear physical models. The present
method can also be applied to two dimensional problems
with efficacy.References
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