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Abstract
A generalized zero-range process with a limited number of long-range interactions
is studied as an example of a transport process in which particles at a T-junction make
a choice of which branch to take based on traffic levels on each branch. The system is
analysed with a self-consistent mean-field approximation which allows phase diagrams
to be constructed. Agreement between the analysis and simulations is found to be very
good.
1 Introduction
The zero-range process (ZRP) [1] is a simple model, in which particles hop from site to
site on a lattice, that has a soluble nonequilibrium steady state for a number of cases.
As such it has been employed extensively as a model for the analysis of nonequilibrium
phenomena. Studies have ranged from fundamental investigations of nonequilibrium
steady states and phase transitions [2, 3, 4, 5, 6] to simple models of real systems
such as gel electrophoresis, sandpile dynamics, traffic and compartmentalized granular
gases [7, 8, 9, 10]. Some interesting properties of the ZRP are the following. It has
a soluble nonequilibrium steady state, as stated before, and the statistical weight of
configurations in the steady state is described by a product measure. The relative
simplicity of this product measure form makes the steady state highly amenable to
analysis. The ZRP also displays condensation transitions where a finite fraction of the
particles in the system condense onto a single site. Of particular interest is the fact that
these transitions can take place on a one-dimensional lattice, something that would not
be expected for an equilibrium system without long-range interactions. In homogeneous
systems these phase transitions can be of a spontaneous symmetry breaking nature,
something that has been exploited in traffic models as a possible mechanism for the
‘jam from nowhere’ phenomenon [11, 12]. The ZRP has also been proposed as a generic
model for domain dynamics of one-dimensional driven diffusive systems with conserved
1
density, through which it provides a criterion for the existence of phase separation in
such models [13].
Recently, several generalizations of the basic ZRP have attracted much attention
in the literature, from both fundamental and application standpoints. One such gener-
alization is a system with open boundary conditions, which can display condensation
in cases where none exists for the periodic ZRP [14]. Systems with multiple species of
particles have been proposed, to study inter-species mechanisms which can lead to new
condensation types [15, 16, 17, 18] and to model weighted directed networks [19]. The
ZRP has also been generalized to continuous masses, and a general criterion for phase
transitions could be stated [20, 21, 22, 23]. One aspect that has long been known is
the fact that the ZRP can be solved on an arbitrary lattice [1], i.e., with a prescribed
set of probabilities for a particle to hop from one particular site to another. This has
been generalized recently to continuous masses [24]. ZRP’s on complex networks have
also attracted much attention recently [25, 26, 27, 28, 29]. For an overview of the ZRP
and many of its generalizations see [2].
The aim of this work is to investigate the ZRP with limited long-range interactions.
Specifically, we study a ZRP on a ring lattice, a section of which consists of two
branches, with T-junctions at both ends. The rates for a particle at the junction
to take one branch or the other are based on the total numbers of particles on the
branches. Another way of looking at this is a ZRP on an evolving lattice, with the
evolution of the lattice dependent on the state of the system. While the connectivity of
the sites is fixed, the probability of particles taking a particular branch at the junction
changes dynamically with the state of the system. Thus, the structure of the lattice
is static, but the properties of some of the links are allowed to change. Many real
systems involve processes which take place on evolving lattices or networks. Food webs
constitute one example – see, e.g., [30] – with the network reflecting predator-prey
or ”who eats whom” relations. Clearly these interactions will change with time. For
example if one species is near extinction, its predators will preferentially prey on other
species, or even begin preying on new species entirely. Another example is a traffic
network; here the structure of the network is largely fixed, but the route which a driver
is inclined to take may change depending on the levels of traffic in various parts of the
system and any traffic calming measures that are employed (e.g., lanes reserved for
buses only during peak times).
Often problems posed on evolving networks, possibly with long-range interactions,
are difficult to solve. Thus, it will be helpful to identify simple exactly or approximately
soluble models on such evolving networks or lattices. They can contribute important
steps towards the understanding of such systems.
The paper is organized as follows: In section 2, the model studied is introduced;
in section 3 the model is analysed using the solution of the ZRP on a fixed arbitrary
lattice as the starting point for a mean-field treatment; extensive numerical results are
presented in section 4; finally, in section 5, the implications of this work are discussed
and conclusions are drawn.
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Figure 1: Diagram of the basic system. The lattice consists of a main stretch which splits into
two branches (denoted left and right) at a T-junction before later rejoining. The branches
may have different hop rates and different lengths. At the first junction particles hop to
the left or right branches with probabilities that depend on the total numbers of particles in
each branch.
2 The Model
The simple model studied in this paper is defined as follows. Particles hop from site
to site on a lattice which consists of a “main stretch” of Lm sites, branching at a T-
junction into two other lanes: labeled “left” and “right” branches, with Lℓ and Lr sites
respectively. At the end, these branches converge to rejoin the main stretch (Figure 1).
Since the system is periodic, the total number of particles on the lattice, Ntot, is fixed.
There is no exclusion, so that each site can hold any number of particles. The state of
the system is completely described by the set of site occupancies {ni}. Particles hop
from a site i with a rate ui(ni), i.e., a rate dependent on the number of particles at that
site, ni. This corresponds to a particle on site i hopping with a probability ui(ni)dt in
a suitably small time interval, dt. Particles hop to the rightmost adjacent site, except
at the T-junction where a particle hops to the left branch with a probability x and to
the right branch with a probability 1− x. If x is a constant, then this system can be
solved using results for the ZRP on an arbitrary network [1, 3]. In this work, we extend
the model to cases where x depends on the number of particles in the left branch Nℓ
and/or the number of particles in the right branch Nr. Thus, x changes dynamically
with the configuration of the system.
To keep our model as simple as possible without being completely trivial, we take
rates that are uniform within each section and proportional to the standard ZRP form:
u(n) = 1 + b/n, with b > 2 so as to produce condensation in the ordinary case [3, 4].
Specifically, we choose, for the main stretch, left branch and right branch, respectively
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um(n) = u(n) (1a)
uℓ(n) = p u(n) (1b)
ur(n) = q u(n) , (1c)
where p and q are constants. The most general scenario involves arbitrary (positive)
p, q. In this work, we restrict our simulations and analysis to the unit square in the p-q
plane. Our main aim is to investigate what happens when a particle at the T-junction
has advance knowledge of the states of the branches and stochastically selects which
branch to take on the basis of this knowledge. An obvious case to consider is some
repulsion from highly occupied branches. In particular, one can consider the case in
which where a particle only has knowledge of the state of one branch. It turns out
that this situation is one of the simplest to treat analytically. An example of such a
system is a car faced with the choice between a direct major route with frequent traffic
reporting or a longer minor route without any traffic reporting. Heavy traffic may
occur on either route and the question is: would it be faster to continue into a known
jam or take a longer route with an unknown state? A possible form of x to represent
this idea is a linear dependence on the occupation of the left branch
x =
[
1−
QNℓ
Ntot
]
Θ
(
1−
QNℓ
Ntot
)
, (2)
where Q is a constant and the Heaviside function, Θ(n), ensures that x, a probability,
does not become negative. Another natural case to consider is the particle making a
choice based on knowledge of the occupations of both branches. A form of x that falls
within this category is
x =
Nr
Nℓ +Nr
. (3)
This form implies that a particle is more likely to take the branch with the lower
occupation, a realistic choice for a driver trying to avoid a jam. Obviously, this choice
embodies an extra symmetry, allowing certain simplification in the analysis.
3 Analysis
The simple model defined above is amenable to an approximate analysis based on
the solution of the system with a fixed x, the steady state of which is known exactly
[1, 3, 31]. As a precursor to the analysis for the variable-x system, results for the
fixed-x system are reviewed briefly.
3.1 Fixed-x system
Focusing only on the transitions between “fluid” (homogeneous) and condensed states,
we may exploit the grand-canonical formalism. As in textbook treatments, the number
of particles in such an approach is allowed to vary and only the mean number of particles
4
is controlled by the fugacity parameter: z. Within this framework, the steady-state
distribution of the occupations of the sites of the system is found to be
P({ni}) =
1
Z
[∏
i∈ms
fm(ni)z
ni
]∏
j∈lb
fℓ(nj)(zx)
nj


[∏
k∈rb
fr(nk)(z(1 − x))
nk
] , (4)
where the products go over the sites which are in the main stretch (ms), the left branch
(lb) and the right branch (rb), respectively. Here,
fµ(n) =


n∏
k=1
uµ(k)
−1 for n > 0
1 for n = 0
, (5)
and obviously, the subscript µ = m, ℓ, r for the ms, lb, and rb, respectively. Finally,
Z is a normalization constant, akin to the grand-canonical partition function,
Z =
∞∑
n1=0
∞∑
n2=0
· · ·
∞∑
nL=0
[∏
i∈ms
fm(ni)z
ni
]∏
j∈lb
fℓ(nj)(zx)
nj


[∏
k∈rb
fr(nk)(z(1 − x))
nk
] . (6)
With the chosen hopping rates (1), we have fm(n) = f(n), fℓ(n) = p
−nf(n) and
fr(n) = q
−nf(n), so that this expression simplifies considerably:
Z =
∑
{n}
[∏
i∈ms
f(ni)z
ni
]∏
j∈lb
f(nj)(zx/p)
nj

[∏
k∈rb
f(nk)(z(1 − x)/q)
nk
]
. (7)
3.1.1 Condensation transitions in the fixed-x system
Let us first remind the reader that the grand-canonical treatment gives the correct
distribution of the system only below a certain critical density ρc. Of course, due to
the presence of the branches, this quantity will depend on the parameters (x, p, q). To
see how this arises, we will need the expression which relates the overall density of the
system (ρ ≡ Ntot/L) to the fugacity z. But we have three sections and the average
density of each must be considered separately. To facilitate, let us define
g (ζ) ≡
∑∞
n=0 nζ
nf(n)∑∞
n=0 ζ
nf(n)
, (8)
which can be used to relate the density in each section to the effective fugacities:
zm ≡ z; zℓ ≡ zx/p; zr ≡ z(1 − x)/q . (9)
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Summarizing, we write
ρµ ≡ 〈Nµ〉 /Lµ = g (zµ) , (10)
so that
ρ =
〈
Nm +Nℓ +Nr
L
〉
=
∑
µ
ρµ
Lµ
L
=
Lm
L
g (z) +
Lℓ
L
g (zx/p) +
Lr
L
g (z(1− x)/q) .
(11)
From our experience with standard ZRP’s, it is clear that this approach is valid as
long as each effective fugacity remains less than unity (so that Z remains finite). Thus,
z cannot exceed the minimum of 1, p/x, q/(1 − x). Meanwhile, g is a monotonically
increasing function of its argument and, if g(1) is finite, then there will be a density, ρc,
beyond which (11) has no solution. This happens when the hop-rates in each section
decay to some constant value β more slowly than β(1 + 2/n) [3, 4]. In the system,
the lack of a solution to the density equation manifests itself as a symmetry-breaking
condensation transition whereby the excess density will be taken up by a single site.
In our case, this site will be located in the section where the effective fugacity first
reaches unity. For times much longer than the characteristic time scale associated
with individual particles hopping, the condensate will be found on just one site in this
section. In simulations starting from random initial conditions, we often observe the
condensate to form on the first site of a stretch. However, with other initial conditions
the condensate can form anywhere and we believe that, for finite systems and long
times, the condensate will move slowly between sites, eventually exploring all of the
possible locations.
To summarize, if u(n) decays more slowly than 1 + 2/n, then we can expect con-
densation for high densities. Further, the condensate will appear in the main stretch if
p > x and q > 1−x. Otherwise, it will appear in the left or the right branch, depending
on whether p(1− x) is less or greater than qx. Though the critical density needed for
each of the sections is the same (i.e., g(1)), the overall critical density will depend on
the details of the parameter set. As an illustration, suppose x = 0.3, p = 0.2, and
q = 0.8, so that z should not exceed 2/3. A condensate will then appear on the left
branch when the overall density exceeds [Lmg(2/3) + Lℓg(1) + Lrg(7/12)] /L.
3.2 Varying-x system
The aim is now to use the exact solution of the fixed-x system as a tool to understand
the system with the dynamically changing branch choice. The basic assumptions is
that if the system relaxes to a steady state, it will do so with some well-defined average
value for x. In particular, this assumption is valid if the fluctuations of the particle
numbers entering the definition of x, (2) or (3), are not too large. Within this self-
consistent mean-field approximation the average numbers of particles in the left and
right branches (with the exception of any condensate) can be calculated as a function
of x:
〈Nℓ〉 = Lℓg(zx/p) , 〈Nr〉 = Lrg(z(1 − x)/q) . (12)
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For our specific hopping rates, g is explicitly
g (ζ) =
ζ 2F1(2, 2; 2 + b; ζ)
(1 + b) 2F1(1, 1; 1 + b; ζ)
(13)
where 2F1 is the hypergeometric function [32]. Note that g(1) = 1/(b − 2), which
is finite for b > 2 and can provide the quantitative aspects of the phase boundaries.
The expressions for 〈Nℓ〉 and 〈Nr〉 can then be fed into a self-consistent equation for
x. Whether or not this equation admits a solution reveals much about the system.
Although the grand-canonical treatment can describe only the sub-critical behaviour
of the system in detail, it does lead us to some information about the phase diagram. As
we will see, it can predict some simple aspects of the condensed phases. For example,
for the fixed-x system, a single condensate appears to soak up all the excess mass in
the system. However, for the varying-x system, the feedback mechanism seems to be
able to prevent a single condensate from absorbing all of the excess mass. Instead, the
excess is shared between two or more condensates.
3.2.1 Branch choice dependent on left branch only
The first case chosen for study has the branch choice probability, x, dependent on the
state of the left branch only. For this system, which is defined by the branch choice
probability (2), the self-consistent equation for x is
x = 1−
QLℓ
Ntot
g (zx/p) (14)
This equation depends on both x and z, which are also partially dependent on each
other. Within the self-consistent scheme we proposed, both (14) and (11) are to be
solved simultaneously in x and z. If a simple solution exists, this implies that there
is no condensation. Much like the case for Bose-Einstein condensation presented in
textbooks, if the naive approach fails to produce a solution, the specifics of this failure
will provide enough information for us to predict where condensation occurs.
Recall that in the fixed-x system the maximum allowed value of the fugacity, z,
was zmax = min{1, p/x, q/(1 − x)}. Thus if (14) can be solved along with (11) under
this constraint on z, then there will be no condensation and the number of particles
in each section will be known simply by inserting the value of x from the solution into
the relevant expression.
If, under the constraints on z, (14) can be solved and (11) cannot, then this implies
that a condensate exists but not on the left branch. Recall that in the fixed-x system,
inserting z at its maximum value into any of the expressions above provides a correct
description of the system except for the condensed site. Thus, (14) is solved for the
maximum value of z. The location of the condensate can then be determined by
inspecting z and z(1 − x)/q. If z < z(1 − x)/q, then the condensate appears on the
right branch, otherwise it appears on the main stretch.
If neither (14) nor (11) can be solved, this suggests that x takes a value such that
there is a condensation on the left branch. However, this condensation may not be the
same as in the fixed-x system, since the form (2) tends to suppress large numbers of
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particles on the left branch. In the fixed-x system the condensate grows indefinitely
with increasing total particle density. However, in this varying-x system, an increase
of the number of particles on the left branch results in a decreasing value of x. This
implies that a condensate on the left branch will not be able to take up the excess
density for all densities. In this case, the maximum value of z will be such that either
zx/p = z > z(1 − x)/q or zx/p = z(1 − x)/q > z. That is, the system organizes itself
into such a state that two coexisting condensates are supported: In the grand-canonical
ensemble two sections are critical and both hold a condensate. The locations of the
coexisting condensates can be determined from which of z, zx/p and z(1 − x)/q are
equal, e.g., if z = zx/p then the condensates appear on the left branch and the main
stretch.
Unfortunately, the self-consistent and density equations (14), (11) are often difficult
to solve analytically, due to the presence of hypergeometric functions. However, they
can be solved numerically and this can be used to map out the phase diagram of the
system in the parameters p and q.
The phase diagram becomes particularly easy to calculate if the following two as-
sumptions are made. The number of particles in the system is large enough that the
density equation (11) cannot be solved for any allowed values of z and x. Thus there
must always be a condensate somewhere in the system. This allows one to assume
that z must be at its maximum value of min [1, p/x, q/(1 − x)], instead of numerically
solving the density equation. Also, Q is sufficiently large that a condensate cannot
appear on the left branch only. The phase diagram of this system can then be mapped
out by first assuming a phase, and then working out the values of p and q necessary
for its presence.
The phases are identified by the location(s) of the condensate(s) in the system:
L for the left branch, R for the right branch and M for the main stretch, while N
indicates that no condensates are present in the system Thus, LR denotes a phase
where condensates appear on the left and right branches, for example.
M Phase—For a condensate to be present only on the main stretch, z must be
equal to 1, both p/x and q/(1 − x) must be greater than 1 and the self-consistent
equation (14) for x must have a solution. Thus, this phase is bordered by the line
p = min(x), where min(x) refers to the smallest possible value of x that can be found
for (14) in the grand-canonical treatment. It is given by
min(x) = 1−
QLℓ
Ntot(b− 2)
. (15)
It is also bordered by a line which comes from the solution of the self-consistent equation
(14) where q/(1− x) becomes less than one indicating a shift to an R phase. This line
is given by
q =
QLℓg(r)
Ntot
, (16)
where r = (1− q)/p.
LM Phase—For condensates situated on the left branch and the main stretch to
coexist, z must be equal to 1, p/x must be equal to 1 (so x = p), q/(1 − x) must be
greater than 1 and the self-consistent equation (14) must have no solution. Thus, this
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phase is bordered by a line already identified for the M phase (p = min(x)) and also
by the line q = 1− p.
LR Phase—For condensates situated on the left and right branches to coexist,
z must be less than 1, p/x must be equal to q/(1 − x), both of these must be equal
to z and the self-consistent equation for x (14) must not have a solution. Thus, this
phase is bordered by a line already identified for the LM phase (q = 1−p) and the line
q = (1/min(x)− 1)p which is the border for (14) to have a solution.
R Phase—For a condensate to be present on the right branch only, z must be less
than 1, p/x must be greater than z and q/(1− x) must be equal to z. The boundaries
for this phase have already been identified as the boundaries of two other phases; this
phase is bounded by the line q = (1/min(x) − 1)p and the line which comes from the
solution of the self-consistency equation (14) where x is such that q/(1− x) = 1 which
is given by (16).
The other possible phases (L, RM, LRM and N) are not observed when both the
density of particles and the repulsion parameter, Q, are sufficiently high, as has been
assumed above. For an L phase the density must be sufficiently low, or the repulsion
sufficiently weak, to hold a condensate without x becoming too small to sustain it.
For an RM phase to be present, there must be some repulsion from the right branch,
otherwise the condensate will prefer to form on only one of the sections. For an LRM
phase one must have z = 1, zx/p = 1 and z(1 − x)/q = 1, which can only happen on
the line q = 1− p, and even so, it is likely that at least one of the sections will merely
be at criticality and not hold a condensate. Finally for the N phase the density must
be so low that there does not need to be a condensate anywhere in the system.
Assembling all this information together, phase diagrams for given parameters can
be produced. As an example, the phase diagram for Q = 20, Ntot = 8000, Lℓ = 300,
Lr = 600 and Lm = 1000 calculated via this method is shown in Figure 2 (a). Also
shown are some of the values of p and q for which simulations were run to verify the
phase behaviour.
It is straightforward to calculate how the phase diagram will be affected by changing
the repulsion parameter Q and/or the lengths of the branches. The fact that all the
phase boundaries meet at a single point does not change when these parameters are
varied; this point is simply displaced. Assuming a sufficiently high density, the line
q = 1− p always forms the boundary between the LM and LR phases; only its length
depends on the parameters noted above. The vertical boundary between the LM and M
phases is displaced horizontally and its length changes also. For the boundary between
the LR and R phases, the slope changes. Finally the boundary between the R and M
phases retains its curved nature, but is displaced and shortened/lengthened.
The theory can also be applied to systems at lower densities and with weaker
repulsion, but it is less straightforward. The simplification associated with high density
systems - z being pinned to a maximum value - no longer holds. As a result, we must
generally rely on numerical methods to find a solution for both equations (14) and
(11). With this approach, the phase boundaries can be mapped out, as in the specific
case of Q = 2, Ntot = 800, Lℓ = 300, Lr = 600 and Lm = 1000 (Figure 2 b). For these
parameters, the N and L phases are realised. We also see that the phase diagram has
a much richer structure.
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Figure 2: Phase diagrams for the left-branch feedback system with Lℓ = 300, Lr = 600,
L = 1900 and (a) Q = 20, Ntot = 8000 and (b) Q = 2, Ntot = 800. Also shown are
points where simulations have been run and the expected behaviour verified. The phases are
labelled by the position(s) of the condensate(s): L indicates a condensate on the left-branch,
R indicates a condensate on the right-branch, M indicates a condensate on the main stretch
and N indicates that no condensates are present.
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A simpler task than computing the full phase diagram for any particle number is
calculating how and when the phases emerge. Clearly at low enough particle num-
ber, no condensates will be present. The M phase will emerge at p = q = 1 when
Ntot = Lℓg(x) + Lrg(1 − x) + Lmg(1), with x coming from the solution of x =
1−QLℓg(x)/(Lℓg(x)+Lrg(1−x)+Lmg(1)). For Q = 2 this takes place at Ntot = 610.
The L (R) phase first emerges at sufficiently small p (q) when there are enough particles
to support such a phase, i.e., Ntot = Lℓg(1) (Lrg(1)) and the LR phase when there are
enough particles to support both condensates, Ntot = (Lℓ + Lr)g(1) and both p and q
are sufficiently small. The LM phase will emerge from the q = 1 boundary when both
the L and M phase can first support condensates at Ntot = Lℓg(1)+Lrg(1−x)+Lmg(1)
where x is given by x = 1− (Q/Ntot)Lℓg(1); for Q = 2 this is Ntot = 714. The R and
M phases first meet at the p = 1 boundary when Ntot = Lℓg(1 − q) + (Lr + Lm)g(1),
with q coming from the solution of q = QLℓg(1 − q)/(Lℓg(1 − q) + (Lm + Lr)g(1)),
which in the case Q = 2 corresponds to Ntot = 869. The N phase disappears when
the LR and LM phases meet up at Ntot = (Lℓ + Lr + Lm)g(1), the first point where
all three sections can have critical occupancies. The LR and LM phases then begin to
border each other along the line q = 1 − p and this line extends as Ntot is increased
until the L phase is extinguished at Ntot = Q(Lr + Lm)g(1)/(Q − 1).
3.2.2 Branch choice dependent on left and right branches
Next, we study the case where the branch choice probability depends on the occupation
of both the left and right branches in a repulsive fashion, i.e., the value of x favours
sending particles to the least occupied branch. The form used, given in (3), is clearly
more symmetric than the previous case. We can write the self-consistent equation for
x in a way that makes this symmetry transparent:
Lr(1− x)g (z(1 − x)/q) = Lℓxg (zx/p) . (17)
Again, the solution of this equation (or lack thereof) in conjunction with the density
equation (11) reveals a great deal about the system.
The phase diagram for this system can be mapped out in much the same manner
as above, though the analysis is slightly more involved.
As before, simplifications occur if the total number of particles in the system is
high enough so that a condensate must appear somewhere in the system. Then, the
phase diagram can be constructed by assuming the location(s) of the condensate(s)
and examining the values of q and p for which a solution can persist. As an example,
in order for the system to display a condensate on only the main stretch, we must have
z = 1 and a solution to the self-consistency equation (17) such that both x < p and
(1− x) < q.
For a sufficiently large Ntot, there are three possible ways in which equation (17)
cannot be solved. For the system to be in the L, R, or LR phase, we must have x = p,
(1−x) = q, or x = p and (1−x) = q respectively. By calculating when these equalities
hold in conjunction with z being pinned to its maximum value of min{1, p/x, q/(1−x)},
the rest of the phase diagram is mapped out.
M Phase—As noted above, for a condensate to be present only on the main
stretch, z must be equal to 1, both p/x and q/(1− x) must be greater than 1 and the
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self-consistent equation (17) for x must have a solution. Thus, this phase is bordered
by a line which comes from the numerical solution of (17) which in this case takes the
form
Lr(1− x)g((1 − x)/q) = Lℓxg(x/p) . (18)
When no solution exists, the system must shift to a phase with a condensate present
on one or more of the branches.
L Phase— For a condensate to exist only on the left branch, we require z < 1,
z = p/x, z < q/(1 − x) and no solution to the self-consistent equation (17) for x
such that the occupation of the left branch is greater than the critical value, but the
occupation of the right branch is not. Thus, in the region q < 1 − p this phase is
bordered by the line coming from the solution of
Ntot = Lrg(1)(p + q)/p + Lmg(p + q) . (19)
Along this line the system shifts into a phase with condensates present on the left and
right branches. In the region q > 1 − p this phase is bordered by the line from the
solution of
Ntot = Lrg((1 − p)/q)/p + Lmg(1) . (20)
Along this line the system shifts into a phase with condensates present on the left
branch and the main stretch.
R Phase—For a condensate to exist only on the right branch, we require z < 1,
z < p/x, z = q/(1 − x) and the right branch occupation to be greater than critical so
that there is no solution to the self-consistent equation for x (17). Thus in the region
q < 1− p this phase is bordered by a line coming from the solution of
Ntot = Lℓg(1)p/q + Lmg(p + q) . (21)
Along this line the system moves into the LR phase. In the region q > 1− p the phase
is bordered by a line given by
Ntot = Lℓg((1 − q)/p)p/(1 − p) + Lmg(1) . (22)
Along this line the system moves into the LM phase.
LM Phase—For condensates situated on the left branch and the main stretch to
coexist, we must have z = 1, x = p, 1 − x < q, and no solution to the self-consistent
equation for x (17). Thus, this phase is bounded by the line already identified as a
boundary for the L phase (20), the line q = (1−p) and a line coming from the numerical
solution of (17) which in this case takes the form
Lr(1− p)g((1 − p)/q) = Lℓpg(1) , (23)
and gives the limit of the region in which no solution can be found. This coincides with
part of the boundary from the M phase; in fact, the only way in which the equation
giving the boundary for the M phase (18) cannot be solved under the high density
assumption is if either x = p or (1− x) = q.
RM Phase—Similarly, for condensates situated on the right branch and the main
stretch to coexist, we must have z = 1, x < p, 1 − x = q, and no solution to the self-
consistent equation for x (17). Thus, this phase is also bounded by the line q = (1−p),
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a line (different from the one above) coming from the limits of the numerical solution
of (17) and a line already identified as a boundary for the R phase (22). The first line
corresponds to the part of the M boundary not already matched by the LM boundary
Lrqg(1) = Lℓ(1− q)g((1 − q)/p) . (24)
Note that if the lengths of the left and right branches are the same, as chosen here,
this phase is symmetric with the LM phase.
LR Phase—Finally, for condensates situated on the left and right branches to
coexist, the appropriate conditions are z < 1, x = p, 1− x = q, and no solution to the
self-consistent equation for x (17). Thus, this phase is bounded by the line q = 1− p,
a line from solving (17) which happens to touch, but not cross, q = 1− p for the case
studied here and lines that have already been identified as boundaries for the L and R
phases (19), (21).
As before, the other possible phases (LRM and N) are not observed when the density
is sufficiently high, as has been assumed. The LRM phase can again only possibly exist
on the line q = 1− p and it is likely that the condensate will only form on at most two
of the sections. Finally the N phase will not be seen when the density is sufficiently
high as the system must take on a condensate to accommodate the number of particles
in a steady state.
The phase diagram for a system with Ntot = 8000, L = 2000 and Lℓ = Lr = 500
is shown in Figure 3 (a). Also shown are the p and q values for simulations that have
been run to verify the phase behaviour.
As before the changes in the phase diagram due to changing the lengths of the
branches (which do not have to be the same) are straightforward to compute. The
boundary of the LR phase remains unchanged as the line q = 1 − p, but the point
where the other boundary lines meet with this one does move along this line and the
boundaries between the LM and L and LR and L change length and slope accordingly.
The boundary lines between the M and the LM and RM phases respectively retain
their curved shape, but they move and the points at which they touch q = 1 − p and
q = 1 or p = 1 also change.
As in the previous, case, the analysis can also be applied to systems with densities
that do not a priori guarantee the presence of a condensate. Again, however, the
application is less straightforward and relies on simultaneous numerical solutions of the
density equation (11) and the self-consistent equation for x (17). The phase diagram
calculated in this way for the system with Lℓ = Lr = 500, Lm = 1000 and Ntot = 800
(i.e., the same system as above but at a lower density) is shown in Figure 3 (b). Here
the N phase is realised, the LM and RM phases are lost and the phase diagram has
become richer in structure.
Again, how and when the phases emerge as the total number of particles is increased
is perhaps more straightforward to calculate than the full phase diagram. Clearly,
at low enough particle numbers there will be no condensation in the system. For
sufficiently small q (p) the R (L) phase will emerge simply when there are sufficient
particles to support such a phase i.e., Ntot = Lrg(1) (Lℓg(1)). Likewise, the LR phase
will emerge for sufficiently small p and q when Ntot = (Ll+Lr)g(1). The M phase must
first emerge at p = q = 1 when the number of particles on the main stretch first becomes
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Figure 3: Phase diagrams for the system with repulsive feedback from both branches, with
Lℓ = Lr = 500, and Lm = 1000 and (a) Ntot = 8000, (b) Ntot = 800. Also shown are points
where simulations have been run that verify the predicted behaviour. Note that only half
of the diagrams have been explored in this way due to the symmetry of the system. The
phases are labelled by the position(s) of the condensate(s): L indicates a condensate on the
left branch, R indicates a condensate on the right branch, M indicates a condensate in the
main stretch and N indicates that no condensates are present.
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critical, and will do so at Ntot = Lmg(1)+Lrg(1−x)+Lℓg(x) with x being the solution
of x(Lrg(1 − x) + Lℓg(x)) = Lrg(1 − x). For the symmetric system with Lm = 1000,
Lℓ = Lr = 500 this turns out to be Ntot = 634. The RM phase emerges from the p = 1
boundary at when both the right branch and main stretch occupancies first attain
their critical values together. This is at the point Ntot = Lrg(1)/(1 − q) + Lmg(1)
with q coming from the solution of (1 − q)(Lℓg(1 − q) + Lrg(1)) = Lrg(1); for the
specific system studied here this is Ntot = 860. Also, for the specific system studied
here the RM phase is symmetric with the LM phase. At Ntot = 1000, the N phase
disappears completely as this is the point where the LR, LM and RM phases first meet
up i.e., when Ntot = Lℓg(1) + Lrg(1) + Lmg(1). The L and R phases are present for
all high particle densities, although they will eventually become infinitesimally small,
the thickest part of the phases behaving as p, q ∼ 1/Ntot respectively.
Finally, we note that in the condensed phases the size of the condensate(s) can
change to allow a solution of both the x balance equation and the density equation.
This will break down only when the x,z solution becomes such that the condition for
another phase will be met or when the condensate has to take its critical value to satisfy
the equations. Due to the way that the occupations of each section depend on z it can
be shown that approaching a boundary from either side must result in an unambiguous
answer. Thus, it is expected that many different forms of the x-function will give the
kind of multiple condensate behaviour seen for the two choices, (2) and (3), considered
in this study. The only constraints which should be placed on a suitable x-function
are the following: it has a range between 0 and 1; it gives a unique solution to the
self-consistent equation for x and the density equation for any given (p,q) pair; it is
repulsive in some way so as to inhibit a sole condensate; and it is sufficiently smooth
that the solution will not be discontinuous within any phase.
4 Numerical Results
To verify the predicted phase diagrams, we performed extensive Monte Carlo simula-
tions on this system with both feedback mechanisms. Our simulation method is simple:
A site is picked at random and a particle there is moved to the next site with the rele-
vant probabilities, (1), (2), and (3). We have studied a range of branch lengths, Ntot’s,
p’s, q’s and Q’s. In this paper, we only present the results of Lm = 1000, 0 < p < 1,
0 < q < 1, Ntot = {800, 8000}, with Lℓ = 300, Lr = 600, Q = 20 for the system with
feedback from the left branch only and Lℓ = Lr = 500 for the system with feedback
from both branches. In the phase diagrams, shown in Figures 2 and 3, we display
the behaviour of the condensates. N indicates no condensates are present. If a single
condensate appears in the system, its location is denoted by L, R, and M - indicating
the left, right, and main sections, respectively. Similarly, the labeling of coexistence of
two condensates is self-explanatory. The lines are predictions of the phase boundaries
from our mean-field theory. The crosses (+) indicate points at which simulations have
been performed. All numerical results showed the expected behaviour for the relevant
phase. Occasionally, small discrepancies between prediction and simulation were seen
very close to the boundaries, but in all cases these discrepancies lessened when larger
system sizes were used. Note that, since systems with the second feedback mechanism
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((3) and Figure 3) are symmetric under p ↔ q, only one half of the phase diagram
(above or below the line q = p) was tested.
One phenomenon appeared in the majority of the runs, namely, a tendency for
condensates to form on the first site of the section. The reason for this behaviour is
neither transparent nor intuitive. The exact solution for the fixed-x system implies that
the condensate is equally likely to be found anywhere in the stationary state. Clearly,
the dynamics breaks overall translational invariance, so that the favouring of the first
site may be a subtle manifestation of the underlying dynamics. Exploring this issue is
beyond the scope of this work, but would be interesting for future studies. To insure
that other sites are equally favoured, in the steady state, for condensation, we carried
out runs where one or more condensates were initially placed at “interior” sites. It is
reassuring that such condensates did not move to the first site. We should emphasize,
of course, that the probability for a condensate to appear on any site (of the allowed
sections) is equal, so that the condensate will move between sites. Given sufficient
time, all sites will eventually be explored in a finite system. This wandering behaviour
has been observed, especially when a small condensate on one section coexists with a
large condensate in another: The large condensate remains stationary, but the smaller
one moves between several sites over the duration of the run.
We also considered a more sensitive test for our mean-field theory. Since the pre-
dictions from this approach are based on the solution of a system with fixed x, we
performed simulations on such systems - with x fixed at the value expected by theory.
In particular, we studied distributions for the occupation of a site on each of the three
sections (M,L,R) for both these fixed-x systems and the original model. Comparisons
are shown in Figures 4 and 5. To be consistent with the theory, these distributions
should match everywhere except in those parts which represent a condensate. Specifi-
cally, for the varying-x system at high enough densities, the single condensate charac-
teristic of the fixed-x system can be split into two residing on two different sections of
the lattice. In general, the agreement was observed to be excellent. There was some
apparent discrepancy when a “small” condensate was present, but such differences are
consistent with finite-size effects observed in the standard ZRP at densities above, but
close to, criticality.
We also studied how the quality of the agreement between the theory and sim-
ulations depends on the lengths of the branches, focusing only on the first feedback
mechanism - x given by (3). We chose Lℓ = Lr in the range of 10 to 500 sites and ran
the system in the LM, LR and M phases. The global density of particles was fixed.
We measured both the fractional deviation of x from its expected value and the fluc-
tuations in x on the scale of the mean, see Figure 6. Generally, the agreement worsens
as the branches are shortened. However, this general trend is not observed for the LR
phase. One possible difference is the following. For the LM and M phases, at least one
of the branches will have a low density of occupation, leading to effects of discreteness.
In very short branches and with low densities, there are typically only a few particles
on the sites, so that changes in occupation happen through comparatively large jumps.
Also, the fact that the LM phase deviates and fluctuates more than the M phase is
probably due to the fact that the condensate on the left branch is relatively small
and so, more susceptible to instability and collapse. For very small branch lengths,
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some blurring of the phase boundaries was observed. Close to the boundaries expected
from theory, the states observed sometimes did not match with those predicted. It is
thought that these states may be metastable, as systems artificially nucleated in the
expected state remained there for the duration of all runs.
Finally, we also studied numerically the validity of the theory at low densities where
no condensation occurs. Through simulations, we can deduce the values of x and z.
These values are then inserted into (14) and (11) to see how well the latter are satisfied.
In all cases the agreement is very good. Apparently, the grand-canonical analysis is
quite successful for a self-consistent, mean-field approach, despite suggestions that this
type of analysis should work well only for the condensed state.
5 Conclusion
In this paper a generalization of a ZRP with limited long-range interactions was studied.
The basic model was that of a ring lattice with a section which splits into two branches
at a T-junction before rejoining. Apart from the branch point (BP), we impose the
standard ZRP rules for totally asymmetric particle hopping. The rates are uniform
within each branch, but may be different for the three sections. For the particle at the
BP, we must assign probabilities to hop to each branch. If these are fixed parameters,
there exists an exact solution for the stationary state distribution. Here, we focus on
a simple generalization, i.e., that these probabilities depend on the total occupation
within the branches. Thus, there is a long-range interaction between the particle at
the BP and those in the branches. We study this system both analytically and with
extensive Monte Carlo simulations. Our self-consistent mean-field theory is based on
the exact solution with fixed probabilities.
The long-range feedback mechanism has interesting consequences for the system.
For systems with sufficiently high densities and fixed branching probabilities, a con-
densate forms only on one of the three sections. In other words, there can be only four
regions in a phase diagram (involving the overall density, the relative hopping rates,
and the branching probabilities). By contrast, our model displays three additional
phases, associated with coexistence of condensates on two of the three branches. As
a side remark, we note that coexistence of condensates on all three branches can only
happen on a line rather than in an extended region in parameter space and is therefore
difficult to observe in simulations. As a result, the global phase diagram is considerably
richer.
In simulations, we often observe the condensate forming on the first site of a section.
This behaviour parallels the one displayed in a ZRP with open boundaries [14], in which
particles are inserted into the left boundary and extracted from the right boundary with
constant rates. If the insertion rate is low and the extraction rate is high, no condensate
appears and much can be understood through a treatment similar to the one used here:
exploiting a grand-canonical function with fugacities dependent on the boundary rates.
For high insertion and/or low extraction rates, condensation was seen on the end sites,
but these condensates tended to continue growing with time. In our branching ZRP
(with periodic boundary conditions), the formation of a condensate will feed back into
the equivalent of the insertion rate and so, a condensate with a stable size can form.
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Figure 4: Residence plots of the number of particles on a site in the main stretch, left
branch and right branch for the system with branch choice probability, x, dependent on the
state of the left branch only (given by the form (2)) compared with the same distributions
from a system with the branch choice probability fixed at the value predicted by theory.
The system had L = 1900 sites with Lℓ = 300 and Lr = 600, Ntot = 8000 particles and
repulsion parameter Q = 20. The distributions are shown for p and q values which fit in the
various phases: (a) LM phase (p = 0.25, q = 0.85), (b) LR phase (p = 0.1, q = 0.5), (c) M
phase (p = 0.9, q = 0.65), (d) R phase (p = 0.58, q = 0.25). In all cases the distributions
are given for the fixed-x system in the main stretch (◦), the left branch () and the right
branch (⋄) and for the varying-x system in the main stretch (+), the left branch (×) and the
right branch (∗). From the theory it is expected that the distributions from the system with
x fixed and the system with x varying should match, with the exception of the condensate
region. This is seen in (a) and (b) where in the fixed-x system the condensates are on the
main stretch and right branch respectively and in the varying-x system small amounts of
these are shared with a condensate on the left branch. In general the agreement is very good.
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Figure 5: Residence plots of the number of particles on a site in the main stretch, left
branch and right branch for the system with branch choice probability, x, dependent on the
state of both branches (given by the form (3)) compared with the same distributions for a
system with x fixed at the value predicted by theory. The system had L = 2000 sites with
Lℓ = Lr = 500 and Ntot = 8000 particles. The distributions are shown for p and q values
which fit in the phases: (a) LM phase (p = 0.25, q = 0.85), (b) LR phase (p = 0.2, q = 0.4),
(c) M phase (p = 0.75, q = 0.85). The RM phase is not represented as this is symmetric
with the LM phase. In all cases the distributions are given for the fixed-x system in the
main stretch (◦), the left branch () and the right branch (⋄) and the varying-x system in
the main stretch (+), the left branch (×) and the right branch (∗). From the theory it is
expected that the distributions from the system with fixed x and the system with varying
x should agree, except for the part of the distribution which describes the condensate. For
this system the agreement is very good.
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Figure 6: Behaviour of the system with branch choice probability, x, dependent on left and
right branches (with the form given by (3) with varying, but equal, numbers of sites in the
branches. The system has Lm = 1000 sites in the main stretch and a fixed global density of
4 particles per site. (a) The fractional deviation of the branch choice probability, x, from the
value predicted by the mean-field theory. (b) Fluctuations of the branch choice probability,
x, on the scale of the mean.
The success of the grand-canonical treatment in the open boundary model may be
related to the good agreement between the mean-field theory and simulation results in
our model.
Remarkably, this agreement continues to be quite good for very short (∼ 10 sites)
branches. This is somewhat surprising, since mean-field theories are expected to be
reliable only in the thermodynamic limit. We suspect, however, that the effects due to
the finite size of the main stretch may be more serious, and we intend to explore these
effects in a future publication. In any case, the good agreement we found provides
hope that the mean-field approach may be suitable for further generalizations, such as
more branches/loops and increasingly complex long-range feedbacks. We believe that,
with the promise of further surprises, such systems deserve further investigations. In
particular, we believe that there is considerable potential for applying such models to a
broad spectrum of physical systems. In particular, there are many transport processes
on networks where individual “agents” make decisions on which route to take, based
on the existing state of the rest of the network. Examples include vehicular traffic
systems and data transport in computer networks. The model studied here is perhaps
the simplest of this class and we hope that it serves as a springboard for complex
generalized models and advances the understanding of realistic systems.
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