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ABSTRACT

The Tennessee Educator Acceleration Model and the Teacher Instructional Growth for
Effectiveness and Results Model on Measures of Teacher Effectiveness: A Comparative Study
by
Nichole Morris
The purpose of this quantitative study was to compare measures of teacher effectiveness between
two different Tennessee teacher evaluation models. The two teacher evaluation models compared
were the Tennessee Educator Acceleration Model (TEAM) and the Teacher Instructional Growth
for Effectiveness and Results Model (TIGER). The measures of teacher effectiveness used were
final observation scores and individual value-added growth (TVAAS) scores. The relationship
between observation scores and growth scores were also compared for the two different
evaluation models. There were four guiding research questions and corresponding null
hypotheses. Data were provided from participating school systems. The sample for this study
included 230 TIGER teachers from 3 TIGER districts and 2,389 TEAM teachers from 9 TEAM
districts. Independent samples t-tests and Pearson correlations were computed to investigate the
research questions. All data were analyzed using a 0.05 significance level. Findings from the
data indicate that teachers who were evaluated using the TIGER model had statistically higher
TVAAS scores and final observation scores when compared with TEAM teachers. Results also
indicated a significant positive relationship between observation scores and TVAAS scores for
both TEAM and TIGER teachers. Findings indicate a stronger relationship for the TIGER
teachers than for the TEAM teachers.
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CHAPTER 1
INTRODUCTION

In 2009, the American Recovery and Reinvestment Act was passed in the United States.
As a part of this Act, the Race to the Top (RTTT) program was created in order to reform the
education system and to help make students more prepared for college and work. There are four
main goals of the Race to the Top program. The first is for states to adopt more rigorous
standards and assessments in order for students to be ready for college or the workplace. The
second is for states to create data systems that help measure student growth and to enable
educators to discern areas for improvement. The third is to find ways to support and develop
teachers as well as develop incentives to recruit and retain high performing teachers. The last
goal is to improve the lowest performing schools (United States Department of Education, 2016).
States were challenged to design reform plans to meet these four goals. States that were
successful in their design were eligible for funds to help support their efforts.
Tennessee was one of the first states to apply for and receive Race to the Top Funds. As a
part of this process, Tennessee passed the First to the Top Act of 2010, creating the Teacher
Evaluation Advisory Committee, which made changes to the teacher evaluation system
(Tennessee First to the Top Act, 2010). The goal of these changes to the teacher evaluation
system was to increase student achievement (Tennessee Department of Education, 2012). The
purposes of teacher evaluations, as identified by the Tennessee State Board of Education (2015),
are to find and develop instructional practices that contribute to student achievement, inform
human capital decisions such as hiring, firing, and promotions, and to differentiate teachers in to
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specified effectiveness groups. These effectiveness groups range from significantly above
expectations to significantly below expectations.
Beginning with the 2011-2012 school year, changes were implemented regarding how
Tennessee teachers were evaluated. The First to the Top Act based teacher evaluations on three
main components: student achievement growth measures, value-added measures, and
observations. Fifty percent of a teacher’s evaluation would come from student achievement data.
Of this 50%, 35% would come from a measure of student growth from the Tennessee ValueAdded Assessment System (TVAAS), and the other 15% would come from other measures of
student growth as decided on by the teacher and administrator. The remaining 50% of a teacher’s
evaluation would come from other qualitative measures such as observations, conferences, and a
review of previous work and evaluations (Tennessee First to the Top Act, 2010). For teachers
who teach a subject that is not tested, 25%of their evaluation would come from school wide
TVAAS, 15% from other measures of student growth as decided by the teacher and the principal,
and 60% of their evaluation would come from qualitative measures. These percentages are
different for the 2015- 2017 school years due to the implementation of new standardized tests,
but are planned to return to the original percentages after full implementation during the 20172018 school year (Tennessee Department of Education, 2016b). Tennessee’s teacher evaluations
are consistent with the current trend in teacher evaluation models which combine observation
data with value-added data (Hill & Grossman, 2013). At least 41 states use an evaluation model
that incorporates some combination of value-added measure, observations, and other artifacts
such as surveys and lesson plans (Hull, 2013).
With guidance from the Teacher Evaluation Advisory Committee, the Tennessee
Department of Education adopted the Tennessee Educator Acceleration Model (TEAM) as the
12

official teacher evaluation model for the state of Tennessee. However, there are four alternate
teacher evaluation models that have been approved for use by the Tennessee State Board of
Education (Tennessee State Board of Education, 2015). They are the Teacher Instructional
Growth for Effectiveness and Results Model (TIGER), Project COACH, Teacher Effectiveness
Measure (TEM), and The Achievement Framework for Excellent Teaching (AFET). In order to
be approved as a Tennessee teacher evaluation model, the model must include a way to measure
observations in the four domains of planning, environment, instruction, and professionalism.
Approved models must also involve conferencing and reflections on past performance. School
systems have the option of determining which model to use when evaluating teachers.
TEAM is the official teacher evaluation model for the state of Tennessee. The TIGER
model is the most used of the four alternative teacher evaluation models. Both models use the
same TEAM rubric to assess teacher performance through classroom observations. How they
differ is in the structure of the observations, the use of artifacts, and final observation scoring.
With the TEAM model, each observation focuses on a specific domain from the TEAM rubric.
The TIGER model focuses on all domains from the TEAM rubric for each observation. With the
TEAM model, a teacher’s final observation score is an average of all of the scores from the
observations throughout the year. With the TIGER model, a teacher’s final observation score is
determined from observation scores throughout the year in combination with evidence or
artifacts. In the TIGER model, teachers can provide artifacts such as student work, assessments,
and lesson plans to serve as evidence for success on an indicator from the TEAM rubric. The
administrator will consider the observation data and evidence provided to assign a score for each
indicator on the rubric (Teacher Instructional Growth for Effectiveness and Results, 2016;
Tennessee Department of Education, 2016b).
13

Because systems have the freedom to select an approved evaluation model, it is important
to understand whether the evaluation model has any impact on measures of teacher effectiveness
and student learning. This study examined the influence of the teacher evaluation model on
teacher success. The purpose of this study was to compare two different Tennessee teacher
evaluation models that are being used on measures of teacher effectiveness. The two models
were the Tennessee Educator Acceleration Model (TEAM) and the Teacher Instructional Growth
for Effectiveness and Results Model (TIGER), which are the two most commonly used
evaluation models in Tennessee (Tennessee Department of Education, 2015). While both models
have similar components, there are differences that have the possibility of impacting teacher
performance.
Statement of the Problem
There is a lack of research regarding the TEAM and TIGER evaluation models. Much of
the available research focuses on teacher perceptions of the evaluation model and process,
typically using surveys to collect data (e.g. Bogart, 2013; Bryant, 2013; Ehlert, Pepper, Parsons,
Burns, & Springer, 2013; New Teacher Center, 2013; Pepper, Ehlert, Parsons, Stahlheber, &
Burns, 2015). Also, a majority of existing research, with exceptions including Bogart (2013) and
Bryant (2013), has been performed by the Tennessee Department of Education or an affiliate. Of
the two evaluation models, a small amount of academic research has been conducted with the
TEAM model. Both Mason (2015) and Davis (2014) investigated the relationship between
observation scores and student achievement for teachers who were evaluated using the TEAM
model. Results were conflicting from both of these studies. There is an overall lack of published
research regarding the two evaluation models. No available study could be located that
specifically compared the two models in terms of teacher effectiveness. It is important to
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understand if the evaluation model has any impact on teacher effectiveness as 50% of a teacher’s
evaluation score comes from observations and 35% comes from value-added scores for teachers
who teach a testable subject (Tennessee Department of Education, 2016b). It is also important
because human resource decisions may be based upon teacher effectiveness ratings.
Purpose Statement
The purpose of this quantitative, causal comparative study was to examine whether there
was a difference in measures of teacher effectiveness between two different Tennessee teacher
evaluation models: the Tennessee Educator Acceleration Model (TEAM) and the Teacher
Instructional Growth for Effectiveness and Results (TIGER) model. The dependent variable of
teacher effectiveness was measured by final observation scores from the TEAM rubric and
value-added scores (TVAAS). The independent variable was the teacher evaluation model. The
relationship between observation scores and value-added scores was also compared between the
two different evaluation models.
Research Questions
The purpose of this study was to compare the TEAM and TIGER Tennessee teacher
evaluation models on measures of teacher effectiveness. The following research questions guided
this study.
Research Question 1
Is there a significant difference in overall teacher effectiveness as measured by TVAAS between
teachers who are evaluated with the TEAM model and teachers evaluated with the TIGER
model?
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Research Question 2
Is there a significant difference in final principal observation scores between teachers who are
evaluated with the TEAM model and teachers evaluated with the TIGER model?
Research Question 3
Is there a significant relationship between teachers’ value-added growth scores (TVAAS) and
teachers’ final observation scores for teachers who are evaluated with the TEAM model?
Research Question 4
Is there a significant relationship between teachers’ value-added growth scores (TVAAS) and
teachers’ final observation scores for teachers who are evaluated with the TIGER model?
Significance of the Study
The purpose of this study was to compare measures of teacher effectiveness between two
different Tennessee teacher evaluation models. There is currently a limited amount of published
research on the TEAM and TIGER evaluation models. There is also a lack of research on the
relationship between teacher evaluation models and measures of teacher effectiveness. Most of
the available research focuses on specific aspects of the evaluation model such as observations
(e.g. Davis, 2104; Garret & Steinberg, 2015; Grossman, Cohen, Ronfeldt, & Brown, 2014; Jacob
& Lefgren, 2008) or value-added measures (e.g. Ballou, Sanders, & Wright, 2004; Staiger &
Kane, 2014). There are some studies that look at the relationship between value-added measures
and observations (e.g. Harris, Ingle, & Rutledge, 2014; Kane, Taylor, Tyler, & Wooten, 2011),
but little available research that investigates the relationship between evaluation model and

16

teacher effectiveness. This research study could add to the body of research on teacher
evaluation models and teacher effectiveness.
This study is significant because it could influence understanding about the components
of effective teacher evaluation models. While the TEAM and TIGER models share the same
rubric, there are differences in the focus of observations, scoring, and the use of evidence and
artifacts. These differences could potentially impact teacher success and student achievement.
Results of this study could have implications for future evaluation research.
This study is also significant because evaluations relate to human capital decisions.
Because evaluations are used by many school systems to inform such decisions as hiring, firing,
and promotion of teachers, it is important to gain a better understanding of the relationship
between measures of teacher effectiveness and the teacher evaluation model.
Definitions of Terms
The following definitions explain the meaning of words that pertain to the content
included in this study.
End of Course (EOC) Exams: End of Course exams are the Tennessee assessments given to high
school students in the subjects of English I, English II, English III, Algebra, Geometry, Algebra
II (or Integrated Math), United States History, Chemistry, and Biology (Tennessee Department
of Education, 2016a).
Race to the Top (RTTT): Race to the top is a government initiative to generate educational reform
in four areas: adopting curriculum standards and assessments for students to be successful, the
creation of a data system to measure student achievement, the development of ways to recruit,
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support, and retain effective teachers, and to raise the achievement of the lowest performing
schools (United States Department of Education, 2016).
Standards Based Observation: A standards based observation is an observation that uses a rubric
that is based on a standard set of effectiveness characteristics (Henemen, Milanowski, Kimball,
& Odden, 2006).
Teacher Effectiveness: Teacher effectiveness is the ability to improve student learning
(Danielson, 2007).
Teacher Instructional Growth for Effectiveness and Results Model (TIGER): The Teacher
Instructional Growth for Effectiveness and Results model is one of the alternative teacher
evaluation models for the state of Tennessee (Teacher Instructional Growth for Effectiveness and
Results, 2016).
Tennessee Comprehensive Assessment Program (TCAP): The Tennessee Comprehensive
Assessment Program is the state of Tennessee’s standardized assessment program that is used to
assess student learning in the subjects of math, science, social studies, and language arts
(Tennessee Department of Education, 2016a).
Tennessee Educator Acceleration Model (TEAM): The Tennessee Educator Acceleration Model
is the official teacher evaluation model for the state of Tennessee (Tennessee Department of
Education, 2016b).
Tennessee Value-Added Assessment System (TVAAS): The Tennessee Value Added Assessment
System is the value added component of the Tennessee teacher evaluation model. TVAAS
measures student growth and the impact that schools and teachers have on student achievement
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(Tennessee Department of Education, 2016b). Both the TIGER and TEAM models incorporate a
teacher’s TVAAS score in the computation to determine a teacher’s effectiveness rating.
Value-added: Value-added is a system used to measure student learning growth. Value-added
systems also provide an estimation of teacher, school, and school system effects on a student’s
growth (Tennessee Code Annotated, 2016).
Limitations
The use of TVAAS was a limitation to the research study. There is a perception among
some researchers that value-added methods are not reliable or valid ways to measure teacher
effectiveness because there are components of teacher effectiveness that cannot be measured in
an algorithm (Amrein-Beardsley, 2008; Papay, 2012). There is also concern about the reliability
of the TCAP and EOC assessments to accurately measure student learning (Baker & Xu, 1995;
SCORE, 2014). Scores from these assessments are used to determine a teacher’s TVAAS.
Because the state of Tennessee has chosen to use TVAAS to measure teacher effectiveness, it
was used to represent teacher effectiveness in this study.
The use of final observation scores was a potential limitation. There is some published
research that suggests that observation data is not always reliable because ratings on observation
rubrics can be subjective (Papay, 2012). Because the state of Tennessee uses final observation
scores as part of the measurement of teacher effectiveness, the scores were used as a part of this
study. Tennessee requires all evaluators to be trained in using and evaluating teachers with the
TEAM rubric. Evaluators must pass an online certification test in order to perform teacher
observations (Tennessee Department of Education, 2016b).
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Another limitation was the sampling. Convenience sampling was used to identify
participants for this study. To complete this study, pre-existing data was needed, which could
only be provided by individual school systems. The researcher attempted to contact every TEAM
and TIGER school to request data, but had to use school systems that were willing to participate.
Random sampling was not possible due to the nature of the data. Because the researcher had to
rely on willing participants, there is no way to ensure that the schools systems that participated
were representative of the population being studied (Creswell, 2002).
Delimitations
This study was delimited to the 2014-2015 school year. Many issues surrounded state
standardized testing in the 2015-2016 school year such as technology issues, late mailing of the
print version of the tests, cancelling the contract with the testing vendor, and consequently not
requiring schools to complete testing, so it was decided to use data from the 2014-2015 school
year. It was the concern of the researcher that the data from the 2015-2016 school year would
present too many reliability and validity concerns.
The study was also delimited to the TEAM and TIGER Tennessee teacher evaluation
models. There are three other approved alternative teacher evaluation models that were not
considered in this study. TEAM was chosen because it is the official evaluation model for the
state of Tennessee, and TIGER was chosen because it is most used model of the approved
alternative models.
This study was delimited to Tennessee teachers who taught a tested subject. However,
many teachers do not teach a tested subject. Therefore, they were not included in this study
because they would not have an individual TVAAS score to incorporate into the data.
20

Overview of the Study
The purpose of this study was to compare measures of teacher effectiveness between the
TEAM and TIGER teacher evaluation models. This study will be presented in five chapters.
Chapter 1 provides an introduction, purpose of the study, research questions, significance of the
study, limitations and delimitations, and definitions of important terms. Chapter 2 is a review of
relevant literature that focuses on teacher effectiveness, teacher evaluations, teacher
observations, and value-added measures. Chapter 3 describes the methodology and data
collection method used for this study. Chapter 4 contains the data and data analysis for this
study. Chapter 5 contains a summary and recommendations for future areas of research.
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CHAPTER 2
REVIEW OF LITERATURE
Since the 1990s, accountability has been a large focus of educational reform. School
accountability is the, “process of evaluating school performance of the basis of student
performance measures” (Figlio & Loeb, 2011, p. 384). Standardized testing of students to
determine academic growth has been a major component of the accountability movement.
Government initiatives such as the No Child Left Behind Act of 2001 (2002) and the more recent
Every Student Succeeds Act (2015) aimed to ensure learning for all students while holding
teachers and schools responsible for achievement and success.
Some of the concern regarding accountability and student performance has arisen from
lackluster performance as a nation on international standardized tests. The Program for
International Student Assessment (PISA) is given every three years to 15-year-old students in
order to measure knowledge in the subjects of math, science, and reading. In 2012, the United
States ranked 36th for average math literacy score, 27th for average science literacy score, and
24th for average reading literacy score (Kelly et al., 2013). United States results on the Trends in
International Mathematics and Science Study (TIMSS) were better. The TIMSS study is
performed every four years to assess student achievement in math and science. In 2011, the
United States ranked 11th in fourth grade math and 9th in eighth grade math (Mullis, Martin, Foy,
& Arora, 2012). In science, fourth grade students ranked 7th and eighth grade students ranked
10th internationally (Martin, Mullis, Foy, & Stanco, 2012). There is a growing concern due to
these and other similar results that students are not being effectively prepared to be competitive
with their international counterparts, and the accountability movement has stressed the
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importance of increasing achievement for all students while recognizing the significant impact of
teachers on student learning.
With the current state of teacher evaluations, teachers are held accountable for the
academic growth and progress made by their students. Teachers have been shown to have a large
impact on student learning (Aaronson, Barrow, & Sander, 2007; Hanushek, 1992). It is therefore
important to study different aspects that can impact teacher effectiveness and student
achievement. The purpose of this study was to investigate the relationship between a teacher
evaluation model and measures of teacher effectiveness. Specifically, this study was a
comparison of the TEAM and TIGER Tennessee teacher evaluation models in terms of teacher
effectiveness as measured by value-added growth scores and observation scores. This study also
compared the relationship between value-added scores and observation scores for the two
evaluation models. This literature review will look at prior research regarding teacher
effectiveness, teacher evaluations, standards based observations, and value-added growth
measures.
Framework for Effective Teaching
In 1996, Danielson published a framework to identify research supported educational
practices that increase student learning. Danielson’s framework acknowledged that teaching is a
complex task that involves many different activities. As a result, the framework centered
effective teaching around four domains: planning and preparation, classroom environment,
instruction, and professionalism. Within each domain, there are components which address
essential characteristics of effective teaching, and each component has elements which describe
the important aspects of each component. These elements, “define what teachers should know
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and be able to do in the exercise of their profession” (Danielson, 2007, p. 1). Many of the
teaching practices described by Danielson are incorporated into current teacher observation
rubrics, including the TEAM rubric, which are used to evaluate teachers.
The first domain of Danielson’s 2007 framework is planning and preparation. This
domain focuses on how a teacher prepares, designs, and organizes lessons for student learning.
Within this domain, an effective teacher is knowledgeable about his or her students, the subject
area, learning strategies, content standards, and educational resources. An effective teacher
should use both formative and summative assessments to determine a student’s strengths and
weaknesses, and then match instructional strategies in order to meet student needs. Lessons are
designed in a way that allow for students to move from simple to complex ideas. Critical
thinking and problem solving skills are supported and developed in students.
The second domain in Danielson’s 2007 framework focuses on the classroom
environment. “The components of Domain 2 establish a comfortable and respectful classroom
environment that cultivates a culture for learning and creates a safe place for risk taking” (p. 28).
An effective teacher in this domain develops positive relationships with his or her students.
Students feel cared for, and as a result trust that they can take risks. All students are held to high
expectations. Little instructional time is wasted, and the teacher has strong classroom
management and organization skills. A successful teacher organizes the classroom in a way that
is conducive to learning and activities (Danielson, 2007).
Danielson’s 2007 third domain for effective teaching is instruction. An effective teacher
in this domain successfully carries out the plans and lessons created in domain one. “And the
heart of Domain 3 is engaging students in learning; all the other aspects of the framework serve
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the purpose of engagement, because it is engagement that ensures learning” (p. 77). A successful
teacher with this component is one who can explain directions, objectives, and information
clearly for students and in a way that they understand. Higher order thinking questions are
designed to facilitate complex thought and discussion. Students are engaged and involved in the
learning process. Formative and summative assessments are used to provide feedback in order to
help students be successful. An effective teacher can read student cues to make changes to the
lesson as needed and offer support to students when necessary (Danielson, 2007).
Danielson’s 2007 final domain in the framework is professionalism. This domain deals
with a teacher’s interactions inside and outside of the classroom with parents and the community.
An effective teacher keeps parents informed about what students are learning, what is happening
in the classroom, student progress, student successes as well as concerns about students. This
component is important because successful communications with parents can lead to supportive
and positive relationships. Professionalism also refers to a teacher’s involvement in professional
growth activities such as self-reflection, collaboration with colleagues, and professional
development opportunities. An effective teacher in this domain is a model of integrity, respect,
and responsibility in terms of their interactions with colleagues and students.
Danielson’s 2007 framework defines and describes the characteristics of effective
teaching. The components and characteristics in this framework are included in the TEAM
observation rubric currently in use in the state of Tennessee to evaluate teachers for both the
TEAM and TIGER models.
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Teacher Effectiveness
The definition of teacher effectiveness has varied and changed over time. The current
focus on accountability centers the definition around student achievement. The United States
Department of Education (2009) defines a highly effective teacher as, “a teacher whose students
achieve high rates (e.g, one and one-half grade levels in an academic year) of student growth” (p.
12). While this definition focuses mainly on value-added and achievement growth, others have
defined effectiveness as a teacher’s ability to increase student learning based on student
performance (Darling-Hammond, 2000; Munoz & Chang, 2007; Stronge, Ward, Tucker, &
Hindman, 2008).
The characteristics of effective teaching have been a growing area of research interest.
Teachers have a direct impact on student achievement, and much research has been devoted to
what qualities, characteristics, and practices increase teacher effectiveness. Research has been
focused on two main areas: the qualifications of effective teachers and the instructional strategies
and methods used by effective teachers. In most of the available research, teacher effectiveness
has been determined based upon student achievement and performance on learning measures
(e.g. Chingos & Peterson, 2011; Decristan et al., 2015; Grant, Stronge, & Xu, 2013; Munoz,
Prather, & Stronge, 2011; Stronge, Ward, & Grant, 2011).
Much of the available research on the instructional strategies of effective teachers has
focused on what differentiates an effective teacher from a less effective teacher. Stronge et al.
(2011) investigated these differences with fifth grade teachers from three different school
systems within one state. The researchers compared effectiveness based upon four different
components: instructional delivery, the use of assessment, learning environment, and the
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characteristics of the teacher. Teacher effectiveness was determined from value-added scores on
state achievement tests. The researchers reported that strong classroom management, well
organized classrooms, fostering positive relationships with students, and allowing students to
have increased responsibility were all factors that had a positive significant impact on student
achievement and teacher effectiveness.
A 2008 study by Stronge et al. compared high performing and low performing third grade
teachers in Virginia to see if there were any differences in classroom practices. Value-added
scores were used to place teachers in either the high or low performing category. Observations
were used to determine any differences. The researchers discovered that effective teachers
tended to differentiate lessons more as well as incorporate more complex thought and tasks into
their lessons. Effective teachers had high expectations for their students. The classrooms of
effective teachers were organized, efficient, and generally had less off-task student behavior.
Successful teachers had a classroom environment that was built on fairness and respect. A
similar study was performed in 2011 by Kane et al. The researchers used observation data from
teachers in Cincinnati specifically looking for practices that increased student achievement. The
researchers found that in math classrooms, effective teachers had strong classroom management.
They also reported that in reading classrooms, successful teachers effectively used questions and
discussions to facilitate learning.
Tyler, Taylor, Kane, and Wooten (2010) reviewed teacher evaluation data from
Cincinnati teachers to determine what effective teachers did to foster student learning. Cincinnati
teachers are evaluated using the Teacher Evaluation System (TES), which is based on the work
of Danielson. The researchers specifically focused on the domains of learning environment and
teaching from the rubric. The learning environment domain focuses on creating a caring and
27

supportive classroom, classroom routines, and classroom management. The teaching domain
focuses on instruction, high expectations, objectives, and content knowledge. Tyler et al. (2010)
found that teachers who scored higher in the area of classroom environment when compared to
instructional practices had higher student achievement in both math and reading. This research,
along with the research of others (Kane et al., 2011; Stronge et al., 2008; Stronge et al., 2011)
highlights the idea that effective classroom teachers have high levels of classroom management.
Hattie (2012) extensively reviewed the literature on effective and successful teaching and
identified five different characteristics of expert or successful teachers. The first is that effective
teachers are able to recognize the best ways to represent and model the content in the subject that
they teach. They are able to organize the content in a way that facilitates learning and deep
understanding as well as remediate misconceptions. The next characteristic of effective teaching
as identified by Hattie is the ability to create a classroom environment that supports the
development of trusting relationships. Students feel comfortable and safe in taking risks and
sharing ideas. Providing feedback to students is the third characteristic of effective teachers.
Effective teachers can recognize when a student needs extra support as well as provide help in a
quick and timely manner. Hattie also found that effective teachers have high expectations for all
students. They believe that all students can succeed and learn. The final characteristic of
effective teachers is the ability to influence student outcomes through challenge and engagement.
The characteristics identified by Hattie are evident in Danielson’s 2007 work.
Grossman et al. (2010) investigated what differentiated successful and less successful
teachers specifically in middle school language arts classrooms. Teachers were identified as
successful based upon value-added scores. The researchers observed that high performing
teachers provided specific strategies and methods to students to help them approach learning
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activities. They also had lessons that were authentic and extended and applied to other content
areas. Effective teachers tended to provide feedback to students more frequently as well as
scaffold difficult content for students. Modeling and the use of multiple representations of new
content was evident in the lessons of effective teachers. Specifically, in terms of language arts,
successful teachers focused more on writing, speaking, and research skills over reading and
literature skills.
Decristan et al. (2015) studied teaching practices that were effective in increasing science
achievement. The researchers were interested in the effects of formative assessment,
instructional supports, and classroom management on student science learning. The researchers
described instructional supports as activating prior knowledge, making connections, critical
thinking and problem solving. The study was performed with 28 teachers in Germany. Student
learning was measured with a test that consisted of multiple choice and open response questions.
Results of the study indicated that formative assessment, instructional support, and classroom
management all had a positive impact on student learning of science content.
Mangiante (2011) examined practices of effective teachers that increased achievement for
low income, minority, students. Many of the practices identified by Mangiante to help minority
students were also identified by other researchers as effective practices for all students. These
include high expectations, the use of scaffolding, clear goals, feedback, the incorporation of
formative assessments, and routines. Mangiante identified additional strategies used by effective
teachers to help minority students such as making connections to the community and culture of
the students, engaging in self-reflection and assessment, developing trusting relationships, and
holding the belief that these students can succeed.
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Grant et al. (2013) studied award winning teachers in the United States and China. They
were interested in what the similarities and differences were between these recognized effective
teachers. In both the United States and China, effective teachers used a variety of instructional
activities. These teachers did not rely on only one instructional method. Effective teachers
incorporated activities and lessons that focused on the areas of knowledge, comprehension,
application, and analysis from Bloom’s Taxonomy. Like Stronge et al. (2011), the researchers
discovered that effective teachers had strong classroom management. Students were often
engaged and on task. There were multiple differences between effective Chinese and American
teachers. Award winning American teachers also incorporated differentiation, creativity, and the
exploration of ideas in their lessons. They had positive interactions with their students and would
often allow students to direct or control their own learning.
The research regarding the instructional practices of effective teachers has provided an
extensive list of strategies that can be developed and incorporated by teachers to increase the
learning and achievement of students. The other area of research on teacher effectiveness has
focused instead on the qualifications of effective teachers. Specifically, these studies have
attempted to determine if characteristics such as years of experience or educational level have an
impact on student achievement and teacher success (e.g. Chingos & Peterson, 2011; DarlingHammond, 2000; Munoz et al., 2011; Shuls & Trivitt, 2015).
Two similar studies investigated teacher characteristics that positively impacted
achievement as measured by value-added scores. Munoz et al. (2011) investigated teachers from
one school system in Kentucky. They specifically investigated whether the number of students in
a class, a teacher’s years of experience, a teacher’s highest level of education, a teacher’s rank,
race, or gender had any impact on reading achievement. They found that there was a significant
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difference in reading achievement with years of experience. Chingos and Peterson (2011)
performed a similar study in Florida, but found somewhat conflicting results. They found that
college major, advanced degrees, and selectivity of college or university had no significant
impact on teacher effectiveness. They did discover a positive relationship between years of
experience and achievement, but this did not hold up over time. Positive relationships were also
identified between National Board Certification and achievement as well as scores on teacher
certification exams and achievement. While both of these studies had different results, both
identified a positive relationship between years of experience and teacher effectiveness.
Darling-Hammond (2000) used surveys and student achievement data to research teacher
qualifications and their relationship to effectiveness and achievement. The researcher found that
there was a positive correlation between highly qualified teachers and student achievement as
well as a positive correlation with achievement when teachers had a degree in their career field.
A teacher’s level of education had a positive relationship to student achievement, but was found
to not be as strong as the other correlations. Shuls and Trivitt (2015), in a similar study,
investigated teacher certification and teacher scores on teacher licensure exams to see if there
was any impact on effectiveness. The researchers studied Arkansas teachers in grades three
through eight. They considered whether a teacher was traditionally or alternatively certified, and
they used scores from Praxis exams to investigate. Results indicated that teachers who scored
higher on the teacher licensure exams tended to perform better at raising student achievement.
Shuls and Trivitt also found that alternatively certified teachers tended to perform lower in math
and language arts, but this did not hold up when the data was restricted only to teachers who
taught a tested subject.
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A 2007 study by Munoz and Chang of high school reading teachers in Kentucky
investigated the impact of a teacher’s education, years of experience, or race on teacher
effectiveness. The researchers found that these characteristics had no significant impact on
teacher effectiveness or student performance. The results of the research on teacher
qualifications and teacher effectiveness have produced mixed and varied results. There is little
consistency in the research to support the idea that teacher qualifications have much impact on
student learning.
Teacher Evaluations
History of Teacher Evaluations
The function and implementation of teacher evaluations has varied greatly throughout
history. There have been many changes to teacher evaluation systems based on the events,
values, and concerns at the time. While the methods may be different, there has been some form
of evaluation or assessment of teaching since the 1600s. Concepts of evaluating teacher
effectiveness are evident as early as 1659 when Hoole published a pamphlet about educational
strategies and teaching. He suggested that an effective teacher is one who is viewed positively in
the community and is respected by parents. He also recommended that teachers should be
models of moral behavior. According to Hoole, a successful teacher should maintain order in the
classroom as well as correct students when wrong but not to the extent of embarrassment.
Early teacher evaluations had very little regulations or criteria in order to judge effective
teaching. In the 1700s, most of the supervision of teachers was performed by members of the
clergy or other religious leaders. Most of the human resource decisions were based simply on
opinion and perceptions (Marzano, Frontier, & Livingston, 2011). Even into the early 1900s,
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successful teachers were graded on attributes such as appearance, integrity, and speech
(Shinkfield & Stufflebeam, 1995). Early teacher evaluations were rarely based on research or
qualities of effective teaching. It was not until the early 20th century that teaching and
evaluations received more focus and importance.
The efficiency movement or scientific management movement began around 1915 and
extended into the 1920s based on the work of Cubberly and Bobbit (Callahan, 1962). The focus
was on improving student learning and teacher performance based on methods that produced the
best results. Different teaching methods and strategies were to be used and assessed. Those
strategies that did not produce the desired results were to be eliminated (Cubberly, 1916). This
would help to improve efficiency and effectiveness. Teachers were often measured or evaluated
using efficiency scales. One example of an efficiency scale used by a school system rated
teachers in the areas of influence on student, teaching ability, discipline, scholarship,
promptness, teacher growth, and results (Callahan, 1962). Another efficiency scale rated teachers
in the areas of physical environment, teacher personality, adaptability, adherence to school
policies, cooperation, relations with students, classroom management, teaching skills,
professionalism, and overall impression (Cubberly, 1916). Observations were mainly performed
by principals or administrators. Cubberly recommended using multiple observers for each
teacher to get a more accurate picture of a teacher’s efficiency.
With the scientific management or efficiency movement, the idea that tests could prove
or measure student learning grew in use at this time. Cubberly (1916) recommended using
student performance on tests in conjunction with teacher efficiency rankings to determine the
effectiveness of a teacher. Bobbit (1918) suggested the use of assessments to determine areas of
strength and weakness for both teachers and students. In 1929, Wetzel suggested the idea that
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teachers should be evaluated based upon measures of student learning and achievement. “No
plan for evaluating any teacher’s work will be satisfactory to the teacher if it disregards the
evidence of reliable pupil ratings” (p. 120). Wetzel recommended the use of aptitude tests for
high school students to determine what students know and what they have learned. This concept
of using tests and student performance is prevalent in today’s evaluation models.
After World War II, the use of observations as a part of teacher evaluations continued to
grow (Marzano et al., 2011). The clinical supervision model based on the work of Cogan (1973)
and Goldhammer (1969) became popular in the 1960s. “The process [clinical supervision]
involved a purposeful, symbiotic relationship between practitioner and resident, where
observation and discussion drove both parties to higher levels of growth and effectiveness”
(Marzano et al., 2011, p. 18). The purpose for using the clinical supervision model in the
classroom was to improve a teacher’s instruction (Cogan, 1973). The clinical supervision model
focused on using observations as a formative assessment to provide feedback to teachers to
improve their practice. There are five steps to the clinical supervision model: pre-observation and
conference, observation, analysis, supervision conference, and a post conference analysis
(Goldhammer, 1969, Pajak, 2003). Cogan (1973) added three more steps to the process, which
were establish a relationship between teacher and supervisor, planning a strategy for the
observation, and planning a strategy for the supervision conference. Cogan (1973) focused
heavily on developing relationships and a collaborative focus. Goldhammer (1969) stressed the
importance of using the method to develop reflection and self-assessment practices in teachers.
With clinical supervision, the focus would be to improve instruction through observation,
reflection, and dialogue. Many of the components of the clinical supervision model are evident in
current coaching practices in schools.
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The use of observations continued to be incorporated as a part of teacher evaluations into
the 1970s and 1980s, but the Hunter Model was used to help guide observations. The Hunter
Model was a template for effective lesson plans. Successful lesson plans, according to this
model, had seven parts including (a) an anticipatory set to assess prior knowledge and focus
student attention, (b) a statement of the objectives and purpose for learning, (c) the dissemination
of information, (d) modeling of the skill or objective by the teacher, (e) a check for
understanding through questions or other formative assessment techniques, (f) guided practice,
and (g) independent student practice (Marzano et al., 2011). Almost serving as a checklist for
observations, teachers were evaluated on the different components of the Hunter lesson plan
model.
With the publication of A Nation at Risk by the National Commission on Excellence in
Education in 1983, teachers and teacher effectiveness became the focus of school improvement.
The report pointed to the dismal state of the education system and the need for highly qualified
teachers to help improve learning for students (Shinkfield & Shufflebeam, 1995).
Recommendations from the report regarding teachers and teacher evaluations were


Set high standards for teacher performance.



Improve teacher preparation programs.



Offer salary and performance incentives based upon teacher evaluations.



Create teacher career ladder systems to identify and distinguish effective teachers.



Allow master teachers to be involved in the supervision and evaluation of new or novice
teachers (National Commission on Excellence in Education, 1983).
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The report garnered attention for the effective schools movement and led to increased research
into what makes a successful teacher effective.
In 1984, soon after the A Nation at Risk Report, the RAND Corporation released the
results of a study on teacher evaluation systems. According to the report, the purpose of teacher
evaluations should be for teacher and school improvement, human resource decisions, and school
status decisions. In studying the evaluation process of four different school systems, the authors
made recommendations for successful evaluation systems. These included:


The goals of the evaluation system should match the goals of the school system.



The evaluation system should not be highly prescriptive.



School systems should provide resources for evaluations such as time and personnel.



Schools systems should assess the effectiveness of the evaluation systems and make
changes as needed.



Provide training and feedback for evaluators.



Involve expert or master teachers in the supervision or evaluation process.



Use standards to hold teachers accountable to their instructional decisions in the
classroom (Wise, Darling-Hammond, McLaughlin, & Bernstein, 1984).

The Nation at Risk Report and the RAND report highlighted the need for effective teachers and
reliable evaluation measures to determine teacher success.
Observations continued to be the main method for teacher evaluations into the 1990s. In
1996, Danielson published Enhancing Professional Practice: A Framework for Teaching, which
provided a rubric for teacher evaluations that attempted to capture the complexity of teaching.
The domains of the rubric were based on research of documented practices that improve student
36

learning. The framework evaluated teachers in the domains of planning and preparation,
classroom environment, instruction, and professional responsibilities (Danielson, 2007). Similar
rubrics and frameworks grew in their use at this time. The concepts represented in the Danielson
rubric are replicated in many of the teacher evaluation rubrics in use today.
Currently, there is a heavy focus on accountability using student achievement to measure
teacher effectiveness. Teacher accountability for student learning is a large focus of current
evaluation models as a result of government regulations such as 2001’s No Child Left Behind
Act (2002) and 2015’s Every Student Succeeds Act (2015). Many of the evaluation models in
use today combine teacher observations using a rubric such as the Framework for Teaching
(Danielson, 2007) with student achievement or gain data. Most of the student gain data is based
upon student performance on standardized tests (Marzano et al., 2011). Value-added equations,
such as TVAAS created by Sanders and McLean in Tennessee in 1980, assign a numerical score
to represent how much impact a teacher has had on student learning (Shinkfield & Shufflebeam,
1995). These value-added scores are used as a part of teacher evaluations. The 2009 Race to the
Top government program calls for teacher effectiveness to be determined by measures of student
growth and observation based measures (United States Department of Education, 2016).
Tennessee Evaluation History
Tennessee followed the same developments and trends witnessed throughout the country
in terms of teacher evaluations. In response to the recommendations from the Nation at Risk
Report (1983), Tennessee implemented a career ladder for teachers in 1984 (Furtwengler, 1985).
With the career ladder program, teachers could fall into one of five tiers: probationary,
apprentice, career level I, career level II, and career level III. Teachers were placed into the
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different tiers based upon experience, evaluation data, and recommendations. For example, a first
year teacher was placed in the probationary tier. After one year, if the teacher had successful
evaluations and recommendations from administrators, he or she could be moved into the
apprentice tier. Evaluations from the career ladder program examined six different areas for
teacher effectiveness. These areas were instructional preparation, instructional strategies, use of
evaluation to improve instruction, classroom management, leadership role, and communication.
Observations were the main data source for evaluations, but portfolios, interviews, and surveys
could be used.
In 1997, Tennessee developed and adopted the Framework for Evaluation and
Professional Growth Model (FEPG) for teacher evaluations. It was not implemented in schools
until 2000. With FEPG, observations were used to evaluate teachers in the domains of planning,
instructional strategies, classroom environment, assessment, professional growth, and
communication. The number of observations that were required for a teacher was dependent on
experience and performance. Teachers were either classified as apprentice or professional
teachers. An apprentice teacher was a new teacher and could be moved to a professional with
three years of teaching and successful evaluations. In addition to observations, apprentice
teachers had to complete a comprehensive assessment, which involved a self-assessment,
reflection, teacher information, and a growth plan. FEPG was discontinued and replaced with the
current teacher evaluation model (Wright, 2012).
Tennessee Teacher Evaluation Models
In 2012, The Tennessee Teacher Advisory Committee reviewed different teacher
evaluation models and rubrics, and chose the TEAM model as the official state evaluation model
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(Tennessee Department of Education, 2012). The Teacher Advisory Committee also approved
alternative evaluation models including the TIGER model. The TEAM model is used by a
majority of the school systems in Tennessee, but 12 school systems have opted to use the TIGER
model (Tennessee Department of Education, 2012). Both of these models represent the current
trend in teacher evaluation models of combining measures of student growth, also known as
value-added, with standards-based observations (Tennessee Department of Education, 2016b;
Teacher Instructional Growth for Effectiveness and Results, 2016). In order to be an approved
Tennessee teacher evaluation model, the evaluation model must include some observation
instrument to measure the four areas of planning, environment, professionalism, and instruction.
The approved models must also incorporate conferences, observations, and a review of past
evaluations (Tennessee State Board of Education, 2015).
The TEAM model is the official Tennessee teacher evaluation model. The TEAM model
uses the TEAM rubric to identify teacher performance in the four domains of planning,
environment, professionalism, and instruction. The TEAM rubric is based on the ideas and
principles of the National Institute for Excellence in Teaching evaluation model (Tennessee
Department of Education, 2012). According to the Tennessee Department of Education (2012),
the TEAM rubric “outlines clear expectations of high-quality instruction, planning, classroom
environment and professionalism” (p. 9). When an evaluator visits a classroom to observe, a
specific domain will be chosen as the focus of that observation. Half of the domain observations
must be unannounced. The number of required observations is based upon the specific teacher’s
license and previous evaluation scores. A teacher’s final score is a simple average of all of the
indicator scores of all of the observations throughout the year. Based on evaluator ratings on the
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TEAM rubric, the evaluator and teacher identify an area to focus on and an area in which the
teacher is successful (Tennessee Department of Education, 2016b).
The TEAM model incorporates coaching conversations or conferences with teachers. At
the beginning of the school year, principals are expected to meet with teachers to discuss the
teacher’s previous performance. Teachers who earned a score of a one on the previous year’s
evaluation will have a focused conversation about observations and about supports that will be
provided in order to help them improve. The coaching sessions should incorporate data from
both formative and summative assessments and should enable the teacher to look more closely at
patterns in his or her own teaching. The overall goal is to improve teacher performance and to
increase student learning (Tennessee Department of Education, 2016b). TEAM coaches are
available to schools where there is a large difference between observation scores and valueadded scores. These coaches work with evaluators to help them with observations, facilitating
effective coaching conversations, providing useful feedback, and providing appropriate
professional development opportunities (Tennessee Department of Education, 2015).
The TIGER model for teacher evaluations is structured somewhat differently. The goal of
the TIGER model is to, “promote teacher growth and ensure all teachers provide quality
instruction” (Teacher Instructional Growth for Effectiveness and Results, 2016, para. 1). Guiding
principles of the TIGER model include:


teacher evaluations are based upon high quality standards of performance;



focus on teacher growth and development;



includes both formative and summative assessments;



provides differentiated support based on teacher performance;
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provides coaching for Stage I teachers;



provides leadership opportunities for Stage III teachers;



supports the use of professional learning communities;



incorporates both qualitative and quantitative data (Teacher Instructional Growth for
Effectiveness and Results, 2016).

The TIGER model also uses the TEAM rubric to evaluate teachers during classroom
observations. Unlike the TEAM model, the observations are not focused on specific domains for
each observation. The evaluator considers all domains during an observation. The TIGER
method also uses walkthroughs, or short classroom visits, in order to document daily activity in
the classrooms and to provide formative assessment data for teachers. These walkthroughs are
used to provide feedback to teachers to help improve performance. The final score for a teacher
with the TIGER model is not an average of all of the observation scores. The principal or
administrator considers all observation data, walkthrough data, and teacher artifacts to indicate
where a teacher is performing on the TEAM rubric. The use of teacher artifacts is unique to the
TIGER model. If an observer did not see a specific indicator during walkthroughs or
observations, a teacher can provide his or her own evidence or artifact to prove their success with
that indicator. Possible artifacts include lesson plans, sample assignments and assessments,
examples of communication with parents and guardians, and a professional development plan
(Teacher Instructional Growth for Effectiveness and Results, 2016). Teachers may submit
evidence at any time throughout the year.
Based on final evaluation scores, TIGER teachers will be placed in one of three stages. Stage
I teachers are new teachers or teachers in need of improvement. Stage II teachers are teachers
that are rated as effective, and stage III teachers are highly effective. Like the TEAM model, the
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number and frequency of observations is based on the performance or stage of the teacher
(Teacher Instructional Growth for Effectiveness and Results, 2016). Stage 1 teachers are required
to have a coaching component throughout the year. The teacher and coach will review teacher
performance information and will work together to create a growth plan. The coaching
conversations and walkthroughs are required to happen at least twice a semester. Stage III
teachers can have leadership opportunities.
Both the TEAM and TIGER models use the same method for scoring teachers in terms of
effectiveness. As mentioned earlier, 35% of a teacher’s evaluation comes from TVAAS, 15%
comes from a different measure of student growth, and the remaining 50% is from observations
for teachers in subject areas that are tested. When the scores are computed, teachers are given a
numerical score from one to five. A teacher who earns a five has performed significantly above
expectations and has shown much growth for his or her students. A teacher who earns a four
performed above expectations, but did not show as strong of a growth for his or her students. A
score of a three means that a teacher met expectations and had the expected amount of growth
for his or her students. A score of a two means that teacher performed below expectations and
did not have as much student growth as expected. A score of a one signifies a teacher who was
significantly below expectations with little to no growth for students (Tennessee Department of
Education, 2016b).
Current research regarding the TEAM and TIGER evaluation models is sparse. Much of
the available information focuses on teacher perceptions of the two models as measured by
survey responses. Since implementation of the First to the Top Act, the Tennessee Department of
Education has surveyed teachers to gain feedback and insight into their feelings regarding the
evaluation process through the First to the Top Survey (Ehlert et al., 2013; Pepper et al., 2015).
42

The survey was distributed to all educators in Tennessee’s Educator Information System.
Participation in the survey was voluntary. The survey results offered valuable information about
the two models. When asked in 2014 if teachers were satisfied with the evaluation process, 45%
of TEAM teachers agreed or strongly agreed while 63% of TIGER teachers agreed or strongly
agreed (Pepper et al., 2015). Results were similar with an earlier First to the Top Survey (2013)
where 68% of TIGER teachers agreed or strongly agreed and 48% of TEAM teachers agreed or
strongly agreed (Ehlert et al., 2013). When asked about follow up meetings after observations,
48% of TEAM teachers had one or more follow up sessions and 62% of TIGER teachers had one
or more follow up sessions (Ehlert et al., 2013). When asked the same question in 2015, 50% of
TEAM teachers indicated they had at least one follow up meeting compared to 49% of TIGER
teachers (Pepper et al., 2015). Teachers were also asked to self-report regarding how much they
thought they improved as teachers during the 2013-2014 school year. Twenty-eight and a half
percent of TEAM teachers felt that they improved significantly compared to 29.7% of TIGER
teachers (Pepper et al., 2015). “Perceptions about the quality, benefits, and value from teacher
evaluations from teachers in districts using TEAM were consistently less favorable than the
perceptions of teachers in districts using one of the alternative models, TEM, TIGER or
COACH” (Ehlert et al., 2013, p. x).
Tennessee also invited teachers to participate in the Tennessee Teaching, Empowering,
Leading, and Learning Survey (TELL). The goal of the survey was to discover teacher feelings
regarding teaching conditions. Like the First to the Top Survey, all Tennessee educators were
invited to take part in the survey. The survey focused on nine different work conditions: time,
facilities and resources, community support, managing student conduct, teacher leadership,
school leadership, professional development, instructional practices and support and new teacher
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support. In each of the nine categories, teachers using the TIGER model had a higher percentage
of agreement than teachers in the TEAM model. Teachers were also asked if they felt that their
performance was measured objectively by evaluators. Eighty-three percent of TEAM teachers
agreed as compared to 89% of TIGER teachers. Teachers were also asked if they felt that they
were held to high standards. Ninety-six percent of TEAM teachers agreed and 97% of TIGER
teachers agreed (New Teacher Center, 2013).
Most of the available information regarding both models has come from the Tennessee
Department of Education or affiliated groups. In the year one implementation report (2012),
TVAAS scores across the different models were shared (see Table 1). Results indicate that
TIGER teachers had higher percentages of teachers earning higher growth scores (Tennessee
Department of Education, 2012, p. 33). Fifty-nine percent of TIGER teachers earned a score of a
four or a five as compared to 50.8% of TEAM teachers.
Table 1
Individual TVAAS Composite Score by Evaluation Model
TVAAS

1

2

3

4

5

TEAM

16.4%

8.1%

24.7%

11.9%

38.9%

TIGER

15.2%

5.8%

20.3%

11.5%

47.5%

The year one implementation report also shared the distribution of observation scores
across the different evaluation models (see Table 2). There were more teachers with lower
observation scores using the TEAM model when compared with the TIGER model (Tennessee

44

Department of Education, 2012, p. 33). Twenty-three percent of TEAM teachers received a score
of a one or two on observations compared to 1% of TIGER teachers.
Table 2
Individual Observation Scores by Evaluation Model
Observation

1

2

3

4

5

TEAM

0.2%

23.0%

22.7%

52.8%

22.0%

TIGER

0.1%

1.0%

14.6%

67.4%

17.0%

Most of the available information regarding evaluation models has been provided by the
Tennessee Department of Education or its affiliates. A majority of this information has come
from survey data. There is very little published research focusing on these evaluation models.
There are a few studies that have examined at the TEAM model, but not the TIGER model. This
could be attributed to the fact that the TEAM model is the official Tennessee state evaluation
model. Davis (2014) specifically examined the relationship between observations scores in the
TEAM model and student achievement as measured by a teacher’s TVAAS score. While limited
by the fact that the study was only performed in one school system, Davis found a weak
relationship between TVAAS and TEAM teacher ratings (Davis, 2014). The Tennessee
Department of Education (2015), in the year three implementation report, claimed that “over
time we have also seen a closer correlation between observations and student growth measures at
levels 4 and 5” (p. 13). This increase in correlation has been linked to increased training for
evaluators and the use of TEAM coaches (Tennessee Department of Education, 2015). Mason
(2015) found a relationship between TEAM observation scores and student achievement as
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measured by TVAAS in English II and III classrooms. Mason only focused on the thinking and
problem solving indicators on the TEAM observation rubric and discovered that the thinking
indicator had a strong, positive, relationship to student achievement as measured by performance
on the End of Course exam (Mason, 2015).
Teacher and principal perceptions of the TEAM model have also been studied. A 2013
study by Bryant investigated principals’ perceptions of the TEAM model and the impact of the
model on professional growth through the use of a survey. Results indicated that principals had
positive beliefs about the TEAM model’s ability to support professional growth and
development. The principals reported that the model provided a standard process for evaluations
and also helped improve teacher instruction through feedback. The biggest hindrance to this
model as noted by participants was the time required to effectively implement the TEAM
evaluation model (Bryant, 2013). Bogart (2013) explored teacher perceptions of the TEAM
model also through a survey. Teachers were surveyed after implementation of the TEAM model.
Teachers indicated that implementing the TEAM model impacted how they planned lessons.
Survey results indicated that teachers were focusing more on higher order thinking skills and that
teachers considered the TEAM rubric more as they planned lessons. Teacher perceptions about
the evaluation process did not change significantly with the implementation of the TEAM model
(Bogart, 2013).
Value-Added
In addition to observation scores, teachers are evaluated based upon student growth. This
student growth is often known as value-added. “Value added refers to a particular approach to
measuring test score gains. What distinguishes value-added measures from simpler test score
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growth measures is that they are adjusted for between-classroom differences in student
characteristics” (Ferguson & Danielson, 2014, p. 101). This topic has been the subject of many
recent studies in education. Multiple researchers have completed reviews of the research to
identify strengths and weaknesses with this measure. Papay (2012) identified the following
strengths to value-added models: they measure growth, they are objective, they are easy to
compute, and they focus on outputs. With these strengths, researchers have also identified
weaknesses. Value-added scores are often inconsistent over time (Darling-Hammond, AmreinBeardsley, Haertel, & Rothstein, 2012; Hallinger, Heck, & Murphy, 2014). Growth scores are
subject to bias because students are often not randomly assigned to teachers. Frequently, high or
low performing students are assigned to specific teachers instead of being randomly placed in
classrooms (Darling-Hammond et al, 2012; Hallinger et al., 2014; Papay, 2012). Value-added
formulas are not able to account for all of the factors that improve student learning (AmreinBeardsley, 2008; Darling-Hammond et al, 2012; Hallinger et al., 2014; Papay, 2012). Because
value-added is simply only given with a numerical measure, it is difficult for teachers to receive
effective feedback showing them specific areas for improvement (Papay, 2012). DarlingHammond et al. (2012) also found that value-added measures do not often relate to evaluator
scores. There is also a concern that the assessments used to compute value-added scores do not
accurately represent the curriculum standards making the value-added measure invalid (AmreinBeardsley, 2008).
Many researchers have investigated how well teacher observations are related to value
added scores. A 2014 study by Harris, Ingle, and Rutledge of principal evaluations found a weak
relationship between principal evaluations and value-added scores. It was hypothesized that this
difference could be due to different principals having different priorities and traits valued
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(Harris, Ingle, & Rutledge, 2014). Perhaps this is why Goldring et al. (2015) found that many
principals do not believe that value-added measures are valid. A 2011 study by Kane et al. found
the opposite. The study examined the relationship between value-added scores and observation
scores, and found a positive correlation between the two (Kane et al., 2010). Jacob and Lefgren
(2008) found that value-added scores more closely correlated with a principal’s personal
evaluation of a teacher rather than the teacher’s observation scores.
Gill, Shoji, Coen, and Place (2016) examined teacher evaluation and student achievement
data from a prior MET study investigating five different observation instruments. These five
observation instruments were the Classroom Assessment Scoring System, the Framework for
Teaching, The Protocol for Language Arts Teaching Observation, the Mathematical Quality of
Instruction, and The UTeach Observational protocol. The researchers examined how well the
different dimensions on these rubrics correlated with student growth or value-added scores. The
researchers found a moderate, but statistically significant relationship among all of the teaching
dimensions on these instruments and value-added scores.
A 2014 study by Staiger and Kane investigated the ability of value-added over many
years to predict a teacher’s career effectiveness. The researchers acknowledged that value-added
scores often fluctuate from year to year for individual teachers, and wanted to investigate
whether value-added was an accurate measure for long term success of teachers. This study
involved math and language arts teachers from three school districts who had between six and
nine years of value-added data. The researchers examined the average value added scores for
these teachers over the long term. They called this the year-to-career calculation. Staiger and
Kane (2014) found that, “accumulated value-added estimates averaged over a teacher’s career to
date, are better predictors of future value added and are considerable more stable than single-year
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value-added estimates” (p. 160). While there may be fluctuation from year to year, the
researchers found a correlation between value-added scores and long term teacher performance.
Because there have been some questions regarding the use of value-added measures as a
part of teacher evaluations, Polikoff (2014) studied the effectiveness of incorporating different
measures as a part of teacher evaluations. Polikoff investigated optimal weights of three different
components to teacher evaluations. These three components were value-added scores, teacher
observation scores, and student survey data. Polikoff examined the different weights for these
three measures in six different states and concluded that the optimal weights for these three
measures are as follows. Value-added measures should count for 75%, observation scores should
represent 11%, and survey results should make up 14% of the total. Polikoff argues that this ideal
weighting leads to greater stability in the overall measure of teacher effectiveness. Polikoff did
acknowledge that this weighting system may not be appropriate for every state due to differences
in the ability of each state’s test to measure what is taught. With this acknowledgement, Polikoff
(2014) still believes that, “the stability of teacher performance ratings is higher when the
composite includes a greater weight on FfT [Framework for Teaching observation scores] and
Tripod [student survey] scores, since those individual components have higher reliability than
VAM [value-added measures] scores do” (p. 299). Polikoff’s conclusions signal the importance
of using multiple measures to score teacher effectiveness. Value-added is not enough to measure
the impact of a teacher. Current Tennessee evaluation models factor in multiple variables into a
teacher’s evaluation score.
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Tennessee Value Added Assessment System
History of TVAAS. TVAAS originated in the 1980s from the work of Sanders and
McLean (Kupermintz, 2003; SCORE, 2014). The system was created with the purpose of
measuring the impact of a teacher on student learning. With the passing of the Educational
Improvement Act in 1992, TVAAS was adopted by the State of Tennessee (Baker & Xu, 1995;
SCORE, 2014; Smith, 2004). The goal with implementing TVAAS was to increase
accountability. In the Master Plan for Tennessee Schools in 1993, one of the listed goals for the
education system was accountability. The accountability focus meant that there should be a focus
on educational results as well as a system to assess the results. Within this accountability goal,
creating and maintaining a value-added system was given as a strategy to increase accountability
(Tennessee State Board of Education, 1992). In 1993, district level TVAAS reporting began
followed by school level reporting in 1994. Teacher level TVAAS reporting did not being until
1996 (SAS Institute, 2015). With the passage of the First to the Top Act in Tennessee in 2010,
individual teacher TVAAS ratings became a part of a teacher evaluation scores (SCORE, 2014).
Currently, a teacher’s TVAAS score counts for 35% of a teacher’s evaluation score (Tennessee
Department of Education, 2016b). In 2013, the state of Tennessee amended the teacher
evaluation policy to allow a teacher to include his or her TVAAS score as their additional 15%
measure in evaluations if the score would help improve his or her overall evaluation score
(SCORE, 2014).
TVAAS description. With the passing the Educational Improvement Act, TVAAS has
been an accountability tool in the state of Tennessee since 1992. According to the Tennessee
Code Annotated (2016):
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(a) “Value added assessment” means:
(1) A statistical system for educational outcome assessment that uses measures of student
learning to enable the estimation of teacher, school and school district statistical
distributions; and
(2) The statistical system will use available and appropriate data as input to account for
differences in prior student attainment, such that the impact that the teacher, school, and
school district have on the educational progress of students may be estimated on a student
attainment constant basis. The impact that a teacher, school and school district has on the
progress, or the lack of progress, in educational advancement or learning of a student is
referred to hereafter as the “effect” of the teacher, school, or school district on the
educational progress of students.
(b) The statistical system shall have the capability of providing mixed model
methodologies that provide for the best linear unbiased prediction for the teacher, school
and school district effects on the educational progress of students. It must have the
capability of adequately providing these estimates for the traditional classroom of one (1)
teacher teaching multiple subjects to the same group of students, as well as team taught
groups of students or other teaching situations as appropriate.
(c) The metrics chose to measure student learning must be linear scales covering the total
range of topics covered in the approved curriculum to minimize ceiling and floor effects.
These metrics should have strong relationship to the core curriculum for the applicable
grade level and subject. (Tennessee Code Annotated, 2016, §49-1-603)
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For the 2014-2015 school year, the measures of student learning used were the Tennessee
Comprehensive Assessment Program (TCAP) for grades three through eight and the End of
Course Exam (EOC) for high school students. In order for an assessment to be used in the
TVAAS calculation, three requirements must be met: the test needs to be able to show growth
for both high and low performing students, the test must address the academic content standards,
and the measurement scales for the test must be reliable from year to year (SAS Institute, 2015).
To determine growth, TVAAS uses a comparison of a student’s current achievement with
his or her past achievement on the TCAP or EOC assessment (SAS Institute, 2015). TVAAS
predicts a student’s performance based on prior achievement as well as the average growth of
similarly performing students in the state (SCORE, 2014). A mixed model equation containing
the above factors is used to determine a student’s growth (Sanders & Horn, 1994). A
Multivariate Response Model is used for tests like the TCAP, which are given consecutively. A
Univariate Response Model is used for tests like the EOC, which is given to students in multiple
grades (SAS Institute, 2015). To calculate a teacher’s effect, a layered model is used. The model
considers the effects of the current teacher as well as previous teachers, all available testing data
for a student, and the percentage of time a student has spent with the teacher (SAS Institute,
2015). A TVAAS score of a zero indicates that a student has grown as expected. Any number
greater than zero indicates growth that was greater than predicted, while a negative score
indicates growth that was less than expected.
According to the Tennessee Department of Education (2016b), there are many reasons
and purposes for using TVAAS in schools. TVAAS can help to monitor the progress and
achievement levels for all students. TVAAS can also provide teachers and administrators with
data in order to improve instruction and provide direction for professional development needs.
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TVAAS also helps to ensure that all students will be challenged to grow and learn as teachers
attempt to have learning gains for all groups of students. TVAAS can also help teachers and
administrators to identify what is working in classrooms. It is also an opportunity to celebrate
and acknowledge growth and achievement.
Perceived disadvantages of TVAAS. The use of value-added measures has come under
scrutiny. There have been concerns over the validity of the measure for different reasons. There
is concern that the test is not valid because there is so much variability in growth scores for the
same teacher from year to year (Baker & Xu, 1995; SCORE, 2014). Another concern is that
there are so many factors that affect student achievement that are not included in the mixed
model equation, and so the value-added model cannot validly measure a teacher’s impact (Baker
& Xu, 2015; Kupermintz, 2013; SCORE, 2014). Because the model does not take into account
socioeconomic status or student demographic information, there are concerns that the formula is
not valid. These factors have been shown to impact student learning (Ballou, Sanders, & Wright,
2004). Others believe that because students are not randomly assigned to teachers, the model is
not reliable. In many schools, successful teachers have the higher performing students, while
new or underperforming teachers receive the lower performing students. Random assignment
does not often occur (Kupermintz, 2003; Sanders & Horn, 1994). In addition to students not
being randomly assigned, teachers with less data (from having less students), would have less
accurate assessments of value-added. More data increases the accuracy of the value-added score
(Kupermintz, 2003). A final area of concern relates to the assessments used to measure
achievement. There are concerns that the TCAP test and the EOC exams do not accurately
measure knowledge of the content standards, so the data from these assessments would not show
how effective a teacher was in teaching the standards. Also, there is concern that these
53

assessments do not ask enough challenging questions to show growth for the higher performing
students, thus making it harder for a teacher to show growth with high performing students
(SCORE, 2014).
Perceived advantages to TVAAS. There are many concerns with the value-added
model, but there are also many reasons for why this approach has become so popular. The
complex formula can accommodate test data that measure achievement on different scales. This
means that past student data can be used even if a student has a different testing history from
other students. Measurement error in the calculation is minimized due to the inclusion of all prior
testing data from different subjects and grade levels. Another benefit is that the layered model
that is used to figure out a teacher’s value-added, which can accommodate for team teaching
situations and other shared teaching situations (SAS Institute, 2015).
TVAAS research. TVAAS has been used in many research studies as a means to
measure student achievement or teacher effectiveness. There is very little academic research
regarding the accuracy or use of TVAAS. Among the available research, most has been
published by Sanders, the creator of TVAAS, and thus calls the results into question. One study
performed by Ballou et al. (2004) was conducted to address the issue that TVAAS is not valid
because student socioeconomic status and demographic information are not included in the
formula. The creators have argued that the students serve as their own control, and so these
measures do not need to be included. In this study, the researchers added demographic and
socioeconomic status information to the formula and compared the results to when these factors
were not included. The researchers concluded from the results that the inclusion of these factors
in the TVAAS calculation had little impact on the scores, and believed they were justified in not
having those factors in the formula.
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A 1997 study by Wright, Horn, and Sanders examined teacher effectiveness, as measured
by TVAAS, when controlling for classroom heterogeneity, student achievement level, and class
size. The researchers examined TCAP scores for third through fifth graders for the purpose of
this study. Results of the study indicated that class size did not have any significant impact
neither did the heterogeneity of the classroom. In terms of the composition of the classroom,
results indicated that successful teachers can help students at all achievement levels to learn
regardless of the heterogeneity of the class. There was a significant impact with achievement
levels. The researchers found that the highest performing students had smaller gains than the
lower performing students.
A 1994 study by Sanders et al. was performed to examine drops in student achievement
levels, as measured by TVAAS, from grade to grade. Specifically, the researchers hypothesized
that drops in scores were caused by transition to new buildings. Using Tennessee’s student
TCAP achievement data from one year, the researchers found that there was a drop in
achievement when students transitioned to a new building (i.e. from middle school to high school
or elementary school to middle school). The drop did not appear to happen when a new student
transferred in from another system. Results from this study indicate that teachers who teach a
grade level that is the youngest in the building could possibly expect lower TVAAS growth due
difficulties that students may have with the transition to a new building.
Sanders and Rivers (1996) were interested in studying teacher effects on student
achievement, specifically if teacher effects impacted future student achievement gains. This
study used TCAP and TVAAS data from math teachers and students in grades three through five
in two large Tennessee school systems. Similar to the 1994 study by Sanders et al., the data
suggested that effective teachers can help all levels of students, especially lower performing
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students. The researchers also found that teacher effects can raise achievement, and the effects of
a teacher do impact future learning. “An effective teacher receiving students from a relatively
ineffective teacher can facilitate excellent academic gain for his/her students during the school
year. Yet these analyses suggest that the residual effects of relatively ineffective teachers from
prior years can be measured in subsequent student achievement scores” (Sanders & Rivers, 1996,
p. 4).
Standards Based Observations
Both the TEAM and the TIGER teacher evaluation models incorporate observations
using use the same TEAM rubric to rate teachers during classroom observations. The rubric
bases teacher performance in four domains: instruction, planning, environment, and
professionalism (Tennessee Department of Education, 2016b). Standards based observations
judge the quality of teaching against set standards of effectiveness usually with some instrument
such as a rubric (Heneman, Milanowski, Kimball, & Odden, 2006). Papay (2012) reviewed the
available research regarding the use of observations in teacher evaluations and was able to
identify strengths and weaknesses with this evaluation method. Some of the strengths of
standards-based observations include the ability to describe teacher performance levels through
rubrics, and the evaluation is based on evidence of effective teaching. Weaknesses of the
observation method include the amount of time required to complete the observation, the
possibility of evaluator bias, and the lack of reliability in scores between different evaluators
(Papay, 2012). In a study of teacher perceptions regarding the evaluation process, a majority of
teacher participants indicated that they felt that observations provided them with useful feedback
in order to improve teaching practices, and teachers felt that observations accurately measured
their performance (Jiang, Sporte, & Luppescu, 2015). A large portion of the research on
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standards based observations has focused on how well observation measures relate to student
achievement and the ability of observers to accurately evaluate teachers. In both areas, the
research presents a mixed view.
In 2009, Wesiberg, Sexton, Mulhern, and Keeling surveyed teachers and administrators
in school systems in four states to get a better understanding of how teachers are scored or
ranked based upon observation data. The researchers found that in school systems that only
identify teachers as satisfactory and unsatisfactory, 99% of teachers were labeled as satisfactory.
In school systems that have more ranking categories, 94% of teachers were in the top two
categories. When looking at the scoring of new teachers, 66% of new teachers were evaluated as
satisfactory. This led the researchers to conclude that observations alone are not effective at
identifying successful teachers.
Much of the research on standards-based observations has centered on the relationship
between teacher evaluation scores from observations and student growth or achievement. Student
achievement is often measured using growth or value-added measures calculated from student
performance on standardized tests (Gallagher, 2004; Garret & Steinberg, 2015; Grossman et al.,
2014; Kimball, White, Milanowski, & Borman, 2004). Results of these studies are contradictory
as some found a positive correlation between observation scores and student achievement and
some found no correlation between observations and student growth. Gallagher (2004) studied
elementary teachers’ performance ratings from observations to see how well scores correlated
with value-added measures. These teachers all worked in the same school system, and the
observations were performed with a rubric that contained content specific domains. The
evaluation process involved conferences with the evaluator before and after the observation.
Results of the study indicated a strong relationship between literacy evaluation scores and value57

added. Gallagher (2004) found that student performance on standardized assessments averaged
14 points higher with a one-point increase in the teacher evaluation. No relationship was found
between the evaluations scores in mathematics and language arts and student achievement. This
study was unique because it involved a content-specific rubric. Hill and Grossman (2013) argued
that teacher observation rubrics or instruments should focus on the specific subject areas because
there are special skills and teaching practices that are more effective in the different subject
areas.
Grossman et al. (2014) found that the type of assessment matters when looking for a
relationship between value-added and observation scores. Teachers in this study were evaluated
with the PLATO rubric, an observation instrument specific for language arts instructors. The
students were given the state standardized test and the SAT-9 test. When comparing results, it
was discovered that the observation results had a stronger correlation with the value-added
measures calculated from the SAT-9 test over the state standardized test. Researchers determined
the stronger relationship existed with the SAT-9 test because this assessment more closely
measures skills that are valued in the PLATO rubric (Grossman et al., 2014). Results of this
study indicate that the type of assessment given is important to the strength of the relationship
between teacher performance and value-added growth measures.
Two similar studies identified a positive relationship with teacher observation scores and
value-added scores. Garret and Steinberg (2015) investigated the relationship between teacher
observations and student achievement. Specifically, the researchers we interested in
understanding if effective teachers could be successfully identified using the Framework for
Teaching rubric. They used student achievement to identify effective teachers. The researchers
found that in both language arts and math, higher performing teachers as identified by the rubric
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had higher performing students. In language arts, the difference between a basic and proficient
teacher translated into a 0.11 standard deviation difference in student achievement. In math, the
difference between a basic and proficient teacher, translated into a 0.14 to 0.16 standard
deviation in student achievement. The results were statistically significant. The researchers
acknowledged that there was some bias to these results due to the fact that students were not
often randomly assigned to teachers (Garret & Steinberg, 2015). A 2004 study by Kimball et al.
also used an evaluation system modeled after the Framework for Teaching rubric to see if the
scores correlated to student achievement. The researchers found a positive correlation, but this
relationship was not as strong when certain student factors such as prior achievement were
controlled. The teachers in this study were observed as part of their evaluation, but there were no
consequences for the teachers for low scores. Both of these studies found a correlation, but both
also admitted to limitations with each study.
Similar studies performed have also indicated weak or no relationship between
evaluations and student achievement. Davis (2014) examined the relationship of the observations
scores in the TEAM model and their relationship with student achievement as measured by a
teacher’s TVAAS score. Though limited by the fact that the study was only performed in one
school system, Davis found a weak relationship between TVAAS and TEAM teacher ratings
(Davis, 2014). Kimball and Milanowski (2009) found a weak relationship between observations
ratings and student achievement. The researchers in this study attribute the inconsistency to
differences in evaluators (Kimball & Milanowski, 2009). Hallinger et al. (2014) researched the
available studies regarding teacher evaluations and found a similar weak relationship between
evaluations and student learning as measured by value-added measures.
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Because some of the available research has shown a weak relationship between
observations and value-added, some researchers have begun to investigate reasons why this is the
case. Multiple studies have focused on the evaluators themselves and how they factor into
observation scores. Jacob and Lefgren (2008) investigated principals’ ability to recognize high
and low performing teachers from teacher observations. Results of the study indicated that the
principals were able to identify the highest and lowest performing teachers from observations,
but they were unable to differentiate between middle performing teachers (Jacob & Lefgren,
2008). The principals in this study were evaluating their own teachers. A 2011 study also
investigate how well evaluators were able to identify the performance of teachers through
evaluations, but this study involved evaluators who did not know or have any prior experience
with the teachers. The researchers found that the evaluators were not consistently able to identify
the high and low performing teachers (Strong, Gargani, & Hacifazlioglu, 2011). The accuracy of
teacher evaluations in rating teacher performance is important because as Goldring et al.
discovered in their 2015 study, principals will often use observation scores and experiences to
make decisions regarding employment rather than using value-added scores.
A 2014 study by Park, Chen, and Holtzman investigated whether a specific training
program for observers and raters of teachers could reduce bias and increase the effectiveness of
the raters. This study was undertaken to help discover ways to reduce rater bias. The researchers
define rater bias as, “personal preferences, viewpoints, or interpretations of the instrument that
are external to the scoring rubric” (p. 384). To attempt to reduce rater bias, the researchers
investigated the impact of a rater training program. The evaluators in this program were mainly
teachers or former teachers and education students. Participants were trained to use a specific
performance rubric as well as ways to identify and eliminate bias in evaluations. Training was
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given online. Raters were required to pass a certification test to be assigned as evaluators. After
the initial certification, the evaluators were monitored and re-evaluated to ensure effectiveness.
Park, Chen, and Holtzman were interested in the effectiveness of the training as well as
influences on scoring. The raters evaluated teacher’s recorded lessons. Each recording was
evaluated by two raters. Of all of the scoring results, the researchers found that over 75% of the
observations showed complete agreement or agreement within one point from both evaluators.
The researchers also found that classroom settings, rater background and experience, rater
perceptions, and attention to detail did not significantly influence the observation scores. This
study has implications for the creation of successful teacher evaluation programs. With
appropriate training, evaluators could be more successful with evaluations and could eliminate
bias in their scoring. The researchers suggested that a successful teacher evaluation model should
include in-depth training, frequent monitoring of evaluators, and feedback with assistance for
ongoing development of evaluation skills.
In a further effort to study evaluators and observations, Bell et al. (2014) conducted a
study to determine which areas in teacher observations were the easiest and most challenging to
observe and evaluate. Teachers in grades six through eight were evaluated using video
recordings of mathematics or language arts lessons. Observers used the Classroom Assessment
Scoring System rubric, the Framework for Teaching Rubric, the Mathematical Quality of
Instruction rubric, and the Protocol for Language Arts Teaching Observation to evaluate the
teachers. The Mathematical Quality rubric and the Protocol for Language Arts are content
specific classroom observation rubrics. Think aloud data and interviews with observers were
used to answer the research questions. Based on the data, the researchers concluded that
observation domains that required less inference were the easiest to measure such as classroom
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interactions and classroom environment. Domains that required higher levels of inference were
the most challenging areas for observers to evaluate such as instruction (Bell et al., 2014).
Results of this study are important as they signify that not all areas of teacher evaluations can be
measured objectively, and as a result more subjectivity may go into evaluation scores when
higher levels of inference are required.
Joe, McClellan, and Holtzman, (2014) studied the impact of observation time and the
number of domains being evaluated on the accuracy of teacher observation scores. There were
two parts to this study. The first part investigated if length of time or the time period of the
observation had any impact on the accuracy of the observation. The researchers discovered that
when scoring teachers using the CLASS, FfT, or QST rubric, the scores from minutes 15 to 30
(segment 2) and minutes 30 to 45 (segment 3) had a strong relationship to the overall score of
effectiveness for the teacher. These results suggest that observations do not need to occur
throughout a whole lesson to accurately measure teacher success. The results also indicate that
observing teachers for 30 minutes during minutes 15 to 45 of a lesson are enough to get an
accurate picture of teacher effectiveness. The second part of the study examined the impact of
only measuring some of the observation rubric domains on the accuracy of the observation.
Observers were only asked to score teachers in a few of the rubric dimensions. The researchers
found that there was higher inter-rater reliability when observers were not asked to score teachers
based on all of the domains. The researchers suggested that this was due to the fact that limiting
the number of domains reduced the cognitive load for observers. These results suggest that only
evaluating specific domains for each observation may increase the accuracy of the observation.
Observations using the TEAM model are set up in such a manner where each observation
focuses on a specific domain.
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Chapter Summary
Chapter 2 presented related literature for this study. Literature regarding teacher
evaluations, teacher effectiveness, observations, and value-added measures were shared. Much of
the available research has provided mixed results. Most current teacher evaluation systems
incorporate value-added measures as well as observation measures, but research is inconclusive
as to whether these measures accurately measure effective teaching or successfully represent the
characteristics of successful teachers. Value-added measures are easy to compute and are
objective, but are subject to concerns over accuracy and reliability. Observations allow for a
greater understanding of a specific teacher’s classroom practices, but are subject to concerns over
the reliability of evaluators to accurately score observations without bias. Research indicates that
effective teachers are successful at managing the classroom, differentiating content, and making
lessons authentic.
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CHAPTER 3
RESEARCH METHODOLOGY
This study was conducted to investigate the relationship between measures of teacher
effectiveness within teacher evaluation models. The purpose of this study was to specifically
compare the Tennessee Educator Acceleration Model (TEAM) and the Teacher Instructional
Growth for Effectiveness and Results Model (TIGER) on measures of teacher effectiveness.
Teachers’ TVAAS growth score along with final observation scores from administrators, from
either the TEAM or TIGER model, were used to measure teacher effectiveness in this study. The
relationship between value-added growth scores and observation scores was also compared
between the two evaluation models.
A quantitative approach was used to compare the relationship between measures of
teacher effectiveness and teacher evaluations models. A quantitative approach is appropriate for
numerical data, performance data, and closed-ended research questions (Creswell, 2002;
Creswell, 2014). This chapter includes: the research design, the research questions and
corresponding null hypotheses, instrumentation, population, data collection, data analysis, and a
summary.
This quantitative study compares measures of teacher effectiveness between the TEAM
and TIGER Tennessee teacher evaluation models using a non-experimental, causal comparative
approach. According to Creswell (2014), a quantitative approach is used to investigate
relationships between variables that can be measured numerically. A teacher’s final observation
score can range from one to five. An individual teacher’s TVAAS growth score can also range
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from one to five. A quantitative approach is also appropriate for closed ended research questions
that are explanation oriented (Creswell, 2002; Creswell, 2014).
A non-experimental study is used to, “examine relationships between different
phenomena without any direct manipulation of conditions that are experienced” (McMillan &
Schumacher, 2010, p. 22). This study used pre-existing data from the 2014-2015 school year.
School systems were not assigned to be TEAM or TIGER schools. Each school system
previously decided on its own which evaluation model to use. This research was simply
interested in looking at the existing data to determine if there was any significant difference in
measures of teacher effectiveness between the two evaluation models.
A causal comparative non-experimental design was used for this study. A causal
comparative approach is appropriate for this study because the research involved pre-existing
intact groups without any manipulation of variables (Creswell, 2014). With causal comparative
research, the independent variables are categorical, and in the case of this research, the
independent variable was the teacher evaluation model (Schenker & Rumrill, 2004). The goal of
causal comparative research is to investigate differences between groups.
Research Questions and Null Hypotheses
The following research questions and null hypotheses were identified for this study:
Research Question 1
Is there a significant difference in overall teacher effectiveness as measured by TVAAS between
teachers who are evaluated with the TEAM model and teachers evaluated with the TIGER
model?
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𝐻01 : There is no significant difference in overall teacher effectiveness as measured by TVAAS
between teachers who are evaluated with the TEAM model and teachers evaluated with the
TIGER model.
Research Question 2
Is there a significant difference in final principal observation scores between teachers who are
evaluated with the TEAM model and teachers evaluated with the TIGER model?
𝐻02 : There is no significant difference in final principal observation scores between teachers who
are evaluated with the TEAM model and teachers evaluated with the TIGER model.
Research Question 3
Is there a significant relationship between teachers’ value-added growth scores (TVAAS) and
teachers’ final observation scores for teachers who are evaluated with the TEAM model?
𝐻03 : There is no significant relationship between teachers’ value-added growth scores (TVAAS)
and teachers’ final observation scores for teachers who are evaluated with the TEAM model.
Research Question 4
Is there a significant relationship between teachers’ value-added growth scores (TVAAS) and
teachers’ final observation scores for teachers who are evaluated with the TIGER model?
𝐻04 : There is no significant relationship between teachers’ value-added growth scores (TVAAS)
and teachers’ final observation scores for teachers who are evaluated with the TIGER model.
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Instrumentation
In order to measure teacher effectiveness, individual teacher value-added growth scores
(TVAAS) and individual final classroom observation scores from the teacher’s principal with the
TEAM rubric were used. These two measurements were chosen because they are the two largest
factors that are included in scoring for overall teacher effectiveness in Tennessee teacher
evaluations. According to the SAS Institute (2015), TVAAS measures are reliable because they
are based on assessments that allow for the measurement of progress for both high and low
achieving students, they are aligned to the academic standards, and the measurement scales are
reliable from year to year. The use of an intra-year approach (multiple years) is also another
reason given for the reliability of TVAAS growth scores (SAS Institute, 2015).
The TEAM observation rubric is used by administrators for both the TIGER and TEAM
evaluation models to document the use of effective teaching practices within the classroom. For
each indicator on the TEAM rubric, an administrator rates the teacher on a scale from one to
five. Evaluators using this rubric are trained and assessed regarding their ability to successfully
use the rubric for evaluations. In order to observe and evaluate teachers, administrators must be
certified, and certification for using the rubric must be obtained yearly through either in-person
training or an online recertification test (Tennessee Department of Education, 2016b).
Sample
The population used in this research was Tennessee public school teachers in grades three
through twelve who taught a tested subject for the 2014-2015 school year in school systems that
used either the TEAM or TIGER evaluation model. The sample for this study consisted of 230
TIGER teachers in three TIGER school systems and 2,839 TEAM teachers in nine TEAM school
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systems. During the 2014-2015 school year, 12 school systems used the TIGER model. Three
TIGER school systems agreed to participate and were included in the sample for this study.
During the 2014-2015 school year, 127 school systems used the TEAM model (Tennessee
Department of Education, 2016b), and nine TEAM school systems agreed to participate. For
each of the participating school systems, all teachers who taught a tested subject in grades three
through twelve were included in the sample.
Data Collection
A request was made to the Institutional Review Board (IRB) for approval to collect
TVAAS data and final observation scores from the individual school systems. The IRB
concluded that the proposed research did not meet the FDA or DHHS definition of research
involving human subjects, so IRB approval was not required. Data for this study were collected
from each individual school system. The researcher contacted the director of schools for each
school system to request the data and to inform him or her as to the purpose of the study. The
researcher followed the protocol designated by each school system in order to collect the data.
Data were e-mailed to the researcher by the school system contact in a spreadsheet with teacher
and school system names removed to ensure anonymity and confidentiality. The data provided
was a numbered list with each teacher’s final observation score and TVAAS score together.
Participants were given assurance that no identifying school system information or names would
be shared in order to protect privacy and to maintain confidentiality.
Data Analysis
In order to address Research Questions 1 and 2, independent samples t-tests were
conducted to determine whether observation scores or TVAAS scores differed for teachers
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evaluated with the TEAM model and teachers evaluated with the TIGER model. The population
for this study was Tennessee public school teachers in grades three through twelve who taught
state-tested subjects in 2014-2015 in school systems that used either the TEAM or TIGER
teacher evaluation models. The dependent variable was teacher effectiveness as measured by
TVAAS growth scores and final observation scores for the 2014-2015 school year. Individual
TVAAS growth and observation scores were averaged to find a mean TVAAS and observation
score for both TIGER and TEAM school systems. The means were used in an independent
samples t-test to investigate differences in teacher effectiveness (Green & Salkind, 2011).
To address Research Questions 3 and 4, Pearson correlation coefficients were used to
determine the relationship between observation scores and value-added growth scores for both
teachers in the TEAM model and the TIGER model. The Statistical Package for the Social
Sciences (SPSS) was used for the data analysis. All data were analyzed at the 0.05 level of
significance.
Chapter Summary
Chapter 3 describes the research design, research questions and corresponding null
hypotheses, instrumentation, sample, data collection, and data analysis for this research study.
SPSS was used to calculate the results of the relationship between teacher evaluation model and
teacher effectiveness. The population for this study was Tennessee teachers in grades three
through eight who taught tested subjects in school systems that either used the TEAM or TIGER
evaluation models. The research addressed four research questions and tested four corresponding
null hypotheses. Chapter 4 provides summaries of the data analysis for each research question.
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CHAPTER 4
FINDINGS
The purpose of this study was to compare measures of teacher effectiveness for two
different Tennessee teacher evaluation models: TEAM and TIGER. The measures of teacher
effectiveness that were used in this study were a teacher’s final observation score from the
TEAM rubric and a teacher’s individual value-added growth (TVAAS) score. The relationship
between observation scores and TVAAS scores was also compared between the two different
evaluation models. Data was gathered from the 2014-2015 school year. The sample for this study
consisted of 2,839 TEAM teachers from 9 TEAM school systems and 230 TIGER teachers from
3 TIGER systems. Independent-samples t-tests were conducted to investigate any differences in
observation scores and value-added growth scores (TVAAS) between teachers who were
evaluated with the TEAM model and teachers who were evaluated with the TIGER model.
Person correlations were computed to look at the relationship between observation scores and
TVAAS for each of the evaluation models. In this chapter, data analyses were completed to
investigate four research questions and four corresponding null hypotheses.
Research Question 1
Is there a significant difference in overall teacher effectiveness as measured by TVAAS
between teachers who are evaluated with the TEAM model and teachers evaluated with the
TIGER model?
𝐻01 : There is no significant difference in overall teacher effectiveness as measured by
TVAAS between teachers who are evaluated with the TEAM model and teachers evaluated with
the TIGER model.
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An independent-samples t-test was conducted to evaluate whether the mean individual
value-added growth score (TVAAS) differed between teachers who were evaluated with the
TEAM evaluation model and teachers who were evaluated with the TIGER evaluation model.
The TVAAS score was the test variable and the grouping variable was the TEAM or TIGER
evaluation model. The test was significant, t(3067) = 4.267, p <0.001. Therefore, the null
hypothesis was rejected. Teachers who were evaluated with the TIGER model (M = 3.744, SD =
1.402) tended to have higher TVAAS scores than teachers who were evaluated with the TEAM
model (M = 3.320, SD = 1.453). The 95% confidence interval for the difference in means was
0.229 to 0.619. Cohen’s d was calculated to be 0.293, which indicated a small to medium effect
size. Figure 1 shows the distributions for the two groups. In summary, teachers who were
evaluated with the TIGER model tended to have significantly higher TVAAS scores than
teachers who were evaluated with the TEAM model.

Figure 1: TVAAS Scores for TEAM and TIGER Teachers
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Research Question 2
Is there a significant difference in final principal observation scores between teachers
who are evaluated with the TEAM model and teachers evaluated with the TIGER model?
𝐻02 : There is no significant difference in final principal observation scores between
teachers who are evaluated with the TEAM model and teachers evaluated with the TIGER
model.
An independent-samples t-test was conducted to evaluate whether the mean final
observation score differed for teachers who were evaluated with the TEAM model and teachers
evaluated with the TIGER model. The final observation score was the test variable and the
grouping variable was the TEAM or TIGER evaluation model. The test was significant, t(3067)
= 7.782, p < 0.001. Therefore, the null hypothesis was rejected. Teachers who were evaluated
with the TIGER model (M = 4.174, SD = 0.402) tended to have a higher final observation score
than those teachers who were evaluated with the TEAM model (M = 3.878, SD = 0.565). The
95% confidence interval for the difference in means was 0.221 to 0.370. Cohen’s d was
calculated to be 0.535, which indicated a medium effect size. Figure 2 shows the distributions for
the two groups. In summary, teachers who were evaluated with the TIGER model tended to have
significantly higher final observation scores than teachers who were evaluated with the TEAM
model.
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Figure 2: Observation Scores for TEAM and TIGER Teachers.
° Indicates Extreme Value
Research Question 3
Is there a significant relationship between teachers’ value-added growth scores (TVAAS)
and teachers’ final observation scores for teachers who are evaluated with the TEAM model?
𝐻03 : There is no significant relationship between teachers’ value-added growth scores
(TVAAS) and teachers’ final observation scores for teachers who are evaluated with the TEAM
model.

73

A Pearson correlation coefficient was computed to test the relationship between TVAAS
scores and final observation scores for teachers who were evaluated with the TEAM model. The
results of the analysis revealed a significantly positive relationship between final observation
scores (M = 3.878, SD = 0.565) and TVAAS scores (M = 3.320, SD = 1.453) and a statistically
significant correlation [r(2837) = 0.359, p <0.001]. As a result of the analysis, the null
hypothesis was rejected. In general, the results suggest that teachers who were evaluated with the
TEAM model who tended to have higher final observation scores also tended to have higher
TVAAS scores.
Research Question 4
Is there a significant relationship between teachers’ value-added growth scores (TVAAS)
and teachers’ final observation scores for teachers who are evaluated with the TIGER model?
𝐻04 : There is no significant relationship between teachers’ value-added growth scores
(TVAAS) and teachers’ final observation scores for teachers who are evaluated with the TIGER
model.
A Pearson correlation coefficient was computed to test the relationship between TVAAS
scores and final observation scores for teachers who were evaluated with the TIGER model. The
results of the analysis revealed a significantly positive relationship between final observation
scores (M = 4.174, SD = 0.402) and TVAAS scores (M = 3.744, SD = 1.402) and a statistically
significant correlation [r(228) = 0.531, p < 0.001]. As a result of the analysis, the null hypothesis
was rejected. In general, the results suggest that teachers who were evaluated with the TIGER
model who tended to have higher final observation scores also tended to have higher TVAAS
scores.
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Chapter Summary
In this chapter, observation scores and TVAAS scores were compared between the
TEAM and TIGER Tennessee teacher evaluation models. The relationship between TVAAS
scores and final observation scores were also analyzed and presented. There were four research
questions and four corresponding null hypotheses. TVAAS data and observation scores were
collected from 12 school systems representing 3,069 teachers. Nine of the school systems used
the TEAM model for the 2014-2015 school year, and three of the school systems used the
TIGER model for the 2014-2015 school year.
In analyzing the data, the researcher found a significant difference between both
observation scores and TVAAS scores between teachers who were evaluated with the TEAM
model and teachers who were evaluated with the TIGER model. TIGER teachers tended to have
higher final observation scores as well as higher TVAAS scores. The relationship between
TVAAS scores and final observation scores for both models was found to be significant and
positive. The correlation between TVAAS scores and observation scores tended to be stronger
for the TIGER evaluation scores.
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CHAPTER 5
SUMMARY OF FINDINGS, RECOMMENDATIONS, AND CONCLUSIONS
This chapter provides a summary of findings, recommendations for practice,
recommendations for future research, and conclusions. The purpose of this study was to compare
measures of teacher effectiveness for teachers who were evaluated with the Tennessee Educator
Acceleration Model (TEAM) and the Teacher Instructional Growth for Effectiveness and Results
(TIGER) model. The measures of teacher effectiveness that were used were a teacher’s final
observation score and a teacher’s individual value-added growth score (TVAAS). The
correlation between final observation scores and value-added scores were compared between the
two different teacher evaluation models. The sample for this study included 230 TIGER teachers
and 2,839 TEAM teachers.
Summary of Findings
The analysis of data for this study centered on four research questions and four
corresponding null hypotheses. Independent-samples t-tests were conducted for Research
Questions 1 and 2 to help determine if there was a significant difference between final
observation scores and TVAAS scores between the TEAM and TIGER evaluation models.
Pearson correlation coefficients were computed for Research Questions 3 and 4 to help
determine the relationship between TVAAS and final observation scores for each of the
evaluation models.
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Research Question 1
Is there a significant difference in overall teacher effectiveness as measured by TVAAS
between teachers who are evaluated with the TEAM model and teachers evaluated with the
TIGER model?
The purpose of this research question was to evaluate any difference in TVAAS scores
between teachers who were evaluated with the TEAM model and teachers who were evaluated
with the TIGER model. The mean TVAAS score for teachers who were evaluated with the
TIGER model was significantly higher than the scores of teachers who were evaluated with the
TEAM model. Results of this analysis were similar to the data presented in 2012 from the
Tennessee Department of Education, in which it was indicated that a higher percentage of
TIGER teachers earned a TVAAS score of a five, the highest score possible, when compared to
TEAM teachers (Tennessee Department of Education, 2012).
Research Question 2
Is there a significant difference in final principal observation scores between teachers
who are evaluated with the TEAM model and teachers evaluated with the TIGER model?
The purpose of this research question was to evaluate any difference in final observation
scores between teachers who were evaluated with the TIGER model and teachers who were
evaluated with the TEAM model. Teachers who were evaluated with the TIGER model tended to
have higher observation scores than teachers who were evaluated with the TEAM model. Results
of this analysis also echoed information shared in a 2012 report from the Tennessee Department
of Education, which indicated that a higher percentage of TIGER teachers earned either a four or
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five as a final observation score when compared with TEAM teachers (Tennessee Department of
Education, 2012).
Research Question 3
Is there a significant relationship between teachers’ value-added growth scores (TVAAS)
and teachers’ final observation scores for teachers who are evaluated with the TEAM model?
The purpose of this research question was to evaluate the relationship between individual
value-added growth (TVAAS) scores and final observation scores for teachers who were
evaluated with the TEAM model. Results indicated a significantly positive relationship between
observation scores and TVAAS. TEAM teachers who tended to have higher final observation
scores also tended to have higher TVAAS scores. The results of this research support the
findings of Gallagher (2004), Garret and Steinberg (2015), Gill et al. (2016), Kane et al. (2010),
and Mason (2015).
Research Question 4
Is there a significant relationship between teachers’ value-added growth scores (TVAAS)
and teachers’ final observation scores for teachers who are evaluated with the TIGER model?
The purpose of this research question was to evaluate the relationship between individual
value-added growth (TVAAS) scores and final observation scores for teachers who were
evaluated with the TIGER model. Results indicated a significant positive relationship between
observation scores and TVAAS. TIGER teachers who tended to have higher final observation
scores also tended to have higher TVAAS scores. There was a 0.172 difference in correlation
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coefficients between TEAM and TIGER teachers indicating the correlation between observation
scores and value-added scores was stronger for TIGER teachers.
Recommendations for Practice
Based on the results of this study, the following recommendations for practice are
suggested:
1.

The results of this study indicated that there was a significant difference in measures
of teacher effectiveness between TEAM and TIGER teachers. Both the mean
observation score and TVAAS score were higher for TIGER teachers. One of the
differences between the two models is how final observation scores are computed.
With the TEAM model, the final score is an average of all of the observations
throughout the year. With the TIGER model, teachers are allowed to provide
evidence in the form of artifacts to support his or her expertise in an area of the
rubric. Walkthrough observations from administrators inform TIGER teachers as to
areas where there is improvement or the need to provide evidence. This is based on
the idea of formative assessment. Based on this concept, it is recommended that all
administrators who perform observations provide more and consistent feedback to
teachers to help them improve their practice.

2. The TEAM rubric, which both the TEAM and TIGER models use, is based on
research as to what effective teachers do in their classrooms. Teachers should be
offered in-depth training in how to understand the TEAM rubric as well as training as
to what effective teaching looks like in each of the domains of the rubric.
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3. Although this research has shown a significantly positive relationship between
observation scores and value-added scores, this relationship could be strengthened.
Administrators should continuously be working to improve in the area of performing
teacher observations. Continued training in the use of the rubric as well as ways to
identify effective practices in the classroom should be the focus of professional
development for administrators.
4. Teachers should also be provided professional development regarding how to use
value-added scores to improve practice.
5. School systems should evaluate how well the chosen evaluation model has been
implemented. Administrators should engage in an in-depth look at observations and
how they are performed in the school system.
6. School systems should spend time investigating all of the evaluation model options to
see if there are any components that make one option a better fit for that school
system.
7. Administrators should provide professional development to teachers in areas that
research has shown to impact teacher effectiveness such as classroom management
(Decristan et al., 2015; Grant et al., 2013, Kane et al., 2011, Stronge et al, 2011; Tyler
et al., 2015), building positive relationships (Hattie, 2012; Mangiante, 2011; Stronge
et al., 2011), giving constructive feedback (Grossman et al., 2010; Mangiante, 2011),
and setting high expectations (Hattie, 2012; Mangiante, 2011; Stronge et al., 2008)
Recommendations for Future Research
The results of this study indicate that there are statistically significant differences in
measures of teacher effectiveness between TEAM and TIGER teachers. Results also indicate that
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the correlation between final observation scores and TVAAS scores is different between the two
different evaluation models. The following are recommendations for future research, which may
further support the ideas in this study as well as add to the body of research regarding effective
teacher evaluation models.
1.

This study should be replicated with a larger sample of teacher evaluation data from
TEAM and TIGER school systems. It is important to see if similar results are found
with a larger sample.

2. This study should be replicated longitudinally to see if the results of this study hold
up over a longer period of time.
3. This study was limited to teachers who taught a state-tested subject due to the fact
that these teachers had an individual value-added growth score. There are many
teachers who were not included in this study because they taught subjects that were
not tested. The state has begun implementing portfolios as a way to evaluate these
teachers. Currently, there are portfolio options for teachers who teach fine arts, first
grade, physical education, pre-kindergarten, kindergarten, and foreign languages
(Tennessee Department of Education, 2016b). Therefore, future study is
recommended to compare portfolio data to see if there is a significant difference in
teacher effectiveness as measured through teacher portfolios for TEAM and TIGER
teachers.
4. With the 2016-2107 school year, the Tennessee Department of Education began using
a new standardized test to measure student learning. Therefore, this study should be
replicated using teacher evaluation data based on these new assessments.

81

5. Based on the research, there are differences in the TEAM and TIGER models in the
structure of the teacher observations, the use of artifacts as evidence for teacher
effectiveness, and final observation scoring. Future research should be conducted to
investigate how well the different components of these different evaluation models
are actually implemented. Are school systems using the evaluation models as they are
intended and designed?
6. Research has indicated that there are many factors that could impact teacher
effectiveness such as years of experience (Chingos & Peterson, 2011; Munoz et al.,
2011) and highest level of education attained (Darling-Hammond, 2000). This study
could be replicated but control for level of education and years of experience.
7. This study was delimited to the TEAM and TIGER Tennessee teacher evaluation
models because they are the most used in the state of Tennessee, but there are three
other Tennessee approved alternate evaluation models. Therefore, future research
should compare measures of teacher effectiveness between all of the evaluation
model options.
8. An in-depth qualitative research study should be performed to further investigate
differences between the two evaluation models incorporating teacher interviews as
well as evaluation artifacts.
Conclusions
Teacher evaluations have gone through many changes and phases over time. Currently,
there is a significant mandate for accountability. Part of many teacher evaluation models include
some value-added component, which represents how much of an impact a teacher has had on
student growth and learning. With this mandate for accountability, it is important to provide
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teachers with as many resources to help them be successful in the classroom. The goal of this
research study was to compare teacher effectiveness measures between the TEAM and TIGER
evaluation models. In having a greater understanding of evaluation models and their components,
administrators can help teachers to understand their performance and ways to improve. In this
study, both observation scores and individual value-added growth scores were compared
between the TEAM and TIGER evaluation models. For both effectiveness measures, there was a
statistically significant difference between the two models. TIGER teachers had a higher mean
observation score as well as a higher mean TVAAS score. This could indicate that perhaps some
of the differences that distinguish the two models such as the focus of observations, the use of
evidence and walkthroughs, as well as how the final score is calculated could provide
information to teachers to help them improve and grow as teachers. With further research into
why there are differences, administrators could develop methods and practices to help support
teachers.
This study also examined the relationship between value-added scores and observation
scores between the two models. Both the TEAM and TIGER model had a positive, significant,
correlation between TVAAS and observation scores. The TIGER model scores had a stronger
correlation, again suggesting that some component of the TIGER model that differentiates it
from the TEAM model may be part of the reason. Consequences of this study indicate that it is
worthwhile to study this topic more in-depth, to look for possible reasons why the TIGER
teachers had higher mean scores on measures of teacher effectiveness as well as a stronger
correlation between value-added and observation scores.
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