Abstract-Ensemble methods have been widely used to improve prediction accuracy over individual classifiers. In this paper, we achieve a few results about the prediction accuracies of ensemble methods for binary classification that are missed or misinterpreted in previous literature. First we show the upper and lower bounds of the prediction accuracies (i.e. the best and worst possible prediction accuracies) of ensemble methods. Next we show that an ensemble method can achieve > 0.5 prediction accuracy, while individual classifiers have < 0.5 prediction accuracies. Furthermore, for individual classifiers with different prediction accuracies, the average of the individual accuracies determines the upper and lower bounds. We perform two experiments to verify the results and show that it is hard to achieve the upper and lower bounds accuracies by random individual classifiers and better algorithms need to be developed.
INTRODUCTION
Supervised learning learns a function y = f(x) from a set of training examples in the form of (x, f(x)), where input x is usually a vector, and then predicts output y of any valid x. The output y could be drawn from either a continuous value (regression) or from a discrete set of classes (classification). In this paper, we consider the binary classification only, where the y is drawn from {-1, 1}.
Using ensemble methods to improve the prediction accuracy of classification problems has become a well established research area. An ensemble method usually has an odd number of individual classifiers and uses a simple majority voting rule, where the prediction goes with the majority of the individual classifiers.
To build a good ensemble method, we need to find a set of individual classifiers so that the prediction accuracy of the ensemble method is better than that of each individual classifier or the average. Some ensemble methods use individual classifiers generated from a single machine learning algorithm with different subsets of training data. In these methods, empirical studies have demonstrated that bagging, boosting, and their variants can successfully improve the prediction accuracy [2, 3, 7] . Some other ensemble methods combine individual classifiers generated from two or more different machine learning algorithms, where the individual classifiers may still be generated from single machine learning algorithms via bagging, boosting, or other methods [4, 11] . Although ensemble methods have been successfully used to improve the prediction accuracies in some examples, it has been argued that they may not perform better than the best individual classifiers [6] .
A lot of research has been done in understanding the performance of ensemble methods. It has been proposed that the key to build a good ensemble method is to find a set of accurate and diverse individual classifiers [8] . Accurate individual classifiers mean their prediction accuracies should be better than random, which is 0.5 for binary classifiers. While there is no well-accepted definition or measure for the diversity of individual classifiers [9] , diverse classifiers usually mean that individual classifiers predict the output differently, so those outputs incorrectly predicted by a minority of individual classifiers may be correctly predicted by a majority of them and the accuracy of the ensemble method is improved. [5] proposed statistical, computational, and representational reasons why an ensemble method may perform better than its individual classifiers. Furthermore, some research proposed various methods for measuring the diversity of individual classifiers. [9] proposed ten statistics for measuring diversity but raised questions on the usefulness of measuring diversity for empirical problems, [1] proposed the Percentage Correct Diversity Measure to measure the diversity of individual classifiers, and [4] proposed another set of ten measures for demonstrating the goodness of ensembles.
In this paper, we achieve a few results about the prediction accuracies of ensemble methods for binary classification that are missed or misinterpreted in previous literature. Given the prediction accuracies of individual classifiers, we show the upper and lower bounds of the prediction accuracies of ensemble methods that use the binary classification and simple majority voting rule. While previous research focuses on finding diverse classifiers to achieve better prediction accuracy, we show that the individual classifiers in an ensemble method that achieves the upper bound of the prediction accuracy are neither completely diverse nor completely converged. The upper bound, i.e. the best possible accuracy, is achieved when for each correctly predicted input by the ensemble method, the correct predictions of individual classifiers are just over majority (i.e. as diverse as possible) and for each incorrectly predicted input, all predictions of individual classifiers are incorrect (i.e. as converged as possible); the lower bound is achieved in exactly the reverse way. This result explains why sometimes a set of diverse classifiers cannot form a good ensemble method [6] .
While it is well accepted that individual classifiers should have prediction accuracy > 0.5 in order to achieve better prediction accuracy for ensemble methods, we show that an ensemble method having all individual classifiers with prediction accuracy < 0.5 can achieve a better accuracy (e.g. > 0.5). Furthermore, we show that for individual classifiers with different prediction accuracies, the average of the individual accuracies determines the upper and lower bounds of the prediction accuracies of ensemble methods.
We perform two experiments for the same and different accuracies of individual classifiers, each using two different sizes of individual classifiers (n = 3 and 15). We show histograms of the prediction accuracies of ensemble methods and compare the distributions of the predictions by individual classifiers in the best and worst cases to the theoretical results. Finally, we perform an experiment showing that it is very hard to achieve the upper and lower bounds of the prediction accuracies of ensemble methods if we just random select a set of individual classifiers, so better algorithms must be developed to reach the theoretical upper bound.
The theoretical analysis performed in the paper is based on a training data set and any general machine learning algorithm for individual classifiers. As long as the testing data set follows the same distribution and no overfitting, the training and testing data sets should generate similar prediction accuracies. While we do not propose any new algorithms in the paper, the theoretical results can be used as the guidelines for selecting a set of individual classifiers in developing new algorithms.
II. PREDICTION ACCURACY OF ENSEMBLE METHODS
We assume there are n individual binary classifiers BC i for (1 ≤ i ≤ n) in an ensemble method EM and there is a sufficient large and evenly distributed training set T with N inputs (e.g. vectors) x j for (1 ≤ j ≤ N). Given an input x j , each individual binary classifier BC i predicts the output y ij from {-1, 1} separately.
We set n = 2k+1, where k is a natural number, and use a simple majority voting rule for the ensemble method EM. For a given input x j , the output y j by EM is correct if and only if the outputs y ij by at least k+1 individual classifiers are correct and the output y j by EM is incorrect if and only if the outputs y ij by at most k individual classifiers are correct. For the N inputs in the training set T, we assume each individual classifier BC i for (1 ≤ i ≤ n) can correctly predict N i inputs and hence has a prediction accuracy P(
We first discuss the prediction accuracy of ensemble methods with identical or independent individual classifiers. Then we show the upper and lower bounds of the prediction accuracies of ensemble methods, in which cases the individual classifiers are neither independent nor identical.
A. Identical or Independent Individual Classifiers
Identical and independent individual classifiers are two special cases and have been studied intensively [5, 8] . When all individual classifiers are identical, each classifier predicts the same output for each input x j (1 ≤ j ≤ N). So we have prediction accuracies p 1 = p 2 = … = p n = p and the ensemble method EM has the same prediction accuracy to the individual classifiers:
If all individual classifiers are independent and have the prediction accuracies p 1 = p 2 = … = p n = p, then the classifiers follow binomial distribution and we can obtain the prediction accuracy of the ensemble method using the cumulative binomial distribution [10] , where the ensemble method makes a correct prediction if and only if at least k+1 individual classifiers make correct predictions:
It can be shown that when p < 0.5, P(EM) is monotonically decreasing as n increases and when p > 0.5, P(EM) is monotonically increasing as n increases. Figure 1 shows the P(EM) for n = 3, 5, 7, and 9.
Previous research has suggested that we should always use individual classifiers with p > 0.5 in an ensemble method in order to achieve P(EM) > p [8] . But the equation (2) is obtained under the assumption that all individual classifiers are independent. As we will show in the next subsection, the prediction accuracy in the equation (2) is not the upper bound for an ensemble method and it is possible for an ensemble method having all individual classifiers with p < 0.5 to achieve P(EM) > 0.5.
B. The Upper and Lower Bounds of the Prediction Accuracies of Ensemble Methods
First we assume that all individual classifiers BC i (1 ≤ i ≤ n) have the same prediction accuracies: p 1 = p 2 = … = p n = p and discuss the case of different individual prediction accuracies later. Theorem 1 shows the upper and lower bounds of the prediction accuracies of an ensemble method.
Theorem 1. For an ensemble method having n = 2k+1 individual binary classifiers BC i (1 ≤ i ≤ n) with the same prediction accuracy p, the upper bound of the prediction accuracy is
and the lower bound of the prediction accuracy is
Proof. To obtain the upper bound of the prediction accuracy, i.e. the best possible prediction accuracy, we should maximize the correct prediction rate (and minimize the error rate). For a given input x j , the ensemble method predicts the output y j correctly if and only if at least k+1 individual classifiers predict the output correctly. When each correctly predicted x j by the ensemble method is correctly predicted by exactly k+1 individual classifiers, we maximize the correct rate for the ensemble method.
Given a total of N inputs, each individual classifier makes Np correct predictions and all individual classifiers make a total of nNp correct predictions. In maximizing the correct rate, the ensemble method correctly predicts nNp/(k+1) inputs and we have the upper bound of the prediction accuracy P(EM) upper = np/(k+1).
Since P(EM) ≤ 1, we have P(EM) upper = min(np/(k+1), 1).
To obtain the lower bound of the prediction accuracy, i.e. the worst possible prediction accuracy, we should maximize the error rate (and minimize the correct rate). For a given input x j , the ensemble method predicts the output y j incorrectly if and only if at least k+1 individual classifiers predict the output incorrectly. When each incorrectly predicted x j by the ensemble method is incorrectly predicted by exactly k+1 individual classifiers (i.e. correctly predicted by k individual classifiers), we maximize the error rate for the ensemble method.
Follow the above reasoning by replacing the correct rate with the error rate in P(EM) upper , we have 1-P(EM) lower = n(1-p)/(k+1).
Simplify it, we have P(EM) lower = (np-k)/(k+1).
Since P(EM) ≥ 0, we have P(EM) lower = max((np-k)/(k+1), 0). Ñ Before the upper bound of the prediction accuracy P(EM) upper reaches 1, since no correct predictions by individual classifiers are wasted on incorrectly predicted inputs by the ensemble method, so we achieve both the maximum correct prediction rate and the minimum error rate. In the same reasoning, before the lower bound of the prediction accuracy P(EM) lower reaches 0, we achieve both the minimum correct prediction rate and the maximum error rate. Figure 2 shows an example for the upper and lower bounds of the prediction accuracies achieved by an ensemble method with n = 3 and p = 0.6, where the upper bound accuracy is 0.9 and the lower bound accuracy is 0.4.
While previous research focuses on finding diverse individual classifiers but yet to reach an agreement on how to measure the diversity of individual classifiers [9] , we have three observations from our theorem, showing that we cannot simply find a diverse set of individual classifiers. First, the upper bound of the prediction accuracy cannot be achieved if the individual classifiers are independent. By comparing the Figure 1 and Figure 3 , we can see that the theoretical upper bound accuracy of an ensemble method is much better than the best accuracy with independent classifiers. Second, the upper bound accuracy is achieved when for each correctly predicted input by the ensemble method, the predictions of individual classifiers are as dispersed as possible and for each incorrectly predicted input, the predictions of individual classifiers are as concentrated as possible. In this case, the individual classifiers are diverse on some predictions but converged on other predictions. Third, if we focus on finding a diverse set of individual classifiers, it is equally likely that the prediction accuracy of an ensemble method goes better or worse, where for the upper bound accuracy, all correct predictions are dispersed and all incorrect predictions are concentrated.
The Boost by Majority algorithm [12] uses a similar way to obtain a good ensemble method, where in each iteration of the algorithm, it concentrates the input data near the decision threshold to generate a new individual classifier and improves the prediction accuracy. It differs from the way of achieving the upper bound accuracy, where we need to concentrate on all the input data below the decision threshold and add multiple individual classifiers that make dispersed correct prediction on these input data. Figure 3 shows P(EM) upper and P(EM) lower for n = 3, 5, 7, and 9. Both P(EM) upper and P(EM) lower are two straight lines with the same slope of n/(k+1). When n = 1, we have P(EM) upper = P(EM) lower = p, which is the same to the prediction accuracy of an individual classifier. Since we have P(EM) upper > p > P(EM) lower , it shows that P(EM) could be better or worse than p for any given p.
While individual classifiers with p < 0.5 are below random prediction rate and are generally not considered for ensemble methods (apparently if an individual classifier BC i has P(BC i ) = p < 0.5, we can just use the reverse classifier ¬BC i that has P(¬BC i ) = 1-p > 0.5), we may still achieve P(EM) ≥ 0.5 by these individual classifiers. We have the following corollary.
Corollary 1. For an ensemble method having n = 2k+1 individual binary classifiers BC i (1 ≤ i ≤ n) with the same prediction accuracy p, if p ≥ (k+1)/2n, then P(EM) upper ≥ 0.5.
Proof. This is obtained immediately by letting
The Corollary 1 shows the minimum requirement of the prediction accuracy of individual classifiers for achieving P(EM) ≥ 0.5. For example, if n = 3, we just need p ≥ 1/3 to make P(EM) upper ≥ 0.5.
One interesting result is, if we allow to use ¬BC i instead of BC i when p < 0.5 (so we consider only the right half of the Figure 3 ), then when n → ∞, we always have P(EM) upper = 1 for any given p. It shows that when n is sufficiently large, it is possible to always achieve near 100% accuracy if we can find a good set of individual classifiers with any prediction accuracies.
For the case that individual classifiers have different prediction accuracies, we have the following theorem.
Theorem 2. For an ensemble method having n = 2k+1 individual binary classifiers BC i with prediction accuracies p i for (1 ≤ i ≤ n) , the upper bound of the prediction accuracy is
where
Proof. We show only the upper bound of the prediction accuracy here.
From the proof of Theorem 1, to maximize the correct rate and obtain the upper bound of the prediction accuracy of the ensemble method, each correctly predicted input x j by the ensemble method should be correctly predicted by exactly k+1 individual classifiers. While Theorem 2 shows that the higher the p , the better the P(EM) upper , it should not be explained as just finding a few individual classifiers with best accuracies for an ensemble method. Theorem 2 shows the upper bound accuracy, but to achieve it, the correct predictions of individual classifiers should be as dispersed as possible and the incorrect predictions should be as concentrated as possible. A few best individual classifiers may not have this property. Also as we will see from Corollary 2 below, as long as p ≥ (k+1)/n, it is always possible to achieve the upper bound accuracy of 1, so finding a good distribution of individual classifiers is more important than finding a few best individual classifiers.
We end the subsection with Corollary 2, which shows when an ensemble method achieves the upper bound accuracy of 1 or the lower bound accuracy of 0, given the average prediction accuracy of individual classifiers p .
Corollary 2. The upper bound of the prediction accuracy of an ensemble method P(EM) upper = 1 if and only if and the lower bound of the prediction accuracy P(EM) lower = 0 if and only if
Proof. We can immediately obtain (7) and (8) by solving
III. EXPERIMENTS AND DISCUSSIONS
We perform two experiments for the prediction accuracies of ensemble methods, where the individual classifiers have either the same or different prediction accuracies, and compare the distributions of the individual classifiers in the best and worst cases to the distribution analysis in Theorems 1 and 2. We create a testing data set containing 100 artificial inputs: half outputs "1" and half outputs "-1". In the first experiment, all individual classifiers have the same prediction accuracy p = 0.6 and in the second experiment, all individual classifiers have prediction accuracies evenly distributed between 0.4-0.8 with the average p = 0.6. The predictions of individual classifiers in both experiments are uniformly distributed. We run both experiments with different values of n and repeat 100,000 times. The experiments are done on MATLAB.
Figures 4 shows the results of the first experiments with n = 3 and 15. Figures 4a and 4b show the histograms of the prediction accuracies of the ensemble method in 100,000 runs. The histograms show that the individual classifiers used in the experiments that make uniformly distributed predictions are independent: the average prediction accuracies follow the cumulative binomial distribution with expected values of 0.65 for n= 3 (Figure 4a ) and 0.79 for n = 15 (Figure 4b ). The histograms follow normal distributions, which can be expected from the central limit theorem [10] .
The histograms of correct predictions made by individual classifiers in the best case found, as shown in Figure 4c and 4d, and the histograms in the worst case found, as shown in Figure 4e and 4f, match the distribution analysis in Theorem 1. From the Theorems, before the upper bound of the prediction accuracy reaches 1, the upper bound accuracy is achieved when all correctly predicted outputs by the ensemble method are correctly predicted by exactly k+1 individual classifiers and no incorrectly predicted outputs are correctly predicted by any individual classifiers (the lower bound accuracy is achieved in the reverse way). By comparing Figure 4c to Figure 4e , we can see that in 4c, more outputs are correctly predicted by two or more individual classifiers, while in 4e, more outputs are correctly predicted by one or less individual classifier (i.e. these outputs are incorrectly predicted by the ensemble method), so the accuracy of the ensemble method in 4c is much better than 4e. Figures 4d and 4f show the same for n = 15, where 4d has more outputs agreed by eight or more individual classifiers and 4f has more agreed by only seven or less individual classifiers.
The histograms in Figure 5 are almost the same to those in Figure 4 . It matches Theorem 2 that an ensemble method having individual classifiers with the average accuracy of p performs the same to those having individual classifiers with the same prediction accuracy p. Although based on Theorems 1 and 2, the range of prediction accuracies of an ensemble method is large, P(EM) upper -P(EM) lower = k/(k+1), it is unlikely to achieve either the upper bound or the lower bound if we just randomly pickup individual classifiers to form an ensemble method. Figure 6 shows the best and worst prediction accuracies with p = 0.5 and n = 3, 5, …, 51 in 1,000,000 runs and the upper and lower bounds of the prediction accuracies. The theoretically upper bound accuracies are mostly over 0.9, but all best accuracies from the experiment are below 0.8, which are far from the upper bound. A better algorithm should choose a set of individual classifiers so that the correct predictions are as dispersed as possible and the incorrect predictions are as concentrated as possible. Theorems 1 and 2 and the distribution analysis in the paper can be used as the guidelines for developing new algorithms.
IV. CONCLUSION
We show two theorems about the upper and lower bounds of the prediction accuracies of ensemble methods using binary classification and a simple majority voting rule, which are missed in previous literature. To achieve the upper bound accuracy for the ensemble method, instead of finding a set of diverse individual classifiers, for each correctly predicted input by the ensemble method, the predictions of individual classifiers should be as dispersed as possible and for each incorrectly predicted input, the predictions of individual classifiers should be as concentrated as possible. For any prediction accuracies of individual classifiers, the ensemble method may achieve a better or worse accuracy depends on the distribution of correct and incorrect predictions by individual classifiers. We also show that an ensemble method can achieve > 0.5 accuracy if all individual classifiers have < 0.5 accuracies. Finally we perform several experiments showing that the experiments match the theorems well.
The theoretical analysis in the paper helps us to better understand the prediction accuracies of ensemble methods and clarify some misunderstandings. The distribution analysis of individual classifiers can be used as the guidelines for selecting individual classifiers in developing new algorithms with better performance, that is, making the correct predictions as dispersed as possible and incorrect predictions as concentrated as possible. It is also interesting to analyze existing ensemble methods such as bagging to see how the distribution of individual classifiers correlates with the prediction accuracy of an ensemble method. 
