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SOMMAIRE
Nous dénissons dans ette thèse la notion de omplémentation de graphes
bioloriés et les notions de graphe pur et de graphe inversible. L'étude des graphes
purs est motivée par deux onjetures onernant les systèmes de transitions de
graphes eulériens et par la onjeture de double reouvrement.
L'utilisation de règles de substitution nous permet de déterminer quand deux
suites de omplémentation donnent le même graphe. Pour les graphes bioloriés,
es suites de omplémentation font plae à des ensembles de omplémentation.
Les graphes inversibles (les graphes bioloriés dont l'ensemble des sommets est
un ensemble de omplémentation) ont ei de partiulier que leur inverse possède
les mêmes automorphismes. L'inversibilité se dénit aussi pour les graphes non
oloriés en les munissant de leur oloriage naturel.
Il est proposé que la aratérisation des graphes purs permettrait de valider
la onjeture de double reouvrement. Nous dérivons omment les graphes purs
ont des fatorisations essentielles en graphes purs primitifs. Les quatre lasses
de parité onnues de graphes purs primitifs sont présentées. Les listings des pro-
grammes ayant permis d'établir la pureté de es graphes sont inlus.
mots lés : omplémentarité loale, systèmes de transitions, graphes purs, graphes
inversibles, graphes eulériens, double reouvrement, orthogonalité.
SUMMARY
We dene pure graphs, invertible graphs, and the notion of omplementation
of bioloured graphs. The study of pure graphs is motivated by two onjetures
about the transition systems of eulerian graphs and by the Cyle Double Cover
Conjeture.
We show how substitution rules an be used to determine when two omple-
mentation words produe the same graph. For bioloured graphs, omplementa-
tion words give way to omplementation sets.
The invertible graphs (bioloured graphs whose vertex set is a omplementa-
tion set) are shown to have the property that their inverse has the same auto-
morphisms. The property of being invertible an also be dened for non-oloured
graphs by endowing them with their natural olouring.
It is proposed that a haraterization of pure graphs would ontribute to esta-
blish the truth of the Cyle Double Cover Conjeture. We show how pure graphs
have essential fatorizations into primitive pure graphs. The four primitive pure
parity lasses are presented. Inluded are the listings of the programs used to test
graphs for purity.
keywords : loal omplementation, transition systems, pure graphs, invertible
graphs, eulerian graphs, double yle over, orthogonality.
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INTRODUCTION
Voii un graphe simple (sans boules ni arêtes multiples) dont haque sommet
est olorié en blan ou en noir :
PSfrag replaements
u1
u2
u3
u4
u5
u6
u7u
v
w
G
H
Peut-on trouver un sous-ensemble A des sommets du graphe qui soit un indépen-
dant (auune paire de sommets ne sont adjaents) maximal (tout autre sommet
a un voisin dans A) et qui ne ontienne que des sommets noirs ? Un tel sous-
ensemble est appelé une antilique noire.
Il est assez faile de se onvainre que, dans l'exemple présenté, le graphe
n'admet auune antilique noire. En eet, les sommets blans u3 et u7 n'ont
haun qu'un seul sommet noir omme voisin. Toute antilique noire devrait don
ontenir à la fois les sommets u1 et u4, mais eux-i sont adjaents.
Dénissons maintenant un jeu dont le but est enore de trouver une antilique
noire, mais dans lequel il est permis de modier le graphe de départ en eetuant
ertaines omplémentations loales. Complémenter loalement un graphe par rap-
port à un sommet donné, 'est inverser les adjaenes entre ses voisins. (.-à-d. si
v et w sont adjaents à u et qu'il y a une arête entre v et w, la omplémentation
loale par rapport à u fait disparaître ette arête ; s'il n'y en a pas, elle en fait
2apparaître une). Par exemple, les graphes G et H suivants s'obtiennent l'un de
l'autre en omplémentant par rapport à u :
PSfrag replaements
u1
u2
u3
u4
u5
u6
u7
u u
v v
w w
G H
Dans e jeu, il est permis de jouer à un sommet blan, e qui eetue une om-
plémentation loale par rapport à e sommet et qui, en plus, inverse la ouleur
de haun des voisins. Il est également permis de jouer à une arête inidente ave
deux sommets noirs, disons u et v, e qui produit le même eet que trois omplé-
mentations loales suessives : d'abord par rapport à u, puis à v et de nouveau
à u (ei est bien déni ar inverser les rles de u et v produit le même résultat).
En jouant au sommet u2 dans l'exemple donné, nous obtenons :
PSfr g replaement
u1
u2
u3
u4
u5
u6
u7u
v
w
G
H
Il ne restera plus qu'à jouer au sommet u7 pour réer une antilique noire A =
{u3, u5} dans le graphe résultant.
En permettant es opérations, l'expériene démontre que le jeu a une solution
pour la grande majorité des graphes bioloriés blan et noir. C'est-à-dire qu'après
un ertain nombre de oups nous avons toutes les hanes de faire surgir une
antilique noire. Comme souvent en mathématiques, e sont les exeptions qui
3vont nous intéresser : les graphes bioloriés pour lesquels le jeu ne fait apparaître
auune antilique noire sont appelés les graphes purs.
Il est diile de roire que e jeu étrange soit en relation ave les graphes
eulériens. C'est pourtant le as et, lorsqu'on se restreint à un ertain type de
graphes (les graphes de ordes
1
, irle graphs en anglais), e jeu est équivalent
à un problème onnu. Nous verrons omment l'étude des graphes purs permet
de mieux erner e problème et jette un élairage nouveau sur la onjeture de
double reouvrement.
Pour mieux manipuler et dérire les graphes qui apparaissent au ours du jeu,
il est naturel de se xer un graphe de départ et d'identier les autres graphes
à l'aide des suites de oups permettant de les obtenir. Dans le premier artile,
nous herherons à formaliser es suites de oups, e seront les suites de parité,
et nous verrons omment trouver des suites les plus simples possibles. Ce faisant,
nous serons réompensés de notre diligene par un résultat étonnant permettant
d'obtenir, à partir de ertains graphes que nous appellerons inversibles, d'autres
graphes ayant les mêmes automorphismes. Dans le seond artile, nous établirons
le lien entre le problème auquel nous faisions allusion plus haut, qui onerne
les systèmes de transitions de graphes eulériens, et les graphes purs. Aussi, nous
verrons omment les graphes purs ont des fatorisations essentielles en graphes
purs primitifs. Enn, les quatre graphes purs primitifs onnus (à transformation
par le jeu près) seront présentés.
0.1. Définitions
Les dénitions les plus importantes sont inluses. Là où elles dièrent de
elles qu'on peut trouver dans la littérature, 'est par soui de onision et de
larté dans le adre du sujet exposé dans ette thèse. Pour les dénitions de base
qui n'apparaissent pas dans ette setion, omme les notions d'isomorphisme de
1
Les graphes de ordes, aussi appelés graphes d'alternane, ne doivent pas être onfondus
aves les graphes à ordes (en englais, hordal graphs).
4graphes et de onnexité, le leteur peut se référer au livre de Bondy et Murty
[BM℄.
Dénition 0.1.1. Un graphe G = (V,E) est onstitué de deux ensembles dis-
joints V et E dont les éléments sont appelés respetivement les sommets et les
arêtes de G et d'une fontion d'inidene qui assoie à haque arête e soit un
sommet, auquel as e est appelée une boule, ou soit une paire non ordonnée de
sommets distints. On dit de es sommets qu'il sont inidents ave l'arête e, ou
enore que e sont les inidenes de e.
L'ordre de G est le nombre de sommets du graphe. Si une arête e a les ini-
denes u et v, on dit que e relie es sommets et que u et v sont adjacents. Deux
arêtes distintes ayant une inidene en ommun sont également dites adjacentes.
Dénition 0.1.2. Des arêtes distintes sont multiples si elles ont les mêmes
inidenes. Un graphe sans boules ni arêtes multiples est un graphe simple.
Dans le as d'un graphe simple, nous adoptons la onvention d'identier
haque arête ave ses inidenes, que nous notons entre rohets (.-à-d. [u, v]
pour l'arête reliant u et v).
Dénition 0.1.3. Un hemin dans un graphe est une suite u0e1u1e2u2...enun
telle que ei est une arête ayant les inidenes ui−1 et ui, i = 1, ..., n. Le hemin
est fermé si u0 = un.
Dénition 0.1.4. Une haîne dans un graphe est une marhe dont les sommets
sont distints.
Dénition 0.1.5. Un parours dans un graphe est une suite u0e1u1e2u2...en telle
que u0e1u1e2u2...enu0 est un hemin fermé dont les arêtes sont distintes.
En général, le début ou la diretion du parours importent peu. Aussi, on dira
que en et e1 sont des arêtes suessives. Il existe une formalisation des parours
permettant d'éviter de hoisir un sommet de départ, e sont les permutations
eulériennes (Sabidussi [Sa℄). Cependant, dans ette thèse, nous nous limiterons
aux parours tels que dénis préédemment.
5Dénition 0.1.6. Un parours est eulérien s'il ontient toutes les arêtes du
graphe. Un graphe est eulérien s'il admet un parours eulérien.
Dénition 0.1.7. Un graphe G1 = (V1, E1) est un sous-graphe du graphe G2 =
(V2, E2) si V1 ⊂ V2, E1 ⊂ E2 et si haque arête e ∈ E1 a les mêmes inidenes dans
G1 et G2. C'est un sous-graphe induit si toute arête de G2 ayant ses inidenes
dans V1 est dans E1.
Dénition 0.1.8. Le degré d'un sommet u est deux fois le nombre de boules
inidentes ave u plus le nombre des autres arêtes inidentes ave u. Un graphe
est d-régulier (ou simplement régulier) si tous ses sommets ont le même degré d.
Un sommet de degré nul est dit isolé.
Dénition 0.1.9. Le sous-graphe de G = (V,E) induit par V ′ ⊂ V est l'unique
sous-graphe induit de G dont l'ensemble de sommets est V ′. Le sous-graphe de G
induit par E ′ ⊂ E est le sous-graphe G′ = (V ′, E ′) où V ′ ⊂ V est l'ensemble des
inidenes des arêtes dans E ′.
Dénition 0.1.10. Un yle est un graphe non vide, 2-régulier et onnexe. Un
yle d'un graphe G est un yle qui est sous-graphe de G. Un m-yle est un
yle d'ordre m (par exemple, un 1-yle est induit par une boule). Une arête
n'appartenant à auun yle de G est un isthme de G.
Dénition 0.1.11. Une déomposition en yles (ou en parours) d'un graphe
G sans sommet isolé est une famille de yles (parours) de G telle que haque
arête de G appartient à exatement un de es yles (parours).
0.2. Caratérisation des graphes eulériens
Le théorême élémentaire suivant, dont l'objet est la aratérisation des graphes
eulériens, réunit des résultats apparus au ours d'une période de près de deux
ents ans, depuis un artile d'Euler déposé en 1735 jusqu'à un résultat de Veblen
en 1922. Il est utile de s'y attarder un moment ar il restera en ligrane dans le
reste de ette thèse.
6Théorême 0.2.1. Soit G un graphe sans sommet isolé et ave un nombre ni de
sommets et d'arêtes. Les énonés suivants sont équivalents :
(1) G est eulérien ;
(2) tous les degrés de G sont pairs et G est onnexe ;
(3) G a une déomposition en yles et il est onnexe.
Démonstration. (1)⇒(2) Soit w un parours eulérien de G. Comme w relie
haque paire de sommet de G, elui-i est onnexe. Chaque passage du parours
à un sommet u ontribue 2 au degré de u (une fois à l'entrée et une fois à la
sortie). Don tous les degrés de G sont pairs.
(2)⇒(3) Démontrons l'armation plus générale que tout graphe sans sommet
isolé dont les degrés sont pairs possède une déomposition en yles. C'est vrai
pour le graphe vide. Soit une haîne w = u0e1u1...enun non vide de longueur maxi-
male. Le sommet un étant de degré pair, il est inident ave une arête en+1 6= en.
Si en+1 est une boule, elle induit un yle. Sinon, puisque la haîne est maximale,
l'autre inidene de en+1 doit être ui où i ∈ {0, ..., n−1} et dans e as, le hemin
fermé uiei+1ui+1...en+1ui oïnide ave un yle du graphe. En retirant du graphe
les arêtes d'un yle, puis les sommets isolés restants, nous obtenons un graphe
dont les degrés sont pairs. Le résultat en déoule, par indution sur le nombre
d'arêtes.
(3)⇒(1) Si le graphe est vide, le résultat est trivial. Nous allons onstruire une
suite de parours ontenant suessivement plus d'arêtes. Soit C1 un yle de la
déomposition. Choisissons un parours w de C1. Si e parours ne ontient pas
toutes les arêtes, puisque G est onnexe, il existe un yle C2 de la déomposition
ayant un sommet en ommun ave w. Lors d'un passage du parours à e sommet,
on peut interrompre w et parourir C2 avant de ontinuer. De ette façon, on
obtient un parours utilisant les arêtes de C1 et de C2. Ce proédé permet de
7modier w pour parourir suessivement plus de yles, jusqu'à e que tous les
yles aient été parourus, auquel as w est eulérien. 
0.3. Historique du problème
C'est ave l'artile d'Euler sur le problème des ponts de Königsberg que er-
tains assoient l'avènement de la théorie des graphes. Il y est question de la ité
médiévale aujourd'hui appelée Kaliningrad, située sur la rivière Pregel en Prusse.
Euler y demande s'il est possible de trouver un hemin qui traverse haun des
sept ponts une et une seule fois.
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Y a-t-il un hemin traversant les sept ponts de Königsberg ?
Pour en donner la réponse, Euler fait une démonstration qui, dans le as où on
demande de revenir au point de départ, se résume à la partie (1)⇒(2) du théorême
élémentaire. Pour lui, la réiproque a peu d'intérêt et il faudra attendre en 1871
pour que Hierholzer en fasse la preuve. Une historique intéressante du problème
des ponts de Königsberg se retrouve dans Wilson [W℄. L'équivalene (2)⇔(3) fut
d'abord esquissée en 1912 puis établie en 1922 par Veblen [V1, V2℄.
En 1966, Kotzig [K1℄ a introduit la notion d'orthogonalité dans les graphes
eulériens. Étant donné une déomposition en parours d'un graphe onnexe 4-
régulier, il s'est demandé s'il était toujours possible de trouver un parours eu-
lérien orthogonal à la déomposition, en e sens qu'auune paire d'arêtes ne se
suèdent à la fois dans le parours eulérien et dans un des parours de la déom-
position (nous appelerons des arêtes suessives et le sommet entre les deux une
transition du parours).
8Se limitant aux graphes sans boules, Kotzig a démontré que oui. Pour le voir,
onsidérons un graphe eulérien dont les degrés sont tous ≥ 4. Choisissons omme
point de départ un parours eulérien w du graphe et modions e parours par
étapes, de façon à réduire le nombre de transitions fautives jusqu'à zéro. Soit
{u, e1, e2} une transition fautive de w. Puisque u est de degré ≥ 4, il existe au
moins une autre paire d'arêtes inidentes ave u, disons {e3, e4}, qui se suèdent
dans le parours eulérien. À partir de es deux transitions, on peut modier le
parours de façon anonique : si possible, on fait se suéder e1 et e3 et aussi e2 et
e4, tout en laissant le reste du parours inhangé ; sinon on fait se suéder e1 et
e4 et également e2 et e3. Il est faile de voir que dans exatement un des deux as
nous obtenons un nouveau parours eulérien. De plus, le nombre de transitions
fautives dans e parours aura diminué de 1 ou 2.
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Dénition 0.3.1. Une transition à un sommet u est soit un ouple {u, e} où e
est une boule inidente ave u ou soit un ensemble {u, e1, e2} où e1 et e2 sont des
arêtes distintes inidentes ave u. Une transition d'un parours w (ou d'un yle
C) à un sommet u est une transition dont les arêtes se suèdent dans w (sont
adjaentes dans C). Un système de transitions d'un graphe G est l'ensemble des
transitions d'une déomposition en parours ou en yles de G.
Dénition 0.3.2. Deux systèmes de transitions sont orthogonaux s'ils n'ont au-
une transition en ommun. Un parours eulérien ou une déomposition en yles
sont orthogonaux à un système de transitions donné si les sytèmes de transitions
qu'ils induisent le sont.
9Le résultat de Kotzig peut don s'exprimer ainsi : un graphe eulérien G de
degré minimal> 2muni d'un système de transitions S admet un parours eulérien
orthogonal à S si et seulement si pour tout sommet u de degré 4 inident à une
boule e, la transition {u, e} est dans S.
Étant donné les diérentes aratérisations des graphes eulériens données par
le théorême élémentaire, il est naturel de poser la question analogue : quand un
graphe eulérien de degré minimal> 2muni d'un système de transitions S admet-il
une déomposition en yles orthogonale à S ?
Une ondition néessaire est que S ne ontienne auune transition induite
par une boule (les transitions de type {u, e}). De plus, tout graphe obtenu en
retirant les arêtes e1 et e2 d'une transition {u, e1, e2} ∈ S doit être onnexe. Si
es onditions sont remplies, S est dit admissible.
Cependant, il existe des as où l'on ne peut trouver de déomposition en
yles orthogonale à un système de transitions admissible. Par exemple, le graphe
omplet sur inq sommets (K5) muni d'un système de transitions orrespondant
à une déomposition en deux 5-yles :
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Un système de transitions sans déomposition en yles orthogonale.
En 1975, Sabidussi (voir [Fl1℄) a émis la onjeture qu'une déomposition
en yles orthogonale existe dans le as où S orrespond à un parours eulérien
(onjeture d'orthogonalité). Inidemment, e sont les travaux qu'il a eetués
sur ette onjeture qui ont inspiré les résultats que l'on retrouve dans ette thèse
onernant la question plus générale. Une ondition susante dans le as général
(Fan et Zhang [FZ℄) est que S soit admissible et que G ne ontienne pas de
10
sous-graphe isomorphe à une subdivision de K5 (une subdivision d'un graphe est
obtenue en ajoutant des sommets qui subdivisent les arêtes du graphe).
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Une subdivision de K5
En partiulier, si G est planaire et S est admissible, on peut trouver une déom-
position en yles orthogonale à S.
En e qui onerne la onjeture d'orthogonalité, Sabidussi [Sa℄ nous dit qu'il
sut de la démontrer pour les graphes bipartis de degrés 4 et 6 (ayant don un
nombre pair de sommets de degré 6). La onjeture est vraie pour les graphes
dont les degrés sont divisibles par 4 (Fleishner [Fl2℄, ou voir Jakson [Ja2℄) et
pour les graphes ayant exatement un sommet de degré 6 et les autres de degré
4 (Fleishner [Fl3℄).
Revenant au théorême de aratérisation des graphes eulériens, on voit qu'il
est futile de herher une déomposition en yles d'un graphe ayant des sommets
de degré impair. Dans e as, si on veut reouvrir le graphe par des yles, il faut
permettre aux arêtes d'apparaître dans plus d'un yle. C'est peut-être ette
réexion qui est à l'origine de la onjeture de double reouvrement.
Dénition 0.3.3. Un double reouvrement par des yles (ou simplement un
double reouvrement) d'un graphe G est une famille de yles de G telle que
haque arête de G appartient à exatement deux de es yles.
Conjeture 0.3.1 (Conjeture de double reouvrement). Tout graphe sans isthme
possède un double reouvrement.
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La paternité de ette onjeture n'est pas bien établie. Elle est ependant très
importante étant donné son lien ave la théorie des ots à valeurs entières et
ave les plongements de graphes dans des surfaes (voir Jaeger [Jae℄ et Jakson
[Ja2℄). De plus, ette onjeture est intimement liée au problème d'existene
d'une déomposition en yles orthogonale à un système de transitions. Comme
nous le verrons dans le deuxième artile, tout ontre-exemple à la onjeture de
double reouvrement qui serait minimal par rapport au nombre d'arêtes révélerait
deux nouveaux graphes purs primitifs (à omplémentation près). Fleishner [Fl3℄
a également montré que la onjeture dite de yle dominant et la onjeture
d'orthogonalité impliquent, ensemble, la onjeture de double reouvrement.
Abordons maintenant le lien entre les systèmes de transitions et le jeu du
départ. Étant donné un graphe simple quelonque, olorions en blan les sommets
de degré pair et en noir les sommets impairs. En jouant à un sommet blan (pair)
ou à une arête inidente ave des sommets noirs (impairs), les ouleurs du graphe
résultant restent en aord ave les parités des sommets, e qu'on appelle un
oloriage naturel. À ause de e rapprohement entre ouleur et parité pour une
partie des graphes bioloriés, on appele lasse de parité deG la famille des graphes
bioloriés pouvant s'obtenir par le jeu à partir d'un graphe biolorié G.
Sabidussi [Sa℄ a montré que pour haque graphe eulérien G de degrés 4 et
6 muni d'un parours eulérien w, il orrespond une unique lasse de parité de
graphes naturellement oloriés et que G possède une déomposition en yles
orthogonale à w si et seulement si la lasse de parité orrespondante ontient un
graphe ayant une antilique noire. D'où l'intérêt de aratériser les graphes purs.
0.4. Les graphes purs
Il est assez faile de vérier que le pentagone est pur :
12
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À isomorphisme près, les graphes de la lasse de parité du pentagone.
Au moment de ommener mes travaux, les graphes de la lasse de parité du
pentagone étaient les seuls graphes purs onnus non triviaux (un sommet isolé
est pur). Sabidussi a alors émis l'hypothèse que, lorsque des pentagones sont
identiés en un sommet, ils forment un graphe pur ; omme exemple, voii le
trèe :
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Commençant ave le graphe des pentagones siamois :
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j'ai pu vérier qu'il était pur en faisant, à la main, la liste exhaustive des graphes
non isomorphes de sa lasse de parité (ette liste onsiste en 60 graphes, voir
l'annexe A). La taille de la lasse de parité roît apparemment de façon expo-
nentielle au fur et à mesure qu'on augmente le nombre de pentagones : il y a 197
graphes non isomorphes dans la lasse du trèe, e nombre grimpe à 571 pour
quatre pentagones, et pour inq pentagones, à 1459. De plus, es lasses sont re-
lativement petites : à titre de omparaison, les lasses des yles d'ordre 9, 13, 17
et 21 ontiennent respetivement 23, 138, 1034 et 8957 graphes non isomorphes.
Déterminer es lasses à la main n'étant pas envisageable, il a fallu méaniser le
proédé et érire un programme me permettant d'eetuer e genre de véria-
tions à l'ordinateur (le listing de e programme est fourni en annexe C). J'ai ainsi
vérié que le trèe est pur, tout omme les deux graphes suivants :
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En fait, même en élargissant la lasse de parité en permettant les omplémen-
tations loales aux sommets noirs (impairs), on ne trouve, pour es exemples,
auune antilique noire. Appelant de tels graphes fortement purs, on peut mon-
trer que l'identiation en un sommet de deux graphes fortement purs donne un
graphe fortement pur (toujours en prenant le oloriage naturel).
Il n'y a qu'un seul autre graphe eulérien dans la lasse de parité des pentagones
siamois, 'est
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qui est isomorphe à
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e qui suggère de tester le graphe
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Ce dernier est eetivement pur. Il est intéressant, ar 'est le premier exemple
que j'ai trouvé d'un graphe pur qui ne soit pas fortement pur. En testant systéma-
tiquement tous les graphes onnexes (naturellement oloriés) d'ordre ≤ 9, je suis
tombé sur d'autres graphes purs non fortement purs, entre autres les graphes :
PSfrag replaements
u1
u2
u3
u4
u5
u6
u7
u
v
w
G
H
e1
e2
e3
e4
u
transition fautive
et
.
Ces graphes ont en ommun d'avoir une oupe omplète (une partition V =
V1∪V2 telle que |V1|, |V2| ≥ 2 et telle que pour tout u ∈ V1 adjaent à un sommet
de V2 et pour tout v ∈ V2 adjaent à un sommet de V1, [u, v] ∈ E). C'est e qui
m'a mis sur la piste du théorême de déomposition 3.14 du deuxième artile. Dans
une première version, e théorême ne s'appliquait qu'aux graphes naturellement
oloriés. Un peu plus tard est apparu le graphe pur
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et
qui, an d'éviter de le onsidérer omme un graphe primitif, m'a foré à élargir
mon étude aux bioloriages non naturels.
Cette généralisation m'a révélé l'existene d'une orrespondane biunivoque
entre les lasses de parité de graphes de ordes arbitrairement bioloriés et les
systèmes de transitions de graphes 4-réguliers onnexes. Le deuxième artile se
onlut sur les impliations de es résultats pour la onjeture de double reou-
vrement et pose la question : omment généraliser les systèmes de transitions de
graphes 4-réguliers onnexes an d'obtenir une orrespondane ave les lasses de
parité (de graphes arbitrairement bioloriés) ?
Chapitre 1
WORD AND SET COMPLEMENTATION OF
GRAPHS, INVERTIBLE GRAPHS.
François Genest
1.1. Abstrat
Loal omplementation was rst introdued as a way to establish relationships
between Euler tours of an eulerian graph. It also appears in isotropi systems.
We formalize the notion of substitution rules and introdue omplementation
with respet to sets of verties in biolored graphs, a onept intimately related
to orthogonality (or ompatibility) of transition systems in eulerian graphs and
to the Cyle Double Cover Conjeture. Graph inversion is also introdued and
we show that the inverse of a graph, when it exists, has the same automorphism
group as the initial graph.
1.2. Introdution
Kotzig [7℄[8℄ introdued loal omplementation when he realized that all Euler
tours of a 4-regular graph ould be transformed into one another by a sequene of
re-routings at verties. The Euler tours are in orrespondene with the members
of a omplementation lass where the re-routings beome omplementations at
verties. Sabidussi [10℄ ame upon the notion of a parity lass while working on his
Orthogonality Conjeture (also known as Sabidussi's Compatibility Conjeture).
Sabidussi's approah involves looking at the Euler tours of a 4-regular graph that
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are, in a speied way, orthogonal to one partiular tour. The resulting subset of
Euler tours is what beomes a parity lass when translated into the language of
omplementation. It is not within the sope of this paper to present the Orthogo-
nality Conjeture or its more famous relative, the Cyle Double Cover Conjeture.
The interested reader is referred to the surveys by Jakson [5℄ and Jaeger [6℄ ; see
also the ompanion paper [4℄. Our aim is to desribe omplementation and parity
lasses, using words and sets, respetively. A natural question will ome up : when
are the omplementation subsets of a graph in bijetion with the graphs in its pa-
rity lass ? First, we need to introdue the onepts of loal and global subtitution
rules. Fon-der-Flaass [2℄ gave a tight bound on the diameter of a omplementation
lass. We give an alternative way to obtain this bound, using substitution rules.
In this artile all graphs onsidered will be simple with edges represented
by unordered pairs of verties inside brakets. We will be interested in families
of graphs sharing the same vertex set V of some referene graph G = (V,E).
Moreover, for A,B ⊆ V with A∩B = ∅, KA will stand for the graph with vertex
set V and edge set {[u, v]|u, v ∈ A, u 6= v} and KA,B will have vertex set V and
edge set {[u, v]|u ∈ A, v ∈ B}. If A = {u} is a singleton, we omit the parentheses
and write Ku,B. The symmetri dierene of two graphs with the same vertex set,
say G1 = (V,E1) and G2 = (V,E2), will be G1△G2 = (V,E1△E2).
We will also work with sets of words. Following the notation of semigroup
theory, the set of words in an alphabet V is denoted by V ∗. The empty word is
written ǫ. The letters s, t will be used to represent words while u, v, ... will be
verties.
We use the standard notation NH(u) for the neighbourhood of a vertex u in
the graph H , and write NH(u) for the losed neighbourhood of u.
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1.3. Loal omplementation and substitution rules
Denition 1.3.1. The (loal) omplement at a vertex u of a graph G = (V,E)
is Gu = G△KNG(u). In other words, the adjaeny relation of Gu oinides with
that of G exept on NG(u), where it is replaed by its omplement.
Letting W (G) = V (G)∗, omplementation is extended reursively to words in
W (G) by putting Gǫ = G and Gsu = (Gs)u, where s ∈ W (G) and u ∈ V (G).
The omplementation lass of G is CG = {Gs|s ∈ W (G)}.
Notation 1.3.2.
(i) V (s) is the set of verties appearing in the word s (the support of s) ;
(ii) λ(s) = |V (s)| ;
(iii) Given a word s beginning with the letter u, [s] is the word su (for example,
[uv] = uvu).
Dierent words may omplement a graph G in the same way. Aordingly, we
dene an equivalene relation ∼G on W (G) by s ∼G s′ if and only if Gs = Gs′
so that the resulting quotient set, denoted Ω(G), is in bijetion with CG. Note
that s ∼G s′ ⇒ st ∼G s′t, for any t ∈ W (G). We are interested in desribing CG
using words. When G is nite, so is CG. In that ase, an obvious rst goal would
be to nd a nite set of words omplementing G to all of CG. To that end, we
introdue the notion of a substitution rule.
Substitution rules desribe when a subword an be replaed by another, while
ensuring that the resulting word is equivalent to the original word. For example,
it is lear that omplementing with respet to one vertex twie in a row will
result in a graph idential to the original graph. Hene, given a graph G and a
word s = s′uus′′ ∈ W (G), we know that s ∼G s′s′′. To put it dierently, we
an replae the subword uu with the empty word. We want a substitution rule
to express this possibility in general terms, without being tied to a partiular
graph and vertex. To ahieve this, the symbols u and G appearing in the rule
uu ∼G ǫ are understood to be a vertex variable and a graph variable, respetively.
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Furthermore, for the rule to make any sense when onsidering atual values of u
and G, we assume that the variables are tied by the relationship u ∈ V (G). The
following denition attempts to formalize substitution rules just enough for our
needs, without resorting to a full desription of graphs in terms of logi.
Denition 1.3.3. Let s be a word on a set of vertex variables, let G be a graph
variable with V (s) ⊂ V (G), and let P be a logial formula dependent on G (a
property of G). The ouple R : (P, s) is a substitution rule if
P (G)⇒ s ∼G ǫ.
Suh a rule will often be written R : P ⇒ s ∼G ǫ. Unless otherwise speied,
we asume rules to be non-trivial, i.e. at least one graph G satises P .
Given a substitution rule R : P ⇒ s ∼G ǫ, some xed graph G and words
s1 = s
′ss′′ and s2 = s
′s′′ suh that P (Gs′) is true, we dedue that s1 ∼G s2.
To emphasize that R was used, we sometimes write s1
R
∼G s2. The following are
straightforward rules :
uu ∼G ǫ, (R1)
u 6= v and [u, v] /∈ E(G)⇒ uvuv ∼G ǫ. (R2)
Proof.
(G△KNG(u))△KNGu(u) = G△(KNG(u)△KNG(u)) = G
(G△KNG(u))△KNGu(v) = G△KNG(u)△KNG(v) = G△KNG(v)△KNG(u) (1.3.1)
= (G△KNG(v))△KNGv(u) (1.3.2)
Thus given [u, v] /∈ E(G), we have uvuv ∼G vuuv
R1
∼G vv
R1
∼G ǫ. 
Equations 1.3.1 and 1.3.2 show that rule R2 is really about the ommutativity
of some loal omplementations. While we ould dene substitution rules to allow
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the form [u, v] /∈ E(G) ⇒ uv ∼G vu, the denition we hose seems to be more
manageable in the handling of proofs.
Dening the inverse of a word s, written s−1, as the word obtained from s
by reversing the order of its letters, some diret onsequenes of R1 are that for
any s, s′, s′′, t ∈ V (G)∗, we have tt−1 ∼G ǫ and s′ ∼Gs s′′ ⇐⇒ ss′t ∼G ss′′t.
Unfortunately, s ∼G s
′
and t ∼G t
′
do not guarantee that st ∼G s
′t′. This means
that Ω(G) annot be endowed with a group struture using the onatenation
operation. It does have an algebrai struture, that of an automaton. However
this does not seem to be of any help regarding omplementation. The following
rule is known [1℄[10℄ :
[u, v] ∈ E ⇒ [uv][vu] ∼G ǫ (R3)
This follows from the following lemma, by symmetry between u and v :
Lemma 1.3.4. If [u, v] ∈ E(G), then
Guvu = G△K{u,v},Vu∪Vv△KVu,Vv△KVu,Vuv△KVv,Vuv ,
where Vu = N(u) \N(v), Vv = N(v) \N(u) and Vuv = N(u) ∩N(v).
Proof. PartitionE(G) into E(G) = {[u, v]}∪E(Ku,Vu△Ku,Vuv△Kv,Vv△Kv,Vuv)∪
E ′. Sine N(u) = {v} ∪ Vu ∪ Vuv we have
E(Gu) = E(G)△E(Kv,Vu△Kv,Vuv△KVu,Vuv△KVu△KVuv)
= {[u, v]} ∪ E(Ku,Vu△Ku,Vuv△Kv,Vu△Kv,Vv) ∪ E
′
△E(KVu,Vuv△KVu△KVuv).
From this we see that NGu(v) = {u} ∪ Vu ∪ Vv and
E(Guv) = E(Gu)△E(Ku,Vu△Ku,Vv△KVu,Vv△KVu△KVv)
= {[u, v]} ∪ E(Ku,Vv△Ku,Vuv△Kv,Vu△Kv,Vv) ∪ E
′
△E(KVu,Vv△KVu,Vuv△KVv△KVuv).
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Finally, NGuv(u) = {v} ∪ Vv ∪ Vuv and
E(Guvu) = E(Guv)△E(Kv,Vv△Kv,Vuv△KVv,Vuv)
= {[u, v]} ∪ E(Ku,Vv△Ku,Vuv△Kv,Vu△Kv,Vuv) ∪ E
′
△E(KVu,Vv△KVu,Vuv△KVv,Vuv)
= E(G)△E(K{u,v},Vu∪Vv△KVu,Vv△KVu,Vuv△KVv,Vuv).

Proposition 1.3.5.
[u, v], [v, w], [u, w] ∈ E ⇒ [uv][vw][uw] ∼G ǫ. (R4)
Proof. This follows from Figure 1.1 and Lemma 1.3.6. 
Lemma 1.3.6. Let u, v, w be verties induing a triangle in G. Consider the
graph G′ = (V ′, E ′), where V ′ = {u, v, w} ∪ P({u, v, w}) and
E ′ = {[u, v], [v, w], [u, w]} ∪ {[x, y]|x ∈ {u, v, w}, y ∈ P({u, v, w}), x ∈ y}
and dene
Φ : V −→ V ′
x 7−→


x if x ∈ {u, v, w}
N(x) ∩ {u, v, w} if x /∈ {u, v, w}.
Then for any word s in the alphabet {[uv], [vw], [uw]}
[x, y] ∈ E(G△Gs) ⇐⇒ [Φ(x),Φ(y)] ∈ E(G′△G′s)
Proof. An easy indution on the length of a word t in the alphabet {u, v, w}
shows that
NGt(x) ∩ {u, v, w} = NG′t(Φ(x)) ∩ {u, v, w} for all x ∈ V. (1.3.3)
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Fig. 1.1. Suessive omplementations show that G′ = G′[uv][vw][uw].
As a speial ase, this is also true for t in the alphabet {[uv], [vw], [uw]}. Now use
indution on the length of s. The assertion is true for the empty word. Without
loss of generality a non-empty s deomposes into s′[uv] with
[x, y] ∈ E(G△Gs′) ⇐⇒ [Φ(x),Φ(y)] ∈ E(G′△G′s′). (1.3.4)
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From (1.3.3),
NGs′(x) ∩ {u, v} = NG′s′(Φ(x)) ∩ {u, v}
and
NGs′(y) ∩ {u, v} = NG′s′(Φ(y)) ∩ {u, v}
so, using Lemma 1.3.4, we dedue that
[x, y] ∈ E(Gs′△Gs) ⇐⇒ [Φ(x),Φ(y)] ∈ E(G′s′△G′s). (1.3.5)
The result follows from (1.3.4) and (1.3.5). 
Denition 1.3.7. Given a word s ∈ W (G) and a set of substitution rules R,
RG(s) is the set of words whih an be dedued to be equivalent to s using the
rules in R, i.e., s′ ∈ RG(s) ⇐⇒ ∃R1, ..., Rn ∈ R and s0, ..., sn ∈ W (G), n ≥ 0,
suh that s0 = s, sn = s
′, and si
Ri+1
∼ G si+1, i = 0, ..., n− 1.
One loal substitution rules will have been introdued in Setion 1.5, we will
see that R1,...,R4 determine all loal rules. Aordingly, we write LocG(s) instead
of {R1, R2, R3, R4}G(s).
Denition 1.3.8. Let R be a set of substitution rules. The set of substitution
rules generated by R, written 〈R〉, is the set of rules (P, s) suh that for every
graph G satisfying P , we have s ∈ RG(ǫ). R is independent if no subset of R
generates 〈R〉.
Denition 1.3.9. A word s ∈ W (G) is braket-writable if s = s1s2...sn, where
eah si ontains at most one repeated letter, in whih ase it is of the form
si = utu = [ut], and no letter appears in dierent si's. Suh a word is said to
be redued if eah si either onsists of a single vertex or an be expressed as
si = [ui1ui2], where [ui1, ui2] ∈ E(Gs1s2...si−1).
Theorem 1.3.10. For any s ∈ W (G) and u ∈ V there exists a redued s′ ∈
LocG(s) suh that V (s
′) ⊂ V (s), and u appears in position 1 or 2 of s′, if at all.
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Proof. By way of ontradition, suppose that G and s onstitute a ounter-
example with λ(s) minimal. Clearly s is non-empty. Choose u0 ∈ V (s), with the
restrition that u0 = u if u ∈ V (s). Writing ρ(v, t) for the position of the last
ourene of v in t, we an suppose without loss of generality that ρ(u0, s) ≤
ρ(u0, s
′) for all s′ ∈ LocG(s) suh that V (s′) ⊂ V (s). Suppose that ρ(u0, s) > 2.
Consider the subwords of s of length 2 and 3 ending with the last ourrene of
u0. It is easy to verify that at least one of the following sequenes of substitutions
an be performed (in eah ase, E is meant to be the edge set just prior to
omplementation with respet to the subword onsidered) :
ase 1 u0u0 ∼ ǫ,
ase 2 uu0
R2
∼ (u0uu0u)uu0
R1
∼ u0u, if [u, u0] /∈ E,
ase 3 u0uu0 = [u0u]
R3
∼ [uu0][u0u][u0u]
R1
∼ [uu0] = uu0u, if [u, u0] ∈ E,
ase 4 uuu0
R1
∼ u0,
ase 5 vuu0
case2
∼ uvu0
case2
∼ uu0v, if [u, v], [v, u0] /∈ E, [u, u0] ∈ E,
ase 6 vuu0
R4
∼ [uu0][vu0][vu]vuu0
R1
∼ uu0uv, if [u, u0], [u, v], [v, u0] ∈ E,
ase 7 vuu0
R1
∼ uuvuu0
case6
∼ uu0uv, if [u, u0], [u, v] ∈ E, [v, u0] /∈ E,
ase 8 vuu0
R1
∼ u0u0vuu0
case6
∼ u0uvu, if [u, u0], [v, u0] ∈ E, [u, v] /∈ E.
Sine this would ontradit the minimality of ρ(u0, s), we must have ρ(u0, s)
≤ 2. By the minimality of λ(s), s annot have the prex u0u0 ( if s = u0u0s′′ then
s ∼G s′′ with λ(s′′) < λ(s)). If s = u0s′′ with u0 /∈ V (s′′) then by the minimality
of λ(s) we know that s′′ an be replaed by a redued word not ontaining u0,
resulting in a redued word equivalent to s, a ontradition. If s = vu0s
′′
with
[v, u0] /∈ E(G) then permuting v and u0 yields the previous ase. Thus s is of
the form s = vu0s
′′
with [v, u0] ∈ E(G) and u0 /∈ V (s′′). Now onsider the graph
G′ = Gvu0. We an nd a redued word t ∈ LocG′(s′′) with V (t) ⊂ V (s′′) and v
absent from t or in position 1 or 2. However, v annot be absent from t or else
s ∼G vu0t, a redued word. If t = vt
′
then s ∼G [vu0]t
′
, a redued word. The only
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remaining possibility is t = wvt′ with [v, w] ∈ E(G′) (as before, [v, w] /∈ E(G′)
redues to an earlier ase). Knowing that [v, u0] ∈ E(G) and [v, w] ∈ E(Gvu0),
we must have [w, u0] ∈ E(G). Using substitutions as in ases 6 or 7, aording to
whether [v, w] ∈ E(G) or not, we have s ∼G vu0wvt′ ∼G wu0wvvt′ ∼G [wu0]t′. In
order to avoid [wu0]t
′
being redued, we must have w ∈ V (t′). But t is redued,
so t = wvwt′′ and thus s ∼G [wu0]wt
′′ ∼G wu0t
′′
, whih is redued. Therefore, no
ounter-example exists.

Thus to obtain all of CG, we need only look at the redued words of G, whih
are nite in number if G is nite. The proof of the following involves a ase
analysis as in Theorem 1.3.10, and is left to the reader :
Lemma 1.3.11. Let s = [uv][wx] ∈ W (G) be redued (i.e. [u, v] ∈ E(G) and
[w, x] ∈ E(G[uv])), then at least one of [wx][uv], [wu][vx] or [wv][ux] is a redued
word in LocG(s) (aording to whether [w, x], [w, u] or [w, v] ∈ E(G), respetively).
1.4. The diameter of a omplementation graph
The struture of CG an be studied in the omplementation graph of G. This
graph, say H , is dened by
V (H) = CG,
[G1, G2] ∈ E(H) ⇐⇒ G2 = G1u for some u ∈ V (G)
One may ask what is the diameter ofH . Fon-der-Flaass [2℄ found a tight bound
ofmax{|V (G)|+1, 10|V (G)|/9} for this diameter when G is onneted. This yields
an upper bound of 7|V (G)|/6 in general, whih is attained, for example, when all
the omponents of G are of the form :
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In this setion, we give an alternative proof of Fon-der-Flaass's bound using
substitution rules.
Lemma 1.4.1. Let s = [u11u12][u21u22]...[ur1ur2] be a non-empty redued word
in W (G) suh that V (s) indues a onneted subgraph of G. For any u0 ∈ V (s),
there exists s′ ∈ LocG(s) suh that l(s′) (= the length of s′) is λ(s) + 1, and the
letter u0 ours both in the rst and last position.
Proof. Choose a braket-writable s′ = u0u1u2...uru0[v11v12]...[vm1vm2] ∈ LocG(s)
with V (s′) = V (s) and r maximal (this exists by Lemma 1.3.11). Again by
Lemma 1.3.11 and R3, sine G|V (s′) is onneted, we an suppose that v11 is
adjaent to one of u0, ..., ur. Substituting repeatedly ui[v11v12] with [v11v12]ui
(and thus moving v11 towards the beginning of the word) as long as [ui, v11],
[ui, v12] /∈ E(Gu0u1...ui-1), we eventually get to make one of the substitutions
ui[v11v12] ∼ v11v12ui or ui[v11v12] ∼ v12v11ui
depending on whether or not [ui, v11] ∈ E(Gu0...ui-1). This ontradits the maxi-
mality of r. Thus s′ is of the form u0u1...uru0 with u0, ..., ur distint and l(s
′) =
λ(s) + 1. 
Lemma 1.4.2. For any s ∈ W (G), there exists s′ = u1u2...ur[v11v12]...[vm1vm2]
∈ LocG(s), a redued word suh that V (s′) ⊂ V (s) and with no edge in G between
{u1, ..., ur} and {v11, v12, ..., vm1, vm2}.
Proof. By Theorem 1.3.10, we an hoose a redued s′ ∈ LocG(s) suh that
V (s′) ⊂ V (s). Also, we an impose the ondition that the position of the rst
ourrene of a double ourrene letter is maximal, i.e. s′ is braket-writable as
u1u2...ur[v11v12]s2...sm, where u1, ..., ur are distint, eah si stands for vi or [vi1vi2],
and r is maximal. Suppose si+1 = v ∈ V (G) for some i. Without loss of generality
i is minimal, but then one of the following substitutions an be performed :
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[vi1vi2]v ∼ v[vi1vi2], [vi1vi2]v ∼ vvi1vi2, or [vi1vi2]v ∼ vvi2vi1.
This ontradits the minimality of i (or the maximality of r, if i = 1). Thus s′ =
u1...ur[v11v12]...[vm1vm2]. Suppose that s
′
does not satisfy the desired onditions.
Then some ui and some vjk must be adjaent in Gu1...ur. By Lemma 1.3.11
and R3, we an suppose that vjk = v11. Just as in the proof of Lemma 1.4.1,
transform s′, in suessive steps, by replaing uj[v11v12] with [v11v12]uj as long as
there is a subword of the form uj[v11v12], where [uj, v11], [uj, v12] /∈ E(Gu1...ul−1).
Eventually, this produes a subword of the form uj[v11v12] whih an be replaed
by v11v12uj or v12v11uj. The existene of the resulting redued word ontradits
the maximality of r. 
Theorem 1.4.3. If H is the omplementation graph of a onneted graph G of
nite order 6= 6, and d is the diameter of H, then d ≤ 10|V (G)|/9.
Proof. Without loss of generality, we an hoose G and s ∈ W (G) so that Gs
is at distane d from G, s is redued and λ(s) is minimal. Beause of R2, we
an suppose that the omponents of the subgraph G′ of G indued by V (s) have
the vertex sets V (s1), ..., V (sk), respetively, where s = s1s2...sk. Note that any
permutation of the si's would yield an equivalent word. By Lemma 1.4.2, we an
also suppose that eah si either onsists of non-repeating letters or satises the
onditions of Lemma 1.4.1 (in whih ase λ(si) is even). In the following, N(t)
stands for NG(V (t)). We now desribe an algorithm to modify s in steps that
preserve equivalene and result in a word s′ satisfying l(s′) ≤ 10|V (G)|/9 :
Step 1 : Set I = {1, ..., k} and S = V (G) \ V (s).
Step 2 : For eah i ∈ I suh that l(si) = λ(si), modify I by removing i.
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Step 3 : While there exists an i ∈ I and u ∈ N(si)∩S \
⋃
i 6=j∈I
N(sj), replae si
with an equivalent word given by Lemma 1.4.1 and remove i from I and u from S.
At this point, for i ∈ I and u ∈ N(si) ∩ S, there is neessarily a j ∈ I \ {i}
suh that u ∈ N(sj). Note that V (si)∪ {u} indues a onneted subgraph of Gu,
and by an argument along the lines of the proof of Lemma 1.4.2 there exists a
word, whih we will denote by s′i, suh that V (s
′
i) = V (si), l(s
′
i) = λ(s
′
i) and
uusi ∼G us′iu. Given u ∈ N(si) ∩ S with i ∈ I, let Iu = {j ∈ I|u ∈ N(sj)}.
Step 4 : If there exists some u ∈ N(si)∩S with i ∈ I suh that
∑
j∈Iu
λ(sj) ≥ 8,
bring the orresponding si's to the beginning of s using R2, and relabel so that
Iu = {1, ..., l} ; then make the substitution indiated by
s1s2...sl ∼G us
′
1uus
′
2u...us
′
lu ∼G us
′
1s
′
2...s
′
lu,
remove the indies in Iu from I, u from S and go bak to step 3.
Given i ∈ I suh that λ(si) = 2 (i.e. si = uvu for some [u, v] ∈ E(G)), we
must have that N(si) ∩ S ontains at least two verties. This follows from the
minimality of λ(s) and by the substitution rules :
degree(u) ≤ 1⇒ u ∼G ǫ, (R5)
N(u) = N(v)⇒ uv ∼G ǫ. (R6)
Step 5 : If there are i, j ∈ I, i 6= j, and distint verties u and v suh that
N(si) ∩N(sj) ∩ S \
⋃
l∈I
i 6=l 6=j
N(sl) = {u, v},
replae si and sj with equivalent words as given by Lemma 1.4.1, remove i and j
from I, u and v from S, and go bak to step 3.
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Fig. 1.2.
Step 6 : If there exists i ∈ I with λ(si) = 4, let u ∈ N(si) ∩ S. Beause of
step 4, |Iu| = 2 and, using R2 and relabeling, we an suppose that Iu = {1, 2}
with λ(s1) = 4 and λ(s2) = 2. Beause of step 5, we an assume that there is
v ∈ N(s2)∩S with v 6= u and v /∈ N(s1). Let Iv = {2, 3, ..., l}. We replae s1s2...sl
with an equivalent word s1vs
′
2...s
′
lv in the same manner as noted earlier, remove
1, ..., l from I, u and v from S, and go bak to step 3.
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At this point, for eah i ∈ I, we have λ(si) = 2 and, for eah u ∈ N(si),
|Iu| = 2 or 3. If for eah i ∈ I and eah u ∈ N(si) ∩ S we have |Iu| = 2, we an
stop, sine then |S| ≥ |I|.
Step 7 : If for some i ∈ I and u ∈ N(si)∩S we have |Iu| = 2, we an suppose
(with the appropriate use of R2 and relabeling) that Iu = {1, 2} and Iv = {2, 3, 4},
for some v. Now replae s1s2s3s4 with s1vs
′
2s
′
3s
′
4v, remove 1, 2, 3, 4 from I, u and
v from S, and go bak to step 3.
Step 8 : If there is a vertex u ∈ S and i ∈ Iu for whih some v ∈ N(si)∩S\{u}
has Iv = Iu, with say Iu = {1, 2, 3} after an appropriate use of R2 and relabeling,
replae s1s2s3 with us
′
1s
′
2s
′
3u, remove 1, 2, 3 from I, u and v from S and go bak
to step 3.
Step 9 : If there is a vertex u ∈ S and i ∈ Iu for whih some v ∈ N(si)∩S\{u}
has |Iv ∩ Iu| = 2, say, without loss of generality, Iu = {1, 2, 3} and Iv = {2, 3, 4},
replae s1s2s3s4 with us
′
1s
′
2s
′
3us4, remove 1, 2, 3, 4 from I, u and v from S, and go
bak to step 3.
Now we an suppose that for some u, v ∈ S, we have Iu = {1, 2, 3}, Iv =
{1, 4, 5} and, beause of steps 8 and 9, there are distint verties w, x suh that
w ∈ N(s2) ∩ (S \ {u}) and x ∈ N(s3) ∩ (S \ {u}).
Step 10 : If Iw ⊂ {1, 2, 3, 4, 5} and Ix ⊂ {1, 2, 3, 4, 5}, replae s1s2s3s4s5 with
s2s3vs
′
1s
′
4s
′
5v, remove 1, 2, 3, 4, 5 from I, u, v, w and x from S, and go bak to step
3.
We an now suppose that 6 ∈ Iw.
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Step 11 : If Iw, Ix ⊂ {1, 2, 3, 4, 5, 6}, replae s1s2s3s4s5s6 with vs′1s
′
4s
′
5vs2s3s6,
remove 1 through 6 from I, u, v, w and x from S, and go bak to step 3.
From this point on, we are onsidering subwords with at least eighteen distint
verties, so that the length of a replaement word an exeed by two the number
of distint letters and still avoid any possible violation of λ(s′) ≤ 10|V (G)|/9.
Step 12 : It should be lear by now how to modify our word s in eah of the
situations depited in Figure 1.2. In eah ase, modify I and S appropriately and
go bak to step 3.

Proposition 1.4.4. Let H be a pair of pentagons sharing a vertex. Let G onsist
of m opies of H together with a path going through all the ut-verties, as
shown in Figure 1.3. Then the diameter of the omplementation graph of G is
10|V (G)|/9.
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Fig. 1.3. A onneted graph G whose omplementation graph has
diameter 10|V (G)|/9 (also found in [2℄).
Proof. Let s = [u0u1][u2u3][u4u5][u6u7]...[u8m−4u8m−3][u8m−2u8m−1]. Let s
′
be a
shortest word in W (G) suh that s′ ∼G s. Choose a pentagon of G : for example,
the pentagon ontaining u0. Identify all the verties not on the pentagon with a
new vertex w. Remove all loops, and identify all multiple edges. We obtain the
graph G′ :
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A word in W (G) indues a word in W (G′) in a unique way : send ǫ to ǫ, and
given tx ∈ W (G) suh that t is sent to t′, send tx to
(i) t′x if x is on the pentagon ;
(ii) t′w if x is not on the pentagon and x ∈ NGt({u0, u1, u2, u3, v1}) ;
(iii) t′ if x is not on the pentagon and x /∈ NGt({u0, u1, u2, u3, v1}).
In this way, s′ is sent to a word t ∈ W (G′) suh that G′t is :
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It an be veried that for any redued t′ ∈ W (G′) suh that t′ ∼G′ t, we have
V (t′) = {u0, u1, u2, u3} or V (t′) = {u0, u1, u2, u3, w}. This implies that neither
t nor s′ ontain exatly one ourrene of v1. If v1 /∈ V (s′), then u0, u1, u2, u3
ontribute 5 to the length of s′ (i.e., t is one of the words u0u1u3u2u0, u1u0u2u3u1,
u2u0u1u3u2, or u3u1u0u2u3). If v1 appears at least twie in s
′
, then the verties
of the two pentagons joined at v1 ontribute at least 10 to the length of s
′
.
Therefore, l(s′) ≥ 10m, so the diameter of the omplementation graph is preisely
10m = 10|V (G)|/9. 
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1.5. Loal and global substitution rules
Going bak to the rules R5 and R6 presented in the proof of Theorem 1.4.3,
note that eah logial formula takes into aount adjaenies involving every ver-
tex of the graph, not just the adjaenies within V (s).
Denition 1.5.1. A substitution rule P ⇒ s ∼G ǫ is loal if for any two graphs
G and H suh that G is an indued subgraph of H ,
P (G)⇒ s ∼H ǫ.
A non-loal rule is global.
Thus R1 to R4 are loal rules and R5 and R6 are global rules. From the
denition follows that :
Proposition 1.5.2. Loal rules generate loal rules.
Proposition 1.5.3. A substitution rule P ⇒ s ∼G ǫ, where s is a non-empty
redued word, is global.
Proof. Let G = (V,E) be a graph satisfying P . Let u, v /∈ V . If s ends with a
single ourrene letter w, let E ′ = E ∪{[u, w], [v, w]}. If not, we have s = s′wxw
with w, x /∈ V (s′), in whih ase let E ′ = E ∪ {[u, w], [v, x]}. By onstrution, G
is an indued subgraph of H = (V ∪ {u, v}, E ′) but [u, v] /∈ H while [u, v] ∈ Hs.
Thus Hs 6= H . 
Proposition 1.5.4. The rules
uu ∼G ǫ, (R1)
u 6= v and [u, v] /∈ E(G)⇒ uvuv ∼G ǫ, (R2)
[u, v] ∈ E ⇒ [uv][vu] ∼G ǫ, (R3)
[u, v], [v, w], [u, w] ∈ E ⇒ [uv][vw][uw] ∼G ǫ, (R4)
form an independent generating set of the loal rules.
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Proof. We rst show independene. Consider G = ({u, v}, {[u, v]}). Sine CG =
{G}, {R1,R2,R4}G(ǫ) = {R1}G(ǫ) and any word in {R1}G(ǫ) will ontain an even
number of ourrenes of the letter u. Thus any independent generating subset
of the four rules must ontain R3.
Now let G = ({u, v, w}, {[u, v], [u, w], [v, w]}). Any word in {R1,R2,R3}G(ǫ)
has an even number of letters, so that R4 is also essential. If we let G = ({u}, ∅),
then {R2,R3,R4}G(ǫ) = {ǫ}, thus R1 is essential. Finally, let G = ({u, v}, ∅).
Dening the total order u < v on V (G), let the sign of a word s = u1u2...un
in W (G) be σ(s) = (−1)α where α = card{(i, j)|ui < uj, 1 ≤ i < j ≤ n}. By
indution on the length of words, we an show that for any s ∈ {R1,R3,R4}G(ǫ) =
{R1}G(ǫ), we have σ(s) = 1. Sine σ(uvuv) = −1, this ompletes the proof of
independene.
We know from Proposition 1.5.2 that 〈{R1,R2,R3,R4}〉 is a set of loal rules.
Let P ⇒ s ∼G ǫ be a loal rule. Consider V = V (s) and {Gi}i∈I the family
of graphs on the vertex set V satisfying P . By Theorem 1.3.10, for any rule
Ri : G|V = Gi ⇒ s ∼G ǫ there exists a rule R′i : G|V = Gi ⇒ s
′ ∼G ǫ in
〈{Ri,R1,R2,R3,R4}〉 where s′ is redued. Sine R′i is loal, Proposition 1.5.3 fores
s′ = ǫ. Thus R′i ∈ 〈{R1,R2,R3,R4}〉, and sine every substitution in the proof of
Theorem 1.3.10 is reversible, we have Ri ∈ 〈{R1,R2,R3,R4}〉. Sine P ⇒ s ∼G ǫ
is generated by the Ri's, we onlude that it is in 〈{R1,R2,R3,R4}〉. 
Proposition 1.5.5. If s, s′ are redued words suh that s′ ∈ LocG(s), then V (s) =
V (s′).
Proof. Suppose, by way of ontradition, that there is a u ∈ V (s) \V (s′). Then
s′s−1 ∼G ǫ and a redued word t ∈ LocG(s′s−1) given by Theorem 1.3.10 will
ontain u. But this would mean that loal rules generate a global rule of the form
P ⇒ t ∼G ǫ, ontraditing Proposition 1.5.2. 
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Looking for a new independent (global) rule P ⇒ s ∼G ǫ, we an suppose,
by Lemma 1.4.2, that s = s1...sk is redued, where eah V (si) indues a om-
ponent of G|V (s), and eah si is of the form u1...um (non-repeating letters) or
[u11u12]...[um1um2] (redued). Given a omponent indued by s, say G
′ = G|V (si),
we have si ∼G′ ǫ. Therefore, we ask :
Problem 1.5.1. For whih onneted graphs G = (V,E) of minimal degree > 1
without twins (verties u, v suh that N(u) = N(v) or N(u) = N(v)), together
with a redued word s suh that V (s) = V , do we have s ∼G ǫ ?
We will see in setion 6 that there is a family of graphs satisfying the onditions
of Problem 1.5.1.
1.6. Complementation sets
Notie that if u is of odd degree, then the degree of any vertex of G has the
same parity in G and Gu. If u is of even degree, then the parity of the degrees
in G and Gu diers preisely over the neighbours of u. Hene, if we olour the
verties of even degree white and the others blak, and if we hange the olours
of the neighbours of u whenever we omplement at a white vertex u, then the
olours agree with the parity of the degrees for eah graph in CG. This will be
alled the natural olouring of G. In the following, a biolouring will always mean
a {blak, white}-olouring.
Denition 1.6.1. The (loal) omplement of a bioloured graph G with respet
to a vertex u is a bioloured graph Gu suh that
V (Gu) = V (G),
E(Gu) = E(G)△E(KNG(u)),
with its biolouring dened to be the same as that of G if u is blak in G ; if u is
white in G, then it is obtained from the biolouring of G by reversing the olours
of the verties in NG(u).
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Complementation with respet to words in the alphabet V (G) is extended in
the natural manner.
For the purposes of the next denition, all a set of words W ⊂ V (G)∗ parity
closed if
(i) W ontains the empty word ;
(ii) if s ∈ W and u is a white vertex of Gs, then su ∈ W ;
(iii) if s ∈ W and u, v are adjaent blak verties of Gs, then s[uv], s[vu] ∈ W .
Clearly the intersetion of parity losed sets is parity losed, hene there is
a smallest parity losed set, denoted by W ◦(G). The words in W ◦(G) will be
referred to as parity words.
Denition 1.6.2. The parity lass of a bioloured graph G is
[G] = {Gs|s ∈ W ◦(G)}.
Following the idea of setion 1.3, two parity words s and s′ will be equivalent
(s ∼G s′) if Gs = Gs′. By verifying it for R1 to R4, we an show that loal
substitution rules are valid for bioloured graphs (i.e. if G is a bioloured graph
with underlying (unoloured) graph H and s′ ∈ LocH(s), then Gs = Gs′).
Theorem 1.6.3. Two redued parity words s and t with V (s) = V (t) are equi-
valent.
Proof. Use indution on λ(s). If s = us′ with u /∈ V (s′), then u is white in
G, and applying Theorem 1.3.10 to t, t ∼G ut
′
. If s is of the form [uv]s′ then u
is blak in G, and applying Theorem 1.3.10 to t, t ∼G [uw]t′. If w 6= v, apply
Theorem 1.3.10 again to get t ∼G [uw][vx]t′′ and nally, from Lemma 1.3.11,
t ∼G [uv][wx]t
′′
. By hanging the referene graph to Gu or G[uv] aordingly, the
problem redues to words for whih λ is smaller. 
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Given a bioloured graph G, we are now justied to speak about omplemen-
tation with respet to subsets of V .
Denition 1.6.4. A set S ⊂ V (G) is a omplementation set of a bioloured
graph G if there exists a redued word s ∈ W ◦(G) suh that V (s) = S. In that
ase, the omplement of G with respet to S is GS := Gs.
1.7. Complementation and symmetry
Denition 1.7.1. A (bioloured) graph G is invertible if V (G) is one of its
omplementation sets. When no biolouring is speied, G is assumed to have its
natural biolouring. The inverse of an invertible graph G, written G−1, is GS,
where S = V (G).
Theorem 1.7.2. Let Φ ∈ Aut(G) (the set of all automorphisms of the biolored
graph G). If Φ stabilizes S ⊂ V (G) (i.e. Φ(S) = S), then Φ ∈ Aut(GS).
Proof. By denition, Φ preserves olour and [u, v] ∈ E(G) ⇐⇒ [Φu,Φv] ∈
E(G). By symmetry, u hanges olour from G to GS if and only if Φ(u) hanges
olour from G to GΦ(S) = GS. Also, we have that [u, v] ∈ E(G△GS) ⇐⇒
[Φu,Φv] ∈ E(G△GΦ(S)) = E(G△GS). Thus Φ preserves olour over GS and
[u, v] ∈ E(GS) ⇐⇒ [Φu,Φv] ∈ E(GS). 
Corollary 1.7.3. Aut(G−1) = Aut(G).
Here is a point to wath out for : the two groups Aut(G) and Aut(G−1) are
in fat idential, not just isomorphi.
Corollary 1.7.4. The inverse of an invertible vertex-transitive (bioloured) graph
is vertex-transitive.
We present an expliit formula for the inverse of a yle :
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Proposition 1.7.5. A yle Cn = Cay(Zn, {1,−1}) of length n ≥ 3 is invertible
if and only if n 6≡ 0(mod 3). Furthermore, for m ≥ 1,
C−13m+1 = Cay(Z3m+1, {1, 3, 4, 6, ..., 3i− 2, 3i, ..., 3m− 2, 3m}),
C−13m+2 = Cay(Z3m+2, {2, 3, ..., 3i− 1, 3i, ..., 3m− 1, 3m}).
Proof. C3 is not invertible, while C
−1
4 = C4 = Cay(Z4, {1, 3}) and C
−1
5 =
Cay(Z5, {2, 3}). By Corollary 1.7.3, the inverse of an invertible irulant (a Cayley
graph on Zn) is also a irulant. For n ≥ 6, removing verties −1,−2 and −3 from
Cn{−1,−2,−3} yields Cn−3 (see Figure 1.4). Thus, Cn is invertible if and only if
Cn−3 is, and given C
−1
n−3 = Cay(Zn−3, S), we must have C
−1
n = Cay(Zn, S
′) with
S ⊂ S ′. The result follows by indution. 
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Fig. 1.4. The omplementation of Cn with respet to {−1,−2,−3}.
The remainder of this setion is onerned with self-omplementary symmetri
(i.e. vertex- and edge-transitive) graphs. They were haraterized in [11℄ and
lassied in [9℄.
From Theorem 1.7.2, we obtain that :
Corollary 1.7.6. An invertible self-omplementary symmetri graph has either
itself or its omplement as an inverse.
Denition 1.7.7. Let q = pr for some odd prime p, with q ≡ 1(mod 4). Let Γ be
the additive group of the nite eld Fq with q elements. Let ω be a primitive root
in Fq and S = {ω2, ω4, ..., ωq−1}, the set of non-zero squares. The Paley graph of
order q is Cay(Γ, S).
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Denition 1.7.8. Let q = pr for some prime p ≡ 3(mod 4) and some even r.
Let Γ and ω be as in the previous denition. Let S = {ωk|k ≡ 0, 1(mod 4)}. The
P
∗
-graph of order q is Cay(Γ, S).
Peisert [9℄ showed that, up to isomorphism, the self-omplementary symmetri
graphs are the Paley and P∗-graphs and one additional graph G(232) on 232
verties. Peisert gives a onstrution of G(232) whih allows us to interpret it as
a Cayley graph Cay(Γ, S) with Γ being the additive group of F232 and suh that
Z
∗
23 ⊂ S.
The following denition and theorem are taken from [3℄.
Denition 1.7.9. A graph is strongly regular modulo s with parameters (v, k, λ, µ)
if, modulo s, the number of verties is ongruent to v ; the degree of eah vertex,
to k ; the number of ommon neighbours of any two adjaent verties, to λ ; and
the number of ommon neighbours of any two non-adjaent verties, to µ.
Theorem 1.7.10 (Fon-der-Flaass [3℄ Theorem 3.6). G ∈ CG if and only if G is
strongly regular modulo 2 with parameters (1, 0, 0, 1).
Proposition 1.7.11. Let G = Cay(Γ, S) of order n be a Paley graph, a P∗-graph
or the speial graph G(232). G ∈ CG if and only if 2 /∈ S.
Proof. The ase n = 1 is trivial, so let n > 1. Sine a self-omplementary sym-
metri graph has order n ≡ 1(mod 4) and is regular of degree (n− 1)/2, using a
simple ounting argument and Theorem 1.7.10, the following are equivalent :
(1) G ∈ CG ;
(2) the number of ommon neighbours of two adjaent verties is even ;
(3) the number of ommon neighbours of two non-adjaent verties is odd.
We have 1,−1 ∈ S. Therefore G admits the automorphism Φ dened by
Φ(u) = −u. The verties −1 and 1 are adjaent to 0 and, beause of Φ, have an
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odd number of ommon neighbours. Sine 1 and −1 are adjaent if and only if
2 = 1− (−1) ∈ S, the result follows. 
Theorem 1.7.12. Given a self-omplementary symmetri graph G of order n =
pr, G ∈ CG if and only if n = 1 or n ≡ 5(mod 8).
Proof. The idea is to hek whether 2 ∈ S and apply Proposition 1.7.11. By
onstrution, the statement is true for G(232). The remaining ases are nie exer-
ies in number theory :
If p ≡ 1(mod 8) (and thereforeG is Paley graph), we know that 2 is a quadrati
residue modulo pr and so 2 ∈ S.
If p ≡ 3(mod 4), we must have r even and thus n − 1 = pr − 1 ≡ 0(mod 8).
Sine (p− 1, 8) = 2 (where (a, b) is the gd of a and b),
n− 1 = (p− 1)(pr−1 + pr−2 + ...+ p+ 1) = 4(p− 1)c
and
2
n−1
4 = (2p−1)c ≡ 1(mod p).
On the other hand, if s = ωt for a primitive root ω in Fpr , we have
2
n−1
4 = (ω
n−1
4 )t.
Therefore t ≡ 0(mod 4) and 2 ∈ S.
We leave the ases p ≡ 5(mod 8), r even, and p ≡ 5(mod 8), r odd, to the
reader. 
As a onsequene of Theorem 1.7.12, we would haveG−1 = G for any invertible
self-omplementary graph G of order n ≡ 1(mod 8).
The following onjetures are suggested by omputer testing :
Conjeture 1.7.13. A self-omplementary symmetri graph of order n is inver-
tible if and only if n = 1 or n ≡ 5(mod 8), in whih ase G−1 = G.
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Conjeture 1.7.14. Let G be the Paley graph of prime order p (i.e., G =
Cay(Zp, S), where S is the set of quadrati residues mod p). Let a, b ∈ Z∗p of or-
ders 4 and k, respetively, with a−1 being a quadrati residue. Let S1 = a〈b〉∪〈b〉
and S2 = −a〈b〉 ∪ 〈b〉. Then at most one of S1 or S2 is a omplementation set
of G. Furthermore, if p ≡ 5(mod 16), it annot be S1 and if p ≡ 13(mod 16), it
annot be S2.
Conjeture 1.7.15. Let G be the Paley graph on p = 4q + 1 verties with p, q
prime. Then (−2)q〈24〉 ∪ 〈24〉 is a omplementation set of G.
Conjeture 1.7.14 annot be strengthened by saying that exatly one of S1
or S2 is a omplementation set. The rst instanes of graphs where neither are
omplementation sets our, when p ≡ 5(mod 16), at p = 37, 421, 661, 1381,
1621, 2789, 2917, 3061, and when p ≡ 13(mod 16), at p = 2381, 3181, 5437, 5821.
Proposition 1.7.16. Let G = Cay(Γ, S) be the Paley graph on pr ≡ 5(mod 8)
verties. Let a ∈ F ∗pr be of order 4. Then {0}∪ 〈a〉 is a omplementation set of G.
Proof. Sine a /∈ S, we nd that {0}∪〈a〉 indues a white pentagon in G, whih
is invertible. 
In Figure 1.5, we an see that S = {0, 1,−1, 8,−8}, as well as 3S and −4S
all indue pentagons. It an be veried that G is invertible by nding a redued
word s satisfying Gs = G and λ(s) = 13. Can we nd a method for onstruting
s other than the greedy algorithm (i.e. suessively omplement at any vertex
you are still allowed to) that an be generalized to other self-omplementary
symmetri graphs ? This seems to be a hard problem.
We an onstrut many graphs satisfying the onditions of Problem 1.5.1.
Given a self-omplementary symmetri graph H suh that H−1 = H = Ht, with
t redued, form G by adding a new vertex u to H , and joining u to all verties
of H . Choosing s = tu we have Gs = G (by Corollary 1.7.3, NHt(u) = NH(u)).
Sine there are an innite number of primes ongruent to 5(mod 8) and assuming
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Fig. 1.5. The self-omplementary symmetri graph on 13 verties.
Conjeture 1.7.13 holds, this family of graphs would be innite. It an be veried
that if this same G is provided with its natural biolouring, then G−1 = Gut−1u 6=
G.
Conjeture 1.7.17. Given a bioloured graph G without isolated verties or
twins, [G] is in bijetion with the omplementation sets of G.
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Chapitre 2
TRANSITION SYSTEMS, ORTHOGONALITY
AND LOCAL COMPLEMENTATION.
François Genest
2.1. Abstrat
Intimately related to the Cyle Double Cover Conjeture is the problem of nding
a yle deomposition orthogonal to a given transition system in an eulerian
graph. One approah onsists in nding a blak antilique in the orresponding
parity lass of bioloured graphs.
2.2. Introdution
This artile disusses problems that seem foreign to eah other yet prove to be
inextriably linked.
Muh eort has been spent on the Cyle Double Cover Conjeture ; understan-
dably so, given its many impliations (see the surveys by Jakson [10℄ and Jaeger
[11℄).
Typial questions about transition systems of eulerian graphs involve nding tran-
sition systems that are orthogonal to one another. Fleishner [5℄[6℄ showed how the
Dominating Ciruit Conjeture and Sabidussi's Orthogonality Conjeture imply
the Cyle Double Cover Conjeture.
Kotzig [13℄ demonstrated how κ-transformations of Euler tours in 4-regular onne-
ted graphs are essentially the same as loal omplementations. In a similar way,
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Sabidussi [14℄ made the onnetion between eulerian graphs with one speied
Euler tour and parity lasses of simple graphs.
We will go from transition systems to parity lasses and bak again, showing
how the dierent problems are meshed together. The notion of pure graphs is
explored ; it is proposed that a haraterization of primitive pure graphs would
help to settle the Cyle Double Cover Conjeture.
2.3. Preliminaries
The terminology in this artile mostly follows Fleishner [6℄ and Jakson [10℄. A
yle is a non-empty 2-regular onneted graph or subgraph. A tour of a graph is
a sequene α = u0e1u1e2u2...un−1en where ei is an edge inident with the verties
ui−1 and ui (where subsripts are read modulo n) and where the edges are distint.
Tours are deemed equivalent if one an be transformed into another by suessive
reversals and yli permutations of the sequene. We work on the one hand with
eulerian graphs, whih may have multiple edges and loops ; suh a graph will be
denoted by Γ. On the other hand, we will arry out loal omplementations of
simple graphs whih will be denoted by F,G or H .
A transition at a vertex u is either a pair {u, e}, where e is a loop inident with u,
or a set {u, e1, e2}, where e1 and e2 are distint edges inident with u. A transition
system (TS), intuitively, is a partition of the half-edges of the graph into pairs of
adjaent ones. To avoid the diulties of dealing with loops, we dene transition
systems by way of tour deompositions.
A tour deomposition of an eulerian graph Γ is a set of edge-disjoint tours of
Γ whose union exhausts all edges. Note that a tour u0e1u1e2u2...en indues the
transitions {ui, ei, ei+1}, i = 0, ..., n − 1. Given a tour deomposition of Γ, the
assoiated transition system is the union of the sets of transitions indued by the
tours. Sine we an reonstrut the tours from the transition system, this is a 1-1
orrespondene. Two transition systems (and by extension their orresponding
tour deompositions) are orthogonal if they are disjoint (we prefer orthogonal
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to the rather vague ompatible). Of ourse, suh a omparison makes sense only
when there are no verties of degree two. Sine isolated verties are irrelevant to
questions of orthogonality, we will only onsider graphs of minimum degree δ > 2.
In this setting, a transition system ompletely determines the graph and we an
talk about tours and yles of transition systems without ambiguity.
Settling a question raised by Nash-Williams, Kotzig [12℄ showed that for any
transition system without loops there exists an orthogonal Euler tour. When
loops are present, a neessary and suient ondition for the existene of an
orthogonal Euler tour is for all loop transitions (transitions of the form {u, e})
inident with verties of degree 4 to be in the transition system. In [9℄, Jakson
haraterizes graphs having three pairwise orthogonal Euler tours.
A natural question arises : when an we nd a yle deomposition orthogonal
to a given transition system? A trivial neessary ondition is that the transition
system must not ontain transitions of the form {u, e1, e2}, where u is of degree
two within the blok (maximal 2-onneted subgraph) ontaining {e1, e2} (in
partiular, loop transitions are exluded), beause any yle deomposition of
the graph must ontain these. A transition system satisfying this ondition is
said to be admissible. Many admissible transition systems admit orthogonal yle
deompositions. A notable exeption is the transition system of K5 deomposed
into two 5-yles. Sabidussi onjetures that if the transition system is indued
by an Euler tour (in whih ase it is neessarily admissible), there always exists
an orthogonal yle deomposition. Muh of what follows uses or is inspired by
his work on the subjet (see [14℄). The results on omplementation used in this
artile an be found in [8℄.
2.4. Transition graphs
Denition 2.4.1. Let Γ be an eulerian graph of minimum degree δ > 2 with tran-
sition system S = {tu,i|u ∈ V (Γ), i ∈ {1, ...,
1
2
dΓ(u)}, where eah tu,i ontains u. A
transition graph (TG) of S is a graph ΓS satisfying V (ΓS) = S, E(ΓS) = E(Γ)∪E ′,
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where E ′ = {e′u,i|u ∈ V (Γ), i = 1, ...,
1
2
dΓ(u)}, with inidenes dened as follows :
e ∈ E(Γ) is a non-loop edge inident with tu,i and tv,j if tu,i and tv,j are distint
and e ∈ tu,i ∩ tv,j ; e is a loop inident with tu,i if tu,i = {u, e},
e′u,i is inident with tu,i and tu,i+1, i = 1, ...,
1
2
dΓ(u)− 1 ; e
′
u,dΓ(u)/2
is inident with
tu,1 and tu,dG(u)/2.
In Figure 2.1, edges of the original graph are drawn as solid lines while the edges
in E ′ are broken. To identify a transition in the transition graph, simply onsider
the vertex label together with the inident solid edges.
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Fig. 2.1. To the left, a graph with TS indiated by ars. To the
right, one of its TG's.
Note that, in general, dierent orderings of the transitions of Γ will give rise to
dierent inidenes for the edges in E ′. In fat, the transition graph will be unique
(up to isomorphism) if and only if all verties of Γ are of degree 4 or 6. Observe
also that a transition graph of S has a natural transition system provided by
the 2-fators indued by E(Γ) and E ′. The idea behind onstruting a transition
graph is that if we an nd a yle deomposition orthogonal to this new transition
system, then, ontrating the edges in E ′, we get a yle deomposition orthogonal
to S. Sine all loop transitions of S are in the transition system of ΓS, Kotzig's
result tells us we an nd an Euler tour orthogonal to the transition system of
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ΓS. Notie that this tour will have suessive edges alternating between the two
2-fators (solid and broken edges). Aordingly, it is alled an alternating tour.
When writing it, we omit the edges and, sine ΓS is 4-regular, we are left with a
double ourrene word (eah letter appears exatly twie). At this point, we an
onstrut an alternane (or irle) graph. Alternane graphs have been studied
in [3℄[7℄[15℄, for example.
Denition 2.4.2. Given a double ourrene word w = a1...a2n made up of the
letters u1, ..., un, the alternane graph of w is the simple graph with vertex set
{u1, ..., un}, and with an edge between ui and uj if they alternate in w (i.e. if
ak = al = ui and ar = as = uj with k < l, r < s then either k < r < l < s or
r < k < s < l).
Denition 2.4.3. An antilique A of a graph G is a maximal independent set
of verties (i.e. no two verties of A are adjaent while every vertex in V (G) \ A
has a neighbour in A).
Theorem 2.4.4 (Sabidussi [14℄ Theorem 5.1). Let Γ be a transition graph with
E(Γ) = E ∪ E ′ being the partition into the two 2-fators. Let w be (the double
ourrene word of) an alternating tour of Γ. Every antilique A of the alternane
graph of w determines a yle deomposition of Γ into |A|+1 yles. Moreover, if
A is odd (i.e. onsists of verties of odd degree), the deomposition is alternating.
Proof. Sine any yli permutation of the letters of w gives rise to the same
alternane graph, we an suppose that w = ua1a2...aruar+1...a2n−2 with u ∈ A.
We an further suppose that a1, ..., ar /∈ A. Sine A is a overing, we must have
that a1, ..., ar are all distint. Split the tour w into the yle ua1...aru and the
tour uar+1...a2n−2. If r is odd, then both the yle and the new tour have an even
number of edges and remain alternating. While u is not overed by A′ = A \ {u},
it only appears one in the new tour and (replaing A with A′) the result follows
by indution on |A|. 
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Given an arbitrary alternating tour, the orresponding alternane graph may or
may not admit an odd antilique. However, Sabidussi [14℄, extending Kotzig's
work on κ-transformations [12℄, showed that any other alternating Euler tour an
be obtained by a sequene of twists and swithes.
Denition 2.4.5. The u-twist (or twist at u) of the Euler tour
w = ua1...aruar+1...as
is the Euler tour
w′ = uar...a1uar+1...as.
Note that if w is alternating and r is even (i.e. u is of even degree in the alternane
graph), then w′ is also alternating.
Denition 2.4.6. Given verties u and v that alternate in the Euler tour
w = ua1...akvak+1...alual+1...arvar+1...as,
the uv-swith of w is the Euler tour
w′ = ua1...akvar+1...asual+1...arvak+1...al
If w is alternating and l and r − k are odd (i.e. u, v are of odd degree in the al-
ternane graph) then w′ is also alternating. Also, a uv-swith has the same eet
as suessive twists at u, v and u. Looking at the alternane graph, the result of
a u-twist is a loal omplementation with respet to u.
2.5. Loal omplementation and pure graphs
In the following, by a bioloured graph is meant a simple graph with a {blak,
white}-olouring of its verties. A loser look at loal omplementation and related
results an be found in [8℄.
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Denition 2.5.1. The (loal) omplement of a bioloured graph G with respet
to a vertex u is a bioloured graph Gu suh that
V (Gu) = V (G)
E(Gu) = E(G)△E(KNG(u)) (symmetri dierene)
where KNG(u) is the omplete graph on the neighbourhood NG(u). That is to say,
the adjaeny relation of Gu oinides with that of G exept on NG(u), where it
is replaed by its omplement. The biolouring of Gu is dened to be the same
as that of G if u is blak in G ; if u is white in G, then it is obtained from the
biolouring of G by reversing the olours of the verties in NG(u).
Complementation is extended reursively to words in the alphabet V (G) by put-
ting Gsu = (Gs)u, where s ∈ V (G)∗ (= the set of all words on V (G)) and
u ∈ V (G).
The symbol [uv] is short for uvu.
For the purposes of the next denition, all a set a words W ⊂ V (G)∗ parity
closed if
(i) W ontains the empty word ;
(ii) if s ∈ W and u is a white vertex of Gs, then su ∈ W ;
(iii) if s ∈ W and u, v are adjaent blak verties of Gs, then s[uv], s[vu] ∈ W .
Clearly the intersetion of parity losed sets is parity losed, hene there is a
smallest parity losed set, denoted by W ◦(G).
Denition 2.5.2. The parity lass of a bioloured graph G is
[G] = {Gs|s ∈ W ◦(G)}.
An example of a parity lass is given in Figure 2.2. There, G is a yle of length 5
on the vertex set {1, 2, 3, 4, 5} with all verties oloured white. The other graphs
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in [G] are identied by words inW ◦(G). These words are not unique : for example,
G13 = G31.
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Fig. 2.2. The parity lass of the pentagon (with its natural olouring).
If a simple graph is given its natural olouring, where verties of even degree are
white and verties of odd degree are blak, we an see that the olouring of eah
graph in its parity lass is also natural. We now have that to eah transition graph
there orresponds a unique parity lass, and our searh for an alternating yle
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deomposition amounts to nding a blak antilique in some graph of the parity
lass.
Denition 2.5.3. A parity lass is pure if it ontains no graph with an antilique
of blak verties. By extension, its member graphs are also said to be pure.
Up to loal omplementation, the two smallest onneted pure graphs are the
one-point graph and the pentagon with their natural olourings.
Denition 2.5.4. A split in a graph G is a partition of its vertex set into V =
V1 ∪ V2, with at least two verties in eah Vi, suh that all verties in N(V1) ∩ V2
are adjaent to all verties in N(V2) ∩ V1. A splitless graph is said to be prime.
It an easily be heked that a split remains a split after loal omplementations
(see [1℄), so this is a feature of the whole parity lass.
Denition 2.5.5. A rooted bioloured graph with root z is a ouple (G, z), where
z ∈ V (G), G being a simple graph with a biolouring dened on V (G) \ {z}.
Whenever we mention rooted graphs in this paper, it will be understood that we
are talking about rooted bioloured graphs.
Note that from a split V = V1∪V2 of some bioloured graph G, we an onstrut
two rooted graphs as follows : let G1 (respetively G2) be obtained from G by
identifying the verties of V2 (respetively V1) to a single new vertex z1 (respeti-
vely z2) whih will be the root vertex of G1 (respetively G2) and removing loops.
G1 and G2 are said to be indued by the split.
Let G be a bioloured graph with a split V = V1 ∪ V2 induing the rooted graphs
G1 and G2. We will onstrut six pairs of parity lasses from G1 and G2 and show
that if any one pair onsists of two pure parity lasses then [G] is also a pure
lass. Beause these onstrutions and proof are tehnial and hardly readable by
themselves, we will, after giving the neessary denitions, disuss them by means
of an example that illustrates all possibilities that may arise.
Denition 2.5.6. Given a vertex v adjaent to a blak vertex u of a bioloured
graph G, the omplementation of G with respet to the set {u, v} is
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G{u, v} =


Gvu if v is white,
G[vu] if v is blak.
This is well dened beause in the ase where v is blak, G[vu] = G[uv]. Comple-
mentation with respet to a ouple is a speial ase of set omplementation (see
[8℄).
Denition 2.5.7. Given a rooted graph G with root z, we dene the following
bioloured graphs :
rw(G) is obtained by olouring z white in G,
rb(G) is obtained by olouring z blak in G,
rc(G) is obtained by omplementing G at z as if z were white and olouring z
blak,
lw(G) = G− z,
lb(G) is obtained by omplementing G at z as if z were white and then removing
z,
and lcv(G), given v adjaent to z, is obtained by olouring z blak and letting
lcv(G) = G{z, v} − z.
rw(G), rb(G), rc(G) are alled root graphs of G and lw(G), lb(G), lcv(G) are leaf
graphs of G.
Consider the following bioloured graph :
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G has only one split (i.e. V1 = {u1, u2, u3, u4}, V2 = {u5, u6, u7, u8, u9}), whih
indues :
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From these rooted graphs, we onstrut the bioloured graphs rw(G1), lw(G2),
lw(G1) and rw(G2) :
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We see that rw(G1) and lw(G2) form a pair of pure root and leaf graphs. However,
onsider now what happens when we start with G′ = Gu1 :
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In this ase, the split indues :
PSfrag replaements
u1
u2
u3
u4
u5
u6
u7
u
v
w
G
H
e1
e2
e3
e4
u
transition fautive
et
u0
u1
u2
u3
u4
u5
u6
u7
u8
u9
u10
u11
u12
u13
u14
u15
v1
v2
v3
v4
v5
v6
v7
v8
vm
w
u8m−8
u8m−7
u8m−6
u8m−5
u8m−4
u8m−3
u8m−2
u8m−1
0
−1
−2
−3
−4
Cn
Cn{−1,−2,−3}
1
2
3
4
5
6
7
8
9
10
11
12
0
G
1
2
3
4
5
G1
G2
G3
G4
G5
G13
G14
G24
G25
G35
G243
G132
G251
G145
G354
G2514
G3541
G3542
G2431
G2513
G13245
u1
u2
u3
u4
u5
u6
u7
u8
u9
z1 z2
G
G′
G′′
G1
G2
G′1 G
′
2
G′′1
G′′2
rw(G1)
lw(G2)
rw(G2)
lw(G1)
rb(G′1)
lb(G′2)
rc(G′′1)
lcu9(G
′′
2)
and none of rw(G′1), lw(G
′
2), rw(G
′
2), lw(G
′
1) are pure. To nd pure graphs again,
we onstrut an {rb(G′i), lb(G
′
j)} pair, in this ase the root graph rb(G
′
1) and the
leaf graph lb(G′2) :
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Another situation presents itself when we start with G′′ = Gu1u5 :
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Now the split indues :
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and none of rw(G′′i ), rl(G
′′
j ), rb(G
′′
i ), lb(G
′′
j ) are pure, for {i, j} = {1, 2}. We have
to resort to the last type of onstrution : for example, the root graph lc(G′′1) and
the leaf graph lcu9(G
′′
2) form a pure pair :
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While these onstrutions are unappealing, the good news is that we're done :
any other graph H ∈ [G] separated into rooted graphs H1 and H2 (orresponding
to V1 and V2 respetively) by the split will yield a pair of pure graphs of the form
{rw(H1), lw(H2)}, {rb(H1), lb(H2)} or {rc(H1), lcv(H2)}, as will be seen below.
Denition 2.5.8. Let G be a simple bioloured graph with a split V = V1 ∪ V2
induing the rooted graphs (G1, z1) and (G2, z2). An essential deomposition of
G along this split is a pair of root and leaf graphs of the form {rw(Gi), lw(Gj)},
{rb(Gi), lb(Gj)} or {rc(Gi), lcv(Gj)}, where {i, j} = {1, 2}, and v is adjaent to
zj .
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Lemma 2.5.9. Let (G, z) be a rooted graph. If v, w ∈ NG(z), then lcv(G) and
lcw(G) are in the same parity lass (i.e. lcw(G) ∈ [lcv(G)]).
Proof. Let H be the bioloured graph obtained from G by olouring z blak.
For s ∈ W ◦(lcv(G)) ⊂W ◦(H{v, z}), we have lcv(G)s = H{v, z}s− z. Using loal
substitution rules (see [8℄), onsider the following three ases :
if v 6= w are both white in G, then [vw] ∈ W ◦(lcv(G)), and wz ∼H vvwz ∼H
vz[vw], so that lcw(G) = Hwz − z = Hvz[vz]− z = lcv(G)[vz] ∈ [lcv(G)] ;
if v and w are of dierent olours, say v is blak and w is white, then wv ∈
W ◦(lcv(G)) and wz ∼H wzvv ∼H [vz]wv ;
if v 6= w are both blak, then [vw] ∈ W ◦(lcv(G)) and [wz] ∼H [vz][vw]. 
Denition 2.5.10. Given a bioloured graph G = (V,E) with a split V =
V1 ∪ V2 induing the rooted graphs (G1, z1) and (G2, z2), the essential deompo-
sitions of the parity lass [G] along this split with respet to G are the pairs
{[rw(Gi)], [lw(Gj)]}, {[rb(Gi)], [lb(Gj)]} and, if there is an edge between V1 and
V2 in G, {[rc(Gi)], [lcv(Gj)]}, where {i, j} = {1, 2}. For onveniene, if there is
no edge between V1 and V2 in G, the pair {[∅], [∅]}, where ∅ stands for the empty
graph, is also alled an essential deomposition of [G].
Let us write RwG,LwG,RbG,LbG for [rw(G1)],[lw(G2)],[rb(G1)],[lb(G2)] respeti-
vely. Let RcG = [rc(G1)] and LcG = [lcv(G2)] if there is an edge between V1 and V2
in G, or else set them equal to the trivial lass [∅]. To indiate the essential deom-
positions obtained by interhanging V1 and V2, write Rw
′
G, Lw
′
G, Rb
′
G, Lb
′
G, Rc
′
G
and Lc′G. The proof of the following is left to the reader :
Lemma 2.5.11. Let G1, G2 be idential bioloured graphs exept for a vertex u
whih is of dierent olour in G1 and G2. Let v be a blak vertex adjaent to
u. Consider H1 = G1{u, v} and H2 = G2{u, v}. Then u is blak in H1 and H2,
56
and eah of H1, H2 an be obtained from the other by omplementing at u and
reversing the olouring on NH1(u) (i.e. by omplementing as if u were white).
Conversely, if H1 and H2 are as desribed, then for v ∈ NG(u), H1{u, v} and
H2{u, v} dier only by the olour of u.
Theorem 2.5.12. Let G be a bioloured graph with a split V = V1 ∪ V2. The
essential deompositions of [G] along this split with respet to H ∈ [G] are
independent of the hoie of H. To be more preise, the pairs {RwH , LwH},
{RbH , LbH}, {RcH , LcH} are idential to {RwG, LwG}, {RbG, LbG}, {RcG, LcG}
up to permutation, and the pairs {Rw′H , Lw
′
H}, {Rb
′
H , Lb
′
H}, {Rc
′
H , Lc
′
H} are iden-
tial to {Rw′G, Lw
′
G}, {Rb
′
G, Lb
′
G}, {Rc
′
G, Lc
′
G} up to permutation.
Proof. When there is no edge between V1 and V2 in G, the result is trivial,
so suppose V1 and V2 are joined by an edge. We have that H = Gs for some
s ∈ W ◦(G). By indution, it sues to onsider the ases s = u, where u is
a white vertex of G, and s = [xy], where x, y are adjaent blak verties of G.
Let the split indue the rooted graphs (G1, z1), (G2, z2) from G, and the roo-
ted graphs (H1, z1), (H2, z2) from H . Let v ∈ NG2(z2) and w ∈ NH2(z2) so that
LcG = [lcv(G2)], LcH = [lcw(H2)]. We onsider the following eleven ases.
Case 1) white u ∈ V1 \NG1(z1).
rw(H1) = rw(G1)u, rb(H1) = rb(G1)u, rc(H1) = rc(G1)u, and sine H2 = G2,
lw(H2) = lw(G2), lb(H2) = lb(G2), and (hoosing without loss of generality
w = v) lcw(H2) = lcv(G2).
Case 2) white u ∈ NG1(z1).
rw(H1) = rb(G1)u, lw(H2) = lb(G2), rb(H1) = rw(G1)u, lb(H2) = lw(G2).
Lemma 2.5.11 gives rc(H1) = rc(G1)[uz1] and, hoosing w = v, lcw(H2) =
lcv(G2).
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Case 3) white u ∈ NG2(z2).
rw(H1) = rw(G1)z1, lw(H2) = lw(G2)u, rb(H1) = rc(G1), rc(H1) = rb(G1).
Choose w = v = u, so that lcw(H2) = lb(G2) and lb(H2) = lcv(G2).
Case 4) white u ∈ V2 \NG2(z2).
rw(H1) = rw(G1), lw(H2) = lw(G2)u, rb(H1) = rb(G1), lb(H2) = lb(G2)u,
rc(H1) = rc(G1). We an suppose that w = v. To get lcw(H2) = lcv(G2)u, let F
be G2 with z2 white and verify the following, using loal substitution rules : if
v is blak and [u, v] /∈ E(F ), u[vz2] ∼F [vz2]u ; if v is white and [u, v] /∈ E(F ),
uvz2 ∼F vz2u ; if v is blak and [u, v] ∈ E(F ), uvz2 ∼F [vz2]u ; if v is white and
[u, v] ∈ E(F ), u[vz2] ∼F vz2u.
Case 5) adjaent blak x, y ∈ V1 \NG1(z1).
rw(H1) = rw(G1)[xy], lw(H2) = lw(G2), rb(H1) = rb(G1)[xy], lb(H2) = lb(G2),
rc(H1) = rc(G1)[xy], and hoosing w = v, lcw(H2) = lcv(G2).
Case 6) adjaent blak x, y ∈ NG1(z1).
rw(H1) = rw(G1)[xy], lw(H2) = lw(G2), rb(H1) = rb(G1)[xy], lb(H2) = lb(G2),
lcw(H2) = lcv(G2), and letting F be G1 with z1 white, we get rc(H1) = rc(G1)uw
by verifying that [xy]z1 ∼F z1xy.
Case 7) adjaent blak x, y ∈ NG2(z2).
rw(H1) = rw(G1), lw(H2) = lw(G2)[xy], rb(H1) = rb(G1), rc(H1) = rc(G1).
Let F be G2 with z2 white and F
′
be G2 with z2 blak. Sine [xy]z2 ∼F z2xy,
lb(H2) = lb(G2)xy. Choosing w = x, sine [xy][xz2] ∼F ′ [yz2], lcw(H2) = lcv(G2).
Case 8) adjaent blak x, y ∈ V2 \NG2(z2).
rw(H1) = rw(G1), lw(H2) = lw(G2)[xy], rb(H1) = rb(G1), lb(H2) = lb(G2)[xy],
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rc(H1) = rc(G1), and hoosing w = v, lcw(H2) = lcv(G2)[xy].
Case 9) adjaent blak x ∈ V1 \NG1(z1), y ∈ NG1(z1).
rw(H1) = rw(G1)[xy], lw(H2) = lw(G2), rb(H1) = rb(G1)[xy], lb(H2) = lb(G2),
rc(H1) = rc(G1)yx, and hoosing w = v, lcw(H2) = lcv(G2).
Case 10) adjaent blak x ∈ V1, y ∈ V2.
By Lemma 2.5.11, rw(H1) = rc(G1)xz1, lb(H2) = lb(G2)y and rc(H1) = rw(G1)z1x.
rb(H1) = rb(G1)[xz1]. Choosing w = v = y, lcw(H2) = lw(G2) and lw(H2) =
lcv(G2).
Case 11) adjaent blak x ∈ NG2(z2), y ∈ V2 \NG2(z2).
rw(H1) = rw(G1), lw(H2) = lw(G2)[xy], rb(H1) = rb(G1), rc(H1) = rc(G1). Let
F be G2 with z2 white. Sine [xy]z2 ∼F z2xy, lb(H2) = lb(G2)xy. Choose w = y
and let F ′ be G2 with z2 blak. Sine [xz2] ∼F ′ [xy][z2y], lcw(H2) = lcv(G2).
To sum up, omplementing at a white u ∈ V1 adjaent to V2 interhanges the
sets {RwG, LwG} and {RbG, LbG}, omplementing at a white u ∈ V2 adjaent to
V1 interhanges {RbG, LbG} and {RcG, LcG}, and omplementing with respet to
an edge with inident blak verties in V1 and V2 interhanges {RwG, LwG} and
{RcG, LcG}. All other basi (vertex or edge) parity omplementations leave the
lasses unpermuted. 
The proof of the following is left to the reader :
Lemma 2.5.13. Let A be an independent subset of the blak verties of a biolou-
red graph G. Let v be adjaent to u ∈ A. Then B = A△{u, v} is an independent
subset of the blak verties of G{u, v}. Furthermore, NG(A)∪A = NG{u,v}(B)∪B.
Theorem 2.5.14. Let G be a simple bioloured graph with a split V = V1 ∪ V2
induing the rooted graphs (G1, z1) and (G2, z2). If any one of the six essential
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deompositions of [G] along this split is a pair of pure parity lasses, then [G] is
pure.
Proof. If G has no edge between V1 and V2, the result is trivial, so let v ∈
NG2(z2). By way of ontradition, suppose that G is not pure. Without loss
of generality, G admits a blak antilique A and also one of {rw(G1), lw(G2)},
{rb(G1), lb(G2)} or {rc(G1), lcv(G2)} is a pair of pure graphs. If A∩NG1(z1) = ∅,
then A∩V2 is a blak antilique of lw(G2) and (A∩V1)∪{u1} is a blak antilique
of rb(G1) and rc(G1). If not, then A∩NG2(z2) = ∅, A∩V1 is a blak antilique of
rw(G1) and of rb(G1), and by Lemma 2.5.13, (A∩ V2)∪ {v} is a blak antilique
of lcv(G2). 
Theorem 2.5.14 allows us to determine numerous pure graphs, for example :
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For (i) and (ii), onsider the split V1 = {v2, v3, v4, v5}, V2 = {v1, v6}. For (iii),
look at V1 = {v1, v2, v3, v4}, V2 = {v5, v6, v7, v8, v9}.
From example (i), we nd that graph (iv) is pure (take V1 = {v1, v3, v4,
v5, v6} and V2 = {v2, v7}) and, by indution, so is graph (v).
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The last of these naturally oloured pure graphs is of speial interest, as we will see
that it is an intermediate step of a orrespondene between C5 and the transition
system of K5 onsisting of two 5-yles. The following is easily veried :
Proposition 2.5.15. Given H with split V = V1 ∪ V2 induing G1 and G2, H is
an alternane graph if and only if G1 and G2 both are.
Sine the pentagon and K2 (two isolated verties) are alternane graphs, so is
the lexiographi produt C5 ◦ K2. Considering the double ourrene word gi-
ving rise to C5 ◦K2 as an Euler tour of a transition graph, one of the 2-fators
indued by the tour (taking every other edge) is made up of digons (2-yles),
eah orresponding to a vertex of C5. Contrating this 2-fator results in K5 and
determines a transition system made of two 5-yles. The dierent steps of the
orrespondene are depited in Figure 2.3.
In the irle representation of C5 ◦K2, the verties are the hords and the edges
are hord intersetions. Note that we an read the double ourrene word along
the perimeter of the irle. The third graph is obtained by ontrating the hords
of the irle representation.
The transformation just desribed, starting from the pentagon and ending with
a transition system of K5, generalizes naturally to a orrespondene between
parity lasses of alternane bioloured graphs and transition systems of 4-regular
onneted graphs.
Denition 2.5.16. The double of a bioloured graphG = (V,E) is the bioloured
graph with vertex set V × V (K2), onsisting of G ◦K2 and the additional edges
{[v′, v′′]|v blak in G}, where v′ and v′′ stand for (v, u1) and (v, u2) and V (K2) =
{u1, u2}. The olour of v′ and v′′ is hosen to be the same as that of v.
Proposition 2.5.17. A bioloured graph is pure if and only if its double is pure.
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Fig. 2.3. Correspondene between C5 and K5 with a transition
system made of two 5-yles.
Proof. We leave it to the reader to verify that if H is the double of G and u is
white in G, or v and w are adjaent blak verties of G, then Hu′ is the double
of Gu, and H [v′w′] is the double of G[vw], respetively. Also, if v is blak in G
then H [v′v′′] = H . By the symmetry of K2, this shows that [G] is in bijetion
with [H ]. Furthermore, a blak antilique of H determines a blak antilique of
G using the projetion v′, v′′ 7→ v, and a blak antilique A of G an be used to
nd a blak antilique of H by taking v′ for eah v ∈ A. 
Note that a double is neessarily naturally oloured, and that the double of an
alternane graph is also an alternane graph. The orrespondene we mentioned
goes like this :
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parity lass of a bioloured alternane graph
l
parity lass of its double
↑
TG with a 2-fator onsisting of digons
l
TS of a 4-regular onneted graph
Note that to generalize this to a 1-1 orrespondene, we have to assoiate to
eah biolored alternane graph one of its irle representations. Using Proposi-
tion 2.5.17, we an now state the following fundamental relationship :
Theorem 2.5.18. A transition system of a onneted 4-regular graph admits no
orthogonal yle deomposition if and only if the orresponding parity lass is
pure.
Figure 2.4 shows some examples of pairs (parity lass, TS), where the parity lass
is represented by one of its members. Note that the orrespondene indues a
bijetion between the vertex set of the 4-regular graph and the vertex set of the
bioloured graph. The graphs are drawn to reet this relationship.
In the last two pure graphs, hiding on one side of the split, we reognize the
pentagon. In the orresponding transition system, this pentagon beomes Flei-
shner's tetrapus, and to eah split, there orresponds a non-trivial edge-ut of
size < 6. This is no oinidene.
Proposition 2.5.19. Let [G] be the parity lass of a bioloured alternane graph,
with orresponding transition system dened on Γ. A partition V (G) = V1 ∪ V2 is
a split of G if and only if it determines a non-trivial edge-ut C of Γ of size 2 or
4, and |V1|, |V2| ≥ 2. In this ase, |C| = 2 if and only if there is no edge between
V1 and V2.
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Fig. 2.4. Some pure alternane graphs and orresponding transi-
tion systems.
Proof. Γ being onneted and 4-regular, the partition determines an edge ut C
ontaining an even number of edges. C is also an edge ut of the transitition graph,
partitioning S into S1 ∪ S2, where t ∈ S1 ⇐⇒ t ∩ V ∈ V1. Let w be an alter-
nating tour of the transition graph. Then the following statements are equivalent :
(1) |C| = 2 ;
(2) the tour is of the form w = w1w2 where w1 ∈ S
∗
1 , w2 ∈ S
∗
2 (words in the
alphabets S1 and S2 respetively) ;
(3) there is no edge between V1 and V2 in G.
We an also verify the equivalene of :
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(4) |C| = 4 ;
(5) w = w1w2w3w4 where w1, w3 ∈ S∗1 \ {∅}, w2, w4 ∈ S
∗
2 \ {∅} ;
(6) NG(V1)∩ V2, NG(V2)∩ V1 are non-empty and there is every possible edge bet-
ween the two sets.
Furthermore, we have the equivalene of :
(7) C is a trivial edge ut of Γ (say C = NΓ(u)) ;
(8) without loss of generality S1 = {t1, t2} where u ∈ t1 ∩ t2 ;
(9) eah of w1, w3 is either t1t2 or t2t1 ;
(10) V1 = {u}. 
2.6. An interpretation of Theorem 2.5.14
At this point, let us revisit Denition 2.5.7 and give an interpretation of the root
and leaf graph onstrutions in terms of transition systems when the rooted graph
has the struture of an alternane graph :
Denition 2.6.1. Given an eulerian graph Γ of minimum degree δ > 2, a set
of transitions Sz of Γ is a transition system rooted at z ∈ V (Γ) if no transition
of Sz ontains z and Sz an be ompleted to a transition system of Γ by adding
transitions at z. Suh a set is also alled a z-transition system.
Note that a z-transition system ompletely determines Γ so that we an talk about
tours and yles of rooted transition systems. Let (G, z) be a rooted graph suh
that the underlying simple graph is an alternane graph. Let S be the transition
system orresponding to rw(G). First onsider the situation where z is not isolated
in G. Let t1 = {z, e1, e2} and t2 = {z, e3, e4} be the transitions of S ontaining z.
We then have that Sz = S \ {t1, t2} is a z-transition system. Sz an be ompleted
to a transition system in three dierent ways, as shown in Figure 2.5.
The assoiated transition graphs dier as follows :
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Fig. 2.5. The possible pairs of transitions at z.
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Fig. 2.6. The orresponding transition graphs.
Let α be an alternating Euler tour of ΓS orresponding to rw(G). Sine z is white
in rw(G), α is of the form t1e
′t2e3σe4t2e
′′t1e2τe1, where σ and τ are appropriate
sequenes of verties and edges. We then have that the alternating Euler tours β =
t3e
′t4e3σe4t3e
′′t4e2τe1 of ΓT and γ = t5e
′t6e4σ
−1e3t5e
′′t6e2τe1 of ΓU (where σ
−1
is
σ in reverse order) orrespond to the root graphs rb(G) and rc(G), respetively.
In the ase where z is isolated in G, let t1 = {z, e1, e3} and t2 = {z, e2} be the
transitions of S at z. The z-transition system Sz = S \ {t1, t2} an be ompleted
to a transition system in only one other way, as seen in Figure 2.7.
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Fig. 2.7. When z is isolated in the bioloured graph.
Given an Euler tour α = t1e
′t2e2t2e
′′t1e3τe1 of ΓS orresponding to rw(G), β =
t3e
′t4e2t3e
′′t4e3τe3 is an Euler tour of ΓT orresponding to rb(G).
Thus we see that to eah rooted alternane graph (G, z) there orresponds a
unique onneted 4-regular rooted transition system Sz, and that the root graphs
of G are in orrespondene with the dierent ways the rooted transition system
an be ompleted. A similar analysis reveals that the leaf graphs of G are in
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Fig. 2.8. The orresponding transition graphs.
orrespondene with the dierent transition systems that an be obtained from
Sz by identifying the edges inident with z two by two.
We are now in a position to interpret Theorem 2.5.14 in terms of transition
systems. Let a bioloured alternane graph G have an essential deomposition
into a pair of pure root and leaf graphs H1 and H2, where V (G) = V1 ∪ V2 is
a split of G induing the rooted graphs (G1, z1) and (G2, z2), suh that H1 is a
root graph of G1, and H2 is a leaf graph of G2. Let Sz1 and Sz2 be the rooted
transition systems orresponding to G1 and G2. It an be veried that if the
transition system orresponding to H1 is Sz1 ∪ {{z1, e1, e2}, {z1, e3, e4}}, then the
transition system orresponding to H2 is obtained from Sz2 by identifying e1 with
e2, and e3 with e4.
2.7. Primitivity of pure bioloured graphs
Denition 2.7.1. A family F of parity lasses is losed, if for eah bioloured
graph G, whenever
i) G admits an essential deomposition {H1, H2} suh that [H1], [H2] ∈ F, or
ii) G has a omponent G1 suh that [G1] ∈ F,
then [G] ∈ F.
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The intersetion of losed families of parity lasses is losed, hene given any
family F of parity lasses, we an dene the losure F of F to be the smallest
losed family of parity lasses ontaining F as a subset.
Note that similar denitions an be made when we restrit our attention to parity
lasses of bioloured alternane graphs. Aordingly, some of the following results
have an equivalent formulation in the ontext of alternane graphs.
Denition 2.7.2. A pure graph G (or its lass [G]) is primitive if for any family
F of pure lasses, [G] ∈ F implies [G] ∈ F.
Conjeture 2.7.3. All primitive pure graphs are prime.
Reall that from a rooted graph we an onstrut up to three dierent root
graphs (two if the root vertex is isolated). Of ourse, any bioloured graph G an
be viewed as a root graph : for a given vertex u of G, let (G, u) be the rooted
graph obtained by restriting the olouring of G to V (G) \ {u}, then G is either
rw(G′) or rb(G′). We all the root graphs onstruted from (G, u) the root graphs
indued by u from G.
Denition 2.7.4. Given a pure graph G, a vertex u of G is ritial if one of the
root graphs indued by u is not pure.
Given a bioloured graph G and u ∈ V (G) induing the root graphs G1, G2
and G3, we have, as a orollary of Theorem 2.5.12, that S = {[G1], [G2], [G3]} is
invariant over [G] (i.e. if u indues the root graphs H1, H2 and H3 from H ∈ [G],
then {[H1], [H2], [H3]} = S). This gives us :
Proposition 2.7.5. The set of ritial verties of a pure graph G is invariant
over [G].
Proposition 2.7.6. Let u be a ritial vertex of a pure graph G. Of the root
graphs indued by u, only G is pure.
Proof. If u is isolated, the result is trivial. Suppose, by way of ontradition,
that u is not isolated and that only one root graph indued by u is not pure. Let
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G′ be the rooted graph obtained by restriting the biolouring of G to V (G)\{u}.
By Proposition 2.7.5, we an suppose that one of rw(G′), rb(G′) or rc(G′) has
a blak antilique A. If A is a blak antilique of rw(G′), then it is also a blak
antilique of rb(G′). If A is a blak antilique of rb(G′) but not of rw(G′), then
it is one of rc(G′). If A is a blak antilique of rc(G′) but not of rb(G′), then it is
one of rw(G′)u. All ases lead to a ontradition. 
Denition 2.7.7. A vertex u of a pure graph G is said to be tight if there exists
H ∈ [G] suh that H − u has a blak antilique. A pure graph is tight if every
ritial vertex is tight. The parity lass is then also said to be tight.
Obviously, a tight vertex is also ritial. It is easy to verify that the one-point
graph and the pentagon with their natural olourings are tight.
Proposition 2.7.8. A vertex u of a pure graph G is tight if and only if G− u is
not pure.
Proof. One side is lear. Let S be a omplementation set of G (see [8℄) suh
that GS − u has a blak antilique A. If u /∈ S, then S is a omplementation set
of G′ = G − u and A is a blak antilique of G′S (= GS − u). If u ∈ S, sine u
is white in GS (by the purity of G), S ′ = S \ {u} is a omplementation set of G,
and then also a omplementation set of G′ = G− u. Sine u /∈ NGS(A) (again by
the purity of G), A is a blak antilique of G′S ′. 
Consider the losure F of a family F of parity lasses. Given a parity lass [G] ∈ F,
the following possibilities may arise :
(1) [G] is in F ;
(2) G is disonneted, in whih ase G has a onneted omponent whose parity
lass is in F ; or
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(3) G has an essential deomposition into two graphs H1 and H2 suh that
[H1], [H2] ∈ F.
This analysis an be applied reursively to the resulting smaller graphs (fators)
with parity lasses in F. The whole proess is alled an F-fatorization of G (or
more preisely, an essential F-fatorization). For the purposes of the following
proposition, given [G] ∈ F, where F is a family of pure graphs, all a vertex u of
G fator-essential if every pure fator H of an F-fatorization suh that u ∈ H
is onneted.
Proposition 2.7.9. Let F be a family of parity lasses that are primitive, pure
and tight. Let [G] ∈ F be suh that all primitive pure graphs of smaller order than
G have their parity lass in F. If u ∈ V (G) is fator-essential, then u is a tight
vertex of G.
Proof. First note that any ritial vertex is fator-essential, so that the truth of
the statement for a given graph implies that it is tight. We proeed by indution
on the order of G. The statement is true if [G] ∈ F. If G is not onneted, then,
by the indution hypothesis, u is a tight vertex of the omponent that ontains it.
Sine the other omponents are not pure, u is also tight inG. If G is onneted but
[G] /∈ F, then it has an essential deomposition into the pure root graph H1 and
the pure leaf graph H2 where [H1], [H2] ∈ F. Suppose that the orresponding split
is V (G) = V1∪V2, induing the rooted graphs (G1, z1) and (G2, z2). Without loss
of generality, H1 = rw(G1) and H2 = lw(G2) (beause of the presene of white
verties in H1 and H2, we an always loally omplement G to reah this kind of
deomposition).
Consider the ase where u ∈ V2. Sine u is fator-essential in G, z1 is fator-
essential in H1. By the indution hypothesis, z1 is a tight vertex of H1 and we
an suppose that H1− z1 has a blak antilique. Sine u has to be fator-essential
in H2, it is a tight vertex of H2 and we an suppose that H2 − u has a blak
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antilique. Taking the union of the antiliques, we see that u is a tight vertex of
G.
There remains the ase where u ∈ V1. Sine u is fator-essential in G, it is fator-
essential in H1 and thus tight in H1. Let S be a omplementation set of H1 − u
suh that H1S − u has a blak antilique A. We an suppose that z1 /∈ A : if
it is, take v ∈ NH1S(z1) (whih is not empty, sine H1 is onneted, and does
not ontain u, by the purity of H1) and replae S with S
′ = S△{z1, v}, then
A′ = A△{z1, v} is a blak antilique of H1S ′− u suh that z1 /∈ A′. Suppose that
either one of rw(G2) or rb(G2) is pure. Then the purity of H2 implies that z2 is
not tight (therefore not ritial) and both rw(G2) and rb(G2) are pure. However,
this would mean that z2 is not fator-essential in rw(G2), whih would ontradit
the fat that u is fator-essential in G. Thus neither one of rw(G2) and rb(G2)
is pure. If z1 ∈ S, let S ′ be a omplementation set of F = rw(G2) suh that
FS ′ has a blak antilique A′. Without loss of generality (following an argument
similar to the z1 ase), z2 /∈ S ′. By the purity of H2, z2 ∈ A′ (i.e. it has hanged
olour). Then S ′′ = S ∪ S ′ is a omplementation set of G suh that A∪A′ \ {z2}
is a blak antilique of GS ′′ − u, and u is a tight vertex of G. If z1 /∈ S, let S ′
be a omplementation set of F = rb(G2) suh that FS
′
has a blak antilique
A′. Without loss of generality, z2 /∈ S ′. By the purity of H2, z2 ∈ A′ (its olour
has not hanged). Then S ′′ = S ∪ S ′ is a omplementation set of G suh that
A ∪ A′ \ {z2} is a blak antilique of GS ′′ − u, and u is a tight vertex of G. 
Corollary 2.7.10. Let F be a family of parity lasses that are primitive, pure
and tight. Let G be a smallest primitive pure graph suh that [G] /∈ F. Then G
has no essential deomposition into a root graph H1 and a leaf graph H2 suh that
H1 is pure.
Proof. Suppose, by ontradition, that V (G) = V1 ∪ V2 is a partition induing
the rooted graphs (G1, z1) and (G2, z2) and suh that H1 is a pure root graph of
G1 and H2 is the orresponding leaf graph of G2. The minimality of G fores H1
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to be in F. If z1 is not ritial in H1, then it has an essential fatorization suh
that at least one pure graph ontains z1 but has a pure omponent not ontaining
z1. But then G ∈ F, ontraditing the primitivity of G. Therefore z1 is a tight
vertex of H1, and G is pure if and only if H2 is pure, ontraditing either the
purity or the primitivity of G. 
A orresponding statement is obtained by onsidering only alternane graphs :
Corollary 2.7.11. Let F be a family of alternane parity lasses (parity lasses
of bioloured alternane graphs) that are primitive, pure and tight. Let G be a
smallest primitive pure alternane graph suh that [G] /∈ F. Then G has no es-
sential deomposition into a root graph H1 and a leaf graph H2 suh that H1 is
pure.
Theorem 2.7.12. A smallest primitive pure alternane graph dierent from the
white one-point graph and the graphs in the parity lass of the white pentagon
must be prime.
Proof. Suppose, by way of ontradition, that suh a bioloured graph G has
a split V = V1 ∪ V2 induing the rooted graphs (G1, z1) and (G2, z2). Let Sz1 be
the z1-transition system orresponding to G1 and Sz2 the z2-transition system
orresponding to G2. We have seen that the transition system S orresponding
to G has an edge-ut of size 2 or 4 separating V1 from V2. In fat, sine G is
primitive (and thus onneted), this ut ontains four edges. Clearly, these are
the edges, say e1, e2, e3 and e4, that are inident with z1 in Sz1 and inident with
z2 in Sz2 . Consider the number n(Sz) of partitions into pairs of the edges inident
with z that an be extended to an orthogonal yle deomposition of the rooted
transition system Sz. By Corollary 2.7.11, n(Sz1), n(Sz2) > 1. By the pigeonhole
priniple, at least one partition of the set {e1, e2, e3, e4} into pairs of edges an be
extended to an orthogonal yle deomposition of S. 
The following is essentially Conjeture 12 in [6℄, due to Fleishner and Jakson :
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Conjeture 2.7.13. If Γ 6= K5 (with δ > 2) has no non-trivial edge ut of size
< 6, then any transition system of Γ admits an orthogonal yle deomposition.
Conjeture 2.7.14. The only onneted prime pure alternane graphs are the
white one-point graph and those in the parity lass of the white pentagon.
The two onjetures are equivalent : a onneted prime pure alternane graph
gives rise to a 4-regular transition system without non-trivial edge uts of size
< 6, while a ounter-example to Conjeture 2.7.13 would imply the existene of
at least one new primitive pure alternane graph, the smallest of whih must
be prime. In addition to providing a haraterization of transition systems with
orthogonal yle deompositions, the truth of Conjetures 2.7.13 and 2.7.14 would
imply the following :
Conjeture 2.7.15 (Cyle Double Cover Conjeture). For every bridgeless graph
(i.e. without edge-uts of size one) there is a family of yles of this graph suh
that every edge belongs to exatly two yles of the family.
The idea is that a ounter-example G, minimal with respet to the number of
edges, would be 3-regular and ylially 6-edge-onneted. Contrating a 1-fator
(whih exists by Petersen's Theorem) and hoosing the transition system indued
by the remaining 2-fator of G, we get a 4-regular graph without non-trivial
edge uts of size < 6. By Conjeture 2.7.13, we obtain a yle deomposition
orthogonal to the transition system. Completing it with edges of the 1-fator,
this deomposition extends to a family of yles of G overing the 1-fator twie
and the 2-fator one. Throwing in the yles of the 2-fator, we get a yle double
over of G. Alternatively, as pointed out by Jaeger (see [11℄), we an take the line
graph of G with transition system induing the triangles orresponding to the
verties of G. This is another transition system of a 4-regular graph without non-
trivial edge uts of size < 6. A yle deomposition orthogonal to this transition
system extends naturally to a yle double over of G, and vie versa.
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Fig. 2.9. A transition system onstruted from the Petersen graph
and some assoiated bioloured graphs.
To illustrate the preeding argument, here is how we an rule out the Petersen
graph as a ounter-example to the Cyle Double Cover Conjeture : ontrating a
1-fator yields our familiarK5 with a 5-yle deomposition, orresponding to the
pure lass of the pentagon. However, taking the line graph approah, we obtain
a parity lass whih admits blak antiliques.
In Figure 2.9, we give two highly symmetri representatives of this lass. Blak
antiliques an be found by taking the inner ve verties of the rst graph or the
outer ve verties of the seond one.
It is easy to see from the orrespondene that it sues to prove Conjeture 2.7.13
for 4-regular graphs. Furthermore, any ounter-example must ontain a K5-minor
(Fan and Zhang [4℄).
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Two more primitive pure lasses are known. We have that [Z13] and [Z17] are pure
lasses, where Z13 and Z17 are the naturally oloured Cayley graphs Cay(Z13,±{1, 3, 4})
and Cay(Z17,±{1, 5}). However, while prime, the members of [Z13] and [Z17] are
not alternane graphs.
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Fig. 2.10. The primitive pure graphs Z13 and Z17.
[Z13] and [Z17] ontain 39 and 1069 graphs respetively, up to isomorphism. Many
more graphs were tested by omputer, with the fous on vertex-transitive graphs.
I tend to believe these four primitive pure lasses are exhaustive but this is de-
nitely an open question. Parity lasses are subsets of omplementation lasses, in
whih omplementation is allowed at blak verties as well as at white verties.
Isotropi systems are a generalization of 4-regular graphs and dual binary ma-
troids. Bouhet [2℄ showed how the set of isotropi systems an be put in bijetion
with the set of omplementation lasses of naturally oloured graphs. Perhaps a
new algebrai objet akin to isotropi systems an be put in bijetion with parity
lasses. This might help to haraterize primitive pure graphs and settle the Cyle
Double Cover Conjeture.
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CONCLUSION
Le théorême de déomposition essentielle (théorême 2.5.14 du deuxième artile)
est le théorême fondamental de la théorie des graphes purs. Grâe à lui, l'étude
des graphes purs se résume à l'étude des graphes purs primitifs. Nous proposons
que es derniers sont premiers (onjeture 2.7.3 du même artile).
Étant donné la orrespondane anonique entre les systèmes de transitions 4-
réguliers onnexes et les lasses de parité de graphes de ordes bioloriés, l'étude
des systèmes de transitions sans déompositions en yles est équivalente à l'étude
des graphes de ordes purs primitifs.
Une meilleure ompréhension de la pureté passe probablement par une générali-
sation des systèmes de transitions 4-réguliers onnexes. Le prinipal intérêt d'une
aratérisation des graphes purs (ne serait-e que elle des graphes de ordes purs)
réside dans son éventuelle ontribution à la résolution de la onjeture de double
reouvrement.
Annexe A
CLASSE DE PARITÉ DES PENTAGONES
SIAMOIS
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Annexe B
CLASSE DE PARITÉ DE CAY(Z13,±{1, 3, 4})
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Les trente-neuf premiers graphes sont des représentants non isomorphes de la
lasse de parité de G, le graphe pur sommet transitif naturellement olorié d'ordre
treize. Le dernier graphe est l'inverse de G.
Annexe C
PROGRAMMES
Cette annexe omprend les listings des diérents logiiels qui ont été érits dans le
adre de ette thèse. Ces programmes ont été onçus an de générer des graphes
et d'en tester la pureté.
Les strutures de données standard utilisées sont tirées de [AHU℄. La struture
oloriage et ses méthodes sont basés sur l'algorithme de test d'isomorphisme
que l'on retrouve dans [Ba℄.
makele
irulante.pp
inverse.pp
isomorphes.pp
pur.pp
bg_liste.hpp
lasse_de_parite.hpp
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graphe.hpp
keytype.hpp
bg_liste.pp
bigraphe.pp
lasse_de_parite.pp
oloriage.pp
graphe.pp
keytype.pp
vertex.pp
vset.pp
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