Time-dependent genetic effects on gene expression implicate aging processes by Bryois, Julien et al.
                                                                    
University of Dundee
Time-dependent genetic effects on gene expression implicate aging processes
Bryois, Julien; Buil, Alfonso; Ferreira, Pedro G.; Panousis, Nikolaos I.; Brown, Andrew A.;
Viñuela, Ana
Published in:
Genome Research
DOI:
10.1101/gr.207688.116
Publication date:
2017
Document Version
Publisher's PDF, also known as Version of record
Link to publication in Discovery Research Portal
Citation for published version (APA):
Bryois, J., Buil, A., Ferreira, P. G., Panousis, N. I., Brown, A. A., Viñuela, A., ... Dermitzakis, E. T. (2017). Time-
dependent genetic effects on gene expression implicate aging processes. Genome Research, 27(4), 545-552.
https://doi.org/10.1101/gr.207688.116
General rights
Copyright and moral rights for the publications made accessible in Discovery Research Portal are retained by the authors and/or other
copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with
these rights.
 • Users may download and print one copy of any publication from Discovery Research Portal for the purpose of private study or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain.
 • You may freely distribute the URL identifying the publication in the public portal.
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 24. Nov. 2019
Time-dependent genetic effects on gene expression
implicate aging processes
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Gene expression is dependent on genetic and environmental factors. In the last decade, a large body of research has signifi-
cantly improved our understanding of the genetic architecture of gene expression. However, it remains unclear whether
genetic effects on gene expression remain stable over time. Here, we show, using longitudinal whole-blood gene expression
data from a twin cohort, that the genetic architecture of a subset of genes is unstable over time. In addition, we identified
2213 genes differentially expressed across time points that we linked with aging within and across studies. Interestingly, we
discovered that most differentially expressed genes were affected by a subset of 77 putative causal genes. Finally, we ob-
served that putative causal genes and down-regulated genes were affected by a loss of genetic control between time points.
Taken together, our data suggest that instability in the genetic architecture of a subset of genes could lead to widespread
effects on the transcriptome with an aging signature.
[Supplemental material is available for this article.]
Gene expression is regulated by genetic effects and environmental
factors (Brem et al. 2002; Cheung et al. 2003; Morley et al. 2004;
Grundberg et al. 2012). A large number of studies have investigated
the effect of genetics on gene expression (expression quantitative
trait loci studies, eQTLs) and discovered that most genes are affect-
ed by at least one eQTL in at least one tissue (Albert and Kruglyak
2015; The GTEx Consortium 2015). However, eQTLs’ effects are
not always consistent across tissues, as some eQTLs can be present
in one tissue but absent in another tissue, while other eQTLsmight
be active in several tissues but have different effect sizes (Dimas et
al. 2009; Grundberg et al. 2012; The GTEx Consortium 2015;
Gutierrez-Arcelus et al. 2015). Variability in eQTL effects was also
observed within the same tissue upon environmental challenges,
such as addition of proinflammatory oxidized phospholipids to
the cell culture medium (Romanoski et al. 2010) or of interferon-
gamma and endotoxins (Fairfax et al. 2014). Furthermore, the
effect of different drugs was found to elicit genotype-specific
response on gene expression for a small number of genes
(Grundberg et al. 2011; Maranville et al. 2011). Altogether, the
emerging picture is that a large number of genetic variants have
conditional effects on gene expression, which depend on the tis-
sue, the environment, and the presence of other genetic variants
(Brown et al. 2014; Buil et al. 2015).
As individuals age, they are subject to many environmental
challenges, as well as to not well-understood molecular processes
(López-Otín et al. 2013), which ultimately leads to an increase in
the probability of death. A few cross-sectional studies have inves-
tigated the effect of age on the genetic regulation of gene expres-
sion and discovered that some cis-eQTLs have age-dependent
effects in human (Kent et al. 2012; Glass et al. 2013; Yao et al.
2014), as well as in Caenorhabditis elegans (Viñuela et al. 2010).
However, a complete picture of the effect of time on the genetic
architecture of gene expression is still lacking. Here, we show, us-
ing longitudinal RNA-seq data in a twin cohort, that a small frac-
tion of genes is affected by unstable genetic effects over two time
points, which leads to a widespread transcriptomic effect with an
aging signature.
Results
Study design
We used RNA-seq to measure whole-blood gene expression longi-
tudinally at two time points separated, on average, by 22 months
(Supplemental Fig. S1B). We obtained gene expression quantifica-
tions for 22 monozygotic (MZ) twin pairs at time point 1 (22 at
time point 2), 26 (28) dizygotic (DZ) twin pairs, and 18 (18) unre-
lated individuals, resulting in a total of ∼18,000 genes quantified
in 232 samples. We used CIBERSORT (Newman et al. 2015) to es-
timate the relative proportions of 22 immune cell types in our 232
samples. After multiple-testing correction, we did not observe any
differences in cell-type proportions between the two time points
(Supplemental Fig. S2). Furthermore, principal component analy-
sis on the normalized gene expression matrix did not identify any
systematic bias between the two time points (Supplemental Fig.
S3). Samples were also genotyped and imputed to the 1000
Genomes Project Phase 1 reference panel (The 1000 Genomes
Project Consortium 2012), resulting in information on 4 million
single nucleotide polymorphisms (SNPs) in 217 samples.
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Differential gene expression over time
We found that 2213 genes (1% false dis-
covery rate, FDR) were differentially ex-
pressed between the two time points
(1253 down-regulated and 960 up-regu-
lated) (Supplemental Table S1). Interest-
ingly, we observed that 84% of the
differentially expressed genes were aff-
ected by age in the same direction (joint-
ly modeled) (P value < 2.2 × 10−16)
(Supplemental Fig. S4). In addition, we
estimated that at least 79% of our differ-
entially expressed genes were associated
with aging using summary statistics
from a recent large-scale cross-sectional
study of age-related effect on gene ex-
pression in human peripheral blood
(Supplemental Fig. S5; Peters et al.
2015). Although we observed substantial
overlap in genes affected by time and age
across studies, only 61.3%of the time dif-
ferentially expressed genes also associat-
ed with age in the Peters et al. (2015)
study (5% FDR) were affected in the
same direction (P value = 2.7 × 10−14).
Another interesting observation was
that genes located on the mitochondrial
genome were five times more likely to
be differentially expressed than autoso-
mal genes (FDR < 5%). We then aimed
to identify a subset of differentially ex-
pressed genes at the core of the differences between the two time
points. We used Bayesian networks to detect temporal regulatory
relationships between all pairs of differentially expressed genes.
This analysis resulted in the detection of 216 genes (181 down-reg-
ulated and 35 up-regulated) having a putative causal effect on the
expression of a total of 2053 unique genes. Moreover, 77 genes (63
down-regulated and 14 up-regulated) were primary putative caus-
al, as any other differentially expressed gene did not have a puta-
tive causal effect on their expression. These 77 genes affected a
large number of genes, with a median of 655 genes affected per
gene (Supplemental Fig. S6). Altogether, we found that a large
number of genes were differentially expressed between the two
time points and that they were largely affected in the same direc-
tion by age and have identified genes at the core of the observed
differences.
Stability of the components of gene expression
In order to quantify the stability of gene expression levels among
individuals, we measured the correlation of gene expression for
each gene between the two time points. We found that gene ex-
pression was moderately correlated with a mean correlation of
0.33 (Fig. 1A). We then aimed to disentangle the role of additive
genetic effects, the common environment (nongenetic effects
which are shared by family members), and the unique environ-
ment (nongenetic effects specific to an individual) on the correla-
tion of gene expression. As expected, we observed that additive
genetic effects on gene expression were extremely stable between
the two time points (median genetic correlation = 1, 95% confi-
dence interval = [1; 1]) (Fig. 1B). However, we found that 273 genes
had a genetic correlation significantly different from 1, indicating
that genetic effects changed for those genes (Supplemental Table
S1). As expected, given the large genetic correlation of most genes,
we found that the most significant cis-eQTLs per gene (801/794 at
the first/second time point, FDR = 5%)were highly shared between
the two time points (π1 = 92%–100%). The effect of the common
environment was moderately positively correlated between the
two time points (median = 0.53, 95% confidence interval = [0.25;
0.87]) (Fig. 1C), while the effect of the unique environment was
weakly correlated (median = 0.15, 95% confidence interval =
[0.08; 0.24]) (Fig. 1D). Interestingly, genes with a high correlation
of the unique environment (ρE > 0.5) were enriched in immune-re-
latedGO terms (Supplemental Table S2). Overall, we found that ge-
nome-wide genetic effects on gene expression were much more
stable than environmental effects and that a subset of genes was
affected by different genetic effects between the two time points.
Differences in heritability between time points
The expression of the majority of the genes is heritable (Gaffney
2013). As heritability is the ratio of genetic variance over the total
variance, any changes in genetic and environmental variance can
affect the heritability of a gene (Visscher et al. 2008). In order to as-
sess whether heritability was stable between the two time points,
we measured heritability at the first and second time point. We
found a mean heritability of gene expression of 0.22 at the first
time point (95% confidence interval = [0.17; 0.29]) (Supplemental
Fig. S7A) and that 1858 genes had heritability significantly differ-
ent from 0. We found, on average, lower heritability at the second
time point, with ameanheritability of 0.15 (95%confidence inter-
val = [0.10; 0.25]) (Supplemental Fig. S7B) and 981 genes with her-
itability significantly different from 0. However, the difference in
Figure 1. (A) Gene expression correlations between the first and second time points (unrelated individ-
uals). (B) Genetic correlations between the first and second time points (genes with heritability >10%).
(C) Common environment correlations between the first and second time points (genes with a propor-
tion of the total variance due to the common environment >10%). (D) Unique environment correlations
between the first and second time points.
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mean heritability between the second and first time point was not
statistically significant (−0.07, 95% confidence interval = [−0.12;
0.05]). At the single gene level, we found that 68 genes had sig-
nificantly higher heritability at the second time point and 393
had significantly lower heritability (Supplemental Fig. S7C). Inter-
estingly, we observed a significant decrease in heritability for genes
that we detected as primary putative causal in the differential ex-
pression analysis (77 genes; mean of the difference in h2 =−0.25,
95% confidence interval = [−0.02; −0.33]) and for down-regulated
genes (1253 genes; mean of the difference in h2 =−0.25, 95% con-
fidence interval = [−0.06; −0.29]) (Fig. 2A), indicating a decrease in
the relative contribution of genetics on the variance in gene ex-
pression for these genes. A decrease in heritability could be due
to an increase in environmental variance (leading to more total
variance), a decrease in the genetic variance (leading to less total
variance), or a combination of both (leading to a decrease or an in-
crease in total variance). We observed that the total variance was,
on average, lower at the second time point (Supplemental Fig. S8),
suggesting that the lower heritability at the second time point is
not due to an increase in environmental (technical) variability.
Heritability of the change in gene expression
We then asked whether the change in gene expression (cG) be-
tween the two time points was heritable. A significant heritability
of the change indicates that genetic variants play a role in the cG
and implies that additive genetic effects changed between the
two time points. Therefore, the heritability of the change is related
to the genetic correlation but answers a slightly different question
—“Howmuchof the variance in the cG is due to a change in genet-
ic effects?”—compared to the question for the genetic correlation:
“Are genetic effects the same between the two time points?” We
found a mean heritability of the change of 0.07 (95% confidence
interval = [0.06; 0.15]) (Supplemental Fig. S7D) and that 122 genes
had a significant heritability of the change in gene expression. We
observed that primary putative causal genes and down-regulated
genes had higher heritability of the change than genes not differ-
entially expressed or up-regulated genes (Fig. 2B), indicating that
the change in expression of putative causal and down-regulated
genes was, on average, genome-dependent. On the other hand,
we found that up-regulated genes had lower heritability of the
change than stable, putative causal or down-regulated genes (Fig.
2B), indicating that the change in gene expression for those genes
was not genetic in origin.
Time-dependent cis-eQTLs
In order to map the heritability of the change in gene expression,
we looked for SNPs with a different effect on gene expression be-
tween the two time points. In order to prevent potential issues
due to heteroscedasticity, we only tested SNPs with a minor allele
frequency >10% and transformed gene expression to a standard
normal distribution. We found that two genes (5% FDR) were af-
fected by a time-dependent cis-eQTL. The gene with the most
significant time-dependent cis-eQTL (Bonferonni corrected P
value = 0.0027) was PFN1, an actin binding protein that inhibits
androgen receptor and huntingtin aggregation (Shao et al. 2008)
and is mutated in familial amyotrophic lateral sclerosis (Wu et al.
2012). We observed that the allelic effect of rs76194250 on PFN1
expression was reversed between the two time points (Supplemen-
tal Fig. S9). Two potential explanations could explain this phe-
nomenon: rs76194250 might be a proxy of two independent
variants, bound by different factors, and the expression of these
factors could change over time (Wen et al. 2015). Alternatively,
changes in the relative abundance of two transcription factors
with preferential binding affinity for the opposite allele of
rs76194250 could result in an opposite allelic effect. As expected,
the heritability of the change of the 1000 genes with the strongest
evidence of being affected by a time-dependent cis-eQTL was sig-
nificantly higher than for the 1000 genes with the least evidence
(Supplemental Fig. S10A). In addition, the genetic correlation of
the top 1000 genes was significantly lower than for the bottom
1000 genes (Supplemental Fig. S10B), indicating that more time-
dependent cis-eQTLs could be discovered with a larger sample
size. The genetic variants associated with the top 1000 genes
were also significantly enriched in many functional regions of
the human genome, such as transcription factor binding sites
and open chromatin (Supplemental Fig. S11). In summary, we
found examples of regulatory variants with a different effect on
gene expression between the two time points and evidence that
a larger sample size would allow the
detection of more time-dependent cis-
eQTLs.
Functional enrichment of differentially
regulated genes
We then aimed to better understand
whichbiological pathwayswere involved
in the differences observed between the
two time points. We found that down-
regulated genes were highly enriched in
the ribosome, oxidative phophorylation,
neurodegenerative diseases, cardiac mus-
cle contraction, RNA transport, protein
export, and the proteasome (Supplemen-
tal Table S3). In contrast, up-regulated
genes were mainly enriched in the lyso-
some, spliceosome, the regulation of
the actin cytoskeleton, immune related
pathways, protein processing, and the
phagosome (Supplemental Table S3).
Strikingly, these pathways were affected
Figure 2. (A) Difference in heritability between the first and second time point for up-regulated genes,
down-regulated genes, primary putative causal genes, and not differentially expressed genes. (B)
Heritability of the change for up-regulated genes, down-regulated genes, primary putative causal genes,
and not differentially expressed genes.
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in amanner consistent with results of ag-
ing studies performed in human (Valdes
et al. 2013; Peters et al. 2015) and model
organisms (de Magalhaes et al. 2009;
Houtkooper et al. 2013). Interestingly,
putative causal genes were functionally
enriched in terms related to cellular me-
tabolism among differentially expressed
genes, suggesting that this set of genes
is functional and that changes in cellular
metabolism could be driving the dif-
ferences between the two time points.
Moreover, genes with genetic correlation
smaller than 1, genes that lost heritabili-
ty, and genes with significant heritability
of the change were all enriched in path-
ways related to oxidative phosphoryla-
tion or the ribosome (Supplemental
Table S3). Altogether, these results show
that genes differentially regulated be-
tween the two time points are function-
ally enriched in pathways involved in
cellular metabolism.
Discussion
We observed that putative causal genes
and down-regulated genes were mainly
enriched in biological pathways related
to cellular metabolism (Supplemental
Table S3) and that they were affected by
a loss in genetic control between the
two time points (Fig. 2). Therefore, our
results suggest that a loss of genetic con-
trol in genes involved in cellular metabo-
lism could be central to the differences
that we observed between the two time
points. A loss of genetic control could
be due to several factors, such as the
diminution of the level of expression of
transcription factors (less binding to a
regulatory elementwould reduce the difference between the differ-
ent genotypes), epigenetic modification, or genomic instability.
Indeed, MZ twins share the same genome while DZ twins share,
on average, half of their genome. If we assume that the rate of in-
stability is the same in all individuals, the gene expression correla-
tion ofMZ twins should decay twice as fast as for DZ twins, leading
to a decrease in heritability over time. Importantly, we note that
down-regulation, loss of heritability, and large heritability of the
change are expected to occur together if the effect of some regula-
tory variants decreases between the two time points (Fig. 3).
Because the sample size of this study is small for heritability esti-
mation, it remains unclear if the effect that we observed is part
of a continuous trend, where the genetic regulation of some genes
becomes progressively weaker over time, or whether the genomic
region surrounding some genes is unstable, leading to a sudden
loss of heritability (which might then recover).
We showed that time differentially regulated genes were
linked to aging within and across studies. It remains unclear why
the directionality of the effect of time and age was consistent for
84% of the differentially expressed genes within our study but
only for 61.3% of the genes across studies. A potential explanation
could be that differences in the prevalence of age-related diseases
confound the effect of age on gene expression in a different man-
ner in the two studies (Yang et al. 2015). Although, the relation-
ship between our observations and the process of aging is
unclear, our results are consistent with previous aging studies.
For example, down-regulated genes in the aging brain in human
were previously found to be involved in mitochondrial functions
and to be affected by an increase in DNA damage (Lu et al.
2004). Furthermore, genomic instability of ribosomal DNA was
causally linked to aging in Saccharomyce cerevisiae (Johnson et al.
1999). Nevertheless, it will be necessary to perform larger longitu-
dinal studies with multiple time points in order to better under-
stand the relationship between time-dependent genetic effects
on gene expression and aging.
Methods
Study sample
All samples were obtained from female twins of the UK Adult Twin
Registry (TwinsUK) (Moayyeri et al. 2013). The TwinsUK cohort is
Figure 3. Hypothetical examples of two genes regulated by a single SNPmirroring our observations for
(A) down-regulated (putative causal genes) and (B) up-regulated genes. The effect size of the regulatory
variant decreases over time, which leads to the down-regulation of gene expression (dashed green and
blue lines). The lower effect size implies that the variance explained by the regulatory variant decreased
over time, which leads to a loss of heritability (assuming constant environmental variance). Due to the
change in effect size of the regulatory variant, the change in gene expression is genotype-dependent
(red bars with arrows) (A). The effect size of the regulatory variant is stable over time, but the mean en-
vironmental effect on gene expression increases, which implies that gene expression is up-regulated.
Assuming that the environmental variance is not changing, the heritability of gene expression remains
stable and the heritability of the change is low (red bars with arrows) (B).
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composed of healthy volunteers representative of the UK. The age
of the individuals ranged from 45 to 80 yr at the first time point
(median = 63 yr). The individuals were 1 to 2.7 yr older (median
= 1.8 yr) at the second time point. Peripheral blood samples were
collected from fasted individuals, on the same day for individuals
from the same twin pair, at each time point. We excluded any in-
dividuals who did not fast from the study, which covered all dia-
betics (type 1 and 2).
Genotype
Samples were genotyped on a combination of the HumanHap300,
HumanHap610Q, 1M-Duo, and 1.2MDuo Illumina arrays. Sam-
ples were imputed into the 1000 Genomes Project Phase 1 refer-
ence panel (data freeze 10 November 2010) (The 1000 Genomes
Project Consortium 2012) using IMPUTE2 (Howie et al. 2009).
SNPs with MAF < 5%, >5% missing genotype, IMPUTE info value
<0.8, or that failed Hardy-Weinberg equilibrium at P value <5 ×
10−7 were excluded.
RNA isolation, sequencing, and normalization
Samples were processed for sequencing with the Illumina TruSeq
sample preparation kit and were then sequenced on a HiSeq
2000 machine according to the manufacturer’s instructions.
Paired-end reads (49 bp) were mapped to the GRCh37 reference
human genome using GEM (Marco-Sola et al. 2012). Only reads
with a mapping quality >150 were kept, corresponding to reads
with unique matches in the reference genome with or without
lower score matches. Exon quantification was performed using
GENCODE 15 annotation (Harrow et al. 2012). All overlapping ex-
ons of a gene were merged into meta-exons with an identifier of
the form “geneID_start.pos_end.pos”. We counted a read as map-
ping to ameta-exon if either its start or end coordinate overlapped
a meta-exon. Gene quantifications were obtained by summing
meta-exon counts for each gene. The total number of reads per
sample was scaled to the median number of total reads of all
samples (40 million reads). Exons or genes were removed if not
expressed in at least 90% of the samples. In order to detect techni-
cal covariates affecting gene expression, we performed linear
mixedmodel regressions of 211measured variables (e.g., date of se-
quencing, lane, date of library preparation, plate, operator, GC
content, size of the library, quantity of DNA in library, etc.) on
the expression of all genes using the lme4 R package (Bates et al.
2015). We used the π1 statistic (Storey and Tibshirani 2003) to
detect technical covariates affecting a large number of genes. We
selected four uncorrelated technical covariates with an effect on
a large number of genes (GC content, lane, insert size mode, and
library preparation date) and corrected scaled read counts for their
effect using a linear mixed model (Bates et al. 2015). Samples with
monoallelic expression at more than 15% of their expressed
heterozygous sites or that did not cluster with others using hierar-
chical clustering were excluded, resulting in 232 total sequenced
samples (114 at the first time point and 118 at the second
time point).
Differential expression analysis
We fitted a linearmixedmodel using all 232 individuals in order to
find differentially expressed genes over time. We used the follow-
ing mixed model: standard normal expression (of scaled read
counts)∼ age0 (fixed) + time (fixed) + GC content (fixed) + zygosi-
ty (random) + family (random) + individual (random) + lane (ran-
dom) + library preparation date (random) + insert size mode
(random) using the lme4 R package (Bates et al. 2015). Age0 is
the age of the individuals at the first time point; time was coded
as 0 for the first time point and as a continuous variable for the
time difference between the two time points. Zygosity was coded
with the same id for monozygotic twin pairs and different id for
heterozygotic twin pairs. Family was codedwith the same id for in-
dividuals of the same family. P values were obtained using an
ANOVA between amodel with the time variable and amodel with-
out the time variable. Significance of the results was assessed using
the qvalue R package (Storey and Tibshirani 2003).We did not add
season, the hour at sampling time, andRNAquality as covariates in
the model as these variables had negligible effects (Supplemental
Methods).
Chromosome enrichment in differentially expressed genes
For each chromosome, we tested whether the number of genes
differentially expressed was significantly different from the num-
ber of genes expected to be differentially expressed given
the number of genes tested on the chromosome using Fisher’s
exact test.
Bayesian networks
Bayesian networks (BNs) are directed acyclic graphs where nodes
represent random variables and edges represent conditional de-
pendencies among nodes. The direction of the edges between
two nodes can be interpreted as causal relationships and previous-
ly allowed inference of causality in genetic studies (Schadt et al.
2005; Zhu et al. 2008; Gutierrez-Arcelus et al. 2013; Waszak et al.
2015). As time is unidirectional, BNs allow testing whether the
change in expression of differentially expressed genes is condition-
ally dependent on other differentially expressed genes, which can
be interpreted as temporal causality.
Using as input the observed data and predefined BN struc-
tures, likelihood methods are commonly used to detect the most
likely network (i.e., the structure of the network that better agrees
with the data).We used the R package bnlearn (Scutari 2010) to as-
sess the likelihood of all three possible networks for all pairs of dif-
ferentially expressed genes using time as an anchor. The first
possible network (T→G1→G2) states that time first affects a differ-
entially expressed gene (G1), which then affects a second differen-
tially expressed gene (G2); the secondnetwork (T→G2→G1) states
that time first affects G2 which then affects G1; and the last
network (G1← T→G2) states that time affects G1 and G2 indepen-
dently. Since different networks usually have different complexi-
ties, it is common to use a score, such as the Akaike Information
Criterion (AIC), that takes into account the network complexity
instead of the raw likelihood to compare different networks. We
obtained the AIC score, which is equal to 2k−2ln(L), where k is
the number of parameters (five for all the networks tested) and L
is themaximum likelihood of the network for each network tested.
The relative likelihood of two networks is then defined as:
e(AICmin−AICmax)/2. We computed the relative likelihood of the
best network compared to the two other networks for each pair
of differentially expressed genes and kept only the putative causal
relationships where the best network was at least 100 times more
likely than the second best network. Gene expressionwas standard
normalized prior to the estimation of the likelihood of the
networks.
Potential limitations of Bayesian networks are that they do
not allow modeling of feedback mechanisms and that they tend
to perform poorly on very small data sets. Furthermore, Bayesian
networks can be computationally intensive if used to learn the
structure of large networks (instead of assessing the likelihoods
of predefined network structures as used here).
Time-dependent genetic effects on gene expression
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Correlation of gene expression over time
Weused Spearman rank correlation for each gene between the first
and the second time point in 60 unrelated individuals. Given the
wide range in sampling time between the two time points (12 mo
to 33 mo), we corrected gene expression at the second time point
for the time difference between the two time points, resulting in
comparable gene expression data for the second time point.
Variance components models
Variance componentsmodels (also called linearmixedmodels) ac-
commodate the nonindependence of family-related individuals
and allow partitioning of the variance of a quantitative trait (like
gene expression of a gene) in several genetic and environmental
components. Let Y = (y1, y2) be the phenotype for the individuals
in a family (twin pair); we assume normality of Y and
Y = m+ a+ c + e,
where μ is the mean, a is a random effect capturing the polygenic
additive effects, c is a random effect capturing the environment
shared between the members of the family, and e is the residual
random effect that includes individual environmental effects.
Such a model is typically referred to as an ACE model as it models
the phenotype as a sum of additive genetic effects (A), common
environment effects (C), and unique environment effects (E).
We can express the covariance between relatives as
V = 2Fs2a + Cs2c + Is2e ,
where 2Φ is the matrix of kinship coefficients between pairs of rel-
atives (1 for MZ twin pairs, 1/2 for DZ twin pairs, and 0 otherwise),
C is the matrix capturing the shared environment between twin
pairs (1 for both MZ and DZ twin pairs and 0 otherwise), I is the
identity matrix (dimension 2 for a pair of individuals), and s2i is
the variance due to polygenetic additive effects (a), environmental
effects shared between the two twins (c), and individual environ-
mental effects (e). Intuitively, if a phenotype is genetically regulat-
ed, the covariance between individuals at the phenotypical level
should reflect the genetic relatedness (and therefore s2a should be
estimated to be greater than 0).We estimated the parameters using
maximum likelihoodmethods as implemented in SOLAR (Almasy
and Blangero 1998, 2010). The narrow-sense heritability is easily
obtained from the estimated parameters as
h2 = s
2
a
s2a + s2c + s2e
.
Bivariate variance components models
This model is a straightforward extension of the univariate model
described above. Let X = (x1, x2)′ and Y = (y1, y2)′ be the twin pair
trait vectors for two phenotypes. We assume that X and Y are nor-
mally distributed as in the univariate case
X = mX + aX + cX + eX,
Y = mY + aY + cY + eY ,
and have covariance matrices
VX = 2Fs2aX + Cs2cX + Is2eX,
VY = 2Fs2aY + Cs2cY + Is2eY .
Then, we can express the bivariate phenotype as
Z = (x1, x2, y1, y2)′ = XY
[ ]
.
The covariance matrix for Z has the partition structure
VZ = VX VXYVXY VY
( )
,
where ΩX and ΩY are the univariate covariance matrices described
above, and the matrix ΩXY =ΩYX of cross covariances is given by
VXY = 2Fs2aXY + Cs2cXY + Is2eXY .
We can reparametrize the covariances in terms of correlations by
writing
s2XY = sXsYrXY ,
where ρXY is the correlation between traits X and Y. The complete
covariance matrix for Z can be written as
VZ = 2F⊗ A+ C⊗ C′ + I ⊗ E,
where⊗ is the Kronecker product operator. For two traits in a twin
pair (two individuals), matricesA,C′, and E are 2 × 2matrices,Φ,C,
and I are 2 × 2, andΩZ is 4 × 4. ThematricesA,C′, and E of polygen-
ic, common environment, and unique environmental variance
components, respectively, each have the partition form
s2dX sdXsdYrdXY
sdXsdYrdXY s
2
dY
( )
,
where ρδXY is the correlation betweenX andY due to the effect of δ,
and δ is a, c, or e.
We thenhave amodelwith 11 parameters: the averages of the
two traits (μX and μY), the three variance components of the two
traits (s2dX,s2dY ) for δ in a, c, or e, and the three correlations for ge-
netic and environment components (ρaXY, ρcXY, ρeXY). As in the
univariate case, we estimated the parameters usingmaximum like-
lihood methods as implemented in SOLAR (Almasy and Blangero
1998, 2010).
We note that the relationship between the phenotypical cor-
relation and the correlation of its components is
rXY = raXY
NameMeNameMeNameMeNameMeNameMeNameMeNameMe
h2X h
2
Y
√
+ rcXY
NameMeNameMeNameMeNameMeNameMeNameMe
c2X c
2
Y
√
+ reXY
NameMeNameMeNameMeNameMeNameMeNameMe
e2X e
2
Y
√
,
where h2 is the narrow-sense heritability, c2 is the proportion of
the variance of the phenotype due to the common environment,
and e2 is the proportion of the variance of the phenotype due to
the unique environment.
Genetic and environmental correlations
We used a bivariate (ACE) variance component model that jointly
models gene expression at the first and second time point using
SOLAR (Almasy and Blangero 1998, 2010). Given the wide range
in sampling time between the two time points (12 mo to 33
mo), we corrected gene expression at the second time point for
the time difference between the two time points, resulting in com-
parable gene expression data for the second time point. Gene ex-
pression was also standard normalized prior to estimation of
genetic and environmental correlations. The median genetic cor-
relation, common environment correlation, and unique environ-
ment correlation across genes was computed for genes where the
proportion of the total variance of the genetics, common environ-
ment, and unique environment was >10% at both time points, re-
spectively. The confidence intervals of the median genetic,
common environment, and unique environment correlations
were obtained using 100 bootstraps performed by randomly sam-
pling twin pairs with replacement.
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eQTL analysis
Expression QTL analysis was performed in 2-Mb windows sur-
rounding the transcription start site of each gene on 61 unrelated
individuals at the first time point and 63 unrelated individuals at
the second time point using fastQTL (Ongen et al. 2016). Exon
expression was standard normalized prior to association.
Significance of the results was assessed using the qvalue R package
(Storey and Tibshirani 2003). Sharing of cis-eQTLs over time was
estimated using the π1 statistic on the P value distribution of one
time point corresponding to significant cis-eQTLs at the other
time point (Storey and Tibshirani 2003).
Heritability of gene expression
Heritability of gene expressionwas estimated with a variance com-
ponent model (ACE) implemented in SOLAR (Almasy and
Blangero 1998, 2010). Normalized gene expression was trans-
formed to a standard normal distribution prior to the heritability
estimation. Geneswere called significant if the 95% confidence in-
terval of 100 bootstraps (performed by randomly sampling twin
pairs with replacement) was larger than 0. We assessed whether
genes had a significant gain/loss in heritability if the 95% confi-
dence interval of the difference in heritability (from the bootstrap
data) did not overlap 0. Heritability of gene expressionwas estimat-
ed using 22 (22) monozygotic pairs, 26 (28) dizygotic twin pairs,
and 18 (18) unrelated individuals at the first (second) time point.
Heritability of the change in gene expression
The heritability of the change is the proportion of the variance of
the change in gene expression that is due to a change in additive
genetic effects (Equation 1), where A1 represents the sum of addi-
tive genetic effects at the first time point, A2 represents the sum of
additive genetic effects at the second time point, Y1 is the expres-
sion of the gene at the first time point, and Y2 is the expression of
the gene at the second time point.
h2(change) = var(A2 − A1)
var(Y2 − Y1) . (1)
Under the null hypothesis (h2 change = 0), the numerator of
Equation 1 has to be equal to 0. Therefore, the null hypothesis im-
plicitly assumes that the sumof additive genetic effects on gene ex-
pression is equal between the two time points (for centered
additive genetic effects). The heritability of the change in gene ex-
pression was estimated using a variance component model (ACE)
implemented in SOLAR (Almasy and Blangero 1998, 2010) using
the standard normalized difference in gene expression between
the two time points. Genes were called significant if the 95% con-
fidence interval of a 100 bootstrap (performed by randomly sam-
pling twin pairs with replacement) was larger than 0. Heritability
of the change in gene expression was estimated using 19 monozy-
gotic twin pairs, 21 dizygotic twin pairs, and 25 unrelated
individuals.
Time-dependent cis-eQTLs
We looked for interaction between SNPs and time on gene expres-
sion in a 2-Mb window surrounding the transcription start in a
sample size of 217 individuals (individuals with genotype and
gene expression) using SOLAR (Almasy and Blangero 1998,
2010). Gene expression was standard normalized, and only SNPs
with minor allele frequency >10% were tested in order to prevent
potential issues due to heteroscedasticity. The additive mixed
model we fitted to the data was: standard normal expression
∼Age0 (fixed) + time (fixed) + SNP (fixed) + SNP × time (fixed) +
family (random) + individual (random). Age0 is the age of the indi-
viduals at the first time point; time is coded as 0 for the first time
point and as a continuous variable for the time difference between
the two time points. Family ID and individual ID were treated as
random effects. P values were obtained using a Wald test. We esti-
mated the number of independent tests performed for each gene
using eigenMT (Davis et al. 2016) on thematrix of genotype corre-
sponding to unrelated individuals (more conservative than using
related individuals) (Supplemental Methods). At the gene level,
we corrected P values using the mean estimated number of inde-
pendent tests using eigenMT between the two time points. At
the genome-wide level, we used the Benjamini and Hochberg pro-
cedure to correct for multiple testing.
Functional location enrichment
Each selected SNP was matched to a SNP with the same minor al-
lele frequency and with similar distance to the closest transcrip-
tion start site. Functional annotations were obtained from the
ENCODE Project in lymphoblastoid cell lines (The ENCODE
Project Consortium 2012). A Fisher’s exact test was used to test
for enrichment of significant SNPs in each functional element
compared to matched SNPs.
Pathway analysis enrichment
All pathway enrichment analyses were performed using
WebGestalt with the set of tested genes as background (Wang
et al. 2013).
Age-related effect of differentially expressed genes
The proportion of differentially expressed genes associated with
aging was estimated using the π1 statistic (Storey and Tibshirani
2003) on the P value distribution obtained from a cross-sectional
study of aging in human peripheral blood (Peters et al. 2015)
matching our differentially expressed genes.
Data access
RNA sequencing data generated in this study have been submitted
to the European Genome-phenome Archive (EGA; https://www.
ebi.ac.uk/ega/) under accession number EGAS00001001763.
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