In conditional processing, operations are executed conditionally based on the result of condition operations. While the speculative execution of conditional operations achieves higher processing speed, unnecessary energy may be consumed by the speculatively executed operations. In this paper, reduction of the energy consumption of conditional processing is considered for time and resource constrained processing. An efficient method to calculate the probability of operation execution is presented. Based on the probabilities of execution, a scheduling exploration with the simulated annealing and a heuristic scheduling algorithm are proposed to minimize the energy consumption of the conditional processing by reducing unnecessary speculative operations. The experimental results show 5% to 10% energy can be reduced by the proposed methods for the same configuration of resources.
Introduction
In general processing algorithms, the execution of operations are controlled by the results of other operation(s) [1] . In Fig. 1 (a) , the operation A, for example, is a comparison between two data. If the comparison result is TRUE(T), the operation B is executed. Otherwise, i.e., the comparison result is FALSE(F), the operations C, D, and E are executed. The operation A in Fig. 1 (a) is called a condition operation, and the operations B to E are called condition dependent operations. The processing algorithm with condition operations and condition dependent operations is called processing with conditional operations or conditional processing.
There are data dependencies and conditional dependencies among operations. In Fig. 1 (a) , the operation D uses the result of the operation C. This is a data dependency of D on C and it imposes the precedence constraint such that C must be executed before the execution of D. Figure 1 (b) shows a possible time chart of the execution of operations by assuming each operation takes one control step to execute. By the way, the condition dependency does not impose the precedence constraint. For example, C can start at the same time as A because no data dependency exists between A and C [2] . In that case, C is executed unconditionally about A and the result of C is discarded when A is completed to be T. Let it be said A is resolved as T. Such execution of condition dependent operation before the condition is resolved is called a speculative execution of operations [3] . By the speculative execution, the processing of Fig. 1 (a) can be completed within the smaller number of control steps as shown in Fig. 1 (c) .
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Presently with Honda Motor Co., Ltd. of conditional processing [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] . The basic scheduling algorithms are proposed in Refs. [1] , [4] , [5] . The speculative execution of operations is considered in Refs. [2] , [3] , [6] , [7] , [8] , [9] , [10] , [11] . The objective in these work is to minimize the required number of functional units by conditional resource sharing, or to minimize the necessary control steps to execute the processing by resource sharing and/or speculative execution. In Ref. [12] , the energy consumption of conditional processing is evaluated in the context of optimizing the average control steps to execute the processing probabilistically based on the conditional branches. However the speculative execution is not taken into account in Ref. [12] . Some commercial synthesis tools accept descriptions in high-level programming languages, such as C and C++, and support conditional operations [13] , [14] . Though these tools perform many kinds of optimization, minimizing energy consumption with respect to the speculative execution is not mentioned. There also have been much research on power-or energyaware speculation in processors [15] , [16] , [17] , [18] , [19] . In Ref. [15] , improvement of the speed performance is the target and hence the energy is increased in most cases. Reference [16] proc 2013 Information Processing Society of Japan poses a branch prediction method to reduced unnecessary power consumption. In Refs. [17] and [18] , the prediction of branch and speculating thread is considered to reduce the energy consumption at the cost of latency degradation. In Ref. [19] a special data driven architecture is targeted. These techniques are difficult to apply to minimizing the energy consumption of operations with the constraints of time and resources.
The resource constrained list scheduling [20] is an efficient scheduling method and is extended to take conditional resource sharing into account [11] . In this scheduling, the operation k is executed as soon as (1) the preceding operations on which k is data dependent are executed and (2) a resource is available either unconditionally or conditionally sharable with other operation(s). This results in unnecessary speculative execution of operations and much energy will be consumed for operations whose results would be eventually discarded when conditions are resolved. Hence it is important to reduce unnecessary speculative executions to minimize the energy consumption.
In this paper, a high-level synthesis method is proposed to minimize the energy consumption of conditional processing with time and resource constraints. To precisely evaluate the energy consumption of conditional operations, a technique to efficiently calculate the probability of operation execution is proposed. Then two scheduling methods, one is by exploration and the other is by heuristics, are presented. This paper is organized as follows. A motivating example is given in Section 2. A hardware model is presented in Section 3. Section 4 describes the technique to calculate the probabilities of execution of operations, and the scheduling methods are proposed in this section. The experimental results are given in Section 5. Section 6 concludes the paper.
Motivating Example
The conditional processing is given by the control data flow graph (CDFG) as shown in Fig. 2 . The node represents an operation. A data dependency and a conditional dependency are represented by a solid arrow and a broken arrow, respectively. A character 'T' (TRUE) or 'F' (FALSE) near a broken arrow indicates which branch is taken depending on the condition. Where the branches join, a join node is placed. It is shown by a box in Fig. 2 . A join node is used only to indicate the control flow and hence consumes no time and no energy. In addition, the join node J in Fig. 2 indicates that the condition among the results of C, D, and G is selected according to A and B.
The representative examples of condition operation are a com- parison and an overflow detection. A comparison can be implemented by a subtraction. An overflow detection can be taken from the result of an addition. Therefore, the condition operations are considered in the same way as the operations in scheduling and evaluation of energy consumption.
It is important to note that there are two kinds of probabilities in the conditional processing. One is the probability of branch (PB), which is the statistical probability of a condition resolved as either T or F. Let PB m,T and PB m,F denote the PB of condition operation m to be resolved as T and F, respectively. The PBs depend on the given processing algorithm and the input data. Thus, the PBs are profiled over the input data space in advance and are assumed to be known when the scheduling is considered. The other is the probability of execution (PE) of operations. Let PE(n) denote the PE of operation n. While PB m,T and PB m,F are constant for the given processing, PEs vary depending on the schedule of operation execution.
Let EC(n) denote the energy consumed by executing operation n. Then the energy consumption EC of the processing is calculated as
where N is the set of operations in the processing. For simplicity, it is assumed that an operation takes one control step (CS) and EC(n) = 1 unit of energy (u.e.) for all n ∈ N. Without the speculative execution, 4 CSs are necessary as shown in Fig. 3 (a) . Assuming the PBs as Case I shown in Table 1 , the PEs are PE(A) = 1, PE(B) = 0.8, and PE(D) = 0.08. This is because A is always executed, B is executed when A is resolved to branch to B with the probability of 0.8, and D is executed when both A and B are resolved to branch to D with the probability of 0.8 · 0.1 = 0.08. PEs of other operations can be derived similarly, and the total of consumed energy is 4.00 u.e. as shown in Table 2 . The detail of calculating the PE is described in Section 4.2. Schedules with 3 CSs are possible by the speculative execution. In the schedule shown in Fig. 3 (b) , operation B is speculatively executed before the condition operation A is resolved. In 
c 2013 Information Processing Society of Japan Fig. 3 (c) , operation C is speculatively executed before the condition operation B is resolved. Operations H and I are also speculatively executed in these schedules. In Fig. 3 (b) , PE(B) = 1 since B is always executed. In Fig. 3 (c) , PE(C) = 0.8 since C must be executed when A is resolved as T with PB A,T = 0.8. The totals of consumed energy are 4.40 u.e. and 4.96 u.e. for Fig. 3 (b) and (c), respectively. When PBs are given as Case II in Table 1 , where the PB of A is changed, the totals of consumed energy for the schedules of Fig. 3 (b) and (c) are 5.60 u.e. and 4.24 u.e., respectively. Here the schedule of Fig. 3 (b) is preferable in Case I because the schedule achieves less energy consumption than the schedule of Fig. 3 (c) . On the other hand in Case II, the schedule of Fig. 3 (c) is preferable. This example suggests that (1) the schedule to achieve the least energy consumption varies depending on the given PBs and (2) precisely calculating the PEs for the operation execution schedule is the key to minimize the energy consumption.
Hardware Model
The hardware model of the datapath is shown in Fig. 4 . A functional unit FU i (1 ≤ i ≤ K) receives data from either registers Reg j (1 ≤ j ≤ M) or the external input(s). Multiplexors are used to select the source of the data. The FU has transparent latches (TLAT) at the input. A TLAT passes the input data to the output when enabled and keeps the output when disabled. Thus the FU works and consumes dynamic energy only when an operation is requested by enabling the TLAT. The FU does not have any output register and the operation result is stored in one of the registers Reg j . Figure 5 (a) shows a schedule of the CDFG shown in Fig. 1 (a) . The operations C and D are executed speculatively before the condition A is resolved. The operation result of C is produced in CS 0, stored in a register at the end of CS 0 (at the beginning of CS 1), used by the operation D in CS 1, and the data becomes unnecessary at the end of CS 1. The lifetime of the data is represented with an arrow as shown in Fig. 5 (b) . The speculative operation D is executed in CS 1. The condition A is also executed in CS 1 and if it resolves to TRUE, the data produced by D is unnecessary and needs not to be stored into a register. Because A is TRUE, the operation B is executed in CS 2 and the operation F is executed with the data produced by B. On the other hand, if A resolves to FALSE, the data produced by D is stored in a register, used by the operation E, and the operation F is executed with the data produced by E.
Consequently, the data produced by the operations specula- tively executed before the condition (e.g., the operation C before A) are always stored into registers. If the condition resolves at the same time of speculative operations and the condition says the data are not necessary (e.g., the operation D when A is TRUE), the data are not stored into registers. This saves energy consumption of registers by avoiding unnecessarily altering the data in the registers.
Scheduling for Energy Minimization

Preliminary
The CDFG is given as (N, E), where N is the set of operations and E is the set of edges. The set E is divided into two subsets E D and E C . E D is the set of the data dependency edges and E C is the set of condition dependency edges. While a data dependency edge (n, m) imposes the precedence of n over m, a condition dependency edge does not impose any precedence. The set N is divided into two subsets N T and N D . N T is the set of operations which have no incoming data dependency edge. N D is the set of remaining operations, i.e., the operations with at least one incoming data dependency edge. The join node is included in N D . Let N C ∈ N denote the set of condition operations. For example in the CDFG shown in Fig. 2, N 
Calculating Probability of Execution
Let the notation x ⇒ T (x ⇒ F) denote that the condition x is resolved as TRUE (FALSE).
For the example CDFG shown in Fig. 2 and the statistical probabilities of branch given as Case I in Table 1 , the condition B is executed at the statistical probability PB A,T = 0.8, and the operation C is executed at PB B,T = 0. B ⇒ F, D ⇒ T), and (A ⇒ F, G ⇒ T). Therefore, 
and (A ⇒ F), and therefore
The drawback of this method is that the number of combinations of conditions grows exponentially to |N C | and thus requires many calculations. A method to efficiently calculate PEs of operations for the given PBs and schedule is considered here. For each operation to calculate the PE, the condition dependency graph (CDPG) is constructed. A CDPG is a directed graph given as (V, E R ). V is the set of nodes representing the operation to calculate the PE (target), the condition operations on which the target depends conditionally, and the necessary OR nodes. The OR node is explained later. E R is the set of edges which represent the conditional dependencies among the nodes in V. Figure 6 (a) shows the CDPG for the target operation C of the example CDFG shown in Fig. 2 . The target C depends on the condition operations A and B, and the condition to execute C is A ⇒ T and B ⇒ T. The and relation is denoted as {A ⇒ T, B ⇒ T}. V includes A, B, and C, and the edges (A, B) and (B, C) are included in E R . The and combination of conditions is represented with a series of edges connecting the conditions one after another as shown in Fig. 6 (a) . The order of the conditions in the series of edges is arbitrary and does not affect the PEs. The edge (u, v) drawn as a solid (dashed) arrow means that v is executed when u ⇒ T (u ⇒ F). Shown near the edge (u, v) is the PB of the condition u.
The condition to execute the target H in Fig. 2 is
Here, 'and' terms are combined by 'or' relations. The CDPG is constructed as shown in Fig. 6 (b) . The or relation is represented as multiple incoming edges to node(s). In the case of H mentioned above, the conditions A and B are commonly included in the and terms and hence V includes only the target and the condition operations. If and terms do not include any common condition, then OR nodes are introduced. Suppose that the condition to execute a target d is {a ⇒ F, b ⇒ T} or c ⇒ T. In the CDPG, {a ⇒ F, b ⇒ T} is denoted by the edge (a, b). Again, the order of a and b is arbitrary. As shown in Fig. 7 (a) , the or relation is denoted by an OR node L and the bold edges (L, a) and (L, c). If the condition to execute d is {a ⇒ T, (b ⇒ F or c ⇒ T)}, the CDPG is constructed as shown in Fig. 7 (b) . An OR node L is used to denote the or relation between b and c, and the edge (a, L) denotes the and relation.
There exists a node with no incoming edge in the CDPG created as mentioned above, and is called the root of the CDPG. The root is A in both CDPGs in Fig. 6 . The roots are the OR node and a for CDPGs in Fig. 7 (a) and (b), respectively.
The PE(d) of the target d for Fig. 7 (a) is calculated as follows. Here it is assumed that all the conditions are resolved before the execution of d. Starting from the target operation d, the CDPG is traversed in the opposite direction of arrows in the breadth first manner. Let P x,y denote the PE of the operation y with respect to the condition x. By definition, P y,y = 1. P b,d = 0.3 and it is shown in a box near the condition b in Fig. 7 (a) . Similarly,
As can be seen from this example, the calculation of PEs becomes complicated when the or relation is involved. It is noted that the execution of the operation d is not needed when both c and the combination of a and b do not request the execution of d. Here the notion of probability of no execution (PNE) is introduced. Let Q x,y denote the PNE of operation y with respect to the condition x. The relation Q x,y = 1 − P x,y holds. For the case of Fig. 7 (a) 
436. This is consistent with the result shown above.
Here a method to calculate the PNE is presented. The calculation of the PNE starts from the target operation y and ascends the CDPG to the root. Figure 8 shows possible condition dependencies in calculating PNE. In Fig. 8 (a) , y depends on only one side of x (T side in this case). If x is resolved before y, y is not executed at the probability of Q m,y when x ⇒ T, and y is never executed when x ⇒ 
In Fig. 8 (b) , y depends on both sides of x. Then Q x,y is calculated as
In Eq. (5), Q x,y = Q m,y Q n,y if x is not resolved, because y needs not be executed only when both m to y and n to y suggest the execution of y is not needed. If x is an OR node (Fig. 8 (c) ), Q x,y is calculated as the product of Q m,y for all the outgoing edges (x, m). The algorighm to calculate the PE is shown in Fig. 9 . When the PBs are given as Case I in Table 1 , PB B,T = P B,C = 0.9, PB B,F = P B,D = 0.1, PB A,T = P A,B = 0.8, and PB A,F = P A,G = 0.2, PE(H) for Fig. 3 (a) and Fig. 3 (d) are calculated as shown in Fig. 10 . In Fig. 10 (b) , Q G,H = 0, that is P G,H = 1, because H must always be executed if A ⇒ F to prepare to the case of G ⇒ T. The resultant PE(H)s are respectively identical to the results of Eq. (2) and Eq. (3).
The computational complexity of the method to calculate PE for an operation is O(|N C | + |E C |) where E C is the number of conditional dependencies in the CDFG. Since the conditions usually branch in two way (T or F), |E C | = 2|N C |. Therefore the computational complexity of calculating PEs for all the operations is O(|N||N C |). Consequently the above method is much efficient than enumerating the possible combination of conditions. Fig. 3 (a) where all the conditions are resolved. (b) For the schedule in Fig. 3 (d) where B and G are not resolved before H.
Fig. 10 Calculation of PE(H). (a) For the schedule in
Exploration of Schedule to Reduce Unnecessary Speculative Execution
In the schedule obtained by the list scheduling, operations are executed as soon as possible (ASAP) if resources are available either conditionally or unconditionally [11] . Even when there is a time margin for an operation to wait for the depending condition being resolved, the operation is scheduled at the earliest control step where the speculative execution is possible. The better schedule which reduces such unnecessary speculative execution would be different from the ASAP schedule. A method to explore the schedule space is proposed to find a good schedule with the optimized cost function [21] . In that method, some time durations, called strut, are added to data dependency edges of CDFG to delay the execution of operations, and then the start control step (SCS) of each operation is determined by ASAP scheduling. The different combination of struts results in the different schedule of the CDFG. Hence the optimized combination of struts is explored which leads to a schedule with the optimized cost function.
The scheduling algorithm is shown in Fig. 11 where the simulated annealing (SA) is used for the exploration. The initial schedule is the same as the result of the resouce constrained list scheduling. FT is the set of functional unit types, such as adder and multiplier. At most RC f functional units can be used for the type f ∈ FT . Since an operation in N T has no incoming data dependency edge, the operation can start at any control step as long as no precedence relation is violated among succeeding operations. The allowed maximum control step MCS is larger than or equal to the smallest control step obtained by the list scheduling with the given resource constraints. Therefore the scheduling problem is feasible, that is, at least one schedule exists which satisfies both the time and resource constraints.
The changes (a), (b), and (c) to generate a new scheduling candidate in step 4 are the same as ones described in Ref. [21] . These changes manipulate the values of struts. The change (d) is newly introduced for the conditional processing where the SCS of an operation in N T is moved to an earlier or later control step.
Given a schedule satisfying all the precednce relations, the new schedule derived by one of these changes also satisfies the precedence. While the precedence is maintained after the changes, more resources than the limit might be needed to execute operations as scheduled since the ASAP scheduling does not take the resource constraint into account. Only accepting the change satisfying the resource constraint is one of the possible solutions. However it would reduce the chance for the exploration to escape from the local optima. Let R f (t) denote the number of required at the probability
( 8 ) Repeat steps 4 to 7 for NI times where NI is a predetermined number.
( 9 ) Decrease the temperature T by multiplying a constant α < 1. If T > T end , go to step 4. Otherwise end. functional units of the type f at control step t. R f (t) is calculated by considering conditional resource sharing with the method described in Ref. [11] . The resource penalty U R is computed as
where the function
where EC is the energy consumption (Eq. (1)) and β 0 and β 1 are weighting factors. Minimizing C(Sched) with a sufficiently large β 1 allows the exploration to temporarily exceed the resource limits and finally leads to the schedule where the energy consumption is minimized within the resource constraint.
A Heuristic Scheduling Algorithm
For a CDFG shown in Fig. 12 with the resource constraint of one adder and one subtractor, the list schedule is obtained as shown in Fig. 13 (a) . The operations A3, A4, A8, S3, S6, and S8 are speculatively executed. PEs of operations for Fig. 13 (a) are shown in Table 3 with all the PBs assumed to be 0.5. Generally, as an operation is assigned to later control step, more conditions are resolved and speculative executions are decreased. Thus the energy consumption by unnecessary speculative execution would be saved. The proposed heuristic scheduling algorithm for low energy consumption is shown in Fig. 14 . It refines the conventional resource constrained list schedule by rescheduling operations to later control steps so that the energy consumption is reduced. The priorities of operations are calculated as the result of as late as possible schedule with the assumption that the conditional dependencies as well as data dependency impose precedence constraints among operations. The priorities obtained for the CDFG shown in Fig. 12 are shown in parenthesis in the same figure. The larger value means the higher priority. In the algorithm, the set of operations with the same priority p, S (p), is identified in the descending order of the priority. An operation k ∈ S (p) is picked up one by one, and the SCS of k is searched from the current to the latest possible SCSs which most reduces the energy consumption without exceeding the resource limits. The satisfactory c 2013 Information Processing Society of Japan of the resource constraint is checked by calculating the required number of resources by considering conditional resource sharing [11] . The priority defined above ensures that, when operation k is picked up and rescheduling of k is performed, the CSs of operations succeeding k, either data dependently or conditional dependently, have been determined. This is necessary to precisely evaluate ΔEC(k, t), which is the energy reduction by rescheduling k to CS t. Among all the operations in S (p), the operation ξ with the largest ΔEC at some CS t ξ is selected, ξ is rescheduled to t ξ , and ξ is removed from S (p). If S (p) is not empty, then repeat the selection of ξ again. If S (p) becomes empty, then proceed to the next priority.
The allowed maximum control step MCS is larger than or equal to the smallest control step obtained by the list scheduling as mentioned in the previous section.
For example in the case of the CDFG shown in Fig. 12 , the first S (p) consists of S8 and A8. The SCS of S8 is not changed because S8 is already assigned to the latest possible CS. The SCS of A8 is also not changed because the resource constraint would be violated if A8 is moved to CS = 4. The second S (p) consists of A3, S4, and A7. A3 can be moved to CS = 1, 2, or 4 (the resource constraint is not satisfied if A3 is moved to CS = 3), and the energy reductions are computed as ΔEC(A3, 1) = 1.539, ΔEC(A3, 2) = 1.539, and ΔEC(A3, 4) = −0.001 (the energy consumption of operations are assumed as described in Section 5). S4 can be moved to CS = 2 or 3, and ΔEC(S4, 2) = 0, ΔEC(S4, 3) = −0.769. A7 is already at the last CS. Hence A3 is selected since ΔEC(A3, 2) is the largest and the CS 2 is the latest for A3. Then S4 is rescheduled to the CS 2. At the end of the algorithm, the schedule shown in Fig. 13 (b for t0 < t ≤ UB without exceeding resource constraints ( 6 ) Calculate ΔEC(k, t) by assuming that the SCS of k is t.
end for ( 8 ) Identify t k such that (1) ΔEC(k, t k ) is largest, and if more than one value of t gives the largest ΔEC(k, t), then (2) t k is the latest. ( 9 ) end for ( 10 ) Identify ξ ∈ S (p) with the largest ΔEC(ξ, t ξ ) and reschedule ξ at the corresponding control step t ξ if ΔEC(ξ, t ξ ) ≥ 0. If ΔEC(ξ, t ξ ) < 0 (the energy is increased), ξ remains at t0. operations in the schedule are shown in Table 3 . The computational complexity of calculating the priorities is O(|N||E|). The cardinality |S (p)| is at most N. For each operation k ∈ S (p) in Step 4, the satisfaction of the resource constraint is checked and ΔEC(k, t) is computed for at most MCS control steps. The computational complexity of checking the satisfaction of the resource constraints is O(RS ) where RS is the number of resources. The computation of ΔEC(k, t) requires the complexity of O(|N||N C |). This is repeated for |S (p)| times. The overall computational complexity of HA is O(|N||E| + |N| 2 MCS (RS + |N||N C |)).
Experimental Results
The proposed method was implemented using C++ programming language and was run on a 2.66 GHz PC. The example CDFGs are MAHA (8 additions, 8 subtractions) [1] shown in Fig. 12 [5] shown in Fig. 15 , and QRS (7 additions, 19 subtractions (including 12 comparisons), and 17 multiplications) from HLSynth95 [22] . In the Table 4 . The execution of an addition or a subtraction takes one control step and the execution of a multiplication takes two control steps. The multiplier is pipelined into two stages. The aver- In the experiments, all the operations are assumed to consume these average energy. The energy consumption of a particular operation would be different from the average. In that case, it is possible that the energy consumptions of the operations are obtained by simulations of the processing in advance, and those energy consumptions of operations are used in minimizing the total energy consumptions. The weighting factors β 0 = 300 and β 1 = 1000 in Eq. (7) are used where the value EC is expressed in the unit of pJ. In addition, the SA parameters shown in Table 5 are used in the schedule exploration (SE). T start = 1000 is selected so that the schedule exceeding the resource limits can be accepted at some probability in the early stage of the exploration. Table 6 and Table 7 summarize the results. Table 6 shows, from left to right, the CDFG, the resource constraints (RC) for adder RC A (A), subtractor RC S (S), for multiplier RC M (M), the target number of control steps (CS), the energy consumption (EC) and the required number of registers (R) obtained with the conventional list scheduling with conditional resource sharing (LS) [11] , [20] , the EC, R, and CPU time of SE, and the EC, R, and CPU time of the heuristic algorithm (HA). The energy is shown in pJ and the CPU time in second for SE and in millisecond for HA. By analyzing the obtained schedule, the required number of registers is determined. It affects the configuration of the multiplexors and hence the energy consumption by the multiplexors. Since the LS assigns operations to the ASAP control step, the number of control steps and hence the energy consumption are uniquely determined with respect to the given CDFG and the resource constraint. On the other hand in the proposed methods, arbitrary control steps can be specified where operations are scheduled so as to minimize EC. For the smallest CS cases, the percentage of the energy against the LS is shown in parenthesis in Tables 6 and 7. For MAHA and MAHAue, most results of SE and HA are identical. The energy reduction of 5% to 18% against LS is achieved. For other MAHAs and QRS, both SE and HA derives better schedules than LS. The result of the HA being worse than the SE means that the HA remains in suboptimal schedules. As the target CS increases, the results of SE become worse than the HA. This implies that the SE requires more CPU time in the exploration to find a good schedule. In the case of FIG17, FIG1709, and FIG1701, the SE could not derive the better result than the LS with the SA parameters shown in Table 5 . Hence the results for the SE are omitted in Table 7 . The CPU time was about 1,700 seconds for each run of the SE. The HA can derive the schedules with less energy consumption than the schedules obtained by LS for these larger CDFGs and longer CSs. Consequently, the proposed SE can find a schedule with the minimized energy consumption for the case of shorter CSs and the proposed HA can find a schedule which is comparable to the one obtained by SE in short CPU time for larger CDFGs and longer CSs.
In some cases, more registers are required in the results of HA than LS. This is because the lifetime of data become long by putting operations to the later CS. These additional registers might be the source of increased static energy consumption in ultra deep submicron technologies.
The case with a work memory was also experimented. A 16-bit 256-word SRAM was assumed with the characteristics shown in Table 4 . The read operation requires 2 CSs. An address is given to the SRAM in a CS and the corresponding SRAM content is output 2 CSs later. Before the content is output, another address for the next read operation can be given to the SRAM. In other words, the read operations are executed in a pipelined manner. The write operation requires 1 CS. In MAHA, it is assumed that the operations A3, A4, and A5 require an SRAM data (the read operations are denoted as R3, R4, and R5, respectively) and the result of S7 is written to the SRAM (denoted as W7). MAHA2, MAHA5, and so on are obtained by duplicating the MAHA twice, 5 times, and so on. Similarly in FIG17, FIG1709, and FIG1701, A5, A14, A24, . . ., A84, A93 * 1 , and M3, M13, . . ., M63 require an SRAM data and the results of A10, A20, . . ., A90 are written to the SRAM. In QRS, 6 read operations and 3 write operations are added. The results are shown in Table 8 . The meaning of the columns is the same as Table 7 . The obtained schedules of MAHA for RC A = 1, RC S = 1, and 6 CSs are shown in Fig. 16 . The speculative memory read operation R3 in Fig. 16 (a) is resolved in Fig. 16 (b) . These results show that the proposed method reduces the energy consumption also when the memory operations are involved.
Conclusions
In this paper, the scheduling method for conditional processing to minimize energy consumption is proposed where the probability of execution and the energy consumption of operations are precisely evaluated. While high processing speed is achieved by speculative execution of operations, unnecessary speculative execution and therefore the energy consumption are reduced by the method.
The development of more efficient schedule exploration technique for conditional processing, sophisticating the heuristic algorithm, incorporating the constraint on the number of registers, and consideration for operation chaining remain as future work. 
