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Fig．　3：　CPU　time　vs．　the　total　number　of　atoms．　（N．　＝　50）
the　identity　n．i　＝　AT．t．．　×　IVb．，．　（＝　the　total　number　of　electrons）．
　　　Figure　3　shows　comparison　be七ween　cpu　times（on　single　processor）for　calcula七ing　the　band－
s七ructure　energy　of　crys七alline　silicon　at七he　diamond　structure　by　the　presen七me七hod　and　those
by　the　exact　diagonalization．　The　TB　parameters　for　the　silicon　crystal　were　taken　from　Ref．
［7］．　The　figure　clearly　shows　significant　speedup　in　the　O（IV）　method　over　the　exact　method
with　cubic　scaling．
3 APPMCATION　TO　SiC　SYSTEM：　EFFICIENCY，
ACCURACY，　AND　PARALLELIZATION
We　have　applied七he　presen七method　to　silicon　carbide（SiC）systems．　Silicon　carbide　has
attracted　grea七deal　of　attention　as　an　enabling　material　for　a　variety　of　new　semiconductor
devices　in　areas　where　silicon　devices　cannot　effectively　compete，　including　high－power　high－
vol七age　switching　applica七ions　and　high　tempera七ure　electronics．　Nanophase　SiC　has　shown［8］
unique　proper七ies　such　as　high　sin七erability　and　enhanced　toughness．　Large－scale　quantum　sim－
ulation　will　be　powerful　tool　to　investigate　theoretically　microscopic　processes　in　this　material．
The　TB　parameters　for　SiC　have　been　taken　from　Ref．　［9］．　The　TB　model　chosen　is　based　on　an
sp3　orthogonal　basis　set　for　valence　electrons．　lt　includes　intra－atomic　contribution　to　on－site
terms　of　the　Hamiltonian　matrix　in　order　to　reproduce　accurately　the　bulk　properties　such　as
the　cohesive　energy，　the　elastic　constants，　and　the　band　structure　at　several　polymQrphs．
　　　Figure　4　shows七he七〇tal　energy　of　the　TB　model　fbrβ一SiC（zincblende　struc七ure）as　a
function　of七he　lattice　parameter　in　the　present　method　with　Np＝50　and　that　in　the　exac七
diagonalization．　The　largest　error　due　to　the　truncation　at　50th　in　the　expansion　is　only　on　the
order　of　1％　of　the　total　energy　under　large　variation　of　volume．
　　　Parallel　e缶ciency　of七he　method　has　also　been　examined　on　oUr　eight－node　parallel　machine
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consisting　of　PC　clones　（Pentium　II　400　MHz　×4　十　450　MHz　x　4　with　256MB　SDRAM　each）
connected　via　a　Fast　Etherne七switch，　shown　in　Fig．5，　Parallelization　has　been　done　using
a　High－performance　Fortran　（HPF）　compiler．　Figure　6　shows　cpu　time　as　a　function　of　the
number　of　processor　in　the　calculations　of　Eb，　of　64－atom　system．　Nearly　ideal　scaling　can　be
achieved　in　the　present　method．
4 CONCLUDING　REMARKS
We　have　implemented　and　examined　the　O（IV）　TBMD　algorithm　for　silicon　carbide　on　the　PC－
based　parallel　machine．　The　code　has　been　fully　parallelized　and　the　accuracy　can　be　controlled
by　choosing　the　order　of　the　Chevyshev　polynomials．　lt　has　thus　been　shown　that　the　present
me七hod　was　sui七able　fbr　large－scale　TBMD　simula七ions　of　nanostruc七ured　materials．
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