This short review will outline some of the challenges and opportunities in the fields of engineering, heat and mass transfer, biochemical and genetic adaptations in the preservation of biological systems.
CRYOPRESERVATION OVERVIEW
The initial cryopreservation studies were based on the serendipitous observation that the sperm cells were able to survive freezing in the presence of a chemical additive, in this case glycerol, whereas the sperm died after freezing in its absence (Polge et al., 1949) . This class of chemical additives is called a cryoprotective agent (CPA), where dimethyl sulfoxide (DMSO), glycerol, methanol, and propanediol are all examples of what are called low-molecular weight membrane penetrating additives. In addition to the amount of CPA that is added to the cell suspension being cryopreserved (usually less than 1 M glycerol or DMSO), the thermal history or rate at which the cells are cooled and warmed directly impacts the post-thaw cell survival. Although much work has been done on understanding the protective effects of a variety of CPAs and thermal histories on cells, the bulk of our understanding in this area is still empirical in nature.
Reduced to its fundamentals, cryopreservation (freezing storage) requires that cells tolerate four nonphysiological conditions: (i) exposure to molar concentrations of cryoprotective additives (CPAs), causing "osmotic" injury; (ii) cooling to subzero temperatures, causing "chilling" injury; (iii) removal or conversion of almost all liquid cell water into the solid state, or the freezing process, (iv) warming to room temperature, causing "recrystallization" or "thawing" injury.
When frozen in molar concentrations of CPAs, various types of cells exhibit survival that is strongly dependent on the cooling rate; the optimum cooling rate that yields maximum survival depends on both the type and concentration of CPA. Cell survival is equally dependent on warming rate; the optimum warming rate is dependent both on the CPA and its concentration, as well as on the cooling rate that preceded it. These facts are especially relevant to tissue cryopreservation, since tissues comprise many diverse types of cells, each type with its own characteristic size, shape, and permeability properties. Therefore, cooling and warming conditions that are optimum for one cell type within the tissue may be damaging to other types. Survival of frozen tissues is also dependent on cooling and warming rates, as well as on the rate and method by which CPAs are removed from cryopreserved tissues (Mazur et al., 1976; Pegg, 1996; Pegg and Karow, 1987) .
Osmotic Injury
Several investigators have shown that the cell survival was affected by the time of cell exposure to solutions containing CPAs before the cells were returned to isotonic conditions. The longer the time of exposure, the lower the survival. This loss of cell viability is deemed to be due to osmotic injury, and several reasons for this injury have been proposed, including a) mechanical rupture of the cell membrane in hyposmotic solutions (i.e., expansion lysis); b) frictional force between water and potential membrane 'pores' causes cell membrane damage (Muldrew and McGann, 1994) ; c) resistance to cell shrinkage by cytoskeleton components and resulting damage to sperm cells (Meryman, 1970; Noiles et al., 1997) ; d) cell shrinkage causes irreversible membrane fusion change and, when the cells return to isotonic condition, the cells lyse before their normal volume is recovered (Steponkus and Weist, 1979) ; and e) hyperosmotic stress caused by leakage/influx of nonpermeating solutes (Mazur et al., 1972) .
Although the exact cause of osmotic injury is still unknown, the most obvious and common strategy used to reduce this injury is the avoidance of excessive variations in cell volume (Gao et al., 1995; Willoughby et al., 1996) . Thus, optimization of CPA addition and removal requires accurate simulation of volumetric excursions during the CPA addition and removal process. When aqueous solutions are frozen, water is removed in the form of ice, causing solutions to become increasingly concentrated with decreasing temperature; the reverse occurs during thawing. When cells are frozen, they are forced to respond to these changes in solution concentrations. Cells frozen slowly undergo osmotic contraction, losing most of their cell water. When such cells are warmed rapidly, the melting of the cell suspension is equivalent to rapid dilution of the CPA that became concentrated during freezing. The rapid influx of water into cells or tissues as the extracellular milieu begins to melt can cause osmotic shock at subzero temperatures. Thus, the sensitivity to osmotic shock is a function of a cell's permeability to water and solutes.
Another osmotic shock may occur during removal of the CPA after the cells are warmed and thawed at suprazero temperatures. This osmotic shock can be prevented by use of any one of various mono-and disaccharides as osmotic buffers (Leibo, 1984; Leibo and Oda, 1993; McWilliams et al., 1995) . A key to this approach is to measure permeability of the tissue to various CPAs, so as to identify those to which the tissue being cryopreserved is most permeable and least likely to cause osmotic shock during removal, as described by Newton et al. (1998) . For large cells, such as oocytes and embryos, it is now commonplace to use nonpermeating compounds such as saccharides (galactose, sucrose or trehalose) as osmotic buffers to prevent osmotic shock during removal of CPAs. Rather than direct washing of thawed tissues to remove CPAs, osmotic stresses can also be alleviated by use of osmotic buffers and/or elevated temperatures. This approach has been shown to completely eliminate osmotic shock of mouse zygotes (Oda et al., 1992) .
Mathematical modeling of CPA addition and removal process
Numerical predictions of volumetric excursions during the CPA addition (loading) and removal (unloading) processes in cells and tissues can be computed based on: i) microscale membrane transport formulations using irreversible thermodynamic principles (Kedem and Katchalsky, 1958) and ii) macroscale diffusion of CPAs using classical mass diffusion principles (Fick's law) with a sink term for the CPA movement into the cells.
The model of CPA addition and removal developed by Kedem and Katchalsky (1958) assuming irreversible thermodynamic principles has also be extended to a tissue system, with the assumption that the tissue system can be modeled as a series of Krogh cylinders (He and Devireddy, 2005) . Briefly, the K-K model is dependent on three cell membrane parameters: L p or the hydraulic conductivity which measures the volume flow induced by a hydrostatic pressure difference (ΔP); ω or the solute permeability which measures the solute flux induced by a concentration difference (Δp); and σ or the reflection coefficient which describes the "relative permeability" of the membrane to the solute (and can be expressed in terms of L p and ω as:
where v cpa is the mole fraction of the cryoprotective agent). These three transport coefficients characterize the passive flux of a given solute (J s ) and a given solvent (J v ) through a membrane via the K-K equations as
Thus, the solution of the K-K equations with the appropriate parameters and the structural properties will result in the simulation of both solute and solvent fluxes across the cell membrane and, concurrently, the generation of the cell volumetric excursions at various locations within the tissue.
Macroscale membrane transport formulation (Fick's law) . In addition to using the irreversible thermodynamic model shown above, the cell volumetric excursions at various locations within the tissue can also be modeled using the Fick's law of diffusion with the uptake (addition) of CPA to the cells being modeled using a sink term while the rejection (removal) of CPA from the cells being modeled as a source term (Devireddy et al., 2000) . Briefly, Fick's law of diffusion describes the passive movement of molecules across its concentration gradient. To complete the macroscale model, the mass diffusivity, D, and the convective diffusivity, K, need to be known a priori and are not always available in the published literature.
The development and implementation of the macroscale and microscale models of CPA addition and removal in tissues are necessary to obtain a qualitative and quantitative understanding of the interplay between several tissue parameters, namely, cell density (which varies from 85 to 50% in native tissues to 5-10% in engineered tissue equivalents), type (penetrating and nonpenetrating) of CPAs as well as the method of addition and removal (one step or multistep) of the CPA, thus, significantly enhancing our ability to prevent damage to tissue before and after the freezing process.
Cold Shock or Chilling Injury
Cold shock or chilling injury is caused during the lowering of temperature from 37 o C to 4 o C and has been well characterized in a variety of reproductive cells and tissues [see review by Morris (1987) ; (Parks and Ruffing, 1992] ; Leibo et al., 1996) ].
Cold shock or chilling injury in sperm cells is characterized by abnormal patterns of swimming (circular or backwards), rapid loss of motility, acrosomal damage, plasma membrane damage, reduced metabolism, and loss of intracellular components (Amann and Pickett, 1987; Moran et al., 1992) . The sensitivity to cold shock and the amount of chilling injury varies significantly between different cell types, with the mouse and equine sperm being the most sensitive, while human sperm cells are relatively less sensitive (Gao et al., 1997) .
Cooling human oocytes to room temperature for as little as 10 minutes causes irreversible damage to the meiotic spindle (Pickering et al., 1990) , and chilling them to 0 o C in the presence of a CPA only exacerbates the abnormalities (Sathananthan et al., 1988) . Both GV-stage and metaphase II-stage bovine oocytes exhibit similar time-dependent sensitivities to chilling to 0 o C (Martino et al., 1996a) .
Anoxic storage of some types of intact organs may induce various types of injury [see reviews in (Pegg, 1996; Pegg and Karow, 1987) ].
For single cells, e.g., oocytes and embryos, it is possible to "outrace" chilling injury by cooling samples at very high rates (Leibo and Oda, 1993; Martino et al., 1996b) . But cooling pieces of tissue several mm in size, especially when placed into plastic ampoules, imposes constraints. It may not be possible to cool such samples fast enough to avoid chilling injury. Standard methods of equilibrium cooling at rates <1 o C/min inevitably expose tissues to temperatures near 0 o C for several minutes. It will be necessary, therefore, to develop alternate strategies to avoid or mitigate the chilling injury in reproductive cells and tissues. Some strategies and techniques to minimize cold shock can be gleaned from studies performed on bacteria, as described in the next section.
Cold shock -studies on bacteria
Bacteria differ greatly in their ability to tolerate freezing and thawing, for reasons that are only now being understood. Exposure of mesophilic bacteria to low temperatures has been shown to enhance their ability to withstand repeated freezingthawing ("cryotolerance") (Thammavongs et al., 1996; Panoff et al., 1997 Panoff et al., , 1998 . In addition, exposure of lactic acid bacteria to osmotic stress has also been shown to confer tolerance to freezing-thawing (Panoff et al., 2000) . Bacteria have unique adaptations to low temperature and may have unique and currently unknown mechanisms not only to withstand prolonged exposure to freezing, but also to actually grow at sub-zero temperatures. The remarkable ability of several bacterial species to grow at temperatures as low as -8 o C has been described as early as the 1930s (Haines, 1931; Tschistajakow and Botescharowa, 1938a,b) .
When bacteria are exposed to sudden temperature downshifts, two major responses are commonly observed: changes in membrane lipid composition and production of novel proteins (Jones et al., 1987; Gounot, 1991) . Increases in lipid unsaturation and decreases in the length of the fatty acyl chains maintain the membrane in a fluid state (Chapman, 1975; Russell, 1990) . Although bacteria that can grow at low temperature appear to have enhanced potential to maintain membrane lipid fluidity (Gounot, 1991) , the molecular and physiological mechanisms underlying the differences in growth temperature minima among microbes remain largely unclear (a schematic of a hypothetical "master switch" model is shown in Fig. 1 ).
The cold shock response has also been investigated in several gram-negative and gram-positive bacteria. The most highly conserved feature of the response is the expression of cspA homologs, having been documented in hyperthermophiles, thermophiles, mesophiles, and psychrotrophs. In several species, multigene families have been identified that contain from three to nine cspA homologs. In each case, at least one of these proteins is increased in expression upon temperature downshift (Graumann et al., 1996; Mayr et al., 1996; Michel et al., 1997) . Interestingly, in the case of the psychrotrophic bacterium Arhrobacter globiformis SI55, produc-tion of the protein is not limited to the cold shock period immediately following the temperature downshift, but continues during growth at low temperature (Wouters et al., 1998) , suggesting that the protein functions in cold acclimation (in addition to its function during cold shock). Studies with additional psychrotrophic and psychrophilic bacteria are beginning to provide further insight into the involvement of cold-shock and cold acclimation proteins in the ability of the organisms to grow at low temperatures [see (Berger et al., 1997) Low temperature is first perceived by putative membrane associated receptor(s) and then is transmitted to the nucleus. This triggers global regulator (master switch). These transcription factors activate the promoters (red helix) of cold regulates genes (blue helix). The transcribed mRNAs are translated to different proteins that contribute to the development of freezing or cold tolerance (17) colitica (Goverde et al., 1998) ; strains carrying transposon insertions in this gene were unable to form colonies at 5
o C yet were indistinguishable from the wild type strain at 30 o C. In L. monocytogenes, twelve proteins are induced following temperature downshift from 37 to 5 o C, and four of these proteins continued to be expressed during cold growth, thus behaving as cold acclimation proteins (Bayles et al., 1996) . Other investigators have identified cold-sensitive mutants of L. monocytogenes in which membrane fatty acid composition was markedly altered (Annous et al., 1997) .
Cyanobacteria respond to a decrease in ambient growing temperature by desaturating the fatty acids of membrane lipids to compensate for the decrease in membrane fluidity at low temperatures (Murata and Nishida, 1987) . Fatty acid desaturases are the enzymes that introduce the double bonds into the hydrocarbon chains of fatty acids, and thus these enzymes play an important role during the process of cyanobacteria cold acclimation. The unsaturation of fatty acids occurs without de novo synthesis of fatty acids during low-temperature acclimation of cyanobacteria (Sato and Murata, 1982; Wada and Murata, 1990) . Most of the cyanobacterial desaturases are intrinsic membrane proteins that act on acyl-lipid substrates.
Of the four desaturases identified in the cyanobacterium Synechocystis sp. PCC 6803, three are clearly induced following a temperature downshift albeit at different rates (Los et al., 1997) . In Synechococcus sp. strain PCC 7002, three desaturases, desA, desB, and desC, have been identified (Sakamoto and Bryant, 1997) . The expression of all three genes was induced within five minutes of a shift from 38 to 22 o C. The three genes were expressed more highly in cells grown continuously at 22 o C. It has been suggested that the accumulation of desA transcripts at low temperatures might be explained by an acceleration of transcription and by stabilization of the desA mRNA (Sakamoto et al., 1998) . Genetic manipulation of the desA gene has further demonstrated that the unsaturation of membrane lipids is essential for low temperature tolerance of cyanobacteria.
Interestingly, cold-sensitive Synechocystis with monounsaturated fatty acids only become cold-tolerant (insertion mutants of desA and desB were unable to grow at 15 o C) by introduction of the gene for desA that allows cells to synthesize diunsaturated fatty acids (Wada and Murata, 1990; Sakamoto et al., 1998) . On the other hand, directed mutations of desaturases in cold-tolerant Synechocystis that lead to production of monounsaturated fatty acids make this strain cold-sensitive (Tasaka et al., 1996) . However, the temperature-sensing mechanism(s) and the control mechanism(s) regulating the expression of the desaturase genes are still unknown.
One of the most widely studied bacteria, E. coli, stops the synthesis of most proteins and ceases growth when subjected to a rapid downshift in temperature from about 37 to 15 o C. A number of "cold shock" proteins, however, are synthesized and gradually (within a few hours) the bacteria resume growth. The four most abundant cold shock proteins, cspA, cspB, cspG, and cspL, are members of a gene family comprising nine closely related homologs (Goldstein et al., 1990; Lee et al., 1994; Nakashima et al., 1996; Wang et al., 1999) . Intriguingly, cspA, cspB, and cspG are synthesized in large amounts upon cold shock under conditions that normally inhibit protein synthesis, such as amino acid starvation and treatment by inhibitory antibiotics (Etchegaray and Inouye, 1999) . Each of the cspA homologs, referred to as "RNA chaperones," bind to RNA without apparent sequence specificity. Experimental evidence indicates that cspA and its homologs act as transcription antiterminators. Moreover, they appear to act to induce coldregulated expression of four other cold-shock proteins, RbfA, IF2, NusA and PNP. Both RbfA and IF2 are involved in the initiation of translation; nusA associates with RNA core polymerase and is involved in both transcriptional termination and antitermination; and PNP (polynucleotide phosphorylase) is a 3 ′ to 5 ′ exonuclease that interacts with Ribonulease E to degrade mRNA. Other cold shock proteins that have roles in E. coli acclimating to low temperature include csdA, H-NS, trigger factor, and Hsc66 (Goldstein et al., 1990; Atlung and Ingmer, 1997; Kandror and Goldberg, 1997) . Intriguingly, studies also suggest that E. coli expressing eukaryotic bbc1 gene have enhanced tolerance against salt-stress and freezing-stress (Silberg et al., 1998 ).
Freezing Injury
The studies that report the effect of freezing on the cell viability in native biological systems ranging from cell suspensions to whole tissue slices to native arteries include those by Mazur et al. (1972) , Fisher et al. (1996) , Cuono et al. (1986) , and Villalba et al. (1996) . In general, these studies show a low percentage of cell viability at the slower and faster cooling rates investigated. This loss of viability is likely attributable to the two main biophysical mechanisms that occur during the freezing process in all biological systems, as described below.
All cell systems do share common cell freezing responses which may be exploited to better understand and alleviate the specific problems of cryopreservation. In particular, when ice forms in a cellular suspension, electrolytes and proteins from the original extracellular solution are left within highly concentrated unfrozen liquid fractions. The cells, which remain unfrozen at the instant of ice formation within the extracellular space, respond to the increased concentration of the unfrozen fraction by either dehydrating (transporting water out into the unfrozen liquid fraction), or by the formation of intracellular ice in the cytoplasm (Mazur, 1984) . Dehydration is the attempt by the cell to reequilibrate the cytoplasmic concentration with the higher concentration extracellular unfrozen fraction by the rejection of cell water. Intracellular ice formation occurs when the supercooling (temperature below the equilibrium phase change one) within the cytoplasm is sufficiently large to drive the nucleation and growth of an ice crystal within the cytoplasmic compartment. In the case of dehydration, the cell can be damaged by the increase of concentration both inside and outside of the cells as the temperature drops (predicted by the phase dia-gram of the solution) by a form of solute effects injury (Lovelock, 1953) . Intracellular ice formation is generally considered lethal if >10-15% of the cellular water is involved (Mazur et al., 1972; McGrath, 1988; Toner, 1993) .
Both IIF and long exposures to high solute concentrations are lethal to cells. So cooling rates which are either "too high" or "too low" can kill cells. Therefore, the "optimal" cooling rate should and does exist between the "high" and "low" freezing rates. This has been confirmed experimentally for a variety of cells, and the curve of cell survival, plotted as a function of the cooling rate, has a characteristic inverted U-shape, as shown schematically in Fig. 2 (Mazur, 1984) . Whether a prescribed cooling rate is too "low" or too "high" is a function of the cell membrane permeability to water and the probability that any water remaining trapped within the cell at any given subzero temperature will nucleate and turn to ice. Differences in membrane permeability to water and probability of IIF result in different "optimal" cooling rates for different cells. In general, the "optimal" cooling rate is defined as that which minimizes both the slow cooling and IIF injury, i.e., cool as fast as possible without forming damaging intracellular ice. Thus, to optimize and generate a firm biophysical understanding of the freezing process in any biological system, both water transport (dehydration) and intracellular ice formation (IIF) need to be experimentally determined. Water transport and IIF can be experimentally observed in most cell systems using a cryomicroscopy system (Cosman et al., 1989; Toner et al., 1992; Berrada and Bischof, 2000) . Observations of these events can then be fit to mathematical models which can then be used to predict the cell's response to freezing under arbitrary cooling conditions, and hence help to develop better cryopreservation protocols. Although both water transport and IIF have been observed and modeled in many isolated cell types during freezing, the measurement of these processes in tissue systems has only become possible in the late 90's due to the development of two novel techniques: i) a low temperature microscopy technique (Pazhayannur and Bischof, 1997) and ii) a differential scanning calorimetry (DSC) method . A combination of the microscopic and calorimetric techniques has proven to be especially useful in determining the water transport processes in a variety of heterogeneous tissue systems, including the Dunning AT-1 rat prostate tumor tissue (Devireddy et al., 1999c) , the liver tissue of freeze-tolerant wood frog (Devireddy et al., 1999a,b) , in uterine fibroid tumor tissue (Devireddy et al., 2001 ). However, it should be noted that the currently available technique could only be used to generate water transport data during freezing in tissue cells. Fortunately, once the water transport parameters are known, it is possible to make useful extrapolations to the minimum amount of water that will be trapped as intracellular ice within a tissue cell -and hence obtain a conservative boundary for the amount of IIF in a tissue system (Pazhayannur and Bischof, 1997; Devireddy et al., 1999c Devireddy et al., , 2001 .
It is important to note, however, that tissues respond very differently to ice formation than do cell suspensions. For example, in a series of experiments with smooth muscle (Taylor and Pegg, 1983) , sheep cartilage (Pegg, 1998) , and rabbit kidneys (Pegg, 1987) , location of ice crystals was shown to be damaging because the tissues were unable to dehydrate sufficiently to avoid intracellular ice formation. Severe ice crystal damage has also been shown to occur within blood vessels, corneal tissues, and heart valve leaflets. Under practical cooling conditions, extracellular ice crystals will usually not be in equilibrium either with respect to the total volume of the tissue or with individual cells within the tissue. Consequently, any ice that has formed within the tissue itself is likely to undergo recrystallization during warming, unless the sample can be warmed at a very high rate. Cells in dilute suspensions are not affected very much by extracellular ice per se. In contrast, closely packed cells, e.g., erythrocytes present at a high concentration, are affected because the cells are unable to dehydrate sufficiently because of the neighboring cells (Pegg, 1987) . Cells in tissues are usually closely packed, and they also have interacting connections with each other and with basement membranes. Tissues may also be traversed by fine capillaries or other blood vessels. Furthermore, tissues have three-dimensional structure that cell suspensions do not. Changes in both the extracellular ice surrounding a piece of tissue and recrystallization during warming of intracellular ice within cells of the tissue are likely to cause damage Neidert et al., 2004) .
Modeling of biophysical phenomena during freezing
This section presents the mathematical equations and biophysical parameters used to model water transport and intracellular ice formation in the presence of vascular/extracellular ice in biological systems.
Water transport out of embedded tissue cells. Water transport across a cell membrane during freezing in the presence of extracellular ice had been modeled by Mazur (1963) and later modified by Levin et al. (1976) . During freezing of tissue systems, ice tends to form first in the vascular/extracellular space of whole tissues (Love, 1966; Rubinsky et al., 1987; Bischof et al., 1993) . The presence of vascular/extracellular ice creates a small highly concentrated unfrozen saline fraction which induces a chemical potential difference across the tissue cell membrane. In response to this gradient the intracellular fluid (water) is driven through the cell membrane into the vascular/extracellular space. The consequent reduction in tissue cellular volume was modeled using the Krogh cylinder approach by Rubinsky and Pegg (1988) and Pazhayannur and Bischof (1997) as with L p , the tissue cell membrane permeability to water, defined by Levin et al. (1976) as where L pg [cpa] is the reference membrane permeability at a reference temperature, T R ; E Lp [cpa] is the apparent activation energy (kJ/mol) or the temperature dependence of the cell membrane permeability; V is the cell volume at temperature T; A c is the effective membrane surface area for water transport assumed to be constant during the freezing process; V b is the osmotically inactive cell volume; R is the universal gas constant; B is the constant cooling rate; v w is the molar volume of water; j s is the disassociation constant for salt; n s is the number of moles of salt (= C i (V o -V b ), where C i is the initial cell osmolality, 0.285M); ΔH f is the latent heat of fusion of water, and r is the density of water. The two unknown membrane permeability parameters of the model, L pg and E Lp , are determined by curvefitting the water transport model to experimentally obtained volumetric shrinkage data during freezing. Figure 3 shows the Krogh cylinder model and the corresponding dimensions including the sinusoid (vascular) radius (r v ), the distance between adjacent sinusoid centers (ΔX), and the axial length of the cylinder (L). In the Krogh model, the cellular space with volume V is modeled as the box surrounding the cylinder (V = Volume 44, Number 3-4, 2013
LΔX2 -πr v 2L) and the effective membrane surface area available for water transport is assumed to be a constant, A c = 2πrv o L, where r vo is the initial sinusoid radius. In order to use Eq.
(1) to model water transport in the tissue system, several other assumptions are necessary and are described in detail by several investigators including Rubinsky and Pegg (1988) and Pazhayannur and Bischof (1997) . The unknown parameters of the model (L pg and E Lp ) are determined by curve-fitting the water transport model to experimentally determined water transport data, obtained using the DSC and the freeze substitution microscopy techniques as described elsewhere (Pazhayannur and Bischof, 1997; .
Intracellular ice formation (IIF) in tissue cells.
Several models are reported in the literature to predict the likelihood of intracellular ice formation inside cells during freezing including (Toner et al., 1990; Pitt, 1992; Muldrew and McGann, 1994) . A mechanistic approach has been developed by Toner et al. (1990) based on the classical theory of nucleation (Turnbull and Fisher, 1949; Turnbull and Vonegut, 1952 ). Toner's mechanistic model states that for a thermodynamic system composed of identical biological cells the probability of intracellular ice formation (PIF) by surface catalyzed nucleation (SCN) in a given population of cells may be given as (Toner, 1993) (3) where the subscript "o" refers to isotonic conditions; DT is the amount of supercooling (T -T f ), K; all the other variables are as described elsewhere (Toner, 1993) . Assuming that the nucleating site is the plasma membrane and that the number of solute molecules are much lesser than the total number of water mole- (Toner et al., 1990 (Toner et al., , 1992 Toner, 1993) . In order to evaluate Eq. (3) during freezing of cells, both the concentration and temperature dependence of the viscosity, h, is needed (Toner et al., 1990) . However, in this study, the dependence of viscosity on the concentration of cytoplasm was neglected, and a power law dependence of water viscosity on temperature, T (K), will be applied (η(t) = 0.139((T/225) -1) -1.64 × 10 -3 kg/ms) as described by Toner et al. (1992) and Toner (1993) . The two unknown ice nucleation parameters (Ω SCN and κ SCN ) will be obtained by curve fitting Eq. (3) to the experimentally determined PIF in the rat liver tissue sections at cooling rates ranging from 10 to 50 o C/min. Toner's intracellular ice formation model also describes the formation of intracellular ice by a volume catalyzed nucleation (VCN) mechanism when the surface catalyzed nucleation mode is suppressed by rapid cooling or in cases where cooling proceeds in the absence of extracellular ice (i.e., the intracellular fluids are supercooled to the volume catalyzed nucleation temperature). The two nucleation parameters (Ω VCN and κ VCN ) for volume catalyzed nucleation are similar to those described above for the surface catalyzed nucleation; however, the form of the overall probability function is slightly different (Toner et al., 1990 (Toner et al., , 1992 Toner, 1993) :
Since the volume catalyzed nucleation is assumed to occur spontaneously throughout the volume of the cytosol, the PIF VCN is dependent on the volume of the cell. Since there are currently no experimental techniques to quantify the volume catalyzed nucleation parameters (Ω VCN and κ VCN ) in biological cells, the parameters obtained by Franks et al. (1983) for physiological cell-sized saline droplets, i.e., Ω VCN = 6.0 × 1057 (m 2 ⋅s) -1 and κ VCN = 1.9 × 1012 (K5), are used in this study as was done by other investigators, including Toner et al. (1990 Toner et al. ( , 1992 and Bischof et al. (1997) .
By combining both the surface and volume catalyzed modes of intracellular ice formation as
one obtains a general equation, Eq. (5), which can be used to predict intracellular ice formation for a variety of cooling rates at various subzero temperatures in a population of biological cells (Toner et al., 1990 (Toner et al., , 1992 Toner, 1993) . In summary, the thermodynamic state of the intracellular solution during freezing in the presence of extracellular/vascular ice can be characterized using a set of water transport (L pg and E Lp ) and ice nucleation (Ω SCN and κ SCN and Ω VCN and κ VCN ) parameters.
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Thawing Injury
Many biological systems can survive the thawing process provided the ice formed does not recrystallize. Thus, thawing injury will be minimized using very high (>100 o C/min) thawing rates.
VITRIFICATION OVERVIEW
During traditional cryopreservation techniques, tissues are exposed to large magnitudes of chemical and thermal excursions from "physiological", which can have dramatic affects on both material properties and cell viability (Mazur, 1970) . Large chemical gradients develop during the loading and unloading of cryoprotectants (CPAs). In addition, freezing and thawing leads to large overall temperature (and associated phase) changes which can drastically rearrange cellular and extracellular water/ice and thereby damage the extracellular matrix structure (Bischof, 2000; Neidert et al., 2004) . Since the formation of ice crystals can lead to negative effects on both viability and mechanical properties, current work is aimed at investigating alternatives. One possibility is the use of glass forming sugars such as Trehalose, and/or Sucrose to help the extracellular compartment and matrix to reach a partially or totally vitrified state (i.e., no crystals). It may also be possible to attempt freeze drying (i.e., removal of moisture content in the frozen sample) of the vitrified samples if stabilizing sugars are present. In fact, it may also be possible to dry the tissues (under appropriate conditions) even in the absence of freezing, as evident in various anhydrobiots, e.g., brine shrimp or cyanobacteria (Potts, 1999) . The effect of vitrification and/or freezing-drying on tissue structure and mechanical properties, as well as cell viability, would certainly need to be established and optimized. These preservation technologies of the future could completely revolutionize storage, banking, and transport (and hence use) of tissues.
The primary motivation for investigating the viability of vitrification as an alternative process of banking and storage of tissues is the ability of vitrified samples to maintain structural integrity during and after the freezing process. Several studies show that vitrification leads to a dramatic increase in patency of vascular grafts and human skin over traditional cryopreservation methods Brockbank et al., 2000; Fujita et al., 2000) . Vitrification is the solidification of a liquid into an amorphous or glass-like state. This is different than the traditional cryopreservation process, where crystallization and growth of ice is considered as a natural by-product of the technique (a comparison of cryopreserved and vitrified veins cryosubstituted at -90 o C is shown in Fig. 4) . It is postulated that the liquid to glass transformation (vitrification) is unlikely to have any adverse biological effects as opposed to the liquid to crystal transformation (cryopreservation). Thus, there is the improved post-thaw viability of samples that have been vitrified as opposed to cryopreserved samples.
As was noted by Luyet and his colleagues in the 1950s, vitrification is a matter of allowing insufficient time for the freezing of a sample during cooling to temperatures very far below its nominal freezing point (i.e., the imposition of a very high cooling rate to a very low subzero temperature). For example, the cooling rates required to vitrify pure water is in the order of 106 to 109 o C/min. The simplest way to supress or prevent the crystallization of ice in solutions (i.e., vitrify samples at practicable cooling rates) is the use of chemical compounds (cryoprotectants) in very high concentrations. Figure 5 shows the supplemented phase diagram for a generic chemical compound in water (redrawn from Fahy et al., 1984) . As might be expected, different concentrations of the chemical compound result in different regions of behavior in the phase diagram. In region I, cooling to any temperature below the equilibrium freezing/melting temperature (T m ) results in the formation of ice crystals due to the presence of impurities or heterogeneous nucleating agents. In the absence of impurities, homogeneous nucleation of ice occurs at a well defined temperature (T h ). C. The structure of the frozen sample is noticeably distorted due to the presence of variable sized ice crystals. In marked contrast, the vitrified sample appears to be free of ice with the normal structural features of the tunica intima (I), the tunica media (M), and tunica adventitia (A) clearly discernible. Reproduced from Song et al. (2000) Thus, there is no clear way to supress the formation of ice crystals in region I (with the exception of imposing impracticable high cooling rates) and this region is comparable to traditional cryopreservation processes.
At higher concentrations (region II), cooling rates achievable by quenching of small samples allow the apparent vitrification of the sample (Boutron, 1986; MacFarlane, 1987) . In this region, the sample remains transparent to the eye rather than white and opaque after cooling to a temperature below the glass transition temperature (T g ). Nevertheless, it is likely that ice crystal nuclei will form in such solutions, even if the nuclei are unable to grow to visible size (Fahy, 1988) . Thus, region II is called "doubly unstable" because the ice formed is not only thermodynamically unstable but is also unstable by virtue of T g < T h . There are two disadvantages to using high cooling rates in combination with the concentrations shown in region II. The first is that the required cooling rates are not applicable to large organs or tissues and the second is the manifestation of ice nuclei during the rewarming process along the curve labeled T d . This is the curve for devitrification or the formation of ice from previously vitrified liquid. However, it should be noted, that many biological systems can survive some devitrification provided the ice formed does not recrystallize -thus the use of fast thawing rates. At the high concentration limit of region II, T g ~ T h and the heterogeneous nucleation can be transcended in much the same way as the homogeneous nucleation is transcended in region II. Thus, in region III, the formation of a vitreous state intervenes to make ice crystallization impossible (i.e., both the homogeneous and heterogeneous nucleation of ice are supressed).
The concentrations which is equal to the boundary between region II and III is referred to as CV, i.e., the lowest concentration supporting apparently complete Devireddy
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FIG. 5:
Generic supplemented phase diagram. See text, for discussion. Redrawn from Fahy et al. (1984) vitrification. At CV, T g is achieved without encountering T h . In general, CV ranges from 40 to 60% weight to volume ratio (Fahy, 1988) . The concentrations at which devitrification is longer observed determines the boundary between region III and region IV. Concentrations in region IV would be very stable in terms of ice formation and are ideal for vitrification of samples but produce overwhelming chemical toxicity to living systems. Hence, region III and particularly the lower concentration limit of region III, form the best compromise between potential chemical toxicity and the tendency to devitrify during thawing. Therefore, this region is of great relevance and interest for practical preservation of macroscopic systems, although, systems of sufficiently small size and of sufficiently great resistance to devitrification can survive rapid cooling and thawing in more dilute solutions (Fahy, 1988) .
Vitrification Strategies
To reduce CV several strategies can be adopted, some of which are outlined here: i) Use of high pressures. Hydrostatic pressure is indistinguishable from solutes, in that the relationship between T m and T h is the same for pressure as it is for solutes (Fahy et al., 1984; Fahy, 1988) . But the injurious effects of pressure for biological systems limits the applicablity of high pressures to <1000 atms; which translates in water to a solute concentration of 23% w/w Me 2 SO or 29% w/w of glycerol (Fahy et al., 1984) . Thus, the application of hydrostatic pressure enables the replacement of potentially toxic chemical compound required for vitrification by a nontoxic pressure. This effect is seen in Fig. 2 as the lowering of T h and an elevation of T g , causing CV to occur at a lower concentration; ii) Depression of the liquid to crystal transition temperature (T m ) with the addition of membrane stabilizing sugars like trehalose, sucrose, glucose, raffinose and stachyose Oliver et al., 1998) ; iii) Chemical control of ice crystal growth using natural or synthetic versions of antifreeze proteins, AFPs, described later in this review (Harrison et al., 1987) .
FREEZE-DRYING OVERVIEW
The use of freeze-drying as a method for storage of allograft valves was reported as early as 1953 by Pate and Sawyer (1953) . However, freeze-drying fell into disuse due to the calcification and failure of a majority of implanted valves (Moore et al., 1975) . However, the freeze-drying technique has been widely used in pharmaceutical (Rey, 1992) and food industries (Franks, 1994) , since it provides increased stability or rapid solubility. One of the primary motives for the study of freeze-drying process is that it is the only preservation method which permits the ambient temperature, long-term storage of biological materials (Rey, 1992; Franks, 1994) . Given its light weight and acceptance by regulatory authorities for therapeutic products, dried storage is ideal for long term preservation of artificial tissue scaffolds. Since freeze drying in mammalian systems has only reported reasonable viability after rehydration in one cell system and no tissue systems to date (Kang and Ikada, 1999 et al., 1999) , current researchers are pursuing it mainly from the perspective of scaffold production and storage. The use of freeze-dried scaffolds has the potential to significantly reduce the time necessary for creation of an artificial tissue and is certainly a credible path of investigation as a partial solution to the storage and banking question in tissue engineered products.
FUTURE STRATEGIES -LEARNING FROM NATURE
Insights from Studies on Plants
Many of the basic insights into freezing injury have come from studies with plants (Hughes and Dunn, 1996; Thomashow, 1998 Thomashow, , 1999 Breton et al., 2000; Black and Pritchard, 2002) . For instance, plants of tropical origin are typically killed by the slightest freeze, while plants from temperate and polar environments can survive freezing at high subzero temperatures (Thomashow, 1998 (Thomashow, , 1999 . Moreover, most temperate and polar plants increase in freezing tolerance in response to low nonfreezing temperatures, a process referred to as "cold acclimation" or "cold hardening". Nonacclimated rye plants are killed upon freezing at about -5 o C, but after cold acclimation, can survive freezing down to about -30 o C. Steponkus et al. (1993) report that the membrane systems of the cell are the primary site of freezing injury and that freeze-induced membrane damage results primarily from the severe dehydration associated with freezing. For example, if the freezing temperature is -10 o C, the unfrozen liquid will have an osmolarity in excess of 5 and typically, greater than 90% of the osmotically active water will have moved out of the cell. Although freezing injury is thought to result primarily from membrane lesions caused by cellular dehydration, additional factors may also contribute to freezing-induced cellular damage. There is evidence that freeze-induced production of reactive oxygen species contributes to membrane damage (McKersie and Bowley, 1997) and that extracellular ice can form adhesions with cell walls and membranes and cause cell rupture (Olien and Smith, 1997) . In addition, there is evidence that protein denaturation occurs in plants at low temperature (Guy et al., 1998) , which could potentially result in cellular damage.
Most of what is known about freezing tolerance mechanisms has come from the study of the cold acclimation response. These studies have shown that the key function of cold acclimation is to stabilize membranes against freezing-injury. Multiple mechanisms appear to be involved in this stabilization. The best documented are changes in lipid composition (Hughes and Dunn, 1996; Breton et al., 2000; Black and Pritchard, 2002) . However, the accumulation of "compatible solutes," such as proline and simple sugars which typically occur with cold acclimation, are likely to contribute to the stabilization of membranes as these molecules can protect membranes (as well as proteins) against freeze-induced damage in vitro (Strauss and Hauser, 1986; Anchirdoguy et al., 1987) and in vivo (Nanjo et al., 1999) . There is also emerging evidence that certain cold-inducible hydrophilic novel and LEA (late embryogenesis abundant) polypeptides also participate in the stabilization of membranes against freeze-induced injury (Hughes and Dunn, 1996; Breton et al., 2000; Black and Pritchard, 2002) .
Several groups have identified a family of transcriptional activator proteins, known as CBF1, CBF2 and CBF3 (or DREB1b, DREB1c, and DREB1a, respectively) that control the expression of a battery of cold-responsive genes in Arabidopsis including the COR66, COR15a, COR47, and COR78 (Gilmour et al., 1996; Gilmour et al., 1998; Lin and Thomashow, 1992; Stockinger et al., 1997; Steponkus et al., 1998) . As discussed above, freezing tolerance must include tolerance to severe dehydration stress (Steponkus et al., 1993) . Thus, one might expect that some of the genes that are important for freezing tolerance would also be important in dehydration tolerance. Indeed, many of the COR, LEA, and other cold-responsive genes discovered in plants are also induced upon dehydration stress. Moreover, studies do indicate that the cold-responsive genes impart both freezing and drought (high salinity) tolerance as well [reviewed in (Kasuga et al., 1999) ].
Antifreeze Proteins
Antifreeze proteins (AFPs) that have been identified and best studied are from fish and insects but they have also been described in plants and bacteria. A hallmark characteristic of these proteins is "thermal hysteresis" activity: the proteins decrease the temperature at which ice is formed, but do not affect the melting point of the solution. This effect results from the AFPs binding to the surface of ice nuclei and inhibiting ice crystal growth. In addition, AFPs affect the shape of the ice crystals that form when temperatures drop below the freezing point of the solution and are potent inhibitors of ice recrystallization (they inhibit the coalescing of small ice crystals into large ice crystals). Significantly, AFPs are highly diverse in amino acid sequence and structure (Ewart et al., 1999) .
In fish, there are four classes of AFPs: type I are alanine-rich a-helixes; type II are cystine-rich globular proteins; type III proteins form a compact b-sheet structure; and type IV proteins are thought to form a four-helix bundle. Two AFPs from insects, spruce budworm and mealworm beetle, are rich in threonine and cytosine and have been shown to form b-helixes. In winter, rye plants, six AFPs ranging in molecular mass from 16 to 35 kD, have been shown to accumulate in the extracellular fluids of cold acclimated plants (Ewart et al., 1999) . One of the rye AFPs has been purified and shown to have both endochitinase and antifreeze activity (the protein alters the shape of ice crystals and has a low level of thermal hysteresis activity). In contrast, a purified endochitinase from tobacco, a freezing sensitive plant, was devoid of antifreeze activity.
In addition, the functions of the AFPs appear to differ among organisms. In some cases, the AFPs have a role in frost avoidance. In polar fish living in waters that are about two degrees below freezing, the AFPs, through their thermal hysteresis activity, contribute to keeping the blood serum in the liquid state. However, in organisms that do not avoid freezing, like cold-acclimated rye plants, AFP function is presumably different. In the case of extracellular AFPs, it is possible that the inhibition of ice recrystallization or the effects that AFPs have on ice crystal shape might mitigate against physical damage caused by ice and thereby enhance freezing tolerance. Intracellular AFPs, which do not come into direct contact with ice, might have fundamentally different roles. Indeed, it has been shown that certain AFPs (antifreeze glycoproteins) can inhibit leakage of ions from liposomes during thermotropic phase transitions (Hays et al., 1996; Antikainen and Griffith, 1997) . Thus, some AFPs might have important roles in stabilization of membranes at low and freezing temperatures (Carpenter and Crowe, 1988; Chao et al., 1996) .
CONCLUSIONS
Temperature affects the structure of all large biomolecules, because of which a vast amount of fine tuning of the properties of "molecules of life" has occurred during evolution. The fact that organisms are capable of carrying out highly similar metabolic reactions and information transfers (DNA to RNA to protein) over a wide range of temperature (from -80 o C to over 100 o C) is a testament to the pervasiveness and success of biochemical adaptational processes (Johnston and Bennett, 1996; Hochachka and Somero, 2002; Helmreich, 2002; Black and Pritchard, 2002) . By studying the traits or character states of organisms that are universally conserved in the face of environmental (temperature) challenges, it should be possible to develop a sense of "what really matters" in the design of biological systems in our universe.
