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In system theory a dynamical system is often considered as a set of differential or
difference equations; these equations describe the relations between the system
variables. In this thesis we choose a different approach that has been introduced
by  J.C.  Willems in  [60].  In this approach, the variables that are involved in the
interaction of the system with its environment are called "external variables"; all
external variables are treated on an equal footing, in particular no decomposition
in inputs and outputs is made a priori. The relationships between the external
variables reflect the system laws and give rise to a family of time trajectories.
A dynamical system is then defined in terms of this family of trajectories of the
external variables which is called the "behavior" of the system. Equations that
describe the relations between the external variables constitute a representation
of the system. In this way a distinction is made between "system" and "repre-
sentation" and a natural concept of equivalence turns up: representations are
equivalent if the corresponding behaviors are the same.
There is a simple reason for not making an a priori decomposition in inputs and
outputs: in practice it is often not clear which of the variables should be regarded
as inputs and which as outputs. Examples of this are situations in which the
system is an interconnection of several subsystems.  Such an interconnection
usually induces constraints so that variables that are inputs or outputs in a
subsystem can no longer be labeled as such in the interconnected system. As an
example one might think of a closed-loop system which is an interconnection of
a plant and a controller.  In the closed-loop system outputs (inputs) of the plant
are inputs (outputs) of the controller. Consequently, the status of the variables
in the closed-loop system is not clear (unless certain constraints are imposed
which enables   one to label  them as outputs,   see   [51}). As another example
one might think of the situation in mechanics where two mass-spring systems,
each subject to an external force, are linked by a rigid connection. For both
subsystems the external force acts as an input. However, in the interconnected
system the time trajectories of the external forces are no longer independent so
that these variables can not be labeled as inputs anymore.
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The work described in this thesis builds on research presented in [27]-[33]. The
main part of the thesis is concentrated upon several types of first-order repre-
sentations of linear dynamical systems. Among these are representations that
reflect the above set-up in the sense that no a priori decomposition of the ex-
ternal variable vector w is required in order to write down the representation.
We distinguish two different types of representations with this property: the
representation
aGE = FE (1.1)
w = H<                     (1.2)
and the representation
oKE = LE + Mw. (1.3)
Here a denotes shift/differentiation. The dynamical equation (1.1) of the first
representation is determined by the matrix pencil,G - Fi we will call the repre-
sentation (1.1-1.2) a "pencil (P) representation".  In fact, the P representation
is a more general form of a representation that was introduced in [60] and that
was called a "model with driving variables" in [63, Section 4.7]. The second
representation (1.3) is in some sense dual to the first one; we will call this repre-
sentation a "dual pencil (DP) representation".  This type of representation  has
been considered before  in  Il,  64].
There are also situations in which there is a natural decomposition of w in
inputs and outputs. One might think of a controller as a system with a clear
input-output decomposition: the inputs are the plant variables to be controlled
(or measurements thereof ), the outputs  are the control forces  to be applied  to
the plant. In addition to the above representations we will therefore consider a
representation for which an a priori decomposition of w in inputs u and outputs
y is required. The representation is given as
aEE   =    AE + Bu (1.4)
y   =   CE + Du (1.5)
and has been studied extensively in the literature (see for instance [361 and
references therein);  it is usually called a "descriptor representation", a terminol-
ogy that stems from Luenberger  [381.   In the sequel  we  will  call  (1.4-1.5)  a  "D
representation".
For us there are two kinds of II10tiVatiOnS to consider D representations. First,
there are situations in which the descriptor form arises naturally from certain
laws that underlie the system. The next example is drawn from economics,
see [8,37].
Example 1.1 Consider an economic process that involves n interrelated pro-
duction sectors. The relationships between the levels of production of the sectors
can be described by a so-called Leontieff model:
x(k) = Ax(k) + B(=(k + 1) - =(k)) + d(k). (1.6)
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Here the components of the n-dimensional vector x(k) are the levels of produc-
tion of the sectors at time k. The vector Ax should be interpreted as the capital
that is required as direct input for production of x; a coefficient aij of the "flow
coefEcient matrix" A indicates the amount of product i that is needed to pro-
duce one unit of product j. The vector Bx stands for the capital that is required
to be in stock to be able to produce z in the next time period. A coefficient
bij of the "stock coefficient matrix" B indicates the amount of product i that
has to be in stock to be able to produce one unit of product j in the next time
period. The vector d(k) represents the levels of production that are demanded.
Econometric models of this type, both in discrete time and in continuous time
(see  also  [46]), were considered by Leontieff in  [35].
It often happens that production in one sector doesn't need capital in stock from
all the other sectors. Moreover, in practice there are usually few sectors that
offer capital in stock to other sectors (for instance agriculture does not produce
capital in stock).   As a result  most  of the elements in the stock coefIcient matrix
B are zero and B is often singular. The representation (1.6) can be rewritten in
descriptor form as
Bz(k +1) = (I-A t B)z(k) - d(k)
and is thus an example of how a descriptor form can arise in practical situations
as a natural description of a dynamical system.                                              0
Other examples where the descriptor form arises naturally are related to systems
that are an interconnection of subsystems. The interconnection gives rise to
algebraic constraints on the relevant variables and these can be directly expressed
by means of a D representation. Indeed, in case that the matrix E is singular,
the dynamical equation (1.4) of a D representation consists of a combination of
differential (or difierence) equations and algebraic equations. In this context, the
matrices E and A in the D representation are typically nonsquare. Applications
can be found in for instance the modeling of electrical circuits, as is shown by
the following example.
Example 1.2 Consider two electrical circuits that can be interconnected by
a switch. Both circuits consist of a capacitor which is assumed to be of unit
capacitance. We consider the currents as inputs (ul and u2) and the voltages
as outputs (yl and 92)·  When the switch is not closed a representation of the
system is given by
IiI - [0 1 j[ ]xi         [1  01[141
1 ,21- I 0  1][=21
Vi              1   0 1[ =1 1
Closing the switch imposes the additional constraint
Yl  - 1/2 (1.7)
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With closed switch the system is described by the D representation
1   0-  r . -0 0 - -1 0-r
0  1  1
kil O 0
Ixil' 0 1 L:;1f2 ] X20 0 1 -1 0  0
-        - -         -             -       -
I,21 I, 1 JI.21
Yi         1  0 1  2 1 1
0
If the matrix E is invertible a D representation can of course be rewritten in the
well-known standard state space form:
ax Ax + Bu
y= Cx + Du. (1.8)
However, if the D representation is derived from first principles, as in the above
examples, it displays the system parameters exactly as they appear in the basic
dynamical equations. For numerical reasons it then has advantages to consider
the descriptor form rather than the standard state space form. This holds es-
pecially true if E is a matrix that is ill-conditioned.  In the same way large
scale systems may give rise to D representations with large and sparse matri-
ces. For the analysis of such systems one might want to apply graph-theoretical
techniques and it is then preferable to deal directly with the descriptor form as
in  [431
Our second motivation to consider D representations is that these allow for
the representation of systems in which the inputs and outputs are related by a
nonproper transfer function. This is unlike the situation for standard state space
representations (1.8) which only give rise to proper rational transfer functions.  In
practice there are several situations in which it is common to consider the inputs
and outputs as being related by a nonproper transfer function. We mention the
following example.
Example 1.3 A controller that is often used in industry is the so-called PD
(Proportional-Derivative) controller. A model for this controller is given by
differential equations of the type
F(t) = A-pq(t) + I<dq(t). (1.9)
Here q denotes the plant variables to be controlled, F denotes the control vari-
ables to be applied to the plant and Kp and Kot are constant gain matrices. As
usual, we consider q as the input vector and F as the output vector. Input and
output are then related by the transfer function Kp + sKal which is not proper.
As a result the controller cannot be represented in standard state space form.
However, a D representation is possible: the system is represented by
I ' 0 1 1 4' 1 - I & 9 1 I t 1 + I -'' 12





Other examples of systems with nonproper transfer functions are systems in
which the variables are functions of space rather than of time, in particular n-D
systems,  see for instance [34,47]. These systems are relevant for situations  in  for
instance image processing and seismology. We believe that a good understanding
of the nonproper 1-D case can be useful for research in n-D systems.
The outline of the thesis is as follows.
In Chapter 2 we present some basic concepts and results which are essential to
the development in the remaining chapters.
The first part of Chapter 2 is concerned with algebraic theory for complex-
rational matrices. Results for real-rational matrices are then immediate and will
be used in subsequent chapters. Following Verghese and co-workers [52,57] we
introduce the notion of the "content" (pole/zero excess) of a rational matrix.
So-called "Wiener-Hopf indices" of rational matrices are also introduced in this
part. As pointed out in [52, 57] the notion of "content" is useful in connection
with the results of Forney [14] concerning polynomial bases of rational vector
spaces. We find that the combination of this notion and the "Wiener-Hopf in-
dices" is especially powerful in this context.
The second part of Chapter 2 deals with the geometric theory of matrix pencils.
Most of the results in this part are known but we present a new result in con-
necting the rank of a constant matrix to properties of a related matrix pencil
and related rational vector spaces.
In Chapter 3 dynamical systems are formally defined. We consider both the
discrete-time case T = Z+  and the continuous-time case T = R+; the subse-
quent development allows a unified treatment of these cases.
In the first part of the chapter we introduce a class of representations involving
exclusively external variables. We then define several structural properties in
terms of a representation of this type. This includes the definition of observabil-
ity indices and controllability indices, notions that are classically defined at the
much less general level of standard state space representations. Subsequently,
we define a class of representations in which not all variables have to be external
variables. Particular members of this class are the abovementioned P represen-
tation, DP representation and D representation. Most results in this part of the
chapter originate  from  the  work of Willems  [62,63,64].   We do however present
a new result in deriving a space of rational vectors that is a complete invariant
under the equivalence relation that is induced by the behavioral approach. Ex-
pressions for this space in terms of the types of representations considered before
are given.  Next, we introduce a weaker type of equivalence that proves useful
in formulating duality results. This type of equivalence is actually a more gen-
eral version of the well-known notion of transfer equivalence according to which
systems are equivalent if their transfer functions are the same. It coincides with
equivalence notions  in the  work of Aplevich  [l]-[31 and Grimm  [19].
In the second part of Chapter 3 we investigate the relation between the pencil
form and the descriptor form.
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Central questions of Chapter 4 are concerned with minimality and transforma-
tion groups of the first-order representations mentioned earlier. The abovemen-
tioned result of Chapter 2 on the rank of a constant matrix is put to work in
the first part of the chapter. By this result invariant lower bounds for all items
to be minimized can be derived in a direct way; except for standard state space
representations such a result has not been established before.
In Chapter 5 we study methods for obtaining minimal first-order realizations.
The work of Willems [62] and Fuhrmann [15, 17] is unified in this chapter. The
basic realization is obtained in pencil form; realizations in dual pencil form and
descriptor form are deduced from the basic realization.
Chapter 6 is concerned with the expression of certain structural invariants in
terms of the above types of first-order representations. We derive explicit for-
mulas in terms of the original parameters of representations with an arbitrary
amount of redundancy.  In the first part of the chapter we give expressions for
the observability indices and controllability indices mentioned above. The sec-
ond part deals with questions concerning the input/output status of external
variables. We give characterizations in terms of the various types of first-order
representations. In the same framework we derive expressions for the rank and
pole/zero structure at infinity of the transfer function of an input-output system.
Throughout the chapter an important role is played by the Kronecker invariants
of a matrix pencil.
9
2
Rational matrices and rational vector
spaces
2.1 Algebraic preliminaries
In this section we summarize some basic algebraic definitions and results that
will be needed throughout this thesis. For more details the reader is referred
to  textbooks on matrices over rings  such  as  [441. We assume  that the reader  is
familiar with the notion of a field as a collection of objects that can be added,
subtracted, multiplied and divided with the usual associative, distributive and
commutative rules. The fields of importance in this thesis are the field of real
numbers R, the field of complex numbers C and the field of rational functions
in s with coefficients in C (R), written conventionally as C(s) (R(s)). We also
assume that the reader is familiar with the notion of a commutative ring as a
collection of objects with all the properties of a field except division.  The set
of polynomials in s with coefficients in C (or R) is a commutative ring, written
conventionally as C[s}  (R[s]).
A commutative ring R which has an identity element and no zero divisors is
called an integral domain. The elements in R that have inverses are called units.
A principal ideal domain is a special type of integral domain. It has the conve-
nient property that each element can be written as a finite product of irreducible
elements, i.e. elements that have no nontrivial factors; the factorization is unique
up to order and units. The notions of greatest common divisor (least common
multiple) of a finite set of elements as the greatest (smallest) ring element that
is a divisor (multiple) of all elements of the set is well defined in a principal ideal
domain. Apart from the above factorization property a principal ideal domain
72 also has the so-called Bezout property: there exist a E R and b E R such that
the greatest common divisor d of two nonzero elements f and g can be written
as
d=fa+gb.
An integral domain R is called a euctidean domain if there exists a function
v  :  R \  {0}  -+  Z+ (euctidean function)  with the following properties:
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(a) 1'(fg) 2 v(f) for all nonzero f and g
(b)   for all nonzero  f and g there exist p and r such that  f  = gp + r with either
v(r) < v(g) or r=0 (division with remainder).
Not every principal ideal domain is a euclidean domain; however, a euclidean
domain is always a principal ideal domain. The ring C[s] is a euclidean domain:
the degree function serves as a euclidean function. In the next section we will
see that it is not the only euclidean domain in C(8).
For an integral domain  R  the  set  of n x n-matrices  over 72, denoted  by  Rn x n,
is a ring which has an identity element. The units in R are the matrices fornxn
which the determinant is a unit in R. Such matrices will be called 12-unimodular.
A matrix in 72 713< 771 will be called left (right) 72-unimodular if it has a left (right)
inverse  in  Rm x n
For matrices over a principal ideal domain 72 we have the following theorem that
is proved in for instance I44, Theorem II.9]:
Theorem  2.1 ( Invariant Factor Theorem) Let R be a principal ideal domain
and let T be an n x m-matrix over R. Then T can be factorized as
T -UDV with D = Itt] (2.1)
where U and V are R-unimodular matrices of sizes n x n and m x m respec-
tively; A - diag (di, d2,    ',dr) with di €R and di divides d,+i. Moreover, the
elements d, are unique up to units (i =1, · · · , r).                                                0
The canonical form D in (2.1) is commonly referred to as the Smith form over
R of the matrix T.
The quotient jield of an integral domain 72 is defined by means of the following
equivalence relation on the product R x (72   {0}):
(fi,gl) is equivalent to (f2,92) :4=* f192 - f291 ·
The equivalence class that corresponds  to  the  pair  (f, 9)   6  72  x  (72 \  {0})  is
usually written as the quotient f/g (note however that g need not be a unit in
R). In a trivial way R can be considered as a subring of its quotient field. The
extension of the previous theorem to matrices over quotient fields is immediate.
Theorem 2.2 (Eztended Invariant Factor Theorem) Let F be the quotient field
of a principal ideal domain R and let T be an n x m-matrix over F.  Then T
can be factorized as
T = UDV with D = It gl
where U and V are R-unimodular matrices of sizes n x n a n d m x m respectively;
A= diag (di,dg, ' '  , dr) with di E F and d,+1/di E R. Moreover, the elements
di are unique up to units in 7 2(i=1, · · · ,r) .
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Proof      (cf.   [40,  13])  Let  f  be the least common multiple  of the denominators
of the elements of T.  Then fT is a matrix over R, so that we may apply
Theorem 2.1 leading to fT = UbV. Defining D = D/f we get the desired
factorization.                                                                                                 0
The above two theorems are well-known in linear system theory. In former
times their use was confined to rings of polynomials, see for instance the work
of  McMillan 140], Kalman  [251 and Rosenbrock   [48]. The utility of considering
other rings of rational functions  as  well has first been recognized by Hautus  [20],
Morse   [42] and Verghese  et  al.   [52,   54].    In  the next section  we will introduce
these "other rings" in a rather general setting in which no point in the extended
complex plane is assigned any special role a priori.
2.2 Euclidean domains of rational functions
In the sequel we denote the extended complex plane C U {00}  by C. Through-
out the section we assume that a E C i s arbitrary, unless stated otherwise.
Following Verghese and co-workers [52,57] we have the following definition:
Definition 2.3 Let f (s)   E   C(s) be nonzero. The content  at  a  of  f (s),   de-
noted by co(f), is defined as the pole multiplicity at a of f(s) (where a zero of
multiplicity k is counted as a pole of multiplicity -k).                                 0
For nonzero f(s) and g(s) E ((s) we have the following properties (which show
that the function ca (.) is the negative of a so-called "discrete valuation" on C(s),
see [5]):
Property 2.1   E ca(f) = 0
a €Ce
Property  2.2   ca (fg)  - Ca (f) + Ca (9)
Property 2.3 (0(f +g) S max (c,*(f),c=(9))
A generalization of the Euclidean domain Cls] is provided by the following defi-
nition.
Definition 2.4 Ct (s)= {f(s) E £(s) 1 CM(f) 5 0 for all BEC\{a}}        O
The  set  Ct (s) coincides  with  C[s} ;  for a polynomial f(s) f Ct (s) the value of
coe (f)  equals the degree of f (s). In general Ct (s) is a euclidean domain with the
content at a serving as a euclidean function. The elements of Ct (s) are finite
linear combinations of nonpositive powers  of the function  (s  -  a); the units  in
4 (S) are the constants.
Next we define a different type of euclidean domain in C(s).
Definition 2.5  Q (s)- {f(s) E C(s) 1 Ca(f) 5 0}                                         O
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The set C- (s)  is the ring of proper rational functions; for f(s) 6 (2 (s)  the
value of co© (f)  is the difference between the degrees of the denominator and the
numerator polynomials of f(s). In general CS (s) is a euclidean domain with the
negative of the content at a serving as a euclidean function (see for instance the
proof of Theorem 2.1.4 in [58]). The units in (Ca (s)  are the elements f(s) for
which ca (f) = 0 or, equivalently, for which f (a) 0 0. Note that we have
C,t(s) = {f(s) € C(s) I f(s) C (C-(s) for all d e c\ {a}} (2.2)
The field C(8)  is, by definition, the quotient field of Ct (s);  from this it follows
immediately that  ((s)  is the quotient field of Ct (s)  for  all a  E C< .   It  can  be
easily shown that ((s) is also the quotient field of Ca (s) for all a € C which is
a property that we will make use of in the next section.
2.3 Pole/zero structure of a rational matrix
Throughout the section we assume a €C t o b e arbitrary. We first take R =
CS (s) in Theorem 2.2 to obtain a canonical form for complex-rational matrices
(analogous results for real-rational matrices are then obvious). Note that an
element d,+1(s)/d,(s) c C(s) belongs to CS (s) if and only if ca(d,) 2 Ca(d,+1).
Theorem 2.6 Every matrix T(s)  E C xm (s)  of rank  r  can be factorized  as
[ a(s) 01T(s) = U(s)D(s)V(s) with D(s) =
L o 01
(2.3)
where U(s) and V(s)  are CS (s)-unimodular matrices of sizes n x n and m x
m respectively; 8(s) = diag (di(s).(12(s),···,dr(s)) with co(di) 2 ca(di+1)·
Moreover, the rational functions  di (s) are unique  up to units  in  C  (s)   (i   =
1,···,r).
In accordance with [57] we will call the canonical form D(s) in (2.3) the Smith-
McMittan form at a of T(s). The integers ca(di)'...,co(dr) will becalled the
orders of the poles at a  of T(s) (poles of order -k are also called zeros of order




The pole multiplicity  at a  of T(s), denoted  by  bs (T), is defined  as
bg(T):=     E    co(d,).
{i I c„(d,)>0}
The zero muttiplicity  at a  of T(s), denoted  by  64 (T), is defined  as
64(T) := -    E    ce(di).
{i I c„(d,)<0}
Note  that, by definition,  ca (T)  =  g (T) - 6&(T). We conclude our list of defini-
tions with the following definition, which stems  from  [52,57]:
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Definition 2.7 Let T(s) be a matrix over C(s). The content of T(s), denoted
by c(T), is defined as
c(T) = E Ca (T).
a€Ce
The total pole multiplicity of T(s), denoted by N'(T), is defined as
F(T) = z g(T)
aECe
The  total zero multiplicity of T(s), denoted  by  6* (T), is defined  as
8*(T) = E OA(T).
a€Ce
0
Note that 6;'(T) coincides with the well-known McMillan degree of T(s), as it
was introduced by McMillan in [40].
The following lemma will be very useful in the sequel.
Lemma 2.8 Let T(s) € Cnxm (s) bea matrix of rank r.  Let nl ,   . ,n r  be the
orders of the poles at a of T(s). Define, for k f Z,
pk  := 11 i € <1, · · · ,r} 1  ni  2 k}
and
Sk :- U{i E {1, ···,r} I n i s k}.
Then
pk = dim {g(a) I g(s) E Ca (s) and g(s) = (s - a)kT(s)f(s)
for some f(s) E cs (s)} (2.4)
and
Sk = dim {f(a) I f(s) € Ci (s) and
(s - a)kT(s)f(s) E Ca (s)} - dim ker T(s). (2.5)
Proof    (cf. [45]) The right-hand sides of both (2.4) and (2.5) are invariant under
left and right multiplication by Ca (s)-unimodular matrices:  this can be easily
verified by noting that a matrix U(8) is Ca (s)-unimodular if and only if U(a)
is invertible. We may therefore assume that T(s) is in the form D(s) in (2.3)
(Smith-McMillan form at a) and then (2.4) and (2.5) follow immediately.     0
In the next lemma (see [52,57]) the pole structure of a matrix T is expressed in
terms of its nonzero minors; here a j-minor of T is defined as the determinant
of a j x j-submatrix of T. The expression turns out to be a useful tool in the
sequel.
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Lemma 2.9 ([521) Let T(s) e ex„*(s) be a matrix of rank r 21. Let ni 2
n,  2. . .  2  nr be the orders of the poles at a of T(s). Then we have, for
1<j<r,
J
En,=max{co(f) 1 f(s) is a nonzero j-minor of T(s)}. (2.6)
i=1
Proof We first prove that the right-hand side of (2.6) is invariant under left
multiplication of T(s)  by (CS (s)-unimodular matrices.   For  this, let T2(8) =
Tl (8)T(s) where Ti(s) is a g x n-matrix over Ca (s). Let j€{l,···, r} and
define
Mi.- max {cc, (p) I p(s )  is a nonzero j-minor of Ti (s)}
and
M2 := max {ca(q) I q(s) is a nonzero j-minor of T,(s)}.
Denoting the right-hand side of (2.6) by M we conclude from Property 2.2 and
the Binet-Cauchy formula (see for instance [44, Chapter II.12]) that
M26 Mit M SM
where  the last inequality holds because  of the  fact  that  Ti (s)  is a matrix  over
(CS (s). In case that Ti (s) is Ca- (s)-unimodular we may also write
T(s) = Ti--1(8)T2(s)
and we conclude  from  the same argument  that  M  S  M2. This yields  M  =  M 
so that the right-hand side of (2.6) is indeed invariant under left multiplica-
tion of T(s) by CS (8)-unimodular matrices. By a similar argument it is also
invariant under right multiplication of T(s) by CS (s)-unimodular matrices. We
may therefore assume that T(s) is in Smith-McMillan form at a and then (2.6)
follows immediately.                                                                 0
The content of a scalar rational function is always zero (Property 2.1). In the
matrix case we have a different situation:
Lemma 2.10 ( 52, 57]) Let T(s) € Cx™(s). Then
C(T)   20
with equality if and only if T(s) is nonsingular.
Proof Denote the rank of T(s) by r. Let f(s) be an r-minor of T(s).  By
Lemma 2.9 we have that
c(T)  =   E  ca (T)  2   Z  co (f)  = 0. (2.7)
a€Ce aEC'
If T(s) is nonsingular then f (s) = det T(s) is the only r-minor of T(s).  As a
result Co (T) = co (f) for all a E C so that eqiiality holds in (2.7).              0
The following lemma is the analog of Property 2.2.
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Lemma 2.11 Let T(s)€ex™(s) beamatrix ofrank r. Let T(s) be factorized
as
T(s) = TiCS)1'2(8)
where Ti (s)  E  Oxr (s)  has full column rank and T2(3) E cxm(s) has full row
rank.  Then for all a E C
Co (T)  =  Ca (Ti)  + Co (T2) ·
In particular we have that
c(T) = c(Ti) + C(1'2)·
Proof  (cf. [52, 57]) It follows from the proof of Lemma 2.9 that 4(T) S
ca (Ti) + Ca (T2 )·  We will now prove that also ca(T) 2 ca(Tl) + Co(T2) from
which the desired result follows.    Let  fl (s)  be a nonzero r-minor  of  Ti (s)  for
which the content at a is maximal and let & (s)  be a nonzero r-minor  of 1'2 (8)
for which the content at a is maximal. Because of the rank assumptions the
Binet-Cauchy formula implies that f(s) - A (s).f2(3)  is a nonzero r-minor  of
T(s) so that co(Ti) + Ca(T2)=ca(fi) + Ca(f2)=ca(f) S Ca(T).                  0
We are now able to characterize Co (s)-unimodularity and Ct (s)-unimodularity
in a concise way. The following lemmas present well-known results and can be
easily deduced from Lemma 2.9 and (2.2).
Lemma 2.12 Let T(s)   be a matrix  over  Ca (s)  of  rank  r.    Then  ca (T)   5   0
with equality if and only if T(a) has rank r. In particular, T(s) is left (right)
C  (s)-unimodular if and only if T(a) has full column (row) rank.                   0
Lemma 2.13 Let T(s)  be a matrix over Ct (s)  of rank r.   Let B  E  C \ {a}.
Then 93 (T)  5  0 with equality  if and  only if T(B) has rank r. In particular, T(s)
is left (right) Ct (s)-unimodular if and only if T(B) has full column (row) rank
for all # €C\ {a}.                                                                           0
In system theory one often deals with matrices T(s) that are factorized as T(s) =
D-1 (s)N(s) or as T(s) = N(s)D-1(s).  In the next theorem properties of T(s)
are related to properties of the factors D(s) and N(s). We first present a lemma.
Lemma 2.14 Let T(s) C exm(S).
T T l
86 (T) =Ca([Inxn T])  =  Ca (1                       1 ) .L Imxm J
In particular we have that
61' CT)  =  c(\I,nxn TB ='C[   T ]). (2.8)
L Imxm J
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Proof Denote the rank of T(s) by r. It is not difficult to see that
{f(s) 1 f(s) isanonzero n-minor of [Inxn   T]}=
r
= {l} U U{g(s) 19(s) is a nonzero i-minor of T(s)}.
i=1
Taking the maximum content  at  a  on both sides yields  ca ( [In x n       T]) = OK(T)
(use Lemma 2.9). It is proven in a completely similar way that
Ca (   . T      )= g (T)
L imxm J
and (2.8) follows immediately.                                                         0
A proof of the second equality in (2.8) is essentially present in I14} where the
n-minors  of  [Inxn      T} are brought  into 1-1 correspondence  with the m-minors
of the matrix
L I."mI
However, a direct connection with P'(T) is not established in the paper.
The results in the next two theorems are not new; they are essentially proven
in  [23, 55]; nevertheless,  we give proofs in order to demonstrate  that the results
can be obtained from the previous lemma in an elegant way.
Theorem 2.15 Let T(s) e Cx„,(s) be given as T(s) = D-1(s)N(s), where
D(s) E Cxn(s) and N(s) c C X m (s). Then
BP(T) = c([D N]). (2.9)
Moreover, the following implications hold:
(i)  [D(s)  N(s)] is right (Ca (s)-unimodular  4  6 (T) = -ca (det D)
(ii)  [D(s)  N(s)] is right Ct (s)-unimodular  -      E     6 (T) = c„(det D).
tj€C•\{o}
Proof Statement (2.9) follows from
6PCT)=c([I D-lN])=c(D)+c([I D-lN])=c(ID Nl)
Here the first equality holds because of the above lemma whereas the second
and third equality hold because of Lemma 2.10 and Lemma 2.11 respectively.
To prove (i) we proceed similarly and use the first statement of the previous
lemma; we get
bp(T) -4([I D-lN])=co([D N})-co(D)=-co(D)
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where the last equality holds since  ca (ID      N] ) =0  when  ID(s)      N(s)1 is right
CS (s)-unimodular (Lemma 2.12). Because of the nonsingularity of D we have
ca (D)  =  ca (det D) (Lemma 2.9)  so  that (i) follows. Statement (ii) essentially
follows from (i): because of (2.2) we have that 85(T) = -ct,(D) for all B E
C \ {a}. Since D is nonsingular Lemma 2.10 yields that
I   ct,(D) = -ca(D)
B€C'\{O}
so that (ii) follows.                                                                   0
The next theorem considers factorizations of the type T(s) = N(s)D-1(s). The
proof of the theorem is completely analogous to the proof of the previous theo-
rern.
Theorem 2.16 Let T(s) C Cxm(s) be given as T(s) = N(s)D- 1 (s), where
D(s) € Cmxm(s) and N(s) e Enxm(s). Then
INl
6'(T)-c([   D   j ) ' (2.10)
Moreover, the following implications hold:
(i) 1




L DZsL  1  is left
C t (s)-unimodular  = E 85(T) = Ca(det D).
FEC"\{a}
0
2.4 Wiener-Hopf structure of a rational matrix
In contrast with previous sections we make a particular choice of o in this section:
we consider a = 00. The material could in fact be presented at a more general
level (see Remark 2.26 below), but we prefer to avoid unnecessary abstractness.
We will use the notation C[81 instead of Ct (s) and the notation (Coo (s) instead
of C- (s). Results in this section are given in terms of complex-rational matrices;
analogous results for real-rational matrices are obvious.
Let us consider a matrix T(s)  E Cxm (s) of full row rank. The following example
illustrates that orders of poles at 00 do not necessarily coincide with row contents
at 00.
Example 2.17 Consider the matrix T(s) given by
1'(s) =  1  82  8 1O  8  0].
Then
r 3 2  0  0 1
T(s) = U(s)D(s)V(s) with 1)(s) =L O   1  0 1
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and
[ 1 01 8-2 1 s-1
 -
U(s) = 1  -1  -1 ] 1 V(S)
= s-1  0   1
Ls          1 0 0
-                   -
Both U(s) and V(s) are Coe (s)-unimodular so that T(s)  has two poles at 00 of
orders 2 and 0 respectively. The orders of the poles at oo do not coincide with
the row contents at 00 which are 2 and  1.                                                                         0
There are however situations where the orders of the poles at oo do coincide
with the row contents at 00. Indeed, it follows from the theorem on the Smith-
McMillan form at oo (Theorem 2.6) that there exists a Coo (s)-unimodular matrix
U_ (S) such that the orders of the poles at 00 of U_ (S)T(S) coincide with the row
contents at oo of U_ (s)T(s).  In fact, the matrix U_ (s)T(s) has a special property
that is called "row reduced", a terminology which stems   from    52,57].     The
importance of row reducedness for polynomial matrices was recognized earlier in
the work of Wolovich [66}who termed such matrices "row proper". The precise
definition is as follows:
Definition 2.18 Let T(s) E c x„,(s)  have  full  row rank.   Denote  the j-th  row
of T(s) by tj(s) and let Bj = coe(tj) for j=1, · · · ,n.  Let T(s) be defined as
T(s) = diag (s-B:...,s-B")T(s).
Then T(s) is row reduced if T(s) is right Coe (s)-unimodular, i.e. T(00) has full
row rank.                                                                             0
In the above we saw that T(s) can be brought in row reduced form by left mul-
tiplication  by  a Coe (s)-unimodular matrix  U_ (s).   The next theorem  from  [661
shows that this can also be accomplished by left multiplication by a C[s]-uni-
modular matrix U+(S).
Theorem 2.19 Every matrix  T(s)  €C'x„ ' (s)  of rank  r  can be factorized  as
[ a(s)  O1
T(s) = U+(s)D(s)U_(s) with D(s) -     0    0  
(2.11)
where U+ (s)  is a C[s]-unimodular matrix  of size  n  x  n  and  U_(s)  is  a  Coo (s)-
unimodular matrix  of size  m  x  m;  A(s)  =  diag  (s"l ' . . . , 8 '. )  with  xi  2  1€2  2
2 Ar.  Moreover, the integers K, are unique (i =1, · · · , r).
Proof Applying Theorem 2.2 for R = C[s] we conclude that a ([s}-unimodular
matrix V+ (s)  can be found such that V+(s)T(s)  has the form
I f<.) 1
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where  T(s)  has  full  row rank. Applying  the same theorem  for  R  =  Coo (8)
we  conclude  that  a Coo (s)-unimodular matrix  V_ (s)  can be found  such  that
T(s)V_(8)  has  the  form   [T(s) 01 where  T(s) is nonsingular.    It is therefore
sufficient to prove the theorem for the case that T(s) is invertible and we may
then  proceed  as  in the proof of Theorem  2.5.7  in [661. Denoting  the  j-th  row
of T(s) bytj(s) wedefine the integers Bj = co© (tj) for j - 1,···,r. Permuting
rows if necessary we may assume that Mi 2 / 2 2 ··· 2 54· Clearly
r
B := EMi 2 coo(T) = co©(det T). (2.12)
i=1
Next define
T(s):= diag (s-t* , . , , , 8-B")T(8).
Clearly T(s)  is a matrix over Coo (8); if T(00) is invertible then T(s)  is Coe (s)-
unimodular (Lemma 2.12) and we have a factorization of the desired type.  So
let us assume that T(00) is not invertible.  Let rj be a row of T(00) that is
dependent on its successor rows:
T
rj = E air'.
i=j +1
Define a constant invertible matrix V a s the r x r identity matrix except for
the j-th row which is defined as [0···-1   aj+1···ar]· Then the j-th row of
VT(00) equals zero so that the content at a of the j-th row of Vt(s) is negative,
while the other rows equal those of T(s). Define
V(S) := diag (spi'...,sK-)Vdiag (s-xi'...,s-B.).
Then V(s) is a polynomial matrix that has a constant determinant and is there-
fore C[s]-unimodular. We then have
V(8)T(s) = diag (s'*1 ' . . . , s'*-)VT(s)
and it can be easily checked that the sum of the row contents at co of V(S)T(S)
is less than B. The process may now be continued for V(s)T(s) and must come
to an end because of (2.12) (note that coe(VT) = coe(T)). It remains to prove
the uniqueness of the indices Kj (j =1,···,r).We shall do this by relating the
Kj'S to another  set of integers  that  are, by definition, uniquely determined  by
T(s). Define, for k € Z.4
vk(T) := dim {f(00) I f(s) € Coo (8) and s-kT(s)/(s) c C[s]}. (2.13)
The set in the right-hand side of (2.13) is clearly invariant under left multipli-
cation of T(s) by C[s]-unimodular matrices and also under right multiplication
by Coe (8)-unimodular matrices. Therefore the integers vk (T)   (k  e Z) can be
computed from the form D(s) in (2.11), leading to
vk(T) = U{j   Kj 2 k} + dim  ker T(s). (2.14)
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As a result t/k - Uk+1 = n{j I xj = k}. This shows that the Kj's can be expressed
in  terms  of the unique  t/k 'S Therefore  the  Kj 'S   (j   =1, · · · ,r)  must  also  be
unique.                                                                                                  0
We will call the canonical form D(s) in (2.11) the left Wiener-Hopf form of T(s);
note that this terminology differs from the terminology in [16} where (2.11) is
called a "right Wiener-Hopf factorization at infinity". The integers  xi,       ,A r
will be called the left Wiener-Hopf indices of T(s). The left Wiener-Hopf order
of T(s), denoted by xt(T), is defined as
K/(T):= I Ki
2-1
Remark 2.20 In the proof of Theorem 2.19 the uniqueness of the integers Kj
can  also be derived in another way. Instead of relating  the  Kj'S  to the integers
1/k (T)  we can relate them to integers Bk(T) that are defined as follows (interpret
C[sl   as a vector space  over  C):
Kik(T) := dim {g(s) E CIs] 1 9(s) = s-kT(s)f(s) for some f(s) E Co©(s)}
It is easily checked (see the proof of the previous theorem) that
Bk=         I       {K j-k + l} . (2.15)
 1 1 4 2kl
As a result
Bk - Bk+1 - 11{j 1 Kj 2 k}
so that
11{j | Kj = k}   =   (Mk - pktl  - (pktl - Fk+2 
-     Uk + Mk+2 -2/Lk+1·
Note that it follows from (2.15) that
Bl (T) = K£(T).
From this it can be easily deduced that
Kt(T) = dim {g(s) e C[s] 1 g(s) = T(s)f(s) for some f(s) E 8-1£00(s)}.
This is a fact that will be needed in Chapter 5.                                     0
Example 2.21 Let us once more consider the matrix T(s) of Example 2.17.
We may write T(s) as T(s) = U+(s)D(s)U_(s) with
Dcs)=Is  0  0 10  S  0]
and
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-8-1 0 -1[ -1  8 1
U+(s)  =  L    o       1   ]'       U_ (s) =            0          1       01 0 0
-                   -
The matrix U+(s) is C[s]-unimodular whereas U_ (S) is Coe (s) -unimodular. As
a result, the two left Wiener-Hopf indices of T(s) are both equal to 1.            0
Example 2.17 and Example 2.21 show that left Wiener-Hopf indices do not
necessarily coincide with orders of poles at 00. In the examples they do however
sum up to the same value. This phenomenon is explained by the next lemma
which is in some respect more general than Corollary 6.4 in [29] that is concerned
with nonsingular rational matrices.
Lemma 2.22 Let T(s)  E C'xm (s) bea matrix of full row rank.  Then
Ki(T) = coo(T). (2.16)
Moreover, the left Wiener-Hopf indices of T(s) coincide with the orders of the
poles at oo of T(s) if T(s) is row reduced.  In that case they are equal to the row
contents at 00 of T(s).
Proof Factorize T(s) as in Theorem 2.19 as
T(s) = U+(s)D(s)U_(s) with D(s) = [a(s) 01
where D(s) is the left Wiener-Hopf form of T(s). Let V_ (s) be the right Coe (s)-
unimodular matrix that consists of the first n rows of U_ (s). Then
T(s) = U+(s)A(s)V_(s)
According to Lemma 2.11 we have that c-(T) = c*(U+) + cw(a) + cw(v_).
By  definition we  have  that  coe (A) = KE(T) whereas coo(U+) = coe(det U+) = 0
because of the Cls]-unimodularity of U+(s). By Lemma 2.12 coe(V_) = 0 so
that (2.16) follows. Let us now assume that T(s) is row reduced and let us
denote the row contents at 00 of T(s) by Fi (i =1, · · · ,n) . Let f(s) be defined
as in Definition 2.18. Then
T(s) = diag (s'*1 ' . . . , sp")T(s)
is not only a factorization in left Wiener-Hopf form (2.11) but also a factorization
in Smith-McMillan form at 00 (2.3). This implies the other statements in the
lemma.                                                                                                                     0
For a matrix T(s) f exm(s) we get the right Wiener-Hopffonn by interchang-
ing + and - in Theorem 2.19; the right Wiener-Hopf indices of T(s) and the
right Wiener-Hopf order of T(s), denoted by Ar (T), are defined in the obvious
way.
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Theorem 2.23 Every matrix T(s) 6 exm (s)  of rank r can be factorized as
r a(s)  01
T(s) = U_(s)D(s)U+(s) with D(s) = [   0    0]
where  U_ (s)  is  a Coe (s)-unimodular matrix of size n  x  n  and  U+ (s)  is  a C[si-
unimodular matrix of size m x m; &(s) = diag (sm'...,sN") with x1 2 x2 2
... 2 Ar.  Moreover, the integers Ki are unique (i =1, · · · , r).
Proof Apply Theorem 2.19 to the matrix TT(s).
The following definition is the dual version of Definition 2.18.
Definition 2.24 Let T(s)  € exm (s)  have full column rank. Denote the j-th
column of T(s) by tj (s) and let pj = coo(tj) for j = 1,···,m. Let T(s) be
definedas
T(s) = T(s)diag (s-Fi ' . . . , s-B".).
Then T(s)  is  column reduced if T(a)  is left Coe (s)-unimodular,  i.e.  T(00)  has
full column rank.                                                                              0
Note that both right and left Wiener-Hopf indices are nonnegative when the ma-
trix is polynomial. The reason for this is that a polynomial matrix can be made
column (row) reduced by multiplication by a polynomial matrix (Theorem 2.19
and Theorem 2.23).
The next lemma is the analog of Lemma 2.22; its proof is completely analogous
and will therefore be deleted.
Lemma 2.25 Let T(s) f C'*m (s) be a matrix of full column rank.  Then
xr(T) = coe (T). (2.17)
Moreover, the right Wiener-Hopf indices of T(s) coincide with the orders of the
poles at 00 of T(s) if T(s) is column reduced.  In that case they are equal to the
column contents at 00 of T(s).                                                                  0
Remark 2.26 The Wiener-Hopf factorization can be defined more generally
with respect to a nonempty subset r of C for which C \ r is also nonempty.
More precisely, there exist an analog of Theorem 2.19 (and of Theorem 2.23)
according to which a rational matrix T(s) of rank r can be factorized in the
form (2.11) where U+ (s)  is  now  a <* (s)-unimodular matrix whereas  U_ (s)  is  a
CF (s)-unimodular matrix.  Here Cr (s) denotes the euclidean domain of rational
functions that have no poles in r; Citi (s) denotes the domain of rational functions
that have no poles in C \ P. The matrix a(s) in the factorization is given
by 8(s) = diag (X'*1(s),···,XK.(s)) where X(s) is a rational function that has
exactly one pole in P and one zero in C \17. Apart from the case F = {00} of
this subsection we might also consider the following cases:
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(i) r= {s€C l  18121}
(ii) r = {s€C l  Re 3 2 0}
Case (i) corresponds to a factorization with respect to what is called a "standard
contour" in operator theory. The generalized version of Lemma 2.22 yields
that the Wiener-Hopf order with respect to F of a rational matrix T(s) equals
the number of poles of T(s) in r minus the number of zeros of T(s) in F.
Consequently, the order equals the "winding number" of the determinant of
T(s) if T(s) is nonsingular  (and  has no poles or zeros  on the contour).   It  may
come as no surprise that the Wiener-Hopf factorization originated from the field
of operator theory. A standard reference  on the subject  is  [9].                                         0
2.5 Minimal basis of a rational vector space
In the previous sections we were concerned with structural properties of rational
matrices.  In this section we shall explore the structure of rational vector spaces.
As before we use the notation Cls] for the ring of polynomials and the notation
Coo (s) for the ring of proper rational functions; again results are formulated over
C but can be reformulated over R in the obvious way. Recall that the content
at  infinity coo (p)  of a polynomial vector p(s)  E  C Is] is defined as the maximum
degree of the components of p(s).
The following definition repeats the concept of a "minimal polynomial basis" as
given by Forney  in  [14}; the terminology stems  from  [521.   In the definition below
"Col(91,92,' ',  r  M denotes a matrix with columns  9 1,9 2,         ,g r o
Deanition  2.27  Let  X be an r-dimensional subspace of C (s).
Let {91,92,      ,gr} be a basis for X with gi € C [s] for i -1, · · ·, r  and coe (91)  2
c-(92)  2  · · ·  2 coo(gr)· Define T(s)  e Cnxr(s)  by T(s)  :=  col(91, 92,      igr)·
Then  {91,92, * 0 ,g r}i s called a minimal  polynomial  basis  for  X if T(s) is left
CIs]-unimodular and column reduced.
For m 0 0 the minimal indices of X, denoted by v,(X) (i =1, · · · ,r) , are defined
as
1/i (X) = Coe (gi)·
The minimal order of X, denoted by 1/(A), is defined as
T
p(X) = E vicX).
i=1
For r=0 the value of P(.r) is defined to be zero.                                  O
Note that v(C (s))  =  0  since  the set  of unit vectors  is a minimal polynomial
basis for C (s).
It is not difficult to see that, for a given subspace X, there always exists a minimal
polynomial basis. The reason for this is that any matrix Ti (s)  E C'xr (s) of full
column rank can be factorized as
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Ti(s) = T(s)T2(s) (2.18)
where T(s) is left C[s]-unimodular and column reduced and T2(S) is nonsingular.
This  follows from Theorem 2.2  (take 72 = C[s]) and Theorem  2.23.   The  vi's  are
well-defined because of the fact that left C[s]-unimodular matrices T(s) and T(s)
for which im T(s) =  im T(s) are necessarily related via T(s) = T(s)F(s) where
F(s) is a C[s]-unimodular matrix.  As a result, the right Wiener-Hopf indices
of T(s) and T(s) are the same; if both T(s) and T(s) are column reduced this
implies that the column degrees of the matrices coincide (Lemma 2.25).   The next
lemma clarifies the relation between Wiener-Hopf indices/ content of a rational
matrix and minimal indices of related rational vector spaces.  Part of the results
in the lemma can be found in [52, 571.
Lemma 2.28 Let T(s) f (nxm (s).Then
c(T) = 1/( im T(s)) + v( ker T(s)). (2.19)
Moreover, if T(8) is a polynomial matrix then the following statements hold:
(i)  v( im T(s)) 5 Kr(T) with equality if T(s) is left C[8]-unimodular; in that
case the right Wiener-Hopf indices of T(s) coincide with the minimal
indices of im T(s)
(ii)  1,( ker T(s)) 6 Kt(T) with equality if T(s) is right C[s]-unimodular; in
that case the left Wiener-Hopf indices of T(s) coincide with the minimal
indices of im TT(s).
Proof Let us first assume that T(s) is left Cls}-unimodular. According to
Theorem 2.23 there exists a CIs]-unimodular matrix U+(S) such that T(s)U+(s)
is column reduced. The columns of T(s)U+(s) are then a minimal polynomial
basis for im T(s); the minimal indices of im T(s) are the column degrees of
T(s)U+(s) which clearly coincide with the right Wiener-Hopf indices of T(s).  In
particular we then have
1/( im T(s)) = Kr(T) = co©(T) = c(T) (2.20)
where the last two equalities hold because of Lemma 2.25 and Lemma 2.13 re-
spectively. This proves the last two statements in (i) as well as the last statement
in (ii). Let us next assume that T(s) is a rational matrix of full column rank.
Factorize T(s) as in Theorem 2.6 as
[ 8(s) 1T(s) = U(s)D(s)V(s) with
D(s) - [   0   1
where D(s) is the Smith-McMillan form at x of T(s). Let Ui (s) be the left
C[s}-unimodular matrix that consists of the first m columns of U(S). Then
T(s) = Ul(s)A(s)V(s)
so that C(T) = C(Ul) + C(a) + C(V)=c(Ul) (use Lemnia 2.11 and Leninia 2.10)
It follows from (2.20) that c(Ul) = i/( im Ul(S))· Since im T(s)  =   im Ul (s)  we
have
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c(T) = 1/( im T(s)) (2.21)
and this implies that (2.19) holds for matrices of full column rank.
Let us next assume that T(s) has full row rank. Factorize T(s) as T(s) =
Tl(s) [Inxn T2(8)] where Ti(s) is nonsingular. Setting fi : -m-n w e then
have that
ker T(s) = im    T2(s)  ]-Inxfi
and
c(T)  = c(Tl)  + c([ X Ti T2(s)]) = c([
xn    1'2(s)]) = c(    1. (s)    )-1AXA J
(use Lemma 2.11, Lemma 2.10 and Lemma 2.14). Using the above proven fact
that (2.21) holds for matrices of full column rank we conclude that
c(T) = c( I 7,1 1, -.(I 11 - 1,( ker T(s)) (2.22)T2(s)  1.-Ii xn 1'
and this implies that (2.19) holds for matrices of full row rank.  But then (2.19)
also holds for general matrices T(s) since we may factorize T(s) as T(s) =
Tl (S)7'2(s) where  Ti (s)  has full column  rank and T2(s) has full row rank. It
follows from Lemma 2.11 and the above that
C(T) = C(Tl) + C(T2) - v( im Ti(s)) + v( ker T2(s)).
Since im T(s) = im Ti (s) and ker T(s) = ker T2(s) this implies (2.19).
Let us now assume that T(s) is a polynomial matrix and let us denote the rank
of T(s) by r. Factorize T(s) as in Theorem 2.19 as
[ a(s)  01
T(s) = U+(s)D(s)U_(s) with D(s) -     0    0  
where D(s) is the left Wiener-Hopf form of T(s). Let V+(s) be the left C[s}-
unimodular matrix that consists of the first r columns of U+(s). Let V_(s) be
the right Coo (s)-unimodular matrix that consists of the first r rows of U_(S).
Then
T(s) = V+(s)LJ(s)V_(s).
According to Lemma  2.11  we  have  that  coe (T) = Coo(V+) + Co©(A) + Coo(V_).
By definition coo(A) = At(T) whereas co©(V_) = Oby Lemma 2.12. Since
im  V+ (s)  =    im T(s) we conclude  from  (2.20)  that  1,( im T(s)) = coo(V+) =
Coe(T) - K (T). Using (2.19) we get
v( ker T(s))   =   c(T) - v( im T(s))
-  C(T) - (Coe(T) - Ke(T))
=   KL(T) + E CB(T)
B€C
5 Ki(T)
Clearly, equality holds if T(s) is right C[s]-unimodular (Lemma 2.13) and this
proves (ii). The inequality in (i) is proven in a completely similar way.         0
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2.6 Preliminary results for matrix pencils
In this section we consider matrices of the form sE - A where E and A are
constant real-valued matrices of size m x n. A polynomial matrix of this form
is generally called a "matrix pencil". The terminology originates from geometry
where a one-parameter family of curves is referred to as a "pencil" of curves.  We
interpret E and A as linear mappings from X to Z where X = Rn  and Z = Rm.
In the sequel the space of rational X-valued functions in s is denoted by X(s);
the notation X-(s) is used for the space of proper rational X-valued functions.
Writing the Laurent expansion of an element f(s) E X(s) as
f(s) = f-,81 + f-,+132-1 + . . . +f o + fis-1 + f23-2 + . . . ,
we  define the projection 7r 1. X(s) -+ R by
71'1  : f (s) »+ fi. (2.23)
Let us introduce the following iteration
Vo = X,   Vm+1 = A-lEV™ (2.24)
where by standard notation  A-1 V  :=  {T  I  AT e V} Clearly
V DV1 DV21···
and a limit space V* is reached in finitely many steps. The space V* is the
largest subspace V C X for which AV C EV.
Lemma 2.29  Let E, A:X Z be linear mappings. Let V* be the limit space
of the iteration (2.24).  Then x E V* if and only if there exists x(s) € 8-1 X00(S)
such that
71'ix(s)- I and (sE - A)z(s) = Ex.
Proof     (cf.  [21])  The  "if"  part is proven as follows. Writing the Laurent expan-
sion of z(s) as
/(S) = Ils-1 + I28-2 + .
we  have  that  .rl  =  z  and  Ex,+ 1  =  Azi  for  all  i  21.   We  conclude  that  z  E  Vk
for  allk  2  0  so  that  x  E  V*. To prove  the  "only  if"  part  let us choose bases  in
X and Z such that E is given as
E-1, 010 0]
Accordingly, we write
A=   1    i,        4,2    ]21 · 2 J
Let x c V* be written accordingly as
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xi                                                           (2.25),-1.21
and let Vi*  := 71-xl V* where 7rxl denotes projection onto X1 along X2.  Then Vi*
is the largest subspace Vi c Xi for which
[:" Vicvix{O}+imIA,21.L A21 A22 ]
It is easily checked that there exists a linear mapping F : X1 -+ X  such that
not only
(All + A12F)11* C 1/1* and (A21 + A22F)11* =  0 (2.26)
but also Fxl = x2 (use (2.25)). Defining 2,1(s) = (sI - All - Al2F)-iIi and
Z2(3) = Fzl(s) we have that
I sI-Al" - 45 III :;1:1 1-11'1 - Es
which proves the lemma.                                                            0
Remark 2.30  Because of the fact that V* is a subspace for which AV* c EV*
we also have
I € V* 4 3=(s) C 3-1Xo©(8) such that (sE - A)x(s) = Ax.
0
Theorem 2.31 ([22]) Let E,A:X Z be linear mappings. Let V* be the
limit space of the iteration (2.24).  Then V* = {0} if and only if the matrix
sE - A has full column rank for all s € C.
Proof To prove the "if" part let us assume that sE - A has full column rank
for  all  s  E  C  and  that  x  €  V-. Then there exists a polynomial matrix  L(s)
such that L(s)(sE - A) = I (Lemma 2.13).  By the previous lemma there
exists z(s) E 3-1Xo©(s) with 7rl=(s) = z such that (sE - A)x(s) = Ex. Then
I(s) = L(s)Ez is polynomial so that necessarily x(s) = 0, and in particular
x  -  0.   Conversely,  let us assume  that  V*  =  {0}.   Let  so  f  C be arbitrary  and
let z€X b e such that (soE - A)= =0. Define
1
*(S) := -I.8-80
Then 2(s) E s-lci (s), ?r12(8) = z and
(sE - A)2(s)   =   (sE - A)5(s) - (soE - A)2(s)
=   (s - so)E2(s)
= Ez.
Let us now define x(s) as the element of s-1 X00(S) that is obtained by projecting
all coefficients of  (s) on their real parts. Clearly Al#s)=zand  (sE -A)z(s) =
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Ex so that it follows from the previous lemma that IE V* which implies that
x - 0. We conclude that soE - A has full column rank.                          O
The iteration (2.24) is related to a number of characteristics of the pencil sE - A.
It has been shown in [6, Theorem 2] and [4, Theorem 4] that
dim (V* n ker E) = dim ker (sE - A). (2.27)
We will give a different proof of this result in Theorem 6.30 where we show as
well that the subspaces Vk n ker E determine the zero structure at infinity of
sE - A.
Decomposing X as X = Xi e X2 with Xi = V* and decomposing Z as Z =
Zl 6 Z2 with Zi = EV' we may write sE - A as (note that AV* c EV* )
1 #Ell - All    SE,2 - Al,  ]
(2.28)
22 22  
It follows from Theorem 2.31 that sE22 - A22 has full column rank for all s E C
whereas, by construction,  Ell  is a matrix  of full  row  rank.   In  fact, it follows
from the Kronecker canonical form (see for instance [18, Chapter XII-41) that
bases in X and Z can be found such that with respect to these bases the matrix
sE-Ais given in the form (2.28) with E12 - 0 and A12 = 0· In the Kronecker
canonical form the submatrix sE11 - All has the form diag {(sE, - Ai)}i where
the nonzero blocks (sE, - A,) (which may have different sizes) can be of
1   0 0- -Mi 1  0
Type I:    E, =    0  1 0 , Ai-      0    Eli 1 Fi E C
0 0 1 0 0 xi
-             -          -                 -
and/or of
Type H:     E, = 1  1   0   0 1,4, =1 0   1   0 10 0 1]
The submatrix sE22 - A22 comprises blocks of
-            -          -            -
0 1 0 1 0 0
Type III:    E, =    0  0 1 , A2 -  0 1 0
0 0 0 0 0 1
-            -                       -
and/or of
-                  -
1 0 0  0
Type IV:    E, =   0 1 'A i=      1    0
0 0 0  1
-                   -        -
Blocks of type I completely determine the jinite Zero structure of sE - A: a
zero at Bi E C o f order k 2 1 gives rise to a block of type I o f size k x k l i n
the terminology of Kronecker k is the degree of a "finite elementary divisor" of
sE - A. Blocks of type III completely determine the infinite Zero structure of
sE - At a zero at 00 of order k 2 1 gives rise to a block of type III of size
(k + 1) x (k + 1); in tlie terminology of Kronecker k + 1 is the degree of an
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"infinite elementary divisor" of sE - A.
Blocks of type II are not present if the matrix sE- A has full column rank. Blocks
of this type correspond to the nonzero minimal indices (see Definition 2.27) of
the rational vector space ker (sE - A): a minimal index with value k 2 1 gives
rise to a block of type II of size k x (k + 1). The indices are commonly referred to
as the right Kronecker indices of sE - A. In an analogous way blocks of type IV
correspond to the nonzero minimal indices of the left null space of sE - A, i.e.
to the nonzero minimal indices of ker (sE - A)T. These indices are commonly
referred to as the left Kronecker indices of sE - A. In Theorem 6.2 we will
relate both the left and right Kronecker indices to certain subspace recursions
involving E and A.
Remark 2.32 The right Kronecker indices of matrix pencils of the form
[sI - A B] coincide with the "controllability indices" related to the pair (A, B)
as classically defined in [66,67]. A proof of this fact is given in [48, Theorem
3.1.11 under the extra condition that the matrix [sI - A   B] has full row rank
for all s € C This condition is however inessential in the present context. By
duality, the left Kronecker indices of matrix pencils of the form
I "c-A 1
coincide with the classically defined "observability indices".                                 0
Next, we define a different type of iteration that plays a dual role as compared
to the iteration (2.24). The iteration is defined by
To-{0},   Tm+1 - E-1 ATm. (2.29)
Clearly
7-*}ct cT2C···
and a limit space T* is reached in finitely many steps. The space T* is the
smallest subspace V C Z with V D E-1AV. The following theorem is the
analog of Theorem 2.31.
Theorem 2.33  Let  E, A  :  X  =  Z be linear mappings.   Let  T*  be the limit
space  of the iteration  (2.29).  Then  AT*  =  Z  if and  only  if sE -  A has  full  row
rank for all SEC.
Proof    Note that sE -A has full row rank for all s€C i f and only if sET-AT
has full column rank for all s € C. Let us now introduce the following iteration
in Z:
SO - {0},   Sm+1 - AE-ism. (2.30)
Clearly, AT/e = Sk for k 2 0. Using some elementary results from linear algebra
we conclude from Theorem 2.31  that sET -A T has full column rank for all s  E  C
if and only if S* = Z which is of course equivalent to AT* = Z.                     0
It will be shown in Theorem 6.30 that
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dim (AT* +  im E) = rank (sE - A)
and that the subspaces ATk + im E determine the zero structure at infinity of
sE - A (note the duality with (2.27)).
We conclude this section with a number of lemmas that are corollaries of earlier
results and will be needed in subsequent chapters. The first lemma presents a
well-known result  (see for instance  [22]).
Lemma 2.34 Let A and C b e constant matrices of sizes n x n and p x n re-
spectively. Then the following statements are equivalent:
F BI-Al
(i)       C      has
full column rank for all s E C
(ii) ((sI- A)-1x =0 4  I=O.
Proof   Let V* be the limit space of the iteration (2.24) applied to the pencil
I "c-A 1
According to Theorem 2.31 statement (i) is equivalent to
V* = {0}. (2.31)
On the other hand, writing the equation C(sI - A)-ix =Oas
IsI-Al [Il
1    C    ] ('I- A)-ix= 10   x
we conclude from Lemma 2.29 that statement (ii) is also equivalent to (2.31). 0
Lemma 2.35  Let E,A:X-Z and C:X Y be linear mappings. Let V*
and S- be limit spaces of iteration (2.24) applied to the pencils sE - A and
F  'Ec-4  1
respectively:
VO = X v™+1  = A- 1 EV™
SO= X S™+1 - A-l ES™ n ker C.
Let S* be the limit space of the iteration
30 =  V*         Sm+1  = A- 1 ESm n   ker C.
Then  S*  = S*.
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Proof It follows from the definitions that Sk c Sk c Vk for all k 2 0. This
implies that
3* C S* (2.32)
and  S*  c  V*.  From the last inclusion it follows that
S* = A-lES* n ker C C A-lEV* n ker C = 91.
By induction we conclude that S* c Sk for all k 2 0 s o that
s*  c  3:
Together with (2.32) this gives the desired result.                                  0
The next two lemmas generalize Theorem 10 and Theorem 8 in [41 respectively.
Lemma 2.36  Let E, A  : X Z be linear mappings and let T* be the limit
space of (2.29). Then the following statements are equivalent:
(i) A-1[ im E] n ker E = {0}
(ii)   sE - A  has full column rank and  66 (sE - A)  = 0.
Moreover, if one of the above statements hold then T* =  ker E.
Proof  Let us first assume that (i) holds and prove that T* =  ker E.  By
definition T2 = E- lATi   =  E-l A[  ker  E]  and  this is easily  seen  to be equal
to  ker E. By induction it follows that Tk =  ker E for all k E Z+ so that
T* =  ker E. Next, we prove that (ii) holds. For any f(s) E x00(8) with
Laurent expansion
f(s) = fo + fls-1 +...
we have that  (sE - A)f(s) = (Efo)s+Efl -Afo+· · ·. Clearly (sE- A)f(S) = 0
implies that fi € A-1[ im E] n ker E = {0} for all i f Z+. This proves that
sE - A has full column rank. Next, if (sE - A)f(s) is strictly proper then f(s)
itself has to be strictly proper since in that case fo E A-1[ im E]n ker E = {0}.
It now follows from Lemma 2.8 that,  in the terminology of the lemma,  s- 1  =  0,
i.e.  612 (sE - A)  = 0. This proves that (i) implies (ii).  Let us next assume that
(ii) holds. Let fo € A-1 [ im E]n ker E; let fl be such that Efl = Afo. Defining
f(s) =fo + As-1 we have that f(s) E X00(s) and (sE - A)f(s) = (-Afi)8-1.
Now Lemma 2.8 implies that either fo = 0 which ends the proof or Afl = 0.  If
Afl =Oit follows from the fact that sE - A has full column rank that f(S) = 0
and in particular that fo = 0. We conclude that (i) holds.                          O
By the duality argument of the proof of Theorem 2.33 the following lemma is
immediate from the previous one.
Lemma 2.37 Let E, A:X Z be linear mappings and let V* be the limit
space of (2.24). Then the following statements are equivalent:
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(i) A[ ker E] +i m E=Z
(ii) sE - A has full row rank and bz©(sE - A) = 0.
Moreover, if one of the above statements hold then EV* =  im E.                 0
Lemma 2.38 Let E and A be constant matrices. Then
rank E = 6ptsE - A)
Proof  For all f(s)  E  Xce (s) the vector 3-2(sE -  A)f(s) is strictly proper.   It
therefore follows from Lemma 2.8 that sE - A does not have poles at 00 of order
22, Again using Lemma 2.8  we  then  have  that  g© (sE - A) is given  by
dim {9(00) 19(s) E Zo©(s),g(s) = (sE - A)f(s) for some f(s) E 3-1Xo©(s)}
which is easily seen to be identical to rank E. Since 65(sE-A) =0 for all B E C
it follows that
66©(sE - A) = 61'(sE - A)
and this proves the lemma.                                                             0
The next lemma will be very useful for proving minimality results in Chapter 4;
the lemma connects the rank of a constant matrix E to properties of the matrix
sE - A and related rational vector spaces.
Lemma 2.39 Let E and A be constant matrices. Then
rank E = bz(sE - A) + v( ker (sE - A)) + 1,( im (sE - A)).
Proof According to the previous lemma we have that rank E = BP(sE - A)
which is by definition equal to c(sE - A) + bz(sE - A). Applying Lemma 2.28
yields the desired result.                                                                                                                                                                  0
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Representations of linear time-invariant
systenns
As already mentioned in Chapter 1 we adopt the approach in 160]-[64] in which
a fundamental distinction is made between dynamical systems and their mathe-
matical representations. In the next section we repeat the formal definition of a
dynamical system as given by Willems  [621. In subsequent sections we consider
various types of representations of dynamical systems. Polynomial matrices will
play a fundamental role throughout the chapter. In fact, the study of behaviors
in this thesis relies essentially on a module structure. Details are provided by
the next section  that is tutorial and partly  in the spirit  of [7, Chapter  51;  we  do
not pretend the results to be new.
3.1 Dynamical systems
Definition 3.1 A dynamical system E is defined as a triple E := (T, W,B),
where T C R i s the time set, W is the space of external variables, and B i s a
subset of WT called the behavior of the system.
In this thesis  we  take  W  =  Rq.   We are aiming  at a unified treatment  of the
discrete-time case and the continuous-time case; we will consider the case T =
Z+ and the case T = R+  = (0,00) (results are also valid for T = R).  We will
formulate our results in terms of a linear mapping a from a linear space Dc RT
to itself; we will assume that B c Dq. In the case T = Z.+ we simply take
D = RZ+  and the mapping a is defined as "shift":
0((Wo, Wl,W2, · · · , ) ) : - (Wl, W2, ' * , 




and we require D to be a subspace of R + that is closed under differentiation,
we will specify  D  in a moment.    When we associate a mapping  of  the  form
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PO+plat...+ Pkok  (p,  E  R)  to the polynomial po + plst ... + Pksk  e  RIs]  then
the operations of addition and multiplication are carried over in a nice way. For
the case D = Rz+ we have the following properties:
Property 3.1 p(a)z =0 for all x e D ** p(s) =0
Property 3.2  p(s) 960, zi E D => there exists x2 e D with p(a)%2 = Xl
Property 3.3 p(s) 0 0 4  dim ker p(a) = deg p(s).
These properties are essential for the development below.  For a unified treatment
of the discrete-time case and the continuous-time case we should make sure that,
in continuous time, we choose D such that the above properties hold. In this
thesis we simply  take   D   =C°° (R+, R), the space of real-valued functions   on
R+ that can be differentiated arbitrarily often. It follows from the theory of
differential equations (see for instance [68, Chapter 4]) that Property 3.1- 3.3
hold for this choice. However, other choices for D are also possible, see the
discussion  in [64, Section XI.2]  and [7, Section 5.11.
As a corollary of Property 3.3 we have the following lemma:
Lemma 3.2 Let p(s) 6 R[s] and m(s) E R[s]. Then
ker p(a) c  ker m(a) (3.2)
if and only if there exists a polynomial a(s) E R[s] such that
m(s) = a(s)p(s).
Proof  The "if" part follows from the fact that multiplication of polynomials
carries over to composition of operators. To prove the "only if" part let us
assume that (3.2) holds.  Let g(s) be the greatest common divisor of p(s) and
m(s). Then there exist ni (s) E  R[s]  and n2(s)  E R[s}  such that p(s) = nl(S)g(S)
and m(s) = n2(s)g(s). It follows that
ker g(c) c  ker p(a).
On the other hand, since R[s]  has the B6zout property, there exist xi (8)  6 R[31
and 1,2(s)  f  Rls}  such  that  g(s)  =  xi (s)P(s) + I2(s)m(s).   It now follows  from
the inclusion (3.2) that
ker p(a) C  ker g(a)
so that we conclude that ker p(o) =  ker g(a) Because of Property 3.3 deg
p(s) = deg g(s) so that nl (s) has to be a nonzero constant c ER.  The lemma is
now proven by taking a(s) = 7 2(S) C.                                                 0
In the matrix case a differential operator P(a) taking Dq to D9 will be as-
sociated to a polynomial matrix P(s)  €   Rgxq [s]. The above three properties
translate into the following three lemmas:
Lemma 3.3 Let P(s) E Rgx  IM be such that P(a)z = 0 for all x e 139. Then
P(S) = 0.
3.1.  Dynamical systems                                                                               35
Proof Follows immediately from Property 3.1.                                   0
Lemma 3.4 Let P(s) E Rgxq [s]  have  full  row  rank  and  let  =1   C  Dg.    Then
there exists K2 E Dq such that
P((T)22 - X1. (3.3)
Proof Let P(s) be factorized as in Theorem 2.1:
P(s) = U(s)D(s)V(s)
where D(s) = [a(s)  0] is the Smith form of P(s) over RIs), U(s) and V(s)
are R[s]-unimodular matrices of sizes g x g and q x q respectively, and 8(s) =
diag (di (s), d2(s),···,dr(s)) with d,(s) c R[s].  Note that D(s) has the above
form because of the fact that P(s) has full row rank. Let zi E 1,9. Define
 1   :=  U-1 (0)zl·   It  follows  from  Property  3.2 that there exists   2   e  Dq  such
that D(a)22 =  1· Defining
K, = v-,Ca) It]
we have that P(0)K2 - U(a)D(O)22 - U(O) 1 = X1·                             0
Lemma 3.5 Let P(s) E Rqxq [s] be nonsingular.  Then
dim ker P(a) = deg det P(s) (3.4)
Proof Let P(s) be factorized as in Theorem 2.1:
P(s) = U(s)D(s)V(s)
where D(s) =diag (di(s), 012(s),···,dq(s)) with d,(s) € Rls} isthe Smith form
of P(s) over R[s] and both U(s) and V(s) are R[sJ-unimodular matrices of size





0 : ker P(a)  -   ker D(a)
XH V(a)%
has an inverse  0-1   given  by
0-1 : ker D(a)  -4   ker P(0)
T + v-1(a)=.
As a result 0 is bijective so that we have
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q                          q
dim ker P(a) = dim ker D(a)= E dim  ker d,(a)= E deg d,(s)
1-1 i=1
where the last equality follows from Property 3.3.                                  0
Corollary 3.6 Let P(S) E Rg x q [s]  have full column  rank  for  all  seC  and  let
x  e  Dq.   Then
P(a)= =0 4 Z=0.
Proof From Theorem 2.1 it follows that we can find an R[s}-unimodular matrix
U(s) of size g x g such that
,   [ Pl(s) 1
U(S)P(S) - L   0   1
where Pl(s) E Rqxq[s] is a polynomial matrix of full rank.  Then Pl (s) has
full rank  for  all s  E  C so  that  det  Pl (s)  is a nonzero constant. Because  of the
previous lemma we  then  have  dim  ker  Pl (a)  = 0 from which the desired result
follows.                                                                                                                                0
The following lemma is the matrix equivalent of Lemma 3.2.
Lemma 3.7 Let PCS) € Rg x   [sj and M(s) 6 Rk x q Is].   Then
ker P(a) C ker M(a) (3.5)
if and only if there exists a polynomial matrix A(s) E Rk x g [s]  such  that
M(s) = A(s)P(s).
Proof   The "if" part follows as in the proof of Lemma 3.2. To prove the "only
if" part let us assume that (3.5) holds. Denote the rank of P(s) by r. Let P(s)
be  factorized  as in Theorem  2.1:
P(s) = U(s)D(s)V(s) with D(s) =   a(s)  0 10 ]
where D(s) is the Smith form of P(s) over R[s] and both U(s) and V(s) are
RIs}-unimodular matrices.  For an arbitrary row m(s) of M(s) we define the
polynomial row vector th(s) := m(s)V-1(s). It is easily verified that (3.5)
implies that
ker D(a) C ker #1(0).
From this it follows that 191,(s) =0 for i =r t l, · · · ,q and that ker di(a) C
ker lh,(0)  for i=1, · · · ,r According to Lemma 3.2 there exist  8, (s)   E  R[s]
such that m,(s)= a,(s)d,(s) for i-1,···, r. Defining
a(S) = [81(S) ... ar(S)   0   01 U-1(s)
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we have
m(s) = ,i:(s)V(s)
[ Li(s)  O1
[81(s) ... arCS)   0   01 L   0    0 1
V(S)
[ Lj(s)  01
acs)U(s) L  0   0 1 V(s)
a(s)P(s).
By repeating the above for each row of M(s) the desired result is obtained.  0
3.2  AR representations
In this thesis we restrict ourselves to the class of dynamical systems that is
specified in the following definition.
Definition 3.8 The set £9 is defined as the set of dynamical systems E =
(T, W, B)  (where W = R9) for which the behavior B is the solution set of equa-
tions of the form:
R(a)w = 0 (w E Dq C WT). (3.6)
Here R(s) is a polynomial matrix with coefficients in R and a denotes either shift
(T = Z+)  or differentiation  (T =  R+);  the set Dq denotes the set of functions
to which elements of B should belong, see the remarks on page 33.              0
Following the terminology of [62] we call the set of equations (3.6) an AR rep-
resentation (AlttoRegressive representation) of B.  It is easily verified that the
behavior B of a system E E (q is a linear subspace of WT and that the following
holds for all T € T:
w(.) E B =* w(. + T)€ B (3.7)
(the  system  E  is then called time-invariant).   Note  that  in  the  case  T  =  Z+   the
implication (3.7) is equivalent to GB C B, i.e. 0-invariance of B. For this case
it has been shown in [621 that B is the behavior of a system in £9 if and only if
B  is  a linear, 0-invariant and closed subspace of Wz+. In continuous  time the
issue of characterizing subspaces of D9 that are kernels of polynomial differential
operators is still partly an open problem, see the discussion in [64, XI-2].
The following question arises: what is the relation between polynomial matrices
that represent the same behavior? The answer is essentially given by Lemma 3.7:
the matrices are related via left multiplication by polynomial matrices. When
the matrices that one starts with are of full row rank the result can be formulated
in  a concise manner  (see  the next theorem).   Note that  we may restrict ourselves
to matrices of full row rank because of the fact that for any polynomial matrix
R(s) we can find a matrix R(s) of full row rank such that R(s) represents the
same behavior: from Theorem 2.1 it follows that we can find an R[8]-unimodular
matrix U(S) such that
38                                                          3.   Representations of linear time-invariant systems
[ A(s) 1
U(s)R(s) =L   0   1
where R(s) has full row rank.
Theorem  3.9   (cf. 162, Section  41   and   [501)  Let  E   =   (T, W, B)   €   Cq   with  B
given by the AR representation
R(a)w = 0.
Let f: = (T, W, B) c (q with B given by the AR representation
RM)w= 0.
Assume that both R(s) E R xq[s} and 12(s) e R+xq[s] have full row rank. Then
B=B i f and only if r=f and there exists an R[s}-unimodular matrix U(s) E
Rrxr [s] such that R(s) = U(s)R(s).
Proof The "if" part is immediate from Lemma 3.7. In order to prove the
"only if" part let us assume that B = B. According to Lemma 3.7 there exist
1-olynomial matrices U(s) and F(s) of sizes f x r and r x f respectively, with
R(s) = U(s)R(s) and R(s) = F(s)R(s). As a result (I- F(s)U(s))R(s) = 0 and
it follows from the assumption that R(s) has full row rank that F(s)U(s) = I.
In an analogous way we also have that U(s)F(s) =I.W e conclude that r=f
and that U(S) is REs]-unimodular.                                                     0
We now introduce a second parameter A since we shall need to work with two
parameters (A and s) in Chapter 5. In the sequel we will use the notation
that was introduced in Section 2.6: the space of rational W-valued functions in
the parameter A is denoted by M/(A); the space of proper functions in W(A) is
denoted  by  M/X (A),the mapping 7rl is defined as in (2.23) whereas 7r_ denotes
the projection of W(A) onto A-lwoo(A), effected by "deleting the polynomial
part".
Definition 3.10  Let E = (T, W, B) c (q and let
R((T)w = 0
be an AR representation of B. The Rational Behavioral space (RB space) of I
is defined as
Wo = {w(A) E A-lwx(A) 1 R(A)w(A) is polynomial }.
We also define, for k 2 1,
14/k = {w(A) E A-11,1/-(A) 1 A-kR(A)w(A) is polynomial }
and
W. = {w(A) E A-1 Wo©(A) 1 WCA) c )/VA· for all k e Z+ }
The Driving Variable space (DV space) of E is defined as
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11''O  = 71-1 VV*.
The Rational Controllable space (RC space) of E is defined as
C = {w(A) C M/(A) 1 R(A)w(A) -0} (= ker R(A)). (3.8)
0
Because of Lemma  3.7 the spaces  Wk  (k  E  Z+)  are well-defined: polynomial
matrices that represent the same behavior are related by left multiplication by
polynomial matrices and therefore determine  the  same  Wk. It follows immedi-
ately from the definition that
W o D W i D· · ·
and that this sequence has W. as its limit space; it is reached in finitely many
steps.  In the same way Wo is the limit space of the sequence
WOO D W10 D· · ·
where Ii'T C W is defined, for k 2 0, by
1'1/2 := 7rl k· (3.9)
Obviously we have
W* = {w(A) E A-lwoo(A) I w(A) € C}
and
C = {w(A) € W(A) 13N E Z+ such that A-Nw(A) € W.}.
Both 1/V* and C do not depend on the particular choice of R(s). Note that
dim R(A))44 = dim RW  = dim R(A)C =q- rank R(s).
The last equality shows that polynomial matrices that represent the same be-
havior have the same rank.
Observability indices and controllability indices are classically introduced (cf.
[66,67])  at the level of standard state space representations
az   =   Ax + Bu
y   =   CK + Du.
The observability indices are then defined as integer invariants related to the
pair  (A, C) whereas the controllability indices are defined as integer invariants
related to the pair (A, B). In this thesis we take another approach by introducing
these indices at the more general level of AR representations. In this way the
indices more genuinely reflect properties of a dynamical system.  It will be shown
in Section 6.1 and Section 6.2 that the indices coincide with the classical notions
when the system is represented in state space form.
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Definition 3.11  Let E = (T, i'F, B) E (4 and let
R(a)w = 0
be an AR representation of B. The observability indices of E are defined as the
left Wiener-Hopf indices  of R(s). The order of E, denoted by ord(E), is defined
as the sum of the observability indices of E. The controttability indices of E are
defined as the minimal indices of the RC space C of E. The controllability order
of E, denoted by C-ord(E), is defined as the sum of the controllability indices of
E.                                                                                                                  0
In the terminology of [62] our observability indices constitute a "shortest lag
structure" for E. They do not depend on the particular choice of the matrix
R(s) since it follows from the proof of Theorem 2.19 (equation (2.14)) that the
left Wiener-Hopf indices xi , '0   , F i r of R(s) satisfy
U{j 1'9 2 k+1} = dim Wki - dim WD (3.10)
(1+T defined by (3.9)). Note that ord(E) coincides with Kf(R), the left Wiener-
Hopf order of R(s) while C-ord(E) equals the minimal order 1,(C) of the RC
space C. It follows from Lemma 2.28 that
C-ord(E) 5 ord(E) (3.11)
with equality if R(s) has full row rank for all s € C.  In that case the observability
indices of I coincide with the minimal indices of the rational vector space im
RT(8) (Lemma 2.28).
The next theorem is important since it shows that Wo, the RB space of E,
is a complete invariant for the equivalence relation on representations that is
induced by the behavioral approach. In fact, our terminology "Rational Behav-
ioral space" (Definition 3.10) is based upon this. The theorem provides a very
useful tool for proving the equivalence of representations.
Theorem 3.12  Let E  = (T. W, B) and s  :=  (T, Mi B) be dynamical systems
in £9. Then
B=B
if and only if the RB spaces of E and E are the same.
Proof  The "only if" part is inimediate from the fact that the RB space of a
dynamical system is well-defined.
To prove the "if" part, let us assume that the RB spaces of E and f; are the
same. Then it follows that the RC spaces of E and E are also the same. The
reason for this is that the RC space C can be written in terms of tlie RB space
Wo as follows:
C: = {w(A) € lit'(A) 1 3 N E Z+ such that A-ku,(A) c W o for all k 2 N}.
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Let us now assume that R(s) E Rr'(9 and R(s) € 72rxqare polynomial matrices
of full row rank representing B and B respectively (they have the same rank
since ker R(s) =  ker R(s)).  Let R(s) = U(s) [A(s)   0] B(s) be factorized as
in Theorem 2.19: U(s) is an R[s]-unimodular matrix of size r x r, B(s) is an
4 (s)-unimodular matrix of size q x q and  [A(s)     0]  is the left Wiener-Hopf
form of R(s). We then have
A(s)  = diag  (s#'1, . . . , sx")
where Al 2 K 2 2· · ·2 E r are the left Wiener-Hopf indices of R(s).  Of course
we have
R(s)8-1 (s)   I     0        =0                                         (3.12)L  (q-r)x(q-r) 1
and
r 8-1 (s) 1
R(s)B-'(s) L    0    1=
U(s) (3.13)
Because of the fact that the RC spaces of E and E are the same, so that ker
R(s) = ker R(s), it follows from (3.12) that also
R(s)B-1(s)   I
0 1= O. (3.14)
L  (q-r) x (q-r) 1
Furthermore, it follows from (3.13) that the matrix
f A-1/.1 1
R(s)7r_(B-1 (s)   - 0\-,  )
is polynomial. Since the RB spaces of E and E coincide we conclude that
r 8-1(s) 1
R(s)B-1(3) L    0, 1
(3.15)
is a polynomial matrix, say M(s). Equations (3.14) and (3.15) together imply
that
[ 8-48)      0
R(s)B-1(s) [   0 1 1  = IM(s)    01(q-r)*(q-r) ]
so that
12(s) = M(s) [21(s)   01 B(s). (3.16)
Next we define the polynomial matrix F(s) by F(s) := M(s)U-1(s); we then
conclude from (3.16) that
R(s) = F(s)U(s) IA(s)   0] B(s)
= F(s)R(s).
As a consequence ker R(o)  c    ker  R(o).In a similar  way  it  can be proven  that
ker  R(0)  C   ker  R(a).  We  conclude  that ker R(a) =  ker R(a), i.e. B = B.    0
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3.3 ARMA representations
In many situations it is convenient to work with representations that contain
other variables besides the external variables. When representations are directly
written down from first principles such as laws of physics, these variables (here
called internal variables) arise naturally. mathematically simple representations
of systems such as first-order representations. In this section we consider repre-
sentations with internal variables in their full generality: we deal with so-called
ARMA (AutoRegressive Moving Average) representations as defined  in  [63,64}.
In section 3.4 we will consider the special case of first-order representations.
Definition 3.13 Let E = (T, W, B) be a dynamical system and let Z = Rn.
Let P(s) c Rgxgis] and Q(s) c Rgxn[s]. The set of equations
P(a)w = Q(a)< (w E Dq c WT, 4 € Dn C ZT) (3.17)
is an ARMA representation of B if
B  =  Trw Bf  .
Here  Bf  is the behavior  of the system  If  =  (T, W  x  Z, Br)  E  £9+n  that  is
represented by (3.17) and the projection *w : WT x ZT _+ WT is given by
7Tw (w, 4)  =  w;  the  set 171+n denotes  the  set of functions to which elements  of
Bf should belong, see the remarks on page 33.                                   0
The next lemma follows immediately from Lemma 3.4.
Lemma 3.14  Let E = (T, W, B) with B given by the ARMA representation
[ Pl(a) l w= [ 011(0)   Q12(a) 1[ 41 1
[ P,((7) 1     L Q21((T)    0   1 L 4 2]
where Q12(s) has full row rank. Then B is also represented by the ARMA
representation
P2(0)W = Q21 (0)4.
0
Since an AR representation is a special case of an ARMA representation the
class /9 is contained in the class of dynamical systems whose behavior can be
represented in ARMA form. The following lemma gives a procedure for rewriting
ARMA  represeli, «tions  in  AR  form and therefore shows  that  the two classes
coincide.
Lemma 3.15  Let E = (T, W. B) with B given by the ARMA representation
P(O)to = 0(0)<.
Let U2(s) be a right R[s]-unimodular matrix for which
ker U2(s) = im Q(s).
Then an AR representation of B is given by
L 2(a)P((7)10 = 0.
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Proof    Let  Ui (s)  be a polynomial matrix such that
U(S) = 1[ ul (s) 1
l U2(s) ]
is R[s]-unimodular. Then
[ Ul(S) 1 r T(s) 1
[ u,(,) ]Qc') = [   O   ]
where T(s) is a polynomial matrix of full row rank. Clearly, an ARMA repre-
sentation of B is given by
I ul (a) 1 pca)w = I
Ul (a)  1
1 Q(a)4
U2(a) (T2(aj ]
which can also be written as
I u.(.)P(.) 1 w
= [ T(a) 1
U2(a)P(a) ] [ o ]<
The statement now follows immediately from the previous lemma.                0
In the next lemma we express the rational spaces Wk  (k € 74), 14/*  and C that
were introduced in the previous section in terms of the matrices of an ARMA
representation.
Lemma 3.16  Let E = (T, W, B) E £9 and let
P(o)w = Q(a)<
be an ARMA representation of B.  Then we have, for all k € Z+,
(i)  14'k - {w(A) € A-1Woo(A) 1 34(A) E Z(A) such that A-kp(A)w(A) -
Q(A)<(A) is polynomial}
(ii)  W. = {w(A) E A-1Woo(A) 1 P(A)w(A) € im Q(A)}
(iii)  C = {w(A) E W(X) 1 P(A)w(A) C im Q(A)}.
Proof Let U2(s) be as in Lemma 3.15 and let R(s) = U2(s)P(s). According
to Lemma 3.15 the behavior B is given by the AR representation
R(o)w = 0.
To prove (i),let w(A) E A-1Woo(A) and ((A) € Z(A) be such that A-kP(A)w(A)-
Q(A)<(A) is polynomial. Then
A-':U2(A)P(A)W(A) - U2(A)Q(A)<(A) = A-kU2(A)P(A)w(A)
is also polynomial and this proves that w(A) E Wk (Definition 3.10).
Conversely, let w(A) E Wk so that w(A) E A-1Woo(A) and A-':U2(A)P(A)w(A) is
polynomial, say p(A). Let L(A) be the polynomial right inverse of U2(A). Then
A-kU2(A)P(A)W(A) = U2(A)L(X)p(A). As a result A-kp(A)w(A) - L(X)p(A) 6
ker U2(A) so there exists ((A) € Z(A) such that A-kP(A)w(A) - L(A)p(A) =
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Q(A)((A). Then A-kP(A)w(A) - Q(A)<(A) is polynomial and we conclude that
(i) holds. Statements (ii) and (iii) are proven in an analogous way.            0
The behavioral approach induces a natural equivalence relation for ARMA rep-
resentations:




are strongly externally equivalent if they represent the same behavior.            0
We remark that strong external equivalence generalizes "input-output equiva-
lence", as defined by Blomberg and co-workers in  [7] for systems in AR form (3.6)
for which an a priori decomposition of the external variables in inputs and out-
puts is made.
The next lemma gives a result on the strong external equivalence of ARMA
representations that proves very useful in the sequel.
Lemma 3.18 Consider the ARMA representation
P(a)w = Q(a)4 (3.18)
where P(s) E Rg*9[s] and Q(s) E Rgxn[sl. Let UCS) E Rgxg[s] be R[s]-
unimodular and let Q(s) be a polynomial matrix such that  im Q(s) =  im Q(s)
Then the ARMA representation
u(a)p(0)w = u(0)0(0)4 (3.19)
is strongly externally equivalent to (3.18).
Proof It follows from Lemma 3.16 that the RB spaces corresponding to (3.18)
and (3.19) are the same. From Theorem 3.12 we then conclude that the repre-
sentations are strongly externally equivalent.                                                                                                    0
It is clear that the RC space C is far from being a complete invariant under
strong external equivalence. The next definition therefore introduces a concept
of equivalence that is substantially weaker than the previous one.




are weakly externally equivalent if the corresponding RC spaces are the same.  0
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It is important to notice that not only the space C is (trivially) invariant under
weak external equivalence but also the spaces )4/. and Wo as well as the control-
lability indices (Definition 3.11).  To get an idea of the difference between strong
external equivalence and weak external equivalence we consider the representa-
tions w = 0 and (a + 1)w = 0. In a trivial way the representations are weakly
externally equivalent; they are however not strongly externally equivalent.  In the
present context of C°°-behaviors (Rz+-behaviors) the concept of weak external
equivalence  is less naturall. However,  we will see that results on duality of rep-
resentations can be nicely formulated in terms of weak external equivalence.  We
remark that weak external equivalence coincides with equivalence notions that
have been used before in the literature: both the equivalence relation used by
Grimm [191 and the equivalence relation used by Aplevich Ill-[3} coincide with
weak external equivalence: our space C equals the "external behavior" in Ill-13]
An interesting class of representations is the class of ARMA representations (3.17)
for which P(s) is the identity matrix:
W = Q(a)<. (3.20)
Again following the terminology of Willems we call such a representation a Mov-
ing Average (MA) representation.  For MA representations the concepts of strong
external equivalence and weak external equivalence coincide:
Theorem 3.20 MA representations are strongly externally equivalent if and
only if they are weakly externally equivalent.
Proof   The "only if" part follows immediately from the fact that C is invariant





are weakly externally equivalent. According to Lemma 3.16 we then have that
im Q(s) =  im Q(s)
and Lemma 3.18 yields the desired result.                                              0
Because of the above theorem it will come as no surprise that the class of dy-
namical systems that can be given in MA form is strictly smaller than £0. We
first present the following definition.
i In the context of L2-behaviors (12-behaviors), where  the  set of functions  D is chosen  as
the space of quadratically integrable (summable) functions, weak external equivalence arises
naturally as the type of equivalence according to which representations of the same behavior
are  related,  see [59, Theorem  3.8].
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Definition 3.21  The set /1 is defined as the set of dynamical systems Z in £'t
for which the order and the controllability order coincide:
ord(E) = C-ord(t).
0
The next theorem shows that (% coincides with the class of systems that can be
given in MA form. Consequently, £3 consists of systems that are controllable in
the  sense of Willems  [63,  641.   In  fact, our terminology "Rational Controllable
space" (Definition 3.10) is based on this observation. The theorem also shows
that for systems in £3 the controllability indices and observability indices play
dual roles.
Theorem 3.22  Let E = (T, W, B) be a dynamical system. Then E E /1 if and
only if there exists a polynomial matrix Q(s) such that B is given by the MA
representation
W - Q((7)4.
In that case the observability indices of E coincide with the minimal indices of
ker QT(s).
Proof To prove the "if" part let us first assume that a polynomial matrix
Q(s) with the above properties exist. Without loss of generality (Lemma 3.18),
we may assume that Q(s) has full column rank. Let U2(s)   be a right  R[sl-
unimodular matrix for which
ker U,(8) = im Q(s).
According to Lemma 3.15 an AR representation of B is given by
 2 0)W = 0.
Since U2(s) is right RIs}-unimodular it follows from Lemma 2.28 that the observ-
ability indices of E coincide with the minimal indices of im UI(s) = ker QT(s)
This proves the last statement of the theorem and also yields
ord(E) = 1,( ker QT(s)) = c(QT)
where the last equality holds because of Lemma 2.28.  On the other hand the
same lemma implies that C-ord(E) = 1/( im Q(s)) = c(Q). Since c(Q) = (1(QT)
holds trivially we conclude that ord(E) = Cord(E). To prove the "only if" part
let us assume that E E /1, i.e. that ord(E) = C-ord(E). Let R(s) be an r x q
polynomial matrix of full row rank such that
R(a)w = 0
is an AR representation of B. From the proof of Lemma 2.28 we have that
C-ord(E) = ord(E) + E cd(R)
13€C
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which implies that R(s) should have full row rank for all s E C. Consequently,
there exists a polynomial matrix R(s) such that
F jics) 1
[ R(s) ]
is R[s]-unimodular with (Rls}-unimodular) polynomial inverse  IQ(s)    0(3)1.
By Lemma 3.14 B is also represented by the ARMA representation
[ A(,) ]w=I o  Ic,-,»(,-,) 1 [4 1 1.R(s) ] l 62
Multiplying both sides of this equation by  Q(s)  0(3) we conclude from
Lemma 3.18 that B is represented by the MA representation
w = Q(a)<
which proves the theorem.                                                              0
To each system E = (T, W, B) in (q we can associate a system E = (T, W, B) ill
£% as follows. Let B be given by the AR representation
R(a)w = 0. (3.21)
Then B is given by the MA representation
W= RT(a)6. (3.22)
We have the following lemma.
Lemma 3.23  Let I  =  (T, W, B)  e  (q  and  let  t  C  £1 be defined as above.
Then the controllability indices of E coincide with the observability indices of
E.
Moreover, the ARMA representation
P(a)w = Q(a)< (3.23)
is weakly externally equivalent to the MA representation (3.22) (AR represen-
tation (3.21)) if and only if the ARMA representation
I   1- -1  :1,114 (3.24)
is weakly externally equivalent to the AR representation (3.21) (MA represen-
tation (3.22)).
Proof The controllability indices of E are the minimal indices of the space ker
R(s). By Theorem 3.22 these coincide with the observability indices of E. The
other statements essentially follow from Lemma 3.16: the RC spaces of (3.22)
and (3.23) equal im RT(A) and {w(A) C W(A) 1 P(A)w(A) E im Q(A)} respec-
tively. The RC spaces of (3.21) and (3.24) equal ker R(A) and PT(A)[ ker QT(A)]
respectively. The proof now follows from elementary results in linear algebra.
The statements between brackets follow in an analogous way.                    0
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3.4 First-order representations
An ARMA representation that is first-order in the internal variables and zero,th
order in the external variables is generally called a first-order representation. In
this section we introduce two different kinds of first-order representations. The
first of these is the so-called pencil representation (P  representation):
Rl"=I aG -FAH     C' (3.25)
Here G, F and H are constant real-valued matrices that are interpreted as
mappings; G and F are mappings from Z to X and H is a mapping from
Z to W. We shall denote the above representation by (F, G, H) and usually
write (3.25) as
 G< FE        (3.26)
W = HE. (3.27)
Our terminology stems from the fact that the dynamical equation (3.26) is de-
termined by the matrix pencil sG - F.
Because of Lemma 3.15 we know how to obtain an AR representation that is
strongly externally equivalent to a P representation (F, G, H).  For the sake of
clarity we shall repeat the result for this special case in the following lemma.
Lemma 3.24 Consider a P representation (F, G, H) where G and F have size
k x n while H has size q x n. Denote the rank of the matrix
  .«-F 1H\ (3.28)
by r. Let V(s) and R(s) be polynomial matrices of sizes (k +q-r)x k and
(k +q-r)x q respectively, such that [V(s)      R(s)] has full row rank for all s € C
and
[ V(s)   R(.s) ]   s G-F l
= 0.H
Then an AR representation that is strongly externally equivalent to (F. G, H) is
given by
R(a)w = 0. (3.29)
Moreover, the following implications hold:
(i)  sG - F has full row rank  4  R(s) has full row rank
(ii)  sG -F has full row rank for all s E C- R(s) has full row rank
for all s EC.
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Proof The strong external equivalence of the representations follows immedi-
ately from Lemma 3.15. To prove (i) let us assume that R(s) does not have full
row rank. Then there exists an R[s]-unimodular matrix M(s) (use Theorem 2.1
for R = R[s} )  such that
[ A(s) 1
M(s)R(s) =L   0   1
where R(s) has full row rank. Writing
M(s)V(s) =   1/1(s) 1V2 S ]
we have
   1/1 (s)     *(s)  1  [  sG- F  1           0  1V2(3)   0] [   H  ]-
The fact that sG - F has full row rank implies 1/2(8) = 0 which contradicts the
fact that the matrix M(s) [V(s)   R(s)] has full row rank. We conclude that
R(s) should have full row rank. Statement (ii) is proven in an analogous way. 0
Remark 3.25  The rows of the matrix [V(s)     R(s)] form a polynomial basis for
the left null space of (3.28). The basis is minimal in the sense of Definition 2.27
if [V(s)   R(s)] is row reduced.                                                        0
We now introduce a different type of first-order representation that we call the
duat pencil representation (DP representation)
aKE = LE + Mw. (3.30)
Here K and L are mappings from X to Z and M is a mapping from W to Z; we
denote the representation  by  (K, L, M). Representations  of this  type  has  been
considered before in [1,63,641.
As a corollary of Lemma 3.23 the following duality exists between P representa-
tions and DP representations, see also [3, Proposition 1.2]:
Lemma 3.26 Let E = (T, W, B)  E  £9  and  let  f:  e  £1 be defined  by the  AR
representation (3.21) and the MA representation (3.22) respectively. Then the
DP representation (K, L, M) is weakly externally equivalent to the MA repre-
sentation (3.22) (AR representation (3.21)) if and only if the P representation
(F, G,H) with F := LT, G := KT and M := HT is weakly externally equivalent
to the AR representation (3.21) (MA representation (3.22)).                      0
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3.5   Systems with split external variables
As mentioned in Chapter 1 there are situations in which the external variables
are split into two parts.  We will use the notation W=Y E B U where Y=R P
and U = R™ . We do not adhere any special meaning to this decomposition of
W; in particular we do not call trajectories u E UT "input" trajectories nor do
we call trajectories y E YT "output" trajectories.
In Section 6.3 we investigate under what conditions a so-called input-output
relation exists between u and y. More precisely we have the following definition.
Definition 3.27  Let E = (T, Y e U, B) c CP+"' and let C be the RC space of
E.  The system E is defined to be an input-Output system (I-0 system) if C can
be written as
C = im   T(A) 1Imxm 
where T(s) E Rpx"'(s) iscalled the transfer function of E.                                O
For I-0 systems the transfer function is clearly a complete invariant under weak
external equivalence. Consequently, for these systems weak external equivalence
comes down to the well-known notion of transfer equivalence (according to which
systems are equivalent if their transfer functions coincide). We remark  that  the
controllability order of an I-0 system E equals the McMillan degree of its transfer
function T(s) (Lemma 2.14):
C-ord(E) = 6;'(T). (3.31)
An example of an I-0 system is a system whose behavior is given in standard
state space form:
OZ Ax + Bu
y       Cz + Du. (3.32)
The transfer function is then given as T(s) = C(sI - A)-18 + D.
Let us now return to systems that are not necessarily I-0 systems. A generalized
version of (3.32) iS the so-called descriptor representation (D representation):
aEE = AE +Bu
y   =   CE + Du. (3.33)
Here E, A, B, C and D are constant matrices that are interpreted as mappings,
E and A are mappings from X,i (descriptor space) to Xe (equation space), B is
a mapping from U to Xd, C is a mapping from Xd to Y and D is a mapping
from  U  to  Y.   Note  that  we  do not require  E  and  A  to be square. Also, there
need not be a transfer function for the system. The representation (3.33) will
be denoted by (E, A, B, C, D) and is written in ARMA form either as
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-0 0-. - aE- A  -B
6  ' -1 6 1- -   e     f -I *11                   (3-34)
or as
 0 8 1[yl-[aE-AlI -D][uj-[ C ]6. (3.35)
Note that (3.34) is in pencil form while (3.35) is in dual pencil form. It will
become clear in Chapter 5 that any system in ZY+m can be written in descriptor
form.
Anice feature of the descriptor form is that it comprises both the pencil form and
the dual pencil form. Here the important thing to notice is that a P representa-
tion (F, G, H) corresponding to a system E - (T, W, B) 6/q with F,G:Z-X
can be interpreted as the D representation (E, A, B, C, D) corresponding to a sys-
tem E = (T, W e {0}, B) E ZY where E - G, A - F, B : {0} --+ X is the zero
mapping, C=H and D=0.I n a similar way a D P representation (K, L,M)
corresponding to a system E  =  (T, W, B)  C  £9  with K, L  :  X  -*  Z can  be
interpreted as the D representation  (E, A, B, C, D) corresponding to a system
E= (T,{O} e W,B) € Cq where E=K,A=L,B=M,C:X -, {0} is the
zero mapping and D = 0. This serves as a motivation to consider the class of D
representations (E, A, B, C, D) with D=0 separately. A representation in this
class will be called a DZ representation (Descriptor with Zero direct feedthrough
matrix).  It will be denoted by (E, A, B, C). The class of systems that can be
given in DZ form is not smaller than the class of systems that can be given in
D form: we will show in Subsection 3.5.3 that a D representation can always be
rewritten as a DZ representation.
When the external variable space W i s decomposed as W =Y@U a P repre-
sentation is written as
aGE    FE
1     Hvt
u        Hut
and denoted by (F, G, Hy, Hu).  In the following subsections we investigate the
relation between the pencil form and the descriptor form. We will present algo-
rithms for rewriting P representations in descriptor form (both D and DZ) and
vice versa.  It is our aim to use some of these algorithms in Section 4.2 to derive
minimality results for descriptor representations; for this reason we will take care
that no additional redundancies are created by the algorithms. The algorithms
involve operations on matrices; if in a specific case some of these matrices are
empty, the corresponding operations can of course be omitted. The material of
the next subsections  has been written  down  in  [28,  31]
3.5.1    Relation (F, G, Hy, Hu) *-+ (E, A, B, C, D)
In this subsection we present two algorithms, one for obtaining a P representation
(F, G,Hy, HU) from  a  D  representation  (E, A, B, C, D)  and  the other  for the
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reverse process. We already saw that a D representation (E, A, B, C, D) can be
written in pencil  form  as (3.34). Since  all the u variables  are then introduced
as internal variables the representation (3.34) generally contains a number of
redundant internal variables. An economic way of rewriting a D representation
in pencil form is provided by the following algorithm. In the algorithm as few
as possible u variables are introduced as internal variables.
Algorithm 3.28  Let a D representation be given by (E, A, B. C, D). Decom-
pose the descriptor space Xd as X,11 6 Xd2 where X,12  = ker E. Decompose the
equation space Xe  as Xel e Xe2 9 Xe3 where Xel  =    im E and Xel 6 Xe2  = im
IE B].Accordingly write
-Ell  0 - - All  A12 -- - Bi
E=
0     0     ,A=     A21    A22     ,B=     82     , ( = [  Cl    (72  1.
0 0 A31 A32    0
-            -         -               -          -      -
The  matrix  Ell is nonsingular whereas the matrix  B has fiill  row  rank.    By
renumbering the u-variables if necessary, we can write
Bl -   - Bll  812
,82     =     '821    '822     ,D= [  Dl    D2  ]
0 0 0
-     -               -
where 822 is nonsingular. With respect to the above decompositions the D
representation (E, A, B, C, D) is given as
OE1141   -   All€1 + A1242 + Bllul + 8121 
0   -   A2161 + A2242 + 821Ul + 822u2
0   =   A3161 + A3242
7     -     £1 1  + (72 2  + Dl'Ul  + 1)2112· (3.36)
Now define pencil matrices G, F, Hy and Hu by
I -8128%21 0 0 0
sG-F- 0      0      I 0 0    - sE11 - All  -A12  -Bil
-A21 -A22 -821
Hy    :=  0 D28Al O I O -A31 -A32   0    .(3.37)
Cl      (72   Dl
Hu 0 0 O O I        0      0    I
0    BJ    000_
0
In Chapter 4, Section 4.2 we will show that the above algorithm preserves min-
imality properties. At this stage we only state the following lemma:
Lemma  3.29   Let  (F, G, Hv, H„)  be a P representation that results from apply-
ing  Algorithm  3.28  to  a D representation  (E, A, B. C, D).   Then  the two repre-
sentations are strongly externally equivalent and we have
(i)  rank G = rank E
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(ii)  dim ker G = dim ker Et dim B-1[ im E]
(iii)  IE   B] has full row rank - G has full row rank
E                                       I   1 has
full column rank(iv) C has full column rank 4
F sE-Al [s G-F l
(V) 1 I has full column rank for all s E C- 1 I has fullL c j LH1
column rank for all s e C
(vi)   [sE -A   B] has full row rank for all s€C  =*  sG -F has full row
rank for all s E C.
Proof The strong external equivalence is proven as follows. First, the behavior
corresponding to (E, A, B, C, D) is not affected by a change of basis in Xd or Xe:
a change of basis in Xe corresponds to left multiplication of both sides of (3.34)
by a matrix of the form




-              -
where M is nonsingular. A change of basis in X,i corresponds to right mul-
tiplication of the matrix on the right-hand side of (3.34) by a matrix of the
form
IN 01
where N is nonsingular. These operations do not affect the behavior because
of Lemma 3.18.  As a result (E, A, B, C, D) is strongly externally equivalent (up
to a renumbering of u variables) to the representation (3.36) which can also be
written as
0 00- - aE11 - All  -A12  -fill  -812
0 0 0  - - -A21  -A22 -821 -822 - (10 0 0    9 -4431 -A32      0          0              42
I O O                Cl     (72   Dl   1)2     43
111 - (3.38)
OIO _182_    0   O  I O - (4
OOI        0   0  0  I
-          -               -                                         -
Left multiplication of both sides of (3.38) by the nonsingular matrix
-I  -812861  0 0 0 0
0      0      I000
0  8 21  0 0 0 0
0 02BU O I O O
0      0      00IO
0   8121   0 O O I
leads to a strongly externally equivalent representation of the form
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-         -
00   -    -aG-F   00  0
o  o   I f l=      '      -1   1 6, ]I 0 HV 0 L <2 ]HU 0OI   -    -
-         -
where F, G, Hy and Hu are given by (3.37). Using Lemnia 3.14 we conclude
that this is strongly externally equivalent to the representation
0 0- -  aG - F
I , 1.1-  H.  Ey0 I       Hu
-             -
Next, (i) and (iii) are immediate. Denoting the number of columns of 821 by
mi, equality (ii) follows from
dim ker G   =   dim ker E + mi =
=   dim  ker E +  dim ker [821    8221 -
= dim ker E + dim B-1 [ im E}
Implication (iv) follows from
-       --
[Gl I 0  0 Eil 0
dim ker    H   - dim ker    0  I -I)28%21 (71   (20 0 D-1D22 A21 A22-      --   -
The implications (v) and (vi) follow immediately from (3.37).                   0
We now return to the inverse problem of rewriting a P representation as a D rep-
resentation.  One method would be to write the P representation (F, G, HU, Hu)
as
F«h IK.1  '"Lo] = e I -,1.
V= HUE.
This representation generally contains a number of redundant internal variables
since its equation space comprises the whole space U. An economic way of
rewriting a P representation as a D representation is provided by the following
algorithm.
Algorithm 3.30  Let a P representation be given by (F, G, Hy, Hu) Decompose
the internal variable space  Z  as  Zi (9 Z, 6 Z'3, where Z2  =   ker  G n  ker  Hu,  and
Z2 e 6 -  ker G. Accordingly, write
G= I G I   0   0 1'F= [F i   .5   Fa 1,
Hy   =   [ Hyi   Hy2   Hy3 1, Hu = I H''1   0   Hu)  ] ·
The matrices Gl and Hu3 both have full column rank. By renumbering the
u-variables if necessary, we can write
Hui = I : 111 .H.,- I
H13  
H23 1
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where H23 is nonsingular. With respect to the above decompositions the P
representation  (F, G, Hy, Hu) is given  as
OGlzl   =   Flzl + 122Z2 + F3Z3
y= Hylzl + Hytzz2 + Hy:lz3
Ul   =   Hllzl + Hl:lz3
142   =   I/21 Zl + 1/23Z3· (3.39)
Now define a D representation (E, A, B, C, D) by
sE - A  -B -      - 8Gl-Fi -172  -173  0-
-
I     00   0
-Hil   0  -H13 I 0     IO  0
C D -H61H21 0 0 H91-   - - Hyl Hy2  H73 0- - 0 O I O
0
Lemma 3.31  Let (E, A, B, C, D) be a D representation that results from apply-
ing Algorithm 3.30 to a P representation (F, G, Hy, Hu). Then the two represen-
tations are strongly externally equivalent and we have the following equalities:
(i) rank E = rank G
(ii) dim ker E = dim (Y fl HI ker G]) + dim  ker       
(iii) codim im E = codim (Y + H[ ker G])+ codim im G.
Proof It follows as in the proof of Lemma 3.29 that (F, G, Hy,Hu) is strongly
externally equivalent to the representation (3.39) which can also be written as
0   0   0- -      -     - (Gl-Fl   -172   -F.3 -  -     -
7                                  <1I 0 0 Hyi Hy2 Hy3
£2UlO I O Hll 0 H13
43O  O  I _U 2- H21 0 H23 --            -               -                              -
By Lemma 3.14 this is strongly externally equivalent to the representation
0 0 0
0       0       0           -     9     -                   '_t  1'        -06- 3       <-     -   4 1    -
I 0 0 ui Hvl Hy2 HV3 0 :2    .(3.40)0 I 0 u H11  0 Hu 0  3
_  4O O I H21  0 H23 0
-            -               -                                    -
Addition of the second equation to the fourth leads to the strongly externally
equivalent representation
0  0 0- - aGI -F l   -122    -123    0    -e-- - 01000 y -Hll  0 -H13 I  e
I O O Ul   Hyl H,2 H,3 0  2
O I O _1 _       O     O    O I
63
O O I H21  0 H23 0  4
-             -                -                                      -
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Right multiplication of the matrix on the right-hand side by the nonsingular
matrix
I 0 0 0
0      IO   0
-H4H21     0     0      Hu
0      OI   0
leads to the strongly externally equivalent representation
-0  0- - - cE - A  -B
I O  | 7 -
C    f -It 1.0 I_Lu]-  0
Next, equality (i) is trivial while (ii) follows from
dim ker E  =  dim Z2
=       dim   (   ker  G  n    ker  Hu)
=     dim   ker  G - dim  HJ  ker  G]
=      dim ( ker  G n   ker  H)  +  dim H [  ker  G} -dim Hu[  ker  G]
=   dim ( ker G n  ker H) + dim (Y n HI ker G]).
Denoting the number of rows of H13 by ml we have
mi   =   m-dim 6
=      m  -  (dim    ker  G - dim  (  ker  G n   ker  Hu)
=      m  -dim  Hu[  ker  G]
=     codim  Hu[  ker  G]
=   codim (Y + HI ker G]).
Since codim im E = codim  im G + ml this implies (iii).                             0
3.5.2    Relation  (F, G. H„Hu) - (E, A, B, C)
In this subsection we present an algorithm for obtaining a DZ representation
from a P representation. The inverse problem of rewriting a DZ representa-
tion (E, A, B, C) in pencil form is solved by applying Algorithm 3.28 to the D
representation  (E, A, B, C, 0).   It  will be shown in Chapter 4, Section  4.2  that
minimality properties are then preserved.
We now present the algorithm for obtaining a DZ representation from a P rep-
resentation, compared to Algorithm 3.30 the internal variable space has to be
decomposed in four parts instead of three parts.
Algorithm  3.32   Let a P representation be given by (F, G. Hy,Hu). Decompose
the internal variable space Z as Zl   • 2   • 3 (E • 4, where Z,t =   ker G  n  ker H,
Z) 6 Z4 = ker G n  ker Hy, and Z2 6 Z3 ED Zt =  ker G. Accordingly, write
G     =     [Gl      0      0      0],F  =  [Fi      F2      F3      F4]'
Hy     =     [Hyl      HvY      0      01, Hu  =  [Hul      H'*2      Hu,      01.
3.5.  Systems with split external variables                                                                 57
The  matrices  Gl,   H72   and  H,*3   have full column  rank. By renumbering  the
u-variables if necessary, we can write
H.i -  1"'.1, H.,
-
I   51,„.3 -I H23 1H13  
where H 3 is nonsingular. With respect to the above decompositions the P
representation (F, G, Hy,Hu) is given as
GGlzl   =   Flzl + 122Z2 + F:IZ3 + F4Z4
Y   =   Hvlzl + I:42Z2
ul   =   Hllzl + H12Z2 + H13Z3
e   =   Hma t Hne t Hma·
Now define a DZ representation (E, A, B, C) by
-        561 -Fi    -122    -F3    -F4   0sE - A     -B -Hll -H12 -H13 0 I X
CO-    - - Hvl Hyll 0 0 0
I          0      0    00
0          I      0    00
17---1 ir .-1 ryX   -023 n 21  -023  122       0  I:<2 
0           0       I    00
0          0      0    IO
0
Lemma 3.33 Let (E, A, B, C) be a DZ representation that results from apply-
ing Algorithm 3.32 to a P representation (F, G, Hy, Hu).  Then the two represen-
tations are strongly externally equivalent and we have the following equalities:
(i) rank E = rank G
(ii) dim ker E = dim 7ry(H[ ker G]) + dim  ker       
(iii)  codim im E = codim (U n H[ ker Gl)+ codim im G.
Proof The strong external equivalence of the representations follows as in
Lemma 3.31. Next, equality (i) is trivial while (ii) follows from
dim ker E dim Z2 + dim Z4
dim Z2 6 Z3 WZ4 - dim Z3 * Z4 + dim Z4
dim   ker G - dim (  ker G  n    ker Hy) + dim ( ker G  n    ker H)
dim  Hv [  ker  G}  + dim  (  ker  G n   ker  H).
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Denoting the number of rows of H13 by mi we have
mi   =   m-dim Z)
=      m  -  (dim  (  ker  G n   ker  Hy)  -  dim  (  ker  G n   ker  H))
=   m - (dim HI ker G] - dim Hy[ ker G])
=   m - dim (U n H[ ker G])
=       codim   (U  n  H[  ker  Gl).
Statement  (iii) now follows since codim im  E = codim   im G + mt·                     0
3.5.3 Relation (E, A, B, C, D) = (E, A, B, C)
In this subsection we first present an algorithm for obtaining a DZ representation
from a D representation. The algorithm will not be used for proving minimality
results but simply serves the goal of making explicit how to eliminate a direct
feedthrough matrix D in a descriptor representation.
Algorithm 3.34  Let a D representation be given by (E, A, B, C D).  Let V =
[Vi   1/'2] be an nonsingular matrix such that
DIVi v2J - 'Dl 01
where the matrix Dl has full column rank.
Let T = [17     17]T be the inverse of V. Define a DZ representation (E, A, B, C)
by
IBl
f :-1  f    :  1 .A :-1  ;11       1  , : -1  -Ti] · " : =I C     Dil.
0
Lemma 3.35  Let (E, A, B, C) be a DZ representation that results from apply-
ing Algorithm 3.34 to a D representation (E, A, B, C, D).  Then the two repre-
sentations are strongly externally equivalent.
Proof  Note that D = DITi· By Lemma 3.14 (E, A, B, C, D) is strongly ex-
ternally equivalent to the representation
-                        -                             -
0 0 aE-A   0    -8     -    -
E1
0 0  [y l-     0    -I   Ti (2 · (3.41)I 0 [u] C    0  AL
OI     0 OI _ (3-                      -                           -
Left multiplication of both sides of (3.41) by the nonsingular matrix
I 0 0 0
O I 0 0
0-DiIO
0 0 0 I
-                      -
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leads, by Lemma 3.18, to the strongly externally equivalent representation
0 0-
- af - A   - -  [ 6  1
    : -I ]=          0          0       1  42  1.0I-                  -                    -
0
We now return to the inverse problem of rewriting a DZ representation as a D
representation. Of course a DZ representation (E, A, B, C) is trivially written as
the D representation (E, A, B, C, 0). However, a more economic way of rewriting
(E, A, B, C) in D form is provided by the following algorithm:
Algorithm  3.36   Let a DZ representation be given by  (E, A, B, C). Decompose
the descriptor space Xd  as Xdl W X,12 9 Xd3 where X,13 = A-1[ im E] n   ker  E
and X,12 e Xd3 -  ker E. Decompose the equation space Xe as Xel 0 Xe2 W Xe3
where Xel = im E and Xe2 - AXa· Accordingly write
Elloo- - All A12 '413 - - Bi
E= 000,A-A21  A22 0 ,B-    82    ,C= Icl  (72 (31'
0 00 A31 0 0    83
-             -         -                   -         -      -
The matrices Ell and A22 are nonsingular. With respect to the above decom-
positions (E, A, B, C) is given as
CE1141   =   All<1 + A1242 + A1343 + Blu
0= A2161 + A22 2 + '8211
0   -   A31<1 + B)n
V= (71<1 + (72 2 + (73 4 (3.42)
Now define a D representation (E, A, B, C, D) by
-s f -A  -  -      -I -A12AI21 0 0-  - sE11 - All  -A13  -Bi
0 0 I O -A21                 0         -Bo
. (3.43)
c   b -A31 0 -B3-           -    -0  (72A   O I        Cl     (3   0--
0
Lemma 3.37  Let (E, A, B, C, b)  be a D representation that results from ap-
plying Algorithm 3.36 to  a DZ representation  (E, A, B, C).  Then  the two repre-
sentations are strongly externally equivalent and we have
A[ker E] C  im E. (3.44)
Moreover, the following implications hold:
(i)  [E   81 has full row rank -   E   B  has full row rank
Cii) I  ] has full column rank -  [4   has full column rankL C ]
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[s E-A l r s i t-A l
(iii)   [     C      has
full
column rank for all s€C =>       e      has full
column rank for all s E C
(iv)    sE -A   B} has full row rank for all s€C  *   sE -A   B  has full
row rank for all SEC.
Proof   As  in the proof of Lemma 3.29 we  have that  (E, A, B, C) is strongly
externally equivalent to the representation (3.42) which can be written as
0 0-
- aE11 - All   -A12  -A13  -81    - 61 -0 0 r -A21 -A22 0 -82 C-
9  &   1 ]=     -431      0     0 -83 :2 .(3.45)Cl (2 (3 0 53
OI     0 0 0 I- (4
-         -              -                                              -
By interchanging the second, third and fourth column of the matrix on the right-
hand side of (3.45) we get the strongly externally equivalent representation
-O 0-
- GE" - All   -,1:13   3:  3;1 ;,2    - :,
'  :   I.1-     -A,1
Y0 0 -A31 0 -B3 0
I   Cl C3 0 6 (3
OI     0 010 _  4-                      -                                           -
Left multiplication of both sides of this equation by the nonsingular matrix
I -A12/122 0 0 0A  A-1       
  -
0      0      IOO
0 C2AIJ O I O
0      I      000
0      0      OOI
-                                 -
leads, by Lemma 3.18, to a strongly externally equivalent representation of the
form
-O 0-. 61aE-A-B     0   --t-
I 0 1,1 -
c b o
(2
0 I U J       *     * -A22 _ (3-        -                   0        IO
-                            -
where E, A, B, C and D are given by (3.43). Since A22 is nonsingular it follows
from Lemma 3.14 that this is strongly externally equivalent to (E, A, B, C, D).
Finally, equation (3.44) and the implications (i-iv) are easily verified.         0
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In the previous chapter we saw examples of P representations that contain more
internal variables than needed to represent the behavior of a system. As a mat-
ter of fact, we might distinguish between "small" and "large" P representations.
In the first section of this chapter we consider the question: what do small P
representations look like? Formulated differently, we ask ourselves: which parts
of the pencil equations are essential for the representation of the behavior? We
will specify what we call "minimal" P representations and characterize minimal-
ity in terms of the constant pencil matrices. The same issue will be investigated
for D representations, DZ representations and DP representations in subsequent
sections. We will give results under both strong and weak external equivalence.
A new feature of the approach in these sections is that invariant lower bounds
are derived for att items that are to be minimized.
A second question that will be adressed in Subsection 4.5.1 is: what is the
relation between the constant matrices of minimal P representations that are
strongly (weakly) externally equivalent? This question will be answered for
D representations, DZ representations and DP representations in subsequent
subsections.
The results of this chapter that are concerned with P representations and strong
external equivalence have appeared in [27] whereas results for D representations
and DZ representations under strong external equivalence have been written
down in [281 and [311 respectively (proofs are sometimes different).
4.1    Minimality of a P representation
In this section we investigate the minimality of a P representation
aGE = FE
W = HE. (4.1)
As   before   G   and   F are mappings   from   Z   to   X.     The   representation   will  be
called minimal if both Z and X have least dimension in tlie class of equivalent P
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representations. A minimal P representation thus involves a minimum number
of internal variables and a minimum number of equations. In the following two
subsections we investigate minimality under strong external equivalence and
weak external equivalence respectively.
4.1.1 Results under strong external equivalence
We start with a lemma which gives a necessary condition for minimality.
Lemma 4.1  If a P representation (F, G, H) is minimal under strong external
equivalence then G has full row rank.
Proof     (see  "step  one"   of the reduction algorithm  in  [50])  Let us assume  that
(F, G, H) is minimal under strong external equivalence.  Let V* be the subspace
of Z that is the limit space of the iteration (2.24) applied to the pencil sG - F,
i.e. the iteration
VO = Z Vm+1 = F-1Gvm.
Decompose Z as Z  =  Zi e 22 where Zl  =  V* and decompose X as X  = Xi W X2
where  Xi   =   GV: With respect to these decompositions  we may write  (see
Section 2.6)
sG-F=,[ SG11 - Fll   3612 - F12  
l
o SG22 - 1222 J
where sG22 - F22 has full column rank for all s E C and Gil is a matrix of full
row rank. Writing H with respect to the decomposition of Z as H = [Hi    H2]
we have (use Lemma 3.18) that (F, G, H) is strongly externally equivalent to the
representation
0-   -
0   w=          0         0622 -FOG„ - Fl,   aG„ - ;  -    41   I
I               Hi           H2       L 42 1---  -
It now follows from Corollary 3.6 that the representation (F, G, H) is strongly
externally equivalent to the P representation (Fll,Gll,Hi). Because of the
assumed niinimality of (F, G, H) the number of rows of the matrix 8622 - 52
should then be zero, i.e. GV- = X. This implies that G has full row rank.  (Note
that the reduction procedure produces a P representation for which G has full
row  rank.)                                                                                                                                                                                                            0
The following lemma presents lower bounds for the items that are to be mini-
mized. Recall that 6* (M) is defined as the total zero multiplicity of a matrix
M (Definition 2.7) whereas 1/(X) denotes the minimal order of a rational vector
space X (Definition 2.27).
Lemma 4.2  Let E = (T, Hz, B) C £9 and let  (F, G, H) be a P representation of
B; here F.G:Z --* X and H:Z- H/. Let #Vo be the DV space of E. Then
(i) cim X 2 ord(E)
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(ii)  dim Z 2 ord(E) + dim Wo.
Moreover, if G has full row rank, we have
IsG-F 7 IsG- F 7
(a)   rank  G = ord(I)  t b z(          H         1) + v(  ker             H         1)
IsG-Fl
(b) dim ker G = dim Wo+ dim ker        H     ]
Proof We first prove statements (a) and (b). From Lemma 2.39 it follows that
[s G-F l [s G-F l [s G-F l
rank  G =  v(  im    [        H         j) +6, ( [         H        ] ) + „(  ker   L        H         1)
so that statement (a) is proved if it is shown that
[s G-F l
1/(im  [      H     1) -
ord(E). (4.2)
Let V(s) and R(s) be polynomial matrices that are constructed from F, G and
H as in the proof of Lemma 3.24. Then
[sG-F 1
ker [V(s)  R(s)1 =im[    H .1
(4.3)
so that it sufiices to prove that
v( ker [V(s)   R(s)]) = ord(E). (4.4)
Because of the fact that  sG - F has full row rank the matrix R(s) also has full row
rank (Lemma 3.24). Without loss of generality we may assume that R(s) is row
reduced so that the row degrees of R(s) sum up to Kt(R) = ord(E) (Lemma 2.22).
Since G has full row rank, it follows from (4.3) that the highest degree in a row
of V(s) has to be smaller than the highest degree in the corresponding row
of R(s). This implies that the matrix [V(s)  R(s)] is also row reduced and
that the row degrees of [V(s)   R(s)] also sum up to ord(E). Because of the
right R[s]-unimodularity of [V(s)   R(s)] we have that v( ker [V(s)   R(s)1) =
K ([VCS) R(s)1) equals the sum of the row degrees of [V(s)     R(s)] C Lemma 2.28
and Lemma 2.22). Consequently, (4.4) holds and this proves (a). Note that the
rows of [V(s)   R(s)1 form a minimal polynomial basis for the left null space of
[sGT - FT     HT]
T
(Definition 2.27).
Next, statement (b) follows from (use Lemma 3.16)
dim ker G   =    dim ker (sG - F) =
[s G-F l
=   dim H[ ker (sG - F)] + dim ker        H       -
=   dim C + dim ker I '«H-' 1
=   dim Wo + dim ker I'«#Fl
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where C is the RC space of E. In order to prove  (i)  and (ii)  let  (F, G, H)  be
a P representation with G:Z--+X for which G does not necessarily have full
row rank.   Let  (F, 0, H)  be the P representation that is obtained by applying
the reduction procedure of Lemma 4.1  t   (F, G, H).  Then obviously dim X  2
rank G and dim Z 2 rank G + dim  ker G.  From (a) and (b) we have that rank
G 2 ord(E) and dim ker G 2 dim WI, so that (i) and (ii) hold.                0
We now present the main theorem of this subsection.
Theorem 4.3  Let E = (T, W, B)  f /9  and let (F, G, H) be a P representation
of B.  Then (F, G, H) is minimal under strong external equivalence if and only
if the following conditions hold:
(i) G has full row rank
Cit) 1  ] has full column rank
[s G-F l
(iii)  [    H      has
full column rank for all s<C.
Moreover, in case of minimality, the lower bounds in Lemma 4.2 (i) and (ii) are
reached.
Proof To prove the  "only if"  part  let us assume that  (F, G, H) is minimal
under strong external equivalence. The necessity of (i) has already been proved
in Lemma 4.1; we therefore assume that G has full row rank. We will now prove
the  necessity of (ii).   Decompose  Z  as  Z  =  Zi  e Z2  where  Z2  -   ker G n ker H
and decompose X as X = Xi 6 X2 where X2 = FZ . With respect to these
decompositions we may write
   'GH-  F      -   -  s«5·A.F. 1      -12Hl            0
-                           -
where the matrix F22 has full row rank. It follows from Lemma 3.18 that the
representation
0- - OG11 - Fll 0
0 W= -F21 -F 1 4,1 (4.5)
I             Hi        O     L 42 ]-   -    -
is strongly externally equivalent  to  (F, G, H). According to Lemma 3.14  the
representation (4.5) is strongly externally equivalent to the P representation
(Fll,Gll,Hl). Because of the assumed mininiality of (F. G, H) the number of
columns of the matrix F22 should then be zero. This implies that  ker G n
ker H = {0}, i.e. (ii) holds. (Note that the reduction procedure produces a P
representation for which (ii) holds.)    Next, we prove the necessity  of  (iii).   Let
V* be the subspace of Z that is the limit space of the iteration (2.24) applied
to the pencil
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I'«#Fl
The iteration is then given as
Vo = Z,   Vm+1 = (F-1GV™) n ker H.
Decompose Z as Z  = Zi W Z2 where Zl  =  V* and decompose X as X  = Xi * X2
where  X1   =  GV*. With respect to these decompositions  we may write  (note
that FV* c GV* and that V* c ker H)
-                                  -
sG-F SG11 - Fll   sG12 - 12120        8Gn - 62
H-             -                0                H2
-                                -
Then it follows from Theorem 2.31 that the matrix
  SG22 - F22 1H2 1
has full column rank for all s E C whereas, by definition, Gil is a matrix of full
row rank. By Lemma 3.18 the representation (F, G, H) is strongly externally
equivalent to the representation
0- OG11 - Fll   aG12 - F12    r
-                                   -
0   - -          0         0(122 - 62    1 :2 1.I                      0                H 
- - -
It now follows from Lemma 3.14 that (F, G, H) is strongly externally equivalent
to the P representation (F22, 622, H2). Because of the assumed minimality of
(F, G, H) the number of columns of the matrix sGil - Fil should then be zero,
i.e. V* = {0}. By Theorem 2.31 this implies that (iii) holds.  (Note that the
reduction procedure produces a P representation for which (iii) holds.)
Conversely, for a P representation (F, G, H) that satisfies conditions (i) and (ii)
it follows from Lemma 2.36 that
r s G-F l F BG-Fl
       H        has
full
column rank and 66 C [      H       ) =0.
Also, condition (iii) implies that
[s G-F l
8; (         H        ] ) - O for  all  B €  C.
Consequently, the lower bounds in Lemma 4.2 are reached. Since these lower
bounds are invariant under strong external equivalence, the representation is
minimal under strong external equivalence.                                          0
In [61] minimality conditions under strong external equivalence are derived by
Willems for P representations (F, G, H) with G = [I 01 (these are called "driv-
ing variable representations"   in   [641).   It  is not difficult to check  that  the  min-
imality conditions in  61] coincide with conditions (ii) and (iii) in the above
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theorem,  see the remarks  in  [27].    In  fact, our terminology "Driving Variable
"space (Definition 3.10) is based on this observation.
We conclude this subsection with a result that will be needed in Section 4.2.
The following lemma expresses the DV space Wo in terms of the matrices F, G
and H of a P representation (F, G, H).
Lemma 4.4  Let E = (T, W, B) c £9 and let B be given by a P representation
(F, G, H) for which conditions (i) and (ii) of Theorem 4.3 hold.  Then the DV
space Wci is given by
Wo - H[ ker G].
Proof First we prove that Wo c H[ ker G]. Let w € Wo and let w(A) c W.
be  such  that  w   =   7rl (w(A)). It follows from Lemma  3.16 that there exists
4(A) E Z(A) such that
fol [A G-F l
1  I  j „'(A)=[      H      j ((A)
Since we assumed  that  ker G n  ker  H  =  {0} it follows that  ((A) is strictly proper
and its leading coefficient <1 satisfies G<i = 0. Moreover, we have w = H<1 and
this  implies  that  Wo   C  H[  ker Gl. Observe  that it follows from Lemma  2.36
that the matrix
I '«H-' 1
has full column rank. Using Lemma 3.16 and the assumption that G has full row
rank we conclude that the desired result holds by an additional dimensionality
argument:
dim Wo   =   dim C
=   dim H  ker (sG - F)]
= dim ker (sG-F)
dim ker G
=  dim H[ ker G].
0
Remark 4.5 It follows from results in Section 6.3 that we actually have the
following situation:
(i) im f c  im G 4  H[ ker G] c WI
(ii) F-11 im G] n ker G n ker H = {0} = HI ker GI D Wo.
0
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4.1.2 Results under weak external equivalence
In this subsection we consider the minimality issue of the previous subsection
under weak external equivalence. The minimality conditions of Theorem 4.3 are
of course necessary for minimality under weak external equivalence. However,
they are not sufficient as becomes clear from the following theorem.
Theorem 4.6  Let E = (T, iii/, B) E (q and let (F, G, H) be a P representation
of BI here F,G:Z=X and H:Z--* W. Let Wo be the DV space of E.  Then
(F, G, H) is minimal under weak external equivalence if and only if the following
conditions hold:
(i) G has full row rank
Cii) 1:1 has full column rank
[s G-F l
(iii)  [    H      has
full column rank for all s€C
(iv) sG - F has full row rank for all s C C
Moreover, in case of minimality we have
(a)  dim Z = C-ord(E) + dim 11/ 
(b) dim X = Cord(E).
Proof To prove the "only if" part, let us assume that the P representation
(F, G, H) is minimal under weak external equivalence. Then (F, G,H) should
satisfy conditions (i)-(iii) because of Theorem 4.3 and the fact that weak external
equivalence is weaker than strong external equivalence. We will now prove the
necessity of condition (iv). Let T* be the subspace of Z that is the limit space
of the iteration (2.29) applied to the pencil sG - F, i.e.
TI ={O},   T' +1 =G-1.FT"'.
Decompose Z as Z = Zi 9 Z2 where Zl  = T* and decompose X as X = Xi <B X2
where  X1  = FT*. With respect to these decompositions we may write (note
that  GT*  c  FT*)
-                                  -
-       SG11 - Fll   sG12 - 1212sG-F
0 SG22 - F22
H
-      -       Hi       H2
-                                -
It follows from Theorem 2.33 that the matrix sG11 - Fil has full row rank for
all s E C. Since ker G C T* the matrix G22 has full column rank. Using
Lemma 3.16 we now have that the RC space C of E is given as
C = H[ ker (sG - F)1 = Hl[ ker (sG11 - Fil)1.
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As a consequence, the P representation (F, G, H) is weakly externally equivalent
to  the P representation (Fii,Gil,Hi). Because  of the assumed minimality  of
(F,G,H) the number  of rows  of the matrix  8622  - F22 should  then  be  zero,
i.e. FT* =X. By Theorem 2.33 this implies (iv). (Note that the reduction
procedure produces a P representation which satisfies (iv).)
Conversely, let (F, G, H) be a P representation that satisfies conditions (i)-(iv).
Let V(s) and R(s) be polynomial matrices as in the proof of Theorem 4.2.  It
follows from Lemma 3.24 that R(s) has full row rank for all s€C s o that by
Lemma 2.28
Kt(R) = 1/( ker R(s)) = C-ord(E).
As a result (see the proof of Theorem 4.2) we have that rank G = Ke(R) =
C-ord(E) and this proves (a). Furthermore, as in the proof of Theorem 4.2 we
have that
dim  ker G = dim H[ ker (sG - F)] = dim W'
and that in general dim X 2 C-ord(E) and dim Z 2 C-ord(E) + dim Wo.  From
the fact that C-ord(E) and Wo are invariant under weak external equivalence
we now conclude that (F, G, H) is minimal under weak external equivalence and
that (a) and (b) hold.                                                            0
4.2   Minimality of a D representation
In this section we investigate the minimality of a D representation
aEE   -    AE + Bu
y   =   CE + Du.
As  before  E  and  A are mappings  from  Xd   to  Xe. The representation  will  be
called minimal if both Xd and Xe have least dimension in the class of equivalent
D representations. A minimal D representation thus involves a minimum number
of internal variables and a minimum number of equations. The results in this
section are based on the results for P representations in the previous section: the
link is provided by Algorithm 3.28.
In order to place things into perspective, let us consider the restricted class of D
representations (E, A, B, C, D) for which E is invertible.  We are then essentially
dealing with I-0 systems (see Section 3.5) that have a proper transfer function.
As remarked at the beginning of Section 3.5 for such systems the notion of
weak external equivalence comes down to "transfer equivalence". From classical
results for standard state space representations (see for instance [24, Theorem
6.2-3]) we conclude that the following conditions are necessary and sufficient for
minimality under weak external equivalence in the restricted class:
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F BE-Al
(i) 1
I has full column rank for all s€C[c]
(observability at all jinite modes)
(ii)  [sE -A   B] has full row rank for all s€C
(controllability  at  alt finite modes).
Under strong external equivalence the situation is different. It follows from a
result in [61} that within the restricted class of D representations (E, A, B, C, D)
for which E is invertible the above condition (i) is not only necessary but also
suficient. Hence controllability is not required for minimality under strong ex-
ternal equivalence. This is due to the fact that y-trajectories that are associated
to zero u-trajectories are invariant under strong external equivalence (they are
included in the behavior of the system) whereas they can be removed under weak
external equivalence.
Let us now return to the general setting again and investigate minimality for
D representations (E, A, B, C, D) for which E can not only be singular but also
nonsquare. In the following two subsections we consider the situation under
strong external equivalence and weak external equivalence respectively.
4.2.1 Results under strong external equivalence
In analogy with the standard state space case, one would expect that observ-
ability at all finite modes (condition (i) above) is required for minimality under
strong external equivalence. Indeed, we will see that (i) turns out to be a neces-
sary condition. However, the following lemma shows that more conditions need
to be satisfied for minimality.
Lemma 4.7  If a D representation (E, A, B, C, D) is minimal under strong ex-
ternal equivalence then the following conditions hold:
(i) [E   B} has full row rank
Cit)  I  ] has full column rank
(iii) A[ ker E] c im E.
Proof Assume that  (E, A, B, C, D) is minimal under strong external equiva-
lence. Write (E, A, B, C, D) in ARMA form as
0  0-  .         -cE-A  -B
IO I Y -
C               -  1:.1.                                       (4.610 I_lu]-  0-                     -
To  prove  (i),  let us decompose Xd  as  Xd  =  Xdl e X4  and Xe  as  Xe  =  Xel e X62
with  X,12  =  A-1 (  im   [E      Bl)  and  Xel   =    im  [E      B]. With respect to these
decompositions the matrix
l 'EC-A f 1
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has the form
sE11 - All   sE12 - A12   -Bl
-A21              0            0
Cl               (2           D
where A21  has full column rank. Using Lemma 3.18 we have that (4.6) is strongly
externally equivalent to the representation
0 0- - aE11 - All   aE12 - A12   -81     -t  -
I  '   L f ]=        c,           c,              - 6 -
-AT              0            0         61
 2
OI     0  0
-- -
which  is by Corollary 3.6 strongly externally equivalent  to  (E12, A12, Bl, (72, D).
Because of the assumed minimality of (E, A, B, C, D) this implies that the num-
ber of rows of the matrix A21 should then be zero, i.e. im [E   B} = Xe.  This
yields (i). (Note that the reduction procedure produces a D representation for
which (i) holds.) Statement (ii) can be proved by a dual argument; decom-
pose Xd as Xd = Xdl e Xd2 with X,12 -  ker E  n ker C and decompose Xe
as Xe = Xel e Xe2 with Xel = A[ ker E  n ker C]. With respect to these
decompositions the matrix
F 'EC-4   -if ]
has the form
sE11 - All   -A12   -Bl
sE21 - A21 0 -B2
Cl 0 D-                                    -
where A12 has full row rank. Using Lemma 3.18 we have that (4.6) is strongly
externally equivalent to the representation
0 0- - GE11 - All  -A12  -81    -t  -
0 0 9 1      aE21 - A21 0 -82 31
I O     u] -      C,       0    D     r'
0/     0 OI _ (3
which is by Lemma 3.14 strongly externally equivalent to the D representation
(E21, A21, B2, C , D). Because of the assumed minimality of (E, A, B, C, D) this
implies that the number of columns of the matrix A12 should then be zero, i.e.
ker  E n   ker  C  =   {0}. This yields   (ii).     (Note  that the reduction procedure
pyoduces a D representation for which (ii) holds.) Finally we prove  (iii).  Let  E.
A, B and C be defined as in Algorithm 3.36.  Using the notation of the algorithm
we define b as
b := D- C2A22186
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It  can  then be proven as in the proof of Lemma 3.37 that  (E, A, B, C, b)  is
strongly externally equivalent to (E, A, B, C, D). Because of the assumed min-
imality of (E, A, B, C, D) the matrix A22 should be empty, i.e. Xd2 - {0} (no-
tation of Algorithm 3.36) which implies (iii).  (Note that, by Lemma 3.37, the
reduction procedure produces a D representation for which (iii) holds.)        0
Remark 4.8 The reduction procedure in the last part of the above proof affects
the size of E but not the rank of E. The space Xd2 consists of variables 4 that
are called nondynamic  modes in  [561. The above condition  (iii) can therefore be
interpreted as "absence of nondynamic modes".                                                             0
The following lemma is the analog of Lemma 4.4 for D representations. In the
lemma 7ru denotes the mapping from W=Y *U t o U that is defined by
Tu : Fy 1-".
Lu]
Lemma 4.9  Let  E =  (T, W =Y e U,B)  C  ZY+rn and let (E, A, B, C, D)  be a
D  representation  of B.   Let  Wo  be  the DV space  of E. Assume  that the following
conditions are satisfied:
(i) [E   B] has full row rank
(ii)          has full column rank
(iii) Al ker E] C im E.
Then we have
(a)  CI ker E] =Y n Ii/0
(b)  B-1 [ im El = lrUWO.
Proof   Let (F, G, Hy, Hu) be the P representation that results from applying
Algorithm 3.28 to (E, A, B, C, D). Then, according to Lemma 3.29, G has full
row rank  and ker G n ker Hy n ker Hu  = {0}. Applying Lemma 4.4 and using
the notation of Algorithm 3.28 we then have
(72     Dl  - 1)2861 821
Wo = im     0            I
0                 -B B21
It now follows immediately that (a) and (b) hold.                                    0
Our strategy in this subsection will be to minimize three indices that are related
to D representations: the rank of E, the column defect   of   E   ( =   dim     ker  E),
and the row defect of E (= codim  im E). The following lemma presents lower
bounds for each of the three indices.
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Lemma 4.10  Let E=  (T, W=Y e U,B) c CP+m and let  (E, A, B, C, D) be
a D representation of B; here E, A : Xd - Xe· Let Wo be the DV space of t.
Then the following statements hold:
(i) rank E 2 ord(E)
(ii) dim ker E 2 dim (Y n Wo)
(iii) codim im E 2 codim (7ruw ).
In particular we have that
(a) dim Xe 2 ord(E) + dim (Y n Wo)
(b) dim Xe 2 ord(E) + codim (71-UWO)
Proof Since any D representation can be written in pencil form as
0[ E 01 [Ei]=[A B] F<11
L 42 1 L 42 ]
1,1  -I:  1:1 1'i l                     (47,L 42 ]
it follows immediately from Theorem 4.2 that rank E = rank [E   0] 2 ord(E).
Next, we prove (ii) and (iii). Without loss of generality we may assume that
conditions (i), (ii) and (iii) of Lemma 4.9 are satisfied since in the reduction
procedures in the proof of Lemma 4.7 dim ker E nor codim im E is increased.
It now follows from Lemma 4.9 that dim ker E = dim C[ ker E] = dim Y n WI
and that codim  im  E = codim  B- 1 1  im  El = codim (lruWo). But then (ii) and
(iii) hold in the general case.                                                           0
We now present the main result of this subsection: the conditions of Lemma 4.7
together with observability at all finite modes are sufficient for minimality under
strong external equivalence.
Theorem 4.11  A D representation (E, A, B, C, D) is minimal under strong ex-
ternal equivalence if and only if the following conditions hold:
(i) [E   B] has full row rank
Cii) I  1
has full column rank
(iii) A[ ker E] c  im E
[s E-A l
(iv)  [    C      has
full column rank for all s e C.
Moreover, if the representation is minimal then the lower bounds in Lemma 4.10
are reached.
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Proof To prove the "only if" part let us assume that (E, A, B, C, D) is minimal
under strong external equivalence. The necessity of (i), (ii) and (iii) has already
been proved in Lemma 4.7. We will now prove the necessity of (iv). Let V* be
the subspace of Xd that is the limit space of the iteration (2.24) applied to the
pencil
I .Ec-A 1
that is, the iteration
VO-Xd,   Vm+1 - (A-lEVm) n ker C.
Decompose Xd aS  d = Xdl * X12 where Xdl = V* and decompose Xe as
Xe  =  Xel  W Xe2 where  Xei  =  EV*. With respect to these decompositions  we
may write (note that AV* C EV* and that V* C  ker C)
sE11 - All   sE12 - A12sE - A
0        SE22 - A22
C-             -                0                C2
-                                   -
Then it follows from Theorem 2.31 that the matrix
  SE22 - A22 1(2 
has full column rank for all s E C whereas, by definition, Eii is a matrix of full
row rank. Writing B with respect to the decomposition of Xe as
8-18,1
B1
we have  that, by Lemma 3.18, the representation  (E, A, B, C, D) is strongly
externally equivalent to the representation
0 0- - aE11 - All   OE12 - A12   -Bl
0   0    [y l=           0         GE,2 -A„   -82    1 1, ] .I O [uj    O    C    D
OI     O O I
-        -             -                                         -
It now follows from Lemma 3.14 that (E, A, B, C, D) is strongly externally equiv-
alent to the D representation (E22, A22,82, (2, D). Because of the assumed
minimality of (E, A, B, C, D) the number of columns of the matrix 8Eii - All
should then be zero, i.e. V* = {0}. By Theorem 2.31 this implies that (iv)
holds (Note that the reduction procedure produces a D representation for which
(iv) holds.) To prove the "if" part let us assume that (E, A, B, C, D) satisfies
conditions (i)-(iv). We will prove that the lower bounds in Lemma 4.10 are
reached. Since these lower bounds are invariant under strong external equiva-
lence, it then follows that the representation is minimal under strong external
equivalence. Because of (i), (ii) and (iii) Lemma 4.9 implies that
C[ ker El = Y n W0
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so that dim ker E = dim C[ ker El = dim (Y n Wi). By the same lemma we
have that
B- [ im El = 7ruwci
so that codim im  E = codim B-1 [ im E] = codim (gruWo). We will now show
that rank E = ord(E).  For this we apply Algorithm 3.28 to (E, A, B, C, D); for
the resulting P representation (F, G, Hy, Hu) we have (Lemma 3.29) that rank
G = rank E and that the conditions of Theorem 4.3 are satisfied. The repre-
sentation (F, G, Hy, Hu) is therefore minimal under strong external equivalence
and it follows from Theorem 4.3 that rank G = ord(E). We then conclude that
also rank E = ord(E) and this proves the theorem.                                0
Because of Lemma 2.36 we may formulate the above minimality conditions dif-
ferently as follows:
(a) IE   Bl has full row rank
r sE- A ·\
(b) 1 I has no zerosl in CL c l
(c) A[ ker El C  im E.
We conclude this subsection with three theorems that were referred to in Sec-
tion 3.5.
Theorem 4.12  Let (F, G, Hy, Hu) be a P representation that results from ap-
plying Algorithm 3.28 to a D representation (E, A, B, C, D) that satisfies con-
ditions (i), (ii) and  (iv) of Theorem 4.11.  Then  (F, G, Hy, Hu) is minimal un-
der strong external equivalence. In particular, (F. G, Hy, Hu) is minimal under
strong external equivalence if (E, A, B, C, D)  is minimal under strong external
equivalence.
Proof By Lemma 3.29 we have that (F, G, Hy, Hu) satisfies the conditions of
Theorem 4.3 and is therefore minimal under strong external equivalence. The
second statement follows from the previous theorem.                            0
Theorem 4.13  Let (E, A, B. C, D) be a D representation that results from ap-
plying Algorithn. 3.30 to a P representation (F, G, Hy, H.) that is minimal under
strong external equivalence.  Then (E, A, B, C, D) is also minimal under strong
external equivalence.
Proof By Theorem 4.3 and Lemma 4.4 we have that rank G = ord(E), ker
G n ker H = {0} and H[ ker G] = Wo.  It now follows from Lemma 3.31 that
rank E = ord(E), dim ker E = dim (Y n Wo) and codim im E = codim (Y +
Wo)  = codim  (lru Wo). We conclude from Theorem  4.11  that  (E, A, B, C, D)  is
minimal under strong external equivalence.                                          0
i Here and below "no zeros" should be understood as "no zeros of positive order".
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Theorem 4.14  Let (E, A, B, C, D) be a D representation that results from ap-
plying Algorithm 3.36 to a DZ representation (E, A, B, C) that is minimal under
strong external equivalence.  Then (E, A, B, C, b) is also minimal under Strong
external equivalence.
Proof By Lemma 3.37 we have that (E, A, B, C, b) satisfies the conditions of
Theorem 4.11 and is therefore minimal under strong external equivalence.    0
4.2.2 Results under weak external equivalence
In this subsection we consider the minimality issue of the previous subsection
under weak external equivalence. As expected (see the remarks at the beginning
of the section) controllability at all finite modes is an additional requirement for
minimality under weak external equivalence. Together with the conditions of the
previous subsection we get five necessary and sufficient conditions for minimality
under weak external equivalence:
Theorem 4.15  Let E= (T,W=Y E B U,B) € CP+„1 and let (E, A, B, C, D) be
a D representation of B; here E, A : X,1 -+ Xe. Let Wo be the DV space of E.
Then (E, A, B, C, D) is minimal under weak external equivalence if and only if
the following conditions hold:
(i) [E   B] has full row rank
(,i,  1 #1
has full column rank
(iii) A[ ker E] c  im E
F sE-Al
(iv)        C       has
full column rank for all s€C
(v)  [sE - A   B] has full row rank for all s € C.
Moreover, if the representation is minimal then the following statements hold:
(a) rank E = C-ord(E)
(b) dim ker E = dim (Y n Wo)
(c) codim im E = codim (7ru WO)
(d)  dim Xd = Cord(E) + dim (Y n Wo)
(e)  dim Xe = C-ord(E) + codim (lru wo).
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Proof A D representation that is minimal under weak external equivalence
should certainly satisfy conditions (i)-(iv) because of Theorem 4.11 and the fact
that weak external equivalence is weaker than strong external equivalence. We
will now prove the necessity  of  (v).   Let  T*   be the subspace  of  X,1  that  is  the
limit space of the following iteration:
To = {0},   T™+1 - E-1[AT™ + im Bl.
Note that T* is the projection on Xd of the limit space of the iteration (2.29)
applied  to the pencil  [sE - A B]. Decompose  Xi  aS  Xd  =  Xdl  e X,12 where
Xdl = T* and decompose Xe as Xe = Xel@Xe, where X 1 = AT*+ im B.  With
respect to these decompositions we may write (note that ET* C AT- + im B)
-                                               -
-sE- A -B- sE11 - All   sE12 - A12  |  -Bl
0        SE22 - A22  I    0
CD Cl    (2  I D-
It  follows from Theorem  2.33  that the matrix [sE11  - All        -  Bl]  has  full  row
rank for all s E C. Since ker E C T* the matrix E22 has full column rank. As a
result the RC space C is given as (Lemma 3.16)
[CD1
C                   o       I      (ker   [sE- A       -B})
=   I(l   D] C ker [sE11 - All    - Bl])
and we conclude  that  (E, A, B, C, D) is weakly externally equivalent  to  the
D representation (Ell,All,Bl,Cl,D). Because of the assumed minimality of
(E,A, B,C,D) the number of rows of the matrix sE22 - A22 should then be
zero,  i.e.   AT*  +   im  B  =  Xe·    By  Theorem  2.33 this implies  (v).    (Note  that
the reduction procedure produces a D representation which satisfies (v).) To
prove the "if" part let us assume that (E, A, B, C, D) satisfies conditions (i)-(v).
It then follows as in the proof of Theorem 4.11 that (a-e) hold (use Theo-
rem 4.6 instead of Theorem 4.3). By Lemma 4.10 we have that in general dim
Xd 2 Cord(E) +dim (Yn WI) and dim Xe 2 Cord(E)+codim (71-ul/Fo). From
the fact that C-ord(E) and Wo are invariant under weak external equivalence
we now conclude that (F, G, H) is minimal under weak external equivalence.  0
Because of Lemma 2.36 and Lemina 2.37 we may formulate the above minimality
conditions differently as follows:
(a)  [sE - A   Bl has no zeros in C
r s E-A l
(b) 1 I has no zeros in Cl c]
(c) A  ker El c im E.
The minimality conditions in the above theorem coincide with results by
Grimm [19]. Analogous results  had been proved earlier  in [56]. However.  in  that
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paper only the restricted class of D representations  (E, A, B, C, D) for which
sE - A is invertible is considered.  Also, a different notion of minimality is used:
minimality is defined in terms of the rank of E instead of the size of E.  It is
proved that within the restricted class a representation (E, A, B, C, D) is min-
imal in this sense if and only if the above conditions (a) and (b) hold.  This is
called "strong irreducibility"   in  [56].    It  is not surprising  that the above condi-
tion (c) is not required: the nondynamic modes are not related to the rank of
E, see Remark 4.8. In the terminology of [56] we may summarize the result of
Theorem 4.15 as follows: the representation  (E, A, B, C, D) is minimal under
weak external equivalence if and only if it is strongly irreducible and has no
nondynamic modes.
The following three theorems show that Algorithm 3.28, Algorithm 3.30 and
Algorithm 3.36 not only preserve minimality under strong external equivalence
(Theorem 4.12, Theorem 4.13 and Theorem 4.14) but also under weak external
equivalence.
Theorem 4.16  Let  (F, G, Hy,Hu) be a P representation that results from ap-
plying Algorithm 3.28 to a D representation  (E, A, B, C, D) that satisfies con-
ditions (i), (ii), (iv) and (v) of Theorem 4.15. Then (F, G, Hy,Hu) is minimal
under weak external equivalence. In particular,  (F, G, Hy, Hu) is minimal un-
der weak external equivalence if (E, A, B, C, D) is minimal under weak external
equivalence.
Proof By Lemma 3.29 we have that (F, G, Hy, Hu) satisfies the conditions of
Theorem 4.6 and is therefore minimal under weak external equivalence. The
second statement follows from the previous theorem.                              0
Theorem 4.17 Let (E, A, B, C, D) be a D representation that results from ap-
plying Algorithm 3.30 to a P representation (F, G, Hy, Hu) that is minimal under
weak external equivalence.  Then (E, A, B, C, D) is also minimal under weak ex-
ternal equivalence.
Proof By Theorem 4.6 and Lemma 4.4 we have that rank G = C-ord(E), ker
G n  ker H = {0} and H[ ker G] = Wo.  It now follows from Lemma 3.31 that
rank E = C-ord(E), dim ker E = dim (Y n W ) and codim im E = codim (Y +
Wo) = codim (gruWo). We conclude from Theorem 4.15 that (E, A, B, C, D) is
minimal under weak external equivalence.                                              0
Theorem 4.18  Let (E, A, B, C, D) be a D representation that results from ap-
plying Algorithm 3.36 to a DZ representayion (E, A, B, C) that is minimal under
weak external equivalence.  Then (E, A, B, C, D) is also minimal under weak ex-
ternal equivalence.
Proof By Lemma 3.37 we have that (E, A, B, c, b) satisfies the conditions of
Theorem 4.24 and is therefore minimal under weak external equivalence.      0
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4.3   Minimality of a DZ representation
In this section we consider the minimality issue for the class of descriptor repre-
sentations with zero direct feedthrough matrix, i.e. the class of DZ representa-
tions:
aEE   =    AE + Bu
y= CE.
The results in this section are based on the results for P representations in
Section 4.1, as in the previous section the link is provided by Algorithm 3.28.
The minimality conditions in this section turn out to be slightly different from
the minimality conditions that we obtained for D representations in the previous
section. The main reason for this lies in the fact that a DZ representation has
no matrix D in which nondynamic modes can be incorporated (see the last part
of the proof of Lemma 4.7). Consequently, condition (iii) of Theorem 4.11 and
Theorem 4.15 does not apply to DZ representations. However, the conditions
(i) and (ii) of these theorems are still necessary: the D matrix does not play an
essential role with respect to these conditions.
4.3.1 Results under strong external equivalence
When there is no D matrix in a descriptor representation an expression for
the DV space Wo can be obtained that is slightly different from the one in
Lemma 4.9:
Lemma 4.19  Let E =  (T, W = Y e U,B)  C CP+"'  and let (E, A, B,C) be a DZ
representation of B. Let Wo be the DV space of E. Assume that the following
conditions are satisfied:
(i) [E   B] has full row rank
c, ¢I #% 1
has full column rank.
Then we have
(a) C[ ker E] = TY WO
(b) 8-1[ im E] = Un Wo.
Proof   Let  (F, G, Hy, Hu)  be  the P representation that results from apply-
ing  Algorithm  3.28  to  the D representation  (E, A, B, C, 0). Then, according  to
Lemma 3.29, G has full row rank and ker Gn ker Hy n  ker Hu = {0}. Applying
Lemma 4.4 and using the notation of Algorithm 3.28 we then have
(2            0
Wo=im        0           I
n-l A n-1 n-D22 /122 -022 021
It now follows immediately that (a) and (b) hold.                                    0
The analog of Lemma 4.10 is the following lemma:
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Lemma 4.20  Let  E  =  (T, W  =  Y e U,B)  E  ZY+™  and let  (E, A, B, C)  be a
DZ representation of B; here E, A : Xi -4 Xe. Let Wo be the DV space of E.
Then the following statements hold:
(i) rank E 2 ord(t)
(ii) dim ker E 2 (lim Tryw°
(iii)  codim im E 2 codim (U n Wo).
In particular we have that
(a)  dim Xd 2 ord(E) + dim lrYWO
(b)  dim Xe 2 ord(E) + codim (U n Wo).
Proof  See the proof of Lemma 4.10; use Lemma 4.19 instead of Lemma 4.9.
0
We now present the main theorem of this section; the theorem shows that all
conditions for D representations are necessary and sufficient for DZ representa-
tions except for the condition A[ ker E] C  im E, i.e. absence of nondynamic
modes.
Theorem 4.21  A DZ representation (E, A, B, C) is minimal under strong ex-
ternal equivalence if and only if the following conditions hold:
(i) [E   B} has full row rank
(ii)      has
full column rank
[s E-A l
(iii)  [     C       has
full column rank for all s<C.
Moreover, if the representation is minimal then the lower bounds in Lemma 4.20
are reached.
Proof   See the proof of Theorem 4.11-use Lemma 4.19 instead of Lemma 4.9
and Lemma 4.20 instead of Lemma 4.10.                                                        O
The following two theorems are analogues of Theorem 4.12 and Theorem 4.13
respectively.
Theorem 4.22 Consider a DZ representation (E, A, B, C), that is minimal un-
der strong external equivalence. Let (F, G, Hy, Hu) be the P representation that
results from applying Algorithm  3.28  to  the D representation  (E, A, B, C, 0).
Then (F, G, Hy,Hu) is minimal under strong external equivalence.
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Proof It follows from Theorem 4.21 that  (E, A, B, C, 0) satisfies conditions (i),
(ii) and (iv) of Theorem 4.11. The result now follows from Theorem 4.12.       0
Theorem 4.23  Let (E, A , B, C) be a DZ representation that results from ap-
plying Algorithm 3.32 to a P representation (F, G, Hy, Hu), that is minimal un-
der strong external equivalence. Then (E, A, B, C) is also minimal under strong
external equivalence.
Proof By Theorem 4.3 and Lemma 4.4 we have that rank G  =  ord(E), ker Gn
ker H = {0} and H[ ker G] = Wo. It now follows from Lemma 3.33 that rank
E = ord(E), dim ker E = dim iry Wo and codim im E = codim (U n Wa). We
conclude from Theorem 4.21 that (E, A, B, C) is minimal under strong external
equivalence.                                                                                            0
4.3.2 Results under weak external equivalence
In this subsection we consider the minimality issue of the previous subsection
under weak external equivalence. By now the following theorem should come as
no surprise:
Theorem 4.24  Let E = (T, W -Y e U,B)  C EP+m  and let (E, A, B, C) be a
DZ representation of B; here E, A : X,1 -i Xe. Let Wo be the DV space of E.
Then (E, A, B, C) is minimal under weak external equivalence if and only if the
following conditions hold:
(i) [E  B] has full row rank
Cii) I  1
has full column rank
[s E-A l
(iii)  [     C       has full column rank for all s e C
(iv)  [sE - A   B] has full row rank for all s E C
Moreover, if the representation is minimal then the following statements hold:
(a) rank E = C-ord(E)
(b) dim ker E = dim TTYTVO
(c) codim im E = codim (U n Wo)
(d) dim X = C-ord(E) + dim KYM''O
(e)  dim Xe = C-ord(E) + codim (U n Wo).
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Proof   See the proof of Theorem 4.15-use Lemma 4.19 instead of Lemma 4.9.
0
The following two theorems show that Algorithm 3.28 and Algorithm 3.32 not
only preserve minimality under strong external equivalence (Theorem 4.22 and
Theorem 4.23) but also under weak external equivalence.
Theorem 4.25 Consider a DZ representation (E, A, B, C), that is minimal un-
der weak external equivalence.  Let (F, G, H„ Hu) be the P representation that
results from applying Algorithm 3.28  to the D representation  (E, A, B, C, 0).
Then (F, G, Hy,Hu) is minimal under weak external equivalence.
Proof It follows from Theorem 4.24 that a DZ representation (E, A, B, C) that
is minimal under weak external equivalence satisfies conditions (i), (ii), (iv) and
(v) of Theorem 4.15. The result now follows from Theorem 4.16.                  0
Theorem 4.26  Let  (E, A, B, C) be a DZ representation that results from ap-
plying Algorithm  3.32  to  a P representation  (F, G, Hy, Hu),  that is minimal
under weak external equivalence.  Then (E, A, B, C) is also minimal under weak
external equivalence.
Proof By Theorem 4.6 and Lemma 4.4 we have that rank G = C-ord(E), ker
G n  ker H = {0} and HI ker G] = Wo.  It now follows from Lemma 3.33 that
rank  E = C-ord(E),  dim  ker  E  =  dim  ery WI and codim  im  E = codim  (U n
Wo).  We conclude from Theorem 4.24 that (E, A, B, C) is minimal under weak
external equivalence.                                                                     0
4.4   Minimality of a DP representation
In this section we investigate the minimality issue for a DP representation
aKE = LE + Mw.
As before K and L are mappings from X to Z. The representation will be called
minimal if both Z and X have least dimension in the class of equivalent DP rep-
resentations. A minimal DP representation thus involves a minimum number of
internal variables and a minimum number of equations. As mentioned at the
beginning of Section 3.5 we may interpret a DP representation (K, L, M) as the
DZ representation (E, A, B, C) whereE=K,A=L,B=Mand C:X= {0}
is the zero mapping. Results on minimality for DP representations are there-
fore immediate from the previous section. In the following two subsections we
present the results under strong external equivalence and weak external equiva-
lence respectively.
4.4.1 Results under strong external equivalence
The following theorem is a corollary of Theorem 4.21.
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Theorem 4.27  Let E = (T, W. B) € Cq and let (K, L, M) be a DP representa-
tion of B; here K, L:X=Z.  Let Wo be the DV space of E.  Then (li, L, M) is
minimal under strong external equivalence if and only if the following conditions
hold:
(i) K has full column rank
(ii) [K   Mj has full row rank
(iii) sK - L has full column rank for all s € C.
Moreover, if the representation is minimal then the following statements hold:
(a) dim X   ord(E)
(b) dim Z = ord(t) + codim Wo.
0
The minimality issue of this subsection has been considered for T=Z b y
Willems in  [64]. The conditions  that are derived  in 164] differ  from ours: there
is the additional requirement that [L M] should have full row rank. Briefly,
this is due to the fact that for T=Z w e have 08 =B rather than 08 C B, see
also the remarks  in  [62].
4.4.2 Results under weak external equivalence
The following theorem is a corollary of Theorem 4.24. The minimality conditions
in the theorem coincide with results  in  [2,  310
Theorem 4.28  Let E = (T, M/, B) e £9 and let (K, L, M) be a DP representa-
tion of B; here K,L:X- *Z.  Let Wo be the DV space of E.  Then (K, L, M) is
minimal under weak external equivalence if and only if the following conditions
hold:
(i) K has full column rank
(ii) [K   M] has full row rank
(iii) sK -L has full column rank for all s€C
(iv)  [sK - L   M] has full row rank for all s E C.
Moreover, if the representation is minimal then
(a) dim X = C-ord(E)
(b) dim Z = C-ord(E) + codim Wo.
0
The above theorem can also be derived on the basis of the duality that exists
under weak external equivalence between P representations and DP representa-
tions. Using Lemma 3.23 and Lemma 3.26 we can then obtain the theorem as a
corollary of Theorem 4.6.
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4.5 Transformation groups
In this section it is our aim to derive an operational form of equivalence for each
of the first-order representations that we considered in the previous sections.
Of course, a change of basis in internal/equation space should be included in
the operational form. At a general level the operational forms will be quite in-
volved since operations according to which redundant variables can be eliminated
should also be included. For representations without redundancy, i.e. minimal
representations, the operations are much less involved and even form a group
which will be referred to as the "transformation group".  For the (minimal) first-
order representations that we consider here we will show that the transformation
group is entirely made up of "change of basis in internal/equation space". There
is however one exception, as we will see shortly.
In the past, many concepts of equivalence have been defined for descriptor repre-
sentations. We mention "restricted system equivalence" that was introduced by
Rosenbrock [49] for DZ representations as the analog of "Kalman equivalence"
as defined for standard state space representations. Two DZ representations
(E, A, B, C)  and  (E, A, B, C) are defined to be restricted system equivalent if
they are related by a change of basis in descriptor/equation space: there exist
nonsingular matrices M and N such that
I *f 2 1 I . i- < -,„11 ff 2 1 - I
sf - A   -B 1
0    0 ].
For descriptor representations with direct feedthrough matrix the above type of
equivalence  was not considered useful  in  [56]: the non-dynamic modes  are  not
treated in a satisfactory way. For this reason the concept of "strong equivalence"
was introduced in [56] as a modified version of restricted system equivalence. It
involves so-called " operations of strong equivalence"  that are defined as follows:
two D representations  (E, A, B, C, D) and  (E, A, B, C, b) are defined to be re-
lated by operations of strong equivalence if there exist matrices M, N, R and Q
with M and N invertible such that
Ii;  11 sE-A   -B      N   Ql_   sE-A   -81(D I O, -l e»
Note that for a D representation
aEE   =    AE + Bu (4.8)
y= CE + Du (4.9)
the algebraic equations that are implicit in (4.8) are allowed to be added to (4.9)
under "operations of strong equivalence"  but not under "restricted system equiv-
alence".
In the following subsections we derive transformation groups under both strong
and weak external equivalence for minimal P representations, D representations,
DZ representations and DP representations respectively.
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4.5.1  Results for minimal P representations
The results of the next theorem are essentially present  in [61, Theorem  7.1},  see
the  remarks  in  [27}. Our proof however  is more elaborate.
Theorem 4.29  Let (F, G, H) and (F, G, H) be P representations that are min-
imal under strong external equivalence. Then the representations are strongly




T -   30 - F 1                                    (4.10)OI][ H]    1.
Proof   The "if" part follows from Lemma 3.18. To prove the "only if" part let
(F, G, H) and (F, G, H) be P representations that are strongly externally equiv-
alent and minimal under strong external equivalence. Let B be the behavior
that corresponds to the representations; let Wo, C and WI be the corresponding
RB space, RC space and DV space respectively. Because of minimality (Theo-
rem 4.3) both G and G have full row rank. Without loss of generality we may
assume that G=G= [I 0] since the (group) operations that bring G and G
in this form are included in (4.10) (note that G and G have the same rank and
size  because of minimality). Accordingly write  F=  [Fi      F21 'H=  [Hl      H,]
and  similarly  for  F  and H. Decompose  W  as  W  =  Wi  W  W2  with  W2   =   Wo.
It is sufficient to prove the theorem with respect to this decomposition since the
equality
[ S   0       sG- F
OMIH IT-I   11.44-,1
where M is a nonsingular matrix, implies (4.10). Write
Hi =    :;:1 .„2 -  1:t:1 .41 - 1 4,11 .„2 -1  111:1
F #111  -
with respect to the above decomposition of W. The P representation (F, G,H)
then becomes
0<1   =   Fi<1 + 12262
Wl   =   I/11 1 + If12 2
w2   =   H21<1 + Hn6 (4.11)
and similarly for (F, 0, H)_. Because of minimality dim ker G = dim  ker G =
dim WI and H[ ker G] = H[ ker G] = Wo (Theorem 4.3 and Lemma 4.4). As a
result the matrices H22 and H22 are nonsingular. The representation (4.11) can
then be written as
0<1   -   A<l + 811,2
Wl   =   (341 + Dw2
where A, B, C and D are defined by
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sI- A  -B
-
-   sI-  Fi     -F 2   -             H  Il  -21    
01
L - 22 I I122      .1
17-1 (4.12)
CD Hil H12
-      -                  -
By  Theorem  4.3 the matrix   [sGT  - FT      HT] T   has full column  rank  for  all
s  E  C.   Because of (4.12) it follows that  [sI - AT     CT] 7  also has full column
rank for all s EC. From Lemma 3.16 we derive the following expression for Wo
and C:
Wo  ( Wi(A)  1 E A-lwo©(A) 1 340 € Z such that< W2(A) )
wl(A) = C(XI - A)-140 + (C(XI - A)-1B + D)102(A)}   (4.13)
C   -    im  1 CCAI - 11-,B + D ]
I (4.14)
Introducing A, B, C and b in a similar way, we conclude from the strong external
equivalence of (F, G, H) and (F, G, H) that Wo is also given by
Wo - I< 101(X)   E A-1Woo(A) 1 340 E Z such thati      11'2 (A)  )
,-1
wl(A) = C(xI- A)-140 + (C AI- A)    B tb)w2(X)}   (4.15)
and that C is also given by
/       - \ -1-    -  1
C=i m               I            1
   lxI_ Aj   B + D  I
1 .                                (4.16)
We conclude from (4.14) and (4.16) that
)-1
CtAI -  A)-1 B + D =C  AI  -  A)      Bt
b (4.17)
and, using this equality in (4.13) and (4.15) that there exists a square matrix N
such that
/-1
C(XI - A)-1 N =C AI - A)   .
We now use Lemma 2.34 to conclude that N has full column rank, hence is non-
singular. Applying the standard state space isomorphism theorem (see for in-
stance_[24,  Theorem 6.2-41)  to the standard  state space representations (A, N,C)
and (A, I, C) we get
CN - C, N-l AN = A.
From (4.17) it follows that D=b and
'-1
C(,AI -  A)-1 B     =     C  I  -  A)      B
=      C (AI-Arl  N B.
Again using Lemma 2.34 we conclude that NB = B. We now have that
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3-1  0 0--sl-A-B- N O - sI- A  -B -O I O CD , Il-  i f0    OI        0      I
-   --  -      -
From (4.12) it now follows that (4.10) holds with S = N- 1  and
I              0     1[ N   0 1[        I            0    1-1
T= |  -H,2-1H,1   H,2-1 ] [  0   I] [ -#i,1' 21   ·fri,1 ]
0
The class of P representations that are minimal under weak external equivalence
is smaller than the class of P representations that we considered above.  The next
theorem shows that P representations in this class that are weakly externally
equivalent are related by the transformation group of Theorem 4.29.
Theorem 4.30  Let (F, G, H) and (F, 0, #) be P representations that are min-
imal under weak external equivalence. Then the representations are weakly




T -   s o-F l                                    (4.18)OI][ H] A \.
Proof  The "if" part follows from the fact that the relation (4.18) implies that
H[ ker (sG - F)] = HI ker_(s¢ - F')] (use Lemma 3.16). To prove the "only if"
part let (F, G, H) and (F, G, H) be P representations that are weakly externally
equivalent and minimal under weak external equivalence. Let C and Wo be the
corresponding RC space and DV space respectively. Let the matrices A, B, C,
D, A, B, C and D be defined as in the proof of Theorem 4.29. We conclude
from the fact that sG -F has full row rank for all s E C (Theorem 4.6) that
the matrix [sI -A   B] has full row rank for all s E C (follows from (4.12)).
A similar statement holds for   sI - A B Furthermore,  as in the
proof of
Theorem 4.29, it follows from the fact that C is invariant under weak external
equivalence that
C(XI - A)-1 B+D. C AI -,A -  B + D.
This implies that D = D. Applying the standard state space isomorphism
theorem  (see for instance [24, Theorem  6.2-4})  to the standard state space rep-
resentations (A, B, C) and (A, B, C) we conclude that there exists a nonsingular
matrix N such that
CN = C, 3-1 AN = A and N-1 B = B.
The desired result now follows as in the proof of Theorem 4.29.                    0
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4.5.2  Results for minimal D representations
The results in this subsection are based on the results for P representations in
the previous subsection; the link is provided by Algorithm 3.28. The next the-
orem shows that the transformation group under strong external equivalence
for minimal D representations consists of more than change of basis in descrip-
tor/equation space: minimal D representations are related by "operations of
strong external equivalence" as introduced  in  [56],  see the remarks  at the begin-
ning of the section.
Theorem 4.31 Let (E, A, B, C, D)  and  (E, A, B, C, D)  be D representations
that are minimal under strong external equivalence. Then the representations
are strongly externally equivalent if and only if there exist matrices M, N, R
and Q with M and N nonsingular such that
IR I c   DII,  I  -I  e   D 1
M   0]    s E-A   -B      N Q l sE-A -Al
-  1.     (4.19)
Proof   The "if" part follows immediately from Lemma 3.18. To prove the "only
if"  part let  (E, A, B, C, D)  and  (E, A, B, C, D)  be D representations that  are
strongly externally equivalent and minimal under strong external equivalence.
Let B be the behavior that corresponds to the representations and let Wo be the
correspo-nding DV space. Without loss of generality we may assume that both
E and E are given as
Li :] (4.20)
since the (group) operations that bring E and E in this form are included
in (4.19) (note that E and E have the same rank and size because of mini-
mality). Accordingly write
4-1  1;:    t:  1, " -1  4] ,C=  I  C.    C,  1.
and similarly for A, B and C. Decompose U as U = Ui & U2 with U2 = 7ru Wo.
It is suflicient to prove the theorem with respect to this decomposition since the
equality
1 2  2 11'EBA  79110  2 1 -I'*84  -f 11:  21
where L is a nonsingular matrix, implies (4.19). With respect to the above
decomposition of U we write
Bl = [Bil     8121,82= [821     822],D= [Dl     D2]
and similarly for Bl,  B,  and b. Because of minimality (Lemma 4.9 and Theo-
rem 4.11) we have that
codim im E = codim im E = codim Truwa
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and
8-I[ im El = B-1[ im El = iruwo.
As a result the matrices B 2 and B 2 are nonsingular.  Let  (F, G, Hy, Hu)  and
(F, 0, Hy, #a) be the P representations that result from applying Algorithm 3.28
to  (E, A, B, C, D)  and  (E, A, B, C, D) respectively.   Then  (F, G, Hy, H )  and
(F, G, Hy, It*) are strongly externally equivalent and minimal (Theorem 4.12).
As a result of (3.37) and Theorem 4.29 there exist nonsingular matrices S and
T such that
S O O O- -I  -8128271  0  0 --sI-All  -A12  -Bll
O I O O 0        02 Bni         I 0 -A21 -A22 -821
0 0 I O 0 0   0 I     Cl   (2  111   X
D O O I_ _0 861 0 0       0     0    I--
- Tll  T12 Tl 3 -      -I  -B121361  0 0-  -s I- All  -A12  -Bll
0       b2  21        I 0 -,421  - 22 - 21  . (4.21)X  T21 T22 T23  - 0 0    0 I      Cl    (72   Dl
T31 T32 1'33-           - _0   421   0 0_ _    0     0    I  _
Comparing elements of the first and third rows of both sides of the above equa-
tion we conclude that Tii = S-1, T12 = 0, T13 = 0, T31 - 0, 732 - 0 and
T33 = I. From the fact that T is nonsingular it now follows that T22 is nonsin-
gular. From (4.21) it also follows that
S O O- -I -812831 0- -s I- All -A12 -Bll -812
O I O 0       D28ni I -A21  -A22 -821 -822  X
O O I 0 82 0  Cl (2 Dl D2-   --    --
9-1000 I -B12,862 0- - sI - All -A12 -811 -812
x    T21 T22 1'23 0    i    O  b2 }& I -A21   -A22 -1321 -1322   ·(4.22)0  0  I O
0  0 O I -0  1361  0- -   Cl    (2  Di  02
Multiplying this equation from the left by
-1
I - B12B221 0 I 0 B,2
0 £12,881 I=0 0 822
0    ,%1    0 _ _ 0  I  -D2 _
yields
S -SB128221 + B128221  0--sI- All  -A12 -Bil  -812
0    '822861    0    -A21 -A22 -821 -822  X
-0    02822  - D2822      I_-    Cl      (2 Dl 02   -
S-1 0 0 0 sI - All  -A12  -Bll  -B12
X  T21 T22 T23 0 -A21 -A22 -B21 -B220 0 I O
0 0 0 I _  1 (72 bl D2  -
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The theorem is now proven by taking
M =1 f -SB,2,15il + B,286'
1
7,1  722 j '822 8%21 ,     _Is-1 0 1N-
[ 0 01
R=  0   D,BA' - b,Bi:,11,    Q= [T,   O]
As in the previous subsection the situation with respect to weak external equiv-
alence resembles the situation with respect to strong external equivalence. The
next theorem coincides  with a result  in  [19].
Theorem 4.32 Let (E, A, B, C, D)  and  (E, A, B, C, D)  be D representations
that are minimal under weak external equivalence. Then the representations are
weakly externally equivalent if and only if there exist matrices M, N, R and Q
with M and N nonsingular such that
Ii:  11 sE-A   -B       N   Ql_\  st-A   -AlC   D  IO I]-[  c   b]
Proof  See the proof of Theorem 4.31-use Theorem 4.16 instead of Theo-
rem 4.12 and Theorem 4.30 instead of Theorem 4.29.                                  O
4.5.3  Results for minimal DZ representations
The results in this subsection are based on the results for P representations
in Subsection 4.5.1; as in the previous subsection the link is provided by Al-
gorithm 3.28 . The transformation group for minimal DZ representations turns
out to be different from the transformation group for minimal D representations
that we obtained in the previous subsection. This is due to the fact that some
of the operations in the transformation group of the previous subsection create
a nonzero D matrix in a minimal DZ representation. The transformation group
in this subsection is therefore more restricted. The next theorem shows that DZ
representations are related by "restricted equivalence" as introduced  in  [49],  see
the remarks at the beginning of the section.
Theorem 4.33  Let  (E, A, B, C)  and  (E, A, B, C)  be DZ representations that
are minimal under strong external equivalence. Then the representations are
strongly externally equivalent if and only if there exist nonsingular matrices M
and N such that
I     11'E
-
A   -B l [N   0 1-   s f-A   -  1C  0 ]LO I]   0  0
Proof  See the proof of Theorem 4.31- decompose U as U = Ui 0 U2 with
U2  = UnW° instead of U2 = 7ruW'; use Lemma 4.19 instead of Lemma 4.9, The-
orem 4.21 instead of Theorem 4.11 and Theorem 4.22 instead of Theorem 4.12.
In the notation of the proof of Theorem 4.31 we then have that Di  =  bl  - 0 and
D2 = D2 = 0. Comparing the (2,3) elements on both sides of equation (4.22),
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we conclude that C'27'23 - 0 which implies that T23 = 0 since £2 has full column
rank (condition (ii) in Theorem 4.21). Consequently,R=0 and Q=O i n the
notation of Theorem 4.31 which yields the desired result.                             0
As in the previous subsection the transformation group under weak external
equivalence is the same as the transformation group under strong external equiv-
alence; the proof of the following theorem is analogous to earlier proofs.
Theorem 4.34 Let (E, A, B, C)  and  (E, A, B, C)  be DZ representations  that
are minimal under weak external equivalence.  Then the representations are
weakly externally equivalent if and only if there exist nonsingular matrices M
and N such that
f M   O      sE- A-B NO sE- A  -B,  I I   c    , 11,  Il- I   e    ,
0
4.5.4  Results for minimal DP representations
In this subsection we proceed as in Section 4.4: we interpret a DP representation
(K, L, M) as the DZ representation (E, A, B, C) where E=K, A=L, B=M
and C:X= {0} is the zero mapping. Results are then immediate from the
previous subsection. The following result under strong external equivalence is a
corollary of Theorem 4.33:
Theorem 4.35  Let  (K, L, M)  and  (K, L, M)  be DP representations that are
minimal under strong external equivalence.  Then the representations are strongly
externally equivalent if and only if there exist nonsingular matrices S and T such
that
T I,K-L    Ml       0 1 = I,t  -I    tlf) I
0
The transformation group under strong external equivalence for minimal DP
representations  has been derived  for  the  case  T  =  Z  in [64, Theorem  VII.9].
The transformation group coincides with the transformation group in the above
theorem.
The next theorem can be derived either as a corollary of Theorem 4.34 or, using
the duality between the pencil form and the dual pencil form of Lemma 3.26, as
a corollary of Theorem 4.30.
Theorem 4.36  Let  (K, L, M)  and  (K, L, M)  be DP representations that  are
minimal under weak external equivalence. Then the representations are weakly
externally equivalent if and only if there exist nonsingular matrices S and T such
that
[S   01      r




Realization in minimal first-order form
When a first-order representation is equivalent to a representation in AR(MA)
form it is usually called a realization of the corresponding AR(MA) represen-
tation. In this chapter we study methods for obtaining minimal first-order re-
alizations of AR(MA) representations under strong/weak external equivalence.
Without the requirement of minimality the issue is easily solved by methods
which involve just a renaming of variables. An AR representation is then most
naturally realized in dual pencil form: realization "per row" of the correspond-
ing polynomial matrix R(s) = Rksk + Rk-lsk-1 + . . . +R o leads to the DP 
representation  (see  also [3, Section  1.21)
-              -       -              -
I 0
ROI
0       4=       4+ : W.
I
0              I      _ Rk --              -       -              -
In an analogous way an MA representation given by a polynomial matrix Q(s) =
Qksk + Qk-lsk-1 t. . . +Q o is most naturally realized "per column" in pencil
form as (see also [3, Section 1.31)
-                   -            -                   -
I                        OI
0               4.4
IO       I
-                   -            -                   -
w         I Q o   · · ·   Qk  ]4
From the above one gets the impression that AR representations are naturally
linked with DP representations whereas MA representations have a natural con-
nection with the pencil form. However, in the sequel the situation will be ex-
actly the converse. Indeed, when looking for basis-free methods to realize AR
representations in minimal first-order form we find that the pencil form is most
suitable. To get this clear let us consider an AR representation for which R(s)
is nonsingular. It is important to notice that such representations are nontrivial
in the context of strong external equivalence whereas they are trivial (equiva-
lent to the trivial system with only the zero trajectory) under weak external
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equivalence. The underlying system E can be interpreted as the I-0 system
E=(T, W W  {0},B) in which  w   is the output variable (Definition  3.27;   the
transfer function equals  the zero mapping). An intuitive explanation  of the  fact
that the pencil form provides a more natural description is that w "acts as an
output" in the pencil form whereas it "acts as an input" in the dual pencil form.
In Section 5.4 we compare our method with the realization method of
Fuhrmann [15, 17] that is also defined in a basis-free way. For this we have
to restrict ourselves to I-0 systems with W=Y*U f o r which the transfer
function T(s) is strictly proper; the Fuhrmann realization method gives a stan-
dard state space realization T(s) = C(sI - A)-1B that is defined from a left
polynomial factorization of T(s). An important feature of the realization is that
it is not controllable and therefore not minimal under transfer equivalence if
the factorization that one starts with is not coprime. We will show that the
Fuhrmann realization represents the behavior of the system that corresponds to
the factorization and is minimal under strong external equivalence.
For transfer functions that are nonproper one can obtain a realization in DZ form
by the following trick that appears at several places in the literature, see [10,52,
65]. First finite and infinite frequencies are split by decomposing  T(s)  as
T(s)=TiCS) + T,(s)
where Ti (s) is strictly proper and  T2(s) is polynomial. The second step consists
of the realization of both Ti(s) and 3-1T2(8-1) in standard state space form as
Ti(s) = Cl(sI - Al)-181 and 3-17'2(s-1) = C'2(sI - .42)-1,82· (5.1)
A small calculation shows that we then have 7'2(S) = (2(I - SA2)-182 SO that
T(s) = C(sE - A)-18
where
E-I:  -12] 'A=I AO'  ],8-1 1 C = Icl   (21.
Bl 1
B2 1'
When the realizations in (5.1) are both minimal under transfer equivalence then
the rank of E is minimal among the DZ representations that realize T(s). This
has been proved in [521 and is essentially due to the fact that we then have
rank E = 8p(T): note  that  this  is in accordance  with  (3.31).   It  is not difficult
to prove that (E, A, B. C)  is also minimal with respect to the size of E:  the
conditions of Theorem 4.24 are easily checked. Note however that the size of
E is not necessarily minimal among the descriptor representations with nonzero
direct feedthrough matrix, i.e. the D representations. In fact, we believe that
a D realization for which the size of E is minimal cannot be obtained directly
by separating finite and infinite frequencies. In contrast, the method of Sub-
section 5.3.2 in which finite and infinite frequencies are not split yields a D
representation (E, A, B, C. D) that is minimal with respect to the size of E.
In the following section we present our basis-free realization method; the method
yields a representation in pencil form that is minimal under strong external
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equivalence. The approach is based on results in [62} concerning the realization
of a discrete-time behavior. Most of these results are spelled out in Section 5.2.
In Section 5.3 we give a procedure for computing the pencil realization which we
illustrate by an example. In the same section we consider other variations on the
theme: we will show how the computational procedure can be modified to obtain
DP, D and DZ representations respectively. In Subsection 5.3.1 realizations
from MA representations are obtained by duality. In all algorithms the heaviest
computational load consists of the inversion of a single constant q x q-matrix.
The results in this chapter that are concerned with the pencil and the descriptor
form have been written down in [27, 28, 31] (proofs are sometimes different).
5.1   Realization in pencil form: the abstract procedure
Let us consider a system E = (T, w, 8)  c (q whose behavior B is given by an
AR representation
R(Aw= 0 (5.2)
where R(s) is a polynomial matrix of size r x q o f full row rank.  Let Wo and
Wo be the RB space and the DV space of E respectively, and let 1/V* be defined
as in Definition 3.10; then Wo and W. are given as
Wo = {w(X) E A-1Wo©(A) 1 R(A)w(A) is polynomial }
W. = { w ( A) E A - 1 Woo ( A ) 1 R( A) w ( A ) = 0 } .
We introduce the following space of polynomial vectors:
X_(R) = {p(A) € Rr [A] 13w(A) c Wo such that p(A) = R(A)w(X)}. (5.3)
The space X_ (R)  is finite-dimensional; it follows from Remark 2.20 that
dim X_ (R) = K (R) = ord(E) (5.4)
The space X_ (R) is clearly isomorphic to the quotient space 14/oil/VI; denoting
an element of the quotient space by [ . ] we find a natural isomorphism in the
mapping MR  from Wo/W.  to X_ (R)  that is defined by
MR: Iw(A)} H-+ R(A)w(A)
The quotient space Wo/X-1W. is also finite-dimensional; it is easily checked
that
dim Wo/A-lw. dim Wo/W. + dim Wo (5.5)
ord(E) + dim Wo. (5.6)
Next, we define mappings G and F from Wo/A-1W. to X_(R) by
G: [w(A)] »-* R(A)w(A) (5.7)
F : [w(A)] - R(A)7r_(AW(A)) (5.8)
and a mapping H from 1/Vo/A-1W. to W by
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H : [w(A)] ,--+ 7rlw(A). (5.9)
Here 71'_ denotes the projection of Iii/(A) onto  A- 1 Wo© (A), effected by "deleting
the polynomial part" and x1 is defined as in (2.23).
At this moment it is already clear that (F, G, H) is minimal under strong external
equivalence. Indeed, it follows from (5.4) and (5.6) that the lower bounds of
Theorem 4.3 are reached. Hence we essentially have to prove only one thing:
(F, G, H) and (5.2) represent the same behavior (note the difference in strategy
with  127]).
Theorem 5.1 Let R(s) be a polynomial matrix of size r x q that has full row
rank. Let F, G and H be defined by (5.7-5.9). Then the P representation
(F, G, H) is strongly externally equivalent to the AR representation
R(a)w = 0. (5.10)
Moreover, the representation (F, G, H) is minimal under strong external equiv-
alence whereas it is minimal under weak external equivalence if and only if R(s)
has full row rank for all SEC.
Proof We first prove that the representations are strongly externally equiva-
lent. According to Theorem 3.12 it suffices to show that the RB space corre-
sponding to (F, G, H) and the RB space corresponding to (5.10) are the same.
For this let w(s) be an element of the RB space corresponding to (5.10), i.e.
w(s)  6  8-1 Wo©(s)  and  R(s)w(s)  is  polynomial.   We  will  show  that  w(s)  be-
longs to the RB space corresponding to  (F, G, H). By Lemma 3.16 it sufices
to  find an element ((s)  6  3-1 Zo© (s)  such that  (sG - F)<(s) is polynomial and
w(s) = H<(s). Define <o €Z b y<o: = [w(A)] Chere I. ] denotes the equivalence
class in 11/0/A-1W*). We now define <(s) by
((s):= (sI - P)-16
where P is the mapping from Z to Z that is defined by
P : [W(A)] »+ Ilr_AW(A)]
Clearly ((s) 6 3-1ZX(s) and w(s) = H<(s). From the definition of F and G it
follows that (sG - F)((s) = G<o is a constant so that ((s) indeed has the desired
properties. Coni:"sely, let w(s) be an element of the RB space corresponding to
(F, G, H) so that there exists an element ((s) c Z(s) such that (sG - F)((s) is
polynomial and U.'(s) = ir_ (H<(s)). Without loss of generality we may assume
that <(s) is strictly proper so that it, (s) = H<(s) and (sG - F)<(s) is a constant,
say p(A) e X_(R). We will prove that R(s)w(8) is polynomial; more specifically
we will prove that R(s)w(s) = p(s). To indicate the dependance on A we will
denote <(s) as <(A)(s) in the sequel.  Let us write the Laurent expansion of
<(A)(s) as
<(A)(s) = [wl(A)]s-1 + [w2(A)]s-2 + I
From (sG - F)<(A)(s) = p(A) it now follows that
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G([wl(A)1) = R(A)wl(A) = p(A) (5.11)
and that
G([w,+1(A)]) = F([w,(A)1) for all i E Z.+
which implies that
R(A)w,+1(A) = AR(A)w,(A) - R(A)(H[w,(A)}) for all ie Z+ (5.12)
The Laurent expansion of the vector R(s)w(s) can be written as
R(s)w(s)   =   R(s)(H[wl (A)])8-1 + R(s)(H[w2(A)1)8-2 t. . .
=   R(s)(H[wl(8)1)3-1 + R(s)(Hitu2(s)])8-2 + . . .
Substituting A=s i n equation (5.12) we then get
R(s)w(s) = R(s)wl(S)
which equals p(s) by (5.11). This proves that w(s) belongs to the RB space cor-
responding to (5.10) and we conclude that the two representations are strongly
externally equivalent.
The statement on minimality under strong external equivalence is already im-
plied by the remarks preceding the theorem. To prove the statement on min-
imality under weak external equivalence we first note that, under the assump-
tion that R(3) has full row rank, it follows from the proof of Lemma 2.28 that
K'(R) = 1,( ker R(s)) if and only if R(s) has full row rank for all s € C. Since,
by definition, 1/( ker R(s)) equals Cord(E) the statement follows from the above
and Theorem 4.6.                                                                         0
5.2 The pencil realization in terms of a discrete-time be-
havior
In the previous section we presented a method for realization in pencil form of
systems that were given by an AR representation; the pencil matrices F, G and
H are computed from the polynomial matrix in the AR representation and the
method is valid in continuous as well as in discrete time. In this section we
will show that for the discrete-time case the realization can also be formulated
in terms of the behavior itself.  This will shed some light on the use of certain
spaces in the previous sections; the link is provided by the correspondence
(Wo, Wl,·- 7 +-+ WOX-1 + Wl· -2 + . . .
which identifies Wz+ with the set of formal power series in A with vanishing
constant term. Our treatment here is based on the development in [62j; however,
we derive some results, published  in  [27],  that do not depend on the assumption
that the behavior is closed in the topology of pointwise convergence.
We already introduced the mapping a on Wz+ in Section 3.1; it was defined as
the (backward) shift
0 : (Wo, Wl,  · ·  »+ (Wl, U,2, '  ' · (5.13)
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We shall also consider the following mappings on Wz+: the forward shift
a* :(wo, wl,···)»+ (0, WO, Wl•'-  , (5.14)
and the evaluation mapping at time 0
X   : (W o,w l,      - ) » + Wo. (5.15)
Let us consider a subspace B of WZ-+ that is linear and 0-invariant. We introduce,
for each k € Z+, the following spaces:
Bk - I[w]k I m€B} (5.16)
where Iwl k denotes the k-truncation of an element w of WZ+:  if
1.D= (100, Wl, '-',Wk, 1[lk-,1-1, ' - '), (5.17)
then
[10]k = (WO, Wl, '-I,Wk)· (5.18)
Recall that pointwise convergence on WZ+ is defined as
TU'    r*    w   *=>   Ilwl - Wk 11    05    O for all k E Z+
where 11.11 denotes the usual Euclidean  norm  on W. Denoting the closure  of  B
in the topology of pointwise convergence by 84 we have the following lemma:
Lemma 5.2 Let B c WZ+ be linear and a-invariant. Then
w  €Bcl    #    Iw] k  E  Bk  forallk  €  Z+.
Proof    See the proof of Proposition  4  in  [62].                                                                       0
Following [621 we introduce the subspaces
80 = {w €Bl (0*)tew € B for allk € Z+} (5.19)
and
81={w €Bolxw=0} (5.20)
Note that Bo is, by definition, the largest 0 *-invariant subspace of B. Intuitively.
80  contains the trajectories that start  from  zero  "state";  so the quotient space
B/Bo can be interpreted as a state space. The quotient space 80/81 describes
the freedom one has in choosing a value of the "driving variable" of the Systelll.
As a result 80/81  can be interpreted as the space of "driving variables".   The
natural candidate for the internal variable space Z is therefore the quotient space
B/Bl, which is isomorphic to 8/B' e Ll /Bl.   The following facts are trivially
verified:
081 c Bo (5.21)
Bi   C ker X. (5.22)
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Because of (5.21), we can properly define a mapping Mi : 8/81 -+ B/Bfby
Mi :  le mod Bl  -+ aw mod Bo. (5.23)
Because of (5.22), there is also a mapping M2 81 81 -' W defined by
M2 :  w mod Bl »+ Xw. (5.24)
Finally, because Bi c Bo we can introduce the projection mapping Mo : B/81 -+
8/80, defined simply by
Mo  :   w  mod Bl  1-+  w  mod Bo. (5.25)
The mappings Mo, Mi and M2 could also have been introduced by requiring
that the diagram in Figure 5.1 below commutes; in the diagram 71-0 denotes
projection modulo Bo whereas ,r 1 denotes projection module Bl.  In the sequel
0
B      ,B
-1    ,          ,   ,i
W• B1B1 , 8/80 , B/Bl
M2             Ml              MO
Figure 5.1: Pencil realization defined directly from the behavior
the discrete-time behavior that corresponds to a pencil representation (F, G,H)
where F and G are mappings from Z to X and H is a mapping from Z to W is
denoted by Bp(Z, X, W; F, G, H); following Definition 3.13 we have
Bp(Z, X, W; F, G, H) = {w: Z+ W I Bz : Z+ = Z such that
aGz= Fz andw=Hz).
We can now formulate the following theorem:
Theorem 5.3 Let B c WZ+ be linear and 0-invariant. Let the spaces Bo and
81 and the mappings Mo, Mi, and M2 be defined by (5.19), (5.20), (5.25),
(5.23), and (5.24) respectively. Then
B c  BpiB/Bi,BIB°,W,Mi, Mo, Ml)  c Bd.
Proof In order to prove that B C Bp(B/Bl,B/Bo, W; Mi, Mo, M2), let us as-
sume that w E B. Define z : Z+ - B/81 by
Zk = 7rlakw. (5.26)
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One easily verifies from the definitions that aMoz = Miz and that M2z = 10.
This proves that w € Bp(B/81, B/B°,W, Mi,Mo,M2)
To show that Bp(B/Bl, B/Bo, W; Mi, Mo, M2) c Bd, let us assume that w C
Bp(B/Bl, B / IP,Wi Mi,Mo, M2). Because of Lemma 5.2 it suffices to prove that
[10]k   €  Bk   for  all  k€Z+.
Let z: Z+ = B /Bibe such that aMoz = Miz and w - M2z. Since ir 1 :B=
8/81 is surjective, we can find for every k a *k € B such that
Zk = 7Tlwk. (5.27)
Define lilk by
-k      I -0 -1 -k -k -k \
(5.28)W :=lwo,WO,-·,WO,Wl,1,02,'''tl·
Then Ilblk = [wlk for all k E Z+ because of the fact that
wk = M2zle = M27rlibk = Xek = tbok for all k € Z+. (5.29)
It remains to prove that li,k  € B for all k E Z+.  For k = 0, this is trivial since
tbo = uo E B. Because
1Dk+ 1   -   iD k (0,0,...,O, til +1 - W , 11; +1 - w , · · · ) =
c *.k,- k+1 -k\
(5.30)((7   )   tw         - OW   ),
the proof will follow by induction if we can show that wk+1 -awk  E  Bo  for  all  k  C
Z+.  But this follows from
7roli,k+1 = Mo7riwk+1 = Mozk·+1 = Mizte = Migrili,k = 7roali, .    (5.31)
0
The above theorem leads to the following result which coincides with Theorem
9  in  [621
Corollary 5.4 Let B c WZ+ be linear, 0-invariant and closed. Then
Bp<13/131,8/0.W: Ml, Mo. M23 = B.
0
It was shown in [621 that the spaces 8/80 and 8/81 are finite-dimensional if
B is linear, 0-invariant and closed. For completeness, we shall offer a proof of
this fact which we think is more straightforward. We first define a sequence of
subspaces of IF by
M/2(B) :={u' E il'|(0,0,···,0, u.') E Bk} (5.32)
It is immediate from 08 c B that 11/ +1(B) c #'2(B) for all k. Because 11''
is finite-dimensional. the sequence of subspaces 141(B) D HT(B) D · · · must
reach a limit after a finite number of steps; the limit subspace will be denoted
by H«'(B). We have the following lenima:
Lemma 5.5 Let B C WZ+ be linear, 0-invariant and closed.  Let ko be such
that  W  (B)  =  Wo(B),  and  let  * :B- Bko denote the mapping  w  # - *  [wlko·
Then
ker $ c Bo. (5.33)
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Proof Since Bo is by definition the largest 0*-invariant subspace of B, it suffices
to show that ker * is 0*-invariant.  Take w  E ker *; we want to show that also
0*w f ker *, which will follow if we can prove that 0*w f B.  By the closedness
of B, it is sufficient to show (Lemma 5.2) that
[a*wlk c Bk  for all k € Z+. (5.34)
For O s k f k o t l, [o*w]k =0 and so the condition (5.34) is certainly satisfied.
To proceed by induction, suppose that [a-wl, € Bi for some i 2 ko + 1.  Let
12, E B be such that [*]i = Ia*w]'. We then have [w-alb],-1 = 0, and therefore,
114 - *i+l E Wi'(B) = Wi'+1(13). (5.35)
From (5.35) and the fact that [0*w - li,]i = 0, it follows that
[a'w - 111],+1 f B,+1· (5.36)
Since [*],+1 obviously belongs to Bi+1, we can conclude that [a-w],+1 e Bi+1,
which is what we wanted to prove.                                                    0
Remark 5.6  From the lemma one easily derives that Wo(B) coincides with the
space  XBD. 0
Theorem 5.7 Let B C Wz+ be linear, 0-invariant and closed. Then the spaces
B/Bo and B/Bl are finite-dimensional.
Proof  By the previous lemma, we have
dim B/BO  5 dim B/ ker * - dim  im * 5 dim 11/ko+1  - q(ko + l).     (5.37)
Because dim B/Bl  = dim B/Botdim Bo/Bl,  this also implies that B /B is finite-
dimensional, since it follows immediately from the definitions that dim 130/81  5
dim W.                                                                                                                    0
Below we give a direct proof of the fact that the pencil representation obtained
above is minimal; this is an immediate result of the fact that Bo is the largest
0*-invariant subspace of B.
Theorem  5.8   If (Z, X, W; F, G, H) is a pencil representation of the linear, time-
invariant behavior B, then
dim X  2 dim B/Bo (5.38)
and
dim Z 2 dim B/B: (5.39)
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Proof Define the space Bz c Zz+ by
Bz:= {z:Z+ =Z I aGz = Fz}. (5.40)
By definition of a pencil representation, we have
HB*= B. (5.41)
In  analogy  with  Bo,  we also introduce
B  = {z f Bz I (0 *)kz E Bz  for all k 2 0}. (5.42)
Obviously, one has
HBY c Bo. (5.43)
It is easily verified that, in fact,
89 = {z c Bz I Gzo = 0}, (5.44)
which shows that B  is the kernel of the mapping which assigns the element Gzo
of X  to a given z C  Bz.  As a consequence,  we  get
dim(B:/B ) S dim X. (5.45)
Because of (5.43), we can unambiguously define a mapping \P : Bz/Bt -= B/Bo
by
*  :  z  mod  B,  »  Hz  mod B'. (5.46)
Moreover, (5.41) shows that this map is surjective. Therefore,
dim B/f  S  dim B:/13   5  dim X. (5.47)
For the proof of the second inequality, one introduces
B  = {z E B  I zo = 0} = {z E Bi 1 10 - 0} (5.48)
and proceeds analogously, noting that HB  c Bl and that dim(Bz/Bzi) S dim Z.
0
5.3 Choosing bases
In this section, we shall construct specific bases for the spaces that appeared in
the abstract realization of Section 5.1.   In this way we obtain concrete matrices  F.
G and H corresponding to a pencil realization. The procedure will be illustrated
by an example. In subsequent subsections we show how the computational
procedure can be modified to obtain DP, D and DZ representations respectively.
In Subsection 5.3.1 realizations from MA representations are obtained by duality.
We now present the abovementioned procedure to obtaiti pencil matrices F, G
and H from an AR representation given by a row reduced r x q polynomial
matrix 12(s).
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Procedure 5.9 The first step is to factorize the matrix R(s) as in Defini-
tion 2.18 as
R(s)  = A(s)B(s)  with  A(s)  = diag  (s'*1, ..., SK, ) (5.49)
where  B(s) is right Roo (s)-unimodular and  the xi's  are the row degrees of R(s):
by Lemma 2.22 they coincide with the observability indices of E. Note that we
have isl +K 2+ · · · +A r= ord(I) and q-r= dim Wo.
The second step consists of choosing a matrix B(s) such that
'A(s).=   B(s) 1B(s) ]
is Roo (s)-unimodular. We may then write R(s) = 1&(s)   0] B(s), and it is seen
from this that a basis for Wo/A-11/V. is given by the equivalence classes modulo
A-1W* of the columns of the following matrix of size qx (Ki+K2+· · ·+Krt(q-r)):
i A-1 A-'.1
A-1   . . .   A-K.
8-1(A) A-1
A-1 /
A basis matrix for X_ ( R) is given by the following matrix of size r x (Al + K2 +
. . . + Ar)
< A"1-1  ...  A  1
Ak.-1  ...  A  1   
With respect to these bases, we now compute the matrix forms of the mappings
F, G and H as defined by (5.7-5.9). It is easily seen that G will take the form
G = II   0]
where the partitioning is ord(E) x (ord(E) + (q - r)) Because B(A)  is Roo (A)-
unimodular, the matrix of H will have the form
/ 1  ···  0                            \
1  ···  0
H = B(00)-1                                     1
\                1/
where the partitioning is (Al +K 2+ · · · Ar) X (Al +K 2+ · · ·A r t (9- r)). Here,
we see that we need the inverse of B(oo). Finally, if we let G(A) denote the
matrix whose columns are the images under G in Rr [A] of the basis elements for
Wo/A-11/V* displayed above, then we can compute a similar matrix for F by the
formula
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F(A) = AG(A) - R(A)H,
which follows from the definitions of F, G, and H. This is easily transformed to
a matrix expression for F because of the simple basis we chose for X_ (R).      0
The following theorem is an immediate result of Theorem 5.1.
Theorem 5.10 Let R(s) be a polynomial matrix of size r x q that is row re-
duced. Let F, G and H be defined as in Procedure 5.9. Then the P representa-
tion (F, G, H) is strongly externally equivalent to the AR representation
R(o)w = 0
Moreover, the representation (F, G, H) is minimal under strong external equiv-
alence whereas it is minimal under weak external equivalence if and only if R(s)
has full row rank for all s EC.                                                         0
Remark 5.11 When the polynomial matrix R(s) is factorized as in (5.49) it
follows from the definition that the DV space Wo of E is given as
Wo = ker B(co).
Of course this can also be written as
Wo =i m B(00)-1         ClL (q-r)x(q-r) ]
so that it is immediate from the definition of G and H that Wo = H[ ker Gl
which is in accordance with Lemma 4.4.                                                    0
Example 5.12 Let R(s) be given by
R(s) =  3+1 0   32      2      0  )O   s    1 3-1  3 s j
Then R(s) is row reduced and. with B(s) defined by (5.49),
8(00) = ( :  :  11  0  0 )
The row degrees are 2 and  1  and a polynomial basis matrix for X_ (R) is given
by
(     ).
Furthermore, dim ker R(s) = 3. so we get G = [I   01 6 R'ix6. We now have to
choose B to complete B(00) to a nonsingular matrix: we choose
1 0 0 0 0
B=00010
0 0 0 0 1
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which gives
/0 0 1 0 0\
0 1 0 1   3
B(00) = 1 0 0 0 0
0 0 0 1 0
(0 0 0 0 1 1
so that
/0 0 1 0 0\
0 1 0 -1 -3
B(00)-1 = 1 0 0 0  0
0 0 0 1      0
(0 0 0 0  1 1
Therefore,
--      - -       -
0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0  0
0 1 0 -1 -3 001000 0 0 1 0 -1 -3
H= 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0
0 0 0  1 0 0 0 0 0 1 0 0 0 0 0 1  0
0 0 0 0  1 0 0 0 0 0 1 0 0 0 0 0  1
-   --      - -       -
Finally,
F(A) =  X2AOOOO)_ A+10A2
2    0\
00 A OOy' 0   A  1  A-13X)x
-                       -
0 0 0 1  0  0
0 0 1 0 -1 -3
x 100000 = O AO-A-1-20\-1 0 0 0 1 0j0 0 0 0  1  0
0 0 0 0 0  1
-                       -
The matrix of F is, therefore,
1 0-1 0 0\
F={: 00-1-2 0 1.-1 0 0 1 07
0
5.3.1  Realization in dual pencil form
In this subsection we show how a minimal DP representation can be obtained by
a small modification of Procedure 5.9. The modification concerns the choice of
the matrix B(s); we will choose B(s) such that the P representation that results
from Procedure 5.9 can be trivially rewritten in dual pencil form. Details are
given in the next procedure.
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Procedure 5.13 As in procedure 5.9 we first factorize the matrix R(s) as
R(s) = A(s)B(s)  with A(s)  = diag  (s"t,..., 84 )
where   B(s) is right Roe (s)-unimodular; as before  the Ki's coincide  with   the
observability indices of E  and dim  Wo  =  q - r.  The last equality implies that
rank 8(00) = r. By renumbering the components of w if necessary, we may
assume that the first r columns of B(00) are linearly independent. We may then
choose B(s) in Procedure 5.9 as the constant matrix B given by
A = P   I]
where the partitioning is (q - r) x (T + (q - r)). The matrix B-1(00) in Proce-
dure 5.9 is then necessarily of the form
*   *
0  I
where the partitioning is  (r + (q - r)) x (r + (q - r)). Consequently, Procedure 5.9
leads to pencil matrices F, G and H of the form
sG - F -         -   sI  -  Fi      - F.2
Hi    H2H- -O I
where the partitioning is (ord(E) t r t(q- r)) x (ord(E) t(q- r)).  The P
representation (F, G, H) is therefore written as
061   =  FAl + '12242
[Ht 1 [H21
1.U =
L o ]6+LI 1 <2·(q-r)x(q-r) J
This can obviously be rewritten as the DP representation (K, L. M) with
U ,            1"  1             F    O      '2  1
K=1 1 L= M= 1
lo], Hi                           l    - Ir -        .//2    ]
0
Theorem 5.14 Let R(s) be a polynomial matrix of size r x q that is row re-
duced. Let It-, L and M be defined as in Procedure 5.13. Then the DP repre-
sentation (K, L, At) is strongly externally equivalent to the AR representation
R(a)w = 0.
Moreover, the representation  (K, L, Al)  is  minimal  Utider strorig external equiv-
alence whereas it is minimal under weak external equivalence if and only if R(s)
has full row rank for all s f C.
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Proof The strong external equivalence of the two representations follows im-
mediately from the fact that (F, G, H) in Procedure 5.13 is strongly externally
equivalent to the AR representation (Theorem 5.10). By construction we have
that
rank K= ord(E)  and  codim  im K=r= codim Wo
so that the statements on minimality follow as in the proof of Theorem 5.1-use
Theorem 4.27 instead of Theorem 4.3 and Theorem 4.28 instead of Theorem 4.6.
0
Example 5.15 Let R(s) be given as in Example 5.12. The first two columns of
the matrix B(00) in Example 5.12 are not linearly indEpendent. Let us therefore
interchange the components ·wl and w3 and choose B as in Procedure 5.13. It




-100000- G - 0 1 0-1  0 0-   42
43    =     000-1-20     430  0 1 0 0 0 0
001000  44    -1000 10  44
-    5         -                   -    5
(6 _ _  6
-      -
-      -
W3 -1 0 0 0 0   0  -   41
 2
W2 0 0 1 0-1-3
(3
Wl =   0 0 0 1 0  0
W4 0 0 0 0 1 0  4
W5 0 0 0 0  0   1      6
- _ 46
Rewriting this in DP form in conformity with Procedure 5.13 we get the repre-
sentation
-  -    -   -    -       - - -
1 0 0 0 10 0 0 -1 0 0 W3
010 -41- 0 0 0 - <1- 0 0 -1 -2 0 W2
a  001    E2 -100 <2+ 00010 Wl
000 _  3 _ 1 00 -  3 _ -1 0 0 0 0 W4
000 001 0 -1 0 -1 -3    ws
-  -    -   -    -    - - -
Consequently, the DP realization (K, L, M) of Procedure 5.13 is given as
100- -  0 10- - -1 0 0  0  0
010 0 0 0 -100-20
K= 0 0 1 , L=           -1 0 0          , M= 0 0 0 1 0
000 1 0 0 0  0 -1 0  0
000 0 0 1 0 -1 0 -1 -3
-            -            -             -                           -
0
Our basic realization method Procedure 5.9 transforms an AR representation
to pencil form. When starting from an MA representation instead of an AR
representation we can obtain the dual pencil form by a duality argument. We
have the following theorem.
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Theorem 5.16 Let Q(s) be a polynomial matrix of size q x r that is column
reduced. Apply Procedure 5.9 to the matrix QT  leading to pencil matrices
F,Gand H. Let K, L and M be defined as K := GT, L := FT and M:= HT.
Then the DP representation (K, L, M) is weakly externally equivalent to the MA
representation
W - Q((7)4.
The representation (K, L, M) is minimal under weak external equivalence if and
only if Q(s) has full column rank for all s E C.
Proof  The weak external equivalence of the two representations follows from
Lemma 3.26 since (Theorem 5.10)  (F, G, H) is weakly externally equivalent to
the AR representation
QT(a)w = 0.
It is obvious that (K, L, M) is minimal under weak external equivalence if and
only if (F, G, H) is minimal under weak external equivalence. Hence the last
statement of the theorem follows from the last statement of Theorem 5.10.    O
5.3.2  Realization in descriptor form
In this subsection we consider the situation in which the external variables are
split into two parts. As before we use the notation W = Y eu where Y = RP
and U = R™ . An AR representation is then written as
[Rl(a) 16(a)1 R 1.
We will show how Procedure 5.9 can be modified to obtain minimal D representa-
tions and minimal DZ representations respectively.  As in the previous subsection
the modification concerns the choice of the matrix B(s), we will choose B(s) such
that the P representation that results from Procedure 5.9 can be trivially rewrit-
ten in D form (DZ form). Before presenting our computational procedures we
first state a lemma.
Lemma 5.17 Let E = (T, W = Ye U, B) 6 CP+™ and let [Rl(s)    16(s)] be a
row reduced polynomial matrix of size r x (p + m) that corresponds to an AR
representation of B.  Let  [Rl (s)     R2(s)] be factorized as
[Rl(s)    R2ls)1= A(s) [Bl(s)   82(s)]  with A(s) = diag (s'*1,....sK„)
where [Bl (s)      82(s)] is right Roc (s)-unimodular and the xi's are the row degrees
of [Rl (s)      R2(8)].  Let  WI  be  the DV space  of E.   Then the following equalities
hold:
(i) dim (Y n Wo) = dim ker 81(00)
(ii) codim (71'UWo)=r-pt diin ker Bl(00)
(iii)   dim  (7ry WI)  =p-r t dim   im  82(00)
(iv) codim (U n Wo) = dim  im 82(00).
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Proof   From the definition of Wo it follows immediately that
Wo = ker [Bl (00)   82(00)].
Then (i) follows trivially. Statement (ii) follows from
dim irul,Vo   =   dim Wo - dim (Y n Wo)
=  q-r- dim ker Bl(00).
By interchanging Y and U it follows that
dim (U n Wo) = dim  ker 82(00)
which implies (iv) and also
dim  7ry Wo = q-r- dim   ker 82(co)
-   p -T + dim  im 82(00).
This proves (iii).                                                                     0
The next procedure gives a realization in D form.
Procedure  5.18  As in procedure 5.9 we first factorize  [Rl (s)     R2(s)]  as
IRICs)   R2(s)]= A(s) [Bl(s)   82(s)] with A(s) = diag (s' 1'...,sx„)
where  [Bl (s)     B (s)] is right  Roe (s)-unimodular  and  the  Ki's  are the observ-
ability indices of E. By renumbering the components of u if necessary, we may
assume that
82(00) = [821(00)  822(00)]
where  B  (00)  has full column rank,  and the columns of 822 (00) depend linearly
on  those  of  [Bl (00) B (00)] Denote the number of columns  of  B  (00)  by
mi and the number of columns of 822(00) by m2· By construction the matrix
[Bi (00)     B (co)]  has full row rank and
codim   im Bl (00) = ml ·
We may now choose B(s) in Procedure 5.9 as a constant matrix B whose last
m2   rows  are   in  the  form   10      I].     By the construction, a basis matrix  for  ker
[Bi (Er)     B (00)]  must  be of the  form  IN OIT. Taking these facts together,
we conclude that B(00)-1 in Procedure 5.9 is necessarily of the form
-            -
***
8(00)-1 =   *  0  *
O O I
-            -
where the partitioning is (p+ml+m2) x (rt(ptm-T-m2)+m2)· Application
of Procedure 5.9 leads to a P representation (F, G, Hy, Hu) of the form
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sG- F -    - sI - Fi  -F2  -Fa
Hy                                                                   (5.50)
Hyl       H92    H'13
Hu Hil 0 H13
-            -            0         OI
-                             -
where the partitioning is (ord(E)+ptmitm2) x (ord(E)+(p+m-r-m2)+m2).
This can obviously be rewritten as the D representation (E, A, B, C, D) where
E        1,   0 1     A-1  6    '210 ]' - H11 0 J' B- 1 3 2,1
C        [Hyl   Hv21,    D - [O Hy3]· (5.51)
Note that (E,A, B,C,D) is a trivial result of application of Algorithm 3.30 to
(F,G,Hy, HJ.
Theorem  5.19  Let  [Rl (s)     16(s)}  be a polynomial matrix of size T x  (p + m)
that is row reduced. Let E, A, B, C and D be defined as in Procedure 5.18.
Then  the D representation  (E, A, B, C, D) is strongly externally equivalent  to
the AR representation
Ri(a)v + 122(a)u = 0.
Moreover, the representation  (E, A, B, C, D) is minimal under strong external
equivalence whereas it is minimal under weak external equivalence if and only if
'Ri (s)      R2 (s)]  has  full  row rank  for all  s €  C.
Proof The strong external equivalence follows immediately from the fact that
(F, G, Hy, Hu) is strongly externally equivalent to the AR representation (Theo-
rem  5.10). By construction the representation  (E, A, B, C, D)  has the following
properties:
(i)  rank E = ord(E)
(ii) dim ker E -ptm-r-m2 -P-rtmi =P-rtcodim im Bl(00) -
dim   ker Bl (00)
(iii)  codimim E=mi =codim ini Bl(00) = r-p+dim ker Bl(oc).
It now follows from Lemma 5.17 that dim ker E = dim (Y n Wo) and codim
im  E  =  codim  (71-u Wo). Together  with  (i) this implies the statements  on  mini-
mality; see the proof of Theorem 5.1-use Theorem 4.11 instead of Theorem 4.3
and Theorem 4.15 instead of Theorem 4.6.                                                 0
Example 5.20 Let R(s) be given as in Example 5.12. Let us choose p=3 and
m = 2 so that
[s+1   0 s 2 1 [2 0]Ri(s) = [   0    .9 1] '   R2(s)-ls-1  33]
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and
Bi (co) = 1 82(=) - 1:  011, 0 110 1 0]'       3]
It has been shown in Example 5.12 that ord(E)  = 3.  Clearly dim ker Bl (00)  =  1,
so that the E matrix in a minimal realization (E, A, B, C, D) should have size
3 x 4. In the notation of Procedure 5.18 we have m2 = 2. The matrix B as
chosen in Example 5.12 satisfies the requirements of Procedure 5.18. Indeed,





-                       (2-100000- 52 0  10-1  0  0-   ,
a  010000    eC3           0  00-1-20    53
001000 y -1 0 0 0 1 0   9 5        -                  -   45
(6 _ -  6
-     -
-      -
vi         -0 0 0 1 0   0 -   41
(2
72         0010 -1 -3
73   =   1 0 0 0 0  0    93       (5.52) 4
Ul 0 0 0 0 1  0
(5
U2 0 0 0 0 0  1
- _  6
and can be easily rewritten in (E, A, B, C, D) form:
1 0 0 0 0 1 0 -1 O O r  7- - <1         -              - - <1-    -       -
0  0100 52 000-1   2 + -2 0 lull
0 0 1 0 -1 0 0 0 63 1 0-€3                                                                       112
- _4 4_       -             - _   4_    -
-     -
-                             -           -
91
- 0001- S
00 I72        0 0 1 0   62  +  -1-3   u l l
73 _ 1000
53 O 0 u2 ].
-          -   (4-     -
0
In order to arrive at a minimal descriptor representation without direct feed-
through term, i.e. a DZ representation, we have to choose B in Procedure 5.18
differently. Details are given by the next procedure.
Procedure  5.21   As in procedure  5.18 we first factorize  [Rl (s)      R  (s)]  as
[Rl(s)    R2(s)1 - a(s) [Bl(s)    82(s)]  with A(s) = diag (s"l,..., s -)
where  [Bl (s)      82(8)] is right Roo (s)-unimodular  and  the  K,'s  are the observ-
ability indices of E. By renumbering the components of u if necessary, we may
assume that
82(00) = [B (00)  822(00)]
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where B  (00)  has full column  rank,  and the columns of 822 (00) depend linearly
on  those  of Bj (00). Denote the number of columns  of BJ (00)  by  ml  and  the
number of columns of 822(00) by m2. By construction
dim  im 82(00) = ml·
We may now choose B(s) in Procedure 5.9 as a constant matrix B of the form
  -I; :  2 1
where the partitioning is ((p+ m-r- m2) + m2) x (p+ ml +m2). The matrix
-1
B(co) in Procedure 5.9 is then necessarily of the form





-            -
where the partitioning is (ptmi +m2) x (r+(p+m-r-m2)+m2). Application
of Procedure 5.9 leads to a P representation (F, G, Hy, Hu) of the form
sG-F -         -   sI  -  Fi      - F,1     -F3
Hy = Hyi H,2 0 (5.53)
Hk Hll H12 H13-           O O I
-                             -
where the partitioning is (ord(E)+p+ml +m2) x (ord(E)+(p+m-r-m2)+m2).
This can obviously be rewritten as the D representation (E, A, B, C) where
F'  0 1     4 -    Fi    F,  1,   8 = 1 -1  'P, 1[ 0  0 .1'    - H l Hu ]
C= 1.Hyi Hy2l (5.54)
Note that  (E, A, B. C)  is a trivial result of application of Algorithm  3.32  to
(F,G,Hy, H„).                                            0
Theorem 5.22  Let [Rl (8) R2 (s)1  be a polynomial matrix  of size  r  x  (p + m)
that is row reduced. Let E, A, B and C be defined as in Procedure 5.21. Then
the DZ representation  (E. A. B, C) is strongly externally equivalent to the AR
representation
Ri(a)9 + R2(0)u = 0.
Moreover, the representation (E, A. B. C) is niinimal under strong external equiv-
alence whereas it is minimal under weak external equivalence if and only if
[Rl (s)   R2(3)1 has full row rank for all s E C.
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Proof The strong external equivalence follows immediately from the fact that
(F, G, Hy,Hu) is strongly externally equivalent  to  the AR representation  (The-
orem  5.10). By construction the representation  (E, A, B, C)  has the following
properties:
(i)  rank E = ord(E)
(ii)   dim ker E=p t m-r-m 2=P-r + mi=P-rtdim  im 82(00)
(iii)  codim im E = ml = dim  im B (00).
It now follows from Lemma 5.17 that dim ker E = dim (7ry WI) and codim  im
E = codim (U n Wi). Together with (i) this implies the statements on mini-
mality; see the proof of Theorem 5.1-use Theorem 4.21 instead of Theorem 4.3
' and Theorem 4.24 instead of Theorem 4.6.                                                 0
Example  5.23   Let   [Rl (s)      R,(s)} be given   as in Example  5.20.     We  have
ord(E) = 3 and dim im 82(00) = 1 so that the E matrix in a minimal real-
ization (E, A, B, C) should have size 4 x 5.  In the notation of Procedure 5.21
we have m2 = 1. Note that the matrix B as chosen in Example 5.12 does not
satisfy the requirements of the above procedure. Let us choose instead
1 0 0 0 0
A= 0 1 0 0 0.
0 0 0 0 1
-                    -
We then get
/0 0 1 0 0\
0 0 0 1     0
B(00)-1 = 1 0 0 0  0
0  1  0  -1  -3
1 0 0 0 0  1)
so that
-      --      - -       -
0 0 1  0 0 1 0 0 0 0 0 0 0 0 1  0  0
0 0 0  1 0 0 0 1 0 0 0 0 0 1 0  1  0
H= 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0  0
0 1 0 -1 -3 0 0 0 0 1 0 0 0 1 0-1-3
0 0 0 0  1 0 0 0 0 0 1 0 0 0 0 0  1
-   --  - -  -
Furthermore,
F(A) =  
A2X
0000)_ A+10A2
2    0)
OO AOOO 0   A  1  A-13AJx
-                       -
0 0 0 1 0  0
0 0 1 0 1  0
x   1 0 0 0  0  0
0010-1-3 = O
X-2-A-12 6 )
-1 0 1   0   -1-3 j
0 0 0 0 0  1
-                       -
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The matrix of F is therefore given by
010-100
P= 0  0 -2 -1  2  6
-1 0  1   0  -1 -3





-100000- G - 0  1  0  -1  0  0 -   42
a  010000    43 - 0 0 -2 -1 2  6     43
001000  44    -101 0-1-3  44
-    5         -                      -   <5
(6 _ _ /6
-    -       -                  - - <1
Yi          0 0 0 1  0  0
92         0000  1  0    
 42
 3
73 - 1 0 0 0 0 0 (5.55)
ul               0010  -1 -3
 4
1.t2 0000 0 1  6
- _  6
This representation can be easily rewritten in (E, A, B, C) form:
El
-
-0 1  0  -1 0- -4 110000  42              420 0 -2 -1 2
0 0 1 0 0 0 (3 = -1 0 1 0-1   43        (5.56)
0 0 1 0 0_ <4 0  0  1   0   0      t"
 5         -                   - _  5
-            -
0   0
+   0  6     ul 10 3 t.t2 . 
-1 -3
-            -
61
-          -
11          00010     2
y2 - 0 0 1 0 0 (3
V.1 _ _1 0 0 0 0_   44
<5
0
Remark 5.24 We conclude from the proofs of Theoreni 5.19 and Theorem 5.22
that the matrix E of the descriptor representation that is obtained in Proce-
dure 5.18/Procedure 5.21 is square if and only if r - p, i.e. the number of
y-components equals the number of equations of the AR representation that
one starts with.                                                                       0
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5.4   Connections with the Fuhrmann realization
In this section we consider I-0 systems E = (T, W = YeU, B) c CP+m as defined
in Definition 3.27 for which the transfer function T(s)  c  Rpxm (s) is strictly
proper. We consider the strictly proper case to compare the basis-free realization
method of Section 5.1 with the realization method by Fuhrmann  [15,  171.  We will
see that the Fuhrmann realization can be recovered from our pencil realization.
In this way we show that the Fuhrmann realization fits well into the behavioral
approach.
First we recall the Fuhrmann realization method.
Procedure 5.25 (Athrmann realization method ) Let T(s) be a strictly proper
rational matrix in RP)(m (s). First factorize T(s) as
T(s) = Ri-1(s)R2(s) (5.57)
where Rl (8)  and  R2 (8) are polynomial matrices. Next define the following space
of polynomial vectors
X_(Ri) := {P(A) e RP[Al I RI-1(A)p(A) is strictly proper }. (5.58)
Define mappings A from X_(Rl) to X_(Rl), B from U to X_(Rl) and C from
X_ (Ri )  to  Y as follows:
A : p(A)   »+ Rl(A)7r_CARI-1(A)p(A)) (5.59)
B:u »+  RICA)71'_(Ri-1(A)R2(A))11 (= R2(A)11) (5.60)
C : PCA)   »+ 7rl(Ri-1(A)p(A)). (5.61)
0
As remarked before the transfer function is a complete invariant under weak
external equivalence. The theorem by Fuhrmann [15, 17] can therefore be for-
mulated in our terminology as follows:
Theorem 5.26  Let  E  =  (T, W=  YEBU, B)  E  CP+m  be an I-0 system  with
strictly proper transfer function T(s) = Ri-1(S)R2(8) where Rl(s) and R2(s)
are polynomial matrices. Let A, B and C be defined by (5.59-5.61). Then
the DZ representation  (I, A, B, C) is weakly externally equivalent  to  the  AR
representation
Rl (a)7 + R2(a)u= 0.
Proof Since the transfer function is a complete invariant under weak external
equivalence it is sufficient to prove that the transfer functions corresponding to
the representations are the same, i.e. that
R11(s)R2(s) = C(sI - A)-18. (5.62)
From the definition of A and C we have, for any p(A) E X_(Ri), that (AI -
A)p(A)  = Rl(A)Cp(A).  As a result Ri(A)C(XI - A)-1811 =  R2(A)u for all
u E U. From this it follows that (5.62) holds.                                     0
The next theorem shows that the above representation (I, A, B, C) is actually a
minimal representation of the behavior of E.
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Theorem 5.27  Let  E  =  (T, 11/  =Y e U,B)  C  CP+™  be an I-0 system  with
strictly proper transfer function  T(s)   =  Ri- 1 (s)R2(8) where  Rl (s)  and  R2(s)
are polynomial matrices. Let A, B and C be defined by (5.59-5.61). Then
the DZ representation  (I, A, B, C) is strongly externally equivalent to the AR
representation
Rl(a)y + R,(0)u = 0. (5.63)
Moreover, the representation (I, A, B, C) is minimal under strong external equiv-
alence whereas it is minimal under weak external equivalence if and only if
 Ri(s)   R2(s)] has full row rank for all s e C.                                    0
For the proof of this theorem we first need a lemma. Recall the definition of Wo,
14/*   and  X_ (R):
1/1/0                 € A-tpro©(A) 1 Rl(A)y(A) + R2(A)u(A) is polynomial }.[ 7(A) 1
= il u(A) 1
W*={1 1 E A-1Wo©(A) 1 Rl(A)7(A) + R2(A)14(A) = 0}[ 7(A) 1
[ u(A) ]
X_ (R) = {p(A)  c IF [A] 131 1 € Wo such that[ 7(A) 1
L u(A) ]
p(A) = Rl(A)v(A) + 122(A)11(A)}.
Lemma  5.28   Let  [Rl (s)      R2 (s)]  be  a polynomial matrix with Rl (s) invertible
and Ri-1(s)R2(8) strictly proper. Then
X_(R) = X_(Rl)
and the mapping $ from Wo/A-11/V* to X_ (Rl) W U defined by
0 :Iw(A)] 0      R(A)w(A)    171'U(Al(w(A))) ]
is an isomorphism; its inverse is given by
0-1 :X-(Ri) 1 U - 14/0/A-11/14
r p(A) 1 F R-1(A)p(A) - A-tRI-1(A)R2(A)u 1I» 1 1 1. (5.64)u                                          A-lu
Proof We first prove that X_(Rl) = X_(R). Let p(A) C X_(R) be written
asp(A) = Rl (A)y(A)+R2(A)u(A) with y(A) 6 A- 1}i (A) and u(A) c A-lux (A)
Then the vector RI-1(A)p(A) = v(A) + RI-1(A)R2(A)u(A) is strictly proper. This
proves that X_(Rl) D X_(R); the inclusion X_ (Rl) C X_ (R) is trivial.
To prove that * is injective, let i#(A) e A-ly*(A) and u(A) c A-lux(A)
be such that RICA)y(A) + R,(A)11(A) = 0 and 7rl(u(A)) = 0.  Sitice #(A) =
_Ri-1(A)16(A)11(A) and Ri-1 (A)R2(A) is strictly proper it follows that 71·1 (i/(A)) =
0. More generally this shows  that  7rl }4'*  =  U,  i.e.  that
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WO= U (5.65)
and
[ 1/(A) 1 E 1/Vo/A-11/1/*[ u(A) j
which proves the injectivity of *. The invertibility of * can now be concluded
from a dimensionality argument: dim X_ (Rl ) e U  =  dim X_ (R)  + dim  U  =
dim Wo/W* + dim U = dim Wo/1/1/* + dim Wo = dim Wo/A-11/V*.  Here we
used (5.65) in the third equality. It is easy to check that the mapping *$-1 is
the identity. Since  * is invertible  it then follows  that  *- 1 is indeed the inverse
of 0.                                                                                                      0
Proof of Theorem 5.27    Let (F, G, Hy,Hu) be the pencil realization of Sec-
tion 5.1; G and F are then mappings from 1/Vo/A-11/V* to X_(R) that are defined
by (5.7) and (5.8):
G · I  V(X)  11 #+ RICA)*(A) + R2(A)u(X)u(A) ]
F . [  VCX)  1] F-+ RICA)lr_(Av(A)) + 122(A)lr_(AU(A))u(A
and  Hy  and  Hu are mappings  from  Wo/A- 114'.  to  Y  and U respectively  that
are defined by (5.9):
H. i 11:ft; 1
] -0 1rly(A)
Hu I' 1 1 H x114(A).[ v(A) 1.
L u(A) J,
The P representation (F, G, Hy, Hu) is strongly externally equivalent to (5.63)
by Theorem 5.1. With $ defined as in Lemma 5.28 we now define mappings G
and  F  from  X_ (Rl ) e U  to  X_ (Rl )  by
G = G*-1 and F = F*-1
and mappings Hy  and  Hu  from X_ (Ri ) (B U to Y and U respectively by
4 = Hy#-1 and Hu = Hu*-1.
The P representation (F, G, Hy, #u) is also strongly externally to (5.63) because
of Theorem 4.29 and the facts that X_ (R)  = X_ (Ri)  and  $  is an isomorphism
(Lemma 5.28). By checking the definitions it is easily verified that (F, G, Hy, Hu)
coincides with the DZ representation (I, A, B, C):
G= [I   0 1,    F= [A   B l,    #y= [C   0 1,    H u= [0   4.
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This proves that (I, A, B, C) is strongly externally equivalent to (5.63); the state-
ments on minimality are immediate from analogous statements in Theorem 5.1.
0
Remark 5.29 When a rational matrix T(s) is factorized as in (5.57) as
T(s) = Ri-1(s)R2(s) (5.66)
but nonproper we may still use the Fuhrmann realization method arriving at
lr_T(s) = C(sI - A)-1B
that is, a standard state space realization of the strictly proper part of T(s).  Ob-
serve that Ri (s)  and R2(s) are polynomial matrices and therefore have no finite
poles. By "reflection" we may use Fuhrmann's method to obtain an expression
for the "strictly" polynomial part  7r+T(s)  of the form  (see  [291)
lr+T(s) = C s-II - A -1B.
The construction of A, B and C is then based on a factorization
T(s) = Bi-1 (s)82(s) (5.67)
where Bl (s) and 82 (s)  are matrices that have no poles at  infinity,  i.e. are proper
rational (note that  Bl (s) and 82(s)  can be obtained  from  the left Wiener-Hopf
factorization of [Rl (s)     R2(s)], see Theorem 2.19). The construction involves a
space  X+ (Bl)  that  is the  "reflection"  of the state space  X_ (Ri):
X+(Bi)={f(A)€Rt,(A) 1 81-1(A)f(A) ispolynomial with zero constant term}
The question arises:  how  do the spaces X_(Rl)  and X+(Bl) relate to the space
X_([Rl      R21) that acted  as an internal variable space  in the pencil realization
procedure of Section  5.1? An answer is provided  by  [29]   (see  also [30]) where
a mapping is constructed between X_ (R)/X_(Rl) to X+(Bl); the mapping is
an isomorphism if the matrix [Bl (s)    82(s)} is right Rx (s)-uniniodular. Under
this assumption it follows in particular that
dim X_(R) = dim X_(Rl) + dim X+(Bi). (5.68)
It is easily verified (use Reniark 2.20 and Lemma 2.22) that dim X_ (Rl)  -
co© (det Rl)   and  dim  X+(Bl)   -   -CD©(det  Bi).     Consequently,   Theorem   2.15
implies that R©(T) = dim X+(Bl). When. in addition. [Rl(s)   R2(S)] is right
R[s}-unimodular then Theorem 2.15 implies that
E 85(T) = dim X_(Rl)
BCC
and we also have that dim X_(R) = M'(R) = C-ord(E).  From this we re-
cover (3.31):
Cord(E) = 8"(T).
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In fact, the above can be extended to the case in which the factorizations (5.66)
and (5.67) are given with respect to general complementary subsets of C (for
instance stable/unstable, see case (i) and (ii) in Remark 2.26). Here the key
result is the fact that the Wiener-Hopf factorization can also be carried out with
respect to a subset F of C, see Remark 2.26. Expressions that can be obtained
at this level of generality are of the form
)-1 -
T(s)=C(X(s)I- A)-iB + To + C X-1(s)I-A)    B
and give rise to expressions of the form
T(s) = C(X(s)E - A)-1B.
Here To denotes the constant part of the rational matrix T(s) and X(s) is a
rational function as in Remark 2.26 that has exactly one pole in F and one zero
in C   r. The realization via the pencil form can also be performed at this level
of generality leading to an expression of the form
ker [Rl (s)  R2(s)]=HIker (X(s)G-F)].
These generalizations are described in detail  in  [29]. When working over  the  real
numbers we should make some additional assumptions on r. both r and C \ r
should be symmetric with respect to the real axis and their intersections with




In this chapter we are interested in a number of invariants that are related to
the structure of dynamical systems. It is our aim to derive explicit formulas for
the invariants in terms of the first-order representations considered before.  In
the next two sections we consider observability indices and controllability indices
respectively, as defined in Definition 3.11. In the last section of the chapter we
study the input-output status of a dynamical system and consider the question
under what conditions a system is an I-0 system in the sense of Definition 3.27.
Subsequently, we study certain integer invariants that are specifically related to
an I-0 system, namely the rank and the pole/zero structure at infinity of its
transfer function. The geometric formulas that are derived in this chapter apply
to representations with an arbitrary amount of redundancy. We believe this
aspect to be important in practice where systems that are an interconnection
of subsystems are often nlodeled in a highly redundant way. By putting minor
nonredundancy constraints on the representations the expressions can be stated
completely in terms of matrix pencils.  For this, the Kronecker invariants of a
matrix pencil (Section 2.6) play an important role.
The  results of Subsection  6.3  have been written down  in  [32,  33]; the results  of
the next two subsections are new.
6.1 Observability indices
The observability itidices (Definition 3.11) of a system in £9 are invariants that
are very inuch related to the behavior of the system: they are invariant Under
strong external equivalence. In this section it is our aiin to derive expressions
for these indices in terms of the first-order representations that we considered
previously. An important role will be played by the nonincreasing sequence
{Wki} where Wkoc W is defined by (3.9) as
WP := 71-1{w(A) e A-111/00(A) 1 A-kw(A) E Wo for all k € Z+}. (6.1)
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The nonzero observability indices  Ail,   K2,    * * ,  Kr are determined  by Wf since
equation (3.10) implies that for all k 2 1
U{j  I  Kj  =  k}  =  dim  I+T_i  -  dim 11'T. (6.2)
In the following subsections we will present results for P representations, DP
representations and D representations respectively.
6.1.1  Results for P representations
In this subsection we derive expressions for the nonzero observability indices in
terms of the matrices F, G and H of a P representation
aGE    FE
W HE.
As before G and F are mappings from Z to X and H is a mapping from Z
to W. Our strategy will be to derive an expression for W in terms of F, G
and H. Because of (6.2) formulas for the nonzero observability indices are then
immediate. As a first step we introduce the following iteration:
20 -Z 2"'+1   -  F-1 G Zm . (6.3)
Note that this iteration coincides with iteration (2.24) applied to the pencil
sG-F. The limit space Z- of (6.3) is related to redundancy in the representation
(F, G, H): when G has full row rank then Z* = Z. More precisely, Lemma 2.37
yields the following implication:
F[ ker G] + im G=X - GZ* -  im G. (6.4)
Theorem 6.1 Let E = (T, W, B) f (q and let B be given by a P representation
(F, G, H).  Let 2* be the limit space of the iteration (6.3)  and let  Qk c Z be
given by the iteration
go - Z,    Qm+1 = G-lF[Qm n ker H]. (6.5)
Denote the number of observability indices of E that are equal to k by 7rk.  Then
we have, for all k 2 1,
71'k = dim H[Qk-1 n 27 - dim H[Qk n ZI].
Proof Because of (6.2) it is obviously sufficient to prove that, for all k 2 0,
Wko  = H[Qk n 27.
For this, let k 2 0 and let w€W 0 will first prove that Wko C H[Qk n 2*1.k; We
By definition there exists a vector  w(A)  E  A-1Woo (A)  such  that  irl (w(A))  =  w
and A-kw(A) belongs to the RB space Wo of E. It follows from Lemma 3.16
that there exists an element ((A) E Z(A) such that (AG - F)<(A) is polynomial
and A-kw(A) = lr_(H<(A))  Chere 7r_ denotes projection onto the strictly proper
part).   Without  loss of generality  we may assume  that  <(A) is strictly proper  so
that
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(AG - F)<(A) is a constant (6.6)
and
w(A) = AkH<(A). (6.7)
Let us write the Laurent expansion of <(A) as
<(A) = 41· -1 + 42· -2 + . . . .
It follows from (6.6) that (16+1 =F E, for all i 2 1 s o that 6€2* for all i k l.
From (6.7) it follows that w= HG+1 and that HS =0 for l   i s k.W e
conclude that Ek+1 E Qk n 2* so that w e H[Qk n z*].
Conversely,   let  w   =   Hz  with   z   E   Qk  13 2*. Since   z   e   2* it follows  from
Lemma 2.29 (use Remark 2.30) that there exists a strictly proper rational func-
tion ((A) such that (AG - F)<(A) = Fz. Because of the fact that z E Qk we can
find 6€Z for l i i s k such that
Gz = FEk, GEk = Ftk-1, ···, GS = Fti
while
HEk = HEk-1 -·-·- HEl =0.
Now define
<(A):= <lA-1 + 62· -2 + . . . + 4/,A-k + (Z+ 4-(A))A-k-1.
Then (AG - F)<(A) = G<i is polynomial and the vector w(A) defined by w(A) :=
Al:H<(A) is strictly proper  with  w  =   71-1 w(A).    In a trivial  way  we  have  that
A-kw(A) - H<(A) = O is polynomial, so that it follows from Lemma 3.16 that
w e H/2. We conclude that M/2 = H[Qk n Z*] which proves the theorem.      0
Below we want to compare the geometric formula of Theorem 6.1 with expres-
sions in terms of matrix pencils.  For this we .need geometric formulas that
describe the Kronecker indices of an arbitrary matrix pencil sE - A. Recall
from Section 2.6 that the right Kronecker indices of sE - A are defined as the
nonzero minimal indices (see Definition 2.27) of the rational vector space ker
(sE - A) whereas the left Kronecker indices of sE - A are defined as the nonzero
minimal indices of the rational vector space ker (sE - A)T.  The next theorem
shows that geometric formulas for arbitrary matrix pencils can be obtained from
Theorem 6.1 in an elegant way.
Theorem 6.2 Let E,A:X --+ Z b e linear mappings. Denote the number of
left (right) Kronecker indices  of  sE  -  A  that are equal  to  k  by  qk   (rk)·    Let
Qk c X be defined by the iteration
Qu = X,   Qm+1 = E-lAQm (6.8)
and let Rk C X be defined by the iteration
Ro = {0},   R™+1 = A-iER™. (6.9)
Then we have, for k 2 1,
(i) qk = dim (AQk-1 +  im E) - dim (AQk + im E)
(ii) rk = dim (Rk+1 n ker E) - dim (Rk n ker E).
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Proof  Let us denote the number of rows and the rank of sE - A by m and
r respectively. Consider the system E  =  (T, W, B)  E  /9  with  W = Z whose
behavior B is given by the MA representation
w = (aE - A)6 (6.10)
According to Theorem  3.22 the observability indices  xi, K2, '   , Km-r  of E  co-
incide with the minimal indices of the space ker (sE - A)T. Consequently, the
nonzero observability indices coincide with the left Kronecker indices of sE - A.
It is obvious that (6.10) can be rewritten as the P representation (F, G, H) with
G=I E    0] ,F=l A    I l,H= [O    I] .
Let Z* be the limit space of the iteration (6.3). It follows from (6.4) that
GZ* =  im G =  im E
so that Z* = F-1[ im Gl = {(x,w) €X E D 1,1/ 1 A s t w€  im E}.  With Qk
given by the iteration (6.5) we have, for all k 2 0,
Qk=Qk e W.
Application of Theorem 6.1 yields  (i). To prove  (ii)  we  will  make  use of result
(i) by noting that the right Kronecker indices of sE - A are the left Kronecker
indices  of sET  -  AT.   Let  us now introduce the following iteration  in  Z
So = {O},   Sm+1 - EA-ism.
Using some elementary results from linear algebra we conclude from (i) that, for
k 2 1,
rk = dim (A-1Sk n ker E) - dim (A-isk-1 n ker E).
Clearly, Rk+1 = A-1Sk for k 2 0 s o that (ii) follows.                              O
It was already apparent from the proof of Lemma 4.2 that the nonzero ob-
servability indices of a system in pencil form  (F, G, H) coincide with the left
Kronecker indices of the pencil
I.«-Fl (6.11)H 1
if the matrix G has full row rank. Because of the above theorem we may im-
pose a slightly weaker nonredundancy condition to obtain the same result (use
Lemma  2.37  to  see  that the condition is indeed weaker).
Corollary 6.3  Let E = (T, W, B) c /9 and let B be given by a P representation
(F, G, H) for which
sG - F has full row rank and has no zeros at infinity. (6.12)
Then the nonzero observability indices of E coincide with the left Kronecker
indices of the pencil (6.11).
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Proof    Let  Z*,  Qk  and  7rk be defined  as in Theorem  6.1. By Lemma 2.37  the
condition (6.12) is equivalent to the following condition:
Fl ker G] +  im G = X. (6.13)
By the same lemma it follows from (6.12) that GZ* =  im G and in particular
that 2* = F-1 1 im G]. Consequently, Theorem 6.1 yields,  for all k 21,
74 - dim H[Qk-i n f- 1[ im Gll - dim H[Qk n F-1[ im Gl].
Since ker G C Q k for all k k o i t follows from (6.13) that, for all k 2 0,
Fgk + im G = X.
This implies that
[ F 1 4
dim (  H  ]Q- +  im       )    =
dim (FQk + im G)
+dim H[Qk n F-1[ im G]]
dim X + dim H[Qk n F-1 [ im G]l.
Consequently,
[Fl k   G
dim H[Qk n F-1[ im G]} = dim ( [ H] Q  +  im     0   )-dim X
so that
.. = dim (I : 1 9.-1 +  im  I t 1) -dim (I l: l Q. + im  I t 1)0  (6.14)
Observing that the iteration (6.5) coincides with the iteration (6.8) for the pen-
cil (6.11) we conclude from Theorem 6.2 that the right-hand side of (6.14) co-
incides with the number of left Kronecker indices of (6.11) that are equal to k.
0
6.1.2  Results for DP representations
In this section we express the nonzero observability indices in terms of the ma-
trices K, L and M of a DP representation
 KE = L< + Mw.
As before A- and L are mappings from X to Z and M is a mapping from W
to Z. The results in this subsection are obtained as corollaries of results in
the previous subsection by rewriting (K. L. M) as a P representation (F, G,H)
defined by
G:= IK   01,   F:= IL   Afl,   H := 10   Il (6.15)
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Theorem 6.4  Let E = (T, W, B) C (q and let B be given by a DP representa-
tion (K, L, M).  Let X*  be the limit space of the iteration
Xo = X,     Xm+1 = L-1 [KX™ +  im M] (6.16)
and let Qk c X be given by the iteration
Qu = X,   Q™+1 - K-1LQm. (6.17)
Denote the number of observability indices of E that are equal to k by irk.  Then
we have, for all k 21,
7rk = dim M-1 [LQk-1 + KX*] - dim M-1 [LQk + KX*].
Proof Write (K, L, M) as the P representation (F, G, H) with F, G and H de-
fined as in (6.15). Let 2* and Qk be defined from F, G and H as in Theorem 6.1.
Clearly we have, for all k 2 0,
gk. Qk e w.
Also, it is easily verified that
2* = {(z,w) € X e W I LE+Mw E KX*}. (6.18)
The desired result now follows from Theorem 6.1.                                  0
Through the connection (6.15) the nonredundancy condition that corresponds
to (6.12) in the previous subsection is
[sK - L   M] has full row rank and has no zeros at infinity. (6.19)
The next theorem is therefore an immediate result of Corollary 6.3.
Theorem 6.5  Let E = (T, W, B) € Cq and let B be given by a DP representa-
tion (K, L, M) for which (6.19) holds.  Then the nonzero observability indices of
E coincide with the left Kronecker indices of the pencil sK - L.
Proof Write  (K, L, M)  as the P representation  (F, G, H)  with  F,  G  and  H
defined as in (6.15). It follows from Corollary 6.3 that the nonzero observability
indices of E coincide with the left Kronecker indices of the pencil
1.K-L   -„ 10    I ] (6.20)
Clearly, the left Kronecker indices of (6.20) coincide with the left Kronecker
indices of the pencil
I«-L 010 I] (6.21)
that is obtained from left multiplication of (6.20) by the nonsingular matrix
II Ml
The left Kronecker indices of (6.21) evidently coincide with the left Kronecker
indices of the pencil sK - L and this proves the theorem.                                 0
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6.1.3  Results for D representations
In this section we express the observability indices in terms of the matrices E,
A, B, C and D of a D representation
aEE   =    AE + Bu
Y= CE + Du.
As  before  E  and  A are mappings  from  X,t  to  Xe,  B  is a mapping  from  U  to
Xe,  C  is a mapping  from  Xd  to  Y  and  D  is a mapping  from  U  to  Y.   In  our
setting there are two obvious ways to obtain results for D representations. The
first method proceeds by rewriting the D representation  (E, A, B, C, D) as the
P representation (F, G, H) with
G=I E   0 1,   F= [A   B] , H= Ic DI (6.22)
Results are then obtained as corollaries of results in Subsection 6.1.1. The second
method proceeds by rewriting (E, A, B, C, D) as the DP representation (K, L, M)
with
K=
I E'     ' -1 4.1.   " -I     t 11                    (,·231
and leads to corollaries of results in Subsection 6.1.2. The next theorem is then
immediate from Theorem 6.4.
Theorem 6.6  Let  E  =  (T, Y * U, B)  C  £P+™  and  let  B be given  by  a  D
representation (E, A, B, C, D).  Let X* be the limit space of the iteration
XO = X v 711+1 . A-1[EX"' + im B] (6.24)d, A
and let Qk c Xd be given by the iteration
Qo = Xd,   Q",+1 - E-lA[Qm n ker Cl. (6.25)
Denote the number of observability indices of E  that are equal  to  k  by  7rk.   Then
we  have,   for  all  k  2   1,
Irk  =  fk -1  -  fk
where fk is given by
fk = dim {(y, it) e Y O U 1 3:r C Qk with AT + Bu c EX* and y = C.r + Du}.
0
Through the connection (6.22) the nonredUIldancy condition that corresponds
to (6.12) (or, equivalently, to (6.19)) is
IsE - A   B} has full row rank and has no zeros at infinity. (6.26)
The next theorem is therefore immediate froni Corollary 6.3.
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Theorem 6.7  Let E = (T, Y e U, B) e CP+m and let B be given by a D repre-
sentation (E, A, B, C, D) for which (6.26) holds.  Then the nonzero observability
indices of E coincide with the left Kronecker indices of the pencil
I,Ec-Al
0
The following example shows that the result of the above theorem is not valid if
condition (6.26) fails to hold. Consequently, (6.26) is a necessary and sufficient
condition.
Example 6.8 Let E be a system whose behavior is given by the DZ represen-
tation (E, A, B, C) with
 =11  0 1   A- 1-11  ; 1 3  „-1 0 1 9 C = [0   1].0 0'
Then A[ ker El +  im E + im B 0 Xe so that it follows by Lemma 2.37 that
condition (6.26) does not hold. The vector




-         -




Consequently, the pencil (6.27) has one left Kronecker index which has value 1.
It is easily checked that the behavior of E is also given by the AR representation
7 +U - 0.
We therefore conclude that the system has one observability index which has
however value 0 so that the above Kronecker index does not correspond to it. O
For systems in standard state space form, i.e. given by a D representation with
E = I the nonredundancy condition (6.26) is automatically fulfilled. It therefore
follows without any further assumptions that the observability indices of the
system are given by the left Kronecker indices of the pencil
I "c-A 1 (6.28)
For these systems the observability indices, as defined in this thesis, therefore
coincide with the classical notion of observability indices as given by [66,67]  (cf.
Remark 2.32). Note that the matrix B is completely irrelevant in the context
of standard state space representations whereas the above example shows that
this is not necessarily the case for descriptor representations.
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6.2 Controllability indices
In this section we consider the controllability indices of a system  E  in £9. These
indices were defined in Definition 3.ll; they are invariant under weak external
equivalence. Our aim is to derive expressions for the controllability indices in
terms of the first-order representations that we considered previously.  In the pre-
vious subsection we showed that the observability indices of a system in standard
state space form coincide with the classical notions and that this result holds
without any further assumptions. With respect to controllability indices one
might conjecture that a similar result holds. More specifically, the conjecture
would be that the controllability indices of a system in standard state space form
are  given  by the right Kronecker indices  of the matrix pencil  [sI  -  A       B].   We
will see in this section that this is indeed the case; however, in contrast with the
previous section, it will be necessary to impose certain restrictions on the rep-
resentation for the result to hold. It is indeed easily seen that the result cannot
be valid without any further restrictions: for C=0 the controllability indices of
the system are trivial whereas the right Kronecker indices of [sI - A   B] need
not be trivial.
The above is explained by the fact that we are dealing with a set-up in which
controllability and observability indices do not play dual roles. However, for
systems in the restricted class of controllable systems /3 the two sets of indices
do play dual roles (see Theorem 3.22). The development below is based on
this duality. Before presenting expressions for controllability indices in terms of
the pencil and the dual pencil form we first state a lemma according to which
observability indices of controllable systems are expressed in terms of pencil
matrices. The lemma is a key result in the development in the next subsection.
Lemma 6.9 Let E = (T, W, B)  c £9 with B given by the MA representation
w =QWK (6.29)
Let (F, G, H) be a P representation that is weakly externally equivalent to (6.29).
Let 2* be the limit space of the iteration (6.3) and let Qk be given by the
iteration
QO = T*,    Qm+1 = G-lF[Qm n ker HI.
where T* is the limit space of the iteration
To = {0},   Tm+1 = G-1177'm.
Denote the number of observability indices of E that are equal to k  by 7rk ·   Then
we have, for all k 21,
7rk = dim H[Qk-1 n 2*1 - dim H[Qk n z*].
Proof According to Lemma 3.16 the RC space C is given as
C = im M(A)
whereas the RB space Wo is given as
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)No = {w(A) f A-1 Wo©(A) 1 34(A) with w(A) - M(A)((A) is polynomial}.
It follows that
Wo = {w(A) E A-1Woo(A) 1 34(A) E C with w(A) = lr_((A)}.
Since the P representation (F, G, H) is weakly externally equivalent to (6.29) we
have C = H[ ker (AG - F)] so that Wki as defined in (6.1) is given by
Wki = 7rl {w(A) € A-111/o©(A) 1 3((A) c Z(A) with A-kw(A) = ir_(H<(A))
and (AG - F)((A) = 0} (6.30)
Because of (6.2) it is obviously suRicient to prove that, for all k 2 0,
W2 = H[Qk n 2*].
For this,  let  k 2 0  and  let  w e  11/2;  we  will first prove  that  Wki  c  H[Qk n 2*].
Because of the fact that w E Wk' and (6.30) there exist w(A) € A-1 Woo(A) and
<(A) c Z(A) such that
(AG - F)((A) = 0 (6.31)
and
w(X) = Aklr_(H<(A)). (6.32)
Let us write the Laurent expansion of ((A) as
((A) = 4-fAL + 4-1+1· 1-1 + . . . +C o t 41• -1....
It follows from (6.31) that GS+1 - Fs for all i 2 -£ so that 6 f 2* for
all i 2 -f. Also, GE-1 = 0 so that 6 € 7-t+,+1 for all i 2 -f. In particu-
lar  (1   E  TL+2 so certainly  41   E   T*.    From  (6.32) it follows  that  w  =  H<k+1
and that H<i =0 for l f i   k. We conclude that 6+1 E Q k n 2*s o that
w e  H[Qk n 2*].
Conversely,   let   w   =   Hz  with   z   f   Qk  n Z: Since   z   E   Z* it follows  from
Lemma 2.29 (use Remark 2.30) that there exists a strictly proper rational func-
tion  (A) such that (AG - F)<(A) = Fz. Because of the fact that z E  Qk we can
find 6 E Z for l f i s k such that
Gz = FEk,  GEk = FEk-1,  ··· GG = Ftil
while
HOe  = H<k-1  = , , ' = H<l  =0 and 41  E T*.
Since 41 E T- there exist 40, 4-1, ···,(-t such that GE-1 =0 and
G<1 - FG, GEO= F<-1, ···,GE-1+1 - FEL·
Now define
4(A) := 6.-/A' + <-1+1· t-1 + . . . + 4 0+ 41· -1 + . . . + <k· -k + (Z+ 6(A))A-k-1.
Then (AG- F) (A) = O and the vector w(A) defined by w(A):= Ak,r_(H<(A)) is
strictly proper with 7rlw(A)  =  Hz  =  w.   It now follows  from  (6.30)  that  w  E  Wki.
We conclude that  W2 = H[Qk n 3*] which proves the theorem.                            0
In the following subsections we will derive expressions for the nonzero controlla-
bility indices in terms of DP representations, P representations and D represen-
tations respectively.
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6.2.1   Results for DP representations and P representations
In this section we consider the controllability indices of systems that are either
given in dual pencil form or in pencil form. Our strategy will be based on the
duality that exists under weak external equivalence between DP representations
and P representations (Lemma 3.26).  By this duality the next theorem is a
corollary of Lemma 6.9; the theorem gives a geometric formula for the nonzero
controllability indices in terms of the matrices K, L and M of a DP representa-
tion
cKE=LE + Mw.
As before K and L are mappings from X to Z and M is a mapping from W to
Z.
Theorem  6.10  Let  E =  (T, 11/, B)  e  (q  and  let  B be given by a DP represen-
tation (K, L, M).  Let T*  be the limit space of the iteration
To = {0},   T™+1 = K-l L'Tm
and let Rk c X be given by the iteration
ho = V*,   .R™+1 = L-1[KIE™ + im Afl
where V* is the limit space of the iteration
V' = X,   V™+1 - L-1 KV™. (6.33)
Denote the number of controllability indices  of  E  that are equal  to  k  by  7rk.
Then we have, for all k 2 1,
71'k = dim M- 1[K„Rk + LT'] - dim M- 1[KRk- 1 + LT*1.
Proof  Let B be given by the AR representation
R(a)w = 0.
Let E = (T, 11/, B) be the system in £9 whose behavior B is given by the MA
representation
w = RT(a)(. (6.34)
It follows from Lemma 3.23 that the controllability indices of E coincide with
the observability indices of f:. Moreover, we conclude from Lemma 3.26 that
the P representation (LT, KT, AIT) is weakly externally equivalent to the MA
representation (6.34). By the previous lemma we therefore have a geometric
formula  for the controllability indices  of I  in  terms  of the  matrices  KT.  LT  and
MT. The desired result then follows from elementary results from linear algebra.
0
An analogous formula for P representations can now be obtained by rewriting a
P representation (F, G. H) in dual pencil form (K. L. At) with





Before presenting the next theorem let us introduce the iteration
No ={0}, Af"*+1=G-1FIX'nnker HI. (6.36)
Note that this iteration coincides with iteration (2.29) applied to the pencil
I=-,1 (6.37)
The limit space A/* is related to redundancy  in the representation  (F, G, H):
when   ker G n ker H  =  {0}  then A/*  =   ker G. More precisely, Lemma 2.36
yields the following implication:
F-1 [ im G] n ker G n ker H = {0}  4 A/* =  ker G. (6.38)
Theorem 6.11  Let E = (T, W, B) E (q and let B be given by a P representation
(F, G, H).  Let A/* be defined as the limit space of the iteration (6.36) and let
V* be the limit space of the iteration
Vo = Z,    Vm+1 - (F-1Gvm) n ker H. (6.39)
Let Rk be given by the iteration
ko= V*    ·1 ™+1= 12-1Gkm. (6.40)
Denote the number of controllability indices  of  E   that are equal   to   k   by   7rk.
Then we have, for all k k l,
7rk = dim HI*k+1 n NI] - dim HI*k n N*] (6.41)
Proof Write (F, G, H) as the DP representation (K, L, M) with K, L and M
defined as in (6.35). Let T*, V- and Rk be defined from K, L and M as in
Theorem  6.10.   It is easily verified  that  V*  =  V*   and  that  T*  = A/*.   Also,  for
all k 2 0,
·Rk  = *k.
We conclude from Theorem 6.10 that
irk - dim H[,P-16 k n K*] - dim H[,1;'-16' 2':-1 nNY
which coincides with (6.41).                                                        0
Note that Theorem 6.10 and Theorem 6.11 in fact present recursive formulas for
the nonzero minimal indices of rational vector spaces of the form M-1 [  im  (sK -
L)1 and HI ker (sG - F)] respectively (use Lemma 3.16).
Expressions in terms of matrix pencils can be obtained by imposing certain
nonredundancy conditions as in Section 6.1. Roughly speaking, the nonredun-
dancy conditions for P representations should rule out the effect of both A/* and
V*.   Thus the situation is different  from the situation in Subsection 6.1.1 where
we  only  had  to  take care  of the effect  of one space, namely  Z*.
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Corollary 6.12  Let E = (T, W, B) E /9 and let B be given by a P representa-
tion (F, G,H) for which
1,«-FlI has no zeros in C. (6.42)H   1
Then the nonzero controllability indices of E coincide with the right Kronecker
indices of the pencil sG - F.
Proof    Let AO, V*, Rk  and 7rk  be defined as in Theorem 6.11. By Lemma 2.36
it follows from (6.42) that A/* =  ker G and that
F- 1 [ im G] n ker Gnker H = {0}. (6.43)
According to Theorem 6.11 the value of 7rk (k 2 1) is then given by
71-k = dim H[Rk+1 n ker Gl - dim HIRk n ker Gl.
Because of (6.43) and the fact that Rk c F-1[ im G] for all k 2 0 w e have that
dim H[Rk n ker Gl = dim (Rk n ker G) for all k 2 0 s o that
7rk = dim (Rk+1 n ker G) - dim (Rk n ker G).
The iteration (6.39) of which V* is the limit space coincides with the itera-
tion (2.24) applied to the pencil (6.37). Consequently, it follows from (6.42)
that V* = {0} (Theorem 2.31) so that the iteration (6.40) coincides with the
iteration (6.9) applied to the pencil sG - F. The desired result is now immediate
from Theorem 6.2.                                                                        0
An analogous result for DP representations is obtained by rewriting the DP
representation (K, L, M) in pencil form as (6.15). The nonredundancy condition
that corresponds to (6.42) is
sIC - L has no zeros in C. (6.44)
The next theorem is an imniediate result of Corollary 6.12 and will therefore be
given without proof.
Theorem 6.13  Let E = (T, W, B) f fq and let B be given by a DP representa-
tion (K, L, M) for which (6.44) holds.  Then the nonzero controllability indices
of E  coincide  with the right Kronecker indices of the pencil  [sK - L      Ml.       0
6.2.2  Results for D representations
In this section we express the controllability indices in terms of the matrices E,
A, B, C and D of a D representation
GEE    =    AE + Bu
y        CE + Du.
As  before  E and  A are mappings  from  Xd  to  Xr,  B  is a mapping from  U to Xe,
C  is  a mapping from   Xd   to  Y   and   D  is a mapping  from  U  to Y. Proceeding
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as in Subsection 6.1.3 we can either rewrite the D representation (E, A, B, C, D)
in dual pencil form (6.23) and obtain a geometric formula from Theorem 6.10
or rewrite (E,A,B,C, D) in pencil form (6.22) and obtain a geometric formula
from Theorem 6.11. The proof of the next theorem is based on Theorem 6.11.
Theorem 6.14  Let  E  =  (T, Y * U, B)  c  £P+m  and  let B be given  by  a  D
representation (E, A, B, C, D).  Let N* be the limit space of the iteration
No = {0},    Nm+1 - E-lA[N™ n ker C] (6.45)
and let Rk C Xd be given by the iteration
R" = V*,   R"'+1 = A-1[ER'n + im B} (6.46)
where V* is the limit space of the iteration
Vo = Xd,    V"'+1 - (A-lEVm) n ker C. (6.47)
Denote the number of controllability indices  of  T   that are equal   to   k   by   7rk.
Then we have, for all k 21,
11'k = fk - fk-1
where fk is given by
fk = dim {(v, u) E Y e U 1 3x E N* with Ax + Bu € ERk and y = Cl: + Du}.
Proof Write (E, A, B, C, D) as the P representation (F, G, H) with F, G and
H defined as in (6.22). Let A/*, V* and Rk be defined from F, G and H as in
Theorem 6.11. It is easily verified that A/* = N* e U and that V* = V* e {0}.
Also, for all k 2 0,
*k+1 = {(I,11) E Xd *U I AL +Bu € ERk}.
The desired result now follows from Theorem 6.11.                                0
Through the connection (6.23) the nonredundancy condition that corresponds
to (6.44) (or, equivalently, to (6.42)) is
I«-AlI has no zeros in C. (6.48)C  ]
The next theorem is immediate from Theorem 6.13.
Theorem 6.15  Let E  =  (T, Y e U, B) c CP+m and let B be given by a D
representation (E, A, B, C, D) for which (6.48) holds.
Then the nonzero controllability indices of I coincide with the right Kronecker
indices of the pencil  [sE - A      B].                                                                                                   0
The above theorem generalizes a result in 1261 where the authors essentially
consider the controllability indices of an I-0 system that is given by a DZ rep-
resentation (E, A, B, C) with C = I. The condition (6.48) is then automatically
fulfilled.




C _1_                     R2           V 1V1
T -- -0
Figure 6.1: Electrical circuit
Example 6.16 Consider the electrical circuit consisting of a capacitor C and
two resistors Ri and R as shown in Figure 6.1. We set the numerical values of
C and R2 equal to 1. Let us consider the voltage Vi as u and the voltage V2
as  y.   Taking  V2  and the current intensity  i  as the descriptor variables  4 1   and
112 respectively, we can represent the system in descriptor form by
aEE   =    Att Bu
1 - CE
with





forms a minimal polynomial basis for ker [sE - A   B] so that the pencil
IsE  -  A       Bl  has one right Kronecker index which has value  1.
Since the matrix sE - A is nonsingular the underlying system is an I-0 system
with transfer function T(s) given by
-1
T(s) = C(sE - A)-1 B = Rls + Ri + 1
A small calculation leads to the conclusion that the system has one controllability
index which has value 1 if Rl 96 0 and value 0 if Ri  = 0. Indeed, condition (6.48)
holds  for  Rl   96  0 but fails  to  hold at infinity  for  Rl   =  0 (use Lemma  2.36).
Consequently, the above Kronecker index corresponds to a controllability index
for Ri 96 0 but this correspondence does not hold for Rl = 0: intuitively, a
"cancellation at infinity" has taken place in the transfer function.              0
For systems in standard state space form, i.e. given by a D representation with
E = I, it follows that the controllability indices are given by the right Kronecker
indices of the pencil [31 - A   B} if the representation is observable.  Thus for
systems in observable standard form the controllability indices, as defined in
this thesis, coincide with the classical notion of controllability indices as given
by [66,67] (cf. Remark 2.32).
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6.3 The input-output structure
Our starting point in this section is as in Section 3.5: we consider the situation
in which the external variables are split into two parts. As before we use the
notation W=Y E D U where Y=R P and U - Rm and we do not adhere any
special meaning to this decomposition. The question arises: when is a system
E E lp+m an I-0 system as defined by Definition 3.27?
First, there is the requirement that there should exist at least one transfer func-
tion for the system. Following the terminology of [63, 64] we will call u "free" if
this requirement is satisfied. Second, there is the requirement that v-trajectories
should be determined by u-trajectories, up to initial conditions. This require-
ment takes care of the uniqueness;  if it is satisfied we will say, again in accordance
with  [63,64], that y "processes" u. Precise definitions of "processing"  and  "free"
will be given below. The definitions involve certain subspaces  Wk C W which
are defined as follows:
Definition 6.17  Let t= (T,W=Y E B U,B) € CP+m and let W. be defined as
in Definition 3.10. For all k€Z w e define:
W. =,1{ 1 :lill , A-,W',CA) 1  1 'fi:'A) 1 , W.}
0
Note that for k=0 the space Wo is defined as in Definition 3.10 and that
the spaces Wk are invariant under weak external equivalence. Our definition
of Wk stems from [45] where subspaces of Y and U are used to determine the
"zeros at infinity" of (proper) transfer functions. However, the subspaces in [45]
are defined from the transfer function whereas our definition of Wk is more
general: it is also applicable for systems without a transfer function. We have
the following lemma.
Lemma 6.18 The following statements hold for all k E Z
(i) dim Wk = dim 1,1/ 
(ii) 7ry'l Fk C 7ry k-1
(iii) 71'uwk C 7ruwl'+1
(iv) dim 71'YWk + dim 7ruwk-1 = dim Wo.
Proof Equality (i) follows from (see the remarks following Definition 3.10)
dim Wk = dim W* = dim Wo.
Next, the inclusions (ii) and (iii) are immediate from the definition of WA while
equality (iv) follows from
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dim  Wk      =     dim,ry Wk  + dim  {     V      C  Wk  I  y - 0}
Lul
=  dim 71'YWk + dim irl{u(A) C A-1Uo©(A) 1 37(A) C A-11'00(A)
such  that  Av(A)  E  A-lyo©(A)  and   [        AV(A)           E  W.}
l A-k+111(A)
=   dim lrYWk + dim lrUWk-:
This completes the proof of the lemma.                                                          0
The above lemma shows that the sequence {7ry k} is nonincreasing and the
sequence {7ruwk} is nondecreasing. Since Y and U are finite-dimensional, both
sequences must have limits both as k - 00 and as k -+ -00. In obvious notation
we shall denote the limit spaces  by  Y.;,  Yl,  U;  and Ul respectively.   We  then
have the following situation:
Y;  C· · ·C  711·Wk+1  C  7ry Wk  C· · ·C Y'
Ut   C  · ·  ·  C  Tu Wk C· · ·C ULC Truwk+1
We are now ready to give precise definitions of the properties that were men-
tioned at the beginning of the section.
Definition  6.19   Let  E=  (T, 1/1/  =Y e U,B)  E  £P+m.  We define the following
concepts:
(i) v processes u if Y.; = {O}
(ii) u is free if U-; = U.
0
The next lemma shows that E is an I-0 system, i.e. has a unique transfer function
T(s) if the above conditions (i) and (ii) hold at the same time.
Lemma 6.20  Let E = (T, Y * U, B)  € CP+"'  and let B be given by the AR
representation
'Rl(a) 14(a)] Rl-,
where  IRl (S)      R2 (s)}  is a matrix of size  r  x  (p + m)  of full row  rank.   Then  the
following holds:
(i)   y processes u if and only if Ri (s) has full column rank
(ii)  U is free if and only if Rl (s) has full row rank.
Moreover, E is an I-0 system if and only if both (i) and (ii) hold: the transfer
function T(s) is then given by T(s) = -Ri-1(8)R2(s).
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Proof  From the definition it follows that
Wk = 71'·<   9(A)   € A-11+1,(A) 1 Al:Rl(A)7(A) + 122(A)u(A) = 0}. (6.49)1 L u(A)
From this we conclude that
dim Y; - dim   ker Ri (8) (6.50)
which yields (i). By Lemma 6.18 (iv) we have that
dim U.;   =   dim Wo -dim Y.;
= p+m-r- dim  ker Rl(8)
=   m-r+ dim im Ri (s)
which yields (ii). Because  [Rl (s)     R2(s)]  has full row rank it is clear that  E is
an I-0 system if and only if Rl (s) is invertible which proves the last statement
of the theorem.                                                                                              0
For duality purposes we also give a description in terms of MA representations:






is a matrix of size (p + m) x r of full column rank.  Then the following holds:
(i)     y  processes u  if and  only  if Q2 (s)  has full column rank
(ii)    u  is free if and  only  if Q2 (s)  has full row rank.
Moreover, E is an I-0 system if and only if it has a unique transfer function
T(s) = Ql (8)021(S).
Proof  From the definition it follows that
Wk = 7r· { [ 1/(A)
f   y(A) 1
[  Qi (A)  1  1 € A-1111(X) 1 1 € im (6.52)
1 L u(A) 1 L A-ku(A) 1 l Q2(A) ] ·
From this we conclude that
dim UL = rank Q,(s) (6.53)
which yields (ii). By Lemma 6.18 (iv) we have that
dim Y.;   =  dim if - dim U;
=      r  -  rank  Q2 (s)
=       dim     ker  Q,(s)
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which yields (i). Because (6.51) has full column rank it is clear that E is an I-0
system if and only if Q2(8) is invertible which proves the last statement of the
theorem.                                                                                                                                                                                                                 0
The next lemma shows that information on the rank and pole/zero structure
at infinity of T(s) (Theorem  2.6) is contained  in the sequences  {7ry Wk}   and
<71-Uwk}. Poles/zeros at infinity of T(s) are also called "transmission poles/zeros
at infinity" in the literature.
Lemma 6.22  Let E = (T, Y 9 U, B) E CP+m be an I-0 system with transfer
function T(s). Denote the number of poles at infinity of T(s) of order 2 k (5 k)
by Pk (sk) (k E Z). Then the following holds:
(i) dim ker T(s) = dim Ul
(ii) rank T(s) = dim Yl
(id) Pk = dim lrYWk
(iv) Sk dim 7ruwk  - dim  Ul.
Proof    Let Rl (s)  and R2(s) be polynomial matrices of size r x r  and  r x m  re-
spectively such that T(s) = Ri-1 (s)R2(s). Then dim ker T(s) = dim ker R2(s)
and rank T(s) = rank R (s). It follows as in the proof of Lemma 6.20 that
dim Ut = dim ker R2(s) (6.54)
and
dim Y' - rank R2(s)
This yields (i) and (ii). From (6.49) we conclude that the spaces Wk can be
written as
irk = 71 1 {   V CA) ] E A - 1 Wx ( A ) 1 V( A) = A - kT( A).(A) }
L U(A) ]
Statements (iii) and (iv) now follow from Lemma 2.8.                               0
Remark 6.23 The orders of the poles and zeros at infinity of T(s) can be
derived from either  the  Pk's  or  the  sk's. One therefore  has a choice to consider
either subspaces of Y or subspaces of U. Observe that there is symmetry with
respect  to y  and  u  in  the definition of Wk. It follows  from the previous lemma
that we have the following results for an I-0 system with transfer function T(s):
(a) u processes v if and only if T(s) is left invertible
(b)  v is free if and only if T(s) is right invertible.
0
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Remark 6.24  In the discrete time case  (T  =  Z+) the spaces WA correspond
to the spaces Wk (B) as defined in Section 5.2. These can be expressed directly
in terms of the behavior B: using the notation of Section 5.2 we have
Wk(B) '({I::le
Bolu,=u, - . . . = nk-1 = 0} for k>0
Wk(B) x{I :11<B° I vo=Yl = 'Ii=1/k-1 - 0}
fork<0
Hrk (B)      =     XB'       for  k =0.
0
In the following subsections we investigate the input-output structure of systems
that are given in first-order form. Our first aim will be to characterize the I-
0 status of a system in terms of the constant matrices. Secondly, we express
rank and pole/zero structure at infinity of the transfer function for I-0 systems
that are given in first-order form. Lemma 6.22 shows that all issues can be
treated in the same framework. We will present results for P representations,
DP representations and D representations respectively.
6.3.1  Results for P representations
In this subsection we consider the input-output structure of systems that are




As before G and F are mappings from Z to X whereas Hy and Hu are map-
pings from Z to Y and U respectively. As a first step we express the above
subspaces 7TY Wk and 7ru Wk in terms of the constant matrices F, G, Hy and Ifu
of a P representation (F, G, Hy, Hu).  For this we recall the two iterations (6.3)
and (6.36) that were introduced in the previous sections:
20=Z g™+1 = F-162™,                                          (6.55)
No = {0},     Al'm+1  = G-lF[N™ n ker Hy n ker Ha]. (6.56)
Let us introduce, in addition, the following iterations:
1/: = 2*,      1.' +1 = F-1GVym n ker Hy, (6.57)
72 = Al"*, 77+1 = G-lF['77 n ker Hy], (6.58)
Vuo = Z*,    VZ+1 - F-1GVum n ker Hu, (6.59)
7 ' = A/*,   77+1 = G-117[,li  n keriful. (6.60)
Note that there is a difference between the iteration (6.57) and the iteration
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Po - Z,    p,m+1 = F-'G'Pm n ker HF (6.61)
which coincides with the iteration (2.24) for the pencil
I ]. (6.62)
sG - F
However, the limit spaces of the two iterations coincide by Lemma 2.35.  In case
that GZ* =  im G a stronger statement can be made: then Vyk-Dyk for all
k > 1.
In a similar way we might compare the iteration (6.58) and the iteration
C ={O}, *+1 = G-lF[* nker Hy] (6.63)
which coincides with the iteration (2.29) for the pencil (6.62). The limit spaces
of these two iterations coincide as well, as can be shown by a similar argument.
In case that A/* = ker G a stronger statement can be made: then 7yk = 7 +1
for allk 20. Analogous remarks can be made for the iterations (6.59) and (6.60)
(interchange v and u).
We  are now ready to express the above subspaces  7ry Wk  and  7ru Wk in terms of
F,G,  Hv  and  Hu·
Lemma 6.25  Let E = (T, Y e U, B) e CP+"* and let B be given by a P repre-
sentation  (F, G, Hy, Hu).  Let  Z*  and A/* be defined as the limit spaces of the
iterations  (6.55)  and (6.56) respectively.   Let  Vyk,  76,  Vuk  and  7uk be given  by
the iterations (6.57), (6.58),  (6.59) and (6.60) respectively. Then the following
holds:
(i)  71'y Wk  = Hy[Vuk  nA/*]        for all  k 2 0
(ii) irt/Wk = Hull,7/, nA/*]    for all k s o
(iii) 7ryWk = Hy'7;k n 2*]    for all k S O
(iv) 1ruwk  = Hu 17;k n 2*]        for  all  k  2  0.
Proof We first prove (i). Let y e xy Wk. Then there exist y(A) e A-1 Yo©(A)
and u(A) e A-1 Uo©(A) such that y = 7rly(A) and (Lemma 3.16)
[  v(A)  1    H.. 11 6           I ker (AG - F)].A- 11(A) ] H
Let <(A) E Z(A) be such that
(AG - F)((A)   = 0 (6.64)
1/(A) = Hy<(A) (6.65)
A-ku(A) = Hu<(A) (6.66)
Write ((A) as
((A) = 4-,Al + 6-1+1,\1-1 t. . . +6+ CiA-1...
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It follows from (6.64) that GE-1 = 0 and G<,+1 = FE, for all i 2 -l, so that
4-1 € A/1 and 6 € 2* for all i 2 -1. From (6.65-6.66) it follows that y = Hvil,
Hy<, = 0 for -l S i 50 and HuG - 0 for -t S i s k. Asaresult (1 E Vk and
also  41  E A/1+2, so certainly 61  € A/*. This proves  that  7ry Wk  C  Hy [1.t n A/*].
Conversely,   let  y   =   Hyz  with  z   €   1/3  n A/*. Since  z   € A/* there exist  6,
4-1, ···,(-1 such that GE-1 =0 and
Gz = FS, GED = FER, ··· ,GE-l+1 = FEt
while
Hy<o = HYE_1 - · · · = Hy<-1 =0
and also
Ha<o = Hu<-1 = . . . = Hu<-1 =0.
Furthermore, z E Vuk implies that there exist 6, 43, · · · , Ck+1 such that 6+1 € 2*
and
Fz =GS, 176 - 66, ···,F<k=GG+1
while
Huz=HUS =...=Hu<k =0
(take <k+1 - z if k = 0). As aresult we have that (AG-F)(z(A)+6+lA-k-1) =
-(FG+1)X-k-1 where
Z(X) = 4-ZAE + (-Z+1· 1-1  . . . + 40 + Z. -1 +6· -2 + . . . + <kx-k.
We may now use the fact that Ck+1 f Z* and apply Lemma 2.29 (use Re-
mark 2.30). It follows that there exists a strictly proper rational function ((A)
such that (AG - F)((A) = FEk+1· Now define
<(A) := z(A) + (6+1 + <(A))A-k-1.
Then y = 7rl Hy<(A), (AG - F)((A) = 0 and both Hy<(A) and A-'(Ha<(A) are




so that y € 7ry Wk. We conclude that lrYWk D Hy[Vak n A/*]  and this proves  (i).
By interchanging y and u we get (ii). Statements (iii) and (iv) are proven in a
similar way.                                                                                      0
We now come to the three main theorems of this subsection.
Theorem 6.26  Let  E  =  (T, Y <B U, B)  E  £p+m  and  let  B be given by  a  P
representation (F, G, Hy, Hu).  Let Z*  and A/* be the limit spaces of the itera-
tions (6.55) and (6.56) respectively. Let K be the limit space of
i>0 = Z, Pmtl= F-iG'IC n ker Hu (6.67)
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and let t be the limit space of
13 = {0}, im+1 - G-lF[tn n ker Hu]. (6.68)
Then the following holds:
(i) y processes u if and only if Hy[lt n A/*] = {0}
(ii) u is free if and only if Hu It n 2*1 = U.
Proof By Lemma 2.35 the space R coincides with the limit space of the
iteration (6.59). In an analogous way the space fj coincides with the limit space
of the iteration (6.60). The statements in the theorem now follow immediately
from Lemma 6.25.                                                                                          0
Theorem 6.27  Let E =  (T, Y e U, 8)  E CP+"' be an I-0 system with trans-
fer function T(s).    Let   2*,  A/*,   V;   and  '4*   be the limit spaces  of the itera-
tions (6.55), (6.56), (6.61) and (6.63) respectively. Then the following holds:
(i) dim ker T(s) = dim Hu[Vy* n A/*]
(ii) rank T(s) - dim Hy[7; n z']
Proof  As in the proof of the previous theorem the space V; coincides with
the limit space of the iteration (6.57) whereas the space t* coincides with the
limit space  of the iteration   (6.58). The statements now follow by combining
Lemma 6.22 and Lemma 6.25.                                                                        0
Theorem 6.28  Let E = (T, Ye U, B) E EP+"' be an I-0 system with transfer
function T(s).   Let  B be given  by  a P representation  (F, G, Hy, Hu).   Let  2*
and A/* be the limit spaces of the iterations (6.55) and (6.56) respectively.  Let
12:, 7, Vok and e be given by the iterations (6.57), (6.58), (6.59) and (6.60)
respectively.  Let us denote the number of poles at 00 of T(s) of order 2 k (S k)
by Pk (sk) (k E Z). Then the following holds:
(i)    pk  = dim Hy 11't n A/*1       for all k  20
(ii)  pl, = dim Hy[7;k n Z*}    for all k f o
(iii)   sk = dim Huie n 2-] - dim ker T(s)   for all k 2 0
(iv)     sk  = dim  Hu[Vy-k AN*}  - dim ker T(s)       for all k  5 0.
Proof The statements follow by combining Lemma 6.22 and Lemma 6.25.  0
Remark 6.29 It is easily checked (from Definition 3.10) that T(s) is proper if
and only if the DV space Wo satisfies
Y n Wo = {0}.
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On the other hand it follows from Lemma 6.25 that Wo is given by
wo =  [  Hv  ]  12* n A/*]
l H,; 1
so that we conclude that T(s) is proper if and only if
Hy [2* n N' n ker HuI = {0}. (6.69)
Indeed, (6.69) coincides with Pl = 0 in the above theorem.                         O
Below we want to compare our geometric formulas with expressions in terms of
matrix pencils. For this we need geometric formulas that describe the rank and
the pole/zero structure at infinity of an arbitrary matrix pencil sE - A. The
next theorem shows that such formulas can be obtained from Theorem 6.27 and
Theorem 6.28 in an elegant way. It should be noted however that geometric
formulas for the pole/zero structure at infinity and rank of matrix pencils have
been derived before,  see for instance  [4,  6,  12,  391.
Let us consider the matrix sE - A; as before E and A are mappings from X
to Z. We recall the basic iterations (2.24) and (2.29) that were introduced in
Section 2.6:
VO = X Vm+1 - A-lEVm (6.70)
and
To = {0},   T™+1 = E-lAT'n. (6.71)
Theorem 6.30 Let E,A:X 1-,Zbe linear mappings. Denote the number of
zeros at infinity of sE - A of order 5 k (2 k) by tk (jk) (k E Z). Then we have
(i) dim ker (sE - A) = dim (V- n ker E)
(ii) rank (sE - A) = dim (AT* +  im E)
(iii) jk = dim (Vk n ker E) - dim (V* n ker E) for all k 2 0
(iv) tk = dim (AT':+1 + im E) for all k 2 -1
(v) tk = 0 for all k 5 -2.
Proof Consider  the I-0 system  E  =  (T, W  =Y e U,B)  with  Y  =  Z  and
U = X whose behavior B is given by the AR representation
1-(aE-A)u= 0. (6.72)
It is obvious that the transfer function T(s) of E is given by T(s) = sE - A and
that (6.72) can be rewritten as the P representation (F, G, Hy, Hu) with
G= [E 0] ,F=I A I l,H y= [0    I] ,H u= [I    0 1.
Let 2*  and A/*  be the limit spaces of the iterations (6.55) and (6.56) respectively.
Using (6.4) and (6.38) respectively we have
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GZ* =  im G =  im E
and
A/* = ker G = ker E e Z.
Let Vyk, 7yk, Vk and e be given by the iterations (6.57),  (6.58),   (6.59) and (6.60)
respectively. It is easily verified that
Vk   =   Vk e {0} for all k 2 1,
*   =   Tk+1 e Z for all k 2 0,
VZ   =   {0} e im E,
Vk   =   {0}6{0}forallk 2 2,
t'   =    ker E e Z,
C   =   X e Z for all k 2 1
Application of Theorem 6.27 and Theorem 6.28 yields the desired results.     0
Because of the above theorem we may express the formulas in Theorem 6.26,
Theorem 6.27 and Theorem 6.28 completely in terms of properties of underlying
matrix pencils.   As in the two previous sections of this chapter the only restriction
is that we have to impose certain nonredundancy conditions. We present our
results as five corollaries:
Corollary 6.31  Let  E  =  (T, Y * U, B)  c  CP+„2  and  let  B be given by  a  P
representation (F, G, Hy, Hu) for which
sG- F
Hy has full column rank and has no zeros at infinity. (6.73)
Hu
-            -
Then y processes u if and only if the matrix
  s G-F l                                                                   (6.74)
has full column rank.
Proof By Lemma 2.36 the condition (6.73) is equivalent to the following con-
dition:
F-1 [ im G] n  ker G n ker Hy n  ker Hu = {0}. (6.75)
By the same lemma it follows from (6.73) that A/* =  ker G.  Let K be the
limit space of the iteration (6.67). Because of (6.75) and the fact that K c
F-   [  im Gl  n   ker  Hu  we  have
dim  Hy[K n   ker  G]  = dim  (K n   ker  G)
It now follows from Theorem 6.26 that y processes u if and only if
K n ker G = {0}. (6.76)
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Observing that the iteration (6.67) coincides with the iteration (2.24) for the pen-
cil (6.74) we conclude from Theorem 6.30 that (6.76) holds if and only if (6.74)
has full column rank.                                                                    0
Corollary 6.32  Let  E  =  (T, Y <8 U, B)  c  CP+"'  and let  B be given by  a  P
representation (F, G, Hy, Hu) for which
sG - F has full row rank and has no zeros at infinity. (6.77)
Then u is free if and only if the matrix (6.74) has full row rank.
Proof     Let  Z*   be the limit space  of the iteration  (6.55). By Lemma  2.37  the
condition (6.77) is equivalent to the following condition:
F[ ker G] + im G = X. (6.78)
By the same lemma it follows from (6.77) that 62* =  im G and in particular
that 2*  = F-1 [ im Gl.  Let t  be the limit space of the iteration (6.68). Because
of (6.78) and the fact that ker G c t i t follows that
Ft; + im G = X.
It now follows as in the proof of Corollary 6.3 that
[Gl
dim HultnF-1[ im G]]tdim X =dim (  H     7Jt im   0  ).(6.79)L ul
By Theorem 6.26 u is free if and only if
Hult n F-1[ im G]] = U
so that u is free if and only if the right-hand side of (6.79) equals dim U+dim X.
Observing that the iteration (6.68) coincides with the iteration (2.29) for the
pencil (6.74) we conclude from Theorem 6.30 that u is free if and only if (6.74)
has full row rank.                                                                         0
Corollary 6.33  Let E  =  (T, Ye U, B)  € CP+m  be an I-0 system with trans-
fer function T(s). Let B be given by a P representation (F,G, Hy,Hu) for
which (6.73) holds. Then
sG - Fdim ker T(s) = dim ker I Hy j
Proof  See the proof of Corollary 6.31-interchange y and u and use Theo-
rem 6.27 instead of Theorem 6.26.                                                                  0
Corollary 6.34  Let E = (T, Y * U,B) € £P+m be an I-O system with trans-
fer function T(s).   Let  B be given  by  a P representation  (F, G, Hy, Hu)  for
which (6.77) holds. Then
sG- F 7
rank T(s) = rank
I    H,    1 - dim Xi
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Proof  See the proof of Corollary 6.32-interchange y and u and use Theo-
rem 6.27 instead of Theorem 6.26.                                                                  0
Corollary 6.35  Let E = (T, Y * U, B)  c CP+m with B given by a P represen-
tation (F, G, Hy, Hu) for which (6.73) and (6.77) hold. Then E is an I-0 system
if and only if the matrix
IH. 1 (6.80)
sG-F
is invertible. Moreover, in this case the following holds for the transfer function
T(s):
sG-F
(i)  dim ker T(s) = dim ker I Hy Z
(ii) the number of poles at infinity of order k (k 2 1) of T(s) equals the
number of zeros at infinity of order k of (6.80)
(iii) the number of zeros at infinity of order k (k 2 1) of T(s) equals the
number of zeros at infinity of order k of the matrix
I   HY Z (6.81)
sG-F
In particular, T(s) is proper if and only if F-1 1 im Gl n  ker G n  ker Hu = {0}.
Proof The first statement of the corollary is immediate from Corollary 6.31
and Corollary 6.32. Statement (i) follows from Corollary 6.33. As in the proofs
of Corollary 6.31 and Corollary 6.32 it follows from (6.73) and (6.77) that (6.75)
and (6.78) hold and that that A/* =  ker G and GZ* =  im G. In particular we
have that 2* = F-1[ im G]. To prove (ii) let Vuk be given by the iteration (6.59).
Note that lt c F- 1[ im Gl n ker Hu for all k k l. It now follows from (6.75)
that, for all k k l,
dim  Hy [Vuk  n   ker  G]  =  dim  (Vuk n   ker  G).
Since GZ* = im G we also have, for all k 2 1, that Vf = f>k where e is given
by the iteration (6.67). Consequently, we conclude from Theorem 6.28 that, for
all k 2 1,
Pk = dim ('vk n ker G)
where pk denotes the number of poles at 00 of order 2 k of T(s). Denoting the
number of poles at co of order k of T(s) by 7rk we then have, for all k 2 1,
7rk = dim (V  n ker G) - dim (Vuk+1 n ker G) (6.82)
Observing that the iteration (6.67) coincides with the iteration (2.24) for the
pencil (6.80) we conclude from Theorem 6.30 that the right-hand side of (6.82)
equals the number of zeros at 00 of order k of the matrix (6.80) and this proves
(ii).
To prove (iii) let 7 be given by the iteration (6.58). Note that  ker G C 7  for
all k 2 0. It now follows as in the proof of Corollary 6.32 that, for all k 2 0,
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F l fGl
dim Hy[7:n F-1[im G]} =dim (  H  17;,k t im   O  ) -dim X.L y]
Since N* =  ker G we also have, for all k 2 0, that 7;k = 1 +
1 where e is
given by the iteration (6.63). Consequently, we conclude from Theorem 6.28
that, for all k   0,
p, - diIn (  if  ] i., kfi +  im  I t ] ) - dim XL Vjw
so  that,  for  all  k  f   -1,
[F l [Gl
71'k = dim (1  H   ] 11-k+lit  im     I   )L    v
[Fl [Gl
-dim ([Hy  j ITY-'1 +  im  [  O  j ) * (6.83)
Observing that the iteration (6.63) coincides with the iteration (2.29) for the
pencil (6.81) we conclude from Theorem 6.30 that the right-hand side of (6.83)
equals the number of zeros at 00 of order k of the matrix (6.81) and this proves
(iii).
If the matrix (6.80) is invertible then it has no zeros at infinity if and only if
F-11  im G} A  ker Gn  ker Hu  = {0} (Lemma 2.36).  The last statement therefore
follows  from  (ii).                                                                                                                                                               0
We conclude this subsection with the following remark:
Remark 6.36 If the matrix (6.74) is invertible there indeed exists a unique
transfer function T(s):  let [Ll (s)     L2(s)} be the inverse of (6.74) so that
I'ti- F l [Ll(s)   L2(s)] = I.U -1
According to Lemma  3.16  the RC space  C is given  as
C= 1 ( ker (sG - F)) (6.84)
1 H.. 1 J
and it is easily checked that the right-hand side of (6.84) equals
im ( 1 „.LI,(.  1 )
so that HyL2(3) is the transfer function of the system.                                      0
6.3.2  Results for DP representations
In this subsection we consider the input-output structure of systems that are
given by a DP representation (K, L,My, Mu):
aKE=LE + Myv + Mutt.
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As before K and L are mappings from X to Z, My is a mapping from Y to Z and
Mu isa mapping from U to Z. There are two ways to obtain results for DP rep-
resentations as corollaries of results in the previous subsection. The first method
is based on the duality that exists under weak external equivalence between DP
representations and P representations (Lemma 3.26 and Lemma 6.21).  The sec-
ond method proceeds as in Subsection 6.1.2 by rewriting the DP representation
(K, L, My, Mu) as the P representation (F, G, Hy, Hu) with
G=I K    0    0],     F=I L    My    MuI,
H Y=I o   I   0 1,    H u=1 0   0 I] . (6.85)
Formulas concerning the input-output structure of a system in dual pencil form
can then be derived from Theorem 6.26, Theorem 6.27 and Theorem 6.28 in
the same way as a formula concerning the observability indices of a system in
dual pencil form (Theorem 6.4) was derived from Theorem 6.1. Here we will
not spell out these results explicitly. Instead we formulate results concerning
the input-output structure of a system in dual pencil form under the nonredun-
dancy conditions that correspond to (6.73) and (6.77) respectively, through the
relation  (6.85). The nonredundancy condition that corresponds to  (6.73)  is
sK - L has full column rank and has no zeros at infinity (6.86)
whereas the nonredundancy condition that corresponds to (6.77) is
I sK- L   Mv Mul has full row rank and has no zeros at infinity.    (6.87)
The following five theorems are immediate from Corollary 6.31, Corollary 6.32,
Corollary 6.33, Corollary 6.34 and Corollary 6.35 respectively.
Theorem 6.37  Let  E  =  (T, Y e U, B)  E  £P+m  and let B be given by a DP
representation (K, L. My, Mu) for which (6.86) holds.  Then y processes u if and
only if the matrix [sK - L   My] has full column rank.                                0
Theorem 6.38  Let  E  =  (T, Y e U, B)  E  CP+™  and let B be given by  a DP
representation (K, L, My, M„) for which (6.87) holds.  Then u is free if and only
if the matrix [sK - L   My] has full row rank.                                            0
Theorem 6.39 Let E = (T, Y e U, B) c £P+m be an I-0 system with trans-
fer function T(s).  Let B be given by a DP representation (K, L, My, Mu) for
which (6.86) holds. Then
dim ker T(s) = dim  ker  [sK - L   Mu].
0
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Theorem 6.40  Let E =  (T, YEBU, B)  € CP+m be an I-O system with trans-
fer function T(s).   Let B be given by a DP representation (K, L,My, Mu)  for
which (6.87) holds. Then
rank T(s) = rank [sK - L   Mu] + dim Y - dim Z.
0
Theorem 6.41  Let I = (T, Y 9 U, B) c £P+m with B given by a DP represen-
tation (K, L, My, Mu) for which (6.86) and (6.87) hold. Then E is an I-0 system
if and only if the matrix [sK - L    My] is invertible. Moreover, in this case the
following holds for the transfer function T(s):
(i)  dim ker T(s) = dim  ker [sK - L   Mu]
(ii) the number of poles at infinity of order k (k 2 1) of T(s) equals the
number of zeros at infinity of order k of [sK - L    My]
(iii) the number of zeros at infinity of order k (k 2 1) of T(s) equals the
number of zeros at infinity of order  k  of the matrix  [sK  -  L      Mu].
In particular, T(s) is proper if and only if L[ ker K] +  im L +  im My - Z.
Proof The first statement of the theorem is immediate from Theorem 6.37 and
Theorem 6.38 whereas statement (i) follows from Theorem 6.39. To prove (ii)
and (iii) we write (K, L, My, Mu) as the P representation (F, Gs Hy, Hu) with F,
G, Hyand Hu defined as in (6.85). Because of (6.86) and (6.87) the conditions in
Corollary 6.35 are satisfied and it follows from this corollary that, for all k k l,
the number of poles at infinity of order k of T(s) equals the number of zeros at
infinity of order k of the matrix
 sK- L   -My   -Mul (6.88)0       0      I   j
Clearly, the zero structure at infinity of (6.88) equals the zero structure at infinity
of the matrix
 sK- L   -My   010  0 I] (6.89)
that is obtained from left multiplication of (6.88) by the ( Roo (s)-unimodular)
matrix
Rl.li
If k 2 1 the number of zeros at infinity of order k o f (6.89) evidently equals
the number of zeros at infinity of order k of [sK - L    My] and this proves (ii).
Statement (iii) follows in a similar way.
If the matrix [sK - L   My] is invertible then it has no zeros at infinity if and
only if L[ ker K] +  im L + im My = Z (Lemma 2.37).  The last statement
therefore follows  from  (ii).                                                                                                                                      0
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6.3.3  Results for D representations
In this section we investigate the input-output structure of a system that is given
by a D representation (E, A, B, C, D):
GEE A( + Bu
y   =   CE + Du.
As  before  E  and  A are mappings  from  Xd  to  Xe,  B  is a mapping  from  U  to  X ,
C is a mapping from Y to X© and D is a mapping from U to Y. Again (see
Section 6.1 and Section 6.2) there are two ways to obtain results for D represen-
tations as corollaries of previous results. The first method proceeds by rewriting
the D representation (E, A, B, C, D) as the P representation (F, G, Hy, Hg) with
G=I E   0 1,    F=l A   B] ,    H y= [C   D] ,    H u=I O I] . (6.90)
The second method proceeds by rewriting (E, A, B, C, D) as the DP representa-
tion (K, L, MY , MJ with
K-IfI, L=I-Acl, M,=1,1, M.-[-Dj· (6·91)01     [B l
Formulas concerning the input-output structure of a system in descriptor form
can be derived through the connection (6.90) as corollaries of Theorem 6.26,
Theorem 6.27 and Theorem 6.28. This can be done in the same way as a for-
mula concerning the controllability indices of a system in descriptor form (Theo-
rem 6.14) was derived from Theorem 6.11.  Here we will not spell out these results
explicitly. Instead we formulate results concerning the input-output structure of
a system in descriptor form under the nonredundancy conditions that correspond
to (6.73) and (6.77) respectively, through the relation (6.90) (or, equivalently,
to (6.86) and (6.87) respectively, through the relation (6.91)). It is easily seen
that the nonredundancy condition that corresponds to (6.86) is
I.»-AiI has full column rank and has no zeros at infinity (6.92)C  ]
whereas the nonredundancy condition that corresponds to (6.77) is
IsE - A   B] has full row rank and has no zeros at infinity. (6.93)
The following five theorems are immediate from Corollary 6.31 (Theorem 6.37),
Corollary 6.32 (Theorem 6.38), Corollary 6.33 (Theorem 6.39), Corollary 6.34
(Theorem 6.40) and Corollary 6.35 (Theorem 6.41).
Theorem 6.42 Let I  =  (T, Y e U, B)  €  CP+m  and  let B be given by a D
representation (E, A, B, C, D) for which (6.92) holds. Then y processes u if and
only if the matrix sE - A has full column rank.                                                 0
Theorem 6.43  Let  E  =  (T, Y e U, B)  C  £P+™  and  let  B be given  by  a  D
representation (E,A, B,C, D) for which (6.93) holds. Then u is free if and only
if the matrix sE - A has full row rank.                                                          0
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Theorem 6.44  Let E =  (T, Y e U, B)  e CP+m be an I-0 system with trans-
fer function T(s).     Let   B be given  by  a D representation   (E, A, B, C, D)   for
which (6.92) holds. Then
IsE-A -Bldim ker T(s) = dim  ker  I
[      C         Dj
0
Theorem 6.45  Let E =  (T, Y e U, B) c ZY+m be an I-O system with trans-
fer function T(s).   Let  B be given  by a D representation  (E, A, B, C, D)  for
which (6.93) holds. Then
IsE-A -87
rank T(s) = rank I
D         -  dim  Xe.l      C
0
Theorem  6.46  Let  E = (T, Ye U, B)  C  CP+m with B given by a D representa-
tion (E,A, B,C, D) for which (6.92) and (6.93) hold. Then E is an I-0 system if
and only if the matrix sE - A is invertible. Moreover, in this case the following
holds for the transfer function T(s):
F sE - A   -87
(i)  dim ker T(s) = dim  ker        C       D   
(ii) the number of poles at infinity of order k (k 2 1) of T(s) equals the
number of zeros at infinity of order k of sE - A
(iii) the number of zeros at infinity of order k (k 2 1) of T(s) equals the
number of zeros at infinity of order k of the matrix
F st,6 4  -f ] .
In particular, T(s) is proper if and only if A-1[ im E]    ker E = {0}.
Proof The first statement of the theorem is immediate from Theorem 6.42 and
Theorem 6.43 whereas statement (i) follows from Theorem 6.44. The statements
(ii) and (iii) follow from Corollary 6.35 (or, equivalently, from Theorem 6.41)
through the connection (6.90)  ((6.91)).  The last statement of the theorem follows
from (ii) and Lemma 2.36.                                                                  0
Claims (ii) and (iii) in the above theorem are due to 152, 53, 55] where a com-
pletely different proof was given. Thus reformulated (ii) and (iii) are analogues
of well-known results (see [481) on the pole-zero structure at jinite points of the
complex plane,  see the remarks in  [55].
Example 6.47 Consider the electrical circuit of Figure 6.1. As shown in Exam-
ple 6.16 this I-0 system can be represented by the DZ representation (E, A, B,C)
where
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E- I & :1,  A- I -1,  '11   8 -I-'11 c=[1   01.R '
The transfer function T(s) of the system is given as
-1
T(s) = Rist Rl + 1
A small calculation (use Theorem 6.30) leads to the conclusion that
  3   A   79 1
has one  zero at infinity which has value  1.   For  Rl  0 0 this zero correspond to
a zero at infinity of T(s).  For Ri = 0, however, T(s) has no zeros at infinity.
Indeed, the condition (6.93) is not satisfied for Rl - 0 (use Lemma 2.36 to verify
this).     Intuitively, a "cancellation at infinity" has taken place   in the transfer
function.                                                                                                        0
For a standard state space representation, i.e. a D representation with E=I
the nonredundancy conditions of Theorem 6.46 are automatically fulfilled. It
therefore follows without any further assumptions that the transfer function
T(s)- C(sI- A)-1B + D satisfies:
F sI- A  -B 7
(i)  dim ker T(s) = dim ker       C      D   
(ii)   for all k 2 1 the number of zeros at infinity of order k o f T(s) equals the
number of zeros at infinity of order k of
I .I-A   -81 (6.94)C D ]
Result (i) is in line with the geometric characterization of left invertibility of
T(s) as given  in [41, Theorem  5]. The connection as given  by  (ii)  with the zeros
at infinity of (6.94) was made explicit by Verghese and Kailath [541. Various
geometric formulas for computing the orders of these zeros have been derived in
the  literature,  see for instance  [11]  and  [45]. The formulas  in [45] coincide  with
the formulas that are obtained by using Theorem 6.30.
How should the "properness condition"
A-1[ im E] A ker E = {0} (6.95)
in the last statement of Theorem 6.46 be interpreted?  Let us write (E, A, 8, C, D)
in the form
041   -   All41 + A1242 + Blu (6.96)
0   =   A2141 + An&+B211 (6.97)
y   -   (1<1 + (2 2 + DU (6.98)
Clearly (6.95) holds if and only if A22 is invertible. When A22 is invertible, the
transfer function T(s) is indeed proper: we can rewrite (6.97) as
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42 - -A22-1(A2141 + 8218)
Substitution of this expression in the equations (6.96) and (6.98) leads to an
equivalent standard state space representation. For D representations that sat-
isfy the assumptions of the above corollary this is the only circumstance under
which (6.96-6.98) can be rewritten in standard state space form. The ques-
tion arises: what condition should be fulfilled by a general D representation
(E, A, B, C, D) in order that T(s) is proper?  We have the following theorem.
Theorem 6.48  Let E = (T, Y *U, B) € CP+"' be an I-0 system with transfer
function T(s) and let B be given by a D representation (E, A, B, C, D).  Let X*
be the limit space of the iteration (6.24) and let N* be the limit space of the
iteration (6.45). Then T(s) is proper if and only if
(A-1EX*) n N* c  ker C.
Proof Write (E, A, B, C, D) as the P representation where F, G, Hy and Hu
are defined as in (6.90).  Let Z* and A/* be the limit spaces of the iterations (6.55)
and (6.56) respectively.  Then 2* = {(Z, u) E Xd *U I Az +B u€ EX-} and




In this thesis our main object of study was concerned with several types of first-
order representations. We considered so-called P, DP, DZ and D representations
in a behavioral setting, regarding them as entities that represent behaviors of
linear time-invariant dynamical systems. Questions that arise naturally in this
context are the following:
(1) what is the relation between representations that represent the same be-
havior?
(2) under what conditions is a representation minimal?
(3)  how are structural properties of dynamical systems reflected in their rep-
resentations?
With respect to the first question we presented realization methods in Chapter 5
for obtaining (minimal) first-order representations of the above types from so-
called AR representations. The P representation has, we believe, proved some
of its virtue in this context.
For minimal first-order representations the first question was fully answered in
Section 4.5 where we derive the constant transformations according to which
equivalent representations (of the same type) are related.
In Section 3.4 we showed that the relation between the P representation and the
DP representation exhibits duality features.
The second question was dealt with in the first part of Chapter 4 and is, in our
opinion, answered in a rather complete way. We believe to have demonstrated
that the basic material of Chapter 2 in which results from the algebraic theory
are combined with results from the geometric theory leads to new and powerful
ways to solve Ininimality issues.
The third question has been studied in Section 6.1 and Section 6.2 with respect to
observability and controllability indices. In Section 6.3 the question is studied
with respect to the input-output status of a system, in the same section we
also investigate certain integer invariants that are specifically related to input-
Output systems (rank and poles/zeros at infinity of the transfer function).  In
153
these sections geometric formulas are derived in terms of representations with
an arbitrary amount of redundancy. In the derivation of the formulas we found
that the P representation lends itself most easily for computation. Intuitively, we
ascribe this to the fact that relevant rational spaces are expressed as images of
kernels for P representations whereas they are given as inverse images of images
in terms of DP representations.
We believe to have given a more system-theoretic meaning to the notions of ob-
servability and controllability indices that are classically introduced as integer
invariants related to pairs of constant matrices. We regard this as one of the
main contributions of the thesis.
In our definition the controllability indices are invariant under a type of equiva-
lence that is less natural in the present context of C°°-behaviors/Rz+-behaviors
(but  not  so  in the context of L2-behaviors/4-behaviors).    We  have   made  this
type of equivalence explicit in Section 3.3 where it is called "weak external
equivalence". We believe to have demonstrated in Section 6.2 that weak exter-
nal equivalence can be a useful tool for investigating structural properties of a
dynamical system that happen to be invariant under this type of equivalence.
As mentioned above the P representation and the DP representation are in some
sense dual. We expect this duality to be important for control theoretic prob-
lems. Our expectation is based on the fact that the combination of dual con-
cepts such as left polynomial factorizations and right polynomial factorizations
(of transfer functions) has proved powerful in solving control theoretic problems.
As a topic of further research it might be worthwhile to investigate whether the
P form and the DP form can be combined in a similar way; this might give rise
to interesting geometric results in a control theoretic context.
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Eerste-orde-representaties van lineaire systemen
Dit proefschrift handelt over lineaire dynamische systemen. Een dynamisch
systeem dient hier te worden opgevat als een wiskundige weergave van zich in
de tijd ontwikkelende verschijnselen. Hierbij kan men denken aan zowel na-
tuurkundige verschijnselen, zoals bestudeerd in bijvoorbeeld de mechanica en de
elektriciteitsleer, als economische verschijnselen zoals bestudeerd in de econo-
metrie.
Het gedrag («behavior") van een systeem wordt, in navolging van J.C. Willems,
gedefinieerd als de verzameling tijdsfuncties die door het systeem wordt weerge-
geven. Veelal is het gedrag onderhevig aan bepaalde wetmatigheden, die bijvoor-
beeld voortvloeien uit behoudswetten. Wiskundige differentiaal- of differentie-
vergelijkingen die deze wetmatigheden expliciet weergeven vormen dan een re-
presentatie van het systeem. Op deze wijze wordt een onderscheid gemaakt
tussen de begrippen "systeem" en "representatie" en ontstaat er een natuurlijk
equivalentie begrip: representaties zijn equivalent indien de corresponderende
"behaviors" identiek zijn. In deze opzet worden structurele eigenschappen van
systemen gedefinieerd als eigenschappen van het gedrag.
Voor de hand liggende vragen zijn:
(1) welke wiskundige relatie bestaat er tussen equivalente representaties?
(2) onder welke voorwaarden is een representatie niet-redundant?
(3) op welke wijze komen structurele systeemeigenschappen tot uiting in re-
presentaties?
Om onder meer rekentechnische redenen zijn eerste-orde-representaties interes-
sant.  Binnen de klassieke systeemtheorie is de zogenaamde "standaard toestands-
ruimte-representatie" een veel gebruikte eerste-orde-representatie. Deze repre-
sentatie kan echter alleen gebruikt worden indien er sprake is van een zogenaamde
ingang-uitgangsstructuur in het systeem, die bovendien het karakter heeft van
een relatie tussen oorzaken en gevolgen. Echter, voor bepaalde verschijnselen is
een oorzaak-gevolg-relatie niet aan de orde en kan het zelfs voorkomen dat er
in het geheel geen sprake is van een ingang-uitgangsstructuur. Dergelijke om-
standigheden doen zich voor bij o.a. beeldverwerkingsprocessen en bij de inter-
connectie van systemen. In dit proefschrift wordt een ingang-uitgangsstructuur
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niet a priori verondersteld en worden in dit algemene kader vier typen alterna-
tieve eerste-orde-representaties behandeld. Ruw gesproken worden de hierboven
opgesomde kwesties 1-3 uitgewerkt voor deze representaties.
Hoofdstuk 2 bevat de wiskundige theorie die benodigd is voor de overige hoofd-
stukken. Resultaten uit de algebra worden toegepast op rationale matrices,
rationale vectorruimten en paren van constante matrices.
In Hoofdstuk 3 presenteren we het kader voor de volgende hoofdstukken: we
introduceren het begrip "dynamisch systeem" en beperken ons tot systemen die
kunnen worden gerepresenteerd door een stelsel van lineaire differentiaal/differen-
tievergelijkingen (AR representaties). Een aantal fundamentele systeemtheore-
tische begrippen als waarneembaarheidsindices en regelbaarheidsindices worden
gedefinieerd in termen van AR representaties. De gebruikelijke definities uit de
klassieke systeemtheorie worden hiermee op een algemener niveau gebracht.
In de volgende hoofdstukken staan de vier bovengenoemde typen eerste-orde-
representaties centraal. De problemen die in de hoofdstukken worden behandeld
zijn alle gerelateerd aan de kwesties 1-3. Zo wordt vraag 1 volledig beantwoord
voor minimale (= niet-redundante) representaties: in het tweede deel van Hoofd-
stuk 4 worden de constante transformaties afgeleid door middel waarvan equiva-
lente representaties van hetzelfde type zijn gerelateerd. Verder worden in Hoofd-
stuk 5 methodes gegeven om een stelsel van differentiaal/differentievergelijkingen
(AR representatie) te transformeren tot een equivalente minimale eerste-orde-
representatie.
Vraag 2 wordt in het eerste deel van Hoofdstuk 4 behandeld voor elk van de vier
typen eerste-orde-representaties. Niet-redundantie wordt in dit hoofdstuk geka-
rakteriseerd in termen van de constante matrices van de representatie. Hiermee
hebben we een duidelijk antwoord op de vraag: welke delen van de representatie
zijn wezenlijk van belang voor het weergeven van het systeemgedrag?
In Hoofdstuk 6 komt vraag 3 aan de orde. In het eerste deel van het hoofd-
stuk bekijken we de waarneembaarheidsindices en regelbaarheidsindices zoals
gedefinieerd in Hoofdstuk 3. Formules ter berekening van deze indices worden
afgeleid voor elk van de eerste-orde-representaties, in het bijzonder wordt aan-
getoond dat de begrippen waarneembaarheidsindices en regelbaarheidsindices,
zoals gedefinieerd in dit proefschrift, de bestaande begrippen uit de klassieke
systeemtheorie generaliseren. In het tweede deel van het hoofdstuk behandelen
we vraag 3 met betrekking tot de ingang-uitgangsstructuur van het systeem.
Voor de diverse eerste-orde-representaties bepalen we de condities onder welke
het corresponderende systeem een ingang-uitgangsstructuur bezit. Voor het ge-
val dat aan deze condities is voldaan karakteriseren we een aantal eigenschappen
van de zogenaamde overdrachtsfunctie.
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Beschouw een dynamisch systeem dat wordt weergegeven in descriptor In de wiskunde doet zich het wonderlijke fenomeen voor dat een blijde ge-
vorm beurtenis als het afsluiten van een bewijs wordt aangegeven door middel
aEE = AE+Bu
van het grafsteentje 0. Het verdient aanbeveling een passender symbool
te gebruiken.y   =   CE + Du.
Inverteerbaarheid van de matrix sE - A impliceert op triviale wijze
het bestaan van een overdrachtsfunctie voor het systeem. Omgekeerd                                                       IV
impliceert het bestaan van een overdrachtsfunctie de inverteerbaarheid
van BE - A indien aan de volgende niet-redundantie eisen is voldaan: Bij colleges Wiskunde wordt het stellen van een vraag door menigeen
als een nederlaag beschouwd.(i)  [sE - A B] heeft volle rijrang en geen nulpunten op oneindig
F sE-Al
(ii) 1
I heeft volle kolomrang en geen nulpunten op oneindig.lcJ                    V
zie Theorem 6.42 en Theorem 6.43 van dit proefschrift.
Het is klip en klaar dat politici dol zijn op het gebruik van modewoorden.
11
V1
De realisatie-methode waarbij eindige en oneindige frequenties worden
gesplitst leidt tot een descriptor realisatie T(s) = C(sE - A)-1B die
Rituele vormen van verbale communicatie worden in intellectuele krin-
gen ondergewaardeerd.minimaal is met betrekking tot de rang van de (vierkante) matrix E, zie
[1-3]. Deze realisatie is tevens minimaal met betrekking tot de afmetin-
gen van E in de zin dat er geen descsiptor realisatie (f, A, B, 0, b) met
b = 0 bestaat waarvoor de matrix E kleinere afmetingen heeft. VII
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