Abstract. Multidimensional Coherent optical Spectroscopy (MDCS) is an elegant and versatile tool to measure the ultrafast nonlinear optical response of materials. Of particular interest for semiconductor nanostructures, MDCS enables the separation of homogeneous and inhomogeneous linewidths, reveals the nature of coupling between resonances, and is able to identify the signatures of many-body interactions. As an extension of transient Four-Wave Mixing (FWM) experiments, MDCS can be implemented in various geometries, in which different strategies can be used to isolate the FWM signal and measure its phase. I review and compare different practical implementations of MDCS experiments adapted to the study of semiconductor materials. The power of MDCS is illustrated by discussing experimental results obtained on semiconductor nanostructures such as quantum dots, quantum wells, microcavities, and layered semiconductors.
Introduction
Optical spectroscopy is one of the most essential tool to study semiconductor materials. Using rather simple techniques such as linear absorption or photoluminescence spectroscopy, physicists are able to reveal some fundamental properties of semiconductor materials. Of particular interest for optoelectronic devices, these linear methods provide information about the optical properties of the semiconductors, such as the value of the band gap, or the existence of excitons (below-gap bound states made of Coulomb-correlated electron-hole pairs). There are questions, however, that are difficult or impossible to address using simple linear spectroscopy techniques. A first one arises from the situation, very frequent in semiconductor nanostructures, of inhomogeneous broadening. Interface fluctuations in a quantum well (QW) or inhomogeneous size distribution within a quantum dot (QD) ensemble provide an inhomogeneous distribution of transition energies. This distribution usually dominate the spectral linewidth, preventing access to the intrinsic, homogeneous linewidth of a resonance. Another topic of interest is the occurrence of coupling between semiconductor nanostructures. The coupling between electrons and holes confined in separate QWs or QDs can be exploited for various applications such as quantum cascade lasers [1] or in the perspective of implementing multi-bit quantum information processors [2] . To measure homogeneous linewidths or assess coupling between nanostructures, nonlinear or time-resolved techniques are needed. This paper reviews Multidimensional Coherent optical Spectroscopy (MDCS) techniques and show how they can measure the coherent, ultrafast nonlinear optical response of semiconductor nanostructures. It will be shown how MDCS can elegantly separate homogeneous and inhomogeneous broadening, assess coupling between excitonic transitions, and reveal the role of many-body interactions in the nonlinear response of optical excitations ‡.
In Section 2, I show how MDCS, which is an extension of Four-Wave Mixing (FWM) spectroscopy, can assess the nonlinear light-matter interaction, in a perturbative limit up to the third order. In particular, I introduce double-sided Feynman diagrams, which provide an intuitive understanding of perturbative nonlinear light-matter interaction processes. Then I introduce the reader to different pulse sequences that can be used in MDCS schemes (rephasing, non-rephasing and two-quantum), and how they yield different multidimensional spectra (zero-, one-, and two-quantum two-dimensional spectra, and three-dimensional spectra).
In Section 3, I review different ways in which MDCS can be practically implemented. In particular, as a coherent experiment, MDCS needs phase resolution of the FWM signal, and also a scheme to maintain phase stability between the excitation pulses. I will underline a requirement that is specific to semiconductor materials: the need of maintaining phase stability for relatively long delays between the excitation pulses, so that coherence and population times of up to nanoseconds can be probed. An essential step in FWM and MDCS experiments is the isolation of the FWM signal from other nonlinear and linear contributions. I will describe methods based on momentum conservation that are implemented in non-collinear geometries, with several possible variations. Then I will introduce other signal isolation methods (phase cycling, frequency selection), which can be used in addition to the momentum-conservation-based methods, or on their own in a collinear geometry with the detection of a population signal. I will also underline the link between dimensionality of the sample and geometry, and show how collinear geometry experiments can be used to measure FWM and perform MDCS of low-dimensional nanostructures.
In Section 4, I present results, obtained in various research groups, that demonstrate the ability of MDCS to clarify congested spectra and reveal the fundamental properties of semiconductor nanostructures. It will be shown how MDCS enables separation and ‡ Selected contributions from the author's own group were recently reviewed in Ref. [3] measurement of homogeneous and inhomogeneous linewidths in disordered quantum wells, large ensemble of quantum dots and emerging semiconductor materials, and how this can be useful for measuring biexciton binding energies. I also focus on one of the major advantages of MDCS, which is the ability to study coupling between separate resonances. I provide examples of the coupling between heavy hole and light hole excitons in GaAs quantum wells, and between excitons confined in separate QWs and QDs. These examples also illustrate the ability of MDCS to identify the role of manybody interactions in the nonlinear optical response of excitons and exciton-polaritons.
Double-sided Feynman diagrams and types of multidimensional spectra
Multidimensional coherent optical spectroscopy is essentially a FWM experiment. Here, I briefly describe how the FWM experiment can be described as a perturbative expansion of light-matter interaction up to the third order. I do not pretend to give a rigorous derivation -for which I invite the reader to turn to nonlinear optics textbooks [4, 5] -but merely to introduce the tools with which one can read and interpret a multidimensional spectrum. Let us consider the light-matter interaction described by the Hamiltonian H = H 0 + H i , where H 0 = E 0 0 0 E 1 describes an unperturbed two-level system (ground state |0 and excited state |1 - Fig 3 (a) ) and H i = −E(t) 0 µ µ 0 is the interaction with a time-varying field E(t), and µ is the dipole moment that couples the two-level system to the electromagnetic field. The equation of motion for the density matrix ρ = |ψ ψ| can be written asρ = − i [H, ρ] . The equations of motion for the density matrix elements are the so-called Optical Bloch Equations (OBEs), which are able to describe the non-perturbative phenomenon of Rabi flopping [5] .
On the contrary, MDCS considers weak fields for which the light-matter interaction can be treated perturbatively. The field of excitation pulses can be expressed as E(t) =Ẽ(t)e −i(ωt− k. r) + c.c., whereẼ(t) is the pulse envelope, ω is the centre optical frequency, and k is the momentum. As will be detailed in Section 3, the experimental conditions determine whetherẼ(t)e −i(ωt− k. r) or its complex conjugate contributes to the nonlinear signal of interest. In the perturbative limit, a pulse A will induce a coherence -or polarization -in the two-level system (i.e. a coherent superposition between the ground and excited states). In the density matrix formalism, the system is driven from the ground state population ρ 00 = |0 0| to the coherence ρ 10 = |1 0|. Similarly, an action of pulse A and its complex conjugate A * can create an excited state population: ρ 00 A − → ρ 10 A * − → ρ 11 . The creation of a first order polarization in the two-level system by a single pulse also yields a radiated field -the free induction decay. The linear response function associated with this phenomenon can be associated to a double-sided Feynman diagram [4] describing the temporal evolution of the density matrix (Fig. 1) .
The free induction decay of the coherence |1 0| destructively interferes with the transmitted part of the excitation field to produce the well-known absorption dip in a Multidimensional coherent optical spectroscopy of semiconductor nanostructures 4 0""""0" 1""""0" 0""""0" 0""""0" 1""""0" 1""""1" 0""""1" 0""""0" 0""""0" 1""""0" 0""""0" Typical pulse sequences used in MDCS. Pulse sequence (1, 2, 3) , with inter-pulse delays τ and T . t is the real time during which the radiation of the FWM signal occurs. * indicates that the conjugated part of the excitation pulse is acting. (a) Rephasing (S I ) sequence. A first order coherence is induced by the first pulse, evolving during τ . After pulse 2, a population decay (solid line) and/or a Raman coherence (dashed line) occur during T . After pulse 3, a third-order coherence is induced, and radiates as the FWM signal. (b) S III sequence, characterised by the two-quantum coherence induced after the second pulse.
These concepts can be extended to nonlinear spectroscopy, in particular FWM experiments, where nonlinear response functions can be associated with similar doublesided Feynman diagrams, each of them representing a particular quantum pathway. In a FWM experiment involving three incident fields and one radiated field, I label the excitation pulses 1, 2, and 3, with inter-pulse delays τ and T (Fig. 2) . t is the real time, after pulse 3, during which the FWM signal is radiated.
One-quantum rephasing and non-rephasing 2D spectra
The three-pulse sequences that induce a FWM signal in a two-level system include one of the pulses acting as conjugate. A pulse sequence where the first pulse is conjugate, as shown in Fig 2 (a) is referred to as a S I sequence. The corresponding possible Feynman diagram are shown in Fig. 3 (b) . These diagrams show that the coherence ρ 01 induced by pulse 1 has a phase evolution opposite to the coherence ρ 10 induced after pulse 3. This phase evolution in opposite directions is the origin of the well-known photon echo in the presence of an inhomogeneous distribution of transitions [6] . The echo occurs at time t = τ when the phase evolution during time t cancels that of time τ , bringing the inhomogeneous distribution of oscillators in phase again and yielding the radiation of a macroscopic signal. The S I sequence, and its associated Feynman diagrams are thus referred to as rephasing. The Feynman diagrams of the pulse sequence S II , in which the conjugated pulse is the second, are shown in Fig 3 (c) . In this case, the phase of the coherence ρ 10 during time τ evolves in the same direction as during time t. No echo is produced in this case, and this sequence is thus referred to as non-rephasing. For a given value of delays τ and T , the radiated field can be spectrally resolved along emission frequency ω t (details are given in Section 3). Stepping delay τ and performing a Fourier transform with respect to this delay, the data can be displayed as a 2D spectrum, with absorption and emission frequency axes ω τ and ω t , as shown for a single two-level system (homogeneous limit) in Fig. 4 (a).
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Inhomogeneous broadening in rephasing 2D spectra
A 2D scan recorded with a S I pulse sequence provides access to the homogeneous linewidth (or, in other words, the intrinsic dephasing) of a resonance, even within an inhomogeneous distribution. Figure 4 shows calculations based on OBEs for different quantities of inhomogeneous broadening (adapted from [7] ). In Fig. 4 (a) is shown the 2D spectrum expected for a single two-level system, i.e. the homogeneous limit. In this Past work on 2D lineshapes has focused on managing the coupling between inhomogeneous and homogeneous broadening rather than understanding and isolating the individual contributions [1, 14] . The coupling degraded frequency resolution in NMR experiments; windowing functions were used to improve the resolution of resonance peaks, but provided no insight into the connection between the lineshapes and resonance dephasings. A different approach for molecular systems considered both rephasing and nonrephasing signals together, which reduced the coupling [15] . In theoretical work, Tokmakoff derived envelope lineshapes in the homogeneous and inhomogeneous limits from the Fourier transform of an absolute-value 2D time-domain solution of the optical Bloch equations [16] . Phenomenological fitting to simulations was used to obtain correlation information [17, 18] , as well as ratios of dephasing parameters in the presence of many-body effects [19, 20] , but a method for determining absolute (quantitative and physically meaningful) homogeneous and inhomogeneous broadening parameters from 2D lineshapes has not yet been presented, to the best of our knowledge.
In this paper, we derive an analytical form for complex resonance lineshapes in 2DFTS signals for arbitrary homogeneous and inhomogeneous linewidths. We begin in the 2D time domain with the solution of the optical Bloch equations for a two-level system. Instead of Fourier transforming this 2D time signal to get the full 2D frequency signal as is usually done, we apply the projection-slice theorem of 2D Fourier transforms. This approach allows us to determine an analytical form of diagonal and cross-diagonal slices in the 2D frequency data. This result provides a method of extracting the absolute homogeneous and inhomogeneous linewidths from a 2D Fourier-transform spectrum with arbitrary amounts of homogeneous and inhomogeneous broadening. We fit the resulting lineshapes to experimental data from . Absolute value of a calculated 2D rephasing spectrum, for a homogeneous transition (a), a slightly inhomogeneously broadened transition (b) and in the limit of a very inhomogeneous ensemble of transitions (c). Adapted from Ref. [7] .
case, a single peak is obtained at the resonance frequency ω 0 . The ω τ frequency axis is plotted as negative, because the coherence induced by the conjugate first pulse during τ evolves in the direction opposed to the one during t. In 4 (b), the case of a slightly inhomogeneous distribution of oscillators is shown. The photon echo that would appear in the time domain translates itself as an elongated peak along the diagonal ω τ = ω t in the spectral domain. This effect is even more pronounced in the limit of a very inhomogeneous distribution (Fig. 4 (c) ). In this case, the inhomogeneous distribution of oscillators is clearly spread along the diagonal, while the homogeneous linewidth can be measured along the cross-diagonal direction. Analytical line shapes have also been derived for the intermediate case shown in Fig. 4 (b) [7] . These spectra enable a clear and straightforward visualisation, separation and measurement of homogeneous and inhomogeneous linewidths. While time-domain photon-echo spectroscopy also enables the measurement of homogenous linewidth (or dephasing rate) within inhomogeneous ensembles [8] , the rephasing 2D spectrum enables the measurement of these quantities as a function of emission or absorption energies. Examples of the advantages provided by this feature will be given in Section 4.3, e.g. the measurement of dephasing rate as a function of QD size within an ensemble.
Two resonances in rephasing 2D spectra
The rephasing 2D spectrum can also provide useful information in the presence of two resonances ω 1 and ω 1 . If the two resonances are uncoupled, coherently coupled via a common ground state (forming a three-level V system), coupled through a population transfer, or forming a diamond-shaped 4-level system, different Feynman diagrams can be written, corresponding to different contributions in rephasing 2D spectra. In the first case of two uncoupled transitions ( Fig. 5 (a) ), each transition can simply be associated with the Feynman diagrams of a single two-level system. This results in a 2D rephasing spectrum with two peaks on the diagonal, as shown in the schematic spectrum of Fig. 6 (a). In the case of two transitions forming a V -shape three-level system, new quantum pathways are available, whose diagrams are shown in Fig. 5 (b) . These diagrams are a signature of the coherent coupling through the shared ground state and correspond to off-diagonal peaks (or cross peaks), as shown in Fig. 6 (b) . A third possibility arises from the population transfer (e.g. a relaxation from the upper to the lower energy transition) during delay T (Fig. 5 (c) ). This relaxation is qualified as incoherent, since there is no phase evolution during population time. This contribution also provides a cross peak in the rephasing 2D spectrum, shown in Fig. 6 (c) -a lower cross peak for relaxation, an upper cross peak for activation. The three 2D spectra of Fig. 6 show distinct features in the cases of uncoupled, coherently coupled and incoherently coupled transitions, providing a direct, unambiguous distinction between quantum beats and polarization interferences observed in FWM experiments [9] . Another way to model coherent coupling between the two transitions is with the diamond shape four-level system ( Fig. 5 (d) ). While a symmetric diamond system is equivalent to two uncoupled transitions, the introduction of an energy shift ∆E (interaction energy) of the mixed twoquantum state couples the transitions [10] . Explicitly, new Feynman diagrams including the upper transitions can be written, corresponding to cross peak contributions (e.g. diagrams for the lower cross peak are given in Fig. 5 (d) ). In the absence of interaction energy ∆E = 0 these new pathways exactly cancel with those of the three-level system, resulting in no cross peak in the 2D spectrum. For a non-zero ∆E, positive and negative contributions are shifted on the emission energy axis, providing a cross peak. When the real part of the 2D spectrum is plotted instead of only its absolute value, the opposite sign of the two frequency shifted contributions results in a clear dispersive line shape. Examples will be given in Section 4 where the interaction energy can be associated with two-exciton interactions. Other examples will show the situation when interaction energy is larger than the linewidth (e.g. biexciton binding energy), in which case the two contributions give rise to two separate peaks.
Zero-quantum 2D spectra and T dependence
Within a S I or S II pulse sequence, it is also possible to step the delay T , during which the dynamics of population decay, population transfer and/or non-radiative coherences can be observed. When T is stepped instead of τ , a Fourier transform provides a zeroquantum 2D spectrum, plotted as a function of ω T and ω t for a fixed delay τ [12] . In such a spectrum, population terms contribute to a zero-energy peak, whose linewidth is characteristic of population decay rates. In coherently coupled systems such as the three-level V system or the four-level 'diamond' system, coherent superpositions between excited states can be induced during T (e.g. ρ 1 1 in the second diagram of Fig. 5  (b) ). This coherence will evolve at the difference frequency between the two transition energies (generally far from the visible spectrum, and thus sometimes referred to as a non-radiative or Raman coherence). This non-radiative coherence will appear as a non-zero-energy peak (at its characteristic difference frequency) in the zero-quantum spectrum. Alternatively, delay T can be stepped in addition to τ , so as to follow the evolution of the different peaks in a (ω τ , ω t ) spectrum as a function of T . In this way,
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T rel" T rel" [27] , spectrally resolving the signal [28] or measuring the full polarization resolved dynamics using dual channel spectral interferometry [29] . However, 2D-FT spectra provide clearer separation of different contributions and identification of the many-body contributions, particularly in complex situations, such as the one studied here. Optical 2D-FT spectroscopy is still in an early stage of development. New understanding of the technique itself may be obtained by studying DQWs with engineered energy bands. For example, the conduction or valence subbands of DQWs can be brought into resonance by applying an electric field along the growth direction of the quantum well. It is then possible to initiate enhanced coherent oscillations of electron, hole or exciton wavepackets [30] . Such studies may show how wavepacket oscillations are manifested in 2D-FT spectra. This has implications for interpreting recent experiments aimed at understanding the ultrafast dynamics of other chemical systems, e.g., hydrogen bonds in solvents [31, 32] .
2D Fourier transform spectroscopy
2D-FT spectroscopy is a heterodyne-detected four-wavemixing (FWM) technique that records and correlates phase evolution during two controlled time periods, an initial evolution period, ⌧ , and a final signal detection period, t, separated by a certain mixing (or waiting) time, T , as illustrated in Fig. 1(a) . A Fourier transform with respect to ⌧ and t yields a 2D spectrum as a function of absorption frequency ! ⌧ and emission frequency ! t , respectively. The FWM signal, S(⌧ , T , t) is a function of three time variables. More generally, it could be transformed to a threedimensional spectrum, S(! ⌧ , ! T , ! t ). The 2D spectra we present here are slices of the general 3D spectrum corresponding to holding T constant, i.e., they are S(! ⌧ , T , ! t ).
A peak in a 2D spectrum indicates that an oscillation at absorption frequency ! ⌧ during the initial time period gives rise to an oscillation at emission frequency ! t during the third period.
Coupling between resonances can be identified by the presence of cross peaks in the 2D spectrum (! ⌧ 6 = ! t ). The intensity and shape of cross peaks reveal information regarding the coupling strength, spectral interferometry. The FWM signal is combined colli with a phase-stabilized reference pulse and sent to a spectro The spectral interferogram between the FWM and reference is measured by a CCD camera. The emission frequency, obtained directly via the spectrometer. The indirect abso frequency axis, ! ⌧ , is obtained by Fourier transform with r to ⌧ . To obtain one 2D spectrum, T is fixed at a certain valu ⌧ is varied with a step size of ⇠1 fs for a few thousand step experimental challenges mainly lie in maintaining phase st (⇠ 80 ) between multiple pulse pairs and step delay ⌧ with wavelength precision. We meet the requirements of having a stable reference and high precision stepping of ⌧ by implem actively stabilized interferometers [20] .
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Pulse sequence and phase evolution of the polarization field in a xperiment. Schematic amplitude spectra for (b) two independent 2-s, (c) two 2-level systems coupled via incoherent relaxation processes, evel system in a ''V'' configuration where two excited states are coupled on ground state. population transfers (as depicted in Fig. 5 (c)) can be distinguished from population decay. Examples will be given in Section 4 for the study of incoherent and coherent coupling within QWs and QDs and to measure the fine-structure splitting in QDs.
Two-quantum 2D spectra in a three-level ladder system
I have introduced so far S I (rephasing) and S II (non-rephasing) pulse sequences. Another one is the S III sequence, in which the conjugate pulse comes third. This sequence induces two-quantum coherences (i.e. a coherence between ground state and second excited state) in systems characterised by a three-level ladder, as in Fig. 7 . With this pulse sequence, the second rung of the ladder is reached without going through a population state, as was demonstrated with the biexciton level in GaAs QWs [13] . Taking a Fourier transform of the data with respect to T provides a two-quantum 2D spectrum as a function of the two-quantum energy ω T and the emission energy ω t [14, 15] . Similarly to what was discussed with the four-level diamond system, the twoquantum pathways of a three-level ladder system cancel in the absence of interaction energy (Fig. 7) . Two-quantum 2D spectra are thus extremely sensitive to interactions and many-body effects [14] , as will be shown with examples involving QW exciton many-body coherences in Section 4. 
3D spectroscopy
Three-dimensional spectroscopy [16] is the extension of 2D spectroscopy that is achieved when stepping delays τ and T . When phase stability between all pulses is ensured, Fourier transforms enable the visualisation of the data as a 3D spectrum (ω τ , ω T , ω t ). The 3D spectrum provides at the same time distinction between diagonal and offdiagonal peaks, and between population and coherence terms. It can be sliced in any direction to produce the 2D spectra described previously (examples are available with the light hole / heavy hole exciton system in single QW [17] and in coupled QWs [18, 19] ). Taken as a whole, the 3D spectrum provides a complete picture of the nonlinear lightmatter interaction up to the third order, unraveling quantum pathways to ultimately "measure" the Hamiltonian [20] .
Experimental Methods
In this section, I discuss various implementations of MDCS. The concept of MDCS and Fourier transform spectroscopy has originally been developed in the field of Nuclear Magnetic Resonance (NMR) spectroscopy [21] , where nuclear spins are nonperturbatively driven by radio frequency fields. Thanks to advances in the generation of femtosecond laser pulses, chemists brought multidimensional Fourier transform to the IR [22] and visible [23] domains to study ultrafast molecular vibrational and electronic coherences, respectively. Let us also note that Fourier transform (or timedomain) spectroscopy is routinely used in the THz domain [24, 25] , where grating-based spectrometers and cameras are not readily available. 2D THz spectroscopy has been demonstrated on inter-subband excitonic transitions in QW structures using electrooptic sampling in a collinear geometry [26, 27, 28] . In the following, we will focus on the experimental methods that address inter-band transitions in the optical (visible) domain -sometimes referred to as electronic spectroscopy since it probes the electronic degrees of freedom, as opposed to vibrational spectroscopy. The challenge in this case resides in the stabilisation of inter-pulse delays with interferometric precision. Emphasis will also be given to methods that enable sufficiently large inter-pulse delays to be achieved, so that the potentially long coherence and population times of epitaxially grown semiconductor nanostructures can be probed -up to nanosecond time scales. The section sorts possible implementations of MDCS based on their geometry (non-collinear or collinear), which is linked to different ways of isolating the nonlinear signal of interest (based on momentum conservation, phase-cycling, or selection in the frequency domain) and to various methods of ensuring stable inter-pulse delays (passively or actively). Let us note that it is also possible to produce 2D spectra by spectrally resolving a photoluminescence excitation signal (i.e. recording a photoluminescence spectrum for different values of a continuous wave or narrow band excitation wavelength), -see e.g. [29] , or using a two-colour pump-probe experiment -see e.g. [30] . While comparison with simulations can provide some information on coherent coupling mechanisms [30] , these experiments do not, in general, provide a straightforward access to coherent processes, as only incoherent contributions (relaxation or thermal activation) appear as cross-peaks in the 2D spectrum.
Isolation of FWM using conservation of momentum
The most widely used way to isolate a FWM signal of interest from other linear and nonlinear contributions relies on the conservation of momentum, in a non-collinear geometry. For three excitation pulses incident on a sample with wave vectors k 1 , k 2 and k 3 (in chronological order), FWM signals are emitted in a phase-matched direction given by momentum conservation. In particular, directions given by
, non-rephasing (S II ), and two-quantum (S III ) signals, respectively. The most common non-collinear geometries are depicted in Fig. 8 . 
separated from the transmitted pump (dashed arrow).
Box geometry
Although not the most straightforward to implement, the 'box' geometry [15, 31, 32, 33, 34, 35] ( Fig. 8 (a) ) is versatile and conceptually easy to understand. The three excitation beams A, B and C are focused on the sample with three distinct directions (corresponding to the three corners of a square -the box -in the momentum space), and the FWM signal is selected in the phase-matched direction
corresponding to the fourth corner of the square). This direction ensures that pulse A is acting as the conjugate pulse in the sequence. Rephasing, nonrephasing or two-quantum signals can be selectively obtained by having the conjugated pulse A * arriving on the sample in the first, second or third position [15, 34, 35] . The signal is spectrally resolved by a grating-based spectrometer on a CCD camera -providing, in a single acquisition, the Fourier transform of the signal with respect to emission time t. Phase resolution is obtained through spectral interferometry [36] , where the signal is heterodyned with a reference pulse (local oscillator (LO)). The LO can either be routed around the sample [33, 34] or through the sample [31, 35] , in which case the amplitude and phase distortion of the LO needs to be accounted and compensated for [37] . Based on a similar principle, the use of the box geometry in a reflection geometry has also been demonstrated [38] , and can be used in the case of optically dense samples.
To obtain the additional spectral dimensions, inter-pulse delay τ (T ) is stepped and a phase-resolved spectrum is recorded for every step. Then, the data set is Fourier transformed with respect to τ (T ) to generate the absorption (mixing) frequency axes ω τ (ω T ). The main challenge of optical MDCS resides in the phase stabilization during each spectrum acquisition and between the spectra recorded at every τ and T step, in order to obtain a reliable Fourier transform spectrum. In other words, a control of the inter-pulse delays needs to be achieved with an accuracy much smaller than the optical wavelength. A clever way to obtain intrinsic phase stability is by generating the excitation and reference pulses using diffractive optics [32, 35, 39] . In this way, all excitation and reference beams travel through the same optical elements, ensuring an optimal passive stabilization of inter-pulse delays. Reference [35] describes the Coherent Optical Laser Beam Recombination Technique (COLBERT) spectrometer: a versatile configuration where the non-collinear beam geometry is generated by diffracting on a spatial light modulator (SLM), and then phase pulse-shaping involving a second SLM provides delays between the pulses. This method offers several advantages, such as the straightforward implementation of phase-cycling algorithms [40] without any modification of the apparatus for additional isolation of the FWM signal from linear scattering contributions (phase-cycling will be described more in details in Section 3.2). Combining phase and diffraction-based amplitude pulse shaping [41] , COLBERTtype experiments can also independently shape the spectrum of every pulse, a method that enables further isolation of contributions to the nonlinear signal through pathwayselective excitation [42] . All these features are achieved without any moving part in the setup. This method has been successfully applied to record multidimensional spectra of semiconductor quantum wells (QWs) [17, 18, 19, 35] .
The main limitation of pulse-shaping-based coherent spectroscopy is the achievable inter-pulse delays, limited by the resolution of the SLM to the order of 10ps [35] . Consequently, such experiments are not able to probe population and coherence times of semiconductor nanostructures such as QWs (coherence times of ten's of picoseconds [8] ) and QDs (coherence times up to nanoseconds [43, 44] ). This translates into the inability to measure homogeneous linewidths of these nanostructures, since a delay of 10 ps corresponds to a resolution limit of about half a meV for the ω τ and ω T axes. Scheme of actively stabilised, mechanical delay line-based generation of four non-collinear pulses -3 excitation, one local oscillator (LO). A cw reference laser runs through the setup, and is reflected back using a dichroic mirror (DCM) to form three nested Michelson interferometers. Stabilization of inter-pulse delays is ensured by monitoring the reference laser interference on reference detectors (REF) [33, 34] .
In order to capture the long coherence and population times associated with semiconductor materials, mechanical delay stages are required. To maintain phase stability over these long delays, active stabilization schemes have been implemented [33, 34, 45] . Actively stabilised MDCS is based on a reference continuous wave (cw) laser running through the delay stages, and reflecting on a dichroic mirror to form Michelson interferometers (Fig. 9) . The interference of the cw laser is then monitored on reference detectors for every delay stage independently, and feeds an electronic feedback loop to control piezo-electric actuators that adjust the inter-pulse delays with interferometric precision. A particularly successful example is the Multidimensional Optical Nonlinear Spectrometer (MONSTR) experiment [34, 46] , combining active feedback with an ultrastable platform. The MONSTR has been able to capture coherence time and measure homogeneous linewidths of semiconductor QWs [7, 47] and QD ensembles [48, 49] . In this kind of experiment where mechanical delay lines are used, liquid crystal retarders can be added to implement phase-cycling algorithms as a way to further isolate the FWM signal from other contributions [34] .
In addition to rephasing, non-rephasing and two-quantum spectra, correlation (also called purely absorptive) spectra can be obtained in the box geometry as the sum of real parts of rephasing and non-rephasing spectra, measured separately [50] . The versatility of the box geometry comes with the price of a demanding alignment. Also, while active or passive stabilization ensures the correct phasing of the different one-dimensional spectra, there is still an unknown general phase offset (the phase between FWM signal and reference), preventing the correct separation of real and imaginary parts of the multidimensional spectra. Additional procedures are needed to determine this offset and separate real and imaginary parts [33, 51, 52, 53] . The most common method, a comparison with a phase-resolved pump-probe spectrum mimicking the FWM signal at zero delay τ [33] , is not compatible with S III scans nor cross-polarised pulse sequences.
Let us note that, although the non-collinear geometries enables isolation of a FWM signal in a particular momentum-conserving direction, higher-order signals can also radiate into that direction. For example, a fifth-order signal involving three interactions with the pulse A can still radiate in the direction
A power dependence to check that the signal intensity scales with P 3 (with P the average power in the excitation beams) is needed to ensure that the observed signal is dominated by third-order contributions -and can be used to separate higher-order contributions within a two-dimensional spectrum [49] .
Partially collinear geometries (pump-probe)
The 'pump-probe' geometry ( Fig.  8 (a) ) is a partially collinear geometry where two of the three excitation pulses are incident with the same wave vector k pu . It inherits its name from the equivalency to a pump-probe experiment in the case τ = 0. The pump-probe geometry has the advantage of being relatively easy to build as an extension of an existing pump-probe setup [54] , where the pump pulse pairs can be generated using phase-resolved pulse shaping -based either on spatial light modulation [55] or acousto-optical pulse shaping [56, 57] -or a birefringent delay line [58] . Using these schemes, the polarization of the two pump pulses is restricted to either co-polarized [55, 56, 57] , or cross-polarized [58] , but swapping from one to the other with the same system is not possible §. Also, it should be noted that if no stabilization of the delay T between pump and probe pulses is provided, then measuring two-quantum 2D spectra is not possible. As depicted in Fig. 8 (b) , the pump-probe geometry enables the selection of different FWM signals, depending on the phase-matching direction chosen.
The first possibility is to detect the FWM signal in the k pr direction, for which the two 'pump' pulses act once each to create a population. The first order coherence can be probed by stepping the delay τ between the two pump pulses, and the FWM radiated field is heterodyned with the transmitted probe for phase resolution. In this simple configuration, the two pump pulses are undistinguishable. This fact leads to the simultaneous recording of rephasing and non-rephasing signals, which advantageously provides a direct access to 'purely absorptive' spectra (whereas they are obtained as the sum of the correctly phased rephasing and non-rephasing spectra in the box geometry). Phase-cycling can be used to separate rephasing and non-rephasing contributions [54, 60] .
A second possibility is to detect the FWM signal in the 2 k pu − k pr direction, in which case the reference needs to be routed around the sample for heterodyning. This signal direction enables an independent control of the reference intensity for optimising the reference to signal intensity ratio. On the other hand, care needs to be taken so that the phase between signal and reference remains stable. Interestingly, the direction 2 k pu − k pr enables the measurement of one-quantum or two-quantum signals, depending on the time ordering between 'pump' and 'probe' pulses [35, 61] . Looking for signal in other directions such as 3 k pu − 2 k pr provides access to higher-order signal and correlations, as demonstrated with QW excitons [35] or exciton-polaritons [59] .
Isolation of FWM in a collinear geometry
While non-collinear geometries can successfully isolate nonlinear signals from extended objects such as QWs or dense ensemble of QDs, they generally fail to address single nano-objects or small ensemble thereof, because momentum conservation does not apply in systems where the translational symmetry is broken. To circumvent this issue, frequency modulation or phase-cycling techniques can be implemented to substitute for angular selection of the FWM signal. In the following I classify the experiments into two categories. In the first one, heterodyne spectral interferometry (HSI) is used to detect a radiated field in a collinear pump-probe configuration. The second category of experiments is based on the detection of a population signal.
Collinear pump-probe experiments
Isolation of the FWM signal in a collinear pump-probe experiment can be achieved in the frequency domain. The idea was originally developed to measure FWM signal from a semiconductor waveguide [62] , a typical structure where one cannot rely on momentum conservation to isolate FWM. In this experiment, acousto-optic modulators (AOMs) were used to frequency-shift reference and probe beams, and the signal was detected at the difference frequency. Extending the idea to 2D spectroscopy, heterodyne spectral interferometry (HSI) [63] was developed to address individual quantum systems such as single QDs [64] . After a frequency shifting by AOMs of the pump and probe beams, this clever scheme uses an additional AOM to mix the output beams and isolate in the frequency domain the interference term of FWM and reference beams. An advantage of the collinear geometry is that it enables the use of a microscope objective for sample excitation and signal collection in a reflection geometry. The microscope objective provides a high spatial resolution, which can be further enhanced by the nonlinear nature of the signal [65] . This apparatus has been used to map [63] and assess [65] coupling between excitons confined in separated QDs (these results will be discussed further in Section 4). Let us note that HSI can also be implemented in addition to a non-collinear pump-probe experiment to enhance sensitivity of the FWM detection in case of strong scattering by the pump beam, as demonstrated with exciton-polaritons in a transmission geometry [61, 66, 67] . A drawback of HSI experiments is that the phase between the pump and probe pulses (and of the reference if the latter is routed around the sample) is not actively stabilised. Spurious phase fluctuations require the use of post-processing and a reference transition to generate the multidimensional spectra, as described in Section 3.2.2.
3.2.2.
Phase-correction and phase-retrieval algorithms MDCS experiments require, in general, phase stability, so that the Fourier transformation with respect to time delays can be correctly preformed. For example, in experiments where the reference is routed around the sample and no active stabilization is used, unpredictable phase fluctuations between reference and FWM beams result in fluctuations of the spectral phase between individual 1D spectra. This issue can be circumvented by monitoring the phase of a two-level system of reference (e.g. a QD that is assumed to be isolated [65, 68] ) and post processing the data to revert the phase changes that occurred due to fluctuations of the optical path. It is thus difficult to use such a method when an isolated two-level system of reference is not available . Phase fluctuations can also be addressed during post-processing of the data, using algorithms inspired from the phase-retrieval methods of frequency-resolved optical gating [70] . The convergence of phase-retrieval algorithms has been shown to improve in the case of 3D spectral data [18] .
Detecting a population signal
All the experiments reviewed so far -collinear or non-collinear -are based on the detection and heterodyning of a radiated field. Another category of experiments rely on the detection of a population signal. Instead of having a A very recent publication shows that qualitative 2D spectra of exciton-polaritons can be still obtained using this method [69] . FWM process involving three incident fields and a radiated one, these experiments use a fourth incident field to convert the third-order polarization into a fourth-order population. In this case, all spectral axes are generated by Fourier transformation of the inter-pulse delays τ , T or t, without using a conventional, grating-based spectrometer. This concept was first developed and implemented by Tian et al, where the population signal was detected in the form of fluorescence from a Rb atom gas [40] . Since the FWM population signal cannot be isolated in a phase-matched direction, Tian et al implemented phase-cycling algorithms, in analogy with 2D NMR experiments, to separate the FWM signal of interest from other linear and nonlinear contributions, and generate 2D spectra. Phase-cycling relies on the direct dependence of the FWM signal on the phases of the incident pulses. Cycling the phase of the incident pulses can easily be achieved using liquid crystal modulators. Combining the population signal recorded with different input phases enables selection of the nonlinear signal (e.g. rephasing), while contributions from single pulses cancel [72] . Let us note that phase-cycling can also be implemented in addition to wave vector selection in non-collinear configurations [35, 34] to suppress contribution from scattering by single pulses on sample inhomogeneities.
Another interesting realisation of phase-cycling in collinear geometry is provided by Aeschlimann et al, where the population signal was measured in the form of photoelectron emission [73] . Using a photo-electron emission microscope apparatus as a detector, the authors were able to measure FWM signal and record 2D spectra from a corrugated silver surface, with a spatial resolution given by the resolution of the electron microscope. Beating the diffraction limit imposed by the wavelength of the excitation pulses, they established coherent multidimensional nanoscopy.
Alternatively, the population signal in a collinear geometry can be isolated in the frequency domain. The first realisation of this principle was demonstrated by Tekavec et al, who measured 2D spectra of an atomic Rb vapour [74] . The apparatus used in this experiment generates a collinear train of four excitation pulses. The setup consists of three nested Mach-Zehnder interferometers, and uses four AOMs to imprint a unique frequency shift on each of the excitation beams. Analogously to wavevector selection in a non-collinear geometry, a filtering in the frequency domain enables isolation of the different nonlinear signals of interest (rephasing, non-rephasing, or two-quantum). This method can be seen as a dynamical way of phase cycling -the AOMs performing a phase modulation on the individual input beams [71] . Signal isolation can be advantageously performed by lock-in amplification. Interestingly, the lock-in reference can be generated such as to reduce the impact of mechanical fluctuations in the setup, providing enough phase stability for the Fourier transformation, without the need of active stabilisation [75] . In the implementation of Tekavec et al, the lock-in reference is produced by sending the auxiliary outputs of the Mach-Zehnder interferometers through monochromators. The filtered pulses are thus stretched in time, and their interference serves as the lock-in reference. In this way the mechanical fluctuations of the setup are sensed and evaluated at the optical frequency set by the monochromator, and thus partially compensated for by the lock-in detection. The drawback of this method is that inter-pulse delays are limited by the monochromator resolution and throughput to about 10ps. In order to access the longer coherence and population times of semiconductor nanostructures, the use of an auxiliary cw laser running through the interferometers and serving as a reference has been demonstrated [71] . In this latter contribution, the population signal of a semiconductor QW was measured in the form of a photocurrent. Photocurrent detection is particularly adapted for the study of optoelectronic devices such as photocells, since the obtained multidimensional spectra are directly related to the quantum yield of the device, providing insight into the photo-conversion mechanism [76] . Isolation of the FWM signal in the frequency domain by lock-in amplification provides additional advantages: intrinsic phase resolution, without the need of additional post-processing or measurements, and the possibility of simultaneously recording rephasing and nonrephasing signals on separated lock-in channels.
Undersampling
A general issue of multidimensional Fourier transform spectroscopy is the long duration of data acquisition. For a given spectral dimension, the resolution is given by
, where ∆t is the total inter-pulse delay that is probed. The spectral bandwidth is given by Undersampling makes use of larger delay steps (thus reducing the bandwidth) and an a priori knowledge of the signal frequency range (e.g., no coherence is expected to be induced outside of some known spectral region) to shift the centre of the acquisition bandwidth to larger frequencies. This strategy corresponds to setting the experiment in a rotating frame, centred on the shifted frequency. For a setup where time delays are controlled using mechanical translation stages, this is easily achieved by taking larger delay steps. To achieve undersampling using pulse-shaping methods, the frequency of the rotating frame is set by a proper phasing of the excitation pulses [35] . In experiments where a frequency selection of the signal is achieved using lock-in amplification (Section 3.2.3), a "physical" undersampling is achieved [75] . The signal evolves, as a function of time delays, in a rotating frame centred at the lock-in reference frequency. Indeed, in this case the demodulated signal evolves at the difference frequency between the optical frequency of the physical signal and of the reference (given by the monochromator wavelength in Refs [75, 74] or by the cw reference laser in Ref [71] ). Let us underline, though, that all these undersampling methods do not increase the bandwidth of the experiment: for a given delay step size, the bandwidth is always the same, only the centre of the spectral range is shifted.
Another strategy to reduce the number of sampling points is compressed sensing, based on the random sampling of a sparse data [77] . Implemented in the context of 2D coherent spectroscopy [78] , this method enabled a reduction of the number of sampling points by a factor of 20.
Insight into the physics of semiconductor nanostructures
In this section, various examples are given to illustrate the ability of MDCS to reveal some of the fundamental properties of semiconductor nanostructures. I discuss examples involving single and double quantum wells (QWs), large and small ensembles of quantum dots (QDs), semiconductor microcavities, and single-and multi-layered semiconductors.
Heavy and light hole excitons in GaAs QWs
The well-known, yet rich system of heavy and light hole excitons in GaAs QWs provides an ideal platform to demonstrate the ability of MDCS to assess coherences, coupling and many-body interactions in semiconductor materials. The excitonic coherence time, associated with its homogeneous linewidth, can be straightforwardly measured in a rephasing 2D spectrum [7, 79] . An interesting example is given with the measurement of the polarization anisotropy of the homogeneous linewidth of excitons confined in [110] -oriented GaAs QWs [47] .
In rephasing and non-rephasing 2D spectra, the various quantum pathways contributing to the nonlinear signal can be associated with different spectral features [80] . In particular, cross peaks demonstrate the presence of coupling between light hole and heavy hole excitons, as can be seen in Fig. 11 (a) . Further measurements of zero-quantum spectra revealed the coherent nature of the heavy hole / light hole excitonic coupling, in the form of a Raman coherence (as described in Section 2.4) between the two species [12] . When the separation of real and imaginary parts is achieved, the line shape of the rephasing and non-rephasing 2D peaks enables identification of the contribution of many-body effects (Coulomb interaction between fermionic constituents of two excitons), namely Excitation Induced Shift (EIS) and Excitation Induced Dephasing (EID), to the nonlinear response of the QW [81] . Remarkably, Turner et al showed that many-body effects, attributed to the presence of a long-lived exciton population, can persist up to 40ps [82] .
An asset of MDCS is its ability to measure interaction energy in a four-level system as shown in Fig. 5 (d) . This ability is very useful to characterise biexcitonic resonance in semiconductor nano-structures. Due to polarisation selection rules, biexcitons are revealed when linear or cross-circularly polarised pulse sequences are used, whereas they do not appear with co-circular polarisation, as demonstrated in the case of GaAs QWs [83] . In Fig. 11 , rephasing 2D spectra are shown for (a) a co-circular and (b) a cross-circular polarisation sequence. The heavy hole biexciton peak can be seen in the cross-circular case, separated in emission energy by the biexciton binding energy.
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Absorption Photon Energy Two-photon coherences were observed in GaAs QWs using a phase-conjugated FWM experiment in 1996, and attributed to biexciton resonances [13] . Later on, Yang and Mukamel predicted that 2D spectra of such two-quantum signal would provide a sensitive probe of two-exciton interaction energy [14] . The first two-quantum spectrum of a GaAs QW was obtained by Stone et al [15] , using a COLBERT-like apparatus (see Section 3.1.1) in a box geometry. Recorded using co-circular and cross-circular S III pulse sequences (the conjugated pulse arriving third on the sample), the two-quantum 2D spectra contained peaks associated with biexciton coherences, whose dephasing could be measured as a function of excitation density. This work demonstrated the ability of twoquantum MDCS to reveal many-body interactions in a semiconductor nanostructure. In further work, the signature of unbound two-exciton states was distinguished from the biexciton resonance, and many-body two-quantum coupling between the light hole and heavy hole excitons was revealed [84] .
Turner et al recorded 3D spectra of the S I and S III signals, to ultimately isolate contributions from the different quantum pathways in the GaAs QW system [17] . The S I 3D spectrum and projections onto the three spectral axes provided straightforward view of the coherent coupling between light hole and heavy hole excitons, whereas the S III 3D spectra enabled the visualisation of biexciton pathways and a measure of the biexciton binding energy.
Double QWs
Epitaxial growth of semiconductor QWs provides a way to realise the "classroom" example of the double quantum well (DQW) geometry. QW width, depth and barrier size can be controlled with layer thicknesses and alloy content. The opportunity to experimentally study the coupling between two neighbouring QWs motivated several experiments, starting with the most common alloy: coupled GaAs QWs separated by AlGaAs barriers. Coupling between excitons in an asymmetric GaAs DQW was demonstrated using 2D [11] and 3D [18, 19] rephasing spectroscopy. However, the intermixing of heavy and light hole exciton coupling with the inter-well coupling resulted in complicated spectra that are difficult to interpret. Combining 3D spectroscopy with pathway-selective excitation provided a better isolation of the different contributions [42] . In Fig. 12 (a) , a 3D rephasing spectrum is shown under broadband excitation conditions, for an asymmetric GaAs DQW with a 6nm thick Al 35 Ga 65 As barrier. Offdiagonal peaks, signatures of coupling between heavy and light holes between the two QWs are visible. Contribution to the coupling in the form of population decays, located in the plane ω 2 (corresponding to ω T in our previously introduced notation), dominate the signal. As a consequence, the observation of coherent coupling terms is hindered (only two peaks shown by a blue iso-surface, corresponding to coupling with the narrow well heavy hole exciton, are visible). Using a sequence of specifically spectrally-shaped pulses enables suppression of the population signal and selective excitation of the interwell coherent coupling pathways. As a result, four cross-peaks revealing coherent coupling between heavy and light hole excitons of each QW can be observed (Fig. 12  (b) ).
Motivated by the possibility of a simpler system, closer to the "textbook" DQW, experiments using strained InGaAs asymmetric DQWs were performed [85] . Due to strain light holes are not confined in InGaAs QWs. Figure 13 Rephasing 2D spectra (absolute value) of a GaAs asymmetric double QW, using (a) a broadband excitation spectrum for all pulses, and (b) individually spectrally-shaped pulses for pathway-selective excitation. N W (W W ) hh(lh) stand for Narrow Well (Wide Well)-heavy (light) hole exciton. In (a), only two inter-well coherences are visible (blue iso-surfaces), as well as population terms (in the plane ω 2 = 0). In (b), pathway-selective excitation suppresses population terms. The four coherent coupling peaks between the light hole and heavy hole excitons of each QW reveal the coherent nature of the inter-well coupling. Adapted from Ref. [42] . In this figure, axes ( ω 1 , ω 2 , ω 3 ) correspond to axes (− ω τ , ω T , ω t ) of our previously introduced notation.
peak (CP) demonstrates the existence of coupling between the narrow well and wide well excitons. When the real part of the data is plotted (Fig. 13 (b) ), the cross peak exhibits a clear dispersive line shape. This information, combined with the existence of a coupling peak (2QCP) in the two-quantum spectrum ( Fig. 13 (d) ), indicates that the coupling between the two QW excitons is of a coherent type, described by a diamondlevel system as depicted in Fig 5 (d) . In this case, the interaction energy is attributed to inter-well many-body excitonic interactions [85] . In this situation, one would expect non-zero-frequency peaks to show up in the zero-quantum spectrum of Fig. 5 (c) . The absence of such coupling peaks was attributed to population terms dominating the signal. This interpretation was supported by measurements of 2D rephasing spectra for various values of the delay T [85] , revealing the increasingly dominating contribution of population relaxation from the narrow to the wide well exciton as T is increased to a few picoseconds. Pathway-selective excitation [42] would be necessary to suppress population terms and reveal non-zero ω T peaks in a zero-quantum or 3D spectrum. Simulations based on OBEs for a diamond system added with two-exciton states for each QW were able to reproduce all experimental features, as shown in Fig. 13 (e)-(h) . It should be noted that InGaAs/GaAs QWs are shallower than GaAs/AlGaAs QWs, reason for which coupling is observed for a barrier as thick as 10nm. Very different 2D spectra were observed for InGaAs DQW with a thinner barrier of 5nm [86] , suggesting a strong modification of the excitonic structure. While these latter results are not understood yet, they imply that care should be taken when designing devices with closely packed stacks of shallow InGaAs QWs, such as semiconductor microcavities. (e)-(h) 2D spectra calculated from OBEs, using a single set of parameters for all spectra. Adapted from Ref. [85] , copyrighted by the American Physical Society.
Large QD ensembles
Confined in three dimensions of space, QD excitons are seen by many as candidates to serve as quantum information bits (qubits). While a lot of attention has been devoted to the coherent optical manipulation of excitons in single or double QD systems (for a review, see Ref. [87] ), the ability to coherently address larger ensembles is the key towards scalability of QD-exciton-based quantum algorithms. However, large QD ensemble (not shown). This is an interesting result: EID effects play a significant role in the dephasing of QD excitons as shown in the inset of Fig. 7 , but the QW excitons have a negligible effect; therefore, this many-body behavior is governed primarily by intra-and inter-QD excitonic couplings. Generating multiple excitons in a single QD energy state is possible because of spin degeneracy; we can neglect the creation of excitons in higher-lying energy states because of the absence of additional peaks in the 2D spectra. Figure 7 shows the homogeneous linewidth variation across the inhomogeneous distribution at TL = 6 K for three different average excitation powers and an extrapolation to zero. Under similar assumptions as those above pertaining to the nature of the broadening at TL = 6 K and zero excitation, the extrapolated zero excitation-density linewidth values are radiative lifetime broadened and are proportional to sp. The negative slope is consistent with the higher-energy (smaller) QDs having a smaller transition dipole moment (proportional to sp). 7,29 With increasing power, the overall homogeneous linewidth increases and the slope flips from negative to positive. This behavior suggests that multiple excitons are generated within a given QD, and the coupling between these excitons increases with decreasing QD size due to greater exciton-exciton wave-function overlap.
Transient coherent nonlinear spectroscopy has revealed 14 that individual excitonic transitions couple to form biexcitons, but intra-versus inter-QD coupling mechanisms have not been determined. While we cannot directly distinguish between intra-and inter-QD coupling in our experiment, we observe a redshifted biexciton feature parallel to and stronger than the exciton feature in cross-linear polarized 30 2DFT spectra (not shown). The elongation and narrow width of the biexciton peak reveal that these biexcitons form from two spatially overlapping excitons. Combining this observation with the evidence of an increased dephasing rate for higher-energy QDs, we suggest that the dominant EID mechanism for a single layer of an interfacial GaAs QD ensemble is intra-QD excitonic coupling. This result is further supported by recent microscopic nonlinear imaging measurements.
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V. SUMMARY
We use two-dimensional Fourier transform spectroscopy to measure the temperature and excitation-density dependence of the homogeneous linewidth of excitons in interfacial GaAs QDs. The observed inhomogeneous and homogeneous line shapes suggest that our QDs weakly localize the exciton in three dimensions, rather than strong, atomiclike binding expected from an ideal QD system. The thermal broadening of the homogeneous linewidth, combined with the absence of activation peaks in the 2D spectra, reveal that elastic exciton-phonon scattering is the dominant mechanism. Virtual transitions between the ground and excited states contribute significantly to the exciton dephasing, which explains the activationlike thermal broadening we observe. Excitationinduced effects are shown to strongly influence the homogeneous linewidth independence of the QW exciton population, having a greater effect on higher-energy QDs. These results suggest that intra-QD exciton coupling is the dominant EID mechanism, which is also supported by the observation of a strong biexciton feature in the cross-linearly polarized spectra. Figure 14 . Homogeneous linewidth as a function of excitation density and absorption energy, extracted from 2D rephasing spectra across the inhomogeneous distribution, for interfacial GaAs QDs at a temperature of 6K. The gray vertical arrow indicates the line centre of the inhomogeneous distribution. Inset: homogeneous linewidth, at line centre, as a function of excitation power. Extrapolation provides the zero excitation density homogeneous linewidth, corresponding to a QD radiative lifetime of 68ps. Adapted from Ref. [48] , copyrighted by the American Physical Society.
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ensembles of semiconductor QDs provide an archetypical example of inhomogeneously broadened system, for the inhomogeneous size distribution translates into a distribution of transition energies. The pulse sequence of a MDCS experiment can be seen as initialisation / readout sequence of the QD exciton coherence. By probing the coherence time, MDCS enables the measurement of the homogeneous linewidth despite the inhomogeneous distribution, as introduced in Section 2.2. As an example, Moody et al have recorded 2D rephasing spectra to measure the homogeneous linewidth of interfacial GaAs QD excitons, as a function of temperature and excitation density [48] . These two measurements enabled quantification of exciton-phonon, respectively excitonexciton interaction energies, and provided insight into the underlying mechanisms. As an example, Fig. 14 shows the homogeneous linewidth as a function of excitation density. The linewidth is also plotted as a function of absorption energy (related to the QD size), since this information is readily available in a 2D rephasing spectrum. This figure shows that excitation-induced dephasing (EID) is more pronounced in higher energy (smaller size) QDs, suggesting that intra-QD exciton interactions is the dominant EID mechanism. Still using 2D rephasing spectra but with cross-polarized pulse sequences, biexciton coherences were studied in several kind of epitaxial QDs (self-assembled InAs QDs annealed at different temperatures, and interfacial GaAs QDs) [88] . As can be seen in Fig. 15 (a) with the example of InAs QDs, a 2D rephasing spectrum enables the clear separation of the biexciton peak, despite the inhomogeneous distribution of QDs. Moreover, the biexciton binding energy can be precisely measured, and this as a function of emission energy (Fig 15 (b)-(c) ), exhibiting very different dependencies for self-assembled InAs and interfacial GaAs QDs. These results show that the biexciton binding energy can be tuned using annealing temperature in InAs QDs and using QD size in GaAs QD, which is of importance for the fabrication of QD samples with deterministic biexciton binding energies. Other examples of MDCS experiments on epitaxial QDs include: the study of coupling dynamics between GaAs QW and interfacial QDs [89] ; the use of zero-quantum (Raman) spectra to determine the role of geometrical effects on the fine structure splitting and dephasing in InAs QDs [90] . MDCS has also been used to study colloidal QDs (referred to as nanocrystals in the chemistry community). In CdSe nanocrystals, the large exciton binding energy has enabled MDCS experiments to characterise exciton dephasing and dynamics up to room temperature [91, 92, 93] . Interestingly, a 2D coherent photocurrent spectroscopy experiment has been used to study a PbS colloidal QD photocell [76] . In this work, non-instantaneous EIS was observed only when the excitation energy was above three times the band gap, which was ascribed to a multiple exciton generation (MEG) mechanism. More generally, this latter work showed the potential of 2D coherent photocurrent spectroscopy to study the photo-conversion mechanisms that affect the functioning of optoelectronic devices. • . Insets: horizontal slices taken at the maximum diagonal peak amplitude.
bound biexciton (XX) redshifted along the emission energy axis by the biexciton binding energy XX and the unbound two-exciton (D) on the diagonal. Since the unintentional doping level of the GaAs QDs is much lower, there is not a significant contribution from trions to the diagonal peak.
Horizontal slices taken at the maximum amplitude of the diagonal peak are shown in the insets. Interestingly, the biexciton binding energy for the InAs QDs, shown in Fig. 3(a) as a function of emission energy relative to the diagonal peak maximum, is constant within the inhomogeneous distribution FWHM and is equal to 3.30 ± 0.02 and 2.61 ± 0.03 meV for the 900
• C and 980
• C samples, respectively. Change of the binding energy with exciton emission energy is observed in 2D spectra as a tilt of the biexciton peak relative to the diagonal, as seen for the GaAs QDs shown in Fig. 2(c) , where the solid line follows the maximum biexciton amplitude. Figure 3(b) shows that with increasing emission energy, XX increases from 3.3 to 3.8 meV. We note that Kasprzak and Langbein have recently measured a nearly constant XX for ∼50 GaAs QDs in a 5-nm wide QW, although the scatter in their measurements is similar to the 0.5-meV change observed here. 32 Insight into the mechanisms influencing the nonlinear response is attained by perturbatively expanding the equations of motion for the density matrix up to third order in the applied field following a similar approach used in Ref. 16 . We present simulations for the 900
• C InAs QDs, however, the conclusions are applicable to all samples studied. The calculations are performed using delta function pulses in time. Inhomogeneity is included as a two-dimensional Gaussian distribution for the exciton and biexciton energies with inhomogeneous linewidths X and XX , respectively. We allow for uncorrelated broadening between the ground state → exciton and exciton → biexciton transitions. Perfect correlation (correlation coefficient R = 1) implies that the biexciton energy can be uniquely determined at a specific emission energy, whereas a fluctuating XX would result in R < 1. A positive XX is used for the simulations. The diagonal peak is modeled assuming only a single circularly polarized transition in a charged QD is optically accessible. Consequently, we only consider quantum pathways for an exciton excited along this transition. Dephasing rates for the exciton (γ X ) and biexciton (γ XX ) used in the simulations are obtained 26 by fitting cross-diagonal slices to (Lorentzian) 1/2 functions 33 for HHHH and HVVH polarization sequences, respectively.
Simulated spectra shown in Fig. 4 demonstrate that the model accurately reproduces the measured spectrum in Fig. 2(a) for R 0.9999, XX = X , and γ XX 3γ X . To illustrate how inhomogeneity affects the nonlinear response, a spectrum is shown in Fig. 4(b) for R = 1, XX = 1.5 X , and γ XX = 3γ X , which results in a tilt of the biexciton peak as would occur for a decrease in the biexciton binding energy with increasing emission energy-typical behavior observed in most QD studies. Both γ XX > 0 and R < 1 broaden the biexciton cross-diagonal linewidth; therefore these values cannot be uniquely determined. By setting γ XX = 0 and decreasing R to 0.9999, shown in Fig. 4(c) , the simulated biexciton linewidth agrees with experiment. With decreasing R, the distribution of biexciton energies at a particular exciton emission energy increases and consequently broadens the biexciton peaks. As the biexciton homogeneous linewidth is larger than zero, this gives a lower limit on R. A similar analysis for the 980
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FIG. 3. (Color online)
The biexciton binding energy dependence on the emission energy relative to the maximum diagonal peak amplitude is shown for (a) the InAs QDs annealed at 900
• C (circles) and at 980
• C (squares) and for (b) the GaAs QDs.
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Inhomogeneity of 10-15 meV in the InAs QDs is comparable to the exciton binding energy; therefore it is essential to Figure 15 . Rephasing 2D spectrum (absolute value) of self-assembled InAs QDs annealed at 900
• C, recorded at a temperature of 10K, with a cross-linear polarization sequence. The spectral features are a diagonal peak (D) and a biexciton peak (XX). An horizontal slice shown as inset, exemplifies how the biexciton binding energy can be precisely measured despite the inhomogeneous QD distribution. Biexciton binding energies are plotted as a function of emission energy for InAs QDs annealed at two different temperatures (c) and GaAs interfacial QDs. Adapted with permission from Ref. [88] , copyrighted by the American Physical Society.
Single or few QDs
Taking advantage of the ability of Heterodyne Spectral Interferometry (HSI) [63] to isolate nonlinear signals from low-dimensional nanostructures (see Section 3.2.1), Langbein and co-workers have performed pioneering 2D coherent spectroscopy experiments on single and few QDs. Studying excitons confined in monolayer fluctuations of GaAS QWs and in self assembled CdTe QDs [94] , these authors have observed and measured fine structure splitting and coherent coupling between different excitonic states of a single QD. Even more interestingly, by spatially resolving the FWM spectra, the same group identified coherent coupling between excitons confined in separated GaAs monolayer islands [65] . The corresponding 2D spectrum is shown in Fig.  16 , where cross-peaks between individual transitions are clearly visible. By measuring the relative coupling strength as a function of inter-dot distance, coherent coupling was observed up to distances of 1 µm. Relying on the phase structure of the crosspeaks, the coherent coupling mechanism was attributed to a two-exciton interaction, as depicted by the four-level diagram of Fig. 5 (d) -similarly to the coherent excitonic coupling observed between QWs for short T discussed in Section 4.2. Further work with polarization resolution enabled the determination of polarization selection rules for quantum pathways involving biexcitons and fine-structure-splitted states in single QDs [95] . A similar experiment realised on InGaAs QDs embedded in a micro-pillar cavity demonstrated the cavity-mediated coherent coupling of up to three excitons confined in separated QDs [68] . If QD excitonic transitions are used as qubits, the coherent optical control and readout of a small ensemble QDs demonstrated in these contributions can be seen as an interesting step toward the implementation of quantum algorithms.
transitions remain at equal energy. However, the oscillator strength of the transitions is in general different, as the coupled exciton states are mixtures of the uncoupled ones, and the dipole moment is a phase-sensitive sum of the individual contributions. Their FWM amplitudes are therefore different, and the cancellation is lifted (Fig. 4d) . The mixing also affects the decays of the transitions through the different radiative rates, leading to different linewidths, so that the off-diagonals show a more complex spectral shape (Supplementary Fig. H) .
These two types of coherent coupling can therefore be distin2p over the off-diagonal. In the case of transition dipole coupling, the off-diagonal is a single peak at the square edges (ṽ b,a ,ṽ a,b ) with a p or 3p phase shift over the off-diagonal ( Supplementary  Fig. H ). To support this qualitative discussion, we have numerically simulated the FWM signal of a four-level system with frequencies and transition dipole moments representing the different coupling mechanisms (for details, see Supplementary Appendix B), as shown in the bottom row of Fig. 4 . A p shift can be observed over the diagonal terms and the non-diagonal elements resulting The dashed-dotted square shows coupled excitons. Hyperspectral imaging reveals that these excitons are confined in separated monolayer islands. Analysis of the phaseresolved line shape reveals the coherent nature of the inter-QD coupling, which can be modelled via a two-exciton interaction energy in a four-level 'diamond' system. Adapted by permission from Macmillan Publishers Ltd: Nature Photonics (Ref. [65] ), copyright (2011). In this figure, (ω 1 , ω 3 ) corresponds to (−ω τ , ω t ) of our previously introduced notation.
Semiconductor microcavities
When semiconductor QWs are embedded in a high-quality semiconductor microcavity, strong light-matter coupling gives rise to new eigenmodes, the exciton-polaritons [96] . An abundant literature explores the very rich physics of this optoelectronic system and its potential applications. Yet, the topic of polariton-polariton interactionsand the role of biexciton resonance therein -remains a current topic of research and debate [97, 98, 99] into which MDCS promises to bring insight. First phaseresolved FWM experiments were realised in the perspective of observing the polaritonic ghost branch [66, 67] , detecting signal in the 2k 2 − k 1 direction, in combination with heterodyne spectral interferometry. Using intrinsically phase-stable, pulse-shapingbased 2D spectroscopy [35] , Wen et al were able to obtain two-quantum, three-quantum and four-quantum 2D spectra of polaritons, revealing polariton-polariton correlations up to the fourth order [59] -a higher order than previously observed in a simple QW system [100] . This work showed that MDCS can see signatures of the biexciton resonance in polariton-polariton interactions, a feature confirmed by the observation of a polaritonic Feshbach resonance [99] . Recent experimental work carried out using using the box geometry [101] mapped the polaritonic anti-crossing with rephasing and nonrephasing 2D spectra, also observing biexcitonic features. Very recently, Takemura et al recorded one-quantum and two-quantum spectra to reveal the qualitative contribution of polaritonic interactions (self and cross interactions between upper and lower polaritons) to the nonlinear optical response [69] . These experiments show that MDCS has a strong potential for the study of many-body interactions in semiconductor microcavities. In particular, a line shape analysis of the real part of 2D spectra would provide a direct, sign-resolved measurement of polariton-polariton interactions. Let us also note that the MDCS experiments with exciton-polaritons were so far carried out in non-collinear geometries, which mixes different polariton modes and restrict the excitation angles to those satisfying energy and momentum conservation rules imposed by the polaritonic dispersion curve. Collinear experiments (Section 3.2) could potentially enable FWM of polaritons with identical momentum and arbitrary excitation angle.
Layered semiconductors
Transition metal dichalcogenides (TMDs) are currently attracting a tremendous attention due to fascinating properties -opening of a direct bandgap [102] , spin and valley effects [103, 104] , large exciton and biexciton binding energies [105, 106] when produced in atomically-thin layers. While the spectral response of monolayer TMDs was assumed to be dominated by inhomogeneous broadening, the value of the intrinsic homogeneous linewidth -and thus of the dephasing time -of the excitonic transition had not been measured until recently. Using MDCS, Moody et al have measured the homogeneous linewidth of monolayer W Se 2 as a function of excitation density and temperature [107] . The authors extracted a zero-density, zero-temperature homogeneous linewidth of 1.6meV, nearly two orders of magnitude smaller than the inhomogeneous linewidth measured with photoluminescence spectroscopy. Knowing this value is essential for the design of future TMD-based devices [108] , as it sets the time scale during which excitons can be coherently manipulated.
Also of interest are excitons in coupled multi-layer materials [109] . Biexciton binding energy, homogeneous linewidth, and coupling between excitonic species in layered GaSe [110] , and exciton dephasing in layered InSe [111] , have been recently measured using MDCS by Dey et al.
Conclusion
The author hopes that the material presented in this review has convinced the reader that MDCS is a powerful tool to reveal the fundamental properties of semiconductor nanostructures. In particular, it was shown how MDCS can provide a direct access to the homogeneous linewidth (or dephasing time) of excitonic transitions, can assess and distinguish coherent and incoherent coupling mechanisms, and highlight the role of many-body interactions in the nonlinear optical response of the nanostructures. Examples were given for a broad range of nanostructures : quantum wells, quantum dots, exciton-polaritons, and layered semiconductors. Different experimental approaches were detailed, adapted to several situations, with the detected signal in the form of a radiated optical field or a photocurrent.
I foresee a bright future for MDCS with materials and structures that have been barely studied with the technique so far. In particular, I am thinking about: TMDs [107] , whose fundamental properties such as intrinsic homogeneous linewidth can be measured with MDCS ; semiconductor microcavities [59, 101, 69] , where MDCS can help bringing insight into the rich physics of polariton-polariton interactions ; small ensembles of QDs [95, 68] , within which the control of coherent coupling mechanisms may open the way to scalable quantum information processors [2] . Furthermore, the recent development of photocurrent-based MDCS [71, 76] promises to shed a new light on the nonlinear optical response of optoelectronic devices in operating conditions.
While a large part of the experiments discussed in this paper involve the use of Titanium Sapphire oscillators as pulsed laser sources (well adapted to the near infrared range of GaAs based semiconductors), efforts are pursued towards experiments with broader band excitation, shorter wavelengths, and mixed wavelength [112] . For example, reaching the UV range opens the perspective of MDCS of GaN based semiconductors.
The use of entangled photons in MDCS has also been theoretically discussed, and promises to be a sensitive and selective way to probe coherences between transitions, beyond what is possible with classical light [113, 114, 115, 116] .
Another theoretical proposal discusses the generation of 2D spectra using a frequency-filtered version of the Hanbury Brown-Twiss interferometer [117, 118] . The resulting two-photon 2D spectra are predicted to be specifically adapted to the characterisation of quantum systems such as QDs in microcavities.
