The ab initio extension of the dynamical vertex approximation (DΓA) method allows for realistic materials calculations that include non-local correlations beyond GW and dynamical mean-field theory. Here, we discuss the AbinitioDΓA algorithm, its implementation and usage in detail, and make the program package available to the scientific community.
Introduction
Dynamical mean-field theory (DMFT) [1, 2] takes into account a major part of the electronic correlations, namely the local ones. It has been very successfully applied to models of strongly correlated electron system, see [3] for an early review and [4] for a series of lecture notes on the occasion of 25 years of DMFT. Its merger with density functional theory (DFT) [5, 6] and GW [7, 8] even allows for the realistic calculation of materials including strong electronic correlations, see [9, 10] and [11] for reviews.
On the other hand, non-local correlations are at the heart of many fascinating phenomena of many-body physics. In the aforementioned GW+DMFT approach the screening of the bare interaction V to a screened W gives rise to non-local correlations in the self-energy. But there are important further effects of non-local correlations, e.g., spin fluctuations. Hence, extensions of DMFT that include the local DMFT correlations and additional non-local correlations are at the scientific frontier.
One main route to this end are cluster extensions of DMFT which consider a cluster of sites in a DMFT Weiss field. Two methods, the dynamical cluster approximation (DCA) [12] and the cellular DMFT [13, 14] , have been developed, see [15] for a review. Due to numerical limitations these approaches are restricted to short-range correlations and essentially a single interacting band. Realistic calculations are hardly possible or restricted to extremely small clusters [16, 17] .
Diagrammatic extensions of the DMFT on the other hand use a local two-particle vertex as a starting point and construct from it the local DMFT correlations as well as non-local correlations. These diagrammatic extensions are more suitable to deal with long-range correlations and realistic multi-orbital calculations. This more recent development started with the dynamical vertex approximation (DΓA) [18, 19] , subsequently followed by various other approaches such as the dual fermion approach [20] , the one-particle irreducible (1PI) approach [21] , the dynamical mean-field theory to functional renormalization group (DMF 2 RG) approach [22] , the triply-irreducible local expansion (TRILEX) [23] and the non-local expansion scheme [24] . These diagrammatic extensions of DMFT have been first applied to model systems, among others to calculate (quantum) critical exponents [25, 26, 27, 28] , see [29] for a review.
Most recently, these diagrammatic approaches have been extended to realistic multi-orbital ab initio DΓA calculations [30, 31] . Using the local three-frequency and four-orbital vertex and on top of this the non-local bare interaction as a starting point, this approach not only includes the DMFT and GW Feynman diagrams but also many further non-local correlations. It is the aim of this paper to make the developed AbinitioDΓA program package available to the general scientific community.
The paper is organized as follows: In Section 2, we recapitulate the AbinitioDΓA formalism of [30] and how the program calculates (non-local) self-energies (Section 2.1) and susceptibilities (Section 2.2). Section 3 provides an overview of the program structure. The starting point of the calculation is a DFT+DMFT calculation where after convergence the two-particle Green's function is calculated, as explained in Section 3.1. From this the two-particle vertex is obtained, as outlined in Section 3.2, possibly including symmetry operations to improve the statistics. In Section 3.3 we turn to the actual program structure of the main AbinitioDΓA program, including a discussion of algorithmic details in Section 4, the storage of the two-particle Green's functions in hdf5 file format in Section 4.1, and the compound orbital-frequency index for matrix operations in Section 4.2. Information regarding the numerical effort for calculating the vertex and from it the AbinitioDΓA self-energy is provided in Section 4.3. In Section 5 we show some exemplary results for the DMFT susceptibility and AbinitioDΓA self-energy for the compound SrVO 3 . Finally, Section 6 provides a conclusion and outlook.
Implemented AbinitioDΓA equations

AbinitioDΓA self-energy
The main quantity, which is computed by the AbinitioDΓA algorithm, is the non-local (k-dependent) and dynamical (ν-dependent) self-energy Σ DΓA . We compute Σ DΓA in the ladder approximation of DΓA [32, 33] which incorporates non-local ladder diagrams in, both, the particle-hole (ph) and transverse particle-hole (ph) channel starting from a local irreducible vertex in these channels. This way, among others, spin fluctuations are included, but one neglects the particle-particle (pp) channel which is, e.g., important for superconducting fluctuations.
In AbinitioDΓA the local irreducible vertex in the ph and ph channel is supplemented by the bare non-local Coulomb interaction V q . This includes various extra diagrams and screening effects. For example, if we only have the ph channel and the non-local Coulomb interaction, one would reproduce the GW approximation [34] . Using the compound indices k = (k, ν) and q = (q, ω) the self-energy of the AbinitioDΓA reads [30] This expression for the AbinitioDΓA self-energy is depicted diagrammatically in Fig. 1 . In the following we will introduce all quantities necessary for the evaluation of Σ DΓA in Eq. (1) and discuss how these are calculated. In particular, the non-local three-leg vertices γ qν and η qν are obtained in DΓA from the local irreducible vertex through the Bethe-Salpeter ladder. A detailed derivation can be found in Ref. [30] , while further algorithmic details, e.g., how frequency-and orbital summations can be cast into an efficient matrix form, will be given in Section 4.
One-particle Green's function. The one-particle Green's function G k−q appearing in the last three terms in Eq. (1) is the lattice Green's function, given by
Here, H k W is the material-dependent Hamiltonian obtained, e.g., from a DFT computation and a consecutive Wannier projection [35] , Σ ν is the dynamical but local DMFT self-energy, Σ DC the double-counting correction, and µ the chemical potential of the DMFT calculation. Here, and in the following, Roman subscripts denote orbital indices, ν = (2n + 1)π/β (ω = 2nπ/β) are fermionic (bosonic) Matsubara frequencies for an inverse temperature β = 1/(k B T ).
From the products of two interacting one-particle Green's functions the unconnected (bare bubble) susceptibilities χ ω 0 , χ q 0 and χ nl,q 0 are obtained. In order of increasing non-local character, the following susceptibilities are needed:
Here, χ ωνν 0 is a purely local bubble-term obtained by the product of two local one-particle DMFT Green's functions G Local and non-local Coulomb interaction. In the Wannier basis, local and non-local Coulomb interaction are fourindex objects, denoted as U lm ml and V q lm ml , respectively. The current implementation allows for an arbitrary orbitaldependence of the Coulomb interaction without any restriction in performance. TheŨ in Eq. (1) is the local Coulomb interaction in the transverse particle-hole (ph) channel and is related to U throughŨ lm ml = U lm l m . The two channels are visualized in Fig. 2 for the non-local Coulomb interaction. However, the non-local component in the ph-channel, V k −k lm l m , is neglected in the AbinitioDΓA formalism (for details see Ref. [30, 31] ). This approximation is common practice: Indeed the GW approach [7, 8] neglects both local and non-local interactions in the transverse channel. The non-local Coulomb interaction V qkk consists of two terms: V q and V k −k (the latter is neglected in the AbinitioDΓA approach). The local Coulomb interaction U has the same structure, but without any momentum dependence so that both terms can be taken into account without effort. Figure 3 : The three-leg vertices are obtained from χ 0 F through a sum over the left fermionic frequency ν . Here, exemplary, the relation for the purely local three-leg vertex γ ων in Eq. (7) is shown.
term arising from the non-local Coulomb interaction V q . Indeed, the second term in Eq. (1), Σ k HF , is the non-local, static Hartree-Fock contribution and reads
where
Three-leg vertices. The quantities γ 
Thus, γ ων is a completely local three-leg vertex which can, in principle, be extracted directly from the impurity solver [36, 37] . If the DMFT impurity solver does not explicitly provide γ ων , the latter is computed within the AbinitioDΓA program according to Eq. (7).
The most complex ingredient of Eqs. (7)- (9) is the full four-leg vertex function F ων ν r of the DMFT impurity model and its non-local counterpart F qν ν r . The former can be obtained from the connected part of the DMFT two-particle Green's function G con , which is usually computed by the impurity solver [38, 39] , through an 'amputation' of the left and the right legs (see Fig. 4 ), i.e. by multiplying with χ −1 0 from both sides. Explicitly, this yields
The non-local, full vertex function F qν ν r in Eq. (9) instead is obtained through the non-local version of the BetheSalpeter equation. However, as shown in Ref. [30] , one can rewrite Eq. (9) in the compact form
where 1 lmhn = δ ln δ mh . Thus, η qν r can be computed efficiently through a single matrix inversion and a consecutive multiplication with the three-leg quantity ( 1 + γ ων r ) from the left. Note that the matrix that is inverted has a compound index consisting of one fermionic frequency and two orbitals for both, row and column [cf. the indices {hn, ν } and {m l , ν} after the inversion in Eq. (11)]. In the expression that is inverted instead, orbital and fermionic frequency indices have been omitted for clarity. For more details we refer the reader to Section 4.2 and 
Momentum-dependent susceptibilities
With the AbinitioDΓA program one can also compute momentum-dependent, physical DMFT susceptibilities. In fact, the susceptibilities in the density and magnetic channel r ∈ {d, m} can be obtained from the three-leg vertices in Eqs. (7) and (9) 
where χ ω r,lmm l is the purely local DMFT susceptibility defined as the sum of the unconnected and the connected contributions χ ω r,lmm l = β
The χ 0 bubble terms in Eqs. (12) and (13) are the ones defined in Eqs. (3)- (5). Please also note that the combined index q in Eq. (12) contains the momentum q and the bosonic frequency ω. The magnetic susceptibility, e.g., in form of a spin-spin correlation function can then be obtained from Eq. (12) by summing over the corresponding orbital combinations χ q m = ll χ q m,lll l . The thus calculated susceptibility is the q-dependent DMFT susceptibility. For calculating distinct DΓA susceptibilities a self-consistency or λ-correction [32] is needed.
Program structure
In the previous Section, we have introduced the main equations implemented in the AbinitioDΓA program. In this Section, we will focus on the structure and the usage of the program, before discussing some algorithmic details in Section 4. The AbinitioDΓA work-flow is depicted in Fig. 5 . There, all important program and file names are given. In the following, we will discuss all necessary steps, which can be grouped into the initial DFT+DMFT computation (Section 3.1), the preprocessing of the DMFT two-particle Green's function (Section 3.2) and the execution of the main AbinitioDΓA program (Section 3.3).
DFT+DMFT computation
As Fig. 5 shows, the starting point of AbinitioDΓA is a converged DFT+DMFT calculation for the material under investigation. Here, we use the Wien2k program package [40, 41] to perform the DFT computation, the wien2wannier interface [42] and wannier90 [43] expansion (CT-HYB) [46, 47, 48] . However, with the AbinitioDΓA distribution, a python tool dmft2adga-input.py is provided that allows to swiftly interface the present code to other DMFT packages. The initial DFT+DMFT computation provides all one-particle quantities used in AbinitioDΓA: the Wannier Hamiltonian H k W , the local DMFT one-particle Green's function G ν and self-energy Σ ν , as well as the chemical poten-
ν and µ are needed to compute the non-local DMFT Green's function in Eq. (2) and the corresponding bubble-term in Eq. (4), while the local DMFT Green's function G ν is used to construct the local bubble-term in Eq. (3). The Wannier Hamiltonian H k W is stored in the file HkFile, while all the other DMFT single-particle quantities can be found in the hierarchical data format (hdf5) file 1PFile.
The local and non-local Coulomb interaction U and V q can also be obtained ab initio by using the constrained random phase approximation (cRPA) [49, 50] . The four-index U and V q are stored in the files UFile and VqFile respectively.
After convergence of the DFT+DMFT cycle, the connected part of the DMFT two-particle Green's function G con is computed, which is a numerically very demanding task. In practice, G con is computed within the w2dynamics program package by extending the continuous time CT-HYB with a worm algorithm and improved estimators [38, 39] . Recently, vertex asymptotics have been implemented within w2dynamics [37] . Thus, the high-frequency asymptotics of the local, full vertex function F ωνν are directly computed within CT-HYB by considering all asymptotically contributing diagrams. This reduces statistical uncertainties of the local vertex and allows us to extend the fermionic and bosonic frequency boxes. The multi-orbital G con requires a lot of storage capacity: 2 4 #o 4 #ω 3 double complex numbers, where #o is the number of orbitals and #ω the number of Matsubara frequencies. In order to minimize the amount of storage, we store only its non-zero spin-orbital components in the hdf5 file G2File in the form of a lookup-table (for details please refer to Section 4.1).
Preprocessing of the DMFT two-particle Green's function
Before starting the main AbinitioDΓA program, the file G2File containing the connected part of the two-particle impurity Green's function G con is pre-processed by the program vertex_chann_sym.f90. This serves three purposes:
1. Symmetry-equivalent elements are averaged to improve on the statistics of G con . Currently implemented are SU(2) symmetry (which in the present version is always assumed) and (full) orbital symmetries which are enforced if the corresponding flag is on. 2. G con is transformed into the density and magnetic channel. In the paramagnetic and SU(2)-symmetric case, this can simply be achieved by computing
3. The symmetrized G con r in the density and magnetic channel is written into 2PFile whose data structure is optimized for parallel access of the main program. The number of impurities as well as the number of k-points in each direction is required as additional input, since this information is not provided in the current wien2wannier file format. The orbital structure (correlated and ligand orbitals) is specified in the w2dynamics input format. 2. The local Coulomb interaction (computed, e.g., within cRPA) is either provided as a four-index object U lm ml in a text file UFile, or is given as parameters Udd, Jdd, etc. and used in a Kanamori or density-density parametrization set in Interaction. Besides the local interaction used in the DMFT, a completely non-local interaction (V q , with q V q = 0) can be specified in the VqFile. The latter is a hdf5-file which contains only the non-zero spin-orbital components of V q in the form of a lookup table.
3. The converged DMFT run in w2dynamics-style hdf5-format is specified as 1PFile. The latter supplies all additional information that is required to build the one-particle Greens function of Eq.(2), i.e. the (inverse) temperature β, the chemical potential µ, the double-counting correction Σ DC , and the DMFT self-energy Σ ν .
4. Finally, as the centerpiece of AbinitioDΓA the two-particle Green's function calculated on top of the DMFT solution is specified in 2PFile. This hdf5-file provides the symmetrized form of the two-particle Greens function in the density and magnetic channel, and is generated by the preprocessing program vertex_chann_sym.f90, as described in Section 3.2.
With this input one can then choose to compute the AbinitioDΓA self-energy via the equation of motion calc-eom and/or momentum-dependent susceptibilities by setting calc-susc to true. where N is the total number of processor cores. Each core processes a different range of q-indices and reads in only the data slices of 2PFile that it actually needs. Indeed, the three-leg vertices γ ων , γ qν and η qν in Eqs. (7)- (9) can be computed independently for each q. Finally, in the equation of motion Eq. (1) all q-contributions are summed over. Also the q-dependent susceptibilities of Eq. (12) can be computed separately for each q. Hence, the main AbinitioDΓA program AbinitioDGA.f90 is MPI-parallelized over the combined bosonic index q = (q, ω) and does not require any heavy inter-process communication.
The main AbinitioDΓA program AbinitioDGA.f90 is split into several modules. These are listed on the right hand side of Fig. 5 . There exists a module for the computation of the equation of motion eom_module.f90, and one for computing the momentum-dependent susceptibilities susc_module.f90. All subroutines involving one-particle Green's functions and non-interacting susceptibilities χ 0 are gathered in the module one_particle_quant_mod.f90. The module vq_module.f90 contains routines related to the local and non-local Coulomb interaction. Furthermore, the module parameters_module.f90 specifies global parameters and quantities. Several routines regarding k-point operations, e.g the efficient search for the index of k − q, are gathered in kq_tools.f90. Finally, the module lapack_module.f90 contains a wrapper for LAPACK-based matrix inversions, config_module.f90 manages the input, and hdf5_module.f90 provides routines dealing with the reading from or writing to hdf5-files (the same hdf5-module is also used by the preprocessing script).
Output. As well as for the input, the AbinitioDΓA program utilizes the hdf5 file format also for its main output. Besides reducing hard-disk memory requirements with respect to text files, the hdf5 format also facilitates slicing and plotting of multi-dimensional arrays. The name of the output file contains the time stamp of the start of the computation in order to make its name unique and identifiable. At top-level, the file contains three groups (see Fig. 6 ):
1. input consists of several datasets, in which the DFT+DMFT input data (but not the two-particle Green's function) are stored. This is done merely for convenience, so as to simplify, e.g., comparisons of the DMFT self-energy (stored in input/siw) versus the AbinitioDΓA self-energy. 2. susceptibility contains groups for both the local (loc) and non-local (nonloc) DMFT-susceptibility of Eqs. (12) and (13) . Each of these subgroups contains three datasets: bubble for the susceptibility without vertex corrections, dens for the charge susceptibility (i. e. density channel), and magn for the spin susceptibility (i.e. magnetic channel). Local susceptibilities are stored as five-dimensional arrays, where the bosonic Matsubara frequency is the first index, followed by four orbital indices, in the usual order that is used also in the formulas throughout this paper. The non-local susceptibilities are stored in eight-dimensional arrays, consisting of frequency index, momentum vector q = (q x , q y , q z ) and four orbital indices. 
Algorithmic details
Storage of the DMFT two-particle Green's function
The connected part of the DMFT two-particle Green's function G con , which can be measured e.g., in CT-HYB, is a very large quantity and needs a lot of storage capacity. In its most general form G con has four orbital indices lmm l and four spin indices σ 1 σ 2 σ 3 σ 4 , and it depends on three Matsubara frequencies ωνν : G con ωνν σ 1 σ 2 σ 3 σ 4 ,lmm l . However, the orbital and spin degrees of freedom are restricted by the symmetries of the local DMFT impurity problem. The Kanamori parameterization of interactions allows only for orbital combinations with pairwise identical orbitals: (ii j j, i ji j, i j ji). Furthermore, in the SU(2)-symmetric and paramagnetic case, also the spin degrees of freedom are reduced. Hence, many spin-orbital components of G con ωνν σ 1 σ 2 σ 3 σ 4 ,lmm l are actually zero. Thus, the amount of storage for G con can be massively reduced by storing only its non-zero spin-orbital components in the file G2File. This reduces the required storage space by a factor of Group structure of the G2File. The non-zero spin-orbital components of G con are stored in the hdf5 file G2File in the form of a "lookup-table". This means that the band and spin indices of G con ωνν σ 1 σ 2 σ 3 σ 4 ,lmm l are translated into a single index Ω through a unique transformation (subroutines component2index and index2component, respectively):
The index Ω is then used to store the non-zero spin-orbital components of G con in G2file. That is, the index Ω is the name of the groups in G2File containing the corresponding non-zero spin-orbital component of G con . Thus, G2File contains as many groups as there are non-zero spin-orbital components in G con . For example, for SrVO 3 in a paramagnetic t 2g setup the structure of the G2File is shown in Fig. 7 . The number of non-zero elements in G con depends, in particular, on the type of interactions used. There is an increasing number of elements from densitydensity to Kanamori to full Coulomb interaction.
... Group structure of the 2PFile. The preprocessing program vertex_chann_sym.f90 symmetrizes the two-particle Green's function stored in G2File and transforms it into the density and magnetic channel r ∈ {d, m}. The symmetrized G con r is then written into the file 2PFile. The group structure of the latter is shown in Fig. 8 . The file contains groups for inequivalent atoms, and subsequent groups for the density and the magnetic channel. As the AbinitioDΓA algorithm is parallelized over the bosonic Matsubara frequency, the data is further split in subgroups for each ω, allowing for an improved read-in of a given bosonic frequency slice of G con r . Each bosonic frequency group finally contains subgroups with the non-zero orbital components of G con νν r,lmm l . These orbital subgroups are labeled by the combined orbital index Ω b . The latter is defined through a similar index transformation as in Eq. (16), but involving only the four orbital indices, i.e., lmm l ↔ Ω b .
Due to the mapping of six spin components into the two channels [see Eqs. (14)- (15)], the size of the 2PFile is only about one third of the initial G2File.
Compound indices and matrix operations
In order to efficiently perform the orbital and frequency summations, we introduce compound indices so as to write the equations presented in Section 2 as matrix operations. The compound indices are obtained by transforming the four orbital and two fermionic frequency indices, e.g., of F can be written in matrix form (in the graphics, the "external" bosonic frequency ω has been omitted for simplicity). Explicitly shown is the first orbital block (ν = ν 1 , ν = ν 1 ) for the case of two orbitals. Please note that many entries are zero if density-density or Kanamori interactions are employed, e.g., F (in the graphics, the "external" bosonic index q = (q, ω) has been omitted). Shown are the first two "orbital blocks" (in orange). The block-diagonal structure arises from the fact that the bubble terms are diagonal with respect to the fermionic frequency δ νν . Here, the full structure is only shown for clarity, the main AbinitioDΓA program stores and works only with the non-zero orbital blocks. This way, F ωνν lmm l can be written in matrix form, F ω {m l ,ν }{ml,ν} , as illustrated in Fig. 9 . Please note that in the local F ωνν lmm l many matrix elements are zero, since the Kanamori interaction allows only for entries with pairwise matching orbitals. These zero matrix elements are exactly the orbital components not present in 2PFile. However, in order to perform straightforward matrix operations, one needs to work with the whole matrix including all zero elements. On the other hand, this has the advantage that the implementation of the main AbinitioDΓA program is not restricted to density-density or Kanamori kind of interactions.
Similar to the local, full vertex function F ων ν , also the bubble terms χ The matrix inversion in the equation for η q , Eq. (11), instead cannot make use of a block-diagonal structure so that the inversion of the full matrix is needed. From a numerical point of view, this matrix inversion is one of the most demanding operations in the main AbinitioDΓA program.
The calculation of the three-leg vertices in Eqs. (7)- (11) furthermore requires a sum over the left fermionic frequency. The summation over this left fermionic frequency makes them, diagrammatically, three-leg (electron-boson) vertices. In terms of compound matrices, this sum over the left fermionic frequency is visualized in Fig. 12 . Through the sum, the left compound index is reduced to an orbital compound index {lm} and the resulting matrix is not quadratic any more. Please note that this summation over the left fermionic frequency needs to be performed explicitly only in order to obtain γ q and γ ω . 2 The three-leg structure of η q is actually obtained in a different way, namely by multiplying with ( 1 + γ ω ) from the left, as can be seen in Eq. (11). In the equation of motion (1), the three-leg vertices γ ω r , γ q r and η q r are multiplied with the corresponding local and non-local Coulomb interaction terms (U,Ũ and V q ). In order to perform this operation in the basis of compound indices, the four-index U lmm l and V q lmm l are transformed to compound indices {ml} and {m l }. Then, the multiplication of V q and U times the three-leg γ's and η can be performed easily, as schematically depicted in Fig. 13 . The final convolution with the non-local Green's function G k−q in the equation of motion (1) instead is more straightforward to perform by breaking up the compound indices into single orbital and frequency indices. . Figure 12 : Schematic representation of the sum over the left fermionic frequency needed to obtain the three-leg vertices γ ω , γ q and η q in Eqs. (7)- (11) . By summing over all stacked slices (different colors symbolize different left fermionic frequencies ν i ), the first dimension of the matrix is reduced to the orbital-only compound index {lm}.
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Numerical effort
Often the numerical effort for calculating the local vertex in CT-HYB is the computationally most demanding task of an AbinitioDΓA calculation. The calculation of the vertex scales as β 5 (#o) 4 with a large prefactor because of the Monte-Carlo sampling (let us remind the reader that #o is the number of orbitals and #ω ∼ β the number of Matsubara frequencies). This scaling can be understood from the fact that we need to calculate (#ω) 3 (#o) 4 different components of the local vertex, and the update of the CT-HYB hybridization matrix requires ∼ β 2 operations because the mean expansion order and hybridization matrix dimension is ∼ β. Since we eventually calculate the self-energy with only one frequency and two orbitals, a higher noise level can be tolerated if #ω and #o are large. Hence, in practice a weaker dependence on #ω and #o is possible. Calculating the vertex for SrVO 3 with #o = 3, #ω = 120 and β = 10 eV −1 took 150000 core h on an Intel Xeon E5-2650v2 (2.6 GHz, 16 cores per node). One can also employ the asymptotic form [37, 51, 52] of the vertex for large frequencies. This asymptotic part depends on only two frequencies and thus scales as β 4 (#o) 4 . This way the full CT-QMC calculation of the three-frequency vertex can be restricted to a small frequency box, and room temperature calculations should be feasible.
Let us now turn to the main AbinitioDΓA program itself which is parallelized over the compound index q = (q, ω). This parallelization gives us a factor #q #ω for the numerical effort (#q: number of q-points). For each q-point, the numerically most costly task is the matrix inversion in Eq. (11) . The dimension N of the matrix that needs to be inverted is N = #ω(#o) 2 . While simple matrix inversions scale as N 3 more efficient ones scale roughly as N 2.5 .
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Hence, the overall effort is ∼ #q#ω 3.5 #o 5 . The numerical effort for calculating the self-energy via the equation of motion (1), on the other hand, is ∼ #q 2 #ω 2 #o 6 and only becomes the leading contribution at high temperatures and for a large number of q-points.
For the AbinitioDΓA computation of SrVO 3 with #o = 3 and #q = 20 3 , the numerical effort with respect to the number of Matsubara frequencies #ω has explicitly been tested by performing computations with three different frequency box sizes: #ω = 120, #ω = 240 and #ω = 400. Fig. 14 shows the respective numerical effort in core h. From Fig. 14 it can be seen that the main AbinitioDΓA program indeed roughly scales with (#ω) 3.5 . 
Example case
As an example case we show momentum-dependent susceptibilities and AbinitioDΓA self-energies for SrVO 3 . The latter is a strongly correlated transition metal oxide with a cubic perovskite crystal structure whose low-energy physics is dominated by its degenerate vanadium t 2g states. Experimentally, several manifestations of electronic correlations have been observed in SrVO 3 : photoemission spectroscopy [53] and specific heat measurements [54] find a mass enhancement of a factor of two compared to band-theory, the spectral function exhibits a satellite feature, i.e. a Hubbard band, below the quasiparticle peak [55, 53, 56] , and at closer look a kink in the energy-momentum dispersion becomes visible [57, 58, 59] . Theoretically these phenomena have extensively been studied within various methods for strongly correlated electron systems. Indeed SrVO 3 has become a textbook example and testbed material in this field. Nonetheless, several physical aspects of this material are still under discussion and have recently been reinvestigated with new, post-DMFT techniques. In fact, calculations that include the dynamical nature of the screened Coulomb interaction suggest that a sizable part of the mass enhancement in SrVO 3 originates from plasmon excitations [60, 61, 62, 63] . Furthermore, screened exchange contributions to the self-energy-that are caused by non-local interactions V q -have been shown to compete with the mass enhancement from dynamical correlations [63, 64, 65] . Beside this academic interest, SrVO 3 has potential for technological applications, e.g., as an electrode material [66] , Mott transistor [67] or transparent conductor [68] . Hence, SrVO 3 is a suitable target material for illustrating the capabilities and usage of our new AbinitioDΓA algorithm. 3 In order to compute AbinitioDΓA self-energies for SrVO 3 , the option calc-eom needs to be specified in the configuration file of the main AbinitioDΓA program. Furthermore, the program must be provided with the Wannier Hamiltonian (stored in HkFile) and the one-and two-particle data (1PFile and 2PFile) of a previous DFT+DMFT computation for SrVO 3 . The local and non-local Coulomb interaction instead are specified in the files UFile and VqFile. The results shown here, have been obtained [30] using only local Coulomb interactions in the Kanamori parametrization. Thus, it is sufficient to set the parameters Udd = 5 and Jdd = 0.75 in the Interaction part of the configuration file. This choice corresponds to an intra-orbital Coulomb interaction of U = 5eV and a inter-orbital Hund's coupling of J = 0.75eV, as was used also in the required DFT+DMFT calculations. We further use an inverse temperature β = 10eV −1 . With these input options, the k-dependent AbinitioDΓA self-energies for SrVO 3 can be computed. Throughout the program, the default k-grid is the one of the wien2wannier Hamiltonian in HkFile, which is a regular k-grid in the reducible Brillouin zone of the material. Currently, AbinitioDΓA self-energies can only be calculated for the kpoints present in HkFile. For the SrVO 3 example case we chose a k-grid with 20x20x20 k-points. The AbinitioDΓA self-energies and corresponding spectral functions for four high-symmetry k-points are shown in Fig.15 . In the two top panels, the real and imaginary part of the self-energy are displayed in color (red and blue) while the momentumindependent DMFT self-energy is shown in grey. Beside its k-dependence, the AbinitioDΓA self-energy Σ also orbital-offdiagonal (m m ) components of the self-energy can arise, except for high symmetry k-points. In this SrVO 3 example case however they are very small, so that we show only orbital-diagonal components.
AbinitioDΓA self-energies for SrVO
Red (blue) symbols in the two top panels of Fig.15 refer to self-energies obtained with a frequency box of size N = #ω/2 = 60 corresponding to the range [−iν N : +iν N ] for fermionic and [−iω N : +iω N ] for bosonic frequencies. The results depicted by the red (blue) lines instead were obtained with a much larger box size of #ω/2 = 200. It can clearly be seen that both results lie on top of each other. However, it is always recommended to check the convergence of the AbinitioDΓA results with respect to the employed frequency box sizes. For this purpose one can simply run a calculation with a smaller frequency box than the maximum default box which is the one of the local vertex function stored in 2PFile (here #ω/2 = 200). The smaller frequency box size of e.g., #ω/2 = 60 can simply be specified in the configuration file by setting N4iwb = 60 (bosonic frequency) and N4iwf = 60 (fermionic frequencies). The convergence of the AbinitioDΓA self-energies with respect to the employed momentum-grid can instead be checked by reducing the number of q-points in the inner, parallel q-loop of the program (q_grid can be set to the desired number of q-points in the configuration file). In the present example case the results were checked to be perfectly converged for the employed grid.
From a physical point of view, the top panel of Fig.15 clearly shows that at low energies the imaginary part of the self-energy on the Matsubara axis is-for all orbitals and k-points-slightly smaller than in DMFT. As a result the scattering rate γ = − Σ(iν → 0) very slightly decreases with respect to DMFT, while the quasi-particle weight Z k increases. Besides this overall effect, the momentum dependence of Σ is small, which is a quite common finding (1) (2) (3) (4) (5) (6) (7) (8) Figure 16 : Magnetic susceptibilities of SrVO 3 . Left: real part of the magnetic susceptibility χ m at zero frequency, along a q-path connecting high-symmetry points in momentum space. For comparison, we also show the particle-hole bubble, χ 0 , scaled by a factor of 5. Right: real part of the dynamical magnetic susceptibility χ m (iω n ) as a function of bosonic Matsubara frequencies ω n = 2πn/β for 8 selected q-points: q 1 = (0,0,0), q 2 = (π/2,0,0), q 3 = (π,0,0), q 4 = (π,π/2,0), q 5 = (π,π,0), q 6 = (π,π,π/2), q 7 = (π,π,π), q 8 = (π/2,π/2,π/2). Please note that curves have been offset for better visibility.
within post-DMFT methods [69, 63, 70, 30] . The real-part of the self-energy instead shows larger deviations from the DMFT result. Indeed, at low energies the difference between AbinitioDΓA and DMFT reaches 200meV. The bottom panels of Fig.15 show the AbinitioDΓA spectral functions which were obtained by analytically continuing the Matsubara Green's function to the real-frequency axis through a maximum entropy algorithm. As expected from the analysis of the self-energies, also in the spectral functions we see signatures of reduced correlation effects compared to the DMFT results (in grey): Because of the larger Z-factor as well as Σ-induced shifts, the quasiparticle peaks move slightly away from the Fermi level while Hubbard bands are displaced towards it. For a more detailed discussion and physical interpretation of the results please refer to Ref. [30] .
SrVO 3 susceptibilities
Since the calculation of DMFT susceptibilities employs the same Bethe-Salpeter ladder as in AbinitioDΓA, setting calc-susc to true only incurs little additional CPU costs. While it is recommended to use a large range of bosonic frequencies and a dense mesh of q-points for the computation of self-energies, there is more flexibility when calculating only susceptibilities. Namely, one can set N4iwb = 0 and q_path_susc = T to setup the computation of static susceptibilities along a q-path with potentially a large number of q-points. Results for the static DMFT susceptibility of SrVO 3 are shown in the left panel of Fig. 16 , summed over all orbital contributions. There is only a weak momentum-dependence of the magnetic susceptibility in the high-temperature paramagnetic phase of SrVO 3 , but vertex corrections strongly enhance the susceptibility by a factor of seven.
Indeed only if vertex corrections are taken into account the susceptibility agrees with the experimental value [71, 72] −5 emu/mol). Alternatively, one can set N4iwb = 10 and reduce the number of q-points in order to produce the dynamical susceptibilities shown in the right panel of Fig. 16 . These still need to be analytically continued to the physical (real frequency) dynamical susceptibilities. The susceptibilities on the Matsubara axis shown in Fig. 16 allow however for a better intercomparison and test case without the perils of analytical continuation, e. g. by the maximum entropy method.
Conclusion
In this paper we have outlined the structure of the AbinitioDΓA program package and provided information on how to use it. While the numerical effort is considerably larger than for state-of-the-art DFT+DMFT calculations, our code makes realistic multi-orbital post-DMFT studies feasible. We expect AbinitioDΓA calculations to provide valuable insight into the physics of non-local correlations in strongly correlated materials. Besides studying, e.g., the nature of non-local spin-fluctuations, our methodology also allows to systematically assess the error made in DFT+DMFT calculations.
Materials calculations with diagrammatic extensions of DMFT are just at the beginning. We believe that our code will contribute turning this route into a thriving research field, similar to what DFT+DMFT is today. We hope to foster this development by releasing the AbinitioDΓA program package under the terms of the GNU General Public License version 3.
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