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Abstract
This paper gives a concept of an integral operator defined on a manifold M consisting of triple
of points in Rd making up a regular 3-simplex with the origin. The boundedness of such
operator is investigated. The boundedness region contains more than the Banach range - a
fact that mirrors the spherical Lp-improving estimate. The purpose of this paper is two-fold:
one is to investigate into an integral operator over a manifold created from high-dimensional
regular simplices, two is to start a maximal operator theory for such integral operator.
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1 Introduction
This paper is a generalization of the triangle operator dealt with in [6]. In what follows, a "pyramid"
means a 3-simplex regular tetrahedron. Temporarily let d ě 4. Let
M “ tpu, v, wq P Sd´1 ˆ Sd´1 ˆ Sd´1 : |u´ v| “ |v ´ w| “ |w ´ u| “ 1u.
In other words, M consists of all points pu, v, wq P Rd ˆ Rd ˆ Rd such that t0, u, v, wu forms a
pyramid. Let µ denote the surface measure on the manifoldM . Define a trilinear pyramid operator
T as follows,
T pf, g, hqpxq “
ż
M
fpx´ uqgpx´ vqhpx´ wq dµpu, v, wq,
1
with f, g, h P SpRdq. One simply can’t do anything with such generalization unless one transforms
this definition into a more recognizable integration. To this end, let pu, v, wq P Sd´1ˆSd´1ˆSd´1,
and
|u´ v|2 “ 2´ 2 cos θpu, vq; |v ´ w|2 “ 2´ 2 cos θpv, wq; |u´ w|2 “ 2´ 2 cos θpu,wq,
where θpx1, x2q denotes the angle between the two vectors x1, x2. Hence, in order for pu, v, wq PM ,
|θpu, vq| “ |θpv, wq| “ |θpu,wq| “ π{3.
Consider one such pu, v, wq P M . Choose R P SOpdq such that u “ Re1, v “ Rpave1 ` bve2q, w “
Rpawe1 ` bwe2 ` cwe3q, with av, bv, aw, bw, cw all being positive real numbers bounded by 1 - they
are sines and cosines of angles that make up the pyramid t0, u, v, wu. They are easily calculated
and will be given in later sections. This description means that an integration over M can be
rewritten as an integration over SOpdq,ż
M
F px, y, zq dµpx, y, zq “
ż
SOpdq
F pRe1, Rpave1 ` bve2q, Rpawe1 ` bwe2 ` cwe3qq dR.
Let F px, y, zq “ fpxqgpyqhpzq with f, g, h P SpRdq. Then a form of the pyramid operator is,
T pf, g, hqpxq “
ż
M
fpx´ uqgpx´ vqhpx´ wq dµpu, v, wq
“
ż
SOpdq
fpx´Re1qgpx´ rRave1 `Rbve2sq
ˆ hpx´ rRawe1 `Rbwe2 `Rcwe3sq dR.
That means that the Fourier transform of µ can be written as:
µˆpξ, δ, ηq “
ż
SOpdq
expp´2πi“ξ ¨ Re1 ` δ ¨ Rpave1 ` bve2q ` η ¨Rpawe1 ` pbwe2 ` cwe3‰q dR.
The author investigates the boundedness of T via the decay of µˆ. A tool needed for such analysis
is Lemma A given in Section 4. However, in order to make use of the lemma, one needs to
further decomposes m into pieces mi that are better integrable with better controlled supports.
See 7.2. The price for such decomposition is the need for increase in dimensions. The result here is
that, if d ą 15, then the boundedness region for T contains more than just the Banach range. See
Section 5 for a brief discussion of this range. This is the same phenomenon encountered in [6],
where the triangle operator was considered. In [6], the requirement is d ą 3. This is a feature of
this style of analysis. If one wants to lift this dimensional restriction, one might want to consider
a different analysis route.
1.1 Notations explanation
As usual, SpRdq denotes the set of Schwartz functions on Rd; ConvpSq denotes the interior of
the convex hull formed by points in S; | ¨ | denotes either an absolute, a vector norm or a full-
dimensional Lebesgue measure of a set; Sd´1 denotes the unit sphere in Rd and Bd the unit ball
in Rd.
2 Main theorem
Theorem 1. Let the pyramid operator T pf, g, hqpxq defined as in Section 1. If d ą 15 then
T : Lp ˆ Lq ˆ Ls Ñ Lr in the region p1{p, 1{q, 1{sq P ConvpSq where
S “ tp0, 1, 0q, p1, 0, 0q, p0, 0, 1q, p1{2, 1{2, 1{2q, p1{p0, 1{p0, 0q, p1{p0, 0, 1{p0q, p0, 1{p0, 1{p0qu
with p0 “ 5d3d´2 and 1{r “ 1{p` 1{q ` 1{s.
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3 Analytic tools needed
3.1 The slicing formula for spherical integral
ż
Sd´1
F puq du “
ÿ
˘
ż
Bd´1
F p˘
a
1´ |y|2, yq dya
1´ |y|2
“
ÿ
˘
ż
1
0
ż
Sd´2
F p˘
a
1´ r2, rωq r
d´2
?
1´ r2 dωdr.
3.2 Quotient integral formula
Suppose one has the following integration:
ş
SOpdq fpRq dR, where SOpdq is the orthogonal group
in dimension d and dR is the left- and right-invariant Haar measure on SOpdq. For any closed
subgroup H of SOpdq, there is an invariant Radon measure drSs on the quotient SOpdq{H such
that, ż
SOpdq
fpRq dR “
ż
SOpdq{H
ż
H
fpSR1q dR1drSs.
This is the content of Theorem 1.53 in [2]. In particular, one can normalize the measures to
have them as probability measures. The map S ÞÑ ş
H
fpSR1q dR1 is then constant on cosets in
SOpdq{H, and one further has,ż
SOpdq{H
ż
H
fpSR1q dR1drSs “
ż
SOpdq{H
ż
H
ż
H
fpSTR1q dR1dTdrSs “
ż
SOpdq
ż
H
fpRR1q dR1dR.
For example, if H is the closed subgroup of rotations of fixing one vector e1, then each coset RH
consists of all rotations that maps e1 ÞÑ Re1 and H is isomorphic to SOpd ´ 1q. One has the
following final form of the quotient integral formula that is frequently used in the paper:ż
SOpdq
fpRq dR “
ż
SOpdq
ż
SOpd´1q
fpRR1q dR1dR.
3.3 Bessel functions
Let Js denote the Bessel function of order s. For a reference text on the following facts for
Repsq ą ´1{2, see [9].
3.3.1 Recurrence formula
d
dt
pt´sJsptqq “ ´t´sJs`1ptq.
3.3.2 Bessel functions of small and large arguments
Suppose tÑ 0`. Then,
Jsptq “ t
s
2sΓps` 1q ` Ssptq
with
|Ssptq| ď 2
´RepsqtRepsq`1
pRepsq ` 1q|Γps` 1{2q|Γp1{2q.
In particular this means that if s ą 0 then as tÑ 0`, ˇˇJsptq
ts
ˇˇ Às 1.
For t ě 1, one has, |Jsptq| Às t´1{2; the dominant constant can be chosen to depend smoothly on
Repsq P p´1{2,8q.
Remark 1: These facts, the recurrence formula and the growth rates, imply that if α ą 0,
|pdα{dtαqpt´sJstq| Àα,s 1 as t Ñ 0`, and, |pdα{dtαqpt´sJsptqq| «α,s opt´sq ` t´sJuptq for some
u “ upαq ą 0, as tÑ8. Altogether, one has,ˇˇˇ
ˇ dαdtα pt´sJsptqq
ˇˇˇ
ˇ ď Opp1 ` tq´sq|Juptq|. (3.1)
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Here Opp1 ` tq´sq denotes a term whose magnitude is of the specified order.
3.3.3 The Fourier transform of surface measure
Let dσ be the surface measure on Sd´1, d ě 2. Then,
σˆd´1pξq “
ż
Sd´1
expp´2πiξ ¨ θq dθ “
2πJ d´2
2
p2π|ξ|q
|ξ| d´22
. (3.2)
4 Lemma needed
The following lemma, proven in [5], is needed for the subsequent analysis of the decomposition of
µˆ “: m.
Lemma A. Let 1 ď q ă 3 and set Mq “ t 6d3´q u ` 1. Let mpξ, δ, ηq be a function in LqpR3dq X
CMqpR3dq satisfying
}Bαm}L8 ď C0
for all |α| ďMq. Then the trilinear operator Tm with the multiliplier m satisfies
}Tm}L2ˆL2ˆL2ÑL2{3 ÀC0,d,q }m}q{3Lq .
Remark 2: This statement of Lemma A doesn’t specify clearly the dependence of }Tm}L2ˆL2ˆL2ÑL2{3
on C0. However if one follows the proof of Lemma A in [5], then one sees that a dominant C
1´q{3
0
is implied in the proof. As a matter of fact, for n-multilinear multliplier case, the dependence on
C0 is
}Tm}L2ˆ¨¨¨ˆL2ÑL2{n Àd,q C1´q{Apnq0 }m}q{ApnqLq
where Apnq “ n´1
2n
. The derivation of this fact can be deduced by following the discussion on
higher dimension extension in the same paper [5]. Now, as 1 ď q ă 3, d ě 4, one can take
5d “: Mq ě t 6d2 u` 1. Finally, when m is a measure of finite support, then }m}q{3Lq “ |supppmq|1{3.
5 Banach range
The Banach range [4] for the boundedness of T : Lp ˆ Lq ˆ Ls Ñ Lr is the convex hull
Convpp1, 0, 0q, p0, 1, 0q, p0, 0, 1qq Q p1{p, 1{q, 1{sq
with 1{r “ 1{p`1{q`1{s ď 1. This Banach range can be easily obtained by through an associated
spherical integration. To see this, first recall that,
T pf, g, hqpxq “
ż
M
fpx´ uqgpx´ vqhpx´ wq dµpu, v, wq
“
ż
SOpdq
fpx´Re1qgpx´ rRave1 `Rbve2sq
ˆ hpx´ rRawe1 `Rbwe2 `Rcwe3sq dR.
That means through a crude domination, one arrives at,
|T pf, g, hqpxq| Àd S1p|f |qpxq}g}8}h}8,
where S1 denotes the spherical average operator whose range of boundedness S1 : L
p Ñ Lr is
established within the region that is the interior of the following convex hull:
p1{p, 1{rq P V “ Convpp0, 0q, p1, 1q, pd{pd` 1q, 1{pd` 1qq.
That means that T : Lp ˆ L8 ˆ L8 Ñ Lr with p1{p, 1{rq P V . Due to symmetry between f, g, h
one then has:
T : Lp ˆ L8 ˆ L8 Ñ Lr
T : L8 ˆ L8 ˆ Lp Ñ Lr
T : L8 ˆ Lp ˆ L8 Ñ Lr
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with p1{p, 1{rq P V . Multilinear interpolation allows one to obtain the Banach range for T :
T : Lp ˆ Lq ˆ Ls Ñ Lr
with p1{p, 1{q, 1{sq P Convpp1, 0, 0q, p0, 1, 0q, p0, 0, 1qq and 1{r “ 1{p`1{q`1{s, plus a little bit more
due to the Lp-improving property of the spherical average operator. However, one can consider a
different route to obtain a bigger range. For that, see Section 10.
6 A spherical calculation
Pick pu, v, wq PM . Then one can let:
u “ Re1, v “ Rpp1{2qe1 ` p
?
3{2qe2q, w “ Rpp1{2qe1 ` p1{2
?
3qe2 ` p
?
2{
?
3qe3q, (6.1)
and an integration over M is the same as an integration over SOpdq:ż
M
fpu, v, wq dµpu, v, wq “
ż
SOpdq
fpRe1, Rpp1{2qe1 `Rpp1{2qe1 ` p
?
3{2qe2q,
Rpp1{2qe1 ` p1{2
?
3qe2 ` p
?
2{
?
3qe3qq dR.
Consider the integration that characterizes the Fourier transform of µ:
µˆpξ, δ, ηq “
ż
SOpdq
expp´2πi“ξ ¨ Re1 ` δ ¨Rpp1{2qe1 ` p?3{2qe2q
` η ¨Rpp1{2qe1 ` p1{2
?
3qe2 ` p
?
2{
?
3qe3
‰q dR (6.2)
6.1 First decomposition
One utilizes the quotient integral first time here, with H – SOpd ´ 1q being a subgroup of SOpdq
that fixes e1. Then 6.2 becomes:
µˆpξ, δ, ηq “
ż
SOpdq
expp´2πi“ξ ¨ Re1 ` p1{2qδ ¨Re1 ` p1{2qη ¨Re1‰
ˆ ` ż
SOpd´1q
expp´2πi“p?3{2qδ ¨ RR1e2 ` p1{2?3qη ¨ RR1e2 ` p?2{?3qη ¨ RR1e3‰q dR1˘dR.
(6.3)
The inner integral of 6.3 is:ż
SOpd´1q
expp´2πi“p?3{2qδ ¨RR1e2 ` p1{2?3qη ¨RR1e2 ` p?2{?3qη ¨ RR1e3‰q dR1
Utilizing the invariance of the Haar measure on SOpdq, one can precompose R P SOpdq with a
rotation whose transpose maps
η ÞÑ |η|e3, δ ÞÑ |δ|a2e2 ` |δ|a3e3, ξ ÞÑ |ξ|b1e1 ` |ξ|b2e2 ` |ξ|b3e3, (6.4)
with a2 “ cos θpδ, ηq “ cos θpδ, e3q, a3 “ cos θpδ, e3q, b1 “ cos θpξ, e1q, b2 “ cos θpξ, e2q, b3 “
cos θpξ, e3q. This precomposition has an effect of rotating the sphere under consideration to a
standard position where η, δ are both on the yz-plane. It also has an effect in transforming the
inner integral of 6.3:ż
SOpd´1q
expp´2πi“p?3{2qp|δ|a2e2`|δ|a3e3q¨RR1e2`p1{2?3q|η|e3¨RR1e2`p?2{?3q|η|e3¨RR1e3‰q dR1.
(6.5)
Using orthogonality and the fact that R1e2, R
1e3 are two orthonormal unit vectors in S
d´2, 6.5 can
be transformed intoż
SOpd´1q
expp´2πi“p?3{2qP´1RT p|δ|a2e2 ` |δ|a3e3q ¨ R1e2 ` p1{2?3qP´1RT |η|e3 ¨ R1e2
` p
?
2{
?
3qP´1RT |η|e3 ¨ R1e3
‰q dR1. (6.6)
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Here, P´1 is the projection map that maps every vector into its last d´1 coordinates, for example:
P´1p1, 2, 3q “ p2, 3q.
The meaning of P´1 changes with each dimension under consideration, but it always maps a vector
in Rd to a vector in Rd´1.
6.2 Second decomposition
Consider a subgroup G – SOpd ´ 2q of SOpd ´ 1q that fixes e2. Then use the quotient integral
formula once more with G transform 6.6 into:ż
SOpd´1q
expp´2πi“p?3{2qP´1RT p|δ|a2e2 ` |δ|a3e3q ¨ R1e2 ` p1{2?3qP´1RT |η|e3 ¨ R1e2sq
ˆ ` ż
SOpd´2q
expp´2πirp
?
2{
?
3qP´1RT |η|e3 ¨ R1R2e3
‰q dR2˘dR1 (6.7)
whose inner integral is,ż
SOpd´2q
expp´2πirp
?
2{
?
3qP´1RT |η|e3 ¨ R1R2e3
‰q dR2 “ σˆd´3p|η|p?2{?3qP´1pR1qTP´1RT e3q.
(6.8)
Now P´1R
T e3 is an R
d´1, as explained about the function of P´1. Hence P´1pR1qTP´1RT e3 is an
Rd´2 vector. That means, through Pythagorean theorem:
|P´1pR1qTP´1RT e3|2 “ |pR1qTP´1RT e3|2´ppR1qTP´1RT e3¨j1q2 “ |P´1RT e3|2´pP´1RT e3 ¨R1j1q2.
(6.9)
Here j1 denotes the first canonical unit vector of R
d´1 - the one that has the first component to
be 1 and the remaining d´ 2 components zero. Now put 6.7, 6.8, 6.9 into 6.6 to have:ż
SOpd´1q
expp´2πi“p?3{2qP´1RT p|δ|a2e2 ` |δ|a3e3q ¨ R1j1 ` p1{2?3qP´1RT |η|e3 ¨R1j1‰q
ˆ σˆd´3p|η|p
?
2{
?
3q
b
|P´1RT e3|2 ´ pP´1RT e3 ¨R1j1q2
˘
dR1 (6.10)
6.3 Analysis of 6.10
Firstly, if RT is a d ˆ d rotation matrix, then RT e2, RT e3 are respectively the second and third
columns of RT . These columns are orthogonal to each other. That means that
0 “ pRT e2 ¨ e1qpRT e3 ¨ e1q ` pRT e2 ¨ e2qpRT e3 ¨ e2q ` ¨ ¨ ¨ ` pRT e2 ¨ edqpRT e3 ¨ edq
ñ pRT e2 ¨ e2qpRT e3 ¨ e2q ` ¨ ¨ ¨ ` pRT e2 ¨ edqpRT e3 ¨ edq “ ´pRT e2 ¨ e1qpRT e3 ¨ e1q.
This means that if MR, NR denotes the norm of P´1R
T e2, P´1R
T e3, respectively, and θ
1 is the
angle between P´1R
T e2, P´1R
T e3 then cos θ
1 can be captured by
cos θ1 “ ´pR
T e2 ¨ e1qpRT e3 ¨ e1q
MRNR
“ ´pe2 ¨ Re1qpe3 ¨ Re1q
MRNR
. (6.11)
Furthermore,
M2R “ |P´1RT e2|2 “ 1´ pRT e2 ¨ e1q2 “ 1´ pe2 ¨ Re1q2
N2R “ |P´1RT e3|2 “ 1´ pRT e3 ¨ e1q2 “ 1´ pe3 ¨ Re1q2. (6.12)
Utilizing the invariance of the Haar measure on SOpd ´ 1q again, if one precomposes R1 P
SOpd´ 1q with a rotation in SOpd´ 1q whose transpose maps P´1RT e3 ÞÑ NRe3 and P´1RT e2 ÞÑ
MR cos θ
1e3 `NR sin θ1e2, then 6.10 becomes:ż
SOpd´1q
expp´2πirp
?
3{2qMR|δ|a2 cos θ1 ` p
?
3{2qMR|δ|a3 ` p1{2
?
3qNR|η|qpe3 ¨ R1j1q
` p
?
3{2qMR|δ|a2 sin θ1pe2 ¨ R1j1qsq ˆ σˆd´3p|η|p
?
2{
?
3q
b
N2R ´ pNRe3 ¨R1j1q2q dR1. (6.13)
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Now R1j1 is a unit vector in R
d´1, that means one can rewrite 6.13 in terms of a spherical integral:ż
Sd´2
expp´2πi“p?3{2qMR|δ|a2 cos θ1 ` p?3{2qMR|δ|a3 ` p1{2?3qNR|η|qpe3 ¨ vq
` p
?
3{2qMR|δ|a2 sin θ1pe2 ¨ vq
‰q ˆ σˆd´3p|η|p?2{?3qbN2R ´ pNRe3 ¨ vq2q dσpvq (6.14)
Recall here the slicing formula for the spherical integral adapted to Sd´2:ż
Sd´2
fpuq du “
ÿ
˘
ż
Bd´2
f
´
˘
a
1´ |y|2, y
¯ dya
1´ |y|2
“
ÿ
˘
ż
1
0
ż
Sd´3
f
´
˘
a
1´ r2, rω
¯ rd´2?
1´ r2 dωdr.
Applying this spherical integral to 6.14 - utilizing the fact that e2, e3 are orthogonal to each other
- gives it the following value:
ÿ
˘
ż 1
0
ż
Sd´3
expp´2πi“p?3{2qMR|δ|a2 cos θ1 ` p?3{2qMR|δ|a3 ` p1{2?3qNR|η|qa1´ r2
` p
?
3{2qMR|δ|a2 sin θ1pe2 ¨ rωq
‰q ˆ σˆd´3p|η|p?2{?3qNRrq rd´3?
1´ r2 dωdr
which, after an integration over Sd´3, becomes:
2
ż
1
0
cosp2πp
?
3{2qMR|δ|a2 cos θ1 ` p
?
3{2qMR|δ|a3 ` p1{2
?
3qNR|η|q
a
1´ r2q
ˆ σˆd´3pp
?
3{2qMR|δ|a2r sin θ1qσˆd´3p|η|p
?
2{
?
3qNRrq r
d´3
?
1´ r2 dωdr (6.15)
6.4 Putting everything together
Recall that the outer integral of 6.3 isż
SOpdq
expp´2πi“p|ξ|b1e1`|ξ|b2e2`|ξ|b3e3q¨Re1`p1{2qp|δ|a2e2`|δ|a3e3q¨Re1`p1{2q|η|e3 ¨Re1sq dR
with the ai, bi values as in 6.4. The inner integral of 6.3 is precisely 6.15. Use the invariance
property of the Haar measure on SOpdq again, this time, by precomposing R P SOpdq with a map
whose transpose maps
e1 ÞÑ e3, e3 ÞÑ e2, e2 ÞÑ e1.
One might ask if this will interfere with the previous computations, but the precomposition is done
before all of those computations. Think of this as follows. SOpdq Q R “ S1S2S3, where S3 P SOpdq,
S1 is the original decomposition, which after whose peeling R ÞÑ S2S3, gives 6.15, 6.16. Now one
gives another peeling S2S3 ÞÑ S3. The final value of the inner integral of 6.3, which is 6.15 only
depends on R through MR, NR, θ
1, whose values are easily changed with this precomposition.
Moreover there is a symmetry among u, v, w in 6.1. With that, the outer integral of 6.3 becomes,ż
SOpdq
expp´2πi“p|ξ|b1e3`|ξ|b2e1`|ξ|b3e2q¨Re1`p1{2qp|δ|a2e1`|δ|a3e2q¨Re1`p1{2q|η|e2¨Re1sq dR.
(6.16)
The equations 6.11, 6.12 then become:
cos θ1 “ ´pe1 ¨ Re1qpe2 ¨ Re1q
MRNR
, (6.17)
and,
M2R “ 1´ pe1 ¨ Re1q2
N2R “ 1´ pe2 ¨ Re1q2. (6.18)
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Under this scheme, putting 6.15, 6.16 together, one arrives at the following form of 6.3:
ż
SOpdq
expp´2πi“p|ξ|b1e3`|ξ|b2e1`|ξ|b3e2q¨Re1`p1{2qp|δ|a2e1`|δ|a3e2q¨Re1`p1{2q|η|e2 ¨Re1sq
ˆ 2
ż
1
0
cosp2πp
?
3{2qMR|δ|a2 cos θ1 ` p
?
3{2qMR|δ|a3 ` p1{2
?
3qNR|η|q
a
1´ r2q
ˆ σˆd´3pp
?
3{2qMR|δ|a2r sin θ1qσˆd´3p|η|p
?
2{
?
3qNRrq r
d´3
?
1´ r2 dr dR. (6.19)
6.4.1 The slicing formula
If one applies the slicing formula for the spherical integral twice, one will obtain:ż
Sd´1
fpuq du “
ÿ
˘
ż
Bd´2
f
´
˘
a
1´ |y|2, y
¯ dya
1´ |y|2
“
ÿ
˘
ż 1
0
ż
Sd´2
f
´
˘
a
1´ t2, tω
¯ rd´2?
1´ r2 dωdt
“
ÿ
˘
ÿ
˘
ż 1
0
ż 1
0
ż
Sd´3
fp˘
a
1´ r2,˘t
a
1´ s2, tszq t
d´2
?
1´ t2
sd´3?
1´ s2 dzdtds. (6.20)
Now note that in 6.19, Re1 is a vector in S
d´1. That allows one to rewrite 6.19 back to a spherical
integration, remembering 6.17, 6.18:
µˆpξ, δ, ηq “
ż
Sd´1
expp ´ 2πi“p|ξ|b1e3 ` |ξ|b2e1 ` |ξ|b3e2q ¨ v ` p1{2qp|δ|a2e1 ` |δ|a3e2q ¨ v ` p1{2q|η|e2 ¨ vsq
ˆ 2
ż 1
0
cos
ˆ
2πp
?
3{2q
a
1´ pe1 ¨ vq2|δ|a2 ´pe2 ¨ vqpe1 ¨ vqa
1´ pe1 ¨ vq2
a
1´ pe2 ¨ vq2
` p
?
3{2q
a
1´ pe1 ¨ vq2|δ|a3 ` p1{2
?
3q
a
1´ pe2 ¨ vq2|η|q
a
1´ r2
˙
ˆ σˆd´3
ˆ
p
?
3{2q
a
1´ pe1 ¨ vq2|δ|a2r
d
1´ pe2 ¨ vq
2pe1 ¨ vq2
p1´ pe1 ¨ vq2qp1 ´ pe2 ¨ vq2q
˙
ˆ σˆd´3p|η|p
?
2{
?
3q
a
1´ pe2 ¨ vq2rq r
d´3
?
1´ r2 dr dσpvq. (6.21)
If one wish to apply 6.20 to 6.21 one needs to take orthogonality into consideration. In 6.20,
z P Sd´3 and ?1´ s2 plays the role of the height of Sd´2 above Bd´3. That means that e2 ¨ z
can be taken to be the height
?
1´ s2. If one moves onto the next level, and now ω P Sd´2 then?
1´ t2 similarly plays the role of the height of Sd´1 over Bd´2. That means one can identify the
following in 6.21:
e1 ¨ v “
a
1´ t2
e2 ¨ v “ t
a
1´ s2
e3 ¨ v “ k1 ¨ tsz (6.22)
where k1 here denotes the first canonical unit vector in R
d´2.
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Applying 6.20, 6.22 to 6.21, one has:
µˆpξ, δ, ηq “ 2
ÿ
˘
ÿ
˘
ż
1
0
ż
1
0
ż
1
0
ż
Sd´3
expp´2πi“|ξ|b1tspk1 ¨ zq ` |ξ|b2a1´ t2 ` |ξ|b3ta1´ s2q
` p1{2qp|δ|a2
a
1´ t2 ` |δ|a3t
a
1´ s2q ` p1{2q|η|t
a
1´ s2sq
ˆ cos
ˆ
2πp
?
3{2qt|δ|a2´
?
1´ s2?1´ t2a
1´ t2p1´ s2q ` p
?
3{2qt|δ|a3 ` p1{2
?
3q
a
1´ t2p1´ s2q|η|q
a
1´ r2
˙
ˆ σˆd´3
ˆ
p
?
3{2qt|δ|a2r
d
1´ p1´ t
2qp1 ´ s2q
1´ t2p1´ s2q
˙
ˆ σˆd´3p|η|p
?
2{
?
3q
a
1´ t2p1´ s2qrq
rd´3?
1´ r2
sd´3?
1´ s2
td´2?
1´ t2 dσpzqdrdsdt. (6.23)
One notes that in 6.23 the integration over Sd´3 can be evaluated first, which gives the following
value for µˆpξ, δ, ηq
8
ż 1
0
ż 1
0
ż 1
0
cos
ˆ
|ξ|b2
a
1´ t2 ` |ξ|b3t
a
1´ s2q ` p1{2qp|δ|a2
a
1´ t2 ` |δ|a3t
a
1´ s2q ` p1{2q|η|t
a
1´ s2
˙
ˆ cos
ˆ
2πp
?
3{2qt|δ|a2´
?
1´ s2?1´ t2a
1´ t2p1´ s2q ` p
?
3{2qt|δ|a3 ` p1{2
?
3q
a
1´ t2p1´ s2q|η|q
a
1´ r2
˙
ˆ σˆd´3
ˆ
p
?
3{2qt|δ|a2r
d
1´ p1´ t
2qp1´ s2q
1´ t2p1´ s2q
˙
ˆ σˆd´3p|ξ|b1tsq
ˆ σˆd´3p|η|p
?
2{
?
3q
a
1´ t2p1´ s2qrq r
d´3
?
1´ r2
td´2?
1´ t2
sd´3?
1´ s2 drdsdt. (6.24)
The only value among ai, bi in 6.24 that one should remember, for the subsequent analysis is:
a2 “ cos θpδ, ηq, b1 “ cos θpξ, e3q.
7 An estimation on derivatives
Expression 6.24 might look intimidating, but one only needs to care about the non-cosine factors,
as when one takes derivatives of 6.24 in terms of ξ, δ, η, the contribution of derivatives from those
cosine factors are only at most a constant in absolute values. Hence the factors that one needs to
consider is:
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ż
1
0
ż
1
0
ż
1
0
σˆd´3
ˆ
p
?
3{2qt|δ|a2r
d
1´ p1´ t
2qp1´ s2q
1´ t2p1´ s2q
˙
ˆ σˆd´3p|ξ|b1tsq
ˆ σˆd´3p|η|p
?
2{
?
3q
a
1´ t2p1 ´ s2qrq r
d´3
?
1´ r2
sd´3?
1´ s2
td´2?
1´ t2 drdsdt. (7.1)
Let cos θ :“ cos θpδ, ηq “ a2 and cos θ1 :“ cos θpξ, e3q “ b1. The first lemma to obtain is:
Lemma 1. For all multi-indices α, β, γ,
|Bαξ Bβδ Bγη µˆpξ, δ, ηq| Àα,β,γ p1`minp|δ|, |η|q| cos θ|q´pd´3q{2p1`|ξ|| cos θ1|q´pd´3q{2p1`|pξ, δ, ηq|q´pd´3q{2.
(7.2)
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Indeed, the formula 3.2 gives:
σˆd´3
ˆ
p
?
3{2qt|δ|a2r
d
1´ p1´ t
2qp1 ´ s2q
1´ t2p1´ s2q
˙
“
2πJ d´4
2
ˆ
2πp?3{2qt|δ||a2|r
b
1´ p1´t2qp1´s2q
1´t2p1´s2q
˙
ˇˇˇ
ˇp?3{2qt|δ|a2rb1´ p1´t2qp1´s2q1´t2p1´s2q
ˇˇˇ
ˇ
d´4
2
σˆd´3p|η|p
?
2{
?
3q
a
1´ t2p1 ´ s2qrq “
2πJ d´4
2
p2π|η|p?2{?3q
a
1´ t2p1 ´ s2qrq
||η|p?2{?3q
a
1´ t2p1´ s2qr| d´42
σˆd´3p|ξ|b1tsq “
2πJ d´4
2
p2π|ξ||b1|tsq
||ξ|b1ts| d´42
.
Then from Section 2, Remark 1 and in particular its 3.1, one obtain that every pα, β, γq partial
derivatives of µˆ in terms of ξ, δ, η, respectively, can be dominated by,
Cα,β,γ |ξν1δν2ην3 |p1` |ξ||b1|qpν1 |p1` |δ||a2|qpν2 p1` |η|qpν3
ˆ
ż
1
0
ż
1
0
ż
1
0
ˇˇˇ
ˇJu2
ˆ
2πp
?
3{2qt|δ||a2|r
d
1´ p1 ´ t
2qp1´ s2q
1´ t2p1´ s2q
˙ˇˇˇ
ˇˆ ˇˇJu1p2π|ξ||b1|tsqˇˇ
ˆ ˇˇJu3p2π|η|p?2{?3qa1´ t2p1´ s2qrqˇˇ
ˆ 1
td´4rd´4spd´4q{2
ˆ
1´ p1´t2qp1´s2q
1´t2p1´s2q
˙pd´4q{4ˆ
1´ t2p1´ s2q
˙pd´4q{4 rd´3?1´ r2 s
d´3
?
1´ s2
td´2?
1´ t2 drdsdt
(7.3)
where ui ą 0 and νi’s are multi-indices, such that,
|ξν1 |p1 ` |ξ||b1|qpν1 “ Opp1 ` |ξ||b1|q´
d´4
2 q
|δν2 |p1` |δ||a2|qpν2 “ Opp1 ` |δ||a2|qq´
d´4
2 q
|ην3 |p1 ` |η|qpν3 “ Opp1 ` |η|q´ d´42 q. (7.4)
One also observes that in 7.3:
p1´ t2p1´ s2qqp1 ´ p1´ t
2qp1 ´ s2q
1´ t2p1 ´ s2q q “ s
2,
thus, the non-Bessel factors in the integral in 7.3 is dominated by:
C
rst2?
1´ r2?1´ s2?1´ t2 (7.5)
which is integrable on r0, 1s ˆ r0, 1s ˆ r0, 1s. Lastly from Section 2, one can deduce the following
growth rate for Bessel factors in the integral 7.3:ˇˇ
Ju1p2π|ξ||b1|tsq
ˇˇ À p1` |ξ||b1|q´1{2ˇˇˇ
ˇJu2
ˆ
2πp
?
3{2qt|δ||a2|r
d
1´ p1´ t
2qp1 ´ s2q
1´ t2p1 ´ s2q
˙ˇˇˇ
ˇ À p1` |δ||a2|q´1{2ˇˇ
Ju3p2π|η|p
?
2{
?
3q
a
1´ t2p1´ s2qrqˇˇ À p1 ` |η|q´1{2. (7.6)
Then, due to the symmetry between δ, η and between ξ, δ, η, 7.3, 7.4, 7.5, 7.6 imply 7.2.
Remark 3: One can observe from 6.24 and 7.2 that when any of the vectors ξ, δ, η is the zero vector
or when a2 “ 0 or b1 “ 0 the derived decay for the derivatives has a worse bound than what is
shown in 7.2. It’s interesting since it might hint as a sharp change in behavior for the derivatives.
It’s also non-interesting for the author as these rare cases happen with zero probability.
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8 Decomposition of µˆ
8.1 Partition in |pη, δq|
Let Φ0 P C8c pR2dq satisfying χB2d ď Φ0 ď χ2B2d . For i ě 1, define
Φippη, δqq “ Φ0p2´ipη, δqq ´ Φ0p2´i`1pη, δqq.
Then define
φipξ, δ, ηq “ 1pξqΦipη, δq.
Note that φi is supported on the strip tpξ, δ, ηq : 2i´1 ď |pη, δq| ď 2i`1u and
ř
iě0 φipξ, δ, ηq “ 1.
8.2 Partition in |η|{|δ|
Let ǫ be a sufficiently small positive quantity. Let Ψ P C8c pRq such that χr0,1s ď Ψ ď χr´ǫ,1`ǫs.
For i P Z, define
Ψiptq “ Ψpt´ iqř
k Ψpt´ kq
.
Note that Ψi is defined on the interval r´ǫ` j, j ` 1` ǫs. For i ě 0, define
ψippξ, δ, ηqq “ 1pξqpΨiplog |η| ´ log |δ|q `Ψ´i´1plog |η| ´ log |δ|qq,
which is supported on tpξ, δ, ηq : 2´ǫ2´i ď minp|η|,|δ|q
maxp|η|,|δ|q ď 2ǫ2´i`1u. Also for i ě 0, define
ψippξ, δ, ηqq “
ÿ
kěi
ψippξ, δ, ηqq.
Then ψi is supported on tpξ, δ, ηq : minp|η|,|δ|q
maxp|η|,|δ|q ď 2ǫ2´i`1u and is identically 1 on tpξ, δ, ηq :
minp|η|,|δ|q
maxp|η|,|δ|q ď 2´ǫ2´iu.
Remark 4: To see the second claim above, let t “ log |η| ´ log |δ| and consider
ÿ
jěi
Ψjptq `Ψ´j´1ptq “
ř
jěi Ψpplog |η| ´ log |δ|q ´ jqř
k Ψpplog |η| ´ log |δ|q ´ kq
`
ř
jěiΨpplog |η| ´ log |δ|q ` j ` 1qř
k Ψpplog |η| ´ log |δ|q ´ kq
.
Suppose 2´ǫ2´i|η| ě |δ|. Then the second sum on the RHS above is not "activated" (being
zero), and similarly, the bottom sum is reduced to
ř
kěiΨpplog |η| ´ log |δq ´ kq. One is left with
přjěiΨpplog |η| ´ log |δ|q ´ jqq{přjěiΨpplog |η| ´ log |δ|q ´ jqq “ 1.
8.3 Partition in | cos θ|
Let P P C8c pRq be such that χr´1,1s ď P ď χr´2,2s. For i P Z, define
Piptq “ Pp2´2itq ´ Pp2´2pi´1qtq.
Then for i ě 1, define
ρippξ, δ, ηqq “ 1pξqP´i
ˆˆ
η ¨ δ
|η||δ|
˙2˙
,
then ρi is supported on tpξ, δ, ηq : 2´pi`1q ď | cos θ| ď 2´pi´1qu. Also, define
ρippξ, δ, ηqq “ 1pξq
˜ÿ
jěi
P´j
ˆˆ
η ¨ δ
|η||δ|
˙2˙¸
.
This means that ρi is supported on tpξ, δ, ηq : | cos θ| ď 2´pi´1qu and is identically 1 on tpξ, δ, ηq :
| cos θ| ď 2´pi`1qu. For i “ 0, define
ρ0ppξ, δ, ηqq “ 1pξq
˜ÿ
jď0
P´j
ˆˆ
η ¨ δ
|η||δ|
¸2˙˙
.
Then ρ0ppξ, δ, ηqq is supported on tpξ, δ, ηq : | cos θ| ě 1{2u.
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8.4 Partition in |ξ|
Let Z0 P C8c pRdq satisfying χBd ď Z0 ď χ2Bd . For i ě 1, define
Zipξq “ Z0p2´ipξqq ´ Z0p2´i`1pξqq.
Then for i ě 0, define
ζippξ, δ, ηqq “ Zipξq1ppη, δqq.
Certainly, ζi is supported on tpξ, δ, ηq : 2i´1 ď |ξ| ď 2i`1u and
ř
iě0 ζippξ, δ, ηqq “ 1.
8.5 Partition in | cos θ1|
Let P P C8c pRq and Pi be as before. Then for i ě 1, define
ρ1,ippξ, δ, ηqq “ 1pξqP´i
ˆˆ
ξ ¨ e3
|ξ|
˙2˙
,
then ρ1,i is supported on tpξ, δ, ηq : 2´pi`1q ď | cos θ1| ď 2´pi´1qu. Also, define
ρi1ppξ, δ, ηqq “ 1pξq
˜ÿ
jěi
P´j
ˆˆ
ξ ¨ e3
|ξ|
¸2˙˙
.
This means that ρi
1
is supported on tpξ, δ, ηq : | cos θ1| ď 2´pi´1qu and is identically 1 on tpξ, δ, ηq :
| cos θ1| ď 2´pi`1qu. For i “ 0, define
ρ1,0ppξ, δ, ηqq “ 1pξq
˜ÿ
jď0
P´j
ˆˆ
ξ ¨ e3
|ξ|
¸2˙˙
.
Then ρ1,0ppξ, δ, ηqq is supported on tpξ, δ, ηq : | cos θ1| ě 1{2u.
8.6 The decomposition
Let m “ µˆ. Fix n P N0. If i “ 0, define m0,0,0,0 “ mφ0ψ0ζ0.
When 1 ď i, 0 ď j ď i´ 1, 0 ď k ă t i´j
2
u, define,
mi,j,k “ mφiψjρkρ1,kζi.
When 0 ď j ď i´ 1, k “ t i´j
2
u, define,
m
i,j,t i´j
2
u “ mφiψjρt
i´j
2
uρ
t i´j
2
u
1
ζi.
When i “ j ě 1, define
mi,i,0 “ mφiψiζi.
Remark 5: The decomposition above is inspired by what was done in [6]. The philosophy be-
hind this decomposition scheme is as follows. Starting with a "level" R “ |pξ, δ, ηq|, one wants
|ξ| „ |pδ, ηq| and the ratio |η|{|δ| (or |δ|{|η|) as well as the values of | cos θ|, | cos θ1| to be divided into
possible ranges. When the level R is small, there is no need to divide up cases for the angles. Care
needs to be taken the "border" cases - either j “ i or k “ t i´j
2
u. For the "non-typical" cases, the
saving grace is either these cases are finite in number or the derivatives of the considered functions
are vanishing in the appropriate regions - by construction, derivatives of ψi, ρi, ρi
1
are vanishing
on tpξ, δ, ηq : minp|η|,|δ|q
maxp|η|,|δ|q ď 2´ǫ2´iu, tpξ, δ, ηq : | cos θ| ď 2´pi`1qu and tpξ, δ, ηq : | cos θ1| ď 2´pi`1qu,
respectively.
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For the "typical" cases, which are when i ě j, i ´ j ě 2k, in the support of mi,j,k one has the
following:
22pi´1q ď |η|2 ` |δ|2 ď 22pi`1q
2´ǫ2´j ď minp|η|, |δ|q
maxp|η|, |δ|q ď 2
´ǫ2´j`1
2´pk`1q ď | cos θ| ď 2´pk´1q
2´pk`1q ď | cos θ1| ď 2´pk´1q
2i´1 ď |ξ| ď 2i`1, (8.1)
which implies 2i`2 ě |η| ` |δ| ě 2i´1, and hence
2i´j`2 ě minp|η|, |δ|q ě 2i´j´3
|pξ, δ, ηq| ě p1{2qp|ξ| ` |pδ, ηq|q ě 2i´1. (8.2)
Then, from these calculations and the definitions of φi, ψj , ρk, ρ1,kζi, one has that in the support
of mi,j,k,
}Bαξ Bβδ Bγηφi}L8 , }Bαξ Bβη Bγδ ζi}L8 ď C
}Bαξ Bβδ Bγηψj}L8 À 2´p|β|`|γ|qpi´jq
}Bαξ Bβδ Bγηρk}L8 À 2´p|β|`|γ|qpi´j´2kq
}Bαξ Bβδ Bγηρ1,k}L8 À 2´p|α|qpn´2kq. (8.3)
Finally, from definitions and from 8.1, 8.2, the support of mi,j,k,n, for all cases except for when
k “ 0 or i “ j, is contained in,
tpξ, δ, ηq : minp|η|, |δ|q ď 2i´j`2; |ξ|,maxp|η|, |δ|q ď 2i`1; | cos θ|, | cos θ1| ď 2´pk´1qu.
That means such support volume is bounded by,ż 2i`1
0
ż 2i`1
0
ż 2i´j`2
0
ˆż
Sd´1
ż
Sd´1
χt| cos θpω1,ω2q|ď2´k`1upω1, ω2q dσpω1qdσpω2q
˙2
drdsdt
“d22di2dpi´jq
ˆż
Sd´1
ż
Sd´1
χt| cos θpω1,e1q|ď2´k`1upω1, e1q dσpω1qdσpω2q
˙2
“d22di2dpi´jq
ˆż
Sd´1
χ|ω¨e1|ď2´k`1u dσpω1q
˙2
“d22di2dpi´jq
˜ż 2´k`1
0
rd´2?
1´ r2 dr
¸2
Àd22di2dpi´jq2´2kpd´3q, (8.4)
where one uses the slicing formula in the second to last step.
Remark 6: In the cases when k “ 0 or i “ j, then by definitions, there is no need for the two
spherical integrations in 8.4. One is left with the dominants Odp22di2dpi´jqq or Odp22diq instead.
9 L2 boundedness
Let
mi “
iÿ
j“0
t i´j
2
uÿ
k“0
mi,j,k.
Then let Ti, Ti,j,k denote the operator associated with the multipliers mi,mi,j,k, respectively. In
other words, define
Tipf, g, hqpxq “ F´1pmifˆ b gˆ b hˆqpx, x, xq
Ti,j,k,npf, g, hqpxq “ F´1pmi,j,kfˆ b gˆ b hˆqpx, x, xq
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with f, g, h P SpRdq. One has that,
}T }L2ˆL2ˆL2ÑL2{3 ď
ÿ
iě0
}Ti}L2ˆL2ˆL2ÑL2{3 ď
ÿ
iě0
¨
˝ iÿ
j“0
t i´j
2
uÿ
k“0
}Ti,j,k}L2ˆL2ˆL2ÑL2{3
˛
‚. (9.1)
Hence one hopes that the sum on the farthest left is summable in i.
Now 8.3 and the choices of j, k implies that within its support, the derivatives ofmi,j,k are uniformly
bounded in i, j, k. That means, from definitions of φi, ψj , ρk, ρ1,k, ζi, 7.2, 8.1, 8.2, one has,
}Bαξ Bβη Bγδmi,j,kpξ, η, δq}L8 Àd,α,β,γ 2´2ipd´3q2jpd´3q{22kpd´3q. (9.2)
One simply puts all the findings in 8.4, 9.2 and Remark 6 together, and invoke Lemma A and its
Remark 2, to arrive at,
}Ti,j,k,n}L2ˆL2ˆL2ÑL2{3 Àd 2´p2i{3qpd´3q2jpd´3q{22kpd´3q ¨ p22di2dpi´jq2´2kpd´3qq1{3. (9.3)
Summing 9.3 in terms of j, k gives the following dominant
iÿ
j“0
t i´j
2
uÿ
k“0
}Ti,j,k}L2ˆL2ˆL2ÑL2{3 Àd 2ip9{2´d{2q
iÿ
j“0
2jd{62´3j{2
t i´j
2
uÿ
k“0
2kpd´3q{3
Àd 2ip9{2´d{2q2id{62´3i{22ipd´3q{6
Àd 2´id{6`i5{2.
Hence, in order for the last sum in 9.1 to be summable in i, one must have, d ą 15. This establishes
the dimensional sufficiency for the boundedness of T : L2 ˆ L2 ˆ L2 Ñ L2{3.
10 Bounded region
Recall that T pf, g, hq can be written in the following form:
T pf, g, hqpxq “
ż
SOpdq
fpx´Re1qgpx´ rRp1{2qe1 `Rp
?
3{2qe2sq
ˆ hpx´ rRp1{2qe1 `Rp1{2
?
3qe2 `Rp
?
2{
?
3qe3sq dR.
If this times, one precomposes R P SOpdq with a rotation whose transpose fixes the two vectors
Re1, Rp1{2qe1 `Rp
?
3{2qe2, then one obtains the following form of T pf, g, hq:
T pf, g, hqpxq “
ż
SOpdq
fpx´Re1qgpx´Rrp1{2qe1 ` p
?
3{2qe2sq
ˆ
ż
SOpd´2q
hpx´ rRR1p1{2qe1 `RR1p1{2
?
3qe2 `RR1p
?
2{
?
3qe3sq dR1dR. (10.1)
An application of the Minkowski’s integral inequality [7] to 10.1 gives,
|T pf, g, hqpxq| ď
ż
SOpd´2q
ż
SOpdq
|fpx´Re1q|
ˇˇ
gpx´ rRp1{2qe1 `Rp
?
3{2qe2sq
ˇˇ
ˆ ˇˇhpx´ rRR1p1{2qe1 `RR1p1{2?3qe2 `RR1p?2{?3qe3sqˇˇ dRdR1. (10.2)
If one recognizes that,
∆pf, gqpxq “
ż
SOpdq
fpx´Re1qgpx´ rRp1{2qe1 `Rp
?
3{2qe2sq dR
is the triangle operator considered in [6], one obtains from 10.2
|T pf, g, hqpxq| Àd }h}8|∆p|f |, |g|qpxq|. (10.3)
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Obtained in [6] is an improved range for boundedness of the operator ∆, when d ą 5, which the
found requirement d ą 15 satisfies. That range ∆ : Lp ˆ Lq Ñ Lr is as follows
p1{p, 1{qq P Convpp0, 1q, p1, 0q, p0, 0q, pp3d´ 2q{5d, p3d´ 2q{5qq
1{r “ 1{p` 1{q. (10.4)
Hence, using multilinear interpolation theory [1], 10.3, 10.4 and the fact that T pf, g, hq is symmetric
in f, g, h implies that T : Lp ˆ Lq ˆ Ls Ñ Lr is bounded in:
p1{p, 1{q, 1{sq P ConvpSq
1{r “ 1{p` 1{q ` 1{s (10.5)
where S “ tp1, 0, 0q, p0, 1, 0q, p0, 0, 1q, p0, 0, 0q, pp3d ´ 2q{5d, p3d ´ 2q{5d, 0q, p0, p3d ´ 2q{5d, p3d ´
2q{5dq, pp3d´ 2q{5d, 0, p3d´ 2q{5dqqu. Note that this range includes the mentioned Banach range.
However this convex hull ConvpSq does not include the point p1{2, 1{2, 1{2q - nor does the Banach
range. As shown in the previous sections T : L2 ˆ L2 ˆ L2 Ñ L2{3 as long as d ą 15. To see that
indeed p1{2, 1{2, 1{2q R ConvpSq, let p0 “ 5d3d´2 and suppose that there are 0 ă ti ă 1 such thatř
6
i“1 ti “ 1 and
t1 ` t2 ` t3`t4 ` t5 ` t6 “ 1
t1
1
p0
pe1 ` e2q ` t1 1
p0
pe1 ` e2q ` t1 1
p0
pe1 ` e2q`t4e1 ` t5e2 ` t6e3 “ p1{2, 1{2, 1{2q. (10.6)
Collecting like terms in 10.6 yields the following system:
t1 ` t2 ` t3 ` t4 ` t5 ` t6 “ 1
t4 ` t1{p0 ` t3{p0 “ 1{2
t5 ` t2{p0 ` t1{p0 “ 1{2
t6 ` t2{p0 ` t3{p0 “ 1{2. (10.7)
Adding the last three equations in 10.7 yields another system
t1 ` t2 ` t3 ` t4 ` t5 ` t6 “ 1
pt4 ` t5 ` t6q ` p2{p0qpt1 ` t2 ` t3q “ 3{2.
Thus it’s enough to find if there are two numbers 0 ă t, s ă 1 such that t ` p2{p0qs “ 3{2 and
t ` s “ 1. But this gives a linear system whose solution pt, sq implies that t “ 5d
2d´8 ą 1: a
contradiction.
But this means that one can further improves the range in 10.5. Hence utilizing the multilinear
interpolation theory again, one concludes that T : Lp ˆ Lq ˆ Ls Ñ Lr in:
p1{p, 1{q, 1{sq P ConvpS1q
1{r “ 1{p` 1{q ` 1{s (10.8)
where S1 “ tp1, 0, 0q, p0, 1, 0q, p0, 0, 1q, p0, 0, 0q, pp3d ´ 2q{5d, p3d ´ 2q{5d, 0q, p0, p3d ´ 2q{5d, p3d ´
2q{5dq, pp3d´ 2q{5d, 0, p3d´ 2q{5dq, p1{2, 1{2, 1{2qu.
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