The systemẋ = (A+ Q(t))x, where A is a constant matrix whose eigenvalues are not necessarily simple and Q is a quasiperiodic analytic matrix, is considered. It is proved that, for most values of the frequencies, the system is reducible.
Introduction and results. Consider the quasiperiodic linear differential equationẋ = A + Q(t) x
(1.1) with x an n-dimensional vector, A a constant square matrix of order n, and Q a square matrix of order n, quasiperiodic in time t. We say that a change of variables x = P (t)y is a Lyapunov-Perron (LP) transformation if P (t) is nonsingular and P (t), P −1 (t), andṖ (t) are bounded for all t ∈ R. Moreover, if P , P −1 , andṖ are quasiperiodic in time t, we refer to x = P (t)y as a quasiperiodic LP transformation. If there is a quasiperiodic LP transformation x = P (t)y such that y satisfies the equationẏ = By (1.2) with B a constant matrix, then we say that (1.1) is reducible. The concept of the reducibility was first considered by Lyapunov (see [5] ). There are several authors who investigated the reducibility of (1.1) (see, e.g., [1, 2, 6] ). The present paper complements the results obtained by Jorba and Simó [2] , which we will briefly recall. To this end, we will introduce some notation and definitions that will be used throughout the paper.
We say that a function F is a quasiperiodic function in time t, with the basic frequencies ω = (ω 1 ,...,ω r ), if there exists a function Ᏺ(θ 1 ,...,θ r ) which is 2π -periodic in all its arguments θ j , j = 1,...,r , and such that F(t) = Ᏺ(ω 1 t,...,ω r t). We call Ᏺ the hull of F(t). The function F will be called analytic quasiperiodic in a strip of width δ if, furthermore, Ᏺ is analytic in the complex strip |Imθ| < δ. 
Assume that Q(t) is analytic on the strip of width δ 0 > 0 and that the vector (λ, √ −1ω) satisfies the nonresonance conditions
where l ∈ Z n with |l| = 0, 2 and 0 ≠ k ∈ Z r . It was shown by Jorba and Simó [2] that (1.1) is reducible for in some Cantorian set Ᏹ ⊂ (0, 0 ), with 0 sufficiently small, provided that (1) the eigenvalues λ 1 ,...,λ n of A are different; (2) the eigenvalues λ
for some constant ρ and any 1 ≤ i < j ≤ n.
In [2] , the basic idea is to kill the small perturbation Q(t) by KAM iteration. Condition (2) is used to overcome the problem arising from the frequency shift which comes up in this procedure. By a well-known theorem [3, pages 113-115], condition (1) guarantees that the eigenvalues λ 0 j ( ) ofĀ = A + Q are differentiable in , and that therefore condition (2) can be imposed.
A natural question is: what happens when condition (1) or (2) is not satisfied? The main result of the present paper is the following theorem which gives an answer to this question. The proof is based on the construction of an iterative lemma, Lemma 2.1. In this construction, a finite number of terms in the Fourier expansion of the perturbation are killed in each iteration, and the remainder is included in the higher-order perturbation. The averaged perturbation is included in the timeindependent term. To solve the homological equation, avoiding the problem of small divisors, certain frequencies must be removed from the original frequency set Ω 0 at each iteration step. Showing that the remaining frequencies form a big subset of Ω 0 through the estimates of Section 3 concludes the proof. Remark 1.2. When one of λ j is not simple, the functions λ 0 j ( ) are not necessarily differentiable in . Therefore, in the hypothesis of Theorem 1.1, we have to regard the tangent frequencies ω, instead of , as the parameters used to overcome the frequency shift in KAM iterative steps. Thus, we cannot find explicitly a tangent frequency vector ω satisfying some Diophantine conditions such that Theorem 1.1 holds true. On the other hand, in Theorem 1.1 it is not necessary to excise a subset of small measure from (0, * ). In this sense, Theorem 1.1 complements the results of [2] . Yet another complementary approach is that of [1] , where ω is fixed and reducibility is proved for "most" matrices A.
2. Proof of Theorem 1.1. The proof of Theorem 1.1 is based on Newton iteration. Before we state the main iterative lemma, we need to introduce some notation.
In the following, we denote by C, C 1 , C 2 ,... positive constants which arise in the estimates, by ᏽ the hull of a quasiperiodic function Q(t), and byᏽ the average of ᏽ on the r -torus. For a matrix-valued function Q(t), define
where · is the sup-norm of the matrix. Denote by m the number of the iterative step, and let (1) m be the sequence that bounds the size of the perturbation before the mth iteration step with m = (1+ρ) m−1 and ρ = 1/3, for example;
(2) δ m be the sequence that measures the size of the analyticity domain in the angular variables after m iteration steps with 
where the following conditions are satisfied:
Then (2.3) can be rewritten aṡ
where
, we will find a change of variables
where E is the unit matrix such that (2.3) is changed intȯ
verifying conditions (H1) m+1 and (H2) m+1 . This change of variables is given by the following lemma.
Lemma 2.1 (iterative lemma). Assume that (H1) m and (H2) m are fulfilled. Then there is a quasiperiodic LP transformation
where P m (t) is quasiperiodic with frequency ω and its hull 
We claim that
where C(m) is a constant of the form C 1 m C 2 . In fact,
Next, we perform the change of variables as in (2.7), where E is the unit matrix in R n , to transform (2.10) intȯ
We would like to have
and this implies thatṖ
In order to solve this equation, we consider
where ᏼ is the hull of P (t). Write
Then we get
where we omit the dependence on ω to simplify the notation. That is, 
where in the last inequality we have used (H2) m . Therefore, 
Then, all the ᏼ m , m = 1, 2,..., are well defined in the domain U ∞ × ᏻ ∞ . Set
We see that Φ, and thus Φ, are well defined. Let 
where γ m = γ/m 2n 2 and τ 1 = (r + 1)n 2 , 
Then, for ω ∈ ᏻ m and 0 < |k| ≤ M m , the inverse of G(ω) exists and it is analytic in the domain ᏻ m with
Proof. By the definition of Π m , we get that for ω ∈ Π m and 0 < |k| ≤ M m ,
It is easy to see that
exists for ω ∈ Π m and
where adj is the adjoint of a matrix. Thus, for 0 < |k| ≤ M m ,
Now, we assume that ω ∈ ᏻ m . Then there is an ω 0 ∈ Π m such that |ω − ω 0 | < q m . Thus,
(3.10)
) has its inverse which is analytic in
So, G(ω) has its inverse for ω ∈ ᏻ m and
(3.12)
and using
Cauchy's theorem, we get for 1 ≤ s ≤ n 2 and 0
14)
The combination of (3.1) and (3.14) leads to
We are now in a position to estimate ∂ s ω ᏹ k . To this end, write B(ω) = (b ij ). Then
and therefore,
Without loss of generality, assume that |k| = |k 1 
where C 4 is some constant which depends only on n, r , and on the maximum of |ω| in Π 0 . Obviously,
provided that is small enough so that C 4 1/2 < 1/2. Using (3.26) and Lemma A.3, we get
This completes the proof.
By Lemma 2.1, the nested sequence of closed sets
is defined inductively. The following lemma is a corollary of Lemma 3.2. 
is solvable if and only if the vector equation
is solvable, where
if the inverse exists.
Proof. This lemma can be found in many textbooks on matrix theory; for example, [4, page 256 ].
The following lemma can be found in [7, page 23] .
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