Quantum ergodicity for large equilateral quantum graphs by Ingremeau, Maxime et al.
ar
X
iv
:1
80
3.
07
29
9v
2 
 [m
ath
.SP
]  
17
 Ju
n 2
01
9
QUANTUM ERGODICITY FOR LARGE EQUILATERAL QUANTUM
GRAPHS
MAXIME INGREMEAU, MOSTAFA SABRI, BRIAN WINN
Abstract. Consider a sequence of finite regular graphs converging, in the sense of
Benjamini-Schramm, to the infinite regular tree. We study the induced quantum graphs
with equilateral edge lengths, Kirchhoff conditions (possibly with a non-zero coupling
constant α) and a symmetric potential U on the edges. We show that in the spectral
regions where the infinite quantum tree has absolutely continuous spectrum, the eigen-
functions of the converging quantum graphs satisfy a quantum ergodicity theorem. In
case α = 0 and U = 0, the limit measure is the uniform measure on the edges. In general,
it has an explicit C1 density. We finally prove a stronger quantum ergodicity theorem
involving integral operators, the purpose of which is to study eigenfunction correlations.
1. Introduction
Quantum ergodicity, one of the fundamental theorems of quantum chaos, is a result
about spatial delocalization of eigenfunctions. In its original context [31, 17, 32], it says
that the eigenfunctions of the Laplace-Beltrami operator on a compact Riemannian mani-
fold become equidistributed on the manifold in the high energy limit, provided the geodesic
flow is ergodic.
In their influential work [24], Kottos and Smilansky suggested that the ideas and results
of quantum chaos should apply to quantum graphs. It is therefore natural to inquire
whether quantum ergodicity holds on quantum graphs. By a quantum graph, we mean a
metric graph, equipped with a differential operator and suitable boundary conditions at
each vertex. We refer the reader to Section 2.1 for a more precise definition.
Let us briefly survey some earlier results of quantum ergodicity on quantum graphs.
The first investigation appeared in [9], where it was shown that the eigenfunctions of
star graphs are not quantum ergodic in the high energy limit. More precisely, by studying
the behaviour of the semi-classical measure when the number of bonds becomes large and
the lengths approach a common value, one sees that it is not the uniform measure.
A positive result of quantum ergodicity later appeared in [10] for graphs associated to
intervals maps. In that paper, instead of studying directly the high energy behaviour of
the eigenfunctions ψn of the quantum graph, the authors study the eigenfunctions φj(λn)
of associated unitary operators U(λn) which encode the classical evolution. It is shown
that both notions of quantum ergodicity (for ψn or φj(λn)) are intimately related if the
size of the graph goes to infinity, see also [12] for a precise statement.
The previous result can serve as a motivation to consider asymptotic quantum ergodicity
for general quantum graphs. In this case, one considers a sequence of quantum graphs,
first studying the high energy behaviour, then taking the size of the graph to infinity. A
general strategy for studying this regime was introduced in [20], and it is shown that the
validity of asymptotic quantum ergodicity (AQE) depends on the spectral properties of the
Markov transition matrix Mb,b′(λ) = |Ub,b′(λ)|2. Namely, AQE should hold if the spectral
gap of M(λ) does not decay too fast as the graph grows larger. This can be regarded as
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a “chaotic” assumption, similar to the ergodicity of the geodesic flow on manifolds. Note
that the spectral gap of quantum star graphs closes quite rapidly.
It is natural however to study the high energy behaviour of a fixed compact quantum
graph. This question was settled later in [18] in the case of Kirchhoff boundary conditions,
where it is shown that quantum ergodicity does not hold for a generic metric on the graph,
except if it is homeomorphic to an interval or a circle. The semi-classical measures were
moreover characterized, and the “scars” were described.
To conclude this brief survey, we mention the paper [21] in which bounds on the en-
tropy of the semi-classical measures were obtained for several families of quantum graphs.
Finally, the paper [14] proved that asymptotic quantum ergodicity holds for sequences of
quantum graphs without back-scattering, if the underlying discrete graphs are (q + 1)-
regular expanders with few short loops. Under these “equi-transmitting” boundary con-
ditions (which do not include the Kirchhoff conditions), the Markov operator M(λ) is just
1
qB, where (Bf)(b) =
∑
b+∈N+b f(b
+) is the non-backtracking operator on the edges. It is
known that if the graphs are expanders, then 1qB has a uniform spectral gap [3, 2]. So this
result of [14] confirms the general philosophy of [20] in this situation.
All the previous results were concerned with the high-energy behaviour of eigenfunc-
tions, be it for a sequence of quantum graphs or a fixed graph. In this paper, we are
interested in a different regime. Ultimately, we believe the following principle should be
true : suppose that an infinite, possibly random, quantum tree has purely absolutely con-
tinuous spectrum in an interval I. Consider a sequence of quantum graphs converging to
this tree in the sense of Benjamini-Schramm, and suppose the underlying discrete graphs
are expanders. Then as the graphsGN grow large, the corresponding eigenfunctions whose
energies lie in the bounded interval I will satisfy a quantum ergodicity theorem.
This kind of result can be interpreted as a delocalization result for the infinite quantum
tree. It says that if the tree is spectrally delocalized (has pure AC spectrum in I), then
it also has a form of spatial delocalization (converging quantum graphs satisfy quantum
ergodicity in I).
This point of view originally stemmed from the study of quantum ergodicity for discrete
graphs. The first incarnations of it appeared in the proof of quantum ergodicity for the
adjacency matrix of a regular graph [3, 2, 15]. The question was later addressed in full
generality in [4], in the framework of Schro¨dinger operators on graphs of bounded degrees.
As an important application [5], it was shown that the eigenfunctions of the Anderson
model on a large graph become equidistributed if the disorder is weak enough, in the
region of AC spectrum previously provided by Klein [23]. This was among very few
theorems of delocalization for the Anderson model, the opposite regime of localization
being quite well understood today. More applications appeared in [6], where the first
results of quantum ergodicity for non-regular graphs were given. We also mention the
recent paper [26] which studies quantum ergodicity for sequences of compact hyperbolic
surfaces, also in the bounded interval regime.
The present paper is a first step towards the proof of such a general criterion for quantum
graphs. We study a simple family of quantum graphs : regular equilateral graphs, and
endow them with the natural Kirchhoff conditions. We also allow for identical coupling
constants α on the vertices and identical symmetric potentials U on the edges. It is
known [16] that the corresponding infinite tree has bands of AC spectra. We confirm the
general principle by showing that eigenfunctions with energies in such bands are quantum
ergodic, as the graph grow large. More precisely, when the graph GN is large enough,
the probability measure |ψ(N)j (x)|2 dx on GN approaches an explicit measure 1NΨλj(x) dx,
for most eigenfunctions ψ
(N)
j . In the special case U = α = 0, the density Ψλj (x) is
just a constant and we obtain the uniform measure 2(q+1)N dx on GN (see § 2.4 for more
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precision). In general, Ψλj (x) is essentially the density of the spectral measure of the
infinite quantum tree. The equidistribution in case U = α = 0 holds precisely because
this spectral measure is constant in this case, as x varies along the tree.
Our paper is organized as follows. In Section 2 we introduce our quantum graphs and
discuss the main results. In Section 3, we construct discrete functions on the directed
bonds of GN , which turn out to be eigenfunctions of a non-backtracking operator B. We
then prove our main result in Section 4. As in the case of combinatorial graphs [2, 3, 4], one
can also ask about the behaviour of the eigenfunction correlators ψ
(N)
j (x)ψ
(N)
j (y) dxdy.
For this purpose, we provide a more general quantum ergodicity result, Theorem 2.3,
involving integral operators. This result is proved in Section 5.
We plan to address the general criterion for quantum ergodicity in such a bounded
interval regime in a future work. It should be expected that the proof will become much
more difficult and technical in this case. A very interesting application would be to prove
quantum ergodicity for weak random perturbations of the equilateral model we study here,
whether in the edge lengths or the coupling constants. In fact, it was shown in [1] that
the AC spectrum of the Laplace operator on the equilateral quantum tree Tq, is stable
under weak random perturbations of the edge lengths.
2. Presentation of the results
2.1. Background on quantum graphs. Let G = (V,E) be a (combinatorial) graph,
and fix L > 0. The associated equilateral metric graph, denoted by G, is obtained by
identifying each edge with [0, L]. In doing so, we fix an orientation on each e ∈ E,
identifying 0 with an origin oe ∈ V and L with a terminus te ∈ V . We shall write dG for
the distance on G induced by the usual distance on [0, L].
A quantum graph is a self-adjoint differential operator acting on the Hilbert space
H :=⊕e∈E L2[0, L]. We consider the following Schro¨dinger operator.
Let U ∈ L∞(0, L) be a real-valued potential satisfying
U(L− x) = U(x) .
We define an operator HG acting on ψ = (ψe)e∈E ∈
⊕
e∈EW
2,2(0, L) ⊂ H by
(2.1) (HGψe)(xe) = −ψ′′e (xe) + U(xe)ψe(xe).
Thus defined, HG is not essentially self-adjoint: we need to impose suitable bound-
ary conditions at each vertex. In this paper, we will consider the generalized Kirchhoff
boundary conditions with parameter α ∈ R given by
• Continuity: For all v ∈ V and all e, e′ ∈ E, we have ψe(te) = ψe′(oe′) =: ψ(v) if
te = oe′ = v.
• Current conservation: For all v ∈ V ,∑
e:oe=v
ψ′e(0)−
∑
e:te=v
ψ′e(L) = αψ(v).
If G is finite, HG is self-adjoint on the domain of functions in
⊕
e∈E W
2,2(0, L) satisfying
the Kirchhoff conditions. When G = Tq is the infinite tree, HTq is essentially self-adjoint
on the set of compactly supported functions in
⊕
e∈EW
2,2(0, L) satisfying the Kirchhoff
conditions [16], and can hence be uniquely extended to a self-adjoint operator. We refer
the reader to [11] for more details on the construction and properties of quantum graphs.
In the sequel, we will consider sequences of finite graphs GN = (VN , EN ), which we will
suppose to be (q + 1)-regular for some q ≥ 2, meaning that all vertices are connected to
exactly q+1 neighbors. However, to lighten a bit notations and proofs, the parameters L
and α, as well as the potential U , will not depend on N .
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Eigenfunctions on the edges. Fix an edge e ∈ EN and consider the eigenproblem
(2.2) − ψ′′e + Uψe = λψe
for λ ∈ C and ψe ∈W 2,2(0, L). On this edge e ≡ [0, L], choose a basis of solutions Cλ(x),
Sλ(x) of (2.2) satisfying (
Cλ(0) Sλ(0)
C ′λ(0) S
′
λ(0)
)
=
(
1 0
0 1
)
.
Note that if U ≡ 0, we may take Cλ(x) = cos
√
λx and Sλ(x) =
sin
√
λx√
λ
.
Denote c(λ) = Cλ(L), s(λ) = Sλ(L), c
′(λ) = C ′λ(L) and s
′(λ) = S′λ(L). Any solution
ψe of (2.2) satisfying ψe(0, λ) = c1 and ψ
′
e(0, λ) = c2 will have at L the values
(2.3)
(
ψe(L, λ)
ψ′e(L, λ)
)
=Mλ
(
c1
c2
)
where Mλ =
(
c(λ) s(λ)
c′(λ) s′(λ)
)
.
By the Wronskian identity, we have
(2.4) c(λ)s′(λ)− s(λ)c′(λ) = 1.
Since U is symmetric, we have the following identity (cf. [16, Lemma 3.1]):
(2.5) c(λ) = s′(λ)
Indeed, x 7→ Cλ(L− x) and x 7→ s′(λ)Cλ(x)− c′(λ)Sλ(x) are both solutions of (2.2), with
the same value and derivative at x = L, so that they must be equal. Evaluating these
functions at x = 0 gives (2.5). Similarly, we have
(2.6) s(λ)Cλ(x)− c(λ)Sλ(x) = Sλ(L− x).
2.2. Spectral theory on the infinite tree. Let HTq be the operator (2.1) on the equi-
lateral (q + 1)-regular quantum tree G = Tq, with the Kirchhoff boundary conditions.
It is known [16] that
(2.7) σ(HTq ) = σ1 ∪ σ2 ,
where
(2.8) σ1 = {λ ∈ R : |(q + 1)c(λ) + αs(λ)| ≤ 2√q} ,
σ2 = {λ ∈ R : s(λ) = 0} .
Moreover, assuming q ≥ 2,
σac(HTq) = σ1 , σpp(HTq) = σ2 and σ1 ∩ σ2 = ∅ .
In general, σ2 is a discrete set, σ2 ⊂ σ(D), where D is the operator Dψ = −ψ′′ + Uψ
with Dirichlet boundary conditions on [0, L] and points of σ2 are eigenvalues of HTq with
infinite multiplicity. Moreover, σ(HTq ) has a band structure with infinitely many gaps
[29]. In the special case α = 0 and U ≡ 0, we denote −∆Tq = HTq , and have
σac(−∆Tq) =
∞⋃
n=1
[(
(n− 1)π + θ
L
)2
,
(
nπ − θ
L
)2]
and σpp(−∆Tq) =
{(nπ
L
)2}∞
n=1
,
where θ = arccos
2
√
q
q+1 ∈ (0, π2 ).
We say that I ⊂ σac(HTq) is in a fixed band if the map I ∋ λ 7→ (q + 1)c(λ) + αs(λ) is
injective.
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2.3. Presentation of our results. Consider a sequence of (q+1)-regular combinatorial
graphs GN = (VN , EN ), with |VN | = N , satisfying the following assumptions:
(EXP) The sequence (GN ) is a family of expanders. That is, there exists β > 0 such
that the spectrum σ(
AGN
q+1 ) ⊂ [−1 + β, 1− β] ∪ {1} for all N , where AGN is the adjacency
matrix of the graph GN .
(BST) For all r > 0,
lim
N→∞
#{x ∈ VN : ρGN (x) < r}
N
= 0
where ρGN (x) is the largest ρ such that the sub-graph contained in a ball of radius ρ
centered at x has no closed cycles.
These assumptions were also needed to prove quantum ergodicity for discrete graphs
in [2, 4]. They are known to be “generic”, in the sense that a regular graph picked at
random will typically satisfy these assumptions. There are also explicit examples of (GN )
satisfying both assumptions [27, 13]. Assumption (BST) means that the graphs (GN )
have few short cycles, equivalently, they converge to the combinatorial (q+1)-regular tree
Tq in the sense of Benjamini-Schramm [8].
We may now present our main result, which essentially says that in the regions where
HTq is spectrally delocalized, it also has a form of spatial delocalization. Namely, if we
consider a sequence of quantum graphs converging to Tq, then the eigenfunctions in any
bounded interval within the AC spectrum of HTq are quantum ergodic when the graph is
large enough. To clarify this result, we present it in the form of three theorems of growing
generality. Theorem 2.1 discusses the special case where the observables are constant
on the edges. General bounded observables are considered in Theorem 2.2. Finally,
Theorem 2.3 studies the case where the observables are replaced by integral kernels.
Theorem 2.1. Assume (GN ) satisfies (EXP) and (BST).
Let (ψ
(N)
n )n∈N be an orthonormal basis of eigenfunctions of HGN and let (λ
(N)
n ) be the
corresponding sequence of eigenvalues. Let I be an open interval such that I ⊂ σac(HTq)
lies in a fixed band of AC spectrum, and denote by N(I) the count of λ
(N)
n ∈ I.
Let a : EN → [−1, 1]. Then
(2.9) lim
N→∞
1
N(I)
∑
λ
(N)
n ∈I
∣∣∣〈ψ(N)n , aψ(N)n 〉 − 〈a〉∣∣∣2 = 0 ,
where 〈ψ(N)n , aψ(N)n 〉 =
∑
e∈EN a(e)
∫ L
0 |ψ
(N)
n (xe)|2 dxe and
〈a〉 = 1|EN |
∑
e∈EN
a(e).
We postpone discussing the consequences of this theorem until § 2.4. In order to describe
the limiting distribution of the |ψ(N)n (t)|2 dt inside the edges, we now replace the locally
constant observables a(xe) = a(e) by general observables f(xe) as follows.
Theorem 2.2. Assume (GN ) satisfy (EXP) and (BST).
Let (ψ
(N)
n )n∈N be an orthonormal basis of eigenfunctions of HGN and let I be an open
interval such that I ⊂ σac(HTq) lies in a fixed band of AC spectrum. Then for any function
f = (fe) ∈
⊕
e∈EN L
2[0, L] satisfying |f(x)| ≤ 1, we have
(2.10) lim
N→∞
1
N(I)
∑
λ
(N)
n ∈I
∣∣∣〈ψ(N)n , fψ(N)n 〉 − 〈f〉λ(N)n ∣∣∣2 = 0 ,
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where 〈ψn, fψn〉 =
∑
e∈EN
∫ L
0 fe(xe)|ψn(xe)|2 dxe,
(2.11) 〈f〉λn =
1
N
∑
e∈EN
∫ L
0
fe(xe)Ψλn(xe) dxe ,
Ψλ(xe) =
1
κλ
·
ImGλ+i0
Tq
(x˜e, x˜e)
ImGλ+i0
Tq
(o, o)
,
and if w(λ) := (q + 1)c(λ) + αs(λ), we have
(2.12) κλ =
q + 1
s2(λ)
∫ L
0
S2λ(t) dt+
w(λ)
s2(λ)
∫ L
0
Sλ(L− t)Sλ(t) dt .
Here, x˜e is a lift of xe to Tq (the universal cover of GN).
In the previous theorem, Gγ
Tq
(x, y) = (HTq − γ)−1(x, y) is the Green’s function of HTq ,
o is an arbitrary vertex, and we denoted Gλ+i0(x, y) = limη↓0Gλ+iη(x, y). Note that this
Green’s function is completely explicit, see (3.8) and Appendix A.
Theorem 2.1 follows directly from Theorem 2.2 and identity (A.5), which says that∫ L
0 Ψλn(t) dt =
2
q+1 , and thus
∫ L
0 Ψλn(t) dt
N =
1
|EN | .
Note that the observable f depends on N , though we do not indicate this explicitly in
the notation. In fact, one chooses an observable f = fN for each graph GN .
Quantum ergodicity for integral operators. We now present a more general quantum er-
godicity result whose aim is to study the eigenfunction correlator ψ
(N)
n (x)ψ
(N)
n (y) dxdy.
This also allows us to gain a better understanding of the limiting density Ψλ.
In general, an integral operator on
⊕
e L
2[0, Le] takes the form
(Kψ)(xe) =
∑
e′∈EN
∫ Le′
0
Ke,e′(xe, ye′)ψe′(ye′) dye′ .
In the following we consider integral operators whose kernels vanish if d(e, e′) is large. For
convenience, we consider directed edges and consider operators of the form
(2.13) (Kkψ)(xb) =
∑
(b1,...,bk)b
∫ L
0
Kb1,bk(xb1 , ybk)ψbk(ybk) dybk ,
where b1 := b and the sum runs over non-backtracking paths of length exactly k whose
first vertices are (ob, tb). Given such Kk, we have
(2.14)
2
〈
ψ(N)n ,Kkψ
(N)
n
〉
=
∑
(b1;bk)∈Bk
∫ L
0
∫ L
0
Kb1,bk(xb1 , ybk)ψ
(N)
n (xb1)ψ
(N)
n (ybk) dxb1dybk ,
where the sum now runs over all k-paths (b1; bk) ≡ (x0;xk) in GN . The factor 2 in the
left-hand side of (2.14) arises because we sum over each bond twice. We shall prove that
Theorem 2.3. Under the assumptions of Theorem 2.2, if the integral kernels satisfy
|Kb1,bk(xb1 , ybk)| ≤ 1, then
lim
N→∞
1
N(I)
∑
λ
(N)
n ∈I
∣∣∣〈ψ(N)n ,Kkψ(N)n 〉 − 〈Kk〉λ(N)n ∣∣∣2 = 0 ,
where
〈Kk〉λ(N)n =
1
N
∑
(b1;bk)∈Bk
∫ L
0
∫ L
0
Kb1,bk(xb1 , ybk)Ψλ(N)n ,k
(xb1 , ybk) dxb1 dybk ,
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and for xb1 ∈ b1, ybk ∈ bk, we have
(2.15) Ψλ,k(xb1 , ybk) =
1
2κλ
·
ImGλ+i0
Tq
(x˜b1 , y˜bk)
ImGλ+i0
Tq
(o, o)
.
Here, x˜b1 and y˜bk are lifts of xb1 and ybk to Tq such that d(x˜b1 , y˜bk) = d(xb1 , ybk).
2.4. Consequences. Using Markov’s inequality, it follows from Theorem 2.1 that for any
ǫ > 0, we have
lim
N→∞
1
N(I)
#
{
λ(N)n ∈ I :
∣∣∣〈ψ(N)n , aψ(N)n 〉− 〈a〉∣∣∣ > ǫ} = 0 .
In particular, we obtain that for fixed large N , we have
(2.16)
∑
e∈EN
a(e)
∫ L
0
|ψ(N)n (xe)|2 dxe ≈
1
|EN |
∑
e∈EN
a(e)
for most λ
(N)
n ∈ I. Formula (2.16) is justified if a is supported on a macroscopic part
of GN , say | supp a| = c · |GN | for some 0 < c ≤ 1. In this case, the error term, which
is related to the presence of cycles, is sufficiently small for typical graphs. However, the
control we have on the remainder in the limit (2.9) is not good enough to justify (2.16)
when a has a small support (for instance, when a is supported on a single edge). Similar
difficulties arise for combinatorial graphs [3, 6].
For general observables f , we similarly deduce from Theorem 2.2 that
(2.17)
∫
GN
|ψ(N)n (x)|2f(x) dx ≈
1
N
∫
GN
f(x)Ψ
λ
(N)
n
(x) dx
for most λ
(N)
n ∈ I and observables with large support. One subtlety one should not forget
is that when we say “for most λ
(N)
n ”, the set of indices for which this holds true depends
on the observable f .
The limit measure turns out to be the uniform measure in the special case U ≡ 0 and
α = 0, as we report in Appendix A.2. So in that special case we get for any observable
f (N) = f with large support that
∫
GN
|ψ(N)n (x)|2f(x) dx ≈ 1|GN |
∫
GN
f(x) dx for most
λ
(N)
n ∈ I. In other words, most eigenfunctions equidistribute in the large graph limit
(in a weak sense). Such an equidistribution holds because in this special case, for any
fixed λ, the density of the spectral measure of the infinite tree 1π ImG
λ+i0(x, x) is constant
as x moves along the tree, so that Ψ
λ
(N)
n
(x) is a constant. In general, (2.17) says that
|ψ(N)n (x)|2 varies along the tree essentially like this density does (at the fixed λ(N)n ). Note
that by (A.4), x 7→ Ψλ(x) is continuously differentiable and symmetric on each edge :
Ψλ(L− x) = Ψλ(x).
Curiously, the coefficient 1κλn
is the ℓ2-norm of the function ψn restricted to the vertices
(see (4.11)).
Theorem 2.3 can similarly be interpreted as saying that when N gets large enough, the
correlation ψ
(N)
n (xb1)ψ
(N)
n (ybk) dxb1 dybk approaches
1
N · 1κλ ·
ImGλn
Tq
(x˜b1 ,y˜bk )
ImGλn
Tq
(o,o)
dxb1 dybk .
Note that Theorem 2.3 formally generalizes Theorem 2.2. In particular, the |ψ(N)n (t)|2 dt
equidistributes if and only if the diagonal Ψλn,1(t, t) = constant.
Remark 2.4. We can also test for quantum ergodicity in several bands of AC spectra
simultaneously. In fact, if I is a finite union of open intervals Ir, each lying in a band,
then the variance (2.10) of each Ir vanishes, so the same holds for the sum on I.
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If we replace 1N(I) by
1
N in (2.10), we can deduce moreover that the variance (2.10) also
vanishes for I between the AC bands, as long as I ∩ σ2 = ∅. In this case, no real proof
is needed; this simply follows because the number of eigenvalues in such regions becomes
negligible as the graph grows large. See Remark 4.4 for details.
Finally, one does not expect delocalization for λ ∈ σ2. For such λ, one can use the
Dirichlet condition s(λ) = 0 to construct eigenfunctions of HGN which are supported on
cycles with an even number of edges, essentially by taking Sλ(x) on each edge of the cycle.
See [25, Figure 4] for an illustration. Such eigenfunctions vanish identically elsewhere on
the graph, quite the opposite of being “uniformly distributed”. See [25, Section 5] and
[18] for further discussion on eigenfunctions of small support.
Remark 2.5. One may wonder if we can hope for a stronger “quantum unique ergodicity”
result, namely that
∫
GN
|ψ(N)n (x)|2f(x) dx ≈ 1|GN |
∫
GN
f(x) dx for all λ
(N)
n ∈ I and all
observables f .
To illustrate the subtlety of this question, let us discuss the very easy case where q = 1
and U = α = 0. In other words, GN is just an N -cycle. Under Kirchhoff conditions, the
Laplacian on GN is the same as the Laplacian on the interval IN = [0, NL] with periodic
boundary conditions. Note that this case does not enter the framework of our theorem,
since these graphs are not expanders.
An orthonormal basis of eigenfunctions of −∆IN is given by ek(x) =
exp( 2πikx
NL
)√
NL
, k ∈ Z.
For this basis, quantum ergodicity, and even quantum unique ergodicity, are trivial; in
fact
∫ |ek(x)|2f(x)dx = 1NL ∫ f(x) dx.
A more interesting basis is given by (vj)j∈N, where
v0(x) =
1√
NL
, v2j(x) =
√
2
NL
sin
(
2jπx
NL
)
, and v2j+1(x) =
√
2
NL
cos
(
2jπx
NL
)
.
In this case we have,
∫ |v2j(x)|2f(x) dx = 1NL ∫ f(x) dx − 1NL ∫ f(x) cos(4jπxNL ) dx as well
as
∫ |v2j+1(x)|2f(x) dx = 1NL ∫ f(x) dx+ 1NL ∫ f(x) cos(4jπxNL ) dx. Hence,
1
N(I)
∑
λj∈I
|〈vj , fvj〉 − 〈f〉|2 = 1
N(I)
∑
λj∈I
∣∣∣∣ 1NL
∫
f(x) cos
(4jπx
NL
)
dx
∣∣∣∣2 .
But
∑
j∈N |
√
2
NL
∫
cos(4jπxNL )f(x) dx|2 =
∑
j∈N |〈v4j+1, f〉|2 ≤ ‖f‖2L2(IN ) ≤ NL, assuming
|f(x)| ≤ 1. Hence,
1
N(I)
∑
λj∈I
|〈vj , fvj〉 − 〈f〉|2 ≤ 1
N(I)
· 1
NL
·NL = 1
N(I)
→ 0
as N →∞, since N(I)→∞. In fact, λj ∈ [a, b] iff (2πjNL )2 ∈ [a, b], i.e. j ∈ [NL2π
√
a, NL2π
√
b],
so N(I) = cI ·N . This proves (2.10) for this basis.
However, note that for λj ∈ I, so that j = NL2π cj for some cj ∈ [
√
a,
√
b], we have∫ |v2j(x)|2f(x) = 2NL ∫ f(x) sin2(cjx) dx. We may choose observables such that this is
not close to the uniform average. In fact, taking f(x) = cos(2cjx) yields the error
1
NL
∫
f(x) cos(2cjx) =
1
2 . Therefore, in this case, we do not have
∫
GN
|ψ(N)n (x)|2f(x) dx ≈
1
|GN |
∫
GN
f(x) dx for all λ
(N)
n ∈ I and all observables f .
This example shows that even in very simple graphs, a naive statement of QUE will
not hold in the large N limit. The fact that the eigenfunctions and observables vary with
N makes things quite complicated, so the pertinent formulation is not entirely clear at
this point. Note that in contrast, for fixed N , say N = 1, the same basis satisfies QUE in
the high energy limit. In that case, |〈vj , fvj〉 − 〈f〉| = | 1L
∫ L
0 f(x) cos(4jπx/L) dx| → 0 as
j →∞ by the Riemann-Lebesgue lemma.
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3. Relationship between the continuous and discrete problems
In this section, we derive some preliminary relations between the eigenfunctions of HG
and AG in § 3.1, and the Green’s functions of HTq and ATq in § 3.2, which will be used
later to prove the main result. We conclude this section by recalling the basic properties
of the spherical function of Tq in § 3.3.
3.1. Non-backtracking eigenfunctions. Given γ ∈ C, we set
(3.1) w(γ) := (q + 1)c(γ) + αs(γ) .
As in [16], we consider
(3.2) µ±(γ) :=
w(γ) ±√w(γ)2 − 4q
2q
.
This function arises in the study of transfer matrices on the quantum tree. Note that for
λ ∈ σac(HTq), the µ±(λ) are complex conjugate (see (2.8)), with |µ±(λ)|2 = 1q . In general,
(3.3) µ+(γ)µ−(γ) =
1
q
, q
(
µ+(γ) + µ−(γ)
)
= w(γ) .
If (λ
(N)
j )j∈N ⊂ R is the discrete spectrum of HGN , we shall denote µ±j := µ±(λ(N)j ). We
drop the superscripts (N) from notations where it will not lead to confusion.
Fix G = GN . Given an orthonormal basis (ψj) of eigenfunctions of HG with eigenvalues
λj, we define the discrete function ψ˚j on VN by
(3.4) ψ˚j(v) = ψj(v) .
This is well-defined as ψj satisfies Kirchhoff conditions.
Let B be the set of directed edges of GN , so |B| = 2 |EN | = N(q+1). Each edge b ∈ B
has an origin ob ∈ VN and a terminus tb ∈ VN . We denote by bˆ the reversal of b.
Consider the non-backtracking operator B defined on ℓ2(B) by
(Bf)(b) =
∑
b+∈N+
b
f(b+) ,
where N+b is the set of edges b′ with ob′ = tb and b′ 6= bˆ, i.e. the set of outgoing edges from
b. Define τ± : CVN → CB by
(τ+ψ)(b) = ψ(tb) and (τ−ψ)(b) = ψ(ob) .
Inspired by [2], we define
(3.5) fj = τ+ψ˚j − µ−j τ−ψ˚j and f∗j = τ−ψ˚j − µ−j τ+ψ˚j .
Lemma 3.1. The following properties hold:
(3.6) AGψ˚j = w(λj)ψ˚j ,
(3.7) µ−j Bfj = fj and µ−j B∗f∗j = f∗j .
Proof. Let v ∈ VN and b ∈ B be such that v = tb. We write
(AGψ˚j)(tb) = ψj(ob) +
∑
b+∈N+b
ψj(tb+).
Recall that ψj(tb+) = ψj(ob+)c(λj)+ψ
′
j(ob+)s(λj). By the Kirchhoff conditions, ψj(ob+) =
ψj(tb) and
∑
b+∈N+
b
ψ′j(ob+) = ψ
′
j(tb) + αψj(tb). We thus get
(AGψ˚j)(tb) = ψj(ob) + [qc(λj) + αs(λj)]ψj(tb) + s(λj)ψ′j(tb).
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By (2.3),
(
ψj(ob)
ψ′j(ob)
)
= M−1λj
(
ψj(tb)
ψ′j(tb)
)
. It follows that ψj(ob) = c(λj)ψj(tb) − s(λj)ψ′j(tb).
Recalling (3.1), this proves (3.6). Next,
(Bfj)(b) =
∑
b+∈N+
b
[ψj(tb+)− µ−j ψj(ob+)]
= (Aψ˚j)(tb)− ψj(ob)− qµ−j ψj(tb)
= [w(λj)− qµ−j ]ψj(tb)− ψj(ob).
Using (3.3), we get (Bfj)(b) = qµ+j ψj(tb)− ψj(ob) = 1µ−j fj(b).
Finally, to prove that B∗f∗j = 1µ−j f
∗
j , note that if ι is the edge reversal, i.e. (ιf)(x0, x1) =
f(x1, x0), then B∗ = ιBι and f∗j = ιfj , so we deduce that B∗f∗j = 1µ−j f
∗
j . 
3.2. Relationship between the continuous and discrete resolvents. Let Gγ
Tq
(x, y)
be the integral kernel of the resolvent of HTq at energy γ ∈ C, and let GγATq (v,w) be the
Green’s function (ATq − γ)−1(v,w). This is well-defined, at least when γ ∈ C+ = {Im z >
0}, so that γ is away from the spectrum. On the real line, we denote
Gλ(x, y) := Gλ+i0(x, y) := lim
η↓0
Gλ+iη(x, y), λ ∈ R
when this limit exists. We use this notation for Green’s functions of different objects,
indicated with subscripts.
Explicit expressions for the Green’s function on the quantum tree were worked-out by
Carlson in [16]. One fixes b0 ∈ Tq, b0 ≡ [0, L], and define for x ∈ b0,
Uγ(x) = −s(γ)Cγ(x) +
[
c(γ)− qµ+(γ)]Sγ(x) ,
Vγ(x) = s(γ)Cγ(L− x)−
[
c(γ) − qµ+(γ)]Sγ(L− x) .
Given x0 ∈ b0, using the notations of [1], we let T+x0 and T−x0 be the subtrees produced by
cutting T at x0. Any b
+ ∈ T+x0 has the form Bnb0, which is an abusive notation to say
that b+ can be reached by a non-backtracking path of length n from b0. Similarly, any
b− ∈ T−x0 takes the form b− = B∗mb0 for some m. We then define the functions{
U−γ;x0(y) = (µ
−(γ))m Uγ(yˇ) if y ∈ B∗mb0,
V +γ;x0(y) = (µ
−(γ))n Vγ(yˇ) if y ∈ Bnb0,
where yˇ is the point in b0 at the corresponding position to y. Then U
−
γ;x0 and V
+
γ;x0 are
solutions to the Kirchhoff problem on T−x0 and T
+
x0 , respectively. Given x, y ∈ T, choose
o, v such that x, y ∈ T+o ∩T−v . Define
(3.8) Gγ
Tq
(x, y) =

U−γ;v(x)V
+
γ;o(y)
W γv,o(x)
if y ∈ T+x ,
U−γ;v(y)V
+
γ;o(x)
W γv,o(x)
if y ∈ T−x ,
where W γv,o(x) is the Wronskian
W γv,o(x) = V
+
γ;o(x)(U
−
γ;v)
′(x)− (V +γ;o)′(x)U−γ;v(x) .
Then it is shown in [16] that Gγ
Tq
(x, y) is precisely the Green kernel of HTq .
In Appendix A.1, we prove the following lemma :
Lemma 3.2. Let γ ∈ C+ and v,w be vertices in Tq. Then we have
Gγ
Tq
(v,w) = −s(γ)Gw(γ)ATq (v,w) .
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If λ ∈ σac(HTq), we also have Gλ+i0Tq (v,w) = −s(λ)G
w(λ)+i0
ATq (v,w).
3.3. Spherical functions. The spherical function of parameter λ ∈ R is given, for d ∈ N0,
by
(3.9) Φλ(d) = q
−d/2
(
2
q + 1
Pd
(
λ
2
√
q
)
+
q − 1
q + 1
Qd
(
λ
2
√
q
))
,
where Pr(cos θ) = cos rθ and Qr(cos θ) =
sin(r+1)θ
sin θ are the Chebyshev polynomials of the
first and second kinds, respectively.
As is well-known, for λ ∈ (−2√q, 2√q), we have
Φλ(d(v,w)) =
ImGλATq (v,w)
ImGλATq (o, o)
,
where o ∈ Tq is any vertex. This follows from the fact that Φλ,v(w) := Φλ(d(v,w)) is
the unique (generalized) eigenfunction of ATq which is radial from v and normalized as
Φλ,v(v) = 1. So one just checks that the function on the right-hand side satisfies these
properties. Here “generalized” means non-ℓ2 (the spectrum of ATq is purely AC).
Using Lemma 3.2, we deduce that for λ ∈ σac(HTq),
(3.10) Φw(λ)(k) =
ImGλ
Tq
(v,w)
ImGλ
Tq
(o, o)
for vertices v, w separated by a distance k on the tree.
The spherical function is also the unique solution of the recursive relation
(3.11) Φλ(d) =
1
q
(λΦλ(d− 1)− Φλ(d− 2))
with initial conditions
(3.12) Φλ(1) =
λ
q + 1
and Φλ(0) = 1.
4. Proof of the main theorem
To prove Theorem 2.2 (which contains Theorem 2.1 as a special case) we need to show
that the quantum variance
(4.1)
1
N(I)
∑
λ
(N)
n ∈I
∣∣∣〈ψ(N)n , fψ(N)n 〉 − 〈f〉λ(N)n ∣∣∣2
vanishes as N → ∞. Recall that 〈ψn, fψn〉 =
∑
e∈EN
∫ L
0 fe(xe)|ψn(xe)|2 dxe and 〈f〉λn is
defined in (2.11).
Our strategy is as follows. We first show in § 4.1 that this quantum variance involving
functions on the metric graph, can be bounded from above by certain variances defined
on the discrete graph. Let us introduce some notations to clarify this point.
If k ∈ N, we denote by Hk = CBk the set of complex-valued functions on the set Bk of
(discrete) non-backtracking paths of length k in G = GN . By convention, B0 = VN and
B1 = B.
Given Kλ ∈ Hk, a family of observables depending on λ, we define the discrete quantum
variance
(4.2) VarI (Kλ) =
1
N(I)
∑
λn∈I
∣∣∣〈ψ˚n,KλnG ψ˚n〉∣∣∣2 ,
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where the functions ψ˚n : VN → C were defined in (3.4) and
(4.3) 〈ϕ,KGψ〉 =
∑
(x0;xk)∈Bk
ϕ(x0)K(x0;xk)ψ(xk) .
Then the main result of § 4.1 appears as (4.15). The main difficulty with the resulting
variances is that the discrete observables Kλf,n, J
λ
f,n and M
λ
f,n depend on the energy (al-
though the original continuous observable f does not !). In fact, as one sees from (4.2), each
eigenfunction ψ˚n comes with its own observable, generically denoted K
λn . This difficulty
can be avoided in the special case of Theorem 2.1, where the observable f is constant on
each edge. See Lemma 4.2 and the comment after Remark 4.4. In fact, the analysis greatly
simplifies in this case; one may bound the variance from above by a Hilbert-Schmidt norm
without much difficulty (Lemma 4.3), then proceed to control this norm using the tools of
quantum ergodicity for regular combinatorial graphs developed in [3, 2]. There is no need
to speak about Green’s functions at this point.
The general case is more delicate. To handle the energy-dependent observables Kλn , we
use the non-backtracking eigenfunctions fj, f
∗
j from (3.5). We define the non-backtracking
quantum variance by
(4.4) VarInb(K
λ) =
1
N(I)
∑
λj∈I
∣∣∣〈f∗j ,KλjB fj〉∣∣∣2
for Kλj ∈ Hk, where we denoted
(4.5) 〈f,KBg〉 =
∑
(x0;xk)∈Bk
f(x0, x1)K(x0;xk)g(xk−1, xk) .
We show in § 4.2 how to reduce the control of VarI (Kλ) to a control of VarInb(K˜λ).
The result appears as (4.18). This reduction is not new, so we briefly summarize it for the
reader’s convenience. Our next aim in § 4.3 is to give an upper bound for these variances
in terms of a Hilbert-Schmidt norm, see Lemma 4.5. This result is quite technical. One
cannot apply the results of [2, 4] directly to the operators Jm appearing in the proof. Still,
we follow the general arguments of [4, Section 4], and we were able to simplify many ideas
for the specific framework of our paper. Now that we finally have Hilbert-Schmidt norms
of discrete observables, we can follow the scheme of [2] to conclude the proof.
So the case of general observables is more difficult, but worth the effort. As discussed
in § 2.4, it is this result that allows us to understand the behaviour of |ψn(x)|2 inside
the edges. Our result says that the limiting measure will not be the Lebesgue measure
in general, but will have a positive density Ψλn(x) instead. A first description of Ψλ
appears in (4.14) while following the reduction. This definition, involving the trigonometric
function Sλ(x) introduced in (2.1), doesn’t really give any insight on the reason why the
probability densities |ψn(x)|2 approach this limit. This is why we spend certain effort to
relate this to the Green function of the infinite quantum tree, by investigating further the
spectral analysis of HTq initiated in [16]. The result appears as (A.4), and finally gives the
interesting interpretation that |ψn(x)|2 will vary (in x) like the relative spectral density
of HTq , which is encoded by a quotient of Green’s functions. We believe this is a quite
important part of the paper, but the computations are heavy, so we collected them in an
appendix.
4.1. Reduction to a discrete quantum variance. We begin by showing that that
‖ψn‖L2(GN ) can be expressed in terms of ‖ψ˚n‖ℓ2(VN ).
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Lemma 4.1. Let (ψn) be an orthonormal basis of eigenfunctions with corresponding eigen-
values (λn). For any n such that λn /∈ σ2, we have
(4.6) ‖ψn‖2 = q + 1
s2(λn)
(∫ L
0
S2λn(x) dx
)
‖ψ˚n‖2
+
1
s2(λn)
(∫ L
0
Sλn(L− x)Sλn(x) dx
)
w(λn)‖ψ˚n‖2 .
Proof. We may write ψn(xb) = ψn(ob)Cλn(xb)+ψ
′
n(ob)Sλn(xb), expressing ψn in the basis
Cλn(x) and Sλn(x). Since ψn(tb) = ψn(ob)c(λn) + ψ
′
n(ob)s(λn), and since λn /∈ σ2 implies
s(λn) 6= 0, we get using (2.6),
(4.7) ψn(xb) =
Sλn(L− xb)
s(λn)
ψn(ob) +
Sλn(xb)
s(λn)
ψn(tb)
Thus,∫ L
0
fb(x)|ψn(x)|2 dx = |ψn(ob)|
2
s2(λn)
∫ L
0
fb(x)S
2
λn(L− x) dx
+
ψn(ob)ψn(tb) + ψn(ob)ψn(tb)
s2(λn)
∫ L
0
fb(x)Sλn(L− x)Sλn(x) dx
+
|ψn(tb)|2
s2(λn)
∫ L
0
fb(x)S
2
λn(x) dx .(4.8)
Consider the special case where fb ≡ 1 for all b. Since ‖ψn‖2 = 12
∑
b∈B
∫ L
0 |ψn(x)|2 dx
(the half is due to directed edges), and since
∫ L
0 S
2
λn
(L− x) dx = ∫ L0 S2λn(x) dx, we get
2 ‖ψn‖2 = 1
s2(λn)
(∫ L
0
S2λn(x) dx
)(∑
b∈B
|ψn(ob)|2 +
∑
b∈B
|ψn(tb)|2
)
+
1
s2(λn)
(∫ L
0
Sλn(L− x)Sλn(x) dx
)∑
b∈B
(ψn(ob)ψn(tb) + ψn(ob)ψn(tb)) .
Now
∑
b |ψn(ob)|2 =
∑
b |ψn(tb)|2 = (q + 1)‖ψ˚n‖2,
∑
b ψn(ob)ψn(tb) = 〈ψ˚n,AGN ψ˚n〉 and∑
b ψn(tb)ψn(ob) = 〈AGN ψ˚n, ψ˚n〉.
The result then follows from (3.6), which tells us that AGN ψ˚n = w(λn)ψ˚n. 
Further to (4.2) and (4.3) we also introduce
(4.9) 〈K〉 = 1
N
∑
(x0;xk)∈Bk
K(x0;xk) and H
o
k = {K ∈ Hk : 〈K〉 = 0}
and notice that if Sk ∈ Hk are the constant functions
(4.10) S0(x0) = 1 and Sk(x0;xk) =
1
(q + 1)qk−1
for k ≥ 1, then for any K ∈ Hk, we have K − 〈K〉Sk ∈ H ok .
The following lemma allows us to reduce the statement of Theorem 2.2 to a bound on
the variances of three operators. Recall that κλn and 〈f〉λn were defined in Theorem 2.2.
Lemma 4.2. Let (ψn) be an orthonormal basis of eigenfunctions of HGN with eigenvalues
(λn). Assume λn ∈ I ⊂ σac(HTq). Then:
(i) We have
(4.11) ‖ψ˚n‖2 = 1
κλn
≤ CL,I
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for some constant CL,I ;
(ii) Given a function f = (fe) on the quantum graph GN , define Kf,n, Jf,n ∈ H0 and
Mf,n ∈ H1 by
Kf,n(x0) =
∑
x1∼x0
1
s2(λn)
∫ L
0
f(x0,x1)(t)S
2
λn(L− t) dt ,
Jf,n(x1) =
∑
x0∼x1
1
s2(λn)
∫ L
0
f(x0,x1)(t)S
2
λn(t) dt ,
Mf,n(x0, x1) =
2
s2(λn)
∫ L
0
f(x0,x1)(t)Sλn(L− t)Sλn(t) dt .
Then
(4.12) 2 〈ψn, fψn〉 = 〈ψ˚n, (Kf,n + Jf,n +Mf,n)Gψ˚n〉 .
Moreover, we have
(4.13) 2 (〈ψn, fψn〉 − 〈f〉λn) = 〈ψ˚n, (Kf,n − 〈Kf,n〉S0)Gψ˚n〉+ 〈ψ˚n, (Jf,n − 〈Jf,n〉S0)ψ˚n〉
+ 〈ψ˚n, (Mf,n − 〈Mf,n〉S1)Gψ˚n〉 ;
(iii) If f is locally constant, i.e. fe(x) = ce and |ce| ≤ 1, define Kf ∈ H0 and Mf ∈ H1 by
Kf (x0) =
∑
x1∼x0 c(x0,x1) and Mf (x0, x1) = c(x0,x1). Then we get for I ⊂ σac(HTq)
and 〈f〉 as in Theorem 2.1,
1
N(I)
∑
λn∈I
|〈ψn, fψn〉 − 〈f〉|2 ≤ C ′L,I
(
VarI (Kf − 〈Kf 〉S0) + VarI (Mf − 〈Mf 〉S1)
)
,
for some constant C ′L,I .
Proof. (i) The equality in (4.11) follows from (4.6), by the definition of κλn . To see the uni-
form bound, first note by Cauchy-Schwarz that | ∫ L0 Sλn(L−x)Sλn(x) dx| ≤ ∫ L0 S2λn(x) dx.
We therefore have
κλn ≥
q + 1− |w(λn)|
s2(λn)
∫ L
0
S2λn(x) dx.
As λn ∈ σac(HTq), we have |w(λn)| ≤ 2
√
q. Hence, κλn ≥ q+1−2
√
q
s2(λn)
∫ L
0 S
2
λn
(x) dx. Finally,
note that I ∋ λ 7→ 1s2(λ)
∫ L
0 S
2
λ(x) dx is continuous, so it reaches its minimum on I ⊂
σac(HTq ), say at λ∗. This minimum cannot be zero, otherwise S2λ∗(x) would be identically
zero. Hence, 1s2(λn)
∫ L
0 S
2
λn
(x) dx ≥ cL,I > 0, proving the claim.
(ii) Equation (4.12) readily follows from (4.8). To deduce (4.13), note that
2 (〈ψn, fψn〉 − 〈f〉λn) = 〈ψ˚n, (Kf,n + Jf,n +Mf,n)Gψ˚n〉 − 2 〈f〉λnκλn · ‖ψ˚n‖2 .
On the other hand,
〈ψ˚n, (〈Kf,n〉S0 + 〈Jf,n〉S0 + 〈Mf,n〉S1)Gψ˚n〉 =
(
〈Kf,n〉+ 〈Jf,n〉+ 〈Mf,n〉
q + 1
w(λn)
)
· ‖ψ˚n‖2 ,
where we used (3.6), that AGN ψ˚n = w(λn)ψ˚n. But
QUANTUM ERGODICITY FOR LARGE EQUILATERAL QUANTUM GRAPHS 15
(4.14) 〈Kf,n〉+ 〈Jf,n〉+ 〈Mf,n〉
q + 1
w(λn) =
1
N
∑
(x0,x1)∈B
1
s2(λn)
∫ L
0
f(x0,x1)(t)
·
[
S2λn(L− t) + S2λn(t) +
2Sλn(L− t)Sλn(t)
q + 1
w(λn)
]
dt
=
κλn
N
∑
(x0,x1)∈B
∫ L
0
f(x0,x1)(t)Ψλn(t) dt = 2κλn〈f〉λn ,
where we used (A.4). Hence, (4.13) is proved by comparing the expressions.
(iii) If f is locally constant, f(x0,x1)(t) = c(x0,x1), we get 〈f〉λn = 〈f〉 by (A.5). Also,
〈ψ˚n, (Kf,n)Gψ˚n〉 = 〈ψ˚n, (Jf,n)Gψ˚n〉 = an,L〈ψ˚n, (Kf )Gψ˚n〉 ,
〈ψ˚n, (Mf,n)Gψ˚n〉 = bn,L〈ψ˚n, (Mf )Gψ˚n〉
〈Kf,n〉 = 〈Jf,n〉 = an,L〈Kf 〉 and 〈Mf,n〉 = bn,L〈Mf 〉 .
where an,L =
1
s2(λn)
∫ L
0 S
2
λn
(t) dt and bn,L =
2
s2(λn)
∫ L
0 Sλn(L − t)Sλn(t) dt. Since |an,L| ≤
CIL and |bn,L| ≤ C ′IL for λn ∈ I ⊂ σac(HTq), the proof is complete. 
Note that (4.13) implies the following bound on the quantum variance :
(4.15)
1
N(I)
∑
λ
(N)
n ∈I
∣∣∣〈ψ(N)n , fψ(N)n 〉 − 〈f〉λ(N)n ∣∣∣2 ≤
VarI (Kλf,n − 〈Kλf,n〉S0) + VarI (Jλf,n − 〈Jλf,n〉S0) + VarI (Mλf,n − 〈Mλf,n〉S1).
4.2. From the variance to the non-backtracking variance. We now express (4.15)
in terms of non-backtracking variances, following [2]. Denote Nx = {y : y ∼ x}.
As in [2, §3], we introduce the stochastic operators S : Hk → Hk,
S := AG
q + 1
if k = 0 and S := 1
q
B for k ≥ 1 .
Here, (Bf)(x0;xk) =
∑
xk+1∈Nxk\{xk−1} f(x1, xk+1). We then define
ST := 1
T
T−1∑
m=0
(T −m)Sm and S˜T := 1
T
T∑
m=1
Sm .
Note that
Kλj = (I − S)(STKλj ) + S˜TKλj .
Let us define ik : Hk → Hk+1 by (ikJ)(x0;xk+1) = J(x1;xk+1), ∇∗ : H1 → H0
by (∇∗K)(x0) =
∑
x−1∼x0 K(x−1, x0) −
∑
x1∼x0 K(x0, x1) and ∇∗ : Hk+1 → Hk by
(∇∗K)(x0;xk) =
∑
x−1∈Nx0\{x1}K(x−1;xk) −
∑
xk+1∈Nxk\{xk−1}K(x0;xk+1) for k ≥ 1.
Then we have
∇∗i0K = (q + 1)(I − S)K and ∇∗ikK = q(I − S)K for k ≥ 1 .
Hence, using the fact that VarI (K1 +K2) ≤ 2VarI (K1) + 2VarI (K2), we obtain
(4.16) VarI (Kλ − 〈Kλ〉Sk) ≤ 2q−2VarI (∇∗ikSTKλ) + 2VarI (S˜TKλ − 〈Kλ〉Sk〉 ,
where Sk is as in (4.10).
Recalling (4.3), (4.5) and (3.5), a simple calculation shows that
2i Imµ−j · 〈ψj , (∇∗K)Gψj〉 = 〈f∗j ,KBfj〉 − 〈g∗j ,KBgj〉 ,
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where gj , g
∗
j are defined like fj, f
∗
j , except that µ
−
j are replaced by µ
−
j . See also [2, Lemma
6.4] and [2, Lemma 7.8] for a similar argument. It follows that1
VarI (∇∗ikSTKλ) ≤ max
j
1
| Imµ−j |2
VarInb(ikSTKλ) .
Assuming I ⊂ σac(HTq) is in a fixed band, so that w(I) ⊂ (−2
√
q, 2
√
q), this maximum is
bounded by some CI . Back to (4.16), note that for any K, we have
S˜T 〈K〉Sk = 〈K〉Sk ,
since S1 = 1. We thus finally get
(4.17) VarI (Kλ − 〈Kλ〉Sk) ≤ 2q−2CI VarInb(ikSTKλ) + 2VarI
(
S˜T [Kλ − 〈Kλ〉Sk]
)
.
Taking advantage of the invariance. Let us introduce the operators Rλjn,r : Hk → Hn+k
defined by
(Rλjn,rKλj )(x0;xn+k) = (µ−j )n−r(µ−j )rKλj(xn−r;xn−r+k) .
Then 〈f, (Rλjn,rK)Bg〉 = 〈(B∗µ−j )n−rf,KB(Bµ−j )rg〉. It follows from (3.7) that VarInb(Kλ) =
VarInb(
1
n
∑n
r=1Rλn,rKλ). Using (4.15) and (4.17), we thus obtain
(4.18)
1
N(I)
∑
λj∈I
∣∣〈ψj , fψj〉 − 〈f〉λj ∣∣2
≤ CI VarInb
( 1
n
n∑
r=1
Rλn,ri0STKλf
)
+ CI Var
I
nb
( 1
n
n∑
r=1
Rλn,ri0STJλf
)
+ CI Var
I
nb
( 1
n
n∑
r=1
Rλn,ri1STMλf
)
+ 2VarI
(
S˜T [Kλf − 〈Kλf 〉S0]
)
+ 2VarI
(
S˜T [Jλf − 〈Jλf 〉S0]
)
+ 2VarI
(
S˜T [Mλf − 〈Mλf 〉S1]
)
,
where K
λj
f := Kf,j, J
λj
f := Jf,j and M
λj
f := Mf,j.
4.3. Controlling the variances. We next try to bound the variances in terms of Hilbert-
Schmidt norms. For clarity, we start with energy-independent observables K.
Lemma 4.3. Suppose that I is in a fixed band of AC spectrum. Then for any K ∈ Hk,
VarI (K) ≤ CL,I N
N(I)
‖K‖2H + ck,q,L,I
N
N(I)
#{x : ρGN (x) < k}
N
‖K‖2∞ .
where ‖K‖2
H
= 1N
∑
(x0;xk)∈Bk |K(x0;xk)|2 and ‖K‖∞ = max(x0;xk) |K(x0;xk)|.
Proof. As we showed in Lemma 3.1, if λ is an eigenvalue of the quantum graph with
eigenvector ψ, then w(λ) is an eigenvalue of AGN with eigenvector ψ˚. By assumption, if
λn, λj ∈ I and λn 6= λj , then w(λn) 6= w(λj), so the eigenvectors ψ˚n and ψ˚j are orthogonal.
If λn = λj = λ and ψn ⊥ ψj , we find as in (4.6) that 〈ψ˚n, ψ˚j〉κλ = 0, so ψ˚n and ψ˚j are
1Actually, instead of VarInb(J), we should have
1
2
VarInb(J) +
1
2
V˜arInb(J), where V˜ar
I
nb is defined using
gj , g
∗
j instead. Since this variance is controlled exactly like Var
I
nb(J), except for replacing µ
−
j by µ
−
j in the
arguments, we omitted it for transparency.
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again orthogonal. If φn := ψ˚n/‖ψ˚n‖, we may thus complete (φn)λn∈I to an orthonormal
basis (φn)
N
n=1 of ℓ
2(GN ). Hence, recalling (4.2) and using (4.11), we get
VarI (K) ≤ CL,I
N(I)
∑
λn∈I
‖KGψ˚n‖2 ≤
C2L,I
N(I)
∑
λn∈I
‖KGφn‖2
≤ C
2
L,I
N(I)
N∑
n=1
‖KGφn‖2 = C2L,I
N
N(I)
‖KG‖2HSN ,
where ‖KG‖2HSN = 1N
∑
x,y∈VN |KG(x, y)|2 is a normalized HS norm. We may then apply
[2, Proposition 1], which tells us that
‖KG‖2HSN ≤ ‖K‖2H + ck,q,L,I
#{x : ρGN (x) < k}
N
‖K‖2∞
for some ck,q,L,I > 0. This concludes the proof. 
Remark 4.4. The fraction NN(I) arising in Lemma 4.3 is asymptotically bounded. In
fact, as w is injective on I, we have N(I) = #{w(λj) ∈ w(I)}. Moreover, w(λj) are all
eigenvalues of AGN . Conversely, if µj ∈ w(I), µj = w(tj) is an eigenvalue of AGN , we may
construct an eigenfunction of HGN with eigenvalue tj via formula (4.7). Hence, N(I) is the
number of eigenvalues of AGN in w(I), so N(I)N → µo(w(I)) := 〈δo, χw(I)(ATq )δo〉 by the
law of Kesten-McKay [22, 28]. Since w(I) ⊂ (−2√q, 2√q), we have µo(w(I)) ≥ CI > 0.
Hence2, lim supN→∞ NN(I) ≤ C−1I .
From here, one may adapt the “ultra-short” proof of [2, §4], see also [6, §2], to obtain
a simple proof of Theorem 2.1. Indeed, in this case, the observables are independent of
the energy (cf. Lemma 4.2.(iii)). Since our main concern is Theorem 2.2, we consider the
general case directly. As the observables now depend on the energy (Lemma 4.2.(ii)), we
use the non-backtracking quantum variance and give the following analogue of Lemma 4.3.
Lemma 4.5. Let Kλ ∈ Hk, k ≥ 1, depend on λ as in (4.18), and let I be in a fixed band
of the AC spectrum. Then
(4.19) lim sup
N→∞
VarInb(K
λ) ≤ C(L, I) lim sup
N→∞
∫
I
‖Kλ‖2H dλ ,
where ‖Kλ‖2
H
= 1N
∑
(x0;xk)
|Kλ(x0;xk)|2. A similar bound holds for VarI (Kλ) if k = 0, 1.
It is important that C(L, I) is independent of k. In fact, this lemma will be applied to
Kλ ∈ Hn+k, with n→∞.
Proof. As in Lemma 4.3, if φj := ψ˚j/‖ψ˚j‖, we may complete (φj)w(λj)∈w(I) to an orthonor-
mal basis (φj)
N
j=1 of ℓ
2(GN ). Denote f˜j = fj/‖ψ˚j‖. We then have for mj = w(λj),
VarInb(K
λ) ≤ CL,I,q
N(I)
∑
mj∈w(I)
‖Kw−1(mj)B f˜j‖2 .
As previously mentioned, mj = w(λj) are eigenvalues of AGN and we denote the rest
of the eigenvalues corresponding to the completed base (φj)
N
j=1 also by {mj}Nj=1.
Since w is injective and continuous on I, it is either strictly increasing or strictly de-
creasing. Assuming the former without loss of generality, we now define Jmj = Kw
−1(mj)
if mj ∈ w(I), Jmj = Kb if mj ≥ w(b) and Jmj = Ka if mj ≤ w(a), where [a, b] := I.
2Note that this argument continues to hold on any I on which w is injective and I ∩σ2 = ∅. If moreover
I ∩ σ1 = ∅, we see that N(I)N → µo(w(I)) = 0 because w(I) ∩ (−2
√
q, 2
√
q) = ∅.
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Let χ be a continuous function, with 0 ≤ χ ≤ 1, χ = 1 on w(I), χ = 0 outside a
δ-enlargement w(I)δ of w(I). We have
VarInb(K
λ) ≤ CL,I,q
N(I)
∑
mj∈w(I)
‖JmjB f˜j‖2 ≤
CL,I,q
N(I)
N∑
j=1
χ(mj)‖JmjB f˜j‖2
=
C
N(I)
N∑
j=1
χ(mj)
∑
(x0,x1)∈B
∑
(x2;xk),(y2;yk)
Jmj (x0;xk)Jmj (x0; yk)f˜j(xk−1, xk)f˜j(yk−1, yk) ,
where the last sum runs over paths (x2;xk), (y2; yk) with x2, y2 ∈ Nx1\{x0}, and (x0; yk) :=
(x0, x1, y2, . . . , yk). To keep the notations clear, we now assume that
(4.20) Jm(x0;xk) = F (m)K(x0;xk)
for some continuous function F on R, |F (m)| ≤ cI . We comment on the case of the
operators in (4.18) at the end of the proof.
Recalling (3.5) and the formula f(AG)(x, y) =
∑N
j=1 f(mj)φj(x)φj(y), we get
VarInb(K
λ) ≤ C
N(I)
N∑
j=1
|F (mj)|2χ(mj)
∑
(x0,x1)∈B
∑
(x2;xk),(y2;yk)
K(x0;xk)K(x0; yk)
×
((
φj(xk)− ν(mj)φj(xk−1)
)(
φj(yk)− ν(mj)φj(yk−1)
))
=
C
N(I)
∑
(x0,x1)∈B
∑
(x2;xk),(y2;yk)
K(x0;xk)K(x0; yk)
[
(χ|F |2)(AG)(xk, yk)
− (νχ|F |2)(AG)(xk, yk−1)− (νχ|F |2)(AG)(xk−1, yk)
+
1
q
(χ|F |2)(AG)(xk−1, yk−1)
]
,
where ν(m) = µ−(w−1(m)), and we used the fact that |µ−(λ)|2 = 1q for λ ∈ Iδ.
As in [2, Proposition 3], see also [4, Theorem 4.1], we approximate each continuous
function χ(m)|F (m)|2, ν(m)χ(m)|F (m)|2, ν(m)χ(m)|F (m)|2 by polynomials Q1, Q2, Q3
up to an ǫ error. Let dǫ = max(deg(Qi)).
Recall that ρGN (x) is the largest ρ such that BGN (x, ρ) has no closed cycles. If ρG(x0) ≥
dǫ + k =: dǫ,k, the balls BGN (x0, dǫ,k) and BTq (x˜0, dǫ,k) are thus isomorphic, so we get
Qi(AG)(x, y) = Qi(ATq )(x˜, y˜) for all x, y ∈ BGN (x0, k), where x˜, y˜ ∈ BTq(x˜0, k) are lifts
of x, y. The “bad” x0 with ρG(x0) < dǫ,k induce an error term. Finally, we replace the
polynomials Qi by the original functions, yielding an ǫ error. In the end, we get
VarInb(K
λ) ≤ C
2
N(I)
∑
ρG(x0)≥dǫ,k
∑
x1∼x0
∑
(x2;xk),(y2;yk)
K(x0;xk)K(x0; yk)
[
(χ|F |2)(ATq )(x˜k, y˜k)− (νχ|F |2)(ATq )(x˜k, y˜k−1)− (νχ|F |2)(ATq )(x˜k−1, y˜k)
+
1
q
(χ|F |2)(ATq )(x˜k−1, y˜k−1)
]
+
C ′N(q + 1)q2k
N(I)
ǫ ‖K‖2∞
+ C ′
#{ρG(x) < dǫ,k}
N(I)
(q + 1)q2k‖K‖2∞
for some C ′ > 0.
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Since ATq has purely absolutely continuous spectrum, it follows that f(ATq)(v,w) =
1
π
∫
f(m) ImGm(v,w) dm, where Gm(v,w) = limη↓0(ATq − (m + iη))−1(v,w) (see for in-
stance [7, Lemma 3.6]). Hence,
VarInb(K
λ) ≤ c
N(I)
∑
ρG(x0)≥dǫ,k
∑
x1∼x0
∑
(x2;xk),(y2;yk)
(
K(x0;xk)K(x0; yk)∫
w(I)δ
χ(m)|F (m)|2
[
ImGm(x˜k, y˜k)− µ−(w−1m) ImGm(x˜k; y˜k−1)
− µ−(w−1m) ImGm(x˜k−1, y˜k) + 1
q
ImGm(x˜k−1, y˜k−1)
]
dm
)
+
C ′N(q + 1)q2k
N(I)
ǫ ‖K‖2∞ + C ′
#{ρG(x) < dǫ,k}
N(I)
(q + 1)q2k‖K‖2∞.
If d(v,w) = s, then ImGm(v,w) = cmΦm(s), where Φm is the spherical function defined
in (3.9) and cm = ImG
m(o, o). Let ek = (xk−1, xk), e′k = (yk−1, yk) and suppose ek 6= e′k.
Then there is a path (v0, . . . , vs) with v0 = x˜k, v1 = x˜k−1, vs−1 = y˜k−1, vs = y˜k. So the
term in square brackets takes the form
(4.21) cm
(
Φm(s)−
[
µ−(w−1m) + µ−(w−1m)
]
Φm(s− 1) + 1
q
Φm(s− 2)
)
= 0 ,
where we used the fact that q(µ−(t)+µ−(t)) = w(t), as well as (3.11). Since ρG(x0) ≥ dǫ,k,
ek 6= e′k iff (y2; yk) 6= (x2;xk). We thus see that the sum vanishes if (y2; yk) 6= (x2;xk), so
only the diagonal terms may be nonzero. Recalling (3.12), we get
(4.22)
VarInb(K
λ) ≤ c
N(I)
∑
ρG(x0)≥dǫ,k
∑
(x1;xk)∫
w(I)δ
(
|F (m)|2|K(x0;xk)|2 · χ(m)cm
[q + 1
q
− m
2
q(q + 1)
]
dm
)
+
C ′N(q + 1)q2k
N(I)
ǫ ‖K‖2∞ + C ′
#{ρG(x) < dǫ,k}
N(I)
(q + 1)q2k‖K‖2∞ .
Recall that F (m)K(x0;xk) = J
m(x0;xk) = K
w−1(m)(x0;xk). We finally change the vari-
ables m = w(λ). Note that |w′(λ)| ≤ C (in fact, λ 7→ w(λ) is analytic [30, p. 10]) and
cm ≤ cI . Using Remark 4.4, we see that the first term of (4.22) is asymptotically bounded
by
C(L, I) lim sup
N→∞
∫
Iδ′
‖Kλ‖2H dλ
where δ′ goes to zero with δ. The last term in (4.22) goes to zero as N → ∞ thanks to
(BST). Therefore, the proof is now complete for VarInb(K
λ) by first taking N →∞, then
ǫ ↓ 0 and δ ↓ 0.
The control of VarI (Kλ) for k = 0 is similar. For k = 1, we find that
VarI (Kλ) ≤ C
N(I)
∫
w(I)
χ(m)
∑
x0∈V
∑
x1,y1∈Nx0
Jm(x0, x1)Jm(x0, y1) ImG
m(x˜1, y˜1) dm.
We write the sums
∑
x0∈V
∑
x1,y1∈Nx0 in the form∑
(x0,x1)
|Jm(x0, x1)|2 ImGm(x˜1, x˜1) +
∑
(x−1,x0,x1)
Jm(x0, x1)Jm(x0, x−1) ImGm(x˜1, x˜−1) .
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The first term has the required form, since ImGm(v, v) is bounded. For the second term,
we have ImGm(x˜1, x˜−1) = cmΦm(2). Using the Cauchy-Schwarz inequality, we have
|∑(x−1,x0,x1) Jm(x0, x1)Jm(x0, x−1)| ≤ q∑(x0,x1) |Jm(x0, x1)|2. This completes the proof.
Finally, in the previous proof we assumed (4.20) that Jm(x0;xk) = F (m)K(x0;xk). In
(4.18), for k = 1, 2, we have operators of the form
Jm(x0;xn+k) =
1
n
n∑
r=1
T−1∑
s=0
∑
y1,...,ys+1∈B(xn−r+1,s+1)
∫ L
0
FT,t,r,s(m)f(ys,ys+1)(t) dt ,
where FT,t,r,s is continuous and uniformly bounded |FT,t,r,s(m)| ≤ CI . Looking back at
the proof, we see that all arguments continue to apply; the notations simply become
more cumbersome. Here, instead of |F (m)|2, we have FT,t,r,s(m)FT ′,t′,r′,s′(m), which we
approximate by a polynomial as before. 
4.4. End of the proof. We may now conclude the proof of Theorem 2.2. From (4.18)
and Lemma 4.5, we have
(4.23)
lim sup
N→∞
1
N(I)
∑
λj∈I
∣∣〈ψj , fψj〉 − 〈f〉λj ∣∣2
≤ C ′(L, I) lim sup
N→∞
∫
I
[ ∥∥∥∥∥ 1n
n∑
r=1
Rλn,ri0STKλf
∥∥∥∥∥
2
H
+
∥∥∥∥∥ 1n
n∑
r=1
Rλn,ri0STJλf
∥∥∥∥∥
2
H
+
∥∥∥∥∥ 1n
n∑
r=1
Rλn,ri1STMλf
∥∥∥∥∥
2
H
+
∥∥∥S˜T [Kλf − 〈Kλf 〉S0]∥∥∥2
H
+
∥∥∥S˜T [Jλf − 〈Jλf 〉S0]∥∥∥2
H
+
∥∥∥S˜T [Mλf − 〈Mλf 〉S1]∥∥∥2
H
]
dλ ,
The first three terms may be controlled in exactly the same way as in [2, p. 661–662],
and give vanishing contributions as N →∞, followed by n→∞, for any T .
The remaining terms are of the form ‖S˜TJλ‖H , for Jλ = Kλ−〈Kλ〉Sk. By [2, Remark
2.2], we know that ‖S˜TJλ‖Hk ≤ ck,βT ‖Jλ‖Hk . The result follows by letting T →∞.
5. The case of integral operators
The aim of this Section is to prove Theorem 2.3. We follow the same strategy discussed
in Section 4. The main task will be to reduce the theorem to a control of discrete variances
of observables in H om, see (5.7). Afterwards, the proof will follow as before.
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We start by expanding the scalar product (2.14). Denote b1 = (x0, x1) and bk =
(xk−1, xk). Using (4.7) and the notation Sn(x) := Sλn(x), we have
2 〈ψn,Kkψn〉
=
∑
(x0;xk)∈Bk
ψn(x0)ψn(xk−1)
∫ L
0
∫ L
0
Kb1,bk(rb1 , sbk)
Sn(L− rb1)Sn(L− sbk)
s2(λn)
drb1 dsbk
+
∑
(x0;xk)∈Bk
ψn(x1)ψn(xk)
∫ L
0
∫ L
0
Kb1,bk(rb1 , sbk)
Sn(rb1)Sn(sbk)
s2(λn)
drb1 dsbk
+
∑
(x0;xk)∈Bk
ψn(x0)ψn(xk)
∫ L
0
∫ L
0
Kb1,bk(rb1 , sbk)
Sn(L− rb1)Sn(sbk)
s2(λn)
drb1 dsbk
+
∑
(x0;xk)∈Bk
ψn(x1)ψn(xk−1)
∫ L
0
∫ L
0
Kb1,bk(rb1 , sbk)
Sn(rb1)Sn(L− sbk)
s2(λn)
drb1 dsbk .
Assume k ≥ 2 (the case k = 1 is similar to Theorem 2.2). If JK,n ∈ Hk, MK,n ∈ Hk−1
and PK,n ∈ Hk−2 are defined by
JK,n(x0;xk) =
∫ L
0
∫ L
0
K(x0;xk)(rb1 , sbk)
Sn(L− rb1)Sn(sbk)
s2(λn)
drb1 dsbk ,
MK,n(x0;xk−1)
=
∑
xk∈Nxk−1\{xk−2}
∫ L
0
∫ L
0
K(x0;xk)(rb1 , sbk)
Sn(L− rb1)Sn(L− sbk)
s2(λn)
drb1dsbk
+
∑
x−1∈Nx0\{x1}
∫ L
0
∫ L
0
K(x−1;xk−1)(rb0 , sbk−1)
Sn(rb0)Sn(sbk−1)
s2(λn)
drb0 dsbk−1
PK,n(x1;xk−1)
=
∑
x0∈Nx1\{x2},xk∈Nxk−1\{xk−2}
∫ L
0
∫ L
0
K(x0;xk)(rb1 , sbk)
Sn(rb1)Sn(L− sbk)
s2(λn)
drb1dsbk ,
where K(x0;xk) := K(x0,x1),(xk−1,xk), we thus get
(5.1) 2〈ψn,Kkψn〉 = 〈ψ˚n, (JK,n +MK,n + PK,n)Gψ˚n〉 .
On the other hand, for 〈K〉 and Sk as in (4.9), (4.10), we have
(5.2)
〈
ψ˚n,
(〈JK,n〉Sk + 〈MK,n〉Sk−1 + 〈PK,n〉Sk−2)Gψ˚n〉
=
[〈JK,n〉Φw(λn)(k) + 〈MK,n〉Φw(λn)(k − 1) + 〈PK,n〉Φw(λn)(k − 2)] · ‖ψ˚n‖2
=: 2 〈Kk〉n,L,α
where in the first equality, we used (3.6) and the fact that if Φ˜k(λ) := Φλ(k), then
3
(5.3) (Sk)G = Φ˜k(AG) .
3This is well-known : by definitions (4.3) and (4.10), we have [(Sk)Gψ](x) =
1
(q+1)qk−1
∑
(x0;xk),x0=x
ψ(xk) for k ≥ 1 and [(S0)Gψ](x) = ψ(x). Since Φ˜0(λ) = 1 and
Φ˜1(λ) =
λ
q+1
, then (5.3) holds for k = 0, 1. Next, [(Sk+1)Gψ](x) =
1
(q+1)qk
∑
(x0;xk+1),x0=x
ψ(xk+1) =
1
(q+1)qk
∑
(x0;xk),x0=x
[(AGψ)(xk) − ψ(xk−1)] = 1q [(SkAGψ)(x) − (Sk−1ψ)(x)]. If (5.3) holds for j ≤ k,
then using (3.11), this yields [Φ˜k+1(AG)ψ](x), as asserted.
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Using (4.11), this yields the formula
〈Kk〉n,L,α = 1
N
∑
(b1;bk)∈Bk
∫ L
0
∫ L
0
Kb1,bk(xb1 , ybk)Ψλn,k(xb1 , ybk) dxb1 dybk
where, for k ≥ 2,
Ψλn,k(xb1 , ybk) =
1
2κλn
[
Sn(L− xb1)Sn(ybk)
s2(λn)
Φw(λn)(k)(5.4)
+
Sn(L− xb1)Sn(L− ybk) + Sn(xb1)Sn(ybk)
s2(λn)
Φw(λn)(k − 1)
+
Sn(xb1)Sn(L− ybk)
s2(λn)
Φw(λn)(k − 2)
]
.
For k = 1, we have for b = (x0, x1),
Ψλn,1(xb, yb) =
1
2κλn
[
Sn(L− xb)Sn(L− yb) + Sn(xb)Sn(yb)
s2(λn)
(5.5)
+
Sn(L− xb)Sn(yb) + Sn(xb)Sn(L− yb)
s2(λn)
Φw(λn)(1)
]
.
These expressions are not very enlightening, so we now simplify them in terms of Green’s
functions. Using (3.10), we may express (5.4) as
Ψλn,k(xb1 , ybk) =
1
2κλn ImG
λn
Tq
(o, o)s2(λn)
×
[
Sn(L− xb1)Sn(ybk) ImGλnTq(o˜b1 , t˜bk) + Sn(L− xb1)Sn(L− ybk) ImGλnTq (o˜b1 , o˜bk)
+ Sn(xb1)Sn(ybk) ImG
λn
Tq
(t˜b1 , t˜bk) + Sn(xb1)Sn(L− ybk) ImGλnTq (t˜b1 , o˜bk)
]
.
Noting that y˜bk 7→ ImGλTq (v, y˜bk) is an eigenfunction of HTq , we see as in (4.7) that
ImGλn
Tq
(v, y˜bk) =
Sn(L− ybk) ImGλnTq(v, o˜bk ) + Sn(ybk) ImGλnTq(v, t˜bk )
s(λn)
,
so we deduce that for x˜b1 ∈ b˜1,
(5.6)
Ψλn,k(xb1 , ybk)
=
1
2κλn ImG
λn
Tq
(o, o)
Sn(L− xb1) ImGλnTq(o˜b1 , y˜bk) + Sn(xb1) ImGλnTq (t˜b1 , y˜bk)
s(λn)
=
1
2κλn
·
ImGλn
Tq
(x˜b1 , y˜bk)
ImGλn
Tq
(o, o)
,
where we used that the first argument of ImGλ
Tq
(·, ·) is also an eigenfunction. This gives
the expression in (2.15). Similarly, Ψλn,1(xb, yb) =
1
2κλn
· ImG
λn
Tq
(xb,yb)
ImGλn
Tq
(o,o)
. In other words,
〈Kk〉n,L,α = 〈Kk〉λn . Recalling (5.1) and (5.2), we thus get
(5.7)
1
N(I)
∑
λn∈I
|〈ψn,Kkψn〉 − 〈Kk〉λn |2 ≤ VarI (JλK − 〈JλK〉Sk)
+ VarI (MλK − 〈MλK〉Sk−1) + VarI (P λK − 〈P λK〉Sk−2) ,
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where JλnK := JK,n, M
λn
K :=MK,n and P
λn
K := PK,n.
From here, we argue as before. Namely, we reduce these discrete variances to non-
backtracking ones, apply the invariance relation involvingRλn,r, and bound the variances by
an HS norm. The only difference is that the variance of the remainders VarI (S˜T [J−〈J〉Sk])
should now be controlled for general k in Lemma 4.5, not just k = 0, 1. Using the same
ideas of the proof of this lemma, we arrive at a bound of the form
VarI (Kλ) .
c
πN(I)
∫
w(I)
χ(m)
∑
x0∈V
∑
xk,yk∈S(x0,k)
Jm(x0;xk)Jm(x0; yk) ImG
m(x˜k, y˜k) dm,
where S(x0, k) = {d(y, x0) = k}. We may just bound this using | ImGm(x˜k, y˜k)| ≤ ck, so
the sum becomes
∑
x0
|∑xk∈S(x0,k) |Jm(x0;xk)||2 ≤ (q+1)qk−1∑(x0;xk)∈Bk |Jm(x0;xk)|2.
Of course, such a crude bound would be problematic if we needed to take k → ∞ as
in the control of the non-backtracking quantum variance (where k is replaced by n + k,
n→∞). In this case the expression should be bounded with more caution (in Lemma 4.5
for example, we used the recursive formula (4.21) to rule out off-diagonal terms, thereby
avoiding Cauchy-Schwarz). Here however, k is fixed and is the same as the one in Kk.
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Appendix A. Some Green’s function identities
A.1. Relationship between resolvents on the quantum and combinatorial trees.
Lemma 3.2 can be in principle derived from the results of [16, Section 4]. Given that we
use it in a crucial way, we present here a self-contained proof.
The first step is to calculate Gγ
Tq
(ob, ob) for some bond b ∈ Tq. Indeed by (3.8) we have
Gγ
Tq
(ob, ob) =
U−γ;v(ob)V +γ;o(ob)
W γv,o(ob)
for γ /∈ σ(HTq). If b ∈ Bnbo ∩ B∗mbv, where bo and bv are the edges containing o, v
respectively, we get U−γ;v(ob) = µ−(γ)mUγ(0), V +γ;o(ob) = µ−(γ)nVγ(0) and W
γ
v,o(ob) =
(µ−(γ))m+nW γ , where W γ = V γ(0)U ′γ(0)− V ′γ(0)Uγ(0) = s(γ)(1− (qµ+(γ))2). Hence,
(A.1) Gγ
Tq
(ob, ob) =
Uγ(0)Vγ(0)
W γ
=
−s(γ)qµ+(γ)s(γ)
s(γ)[1 − (qµ+(γ))2]
=
−s(γ)
µ−(γ)− qµ+(γ) =
−s(γ)
(q + 1)µ−(γ)− w(γ) ,
where we used (3.3). More generally, if (v0, . . . , vk) is a non-backtracking path of vertices
in Tq, then we can take o = v0, v = vk and
Gγ
Tq
(v0, vk) =
U−γ;v(v0)V +γ;o(vk)
W γv,o(v0)
= (µ−(γ))k
Uγ(v0)Vγ(v0)
W γv,o(v0)
=
−s(γ)(µ−(γ))k
(q + 1)µ−(γ)− w(γ)
We thus showed that for any γ ∈ C+,
(A.2) Gγ
Tq
(v,w) = −s(γ) (µ
−(γ))d(v,w)
(q + 1)µ−(γ)− w(γ) = −s(γ)G
w(γ)
ATq (v,w) ,
where the last equality is by the classic form of the Green’s function of ATq , see e.g. [19,
Chapter 1] or [7, Lemma 2.1]. Note that from (3.1), µ±(γ) coincides with the quantity
ǫ±(w(γ)) in [2, Section 6], both being the solutions of qx2 − w(γ)x+ 1 = 0.
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If γ = λ + iη with λ ∈ σac(HTq), then taking η ↓ 0 in (A.2), we get Gλ+i0Tq (v,w) =
−s(λ) (µ−(λ))d(v,w)(q+1)µ−(λ)−w(λ) . This coincides with −s(λ)G
w(λ)+i0
ATq (v,w), proving the lemma
4.
A.2. Limiting measures and Green’s functions. If we re-write Uγ(x) and Vγ(x) in
the basis {Sγ(x), Sγ(L− x)}, we find as in (4.7),
Vγ(x) = qµ
+(γ)Sγ(L− x) + Sγ(x) ,
Uγ(x) = −
(
Sγ(L− x) + qµ+(γ)Sγ(x)
)
,
If x, y belong to the same bond b = (o, v), and supposing that y ∈ T+x , we have by (3.8),
Gγ
Tq
(x, y) =
µ−(γ)
µ−(γ)
· Uγ(x)Vγ(y)
W γ
= −(µ
−(γ)Sγ(L− x) + Sγ(x))(qµ+(γ)Sγ(L− y) + Sγ(y))
s(γ)[(q + 1)µ−(γ)− w(γ)] ,
using (3.3). Taking γ = λ + i0 with λ ∈ σac(HTq) and recalling that GλTq (o, o) =
−s(λ)
(q+1)µ−(λ)−w(λ) by (A.1), we get
GλTq(x, y) =
Gλ
Tq
(o, o)
s2(λ)
(
Sλ(L− x)Sλ(L− y) + Sλ(x)Sλ(y)
+ µ−(λ)Sλ(L− x)Sλ(y) + qµ+(λ)Sλ(x)Sλ(L− y)
)
.
Hence,
ImGλTq(x, y) =
ImGλ
Tq
(o, o)
s2(λ)
(
Sλ(L− x)Sλ(L− y) + Sλ(x)Sλ(y)
+
w(λ)
2q
Sλ(L− x)Sλ(y) + w(λ)
2
Sλ(x)Sλ(L− y)
)
+
ReGλ
Tq
(o, o)
s2(λ)
(
Imµ−(λ)Sλ(L− x)Sλ(y) + Im qµ+(λ)Sλ(x)Sλ(L− y)
)
.
Now ImGλ
Tq
(o, o) = (q+1) Imµ
−(λ)s(λ)
|(q+1)µ−(λ)−w(λ)|2 and ReG
λ
Tq
(o, o) = q−12q
w(λ)s(λ)
|(q+1)µ−(λ)−w(λ)|2 . Hence,
ReGλ
Tq
(o, o) = q−12q
w(λ)
(q+1) Imµ−(λ)
ImGλ
Tq
(o, o). We thus get
(A.3) ImGλTq (x, y) =
ImGλ
Tq
(o, o)
s(λ)2
(
Sλ(L− x)Sλ(L− y) + Sλ(x)Sλ(y)
+
w(λ)
2q
Sλ(L− x)Sλ(y) + w(λ)
2
Sλ(x)Sλ(L− y)
+
(q − 1)w(λ)
2q(q + 1)
Sλ(L− x)Sλ(y)− q − 1
2(q + 1)
w(λ)Sλ(x)Sλ(L− y)
)
=
ImGλ
Tq
(o, o)
s(λ)2
(
Sλ(L− x)Sλ(L− y) + Sλ(x)Sλ(y)
+
w(λ)
q + 1
[Sλ(L− x)Sλ(y) + Sλ(x)Sλ(L− y)]
)
,
4Note that −s(λ) (µ−(λ))d(v,w)
(q+1)µ−(λ)−w(λ)
is well-defined for λ ∈ σac(HTq). In fact, the denominator has a non-
zero imaginary part in this case, so in particular it never vanishes. In general, it is easy to see that this
fraction can have a pole only if w(λ) = ±(q+1). If α = 0, this only occurs for λ ∈ σ2. Hence, Gλ+i0Tq (v, w)
exists more generally for λ ∈ R \ σ2 in this case and equals −s(λ)Gw(λ)+i0(v, w).
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which recovers Ψλn,1(x, y) =
1
2κλn
· ImG
λn
Tq
(x,y)
ImGλn
Tq
(o,o)
from (5.5). Because the final expression in
(A.3) is symmetric in x and y, it holds for y ∈ T−x too.
By a similar method we may also recover Ψλn,k(xb1 , ybk) with the help of identity (3.10),
thus obtaining an alternative proof of (5.6).
If we specialize to y = x in (A.3), we get
(A.4)
ImGλ+i0
Tq
(x, x)
ImGλ+i0
Tq
(o, o)
=
1
s(λ)2
(
S2λ(L− x) + S2λ(x) +
2w(λ)
q + 1
Sλ(L− x)Sλ(x)
)
.
In particular, recalling (2.12), we obtain
(A.5)
∫ L
0
Ψλn(x) dx =
1
κλn
∫ L
0
ImGλn+i0
Tq
(x, x)
ImGλn+i0
Tq
(o, o)
dx =
2
q + 1
.
Note that, when λ ∈ σ1, we have by (2.8) that
(A.6)
ImGλ+i0
Tq
(x, x)
ImGλ+i0
Tq
(o, o)
≥ 1
s(λ)2
(
S2λ(L− x) + S2λ(x)−
4
√
q
q + 1
Sλ(L− x)Sλ(x)
)
> 0,
since
4
√
q
q+1 < 2 for any q. The inequality in (A.6) is strict since Sλ(L−x) and Sλ(x) cannot
simultaneously be 0 as they are independent solutions to a linear ODE.
If we consider the special case where α = 0, U ≡ 0 we find the interesting property that
ImGλ+i0
Tq
(x, x) is constant as a function of x. Indeed we have then Sλ(x) =
sin(
√
λx)√
λ
and
w(λ) = (q + 1) cos(
√
λL), so (A.4) yields
ImGλ+i0
Tq
(x, x)
ImGλ+i0
Tq
(o, o)
=
1
sin2(
√
λL)
((
sin(
√
λL) cos(
√
λx)− sin(
√
λx) cos(
√
λL)
)2
+ sin2(
√
λx)
+ 2 cos(
√
λL)
(
sin(
√
λL) cos(
√
λx)− sin(
√
λx) cos(
√
λL)
)
sin(
√
λx)
)
=
1
sin2(
√
λL)
(
sin2(
√
λL) cos2(
√
λx)− sin2(
√
λx) cos2(
√
λL) + sin2(
√
λx)
)
= 1.
Using (A.5), we get κλn =
q+1
2 L in this case. Hence, we deduce that the limiting measure
in the special case α = 0, U ≡ 0 is the uniform measure :
(A.7) Ψλn(x) =
2
L(q + 1)
.
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