Hemodynamics of the human brain may be studied with Dynamic Susceptibility Contrast MRI (DSC-MRI) imaging. The sequence of volumes obtained exhibits a strong spatiotemporal correlation, that can be exploited to predict which measurements will bring mostly the new information contained in the next frames. In general, the sampling speed is an important issue in many applications of the MRI, so that the focus of many current researches is to study methods to reduce the number of measurement samples needed for each frame without degrading the image quality. For the DSC-MRI, the frequency under-sampling of single frame can be exploited to make more frequent space or time acquisitions, thus increasing the time resolution and allowing the analysis of fast dynamics not yet observed. Generally (and also for MRI), the recovery of sparse signals has been achieved by Compressed Sensing (CS) techniques, which are based on statistical properties rather than deterministic ones.. By studying analytically the compound Fourier+Wavelet transform, involved in the processes of reconstruction and sparsification of MR images, we propose a deterministic technique for a rapid-MRI, exploiting the relations between the wavelet sparse representation of the recovered and the frequency samples. We give results on real images and on artificial phantoms with added noise, showing the superiority of the methods both with respect to classical Iterative Hard Thresholding (IHT) and to Location Constraint Approximate Message Passing (LCAMP) reconstruction algorithms.
INTRODUCTION
In Dynamic Susceptibility Contrast MRI (DSC-MRI) [1] [2] a temporal sequence of volumes is reconstructed while a para-magnetic contrast liquid flows into the vessels of the human brain. This experiment is fundamental for the analysis of the hemodynamics of the region. This sequence of volumes, whose purpose is to highlight the flow path of the contrast liquid, exhibits a strong spatiotemporal correlation, that can be exploited to predict which measurements will bring mostly the new information contained in the next frames. This is crucial because in principle, for each frame, in order to reconstruct the whole spatial image we need to measure the complete spectrum in the frequency domain, but in practice, it is highly recommended a rapid-MRI scheme involving the smallest possible number of in-vivo measurements (i.e. a frequency undersampling), so the time to sample each frame is reduced. In general, the sampling speed is an important issue in many applications of the MRI, but it is limited by constraints that can be physical (e.g. sampling frequency) and physiological (e.g. bloodstream). The focus of many current researches is to study methods to reduce the number of measurement samples needed for each frame without degrading the image quality [3] . 
METHODS
Let ∈ ℝ be the signal to recover in the spatial coordinates (for simplicity we suppose in this section that the signal be one-dimensional), and ≫ 0. Let ∈ ℝ , = be the vector of its wavelet coefficients, where is the Discrete Wavelet Transform (DWT). Let be -sparse, i.e. = 0 ∀ ∈ , ⊆ {1, . . , }, | | = , ≪ , (except an arrangement of the terms). Let ∈ ℂ , = be the vector of the Fourier coefficients of , where is the Discrete Fourier Transform (DFT). We want to find an optimal -undersampling of for recovering , i.e. given the number of measurements , with ≥ and possibly also ≪ , we want to determine the set of indexes ⊆ {1, . . , }, | | = , such that the recovered signal = , with = ( ) ∈ , leads to a minimal error with respect to the original signal y, measured with the norm || − || .
Note that between the wavelet and Fourier coefficients it holds the relation = . Now, let be a frequency undersampling, it holds = , where denotes the submatrix of the rows of that correspond to the non-zero coefficients of .
Let us use the notation:
By applying the recover to the zero-filled , we have
So we need to find the set of indexes that makes minimal the norm of the non-zero coefficients of the vector .
Being sparse, it becomes relevant only to minimize the coefficients at indexes of the error array, so that if we decompose it means to minimize the norm of the vector:
= .
We present an algorithm that determine good subsets of measurements (undersampling) implementing a possible heuristic, since the optimal solution cannot be computed analytically. The algorithm receives as input some information about the spatial vector to recover. As output the algorithm computes a set of frequency indexes to be sampled among the whole set {1, . . . , }.
In a DSC-MRI exam, the time-series frames ( ) to acquire, = 1, . . . , , are strongly spatio-temporal correlated. So we give as input to the algorithm the data relative to the image ̅ = ,…, ( ) calculated as the mean of the first ≪ frames recovered in a complete way (i.e. with as much as possible frequencies measured). The set determined are then used to sample every other frame to acquire. We also considered a time-variable mask in order to evolve the set in accordance with the evolution of the physical process. In particular, we update ̅ ( ) as follows:
where is the last reconstructed frame and ∈ [0,1] is a parameter that makes the update more "prompt" as decreases. Moreover, the non-measured frequencies of a frame (elements of = {1, . . . , } \ ), instead of being set to zero, are set to their value in the spectrum of the image mean of the first frames. Let us calculate the ∈ ℕ frequencies with maximum modulus of the mean recovered image ̅ ∈ ℝ (a priori ̅ ∈ ℂ ): (Fig. 2). mal, since the es but does no ly optimal, bu excluding jus 
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ADAPTIVE MASK
As we mentioned in section METHODS, we tried to identify better measure sets by adapting the image that the algorithms receive as input with the last reconstructions. We modified the algorithm in a way that it updates the input mask ̅ for every instant > . The table 1 shows the relative percent errors, in the 2-norm, between reconstructed and original images, averaged over the whole sequence, in the case of real images with 10% of measures. As a decreases, the error lightly decreases too, then it increases again. The graph in figure 13 shows the error time evolution varying the parameter . Note that the most "prompt" algorithm ( = 0.0 − 0.2) presents a greater global error, but it is sensibly more accurate in the peak corresponding to the moment at which the contrast fluid flows in the region, with an error reduction of about the 8%. Then one can improve the tracking of the dynamic phase of the test by updating the mask ̅ . It is worth noting that from a diagnostic point of view, the late portion of the examination (approx. 22 from frame 50 onward), is usually discarded from the analysis. Algorithms that are able to provide better performance in the first part of dynamic phase (rising edge, peak and washout) are preferable. 
