Abstract. We propose a static analysis for computing polynomial invariants for imperative programs. The analysis is derived from an abstract interpretation of a backwards semantics, and computes preconditions for equalities like g = 0 to hold at the end of execution. A distinguishing feature of the technique is that it computes polynomial loop invariants without resorting to Gröbner base computations. The analysis uses remainder computations over parameterized polynomials in order to handle conditionals and loops efficiently. The algorithm can analyse and find a large majority of loop invariants reported previously in the literature, and executes significantly faster than implementations using Gröbner bases.
Introduction
The problem of automatically inferring non-linear (polynomial) invariants of programs is a challenge in program verification. This stands in contrast to the case for linear invariants where the initial work by Karr [8] and Cousot and Halbwachs [5] has led to efficient implementations based on variants of the polyhedral domain. As an example of a polynomial invariant, consider the algorithm 1. y1 := 0; y2 := 0; y3 := x1; 2.
while y3 = 0 do 3.
if x2 = y2 + 1 then 4.
y1 := y1 + 1; y2 := 0; y3 := y3 − 1; 5. else 6.
y2 := y2 + 1; y3 := y3 − 1; 7. in Figure 1 which computes the Euclidean division of x 1 by x 2 [10] . The invariant we want to compute for this example is non-linear, viz., y 1 * x 2 + y 2 + y 3 = x 1 . For more examples, see [16] .
A central observation in existing work on generating polynomial invariants is that n-ary relations of the form {x ∈ R m |p 1 (x) = . . . = p j (x) = 0}, i.e., relations that can be described as the zeroes of a set of polynomials, correspond to a lattice of polynomials ideals. Such ideals are finitely generated which means that fixpoint iterations are guaranteed to terminate (more details in Section 2). The lattice of ideals have been used in several ways. Sankaranarayanan et al. [19] proposed a constraint-based strategy for generating non-linear invariants, derived from their previous work on linear invariants [3] . Müller-Olm and Seidl [11, 12] define an abstract interpretation method that can generate polynomial invariants for a restrictive class of guarded-loop programs where tests in conditionals are polynomial disequalities. Their analysis is a backward propagation based method: they start from a polynomial p and compute the weakest preconditions of the relation p = 0. More precisely, in order to prove that a polynomial relation p = 0 is valid at the end of a program, they show that the set of zeroes of a polynomial p can be exactly abstracted by a polynomial ideal. The restrictions imposed on the language are sufficiently strong to ensure that their method can be proven complete. Rodríguez-Carbonell and Kapur [18, 17] define the analysis as an abstract interpretation problem over a domain of ideals of variety, and use iteration-based techniques to compute polynomial invariants.
All these approaches rely on Gröbner base computations [6] , either when checking the inclusion of one polynomial ideal within another when analysing loops [12] , when analysing variable assignments [19] or when computing the intersection of ideals in [18, 17] . Computing Gröbner bases however slows down considerably the overall analysis. It is made even slower when the techniques for generation of polynomial invariants employ parameterized polynomials [12, 19] of the form a 0 + a 1 .x 1 + a 2 .x 2 + a 3 .x 1 x 2 + a 4 .x 1 2 + a 5 .x 2 2 (also called polynomial templates) and infer the coefficients of the polynomial in a second phase. This means that the computation has to calculate Gröbner bases for parameterized polynomials.
In this paper, we propose an abstract interpretation based method [4] for inferring polynomial invariants that entirely avoids computing Gröbner bases.
The method is precise and efficient, and is obtained without restricting the expressiveness of the polynomial programming language. Our analysis consists in a backward propagation mechanism that extends Müller-Olm and Seidl's work [12] to a general polynomial structured programming language that includes if and while constructs where branching conditions are both polynomial equalities and disequalities. As in this previous approach, our analysis uses a form of weakest precondition calculus for showing that a polynomial relation g = 0 holds at the end of a program. We show that the backward approach, which was already observed to be well adapted to polynomial disequality guards [12] can be extended to if constructs with equality guards by using parameterized polynomial division.
The main contribution of the paper is a constraint-based algorithm for inferring polynomial invariants. Such constraint-based techniques (rather than iteration) when dealing with loops means that it becomes feasible to analyse conditionals precisely, using parameterized polynomial division. This leads to a backwards static analysis, expressed as a constraint generation algorithm that at the same time computes polynomial ideals and a set of constraints, which together characterize the program invariants. A salient feature of this analysis, which distinguishes it from previous analyses, is that it does not require the use of Gröbner base computations. We have implemented this algorithm in Maple and our benchmarks show that our analyzer can successfully infer invariants on a sizeable set of examples, while performing two orders of magnitude faster than other existing implementations.
The rest of the paper is organized as follows. Section 2 contains mathematical background material: multivariate polynomial algebra, division and remainder operators and the lattice structure of ideals. Section 3 defines the syntax and semantics of polynomial programs. In Section 4, we present the abstract semantics of polynomial programs over the lattice of ideals. Section 5 presents our method for fast inferring polynomial loop invariants without fixpoint iteration nor Gröbner base computation. We report on benchmarks for our implementation in Section 6 and discuss related work in Section 7.
Preliminaries
We consider polynomials in R[x 1 , . . . , x m ] where m represents the number of variables of the program 1 . In the rest of the paper, we will distinguish between x, element of R m , x i element of R, and x i variable of the program. A set of polynomial equalities {p 1 = 0, . . . , p s = 0} enjoys the property of being stable under a few select arithmetic operations: this corresponds to the algebraic structure of an ideal, as recalled by the following definition.
Definition 1 (Polynomial ideal).
A set I ⊆ R[x 1 , . . . , x m ] is a polynomial ideal if it contains 0, is stable under addition (if p 1 , p 2 ∈ I then p 1 + p 2 ∈ I) and stable under external multiplication (if q ∈ R[x 1 , . . . , x m ] and p ∈ I then q ·p ∈ I). We write I for the set of polynomial ideals of R[x 1 , . . . , x m ], and <S> for the polynomial ideal generated by a set S of polynomials. By definition, <S> is the smallest ideal containing all polynomials of S.
The set I can be given a partial order structure by using the reverse subset inclusion between ideals. The least upper bound (lub) of a set of polynomial ideals is then the intersection of its elements, while the greatest lower bound (glb) is the ideal generated by the union of the elements 2 .
Definition 2 (Lattice structure of I). Given I and J two polynomial ideals, we define I J = I J, I J = <I J> and = ⊇. Operators and are extended in a standard fashion to range over sets of polynomial ideals. Equipped with these operators, I is a complete lattice, where the least element is ⊥ = <1> and the greatest element is = <0>.
A crucial property of polynomial ideals is that they are finitely generated.
Theorem 1 (Hilbert). Every polynomial ideal I ∈ I is finitely generated, i.e., I = <S> for a finite subset S of I.
Theorem 1 above also exhibits the tight link that exists between polynomial equality sets and an ideal structure. We have already seen that such a set can naturally be represented as an ideal. Conversely, any polynomial ideal can be represented by a finite set of polynomials, that can be seen as a polynomial equality set. A direct consequence of this theorem is that operations on ideals can be defined thanks to finite sets of generators representing these ideals. For instance, given the two ideals I = <q 1 , . . . , q r > and J = <h 1 , . . . , h s >, their abstract glb is defined by I J = <q 1 , . . . , q r , h 1 , . . . , h s >. The reader should remember this finite representation for the rest of the paper.
The notion of division on multivariate polynomial rings will play an important role when defining the analysis. Contrary to the univariate case, the polynomial ring R[x 1 , . . . , x m ] is not equipped with a Euclidean division, nevertheless it is common to define a division according to a monomial ordering [6] . In our case, we define a general division operator as follows. 
2 such that g = pq + r. Polynomial r is called the remainder of g by p according to div, and is noted Rem(g, p, div) or only Rem(g, p) if the division operator doesn't need to be explicitly given. We extend this definition to any poylnomial ideal I = <g 1 , . . . , g s > by defining Rem(I, p) = <Rem(g 1 , p), . . . , Rem(g s , p)>.
Our concrete semantics will operate over the domain (P(R m ), ⊆, , ) of subsets, whereas our abstract semantics will deal with polynomial ideals. The link between these two domains is given by the following Galois connection:
such that ∀X ∈ P(R m ), ∀I ∈ I : X ⊆ γ(I) ⇔ α(X) I.
Syntax and Semantics of Polynomial Programs
Our analysis produces invariants of polynomial programs, i.e., programs where assignments are polynomial and conditional tests are polynomial (dis)equalities. 
We define the semantics of polynomial programs as a backwards collecting semantics (a weakest liberal precondition calculus [7] ) over sets of states. This collecting semantics can be proved equivalent to a classical operational semantics [2] .
Definition 5 (Backward collecting semantics (BCS)) Let stand for = or =, and
The polynomial analysis only deals with partial correctness, hence the weakest liberal precondition calculus is expressed using a greatest fixpoint definition in this semantics.
We can now give the formal definition of a polynomial invariant. Intuitively, a polynomial g is said to be invariant for a program if all final states of execution for this program are zeroes of g. As our semantics operates backwards, this is equivalent to saying that, starting from a state zeroing g, the collecting semantics reaches the whole set of potential initial states.
Definition 6 (Polynomial invariant).
Note that, for a program where any initial state leads to an infinite execution, every polynomial will be invariant, i.e., the analysis provides no information for such programs.
Verifying and Generating Polynomial Invariants
The concrete semantics is not computable because of the presence of fixpoint computations in the infinite lattice P(R m ) that does not satisfy the ascending chain condition. A classical idea to overcome this problem is to approximate the concrete semantics by using polynomial ideals [12, 17, 19] . This provides a method for both verifying and generating polynomial invariants.
Rem(I, p)
Fig. 2. Abstract semantics for polynomial programs
The abstract interpretation of polynomial programs using ideals as interpretation domain is given on Figure 2 . This semantics is derived from Müller-Olm and Seidl's work [12, 13] (see Section 7 for a discussion on similarities and differences). A few remarks on this abstract semantics are in order. As it acts backwards, assignments only consist in a substitution. Also note that the semantics of the if and while constructs use the Rem-operator introduced in Definition 3. Indeed, consider an if statement guarded by a (dis)equality p: if we want to prove that relation g = 0 holds and we know that relation p = 0 holds, it suffices to compute Rem(g, p) = g − pq for a given polynomial q, and prove that the relation Rem(g, p) = 0 holds. This property does not depend on the choice of q; in particular, this choice does not impact the correctness of our approach. We will show in the next section how parameterized quotients can be used to infer relevant invariants.
The semantics for while is defined by a greatest fixpoint definition, which follows the definition of the concrete semantics. The abstract transfer function for while can computed with a Kleene fixpoint iteration starting from = <0>, the top element of the lattice I.
For any given program c, the abstract semantics satisfies the following correctness property, expressed using the Galois connection defined in Section 2. It states that abstract computations under-approximate concrete behaviour.
A detailed proof of this property can be found in [2] .
Thus, to verify that a given polynomial g is invariant it suffices to compute the abstract semantics c on <g> and verify that the initial state computed by the semantics is equal to the null ideal <0>. As γ(<0>) = R m , this ensures that g holds at the end of the execution of c, independently of the starting state.
In practice, the algorithms for computing polynomial invariants [19, 12] operate on candidate polynomials of bounded degree and with unknown coefficients, expressed as parameters. For example, a 0 +a 1 .x 1 +a 2 .x 2 +a 3 .
is the most generic parameterized polynomial of R[x 1 , x 2 ] of degree 2 for the set {a 1 , . . . , a 5 } of coefficients. The algorithm for computing polynomial invariants of maximum degree d for a program c then starts from g, the most generic parameterized polynomial of degree d and computes the abstract semantics c <g>, using iteration over parameterized polynomials whenever loops are involved. The result is a set of parameterized polynomials whose coefficients are linear combinations of the initial a i s. Finding the parameters for which c <g> = <0> then amounts to solving a linear system of equations where these coefficients are equal to zero. The upshot of Hilbert's Theorem is that the fixpoint iteration induced by the semantics of the while construct terminates in finitely many steps. As this results in an increasing sequence, the stopping criterion consists in checking if the polynomials at step n + 1 belong to the ideal generated at step n. This ideal membership problem is decidable via Gröbner base computations [6] . As these are particularly costly for parameterized polynomials, we propose in the next section an analysis technique that will not iterate the semantics and hence avoid these computations.
Fast Inference of Loop Invariants
The basic idea for computing loop invariants fast is to avoid fixpoint iterations by using constraint-based techniques. A central observation for this approach to work is the fact that we can restrict attention to a particular set of invariant candidates: a polynomial g is a loop invariant if, starting from a state verifying the relation g = 0, the execution of the body of the loop leads to a state that satisfies this relation g = 0. In this section we will show how to reduce the inference of polynomial invariants to a search for such loop invariants. We first formalize this notion in Section 5.1, then show in Section 5.2 how it translates into a notion of constraints between ideals, resulting in our Fastind analysis. We then explain in Section 5.3 how to solve these constraints, before developing a detailed example in Section 5.4.
Loop Invariants
The informal definition of a loop invariant can be formalized using the backward concrete semantics. The first step of our method consists in finding a counterpart of the notion of loop invariant in the context of the abstract semantics. The following theorem gives a sufficient condition for a polynomial to be a loop invariant.
Definition 8 (Abstract loop invariant).
Assuming the notations of Definition 7, a polynomial g is an abstract loop invariant for program w if c <g> = <g>.
Theorem
Proof. Correctness relation (1) states that γ( c <g>) ⊆ B ν c γ(<g>). Hypothesis c <g> = <g> and Definition 7 allow to conclude the proof.
The benchmarks in Section 6 will show that the abstract loop invariant property is not a real restriction, but rather allows to infer a large number of invariants.
disequality is given by the trivial division operator that leaves its argument unchanged. As a direct consequence, the ideal that is taken as postcondition of this while statement is left unchanged when computing its semantics, as expressed by the following theorem. I. By hypothesis, c I = I, so p · ( c I) = p · I ⊆ I, which proves that stabilization is reached immediately and concludes the proof.
The proof shows that, even if the semantics of the guard is taken into account in the product p · ( c I), this effect is masked in the resulting ideal. Hence, the semantics of the while construct with polynomial disequality guard is expressed by the constraint c I = I, as will be made explicit in the new abstract semantics we propose in Section 5.2.
Note that Theorem 3 does not remain valid in the case of loops with equality guards. As loop guards of the form p = 0 are not frequent and taking them into account would increase the cost of the analysis significantly, we propose to ignore the information that could be obtained from such loop guards. This results in an approximation of the abstract semantics and brings us back to the quick single iteration case. As a summary, guards of if and while constructs will be handled as follows.
-Disequality guards in loops do not give rise to remainder computations. The iterative semantics of this kind of loops is replaced by the efficient computation of loop invariants.
-Loops with equality guards are handled by ignoring their guards. Thanks to this approximation, the iterative semantics of this kind of loops is also replaced by the efficient computation of loop invariants as in the previous case. -Positive or negative guards for if constructs, which do not require iteration but still deserve precise abstract semantics are handled by introducing parameterized quotients, as explained below.
Inferring Loop Invariants by Fastind Analysis
As stated in Section 4 and as it is commonly done [19, 12] , our abstract semantics will operate on parameterized polynomials in order to infer, and not only verify, polynomial invariants.
Definition 9 (Linear a i -parameterized polynomial). Let A = {a i | i ∈ N} be a set of parameters and L A = { n j=1 λ j · a ij | n ∈ N and (i 1 , . . . i n ) ∈ N n and (λ 1 , . . . , λ n ) ∈ R n } be the set of finite linear combinations of the a i s over
An ideal is said to be a linear a i -parameterized ideal if it is generated by linear a i -parameterized polynomials 3 . The set of linear parameterized ideals is denoted by I par .
The Fastind analysis consists in integrating the abstract loop invariant condition of Definition 8 into the polynomial inference process. This condition, which will be asserted for each loop of a program, is written as an equality between two polynomial ideals, under the form c I = I where c stands for the body of a loop. We begin by defining the domain of constraints on polynomial ideals.
Definition 10 (Domain of ideal constraints
). An equality constraint between ideals is a finite set of pairs of linear parameterized ideals. Intuitively, this represents a conjunction of equalities of the form I 0 ≡ I 1 where I 0 and I 1 stand for a i -lpp ideals. Formally, we define the domain C of equality constraints between ideals: C = P f (I par × I par ). A solution to these constraints is a set of instantiations of the parameters by real values such that the ideal equalities are satisfied.
The abstract semantics of Fastind analysis depicted on Figure 3 is derived from the abstract semantics . by instrumentating it with the polynomial constraints resulting from the loop invariant property. Note that abstract computations of if statements imply division operations of linear parameterized polynomials by polynomial guards. These operations, as explained in the following definition, require the introduction of new parameters.
Definition 11 (Parameterized division operator). Let
c (I, C) = (I1, C1) and c2 c (I, C) = (I2, C2)
c (I, C) = (I , C ) and Cw = {I ≡ I } Fig. 3 . Abstracting polynomial programs assuming loop invariant property of fresh parameters. We will note Rem par (g, p) the a i , b i -lpp polynomial defined by Rem par (g, p) = g − q · p where q is the most generic
Considering a linear parameterized ideal I = <g 1 , . . . , g s > ∈ I par , we will note
The use of this parameterized division operator will be illustrated in the example of Section 5.4. This abstract semantics gives raise to Algorithm 1 that computes polynomial loop invariants. The correctness of this algorithm is asserted by Theorem 4 below.
input : c ∈ P, d ∈ N and a = {ai | i ∈ N} parameters output: a set of polynomials G Proof. This theorem is a direct consequence of correctness relation (1) stated in Section 4 and of loop invariant property (Definition 8). Let c ∈ P, d ∈ N and a = {a i | i ∈ N} a set of parameters. Let g be the most generic a i -lpp polynomial of degree d and I and C such that c c <g> = (I, C). The important point of this proof is that the abstract semantics . and . c coincide on all non-loop statements. Moreover, Theorem 3 states that the loop invariant hypothesis makes these two abstract semantics coincide on loop statements too. Thus, under loop invariant hypothesis, we can prove by induction on polynomial programs that c <g> = I. The correctness relation (1) then gives γ(I) ⊆ B ν c γ(g). Line 3 of Algorithm 1 enforces the constraint I ≡ <0>. Assuming this constraint on the coefficients of g, we have B ν c γ(g) = R m , which proves that polynomials computed by Algorithm 1 are polynomial invariants at the end of the program c.
Handling and Solving Constraints
The Fastind analysis is based on an abstract domain mixing ideals and equality constraints between ideals, that allows eliminating iteration in the computation of the abstract semantics. The complexity of the whole analysis thus depends on the efficiency in constraint solving. However, checking equality of two a i -lpp ideals I 0 and I 1 is not easy in general. Basically, one has to prove that each polynomial of I 0 belongs to I 1 and vice-versa. Such a complete proof could be achieved by Gröbner base computations, which are nonetheless very costly for parameterized polynomials. The goal is to avoid Gröbner base computations altogether in order to keep tractability, so we propose to assert ideal equality by imposing stronger predicates between polynomials, following a suggestion of Sankaranarayanan et al. [19] . We detail the different possible choices for polynomial equality predicates. The problem of ensuring equality I 0 ≡ I 1 depends on the nature of I 0 and I 1 . We first consider the case where I 0 and I 1 are principal ideals, which means that I 0 = <g> and I 1 = <h> for some a i -lpp polynomials g and h.
Ensuring <g> ≡ <h>. Equality between principal ideals can be strengthened by asserting simple equality between their base polynomials. Clearly,
(2) Such an equality is then achieved by solving a linear system in the a i parameters.
A weaker condition consists in asserting constant scale equality: equality between the polynomials g and h up to a multiplication by a constant also leads to the equality of the generated ideals
Imposing this equality comes to assuming the equality between coefficients of g and λh. This results into particular quadratic systems composed of equations of the form l 0 + λ 1 l 1 + · · ·+ λ n l n = 0 where l i denotes a linear combination of the a i parameters. The way of solving these parametric linear constraint systems has already been studied in the literature [19] and is not developed here. The Fastind analysis first tries to use simple equality property. If this property does not succeed to produce a polynomial invariant, we switch to constant scale equality.
Ensuring <g> ≡ c <g>. Due to the possible presence of if -statements, c <g> may not be a principal ideal but in the form <h 1 , . . . , h n > for n > 1. This kind of ideal equalities is managed by imposing simple equality or constant scale equality between g and each polynomial h i . Note that, in the case where c <g> is of the form <h 1 , q · h 2 >, we may alternatively chose a slightly different condition by asserting <g> ≡ <h 1 > and <g> ≡ <h 2 >. This choice is correct because <g, q · g> = <g> and will be made when deg(g) = deg(h 2 ).
Ensuring <g 1 , . . . , g s > ≡ c <g 1 > . . . c <g s >. This case is treated as the previous one by imposing simple equality or constant scale equality between <g i > and c <g i >.
Note that, except for dijkstra and wensley programs, all the invariants presented in Section 6 have been inferred using the equality property (2).
Illustrating the Fastind Analysis on mannadiv Example
In this section, we develop the different steps of the Fastind analysis on the program mannadiv given in Figure 1 in the introduction of this paper. This program, that yields an invariant of degree 2, has been chosen in order to illustrate the different techniques that come into play for computing loop invariants. More precisely:
-it demonstrates the use of the loop invariant property, -the presence of a conditional statement whose guard cannot be ignored in order to infer a non-trivial invariant illustrates the use of Rem par -operations, -it shows constraints generation and solving.
We will denote by (I i , C i ) the element of I par × C computed at line i. As the Fastind analysis acts backward, we start from the pair (I 7 , C 7 ) where I 7 is the ideal generated by the most generic quadratic a i -lpp polynomial g (I 7 = <g>) and C 7 = ∅. In other words, the abstract semantics of mannadiv program is given by (I 1 , C 1 ) = mannadiv c (I 7 , C 7 ) = y 1 := 0; y 2 := 0; y 3 := x 1 ; while y 3 = 0 do c if c (I 7 , C 7 ) = y 1 := 0; y 2 := 0; y 3 := x 1 c ( while y 3 = 0 do c if c (I 7 , C 7 )) where c if denotes the if -statement of the program and p if its guard (p if = x 2 − y 2 − 1). According to the abstract semantics presented in Figure 3 , we have while
where C w = (I 3 ≡ I 7 ) is the constraint set resulting from imposing the loop invariant property and c c = (I 3 , C 3 ). As c if is an if -statement, it does not modify the set of constraints and we have C 3 = C 7 = ∅. It remains to express I 3 as the weakest precondition of c if w.r.t. I 7 . For the then-branch, we have y 1 := y 1 + 1; y 2 := 0; y 3 := y 3 − 1 c (I 7 , C w ) = (I 4 , C w )
In the same way, the abstract semantics of the else-branch is given by y 2 := y 2 + 1; y 3 := y 3 − 1 c (I 7 , C w ) = (I 6 , C w )
where I 6 = <g 6 > and g 6 = g[ y3−1 / y3 ; y2+1 / y2 ]. Finally, ideal I 3 is given by where
The last step of the algorithm consists in solving the constraints in C w ∪ C 0 where C 0 is the constraint set obtained by initial nullness, namely C 0 = (I 1 ≡ <0>), and C w corresponds to the ideal equality <g> ≡ <p if ·g 6 , Rem par (g 4 , p if )>. This equality will be ensured by the special case of simple equality, which means that this constraint is satisfied by enforcing both Rem par (g 4 , p if ) = g and g 6 = g. By definition, initial nullness is equivalent to g 1 = 0. We note C 4 , C 6 and C 0 the respective linear systems induced by these polynomial equalities.
These resolve into a 12 = a 5 = a 4 = b 0 = −a 1 , all other parameters equating to 0. Finally, the direct instantiation of the a i -lpp polynomial g returns the single program invariant: x 1 = y 1 x 2 + y 2 + y 3 .
Benchmarks
Column Fastind of Table 1 presents the results of the Maple implementation of the Fastind analysis, run on Rodríguez-Carbonell and Kapur's benchmarks [18] and mannadiv example. Even if our method is incomplete due to our way to solve constraints, our analysis was able to find all the invariants inferred by Rodríguez-Carbonell and Kapur's first approach [18] and a large majority of invariants of Rodríguez-Carbonell and Kapur's second technique [17] . Our tests were run on a 2.8 GHz Intel Core 2 Duo with 4 GB of DDR3 RAM. The other columns of the table are the results of the implementations of literature approaches [12, 18, 17] . Execution times (in seconds) are given by the authors [14, 18, 17] . More precisely,
MOS column gives the results of Petter implementation [14, 15] of Müller-Olm and Seidl approach. It uses the algebra system Singular (2.0.5) to deal with polynomial operations, and was run on an Intel architecture with an AMD Athlon XP 3000+ and 1Gb of memory. RCK columns present the results of the implementation of the two Rodríguez-Carbonell and Kapur's approaches [18, 17] . First column gives the time taken by the Maple implementation of their simple loop approach [18] . Second column gives the time taken by the Macaulay2 implementation of their general approach [17] . These two implementations were run on a 3.4 GHz Pentium 4 with 2 Gb of memory. Var is the number of variables in the initial polynomial. All times are in seconds, and the dash symbol (−) is used when no result is available. Examples and their provenance can be found at [16] , and in [18] .
Results displayed on column Fastind proves the efficiency of the analysis. Even if Müller-Olm et al. [13] propose in their implementation to optimize Gröb-ner base computations by using modules, the iterative process and the cost of module inclusion checking still show a high computational cost, as shown by the Petter5 example. Last line of the table presents the result of the Fastind analysis on the program petter30 that computes the integer 30 power sum ( N i=0 i 30 ) and yields an invariant of degree 31. This shows that our method can effectively infer invariants of high degree. A thorough analysis of these results can be found in the technical report [2] . Our Maple sheets are available from www.irisa.fr/celtique/ext/polyinv.
Related Work
Our approach to computing polynomial invariants is developed from a combination of two techniques developed in literature [12, 19] . From Müller-Olm and Seidl's analysis [12] , we have taken the idea to compute pre-conditions for equalities like g = 0 to hold at he end of execution. From Sankaranarayanan et al.'s work [19] , we have pursued the idea of searching for loop invariants by a constraint based approach.
More precisely, the abstract semantics presented in Figure 2 extends the initial work of Müller-Olm and Seidl [12] to a structured language with both polynomial equality and disequality guards. This extension relies on our computation of quotients and remainders for parameterized polynomials. In the special case of a program c ≡ if p = 0 then c 1 else skip, chosing q = 0 as a quotient coincides with Müller-Olm and Seidl's abstract function. Note that the same authors mentionned the possibility of using non-null quotients for handling polynomial equality guards [13] , but without pursuing this idea. Indeed, the analysis of Müller-Olm and Seidl is based on fixpoint iterations using Gröbner bases and iterating Rem par -operations in loops would give rise to an excessively expensive analysis. The constraint-based technique that we propose in the abstract semantics given on Figure 3 eliminates the need for iteration. We are thus able to compute with parameterized quotients in our analysis.
In terms of computational complexity, we propose a practical alternative to iteration-based methods by focussing on a particular form of loop invariants, as suggested by Sankaranarayanan et al. [19] . More precisely, condition (2) which provides the most efficient invariant computation corresponds to their notion of constant value consecution, and condition (3), which is the loop invariant hypothesis of Definition 8, corresponds to their notion of constant-scale consecution. Sankaranarayanan et al. are concerned with computing a forwards analysis whereas our analysis works backwards. In a forwards analysis, abstract assignments are handled by fresh variable introduction and elimination which requires computing ideal intersections using Gröbner bases. In a backwards analysis, assignments are abstracted by a simple substitution, which avoids Gröbner bases.
Rodríguez-Carbonell and Kapur [17] propose a method adapted to both kinds of guards, but at the price of a high degree of computational complexity. First, their abstract domain is the set of ideal varieties, i.e., ideals such that α•γ(I) = I (called the IV property). The transfer function for disequality guards comes down to computing ideal quotients in this abstract domain. The IV property is costly to maintain, since it relies on the computation of radical ideals, which again involves Gröbner bases. By default, their implementation skips these computations and ignores disequality guards, inducing over-approximations. As above, their forwards analysis uses Gröbner bases for handling assignment. Abstract equality tests, which are easier to handle in this kind of approach, still need IV computations due to the nature of the abstract domain: these are often skipped in practice. Because their transfer function can be non-terminating, they have to introduce a widening operator that removes all polynomials above a given degree.
Finally, taking the alternative approach of restricting expressiveness, Rodríguez-Carbonell and Kapur [18] propose an analysis restricted to assignments involving only solvable mappings, which essentially amounts to having invertible abstract assignments. This leads to a complete analysis for which the number of iterations is bounded; nevertheless it systematically demands iterative fixpoint computations. The process of computing all polynomial invariants for a restricted class of programs was extended by Kovács in [9] which provides, again through iterative fixpoint computation, a complete invariant generation method for a specific loop pattern with nested conditionals.
Conclusion
We have presented a method for inferring polynomial invariants based on a backwards abstract interpretation of imperative programs. The inference technique is constraint-based rather than iteration-based, relies on parameterized polynomial division for improved precision when analyzing conditionals, and reduces the analysis problem to constraint solving on ideals of polynomials. The central result of the paper is that combining constraint-based techniques with backwards analysis has as consequence that the analysis can be implemented without the use of Gröbner base computations. Benchmarks show that the resulting analyzer achieves both good precision, even if not complete, and fast execution, compared to existing implementations using Gröbner bases.
This contribution constitutes a foundation for extensions to an analysis tool that covers a full-fledged language. Our technique should have good scalability properties as the limiting factor is the number of variables and not the degree of the polynomials nor the size of the code. We have began its integration into the Sawja static analysis framework for Java (sawja.inria.fr) with promising results.
We have undertaken the mechanized formalization of all the material of this paper with the Coq proof assistant, following Besson et al.'s approach [1] to linear invariant generation. In addition to the gain in confidence, this lays the groundwork for a certifying analysis toolchain, i.e., the combination of an analyzer that generates certificates in predefined format, and a formally verified checker that validates them.
