Abstract. We present a general encoding scheme for a wide class of problems (including among others such problems like data reduction, feature selection, feature extraction, decision rules generation, pattern extraction from data or conflict resolution in multi-agent systems) and we show how to combine it with a propositional (Boolean) reasoning to develop efficient heuristics searching for (approximate) solutions of these problems. We illustrate our approach by examples, we show some experimental results and compare them with those reported in literature. We also show that association rule generation is strongly related with reduct approximation.
Introduction
We discuss a representation scheme for a wide class of problems including problems from such areas like decision support [14] , [9] , machine learning, data mining [4] , or conflict resolution in multi-agent systems [10] . On the basis of the representation scheme we construct (monotone) Boolean functions with the following property: their prime implicants [3] (minimal valuations satisfying propositional formulas) directly correspond to the problem solutions (compare the George Boole idea from 1848 discussed e.g. in [3] ). In all these cases the implicants close to prime implicants define approximate solutions for considered problems (compare the discussion on Challenge 9 in [12] ).
The results are showing that the efficient heuristics for feature selection, feature extraction, pattern extraction from data can be developed using Boolean propositional reasoning. Moreover the experiments are showing that these heuristics can give better results concerning classification quality or/and time necessary for learning (discovery) than those derived using other methods. Our experience is showing that formulations of problems in the Boolean reasoning framework creates a promising methodology for developing very efficient heuristics for solving real-life problems in many areas. Let us also mention applications of Boolean reasoning in other areas like negotiations and conflict resolving in multi-agent systems [10] .
Because of lack of space we illustrate the approach using two illustrative examples related to symbolic value grouping and association rule extraction in Data Mining (or Machine Learning) problems.
Basic Notions
An information system is a pair S = (U, A), where U -is a non-empty, finite set called the universe, A -is a non-empty, finite set of attributes, i.e., a : U → V a for a ∈ A, where V a is called the value set of a. Elements of U are called situations and interpreted as e.g. cases, states, patients, observations. The set V = a∈A V a is said to be the domain of A. A decision table is any information system of the form S = (U, A ∪ {d}), where d / ∈ A is a distinguished attribute called decision.
The elements of A are called conditional attributes (conditions).
In a given information system, in general, we are not able to distinguish all pairs of situations objects (using attributes of the system). Namely, different situations can have the same values on considered attributes. Hence, any set of attributes divides the universe U into some classes which establish a partition [9] of the set of all objects U . With any subset of attributes B ⊆ A we associate a binary relation ind(B), called an indiscernibility relation, which is defined by
Let S = (U, A) be an information system, where A = {a 1 , ..., a m }. Pairs (a, v) with a ∈ A, v ∈ V are called descriptors. By DESC(A, V ) we denote the set of all descriptors over A and V . Instead of (a, v) we also write a = v or a v . One can assign Boolean variable to any descriptor. The set of terms over A and V is the least set containing descriptors (over A and V ) and closed with respect to the classical propositional connectives: ¬ (negation), ∨ (disjunction), and ∧ (conjunction), i.e., The meaning τ S (or in short τ ) of τ in S is defined inductively as follows:
Two terms τ and τ are equivalent, τ ⇔ τ , if and only if τ = τ . In particular we have:
The information systems (desision tables) are representations of knowledge bases discussed in Introduction: rows corresponds to consistent sets of propositional variables defined by all descriptors a = v where v is the value of attribute a in a given situation and conflicting pairs, in case of information systems, are all pairs of situations which are discernible by some attributes.
Let S = (U, A) be an information system, where U = {u 1 , ..., u n }, and A = {a 1 , ..., a m }. By M(S) we denote an n × n matrix (c ij ), called the discernibility matrix of S, such that c ij = {a ∈ A : a(u i ) = a(u j )} for i, j = 1, ..., n.
With every discernibility matrix M(S) one can associate a discernibility function f M(S) , defined as follows. A discernibility function f M(S) for an information system S is a Boolean function of m propositional variables a * 
B is reduct in
One can show that prime implicants of the discernibility function correspond exactly to reducts of information systems [9] , [14] . Hence, Boolean reasoning can be used for information reduction. This can be extended to feature selection and decision rule synthesis (see e.g. [2] , [9] ). One can show that the problem of finding a minimal (with respect to cardinality) reduct is NP-hard [14] . In general the number of reducts of a given information system can be exponential with respect to the number of attributes (more exactly, any information system S has at most
reducts, where m=card(A)). Nevertheless, existing procedures for reduct computation are efficient in many applications and for many cases one can apply some efficient heuristics (see e.g. [2] ).
Moreover, in some applications (see [13] ), instead of reducts we prefer to use their approximations called α-reducts, where
One can show that for a given α, the problems of searching for shortest α-reducts and for all α-reducts are also NP-hard. Let us note that e.g. simple greedy Johnson strategy for computing implicants close to prime implicants of the discernibility function has time complexity of order O(k 2 n 3 ) where n is the number of objects and k is the number of attributes. Hence, for large n this heuristic will be not feasible. We will show how to construct some more efficient heuristics in case when some additional knowledge is given about problem encoded by information system or decision table.
Feature Extraction by Grouping of Symbolic Values
In case of symbolic value attribute (i.e. without pre-assumed order on values of given attributes) the problem of searching for new features of the form a ∈ V is, in a sense, from practical point of view more complicated than the for real value attributes. However, it is possible to develop efficient heuristics for this case using Boolean reasoning.
Let S = (U, A ∪ {d}) be a decision table. Any function
It means that if two objects u, u are discerned by B and d, then they must be discerned by partition attributes defined by {P a } a∈B . We consider the following optimization problem PARTITION PROBLEM: symbolic value partition problem: Given a decision table S = (U, A ∪ {d}) and a set of attributes B ⊆ A, search for the minimal B − consistent family of partitions (i.e. such B − consistent family {P a } a∈B that a∈B rank (P a ) is minimal).
To discern between pair of objects will use new binary features a
One can apply the Johnson's heuristic for the new decision table with these attributes to search for minimal set of new attributes that discerns all pairs of objects from different decision classes. After extracting of these sets, for each attribute a i we construct graph Γ a = V a , E a where E a is defined as the set of all new attributes (propositional variables) found for the attribute a. Any vertex coloring of Γ a defines a partition of V a . The colorability problem is solvable in polynomial time for k = 2, but remains NP-complete for all k ≥ 3. But, similarly to discretization [7] , one can apply some efficient heuristic searching for optimal partition.
Let us consider an example of decision table presented in Figure 1 and (a reduced form) of its discernibility matrix (Figure 1) . From the Boolean function f A with Boolean variables of the form a v2 v1 one can find the shortest prime implicant:
b5 which can be treated as graphs presented in the Figure 2 . We can color vertices of those graphs as it is shown in Figure 2 . The colors are corresponding to the partitions:
At the same time one can construct the new decision table (Figure 2) . One can extend the presented approach (see e.g. [6] ) to the case when in a given decision system nominal and numeric attribute appear. The received heuristics are of very good quality.
Experiments for classification methods (see [6] ) have been carried over decision systems using two techniques called "train-and-test" and "n-fold-crossvalidation". In Table 1 some results of experiments obtained by testing the proposed methods MD (using only discretization based on MD-heurisctic [7] using Johnson approximation strategy) and MD-G (using discretization and symbolic value grouping) for classification quality on well known data tables from the "UC Irvine repository" are shown. The results reported in [5] are summarized in columns labeled by S-ID3 and C4.5 in Table 1 ). It is interesting to compare those results with regard both to the classification quality. Let us note that the heuristics MD and MD-G are also very efficient with respect to the time complexity. Tables S-ID3 
Names of Classification accuracies

Association Rule Generation
Given an information table A = (U, A). By descriptors we mean terms of form (a = v), where a ∈ A is an attribute and v ∈ V a is a value in the domain of a (see [8] ). The notion of descriptor can be generalized by using terms of form (a ∈ S), where S ⊆ V a is a set of values. By template we mean the conjunction of descriptors, i.e. Problems of finding optimal large templates (for many optimization functions) are known as being NP-hard with respect to the number of attributes involved into descriptors(see e.g. [8] ). Nevertheless, the large templates can be found quite efficiently by Apriori and AprioriTid algorithms (see [1, 15] ). A number of other methods for large template generation has been proposed e.g. in [8] .
Association rules and their generations can be defined in many ways (see [1] ). Here, according to the presented notation, association rules can be defined as implications of the form (P ⇒ Q), where P and Q are different simple templates, i.e. formulas of the form
These implication can be called generalized association rules, because association rules are originally defined by formulas P ⇒ Q where P and Q are the sets of items (i.e. goods or articles in stock market) e.g. {A, B} ⇒ {C, D, E} (see [1] ). One can see that this form can be obtained from 1 by replacing values on descriptors by 1 i.e.: (A = 1)
Usually, for a given information table A, the quality of the association rule R = P ⇒ Q can be evaluated by two coefficients called support and confidence with respect to A. The support of the rule R is defined by the number of objects from A satisfying the condition (P ∧ Q) i.e. support(R) = support(P ∧ Q). The second coefficient -confidence of R -is the ratio between the support of (P ∧ Q) and the support of P i. and P is the smallest template satisfying this condition.
In this paper we show that the second steps can be solved using rough set methods and Boolean reasoning approach.
Boolean Reasoning Approach for Association Rule Generation
Let us assume that the template
which is supported by at least s objects, has been found. For a given confidence threshold c ∈ (0; 1) the decomposition T = P ∧ Q is called c-irreducible if conf idence(P ⇒ Q) ≥ c and for any decomposition T = P ∧ Q such that P is a sub-template of P, conf idence(P ⇒ Q ) < c. One can prove For solving the presented problem, we show that the problem of searching for optimal association rules from the given template is equivalent to the problem of searching for local α-reducts for a decision table, which is well known problem in rough set theory. We construct the new decision table S| T = (U, A| T ∪ d) from the original information table S and the template T as follows: The following theorems describe the relationship between association rules problem and reduct searching problem.
Theorem 2. For a given information table S = (U, A), the template T, the set of descriptors P the implication
Di∈P D i ⇒ Dj / ∈P D j is
100%-irreducible association rule from T if and only if P is reduct in S| T . 2. c-irreducible association rule from T if and only if
P is α-reduct in S| T , where α = 1 − ( 1 c − 1)/( n s − 1), n
is the total number of objects from U and s = support(T).
Searching for minimal α-reducts is well known problem in Rough Sets theory. One can show, that the problem of searching for all α-reducts as well as the problem of searching for shortest α-reducts is NP-hard. Great effort has been done to solve those problems. In the next papers we present the rough set based algorithms for association rule generation for large data table using SQL queries.
The Example
The following example illustrates the main idea of our method. Let us consider the following information table A with 18 objects and 9 attributes. Assume that the template T = (a 1 = 0) ∧ (a 3 = 2) ∧ (a 4 = 1) ∧ (a 6 = 0) ∧ (a 8 = 1) has been extracted from the information table A. One can see that support(T) = 10 and length(T) = 5. The new constructed decision table A| T is presented in Table 2 . The discernibility function for A| T can be described as follows
After its simplification we obtain six reducts:
for the decision table A| T . Thus, we have found from T six association rules with (100%)-confidence. For c = 90%, we would like to find α-reducts for the decision 4 } have nonempty intersection with exactly 7 members of the discernibility matrix M(A| T ). In Table 3 we present all association rules constructed from those sets. u3, u4, u8, u9 u10, u13, u15, u16, u17 u1 D2 Table 3 . The simplified version of discernibility matrix M(A| T ) and association rules.
Conclusions
We have presented a general scheme for encoding a wide class of problems. This encoding scheme has been proven to be very useful for solving many problems using propositional reasoning e.g. information reduction, decision rule generation, feature extraction and feature selection, conflict resolving in multi-agent systems. Our approach can be used to consider only discernible pairs with the sufficiently large discernibility degree. Another possible extension is related to extension of our knowledge bases by adding a new component corresponding to concordance (indiscernible) pairs of situations and to require to preserve some constrains described by this component. We also plan to extend approach using rough mereology [10] .
