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A deformable overset grid method is proposed to simulate the unsteady aerodynamic problems with 
multiple flexible moving bodies. This method uses an unstructured overset grid coupled with local mesh 
deformation to achieve both robustness and efficiency. The overset grid hierarchically organizes the sub-grids 
into CLUSTERs and LAYERs, allowing for overlapping/embedding of different type meshes, in which the 
mesh quality and resolution can be independently controlled. At each time step, mesh deformation is locally 
applied to the sub-grids associated with deforming bodies by an improved Delaunay graph mapping method 
that uses a very coarse Delaunay mesh as the background graph. The graph is moved and deformed by the 
spring analogy method according to the specified motion and then the computational meshes are relocated by 
a simple one-to-one mapping. An efficient implicit hole-cutting and inter-grid boundary definition procedure 
is implemented fully automatically for both cell-centered and cell-vertex schemes based on the wall distance 
and an alternative digital tree (ADT) data search algorithm. This method is successfully applied to several 
complex multi-body unsteady aerodynamic simulations and the results demonstrate the robustness and 
efficiency of the proposed method for complex unsteady flow problems, particularly for those involve 
simultaneous large relative motion and self-deformation.  
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Nomenclature 
c  =  speed of sound 
Cv  =  vertical force coefficient 
d  =  distance 
e  =  area/volume ratio coefficient 
E  = internal energy per unit mass 
f  =  frequency 
F
  
= convective flux vector 
vF
  = viscous flux vector 
J  =  advance ratio 
kij  = spring stiffness 
L  =  characteristic length/chord length 
Ma  = Mach number 
n
  = unit normal vector 
Q  = entropy variables 
Re  = Reynolds number 
RES = residual 
S  =  area or entropy 
St  = Strohaul number
 
t  = physical time 
T  = periodic time 
Qī
 = preconditioning matrix for entropy variables 
Wī
 = preconditioning matrix for conservative variables 
U  =  free-stream velocity magnitude 
V  =  volume 
> @= u, ,V v w
= velocity vector 
W  = conservative variables 
x
  = Cartesian coordinate 
U
  = density 
:
  = control volume 
W
  = pseudo-time 
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I. Introduction 
nsteady flow simulation around multiple moving objectives poses numerical challenges for efficient and robust 
meshing strategies. Four methodologies are documented that can simulate the unsteady flow around bodies with 
locomotion, i.e., the re-meshing method, the immersed boundary method (IBM), the mesh deformation method and 
the overset grid.  
Re-meshing during unsteady motion can be carried out to address the change of the solution domain. However 
there are two fundamental problems with such approach. Most importantly, re-meshing during time evolution 
suffers from an accuracy loss due to solution interpolation in the physical conservation laws, where the 
computational accuracy will be reduced because the new grid and the original one at the previous time step are not 
necessarily consistent. Secondly, re-meshing will require some significant additional computational effort for 
complicated geometries. 
The IBM method [1] is extensively used in simulations involving moving bodies, particularly for low Reynolds 
number flows. It discretizes the governing equations entirely on a fixed Cartesian grid, which does not conform to 
the geometry of the boundaries. The presence of solid boundaries is represented by adding appropriate forcing to the 
flow equations. This method therefore avoids the complicated grid movements. Such a feature makes it attractive for 
simulating flows that involve moving bodies. However, imposing the wall boundary condition in IBM is not 
straightforward, and may negatively impact on the accuracy and conservation properties of the numerical scheme. In 
addition, it is noted that for high Reynolds numbers the computation becomes expensive in order to resolve the flow 
behavior in the boundary layer.  
Different from the re-meshing method, mesh deformation methods deform the grid with respect to the specified 
motion where the grid connectivity is preserved. Generally, the mesh deformation techniques offer better 
computational efficiency and numerical accuracy compared with the re-meshing method. Mesh deformation can be 
mainly classified into two categories: physical analogy and interpolation method. 
Physical analogies for mesh deformation, such as the spring analogy method first developed by Batina [2], use 
certain physics processes to propagate the perturbation of boundaries to the field mesh. The spring analogy method 
models the whole mesh as a network of linear springs, in which each grid edge is viewed as a spring with stiffness 
proportional to the reciprocal of the length, and the new position of mesh points are determined by solving a static 
equilibrium equation. The spring analogy method has been successfully applied to a wide range of unsteady and 
U 
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optimization problems. However, the mesh quality will be difficult to be preserved by spring analogy when large 
displacement occurs since ill-conditioned or even negative cells may easily be created and thus abort the solution 
process. To overcome this problem, some efforts have been made for improving the robustness of spring analogy. 
Farhat et al. [3,4] introduced non-linear torsional springs to the spring analogy method to avoid the mesh crossing 
associated with the linear spring network and Murayama et al. [5] linked the grid edge stiffness with the angle 
between the faces to avoid the generation of squashed invalid elements. Elastic analogy [6,7], which can be viewed 
as an extension of the spring analogy, treats the grid as an elastic body following linear elasticity equations of solid 
mechanics. Theoretically, this method could be robust as it links the stiffness of a region to its volume and sets the 
boundary layer as a solid body. However, the performance of this method varies for different mesh types and 
magnitude of mesh deformation. All the spring analogy methods as mentioned above have to solve huge equations 
and become very expensive for large meshes. 
An interpolation method for mesh deformation, by applying certain interpolation schemes, directly obtains the 
new position or the displacement of each mesh point so as to reflect geometric changes. Transfinite interpolation 
(TFI) [8] is an algebraic mesh generation method for generating structured meshes. It can also be used as a mesh 
deformation method for structured meshes if all the mesh generation parameters are kept the same as the geometry 
deforms. In principal, TFI interpolates the displacements of points on boundaries along mesh lines to the points in 
the interior domain. Combined with the multi-block structured grid, the ability of TFI can be enhanced to handle 
three-dimensional geometric perturbations. TFI has been widely used in aeroelasticity, aerodynamic optimization 
and multidisciplinary optimization to generate the dynamic structured grid. However, the efficiency and robustness 
of the TFI are limited to applications for structured meshes. There is also another type of interpolation methods 
developed without dependency on mesh topology and therefore they can be applied to different kind of meshes. This 
type of methods is typically represented by the Delaunay graph mapping method (DGM) proposed by Liu et al. [9] 
and the radial basis function (RBF) method proposed by de Boer [10] and further developed by Rendall and Allen 
[11,12,13]. The mesh deformation method based on Delaunay graph mapping [9] has been proved as a fast mesh 
deforming method due to the fact that it uses an explicit algebraic one to one mapping rather than solve a differential 
equation or a large linear system. The drawback of this method is that the mesh quality near the moving boundaries 
is difficult to be preserved when the moving bodies exhibit large rotation, which can lead to an invalid Delaunay 
graph. Alternatively, a mesh deformation method [10] using the radial basis functions interpolation [14,15] provides 
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a more robust moving mesh, which can handle larger mesh rotational deformation. However, the robustness is at the 
expense of computational cost with large mesh due to the fact that the interpolation of any mesh point is a global 
function involving position changes of all basis points on the surface. The size of the linear system to be solved is 
directly related to the number of the moving surface mesh points. To accelerate the computation, data reduction 
algorithms were proposed by Rendall and Allen [11, 12, 13], Sheng and Allen [16] and Wang et al. [17] to limit the 
RBF interpolation on a coarsened subset of surface mesh. To decrease the error on the surface points, they applied a 
greedy algorithm to select the optimum reduced set of surface mesh. Using only portion of the moving surface mesh 
points as basis points cannot fully recover the exact deformation, making it difficult to tackle aerodynamic problems 
which are sensitive to small-scale deformation. Most recently, Wang and Qin [18] developed a method combining 
the Delaunay graph mapping with local RBF, in which the Delaunay graph is used to group fluid mesh points, and 
the nodes of each graph element are treated as basis points of RBF for each group of fluid mesh points. This method 
can dramatically reduce the number of the basis points for RBF and hence results in higher computational efficiency 
and more robustness for mesh deformation. However, this method has to treat translation and rotation motion in 
separated ways, which may be difficult to distinguish in some applications.  
It has to be mentioned that, though numerous efforts have been made within the methodology to improve the 
performance of the mesh deformation methods, these methods suffer from the problem with large deformation, in 
particular, with large relative motion of multiple bodies. Mesh quality is difficult to be preserved, or even, mesh 
could degenerate, when large displacements occur. A remedial measurement for the degenerated mesh quality is to 
locally or even fully regenerate the mesh. Zhang and Wang [19] used an unstructured grid to link the body-fitted 
grid and Cartesian grid and applied a local grid regeneration on this part when mesh deformation deteriorates. Zhang 
et al. [ 20 ] further extended this technique to three-dimensional applications where dynamic hybrid mesh 
deformation are applied in combination with local re-meshing. Still local grid regeneration is a costly part with 
penalty of complex algorithm design and accuracy loss at the same time. 
In addition to the aforementioned grid regeneration and mesh deformation methodologies, the overset grid is a 
mature technology that has been used for decades to simplify the grid generation for complex geometries and as an 
embedding technique for simulations involving multiple bodies with relative movement. The overset grid method 
was firstly proposed by Steger [21] and subsequently extended by Nakahashi et al. [22] for its applications on 
unstructured grids. The overset grid can be applied to store separation, turbomachinery [23], rotary aircrafts [24,25] 
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and flapping wing aerodynamics [26,27]. For problems with boundary deformation, Fast and Henshaw [28] applied 
the overset grid in conjunction with a hyperbolic grid generator. In their work, a thin layer of body-fitted structured 
grid around the deforming boundary is overlapped on a fixed Cartesian grid covering the entire computational 
domain. At each time step, the body-fitted grid was regenerated for the deforming shape resulting from flow-
structure interaction. By doing so, the global mesh regeneration switches to a local one, which improves the 
computational efficiency. However, local grid regeneration is still expensive, in particular, for complex three-
dimensional large mesh systems. 
There are many engineering applications, which exhibit simultaneous large relative displacement between bodies 
with self-deformation, such as flexible flapping wings, fish swarming, rotary wings coupled with structural 
dynamics, pose significantly challenge to the dynamic mesh techniques. Solely using mesh deformation methods or 
overset grid cannot satisfy the extreme scenarios mentioned above in terms of preserving the mesh quality and 
computational efficiency. To successfully simulate the unsteady flow field contains multiple bodies undergoing 
relative motion and deformation, a deformable overset grid by using unstructured overset grid technique coupled 
locally with an improved Delaunay graph mapping mesh deformation method is proposed in the present study. This 
paper is organized as follows:  the numerical frame of an in-house developed unsteady Reynolds averaged Navier-
Stokes (URANS) solver is introduced in Section 2; the dynamic mesh techniques, including the improved Delaunay 
graph mapping mesh deformation, unstructured overset grid method and deformable overset grid, are presented in 
Section 3; followed by several demonstration cases in Section 4 and the conclusions in Section 5. 
II. Numerical frame of the URANS solver 
In this section, some key elements of an in-house unsteady Reynolds-averaged Navier-Stokes flow solver used in 
this study are briefly described. 
A. Governing equations in arbitrary Lagrangian Eulerian form 
For the general problem of compressible flows in a moving and deformable computational domain ( )t: with 
boundary ( )tw: , the integral form of unsteady compressible Navier-Stokes equations can be written as˖ 
  ( ) ( ) ( )d ( ) d dvt t tV n S St : w: w:w     w ³ ³ ³W F W W Fx ,        (1) 
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where W represents the vector of conservative variable (mass, momentum, and energy), 
> @u v w EU U U U U W T, ( )F W  represents the convective fluxes and vF  represents the viscous fluxes. x
and n are the velocity and the unit normal of the interface ( )tw: , respectively.  
Defining gnv n x , the case gnv V n   (where > @= , ,V u v w is the vector of flow velocity) corresponds to a 
Lagrangian system, and gn 0v  is an Eulerian one. In the present formulation, gnv is arbitrarily specified. The 
Spalart-Allmaras one-equation model and the Menter k-Ȧ SST two-equation model are implemented in the 
developed code to close the governing equations for turbulent flows. 
B. Dual-time stepping with low Mach number preconditioning 
For the solution of unsteady flow, a dual-time stepping algorithm is employed in conjunction with low Mach 
number preconditioning intended for extending application of the solver to low speed flows. The governing 
equations with a preconditioned pseudo-time-derivative term introduced into Eq.(1) can be written as follows: 
 gn( ) ( ) ( ) ( )d d ( ) d dW vt t t tV V v S StW : : w: w:w w    w w³ ³ ³ ³ī W W F W W F  ,                           (2) 
where W and t denote pseudo and physical time respectively, and Wī is the preconditioning matrix. This approach 
involves an inner iteration loop in each pseudo time step that is wrapped by an outer loop stepping through physical 
time, whereas convergence of the inner iterations in pseudo-time is optimized by preconditioning, local time 
stepping or other convergence enhancement techniques. 
For the convenience of preconditioning analysis, primitive variables instead of the conservative variables are 
selected as the system variables. The present analysis is simplified by considering the entropy variables
> @d d d d d dp c u v w SU Q  where 2d d dS p c U   is proportional to the change in entropy. In terms of 
conservative variables, the preconditioning matrix is W Q
w w
Qī ī
W
 where Qī  represents the preconditioning matrix 
for the entropic variables designed as  2diag 1 1 1 1Q Ew wWī Q . In this paper, E is designed for the purpose 
of improving robustness for unsteady flow with moving boundaries as follows, 
  2 2 2Local minmin max , ,  1.0MaE E , 
where LocalMa  is the local maximum relative Mach number defined as, 
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neighbors
Local max ,
g g
cell
V V V V
Ma
c c
§ · ¨ ¸ ¨ ¸© ¹
, 
and 2 2 2
min ,mean3max( , )gMa MaE f , gV represents grid velocity vector, Maf  the incoming free-stream Mach number 
and 
,meangMa   the mean Mach number of moving boundaries. 
C. Finite volume discretization: a unified approach for either cell-centered or cell-vertex scheme 
In the code, a unified approach is used for either cell-centered or cell-vertex discretization applying on arbitrary 
type meshes (structured, unstructured, Cartesian or hybrid of them). A face-based data structure is employed which 
creates pointers from cell interfaces to adjacent control volumes as the only connectivity information. Cell-centered 
discretization using the primary mesh or cell-vertex discretization using the median dual mesh can be selected at 
run-time, the only difference being the preparation of the metric data. Eq. (2) can be discretized in a polygonal 
control volume iV  as: 
( ) ( ) ( )i iWi i
V V
tW
w w  w w
W Wī RES W                                                (3) 
1 1
( ) ( )
nface nface
i ij ij vij ij
j j
S S
  
 ¦ ¦RES W F W F
 .
 
The inviscid flux, through the interface ijS between the control volume iV and jV , is calculated using a 
reformulated Roe-type flux difference splitting scheme. The left and right state variables at both sides of a control 
volume face are reconstructed by a weighted least square or Green-Guass linear gradient reconstruction approach 
with Venkatakrishnan¶s limiter [ 29 ] applied to prevent oscillations near shock waves. For viscous fluxes 
computation, the velocity and temperature gradients at the interface are obtained by averaging the values of its 
adjacent control volumes with an additional correction in the direction from volume centroid i to volume centroid j 
to avoid odd-even decoupling. 
When dynamic meshes are used, the grid velocities x  and the surface unit normal n  need to be considered 
carefully so that the errors introduced by the mesh deformation do not degrade the accuracy of the flow 
computation. The discrete geometric conservative law [30, 31, 32] provides a guideline on how to evaluate these 
parameters. 
D. Temporal discretization and implicit iteration 
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The pseudo-time term in Eq.(2) is discretized with a first order backward difference and the physical time term is 
discretized in an implicit fashion by means of k -step backward difference respectively. The linearized equations 
system is finally given as, 
 1 1 1 11 1
0
1( )
n n m n k
n hmi n i n
Wi i n h
h
V V V V
t t t
I I IW
     

 
§ ·w  '    ¨ ¸' ' w ' '© ¹ ¦
WRESī W RES W W
W
,           (6) 
where m and n denote pseudo-time and physical time steps, respectively. The choice of the sequence ^ `nI [33] 
governs the accuracy of the temporal discretization from the steady flow solver mode to unsteady schemes up to 3rd 
order time accuracy. The linear system of equations for the increments to the dependent variables, given by Eq.(6) is 
solved by an iterative Lower-Upper Symmetric Gauss-Seidel or Krylov subspace type Generalized Minimal 
Residual (GMRES) algorithm. 
In this study, all the unsteady flow simulations were performed by using cell-vertex scheme for spatial 
discretization with Green-Gauss gradient reconstruction. Second-order temporal accuracy was achieved by implicit 
GMRES with the residual of each time-step reduced by at least two orders. 
III. Deformable Overset Grid 
,QWKLVVHFWLRQDQLPSURYHG'HODXQD\JUDSKPDSSLQJVWUDWHJ\LVILUVWGHYHORSHGWRDFKLHYHDUREXVWDQGHIILFLHQW
PHVK GHIRUPDWLRQ 6HFRQGO\ WKH RYHUVHW JULG PHWKRG DQG LWV FRPELQDWLRQ ZLWK WKH ORFDO PHVK GHIRUPDWLRQ DUH
SUHVHQWHG 
A. Improved Delaunay graph mapping for mesh deformation 
7KH PHVK GHIRUPDWLRQ PHWKRG EDVH RQ 'HODXQD\ JUDSK PDSSLQJ >@ KDV EHHQ SURYHG WR EH DQ HIILFLHQW PHVK
GHIRUPDWLRQPHWKRGVLQFHLWXVHVDQH[SOLFLWDOJHEUDLFRQHWRRQHPDSSLQJ7KHRULJLQDO'HODXQD\EDFNJURXQGJUDSK
LVJHQHUDWHGE\DOOWKHVXUIDFHPHVKSRLQWVDQGDIHZERXQGDU\SRLQWVDWWKHRXWHUERXQGDU\$QRWDEOHGLVDGYDQWDJH
RIWKLVFKRLFHLVWKDWWKHLQLWLDO'HODXQD\JUDSKZLOOHDVLO\JHWLQYDOLGZKHQODUJHURWDWLRQDOGHIRUPDWLRQRFFXUV7R
VROYH WKH DIRUHPHQWLRQHG SUREOHP D ILQHU 'HODXQD\ JUDSK \HW D YHU\ FRDUVH PHVK LV SURSRVHG WR ZRUN DV WKH
EDFNJURXQG JUDSK KHUH 7KH VSULQJ DQDORJ\ PHWKRG LV WKHQ XVHG WR GHIRUP WKH 'HODXQD\ JUDSK DFFRUGLQJ WR
VSHFLILHGPRYHPHQW7KHRULJLQDOFRPSXWDWLRQDOPHVKLVPDSSHGLQWRWKHLUQHZSRVLWLRQXVLQJWKHDOJHEUDLFRQHWR
RQHPDSSLQJ>@%\GRLQJVRWKHUREXVWQHVVRIWKHRULJLQDO'HODXQD\JUDSKPDSSLQJPHWKRGLVLPSURYHGZLWKRXW
VXEVWDQWLDOO\ LQFUHDVLQJ WKH FRPSXWDWLRQDO FRVW DV WKH VSULQJ DQDORJ\ PHWKRG LV RQO\ DSSOLHG RQ D YHU\ FRDUVH
  
10 
EDFNJURXQG'HODXQD\JUDSK7KHDOJRULWKPRIWKHSURSRVHGJUDSKPDSSLQJLVLOOXVWUDWHGXVLQJDSHULRGLFSLWFKLQJ
1$&$DLUIRLOVHHQLQ)LJH[KLELWVDVLQXVRLGDONLQHPDWLFV ( ) 90 sin(2 )a t ftS DVIROORZ 
*HQHUDWLQJEDFNJURXQG'HODXQD\JUDSKLQWKHFRPSXWDWLRQDOGRPDLQ 
$JRRGTXDOLW\FRPSXWDWLRQDOPHVKLVJHQHUDWHGLQWKHFRPSXWDWLRQDOGRPDLQ)LJD,QWKHVDPHGRPDLQD
YHU\FRDUVHEDFNJURXQG'HODXQD\JUDSK)LJELVJHQHUDWHGDQGWKHEDFNJURXQGJUDSKZLOOEHPRYHGE\VSULQJ
DQDORJ\PHWKRGRQGHPDQG)RUWKH'HODXQD\JUDSKWKHJULGGLVWULEXWLRQRQWKHPRYLQJERXQGDULHVZDOOVVKRXOG
EHLGHQWLFDOWRWKHFRPSXWDWLRQDOPHVKWRSUHVHUYHIXOOLQWHJULW\RIERXQGDU\PRYHPHQWZKLOHWKHHQWLUHGRPDLQLV
PHVKHG ZLWK D ODUJH JURZWK UDWH \HW UHVXOWLQJ LQ PXFK OHVV FHOO DPRXQW ZKHQ FRPSDUHG ZLWK WKH FRPSXWDWLRQDO
PHVK7KLVFDQEHKHOSIXOWRSURSDJDWHWKHGHIRUPDWLRQWRWKHYHU\IDUILHOGZKLOHWKHPHVKTXDOLW\LQWKHDUHDQHDU
ZDOOERXQGDULHVFDQEHSUHVHUYHG 
 
  
D      E 
  
(c)                                                (d) 
)LJ  ,PSURYHG 'HODXQD\ JUDSK PDSSLQJ PHWKRG D LQLWLDO FRPSXWDWLRQDO PHVK E FRDUVH EDFNJURXQG
'HODXQD\JUDSKPHVKFGHIRUPDWLRQRIWKHEDFNJURXQGJUDSKGGHIRUPDWLRQRIWKHFRPSXWDWLRQDOPHVK
DIWHUWKHRQHWRRQH'HODXQD\JUDSKPDSSLQJ 
 
'HILQLQJRQH-WR-RQHPDSSLQJEHWZHHQWKHFRPSXWDWLRQDOPHVKDQGWKH'HODXQD\JUDSK 
 For each computational mesh point P, by using the efficient searching Alternative Digital Tree (ADT) algorithm 
[34], the Delaunay graph element E is found where the mesh point P locates. As illustrated in Fig. 2 for 2D case but 
without losing its generality, the corresponding area (2D) or volume (3D) ratios based on Eq. (7) [9] are then 
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calculated to obtain the uniquely defined one-to-one mapping between the mesh point and the graph element for 
two-dimensional or three-dimensional cases. The area or volume coefficients ie , which uniquely determine the 
relative position of point P in the graph element E, are defined as, 
,    1,2,3      (2D)
,   1,2,3,4   (3D)
i i
i i
e S S i
e V V i
  
   ,   (7) 
where Si  denotes the area of the triangle formed by point P and the edge of graph element E for 2D case while Vi is 
the volume of the tetrahedral formed by the point P and the face of element E. S or V is total area or total volume of 
the graph element. 
7KHFDOFXODWHGDUHDYROXPHFRHIILFLHQWVRIHDFKPHVKSRLQWDUHVWRUHGDORQJZLWKWKHJUDSKHOHPHQWQXPEHUDVD
SULPDU\TXDQWLW\EHIRUHGHIRUPLQJWKHPHVKDQGUHPDLQWKHVDPHGXULQJWKHPHVKGHIRUPDWLRQ 
 
)LJ,OOXVWUDWLRQRI'HODXQD\JUDSKPDSSLQJPHWKRG 
 
0RYLQJRUGHIRUPLQJWKH'HODXQD\JUDSK 
7UHDWHG DV D QHWZRUN RI VSULQJV WKH EDFNJURXQG 'HODXQD\ JUDSK LV PRYHG E\ PHDQV RI WKH VSULQJ DQDORJ\
PRGHOZLWKSDVVLYHGHIRUPDWLRQDFFRUGLQJO\DVVKRZQLQ)LJF$OWKRXJKPRUHVRSKLVWLFDWHGPHWKRGVLQFOXGLQJ
WRUVLRQDOVSULQJVDUHDYDLODEOHWKHFRPPRQO\XVHGVSULQJDQDORJ\PRGHORI%DWLQD>@LVHPSOR\HGLQWKLVSURFHGXUH
E\FRQVLGHULQJWKHIDFWWKDWWKHEDFNJURXQGJUDSKLVYHU\FRDUVHZLWKODUJHGLVSDULW\RIPHVKGHQVLW\QHDUWKHZDOO
DQGIDUDZD\IURPWKHZDOODQG WKHUHIRUH WKLVPHWKRGLVVXIILFLHQW IRUGHIRUPLQJWKH'HODXQD\JUDSK LQDUREXVW
PDQQHUHYHQIRUODUJHGLVSODFHPHQWV:LWKJUDSKHOHPHQWHGJHVPRGHOOHGDVVSULQJVWKHVWDWLFHTXLOLEULXPHTXDWLRQ
IRUQRGHLFDQEHZULWWHQDV 
 
1
0
iNE
ij i j
j
k G G
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ZKHUH 1(L LV WKH QXPEHU RI QRGHV GLUHFWO\ FRQQHFWHG WR QRGH L E\ WKH HOHPHQW HGJHV G x UHSUHVHQWV QRGH
GLVSODFHPHQWYHFWRUDQG ijk LVWKHOLQHDUVSULQJVWLIIQHVVIRUDJLYHQHGJH LM,QWKHSUHVHQWVWXG\ ijk LVFDOFXODWHGDV
2
1ij i jk  x x  
%\DSSO\LQJWKHVWDWLFHTXLOLEULXPHTXDWLRQWRDOOQRGHVLQ WKH'HODXQD\JUDSKDV\VWHPRIHTXDWLRQVFDQEH
GHULYHG$JDLQ WKHHIILFLHQW LWHUDWLYHPHWKRGVXVHG LQ WKH IORZVROYHUFDQEHXVHGKHUH ,Q WKHSUHVHQW VWXG\ WKH
GHULYHGOLQHDUV\VWHPLVLWHUDWLYHO\VROYHGE\DSUHFRQGLWLRQHGFRQMXJDWHGJUDGLHQWDOJRULWKPZLWKWROHUDQFHRI- 
5HORFDWLQJWKHFRPSXWDWLRQDOPHVKSRLQWVE\WKHSUH-FDOFXODWHGRQH-WR-RQHPDSSLQJFRHIILFLHQWV 
$IWHUWKHEDFNJURXQG'HODXQD\JUDSKLVGHIRUPHGDVLOOXVWUDWHGLQ)LJWKHFRPSXWDWLRQDOPHVKSRLQWVFDQEH
PDSSHGLQWRQHZSRVLWLRQE\WKHRQHWRRQHPDSSLQJVFKHPH7KHQHZSRVLWLRQ Pcx RIFRPSXWDWLRQDOPHVKSRLQW3
LVFDOFXODWHGEDVHGRQWKHSUH-FDOFXODWHGDUHDYROXPHUDWLRFRHIILFLHQWVDV 
1
n
P i ENii
e c c ¦x x  
ZKHUH ENicx LVWKHQHZSRVLWLRQRIWKH LWKQRGHRIWKHPRYHGJUDSKHOHPHQWDQGQ IRUWZRGLPHQVLRQDOFDVHQ 
IRUWKUHHGLPHQVLRQDOFDVH7KHGHIRUPHGFRPSXWDWLRQDOPHVKDURXQGWKH1$&$DLUIRLOFDQEHVHHQLQ)LJ
G 
&RPSDULQJWRWKHRULJLQDO'HODXQD\JUDSKPDSSLQJPHWKRG>@XVLQJDFRDUVHEDFNJURXQGPHVKPRGHOHGE\D
VSULQJDQDORJ\PRGHODVWKHPDSSLQJJUDSKLVSULQFLSDOO\DEOHWRLPSURYHWKHUREXVWQHVVLQWHUPVRISUHVHUYLQJWKH
PHVKTXDOLW\7KHQHZ'HODXQD\JUDSKFRQWDLQVDVPDOOQXPEHURILQWHULRUSRLQWVUDWKHUWKDQWKHRULJLQDORQHZKLFK
RQO\FRQVLVWVRIVXUIDFHPHVKSRLQWVDQGVRPHRXWHUERXQGDU\SRLQWV,WFDQSURSDJDWHWKHZDOOGLVSODFHPHQWERWK
WUDQVODWLRQDQGURWDWLRQWRWKHIDUILHOGE\VSULQJDQDORJ\HIIHFWLYHO\DQGWKHUHIRUHFDQVXUYLYHIURPJUDSKHOHPHQW
LQWHUVHFWLRQ IRU ODUJHU GLVSODFHPHQW ,Q WKH PHDQWLPH WKH YHU\ FRDUVH 'HODXQD\ JUDSK ZLWK ODUJH GLVSDULW\ RI
HOHPHQW VL]H LV EHQHILFLDO WR PDLQWDLQ WKH TXDOLW\ RI WKH JUDSK HOHPHQWV QHDU ZDOO ERXQGDULHV 7KHVH VPDOO VL]H
HOHPHQWVDUHKDUGO\GHIRUPHGGXHWRWKHLUVWURQJVWLIIQHVVZKLOH WKHODUJHVL]HHOHPHQWV LQWKHIDUILHOGDEVRUE WKH
PRVW RI WKH SHUWXUEDWLRQ $V D UHVXOW WKH FRPSXWDWLRQDO PHVK TXDOLW\ LV ZHOO PDLQWDLQHG LQ WKH DUHD QHDU ZDOO
ERXQGDULHVZKHUHWKHPHVKTXDOLW\LVSDUWLFXODUO\ LPSRUWDQWHVSHFLDOO\IRUYLVFRXVIORZVLPXODWLRQ,QDGGLWLRQDV
WKHVSULQJDQDORJ\LVRQO\DSSOLHGRQDYHU\FRDUVHJUDSKUDWKHUDGHQVHFRPSXWDWLRQDOPHVK WKHJUDSKXSGDWLQJ
SURFHGXUHGRHVQRWGUDPDWLFDOO\VFDULI\WKHFRPSXWDWLRQDOWLPH 
7RDVVHVV WKHDIRUHPHQWLRQHGFDSDELOLW\RI WKH LPSURYHGPHWKRGHYDOXDWLRQV ZHUHSHUIRUPHGRQ WZRW\SLFDO
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WHVWFDVHVDWZR-GLPHQVLRQDO1$&$DLUIRLOURWDWLQJDURXQGLWVóFKRUGD[LVDQGDWKUHH-GLPHQVLRQDO'/5-)
PRGHOGHIRUPLQJIROORZLQJDSUHVFULEHGEOHQGLQJPRWLRQ7KHVHWZRWHVWFDVHVZHUHSHUIRUPHGRQDFRPSXWHUZLWK
,QWHO L-#*+] &38DQG*% 5$0)RU WKH VDNHRI FRPSDULVRQ WKH VDPH WHVWV ZHUH UXQE\ERWK WKH
RULJLQDO 'HODXQD\ JUDSK PDSSLQJ KHUHDIWHU UHIHUUHG WR DV '*0 DQG WKH LPSURYHG 'HODXQD\ JUDSK PDSSLQJ
PHWKRGKHUHDIWHUUHIHUUHGWRDV,PSURYHG-'*0 
&DVH5RWDWLQJ1$&$DLUIRLO 
 ,Q WKH ILUVWFDVH WKH WZR-GLPHQVLRQDO1$&$DLUIRLO URWDWHVDURXQG LWVóFKRUGSRVLWLRQZLWKDFRQVWDQW
DQJXODU VSHHGDWGHJUHHVWHSZLWKLQD IL[HGER[ERXQGDU\ ,QRUGHU WR WHVW WKH UDQJHRI URWDWLRQ WKHPHWKRGFDQ
WROHUDWHWKHURWDWLRQFRQWLQXHVXQWLOHOHPHQWFURVVLQJRFFXUVLQWKH'HODXQD\JUDSKZKLFKLVUHJDUGHGDVWKHURWDWLQJ
OLPLWIRUYDOLGPHVKGHIRUPDWLRQ7RDGGUHVVWKHHIIHFWRIPHVKGHQVLW\RQWKHHIILFLHQF\DQGGHIRUPLQJFDSDELOLW\
IRXUVHWVRIPHVKHVZLWKGLIIHUHQWUHVROXWLRQVDUHFRPSDUHGLQ7DEOH 
 
Table 1 Mesh size of the NACA0012 airfoil 
 &RPSXWDWLRQDOPHVK %DFNJURXQG'HODXQD\JUDSK 
 1RGHVRQZDOO 7RWDOQRGHV 7RWDOFHOOV 1RGHVRQZDOO 7RWDOQRGHV 7RWDOFHOOV 
&RDUVH       
0HGLXP       
)LQH       
([WUDILQH       
 
)LJ  VKRZV WKH DYHUDJH DQG ZRUVW PHVK TXDOLW\ RI WKH FRPSXWDWLRQDO PHVK E\ ERWK '*0 DQG ,PSURYHG-
'*07KHJULGFHOOVKDSHVNHZ>35@LVUHJDUGHGDVDFULWHULRQKHUHWRUHSUHVHQWWKHJULGTXDOLW\UDQJHVIURPWR
ZKHUHPHDQVDQHTXLODWHUDOFHOODQGLQGLFDWHVWKHPHVKLVGHJHQHUDWHG$VVHHQIRUDOOWKHPHVKGHQVLW\WKHPHVK
TXDOLW\RI'*0HLWKHU DYHUDJHRU ZRUVW YDOXH GHJUDGHV UDSLGO\ DV URWDWLRQ DQJOH LQFUHDVHV ZKLOH WKH ,PSURYHG-
'*0 VXFFHVVIXOO\ PDLQWDLQV WKH DYHUDJH TXDOLW\ DW D UHODWLYH KLJK OHYHO WKURXJKRXW ZLWK RQO\ D YHU\ VPDOO
GHJUDGDWLRQHYHQDWYHU\ODUJHURWDWLRQDOGLVSODFHPHQW&RQVLGHULQJWKHZRUVWJULGTXDOLW\DSODWHDXVUHJLRQLVIRXQG
DWVPDOOURWDWLQJDQJOHVIRUWKH,PSURYHG-'*0ZKLFKLQGLFDWHVWKDWWKHPHVKTXDOLW\FDQEHZHOOPDLQWDLQHGZLWK
VPDOOURWDWLQJPDJQLWXGH 
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  
)LJ0HVKTXDOLW\YVURWDWLRQDQJOH/HIWDYHUDJHPHVKTXDOLW\5LJKWZRUVWPHVKTXDOLW\ 
 
7KHURWDWLRQDQJOHOLPLWDQGDYHUDJH&38WLPHSHUVWHSIRUERWK'*0DQG,PSURYHG-'*0LVVXPPDUL]HGLQ
7DEOH$VLOOXVWUDWHGWKH'HODXQD\JUDSKDUHLQYDOLGDWDURXQG-GHJUHHZKHQXVLQJ'*0ZKHUHDVWKHPHVK
V\VWHP LVDGPLWWHGDVYDOLG ZLWK ,PSURYHG-'*0HYHQ WKHDLUIRLO URWDWHVXS WRDURXQGGHJUHH5HJDUGLQJ WKH
HIILFLHQF\WKH&38WLPHRI,PSURYHG-'*0LVDERXWRQHRUGHUKLJKHUDVFRPSDUHGWR'*0DSULFHIRUUREXVWQHVV
1HYHUWKHOHVVWKH,PSURYHG-'*0PHWKRGLVDIHZRUGHUVPRUHHIILFLHQWWKDQWKHRULJLQDOVSULQJDQDORJ\PHWKRGIRU
GHIRUPLQJWKHPHVK,QDGGLWLRQWKHH[WUDFRPSXWDWLRQDOFRVWGHFUHDVHVUHODWLYHO\ZLWKWKHLQFUHDVHRIPHVKVL]HDV
FDQEHVHHQIURPWKHWLPHUDWLROLVWHGLQ7DEOH 
7DEOH&RPSDULVRQRIURWDWLRQDQJOHOLPLWDQGDYHUDJH&38WLPHSHUVWHS 
 5RWDWLRQDQJOHOLPLW $YHUDJH&38WLPHSHUVWHS 
 '*0 ,PSURYHG-'*0 '*0 ,PSURYHG-'*0 UDWLR 
&RDUVH GHJ GHJ PV PV  
0HGLXP GHJ GHJ PV PV  
)LQH GHJ GHJ PV PV  
([WUDILQH GHJ GHJ PV PV  
 
7RH[SDQGWKLVSRLQW7DEOHVKRZVWKHEUHDNGRZQRIWKH&38WLPHIRUWKH,PSURYHG-'*07KH&38WLPHRI
,PSURYHG-'*0 FDQ EH SULQFLSDOO\ GLYLGHG LQWR WKUHH SDUWV  PRYLQJ ERXQGDU\ QRGHV EDVHG RQ WKH VSHFLILHG
PRWLRQXSGDWLQJ'HODXQD\JUDSKUHORFDWLQJWKHFRPSXWDWLRQDOPHVKE\WKHDOJHEUDLFRQH-WR-RQHPDSSLQJ
$VVKRZQLQ7DEOHWKHUDWLRRIWKHXSGDWLQJ'HODXQD\JUDSKSURFHGXUHGHFUHDVHVZLWKWKHLQFUHDVLQJJULGVL]H 
 
7DEOH%UHDNGRZQRIWKH&38WLPHIRU,PSURYHG-'*0 
 0RYLQJ
%RXQGDU\
QRGHV 
XSGDWLQJ
'HODXQD\
JUDSK 
UHORFDWLQJ
FRPSXWDWLRQDO
PHVKQRGHV 
&RDUVH    
0HGLXP    
)LQH    
([WUDILQH    
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)LJ  SORWV WKH PHVK TXDOLW\ FRQWRXU RI WKH FRPSXWDWLRQDO PHVK E\ ERWK '*0 DQG ,PSURYHG-'*0 7KH
'*0 PHWKRG FDQQRWJXDUDQWHH D JRRGPHVK TXDOLW\ QHDU WKH PRYLQJERXQGDU\ DV VKRZQ LQ)LJ DZKLOH WKH
,PSURYHG-'*0PHWKRG LVDEOH WRSURSDJDWH WKH URWDWLRQDOGLVSODFHPHQW WR WKHYHU\ IDU-ILHOGDQGKHQFH WKHPHVK
TXDOLW\FDQEHZHOOSUHVHUYHGVHHQLQ)LJE7KHUREXVWQHVVRIWKH,PSURYHG-'*0PHWKRGLVIXUWKHUHYLGHQFHG
E\ NHHSLQJ URWDWLQJ WKH DLUIRLO WRGHJUHH VLWXDWLRQ DV LOOXVWUDWHG LQ )LJ F WKDW WKHYLVFRXV PHVK ERXQGDU\
OD\HUGHPRQVWUDWHVDJRRGPHVKTXDOLW\GLVWULEXWLRQ 
 
   D 
   E 
   F 
)LJ0HVKTXDOLW\FRQWRXUVRIWKHPHGLXPGHQVLW\FRPSXWDWLRQDOPHVKDURXQGWKH1$&$DLUIRLOD
'*0  GHJUHH URWDWLRQ DQJOH E ,PSURYHG-'*0  GHJUHH URWDWLRQ DQJOH F ,PSURYHG-'*0 
GHJUHHURWDWLRQDQJOH 
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&DVH'HIRUPLQJ'/5)ZLQJPRGHO 
7R IXUWKHU H[DPLQH WKH FDSDELOLW\ RI WKH LPSURYHG PHVK GHIRUPDWLRQ VWUDWHJ\ D WKUHH-GLPHQVLRQDO '/5 )
PRGHO ZLWK ODUJH EHQGLQJ GHIRUPDWLRQ LV XVHG KHUH DV DQ H[WUHPH WHVW FDVH )LJ D E GHPRQVWUDWH WKH
FRPSXWDWLRQDOPHVKDURXQGWKHPRGHODQGLWVFRUUHVSRQGLQJEDFNJURXQG'HODXQD\JUDSK7KHFRPSXWDWLRQDOPHVK
FRQVLVWV RI DERXW PLOOLRQQRGHV DQGPLOOLRQ FHOOV ZKLOH WKH JUDSK FRQWDLQV QRGHV DQG DERXW 
PLOOLRQJUDSKHOHPHQWVDQGWKHZDOOVXUIDFHPHVKHVDUHWKHVDPHIRUWKHFRPSXWDWLRQDOPHVKDQGWKHJUDSK 
 
 D       E        F        G 
  
(e)                  (f) 
)LJ7KHDSSOLFDWLRQRILPSURYHG'HODXQD\JUDSKPDSSLQJPHWKRGRQDZLQJERG\S\ORQQDFHOOHPRGHOD
LQLWLDO FRPSXWDWLRQDO PHVK E LQLWLDO 'HODXQD\ JUDSK F G WKH GHIRUPHG 'HODXQD\ JUDSK H I WKH
GHIRUPHGFRPSXWDWLRQDOPHVKDQG]RRPLQYLHZ 
 
7DEOH SUHVHQWV WKHDYHUDJHPHVKTXDOLW\DQGZRUVWTXDOLW\RI WKH FRPSXWDWLRQDO PHVKDURXQG WKH'/5)
PRGHOZKHQWKHZLQJRIWKHPRGHOSHUIRUPVEHQGLQJGHIRUPDWLRQZLWKODUJHYHUWLFDOGLVSODFHPHQWRI//-/DQG-
/DW WKHZLQJWLS&RPSDUHGWRWKHLQLWLDOPHVK WKHPHVKTXDOLW\GRHVQRWGHWHULRUDWHPXFKHYHQIRUVXFKDODUJH
GLVSODFHPHQW7KHEUHDNGRZQRI WKH&38 WLPHRI ,PSURYHG-'*0IRU '/5) PRGHO LV VKRZQ LQ 7DEOH  7KH
&38WLPHIRUGHIRUPLQJWKH'HODXQD\JUDSKGHFUHDVHGGRZQWRRIWKHIXOOSURFHVVZKLFKLVDERXWWLPHV
KLJKHU WKHRQH-WR-RQHPDSSLQJ LQGLFDWLQJ WKDW WKHUREXVWQHVVDQGJRRGPHVKTXDOLW\RIPHVKGHIRUPDWLRQFDQEH
DFKLHYHGE\ WKH,PSURYHG-'*0PHWKRGDWDPRGHUDWHH[WUDFRVW IRU ODUJHVFDOHPHVKHV)LJ H ISUHVHQWV WKH
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GHIRUPHGWKHFRPSXWDWLRQDOPHVKDQGWKH]RRP-LQYLHZVRIWKHDUHDVQHDUWKHZLQJWLSDQGWKHS\ORQGHPRQVWUDWLQJ
WKDWWKHPHVKTXDOLW\ZDVZHOOSUHVHUYHG 
 
7DEOHPHVKTXDOLW\VXPPDUL]DWLRQIRUWKHFRPSXWDWLRQDOPHVKRI'/5)PRGHO 
 ,QLWLDOPHVK / / -/ -/ 
$YHUDJHTXDOLW\      
:RUVWTXDOLW\      
 
7DEOH%UHDNGRZQRIWKH&38WLPHRIPHVKGHIRUPDWLRQIRU'/5)PRGHO 
 0RYLQJ
%RXQGDU\
QRGHV 
XSGDWLQJ
'HODXQD\
JUDSK 
UHORFDWLQJ
FRPSXWDWLRQDO
PHVKQRGHV 
7RWDO 
&387LPHPV     
3HUFHQWDJH     
 
B. Hierarchically organized unstructured overset grid technique  
The developed solver uses an unstructured overset grid to simulate the flow involves complex geometries and 
multiple moving boundaries with large relative movement.  
(1) Generating and hierarchically organizing meshes 
The overset grid technique generates separate grids for each individual component, and one or more 
Cartesian/hybrid unstructured off-body grids as background grid if necessary. The generated grids are hierarchically 
organized into two levels as CLUSTER and LAYER according to [36]. A CLUSTER is usually a grid that covers a 
certain region of the flow field. It can be a body-fitting grid around geometrical component, such as wing, fuselage 
and tail, and also can be a background grid. A LAYER is a grid organizing level which consists of one CLUSTER or 
a number of overlapping CLUSTERs. One CLUSTER can overlap with other CLUSTERs in the same LAYER. One 
LAYER or several LAYERs are used to obtain an appropriate overall grid system that offers high densities in the 
near field of bodies but becomes coarser gradually towards the far field. Note that each LAYER can be only 
embedded into its immediate lower LAYER. Fig. 6 illustrates the hierarchical overset grid system for a group of 
airfoils with relative movement. Layer1, Layer2 and Layer3 each contains one CLUSTER of Cartesian grid offering 
a smooth transition from the high resolution grid near the airfoils to the coarser grid in far field and Layer4 consists 
of three CLUSTERs of body-fitted unstructured meshes with each for individual airfoil. 
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(a)                                                        (b)  
)LJ+LHUDUFKLFDORYHUVHWJULGV\VWHPIRUDJURXSRIPRYLQJDLUIRLOVDQGLWV]RRPLQYLHZ 
 
(2) Implicit hole-cutting and inter-grid boundary definition 
For flow field involves moving boundaries, a fully implicit automatic Chimera hole cutting and identification 
of inter-grid boundary procedure is implemented to exclude the mesh points or cells which do not participate in the 
computation. The grids in a higher LAYER are usually finer than the grids in a lower LAYER, or in the same 
LAYER, the grid elements closer to the body are finer than the far ones for resolving the flow structure in the near 
field region. Hence, the grid elements closer to the body are expected to be retained for the computation. For this 
reason, the wall-distance [22] is used as an indicator to decide the inter-grid boundary and thus provide the 
appropriate resolution near surfaces. 
The minimum self-wall distance from each node to the body surfaces in the same CLUSTER is first measured. 
For the body-fitted CLUSTER, the real wall distances of the nodes are computed to the self-wall boundaries. For the 
body-off CLUSTERs served as background grid, the wall distances of each node are determined according to the 
LAYER¶s level as ¨d, 2¨d, 3¨d««n¨d, where n is the LAYER¶s level number and ¨d is decided beforehand by 
user. Second, search the donor cell for each node lying in the overlapping regions, and then compare the wall 
distances between the node and its donor cell. If the wall distance of the node is smaller, the node is defined as an 
active node (which can also be called computational node); otherwise it is defined as a non-active node or non-
computational node. Then, by the nodal activity, all cells are classified into three groups: active cell with all nodes 
active, non-active cell with all nodes non-active and inter-grid boundary cell that has both active and non-active 
nodes. The inter-grid boundary cells are responsible to transfer the flow properties between different CLUSTERs. 
During the procedure of hole-cutting, donor cell searching is the most time-consuming part. To accelerate the 
data searching, the ADT technique [34] is again employed which organizes the grid elements of each CLUSTER 
into a binary data structure according their spatial position along alternative dimensions. In the present study, grid 
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elements in each CLUSTER are hierarchically organized in several ADTs and each ADT only contains the elements 
overlapped with the other CLUSTERs. By doing so, the donor cell searching between two overset CLUSTERs is 
localized to the partial overlapped region and therefore the efficiency is further improved. 
(3) Redefinition of inter-grid boundary 
The inter-grid boundary cells are identified among the sub-grids for inter-grid communication by the above 
hole-cutting and inter-grid definition procedure. However, the band of these overlapping layers is not spatially 
sufficient for a higher order flux computation. As shown in Fig. 7(a), for the interface ij between control volume i 
and control volume j, where i is active node/cell and j is interpolating node/cell determined by the initial inter-grid 
boundary defining step, only first-order accuracy of flux computation can be obtained as the flow gradient cannot be 
reconstructed due to the fact that some neighbors of control volume j are non-activated and excluded from flow 
computation. Therefore, a redefinition of inter-grid boundary, by which the non-active neighbors of volume j is 
activated as new interpolating nodes/cells, is needed to recover the high order accuracy of flux computation for 
volume i as demonstrated in Fig. 7(a). This procedure is also called for by another reason that cavities may exist 
after the initial definition of inter-grid boundary as shown in Fig. 7(b). An optimized redefining algorithm, that adds 
one or a few more layers of nodes/cells at each inter-grid boundary by advancing the inter-grid boundary to its non-
active region, is implemented for each grid CLUSTER to recover the accuracy as illustrated in Fig. 7(c). Two layers 
of interpolating nodes/cells are enough for the present secondary-order accuracy, but higher order scheme may need 
more layers. The algorithm is summarized in a pseudo program presented in Table 6 which can be applied to both 
cell-centered and cell-vertex scheme and higher order accuracy of spatial discretization. 
       
(a)          (b)           (c) 
)LJ,OOXVWUDWLRQRILQWHU-JULGERXQGDU\UHGHILQLWLRQDKLJKRUGHUDFFXUDF\RIIOX[FRPSXWDWLRQFDQEHUHFRYHUHGE\
UHGHILQLWLRQ RI LQWHU-JULG ERXQGDU\ E FDYLWLHV PD\ H[LVW DIWHU LQLWLDO LQWHU-JULG ERXQGDU\ GHILQLWLRQ F LQWHU-JULG
ERXQGDU\LVH[WHQGHGIRU0HVK$IURPPHVK$WRPHVK% 
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In the case of multiple sub-grids, there may be more than one candidate of donor cells for interpolation in the 
overlapping regions. In the current method, the active one with smallest/smaller cell volume is chosen as the 
optimum donor cell. The resulting overset mesh system of the airfoil group is illustrated in Fig. 8. The information 
transfer from a donor cell to a receiver cell/node is completed by an interpolation algorithm. 2nd order accurate 
inverse distance based interpolation method is used here. 
     
(a)        (b) 
Fig. 8 The resulting overset grid system for a group of airfoils. 
 
 
7DEOH3VHXGRSURJUDPIRULQWHU-JULGERXQGDU\UHGHILQLWLRQ 
!After the initial inter-grid definition, 
! all cells and nodes are classified as 
!    cell-flag = 0 ± non-active 
!                     1 ± active 
!                     2 ± BNDARY (interpolating) 
! Node-flag = 0 ± non-active 
!                     1 ± active 
do m = 0  number of extend layers 
 for all cells with cell-flag = BNDARY + m do 
  cell-flag = BNDARY + 1 
set non-active nodes of this cell as BNDARY + m 
add this cell to FrontCell-list 
 end 
while FrontCell-list is not empty 
  for all cells in the FrontCell-list do 
   find its non-active face-adjacent neighbor cells 
add these neighbor cells to TempFrontCell-list 
  end 
empty FrontCell-list 
for all cells in the TempFrontCell-list do 
   if it contains nodes with node-flag = BNDARY + m 
    set cell-flag = BNDARY + 1 + m 
add this cell to FrontCell-list 
   end if 
  end 
empty TempFrontCell-list 
 end 
end do 
set all cells with cell-flag ̱ BNDARY as interpolating cell 
set all nodes with node-flag ̱ BNDARY as interpolating node 
 
 )LJ)ORZFKDUWRIWKHGHIRUPDEOHRYHUVHW
JULGPHWKRG 
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C. Deformable overset grid 
In engineering application, there are a large number of cases that involve multiple moving bodies with large 
relative displacement motion and self-body deformation at the same time, such as fish swarm swimming, flexible 
flapping wings and rotary wings coupled with structural deforming. Solely using overset grid or mesh deformation 
technique is not sufficient to satisfy the specified requirements. In the present study, an effective deformable overset 
grid is implemented by using the aforementioned hierarchical overset grid locally coupled with the improved 
Delaunay graph mapping method to perform the dynamic mesh movement. The movement of each component is 
decomposed to a relative motion and a self-deformation which are implemented by the overset grid and the mesh 
deformation technique, respectively.  
The algorithm of the proposed deformable overset grid method is summarized in a flowchart in Fig. 9. Taking a 
group of deforming airfoils with relative motion for example, the deformable overset grid technique is illustrated in 
Fig. 10. The airfoil group, consisting of Airfoil A, B and C, moves from the state in Fig. 10(d) to the position of Fig. 
10(e) or of Fig. 10(f) with each airfoil performing translation, pitching and self-deformation simultaneously. As can 
be seen, the relative movement between them is extremely large. The deformable overset grid method generates a 
coarse background Delaunay graph (see Fig. 10(a)) along with the computational mesh (see mesh CLUSTER in Fig. 
10(d)) for each airfoil and then calculates the area/volume ratio coefficients to obtain the one-to-one mapping 
between them. The domain of the Delaunay graph can be larger than that of the computational mesh, which can be 
beneficial to preserve the computational mesh quality, as the surface deformation can be propagated to very far field 
by the large domain of Delaunay graph and, therefore, the mesh quality are maintained in the near-field. At each 
time step of unsteady computation, the Delaunay graph is moved according to the specified translating or rotating 
motion and is deformed by the spring analogy according to the surface deformation (Fig. 10(b), (c))  Then the mesh 
CLUSTER of each moving component is mapped into its new position by the pre-defined one-to-one mapping (Fig. 
10(e), (f)). After the overset grid algorithm presented in Section II is performed (Fig. 10(h), (i)), the fluid flow 
computation can be fulfilled on each CLUSTER followed by flow interpolation between the CLUSTERs.  
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(a)           (b)          (c) 
 
(d)            (e)           (f) 
   
(g)          (h)          (i) 
)LJ,OOXVWUDWLRQRIWKHGHIRUPDEOHRYHUVHWJULGIRUILVKVZDUPVZLPPLQJ 
 
IV. Application to Multi-body Unsteady Aerodynamic Test Cases 
This section performs several typical applications to examine its capability in multi-body unsteady aerodynamic 
simulations. 
A. Multi-flexible-body Problem with Relative Motion 
To test the the robustness and efficiency of the proposed deformable overset grid method in solving multiple 
bodies with both large movement and self-deformation, the unsteady flow caused by multiple flexible airfoils with 
relative motion was simulated. As shown in Fig. 11, the two airfoils on the sides of the middle one move forward 
with a relative faster speed, resulting in a shear type motion between them, while each airfoil perform a periodic 
swimming-like motion defined by the deforming of their backbone as, 
A 
A A 
B 
B 
B 
C C C 
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where 21 2( )a x c x c x  is the curve envelop. The swimming law is characterized by four parameters: 1 2,  c c , the 
wave length Ȝ and the frequency f. In this simulation, the free-stream conditions and the motion parameters were set 
to make the Reynolds number and the Strouhal number at Re=9.8×103, St=0.32, respectively.  
Four grid CLUSTTERs were generated and organized into two LAYERs. LAYER 1 as background mesh has 
one hybrid grid CLUSTER consisting of 49,614 rectangle/triangle elements with uniform size of 0.04L in the 
Cartesian grid zone. Three body-fitted grid CLUSTERs with refined boundary layer in LAYER 2 are related to the 
three deforming airfoils with each containing 10,801 grid cells. The relative motion of the airfoils, say the forward 
movement, was implemented by the overset grid at each time step; instantaneously, the self-deformation was locally 
handled with the improved Delaunay graph mapping method. Laminar flow was applied for this simulation. The 
deforming overset grid system and the flow field plotted with vorticity at different time instants are presented in Fig. 
11. As can be seen, the flow field reveals the period shedding of vortices due to the deforming airfoils. 
 
 )LJ7KHVLPXODWLRQRIXQVWHDG\IORZFDXVHGE\WKHPXOWLSOHIOH[LEOHDLUIRLOVZLWKODUJHUHODWLYHPRWLRQOHIW
FROXPQGHIRUPDEOHRYHUVHWJULGULJKWFROXPQYRUWLFLW\FRQWRXUV 
 
B. Application to 3D dragonfly model in forward flight with flexible wing 
Another application presented in this paper is a forward flight case of a 3D dragonfly model which was 
constructed according a picture of a real dragonfly as shown in Fig. 12(a). The kinematic parameters of the model¶s 
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flapping wings, illustrated in Fig. 12(b), are set up the same as the forward flight case (advance ratio J=0.3) 
presented in Wang and Sun [37] with the hind-wing leading the forewing in a phase of 180o. Two kinematics of the 
motion were simulated: one is for rigid wings; the other is for flexible wings with camber deformation according to 
the data measured by Wang and Zeng [38]. The scattered camber deformation data during one flapping cycle are 
fitted into a curve as shown in Fig. 13(a) so that a continuous deformation can be implemented for the simulation. 
The flapping motion and the camber deformation for either wing during one cycle are demonstrated in Fig. 13(b). 
Fig. 14(a) and Fig. 14(b) show the grid system for the dragonfly model. A total four grid CLUSTERs were 
generated and assembled into two LAYERs. LAYER 1 has one CLUSTER serving as background grid while three 
body-fitted CLUSTERs in LAYER 2 are associated with the forewing, the hindwing and the body, respectively. A 
total four CLUSTERs consist of about 1.04 million nodes and 2.54 million cells. 
Laminar model was employed for the simulation as the Reynolds number is only 1566 based on the mean chord 
length L and the mean translating velocity Uref at 2/3 spanwise location of the forewing.  
           
(a)            (b) 
)LJ*HRPHWULFDQGNLQHPDWLFGHILQLWLRQRIDGUDJRQIO\PRGHO 
 
      
(a)           (b)  
)LJ&DPEHUGHIRUPDWLRQRIWKHGUDJRQIO\IODSSLQJZLQJVGXULQJRQHIODSSLQJF\FOH 
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(a)                                                      (b)  
)LJ  2YHUVHW JULG V\VWHP IRU WKH GUDJRQIO\ PRGHO D RYHUVHW JULG EHIRUH KROH-FXWWLQJ E RYHUVHW JULG
DIWHUKROH-FXWWLQJ 
 
The results for the vertical force coefficient caused by the forewing and the hindwing are shown in Fig. 15(a) and 
Fig. 15(b). The vertical forces computed by Wang and Sun [37] for rigid wings are also presented for comparison. 
As can be seen, good agreement in trend was obtained as the same kinematic motion of wings were employed by 
both studies, while the difference in the wing geometries (platform, aspect ratio and area) results in a difference in 
the predicted peaks of vertical forces. Comparison of vertical force between the rigid wings and flexible wings 
indicates that wing¶s flexibility benefits the aerodynamics of flapping wing. Spanwise pressure contours of the two 
styles of flow at 2/3 wing length are plotted in Fig. 16(a, b). It can be seen from the figure that the pressure contours 
pass smoothly across the overlapping region showing proper communication between different sub-grids.  
 
      
(a)               (b) 
)LJ7LPHFRXUVHVRIYHUWLFDOIRUFHFRHIILFLHQWFDXVHGE\WKHZLQJVRIWKHGUDJRQIO\PRGHO 
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(a)            (b) 
)LJ6SDQZLVHSUHVVXUHFRQWRXUVDWZLQJVSDQOHQJWKRIWKHGUDJRQIO\PRGHODULJLGZLQJVE
IOH[LEOHZLQJV 
 
Fig. 17 plots the iso-surface of the vorticity at different time instants during one flapping cycle, where the 
evolution of the starting vortex, leading edge vortex, wake vortex and tip vortex are clearly captured. The LEVs on 
the forewing and hindwing augment the vertical force generation with the first force peak at t/T = 0.25 as seen in 
Fig. 15(a) and the second peak at t/T=0.7 in Fig. 15(b), respectively. The second peak of the forewing (t/T = 0.4) 
and the third peak of the hindwing (t/T = 0.9) might due to the generation of the RSV that create a low pressure 
region on the upper wing surface. 
 
 
 
)LJ  9RUWLFDO VWUXFWXUHV JHQHUDWHG E\ WKH GUDJRQIO\ PRGHO GXULQJ RQH IODSSLQJ F\FOH SORWWHG E\ WKH LVR-
VXUIDFHRIWKHYRUWLFLW\PDJQLWXGH- \ R _Ȧ_ 8UHI/QRWDWLRQVDUH569ι5RWDWLRQDO6WDUWLQJ
9RUWH[ /(9ι/HDGLQJ (GJH 9RUWH[ 79ι7UDLOLQJ 9RUWH[ :9ι:LQJWLS 9RUWH[ )ι)RUHZLQJ +ι
+LQGZLQJ 
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V. Conclusion 
 $GHIRUPDEOHRYHUVHWJULGPHWKRGZDVSURSRVHGLQWKLVSDSHUE\FRPELQLQJDQXQVWUXFWXUHGRYHUVHWJULGZLWKDQ
LPSURYHG'HODXQD\JUDSKPDSSLQJGHIRUPDWLRQPHWKRGIRUVLPXODWLQJXQVWHDG\ IORZV LQYROYLQJPXOWLSOHPRYLQJ
ERGLHV 7KH RULJLQDO 'HODXQD\ JUDSK PDSSLQJ PHWKRG ZDV ILUVWO\ LPSURYHG E\ FUHDWLQJ D YHU\ FRDUVH PHVK DV
EDFNJURXQGJUDSKZKLFKLVGHIRUPHGE\PHDQVRIVSULQJDQDORJ\$VGHPRQVWUDWHGE\DWZR-GLPHQVLRQDOURWDWLQJ
DLUIRLO DQG D WKUHH-GLPHQVLRQDO EHQGLQJ '/5 ) ZLQJ WKH UREXVWQHVV LH PHVK TXDOLW\ RI WKH SURSRVHG PHVK
GHIRUPDWLRQ PHWKRG LV VLJQLILFDQWO\ LPSURYHG ZKHQ FRPSDULQJ ZLWK WKH RULJLQDO PHWKRG SDUWLFXODUO\ ZKHQ WKH
PRYLQJERGLHVH[SHULHQFH ODUJH URWDWLRQDOGHIRUPDWLRQ7KHDGGLWLRQDOFRPSXWDWLRQDOH[SHQVH DVVRFLDWHGZLWK WKH
LPSURYHG'HODXQD\JUDSKPDSSLQJPHWKRGLVPRUHWKDQRIIVHWE\WKHVLJQLILFDQWO\LPSURYHGUREXVWQHVV 
 $QXQVWUXFWXUHGRYHUVHWJULGWHFKQLTXHZLWKVXE-JULGVKLHUDUFKLFDOO\RUJDQL]HGLQWR&/867(5VDQG/$<(5V
DOORZV IRURYHUODSSLQJDQGHPEHGGLQJRIGLIIHUHQW W\SHPHVKHVRIZKLFK WKHPHVKTXDOLW\DQG UHVROXWLRQFDQEH
LQGHSHQGHQWO\ FRQWUROOHG $Q HIILFLHQW LPSOLFLW KROH-FXWWLQJ DQG LQWHU-JULG ERXQGDU\ GHILQLWLRQ SURFHGXUH ZDV
GHVLJQHG WKDW DOORZV D IXOO\ DXWRPDWLF LPSOHPHQWDWLRQ IRU HLWKHU FHOO-FHQWHUHG RU FHOO-YHUWH[ VFKHPHV %\ ORFDOO\
FRXSOHG ZLWK WKH LPSURYHG 'HODXQD\ JUDSK PDSSLQJ PHWKRG RQ VXE-JULG &/867(5V DVVRFLDWHG ZLWK GHIRUPLQJ
ERGLHV WKH GHIRUPDEOH RYHUVHW JULG ZDV LPSOHPHQWHG IRU PXOWL-ERG\ XQVWHDG\ SUREOHPV ZLWK VLPXOWDQHRXV ODUJH
UHODWLYHPRYHPHQWDQGVXUIDFHGHIRUPDWLRQ7KLVG\QDPLFPHVKPHWKRGLQKHULWVWKHDGYDQWDJHVRIWKHRYHUVHWJULG
PHWKRG LQ KDQGOLQJ ODUJH UHODWLYH ERXQGDU\ PRYHPHQW DQG DOVR EHQHILWV IURP WKH HIILFLHQF\ RI WKH PHVK
GHIRUPDWLRQ WHFKQLTXH EDVHG RQ 'HODXQD\ JUDSK PDSSLQJ IRU VPDOO GHIRUPDWLRQ HVSHFLDOO\ ZKHQ WKH PHVK
GHIRUPDWLRQLVORFDOL]HG 
 7KH GHIRUPDEOH RYHUVHW JULG PHWKRG ZDV VXFFHVVIXOO\ DSSOLHG WR WZR XQVWHDG\ DHURG\QDPLF SUREOHPV IORZV
DURXQG PXOWLSOH IOH[LEOH PRYLQJ DLUIRLOV DQG PXOWLSOH GHIRUPLQJ IODSSLQJ ZLQJV WRGHPRQVWUDWH LWV FDSDELOLW\ IRU
VLPXODWLQJPXOWLSOHERG\IORZVXQGHUJRLQJERWKODUJHUHODWLYHPRYHPHQWDQGVHOI-GHIRUPDWLRQ7KHUHVXOWVVKRZHG
WKHUREXVWQHVVRIWKLVPHWKRGIRUFRPSOH[XQVWHDG\SUREOHPVDQGVXJJHVWHGWKLVPHWKRGWREHDQHIILFLHQWZD\WR
VROYHWKHSUREOHPVWKDWDIIOLFWWKHSUHYLRXVG\QDPLFPHVKPHWKRGV 
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