Chip multiprocessors (CMP) are widely used for high performance computing and are being configured in a hierarchical manner to compose a CMP compute node in a CMP system. Such a CMP system provides a natural programming paradigm for hybrid MPI/OpenMP applications. In this paper, we use OpenMP to parallelize a sequential earthquake simulation code for modeling spontaneous earthquake rupture along geometrically complex faults on two CMP systems, IBM POWER5+ system and SUN Opteron server. The experimental results indicate that the OpenMP implementation has the accurate output results and the good scalability on the two CMP systems. We apply the optimization techniques such as large page and processor binding to the OpenMP implementation to achieve up to 7.05% performance improvement on the CMP systems without any code modification. Further, we illustrate an element-based partitioning scheme for explicit finite element methods. Based on the partitioning scheme and what we learn from the OpenMP implementation, we discuss how efficiently to use hybrid MPI/OpenMP to parallelize the sequential earthquake rupture simulation code in order to not only achieve multiple levels of parallelism of the code but also to reduce the communication overhead of MPI within a CMP node by taking advantage of the shared address space and on-chip high inter-core 314 Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems bandwidth and low inter-core latency. Our initial experimental results indicate that the hybrid MPI/OpenMP implementation obtains the accurate output results and has good scalability on CMP systems.
INTRODUCTION
Numerical modeling of dynamic earthquake rupture propagation and seismic wave propagation provides seismologists with a powerful tool to discover the underlying physics controlling earthquake rupture process and resultant nearfield ground motion. Figure 1 shows an example of how near-field ground motion might be controlled by rupture propagation on the fault in the 2008 Ms 8.0 Wenchuan earthquake [7] . This devastating earthquake occurred in Wenchuan county, Sichuan province of China on May 12 th , 2008, and killed more than 60,000 people. In Figure 1 , the black line is the trace of a shallow dipping fault in the model, and circle, triangular, plus, and cross signs denote the epicenter, Chengdu, Beichuan, and Wenchuan cities, respectively. Distribution of near-field ground velocity is strongly affected by the shallow dipping fault geometry with higher ground motion on the hanging wall side of the fault (below the black line in the figure) . These numerical models are also necessary to assess possible rupture scenarios in future earthquakes in earthquake-prone areas such as California, which are critical for seismic hazard analysis in these regions. Due to scarcity of near-field strong ground motion recordings, strong ground motion prediction from future earthquakes largely depends on these numerical models.
Most widely used numerical codes in the field of earthquake dynamic source models are based on the finite difference method (FDM) [1, 14, 2] . But it is difficult for FDM to deal with complex fault geometry and complex geological structures. Duan et al. [5, 6, 3] have been developing and using an explicit dynamic finite element method (EQdyna) to implement sequential simulations for modeling spontaneous earthquake rupture on geometrically complex faults, such as faults with bends, stepovers, or branches. However, a sequential simulation takes more than 120 hours for relatively small earthquake model datasets for the Wenchuan earthquake (with ~ 46 million elements) on a SUN server with 4 dual-core AMD Opteron processors. It means waiting for five days to verify and validate a model. Therefore, it is necessary to parallelize the sequential earthquake simulation code. On one hand, the parallel earthquake simulation can significantly shorten the simulation time by fully utilizing all processor cores. On the other hand, the parallel simulation will make it feasible to utilize large-scale supercomputing resources from TAMU supercomputing facilities and other national labs. In this paper, we illustrate an element-based partitioning scheme and use hybrid MPI/OpenMP to parallelize the EQdyna for exploring the parallelism of the code within a node (OpenMP) and the parallelism of the code between nodes (MPI) so that the parallel earthquake rupture simulation can be run on most CMP supercomputers.
In the finite element method, the data dependence is much more irregular than the finite difference method, so it is generally more difficult to parallelize. Ding and Ferraro [4] discussed node-based and element-based partitioning strategies, found that main advantage for element-based partitioning strategy over node-based partitioning strategy was its modular programming approach to the development of parallel applications, and developed an element-based concurrent partitioner for partitioning unstructured finite element meshes on distributed memory architectures.
Mahinthakumar and Saied [11] presented a hybrid implementation adapted for an implicit finite-element code developed for groundwater transport simulations based on the original MPI code using a domain decomposition strategy, and added OpenMP directives to the code to use multiple threads within each MPI process on SMP clusters. Nakajima [12] presented a parallel iterative method in GeoFEM for finite element method which was node-based with overlapping elements on the Earth Simulator, and explored a three-level hybrid parallel programming model, including message passing (MPI) for inter-SMP node communication, loop directives by OpenMP for intra-SMP node parallelization and vectorization for each processing element.
In this paper, we illustrate an element-based partitioning scheme for explicit finite element methods, and discuss how efficiently to use hybrid MPI/OpenMP to parallelize the sequential, explicit finite element earthquake rupture simulation code EQdyna on CMP systems. This hybrid approach not only achieves multiple levels of parallelism but also reduces the communication overhead of MPI within a CMP node, by taking advantage of the globally shared address space and on-chip high inter-core bandwidth and low inter-core latency on the two CMP systems.
Today, the trend in high performance computing systems has been shifting towards cluster systems with CMPs. Further, CMPs are usually configured hierarchically to form a compute node of parallel systems. For example, Hydra at Texas A&M University Supercomputer Facility [17] consists of nodes that have 8 DCMs (Dual-Chip Modules) with one dual-core POWER5+ processor per DCM. While CMP presents significant new opportunities such as on-chip high inter-core bandwidth and low latency, it also presents new challenges in the form of inter-core resource conflict and contention. In [13, 10] , it is argued that the full benefit of these architectures will not be harnessed until the software industry and community fully embrace parallel programming. A challenge to be addressed is how well current hybrid parallel programming paradigms, such as MPI/OpenMP, exploit the potential offered by such a CMP system for scientific applications.
Our validation and evaluation experiments conducted for this work utilize two CMP systems with different number of cores per node. Pangu is a SUN Opteron server with 4 dual-core AMD Opteron processors. Hydra at Texas A&M University Supercomputer Facility [17] is an IBM POWER5+ cluster with 40 p5-575 nodes, and each node has 32 GB of memory and 8 DCMs (Dual-Chip Modules) with a dual-core POWER5+ processor per DCM. Further, each system has a different node memory hierarchy. We use two small benchmark datasets to evaluate our OpenMP implementation of EQdyna. The experimental results indicate that the OpenMP implementation has the accurate 316
Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems output results and the good scalability on the two CMP systems. We apply the optimization techniques such as using the large page and processor binding to the OpenMP implementation to achieve up to 6.04% performance improvement on Pangu and up to 7.05% performance improvement on Hydra without any code modification. Further, based on what we learn from the OpenMP implementation, we use two large benchmark datasets and one Wenchuan earthquake dataset to validate and evaluate our hybrid MPI/OpenMP implementation of EQdyna. The experimental results indicate that the hybrid MPI/OpenMP implementation has the accurate output results and the good scalability on the two CMP systems. The remainder of this paper is organized as follows. Section 2 describes the sequential earthquake simulation code EQdyna and its control flow. Section 3 describes the architecture and memory hierarchy of two CMP systems used in our experiments. Section 4 proposes our OpenMP implementation of the EQdyna and presents its performance results. Section 5 illustrates an elementbased partitioning scheme, discusses our hybrid MPI/OpenMP implementation of EQdyna in detail, evaluates and explores performance characteristics of our hybrid MPI/OpenMP implementation, and presents the initial experimental results. Section 6 concludes this paper.
In the remainder of this paper, we assume that the job scheduler for each CMP cluster always dispatches one process to one core or one thread to one core. We describe the system configuration as pMtN whereby p stands for processes, t stands for threads, M denotes the number of MPI processes with N OpenMP threads per MPI process. All experiments were executed multiple times to insure consistency of the performance data.
A SEQUENTIAL EARTHQUAKE SIMULATION
EQdyna is an explicit finite element dynamic code which is one of spontaneous earthquake rupture codes from the SCEC/USGS spontaneous rupture code verification project [16] . This code is intentionally developed to simulate spontaneous dynamic rupture propagation along geometrically complex faults and wave propagation in complex geologic structures [5, 6, 3, 7] . The sequential version of EQdyna had been verified in the community-wide code validation exercise on seven benchmark problems [8] by the end of 2008. A brief description of mathematical and physical aspects of EQdyna can be found in [5] . As an explicit finite element code, EQdyna does not need to solve a coupled set of equations for solution because the coefficient matrix is diagonal. The central difference method used in the code is conditionally stable. Therefore, the time step used in simulations, which is limited by the minimum element size and wave speed in a model, must be small enough to ensure numerical stability. Figure 2 gives a control flow that displays the basic structure of EQdyna. There are three main phases in the program: Input phase, solution phase, and output phase. During the input phase, the geometrical, material and computational data needed in the model are inputted. These data include 1) execution control parameters such as total simulation time, time step, stiffness damping coefficient, etc.; 2) nodal coordinates; 3) boundary conditions; 4) initial conditions; 5) element data (topological data of elements and material parameters for elements); 6) fault data (fault node pairs, frictional coefficients, initial shear and normal stresses, critical slip distance D 0 ).
The main body of the code is the solution phase. There are four main tasks in the solution phase: 1) forming the left-hand-side diagonal mass matrix; 2)
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EXECUTION TESTBEDS
Details about the two CMP systems used for our experiments are given in Table 1 . These systems differ in the following main features: number of processors per node, configurations of node memory hierarchy, CPU speed, multi-core processors, operating systems, and communication networks. supports user-level large page size of 64KB using the ldedit or ld commands [9] . The SMT (Simultaneous Multi-Threading) mode is not enabled for regular use. IBM AIX provides the command bindprocessor to bind a process to a physical processor, and provides the environment variable XLSMPOPTS to bind a thread to a physical processor. For example, XLSMPOPTS= startproc= 0:stride=2 means binding threads to different processors on different chips with one thread per chip (Note that each chip has two processor cores on Hydra). A SUN Opteron server Pangu from Department of Geology & Geophysics at TAMU has 4 dual-core AMD Opteron processors and 48 GB of memory. Pangu has the default page size of 4KB and SUN Solaris operating system, and it supports user-level large page sizes of 2MB or 4MB using the compiler option -xpagesize=2M or 4M [15] . SUN Solaris dynamically schedules OpenMP threads to physical processors, and provides the command pbind to bind a thread/process to a physical processor. On Pangu, we use the command pbind to develop a batch tool to automatically bind multiple threads to different processors in order to reduce the system overhead caused by the Solaris dynamic scheduling.
OPENMP IMPLEMENTATION AND ITS PERFORMANCE 4.1. OpenMP Implementation of EQdyna
OpenMP parallel programming within one CMP node can take advantage of the globally shared address space and on-chip high inter-core bandwidth and low inter-core latency. The use of globally addressable memory on the CMP node allows users to exploit parallelism by inserting OpenMP compiler directives where applicable into a sequential program to generate an OpenMP program. This is the most common and cost-effective way to generate a parallel program for utilizing the CMPs. Therefore, we use OpenMP to parallelize the EQdyna for exploring the parallelism of the code at node level by efficiently utilizing all processors.
According to Figure 2 , Figure 3 presents high-level structure of our OpenMP implementation of EQdyna by minimizing the number of OpenMP parallel regions. Because there are some data dependencies between timesteps and the number of timesteps is usually much smaller than the number of nodes or elements (shown in Table 2 ), we focus on the parallelization inside each timestep. The functions qdct3 and hourglass dominates the most of execution time for the sequential EQdyna (more than 96% for two datasets we used later in Table 2 ), so our OpenMP implementation focuses on the two functions which consist of very time-consuming loops with the number of iterations that equals 320
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For the sake of simplicity, Figure 3 only shows our OpenMP implementation for the two time-consuming loops in the functions qdct3 and hourglass. The OpenMP program proceeds in the fork-join execution model shown in Figure 3 . First, it processes Input and qdct2, and then enters the timestep loop. We insert a parallelization directive (!$omp parallel) just before the function qdct3. Secondly, when the parallelization directive is invoked, the master thread (with solid line) forks several new threads (with dash lines). A worksharing directive (!$omp do) is added inside the function qdct3 so that the workload in qdct3 is divided equally among the threads. Thirdly, the threads process their own workload in parallel, and share the same address space (green lines) for easily referencing data that other threads have updated. Because of no data dependency between the functions qdct3 and hourglass, the worksharing directive with the nowait clause is added in qdct3. This is very beneficial because the threads that process qdct3 continue immediately to hourglass without waiting for all threads to finish qdct3 so that it can reduce the amount of time that threads are idle. After all threads finish hourglass, they are joined to the master thread. Then the program processes the function faulting, and so on. Of course, we also use OpenMP to parallelize other loops in the earthquake simulation code written in Fortran 90. For instance, we find that large array operations like brhs = brhs/alhs (where the arrays brhs and alhs with the array size of more than the number of nodes) also are time-consuming. So we use the following statements to parallelize the large array operation (where neq is larger than the number of nodes):
Based on our experience in the OpenMP implementation, it is important to avoid various false sharing. For instance, most data is shared by default, and some data is made private explicitly in our OpenMP implementation. However, one local logical variable zerodl was not made private, this caused that the OpenMP program was executed much slower than its sequential counterpart because multiple OpenMP threads updated the shared data (to true or false) simultaneously and very frequently to result in the unsatisfied conditions in some if-statements. After the logical variable zerodl was made private, the OpenMP program is executed very fast.
We found that parallelizing the function faulting caused the incorrect results, mainly because results were written out at a given time interval in the function. This function takes relatively little time in the sequential run, so we keep the function unchanged. We also tried different OpenMP implementations of the EQdyna, especially parallelizing the timestep loop, however, because the number of timesteps is much smaller than the number of nodes or elements (shown in Table 2 ) and there are some data dependencies between timesteps, parallelizing the timestep loop was not an efficient OpenMP implementation. Based on our experimental results, the OpenMP implementation proposed in this paper is the most efficient.
Two Small Benchmark Problems
We work on a benchmark problem TPV10 of the SCEC (Southern California Earthquake Center) code validation exercises [8, 16] to test our OpenMP implementation of EQdyna. The benchmark solves dynamic rupture propagation along a 60°dipping normal fault (30 km ϫ 15 km) and wave
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Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems propagation in a homogeneous three-dimensional half space. Initial stress on the fault linearly increases with depth. Two datasets are generated for our tests shown in Table 2 . In dataset 1 (D1), we use an element size of 150 m (i.e., the edge length of brick elements near the fault before being sheared to conform the dipping fault geometry) to create finite element mesh, with a termination time of 10 seconds for the simulation. In dataset 2 (D2), we use an element size of 100 m and a termination time of 15 seconds, which are parameters chosen by the SCEC exercise. The model sizes of the two datasets are listed in Table 2 .
Performance Analysis and Optimization
In this section, we analyze the performance of our OpenMP implementation on the two CMP systems, and use large page and processor binding to further optimize the code. Table 3 shows that the ratio of the time for the functions qdct3 and hourglass to the total execution time on the two CMP systems is significantly decreased from 97.33% to 72.62% with increasing the number of cores. It indicates that the sequential portion of the OpenMP program increases its impact while the time for the parallel portion is reduced with increasing the number of cores. Therefore, to achieve the better performance, we need to parallelize the code as much as possible such as parallelizing the large array operation brhs = brhs/alhs as we described before. Figure 7 . Scalability Comparison on Pangu threads are dynamically scheduled to physical processors, this does increase system overhead. The goal of processor binding is to reduce the conflicts of chip resources on the CMP system. In our previous work [19] , we found that processor binding resulted in up to 7.16% performance improvements for MPI scientific applications. Here, we use the command pbind to implement a batch process to bind the threads to different physical processors in order to reduce the resource contentions and system overhead from the dynamic scheduler on Pangu. Figure 8 presents performance comparisons for the dataset D1 using different optimization techniques on Pangu. "Original" means the performance for our OpenMP implementation. "Binding" stands for the performance of the OpenMP program using processor binding. Pangu supports user-level large page sizes of 2MB or 4MB using the compiler option -xpagesize=2M or 4M. "4MB" stands for the performance of the OpenMP program using the large page size of 4MB, and "2MB" stands for the performance of the OpenMP program using the large page size of 2MB. Although the performance looks close in Figure 8 , there is still up to 6.04% performance improvement using processor binding, up to 3.31% performance improvement using the large page size of 4MB, and up to 3.95% performance improvement using the large page
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Parallel Table 4 . Due to hardware efficiencies associated with larger pages, using large page can eliminate costly TLB misses to improve the application's performance and throughput but at the expense of an increase in process start-up time. Figure 9 presents performance comparisons for the dataset D1 using different optimization techniques on Hydra. "Original" means the performance for our OpenMP implementation. "64KB" stands for the performance of the OpenMP program using the large page size of 64KB. "64KB+binding" stands for the performance of the OpenMP program using the large page size of 64KB and processor binding. There is up to 6.98% performance improvement using the Origina l 64KB 64KB+binding Figure 9 . Performance comparison for the dataset D1 on Hydra large page size of 64KB, and up to 7.05% performance improvement using the large page size of 64KB and processor binding on Hydra shown in Table 5 . This is a big performance improvement.
In brief, we evaluate the performance of our OpenMP implementation on the two CMP systems, and find that the OpenMP program has the good scalability. We apply the optimization techniques such as using the large page and processor binding to our OpenMP implementation to achieve the better performance. The optimization techniques we used do not require any code modification. It is useful to using the techniques to maximum the application performance.
HYBRID MPI/OPENMP IMPLEMENTATION AND ITS PERFORMANCE
In this section, based on what we learned from the OpenMP implementation of EQdyna, we illustrate an element-based partitioning scheme for explicit finite element methods, and discuss how efficiently to use hybrid MPI/OpenMP to parallelize the EQdyna on CMP systems for not only achieving multiple levels of parallelism but also reducing the communication overhead of MPI within a CMP node, by taking advantage of the globally shared address space and onchip high inter-core bandwidth and low inter-core latency on the two CMP systems. We also present some initial results for the hybrid implementation.
Element-based Partitioning
In our explicit finite element earthquake simulation, we primarily use trilinear hexahedral elements to discretize a 3D model for computational efficiency, with wedge-shaped elements along the fault to characterize dipping fault geometry as illustrated in Figure 10 . We use a large buffer region with increasingly coarser element sizes away from the fault to prevent reflections from artificial model boundaries from contaminating examined phenomena. For simplicity, we discuss our partitioning scheme with a hypothetical 2D mesh shown in Figure 11 , where there are 12 elements (boxes) and each element has four nodes (circles) adjacent to it. We propose an element-based partitioning scheme
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Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems because most time-consuming computation in the earthquake rupture simulation code is element-based as discussed above. Within one timestep, element contribution (both internal force and hourglass force) to its nodes' nodal force is first calculated. Then, contributions to a node's nodal force from all of its adjacent elements are assembled. For instance, the nodal force at node 1 only involves element 1, while the nodal force at node 5 involves elements 1, 2, 3, and 4. The nodal force at node 5 is the sum of contributions from all these four elements. Figure 12 illustrates the element-based partitioning scheme for the finite element method, where the 2D domain is split into three components. In this scheme, we essentially partition the model domain based on element numbers. Each component consists of four elements and the nodes adjacent to them. A node that lies on the boundary between two components is called a boundary node. For example, nodes 7, 8 and 9 are the boundary nodes between the first two components, and nodes 13, last two components. To update the nodal force at a boundary node such as node 8, it needs contributions from elements 3 and 4 in the first component and those from elements 5 and 6 in the second component. This requires the data exchange between the first two components. Similarly, the above element-based partitioning scheme can be extended to large 3D datasets. For example, in our test problem dataset TPV11-D1 (shown in Table 6 ), we can partition a 3D model with 14,217,838 elements and 14,391,813 nodes into three components. Finding which nodes are boundary nodes between two adjacent components generally is very time-consuming for 330
Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems Figure 12 . Element-based Partitioning Scheme a given large number of elements and nodes. However, because the 3D mesh is a structured mesh, and nodes and elements are created in sequence, we find that the nodal numbers of boundary nodes between two adjacent components are continuous. Thus, the boundary nodes between two adjacent components can be determined by the starting and end node numbers in this case. In this example, we find that there are 131,807 boundary nodes between the first two components and 132,167 boundary nodes between the last two components. This indicates that there are large overlapping (shared) boundary nodes between adjacent components. Therefore, how to manipulate and update values at these boundary nodes becomes a big challenge. The element-based partitioning method described in this section is applicable to more irregular meshes as well.
Hybrid Implementations of EQdyna
CMP clusters provide a natural programming paradigm for hybrid programs. Generally, MPI is considered optimal for process-level coarse parallelism and OpenMP is optimal for loop-level fine grain parallelism. Combining MPI and OpenMP parallelization to construct a hybrid program is not only to achieve multiple levels of parallelism but also to reduce the communication overhead of MPI at the expense of introducing OpenMP overhead due to thread creation and increased memory bandwidth contention. Therefore, we use hybrid MPI/OpenMP to parallelize the EQdyna for exploring the parallelism of the code at node level (OpenMP) and the parallelism of the code between nodes (MPI) so that the parallel earthquake simulation can be run on most supercomputers. Note that, in the hybrid MPI/OpenMP implementations, we separate MPI regions from OpenMP regions, and OpenMP threads cannot call MPI subroutines. For the Input Phase shown in Figure 1 , the input files are read by the master MPI process, and the process distributes the data to the other MPI processes by using MPI_Bcast. Figure 13 shows the parallelism at MPI and OpenMP levels within one timestep for the hybrid implementation of the earthquake simulation. As we discussed in the previous section, using the element-based partitioning scheme, we can partition the 2D mesh geometry into three components, and dispatch each component to a MPI process for MPI level parallelism. So each MPI process is in charge of four elements and the nodes adjacent to them. Because the earthquake simulation is memory-bound, each MPI process is created on a different node as illustrated in Figure 13 . MPI process 0 is run on Node 0; process 1 is on Node 1; process 2 is on Node2. On each node, OpenMP level parallelism can be achieved by using element-based partitioning scheme and OpenMP. Each MPI process (the master thread) forks several new threads to take advantage of the shared address space and on-chip high inter-core bandwidth and low inter-core latency on the node.
To manipulate and update nodal forces at these boundary nodes, it requires the data exchange between two MPI processes via message passing. For each boundary node such as node 7 shown in Figure 13 , to update its nodal force at the end of each timestep, we sum the nodal force at node 7 from process 0 and the nodal force at node 7 from process 1, then use the sum to update the nodal forces at node 7 for the processes 0 and 1.
To implement updating the nodal force at each boundary node at the end of each timestep, we propose the following algorithm to deal with the problem.
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Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems Figure 13 . Parallelism at MPI and OpenMP levels within one timestep Algorithm: Update the nodal forces at boundary nodes:
Step 1: Partition the initial data mesh based on the number of MPI processes to ensure load balancing, get the information about shared boundary nodes between MPI processes i and i+1, and allocate a temporal array btmp with the nodal forces at the shared boundary nodes, Step 2: The MPI process i sends the array btmp to its neighbor process i+1 using MPI_Sendrecv, Step 3: The MPI process i+1 receives the array from process i using MPI_Sendrecv. For each shared boundary node, it sums the nodal force from the array and the local nodal force at the shared boundary node, then assigns the summation to the nodal force at the shared node locally, Step 4: The MPI process i+1 updates the array locally, and sends the updated array back to the MPI process i, Step 5: The MPI process i receives the updated array and update the nodal forces at the shared nodes locally, and deallocates the temporal array at the end of the timestep Step 6: Repeat the above Steps 2-5 for the next timestep.
The algorithm implements the straightforward data exchanges illustrated in Figure 13 , and it is efficient because of sending/receiving smaller messages. The information needed in Step 1 of the algorithm is collected for the given number of elements, nodes and processors when the initial data mesh is partitioned. For the given number of elements, nodes and the number of processors, we develop an algorithm to find boundary nodes between two MPI processes during the initial data partition. For instance, the hybrid program with the given 14,217,838 elements and 14,391,813 nodes is executed on 3 CMP nodes with 1 MPI process per node (with the total MPI processes of three). There are 131,807 boundary nodes between processes 0 and 1 with the first boundary node number of 4,780,769; there are 132,167 boundary nodes between processes 1 and 2 with the first boundary node number of 9,566,831. This can simplify the programming efforts and reduce the communication overhead.
Large Benchmark Problems
We work on two benchmark problems to test our hybrid parallelization of EQdyna. The first problem is TPV11 of the SCEC code validation exercises [8, 16] . The benchmark solves dynamic rupture propagation along a 60°dipping normal fault (30 km ϫ 15 km) and wave propagation in a homogeneous three-dimensional half space. Initial stress on the fault linearly increases with depth. We primarily use trilinear hexahedral elements to discretize the model for computational efficiency, with wedge-shaped elements along the fault to characterize the dipping fault geometry illustrated in Figure 10 . We use a large buffer region with increasingly coarser element sizes away from the fault to prevent reflections from artificial model boundaries from contaminating examined phenomena. We refer the edge length of the trilinear hexahedral elements near the fault as the element size in a model.
Two datasets are generated for the SCEC TPV11 test problem with different termination times. The element size in both datasets is 125m. The termination time of dynamic simulation for dataset 1 (D1) is 6 seconds, while it is 11 seconds for dataset 2 (D2) with a larger buffer region. The model sizes of the two datasets are listed in Table 6 . The dataset D1 requires more than 12GB of memory size for its execution, and the D2 requires more than 20GB of memory size for its execution.
Another dataset to test our hybrid implementation is the dataset that was used for a dynamic model of the 2008 Wenchuan earthquake [7] . The model size is listed in Table 6 , with the element size of 500m and the termination time of 100 seconds. Figure 10 schematically shows the mesh for this model. Majority elements are hexahedron and wedge-shaped elements are created only along the fault plane to accommodate the shallow dipping fault geometry. Element size in the buffer region increases at a small ratio (1.03) away from the main region. The dataset requires more than 40GB of memory size for its execution.
Experimental Results
To validate the hybrid implementation of the sequential code EQdyna, we use the above three datasets executed on these platforms such as the SUN server and TAMU Hydra in the following sections. Basically, we compare the output results of the implementation with the results from the sequential EQdyna. We found that our implementation generates the accurate output results. Figure 14 334
Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems Figure 14 (c) displays how an off-fault particle moves in the vertical direction. In these plots, the black curves are results from a sequential simulation which have been verified in the SCEC code validation exercise [8, 16] . The red curves are results from one hybrid MPI/OpenMP parallel simulation on the two CMP systems. They match very well. This indicates that our hybrid MPI/OpenMP implementation is validated and has the accurate output results on both CMP systems.
Performance Analysis
In this section, we analyze the performance of our hybrid MPI/OpenMP implementation on the two CMP systems Pangu and Hydra. Figures 15 and 16 present the scalability of our hybrid MPI/OpenMP implementation on Pangu. The relative speedups for 8 cores are between 5.3 and 5.6 for three problem datasets. Especially, for the Wenchuan dataset, the execution time on one core is around 120 hours (5 days). It means to wait for 5 days to verify the simulation model. Our parallel implementation reduces the execution time to less than one day. OpenMP threads per process using the total 48 cores. Figure 18 presents the relative speedup for the performance shown in Figure 17 . When using the performance for p1t16 (using 16 cores) as a baseline, and assume that its speedup is 16, then we calculate the relative speedup for p2t16 to p7t16 (using 112 cores). We find that the relative speedup of 104.6 could be achieved when using 112 cores. This indicates that our hybrid implementation has good scalability on Hydra, too.
CONCLUSIONS
In this paper, we used OpenMP to parallelize the EQdyna for modeling dynamic earthquake rupture along geometrically complex faults on the two CMP systems, IBM POWER5+ system and SUN Opteron server. The experimental results indicated that the OpenMP implementation has the accurate output results and the good scalability on the two CMP systems. We applied the optimization techniques such as large page and processor binding to our OpenMP implementation to achieve up to 6.04% performance improvement on Pangu and up to 7.05% performance improvement on Hydra without any code modification. Our experimental results also indicate that OpenMP parallel programming within one CMP node can take advantage of the globally shared address space and on-chip high inter-core bandwidth and low inter-core latency. Further, we illustrated an element-based partitioning scheme for explicit finite element methods, and based on the partitioning scheme and what we learned from the OpenMP implementation, we discussed using hybrid MPI/OpenMP to parallelize the EQdyna to achieve multiple levels of parallelism of the code. The initial experimental results demonstrated that the hybrid MPI/OpenMP implementation has the accurate output results and the good scalability on the two CMP systems. Because the earthquake simulation is memory-bound, although we can access large-scale CMP supercomputers such as BlueGene/P at Argonne National laboratory and Cray XT4 and XT5 systems at Oak Ridge National laboratory, which have very limited memory size per node (8GB or less), we cannot run the hybrid simulation on these system. For the future work, we plan to improve the 338 Parallel Simulations of Dynamic Earthquake Rupture Along Geometrically Complex Faults on CMP Systems Figure 18 . Speedup of the hybrid implementation on Hydra memory requirements of the hybrid simulation code by localizing large global arrays and data structures, and consider load balancing strategies [18] so that the hybrid earthquake simulation with large production datasets can be run on up to 10,000 processors.
