We extend functional dependencies (FDs), which are the most fundamental integrity constraints that arise in practice in relational databases, to be satis ed in an imprecise relation. The problem we tackle is the following: given an imprecise relation r over a relation schema R and a set of FDs F over R, what is the most precise approximation of r, which is also consistent with respect to F.
Introduction
Functional dependencies (FDs) are the most fundamental integrity constraints that arise in practice in relational databases 26, 3] . Moreover, the problem of maintaining the consistency of a relational database is wellknown 14, 11] . We introduce the notion of imprecise relations and FDs being satis ed in imprecise relations in order to cater for the situation when the information may be obtained from di erent sources and therefore may be imprecise. Components of tuples in imprecise relations are nonempty sets of values rather than just single values as is the case when the information is precise. In the absence of further information about the true value, we interpret each value in a set of values as being equally likely to be the true value. Thus each value in an imprecise relation induces an equivalence class of equally likely values, which we call an imprecise set.
Our model for imprecise relations builds upon the equivalence classes model of Shenoi and Melton 23, 24] for fuzzy relational databases, which extended the earlier fuzzy relational model of 6] . Both of these models use the notion of fuzzy ordering 28], where two values are considered to be equivalent if they are indistinguishable at some speci ed level of precision 2 0; 1]. The main di erence between our model and those of 6, 23, 24] is that in our model an imprecise set is dynamic and determined solely by the current state of an imprecise relation, rather than being a subset of a fuzzy set at some level of precision.
We formalise the notion of an FD being satis ed in an imprecise relation (cf. 23, 24] ; see 5] for a discussion of various approaches to de ning FDs in the context of fuzzy relations). Our notion of FD reduces to the standard notion of FD 26, 3] when relations are precise. We are able to show that Armstrong's axiom system 2, 26, 3] is sound and complete for FDs being satis ed in imprecise relations. An imprecise relation is said to be consistent with respect to a set of FDs F if it satis es F. Given an imprecise relation r over a relation schema R and a set of FDs F over R, we call the problem of nding the most precise approximation of r, which is also consistent with respect to F, the consistency problem. This is the main problem which we tackle herein.
As a motivating example consider a relation schema R = fN; Pg, where N stands for a share name and P stands for the price of the share. In addition, suppose that the FD N ! P is speci ed as a constraint, implying that each share has a unique price. We assume an imprecise relation over R, where the current price information about shares may be obtained from di erent sources. Thus at any given time the information we may have at our disposal may be inconsistent. Let r 1 be the imprecise relation over R, shown in Table 1 . It can easily be veri ed that r 1 satis es N ! P and is thus consistent. Suppose that at some later stage a tuple was inserted into r 1 , obtaining the imprecise relation r 2 shown in Table 2 . It can easily be veri ed that r 2 does not satisfy N ! P and is thus inconsistent. The imprecise relation r 2 can be approximated by the less precise relation r 3 , shown in Table 3 . It can easily be veri ed that r 3 satis es N ! P and is thus consistent. The imprecise relation r 3 is in fact the most precise approximation of r 2 . The scenario of our example also ts in well with that of a mobile environment, where data is replicated across several mobile units and each mobile unit may acquire up to date information from di erent sources 4]. N P 0 0 We now outline the solution to the consistency problem. We de ne the merge of an imprecise relation r as the operation which replaces values in r by their equivalence class of equally likely values. This leads us to de ne a partial order on merged imprecise relations and the notion of an imprecise relation being less precise than another imprecise relation. This partial order induces a lattice on the set of merged imprecise relations, which we denote by MERGE(R),
Assuming that an imprecise relation r is updated with information obtained from several sources, it may be the case that at any given time the relation r is inconsistent (i.e. it is not consistent) with respect to a set of FDs F. Thus we need an algorithmic procedure which transforms an inconsistent imprecise relation into its most precise consistent approximation. The chase procedure 21, 14, 10, 18, 19] is a fundamental theorem proving tool in relational database theory. In the context of imprecise relations we rede ne the chase procedure for an imprecise relation r over R as a means of maintaining consistency of r with respect to F. We investigate the properties of the chase procedure showing amongst other results that it outputs a consistent imprecise relation, it is unique and can be computed in polynomial time in the sizes of r and F, and it commutes with the merge operation.
In order to show that the chase procedure solves the consistency problem we give a semantic characterisation of the chase procedure by showing that in some accurate sense chase(r, F) is the most precise approximation of r with respect to F. We rst de ne the join of imprecise relations, which corresponds to the least upper bound 12] of these relations in the lattice MERGE(R). The join operation can also be viewed as a generalisation of the intersection operation of the relational algebra (cf. 7]), which is a special case of the natural join operation 26, 3] . We then de ne the most precise approximation of r with respect to F to be the join of all the consistent and merged imprecise relations which are less precise than r. Our main result is that chase(r, F) is exactly the most precise approximation of r with respect to F.
We mention several other approaches in dealing with incomplete and imprecise information in relational databases. The standard way of dealing with incomplete information is by using the so called null values. The most common interpretation of a null value is \value at present unknown" 8, 10, 19] but other interpretations are \value does not exist", \no information " 29] and that of a generic null value 18]. When the null value of type \value is unknown" ranges over a nite set of values, one of which is the true value, we have an or-set 15] (cf. 20]). As was shown in 27] it is, in general, NP-complete to check whether a relation containing or-sets is consistent.
We have already mentioned that fuzzy set theory 28] can be used to to deal with uncertain and imprecise information 6, 23, 24] . A di erent approach is that of using rough sets 22] in order to approximate information in relational databases 16]. Finally, we mention that probability theory can also be used as a foundation for dealing with uncertain and imprecise knowledge in relational databases 17].
De nition 1.1 (Notation) We denote the cardinality of a set S by jSj.
The size of a set S is de ned to be the cardinality of a standard encoding 9] of S.
If S is a subset of T we write S T and if S is a proper subset of T we write S T. We often denote the singleton fAg simply by A. The nonempty powerset of a set S is denoted by P(S). We will make use of the index set I = f1; 2; : : :; ng.
The rest of the paper is organised as follows. In Section 2 we we formalise the notion of imprecise relations. In Section 3 we de ne the notion of a functional dependency being satis ed in an imprecise relation. In Section 4 we rede ne the chase procedure in the context of imprecise relations as a means for maintaining consistency of imprecise relations. In Section 5 we give a semantic characterisation of the chase procedure by showing that in some accurate sense it is the most precise approximation of an imprecise relation, which is also consistent with respect to a set of FDs. Finally, in Section 6 we give our concluding remarks.
Imprecise Relations
Herein we formalise the notion of an imprecise relation, which allows components of tuples to be nonempty sets of values rather than just a single value as is the case when the information is precise. We interpret each value in a set of values as being equally likely to be the true value. Each value in an imprecise relation induces an equivalence class of equally likely values, which we call an imprecise set. The motivation for our interpretation of an imprecise set is that when the information in an imprecise relation is obtained from several di erent sources, in the absence of further information about the true value, it is reasonable to assume that each value is equally likely.
Our model for imprecise relations builds upon the equivalence classes model for fuzzy relations of 23, 24] , which extended the earlier fuzzy relational model of 6]. The main di erence between our model and those of 6, 23, 24 ] is that our model an imprecise set is dynamic and determined solely by the current state of an imprecise relation, rather than being a fuzzy set at some level of precision.
De nition 2.1 (Relation schema and imprecise relation) Let U is a countable set of attributes and D be a nite set of domain values.
A relation schema R is a nite set of attributes in U. A imprecise tuple t over R with respect to D (or simply a tuple t when R and D are understood from context) is a total mapping from R into P(D) such that 8A 2 R, t(A) 2 P(D).
An imprecise relation over R with respect to D (or simply a relation when R and D are understood from context) is a nite (possibly empty) set of imprecise tuples over R. We let REL D (R) (or simply REL(R) whenever D is understood from context) denote the nite set of all relations over R with respect to D.
Example 2.1 Let R = fN; P; Bg be a relation schema, where the semantics of N and P are as in the motivating example which was given in the introduction and B stands for the name of the broker dealing with shares that have name P. An imprecise relation r over R is shown in Table 4 . N P B f0g f0,1g f0,1g f0g f1,2g f0,2g f1,2g f2g f0g f3,4g f3g f3g A relation r over R is said to be precise if 8t 2 r; t is precise, otherwise r is said to be imprecise.
From now on we let R be a relation schema and r be a relation over R. As usual uppercase letters from the end of the alphabet such as X; Y will be used to denote sets of attributes in R, while those from the beginning of the alphabet such as A; B will be used to denote single attributes in R.
The We call an equivalence class of a value v 2 adom(r; A) with respect to the imprecise set over A with respect to r that is induced by v (or simply the imprecise set induced by v whenever A and r are understood from context).
In general, we refer to an imprecise set over A with respect to r that is induced by some v, as an imprecise set over A with respect to r (or simply an imprecise set). Example 2.2 With respect to the relation r over R shown in Table 4 we have the imprecise sets f0g, f1,2g and f3,4g over N, f0,1,2g and f3g over P, and f0,1,2g and f3g over B.
The next proposition follows from the fact that the set of equivalence classes is a partition of adom(r; A) ( Table 4 , is shown in Table 5 . We note that the rst two tuples in r have been merged into a single tuple in merge(r).
It can be veri ed that merge preserves the basic information of r, i.e. inf(merge(r)) = inf(r). The We observe that when extending v to relations, if we relax the condition r 2 MERGE(R) to r 2 REL(R), then v is a preorder and not a partial order, since the antisymmetry property of partial orders is lost. For example, let r 1 = fhf0; 1gig and let r 2 = fhf0gi; hf0;1gig. It can easily be veri ed that r 1 v r 2 and that r 2 v r 1 but r 1 6 = r 2 . It can also be veri ed that merge(r 2 ) = r 1 .
The reason v is a partial order in MERGE(R) is that due to Propositions 2.1 and 2.3 the tuples in each relation r 2 MERGE(R) form an antichain 12] with respect to v. That is, for all distinct tuples t 1 ; t 2 2 r, t 1 6 v t 2 and t 2 6 v t 1 .
We further observe that the partial order v in MERGE(R) is the well- If r j F we say that r is consistent with respect to F (or simply r is consistent if F is understood from context); otherwise if r j 6 F then we say that r is inconsistent with respect to F (or simply r is inconsistent).
We let SAT D (F) (or simply SAT(F) whenever D is understood from context) denote the nite set fr 2 MERGE D (R) j r j Fg.
Example 3.1 Let F = fN ! PB; B ! Ng be a set of FDs over R, where R is the relation schema whose semantics where given in Example 2.1. The reader can verify that r j N ! PB but that r j 6 B ! N, where r is the relation over R shown in Table 4 . Thus r 2 SAT(fN ! PBg) but r 6 2 SAT(F). Equivalently, if we replace r above by merge(r), which is shown in Table 5 , we have merge(r) 2 SAT(fN ! PBg) but merge(r) 6 2 SAT(F).
We note that the de nition of satisfaction of an FD in a relation reduces to the standard de nition of the satisfaction of an FD when the relation is precise 26, 3] De nition 3.3 (Logical implication) We say that F logically implies an FD X ! Y over R written F j X ! Y , whenever for any domain D, 8r 2 REL D (R), the following condition is true: if r j F holds then r j X ! Y also holds.
For a set of FDs G over R, we say that F logically implies G if written F j G, if 8X ! Y 2 G, F j X ! Y . We say that G is a cover of F if F j G and G j F.
We assume that the reader is familiar with Armstrong's axiom system 2, 26, 3] comprising the three inference rules re exivity, augmentation and transitivity.
De nition 3.4 (Axiom system) Whenever an FD X ! Y can be proven from F using a nite number of inference rules from Armstrong's axiom system, we write F`X ! Y .
Armstrong's axiom system is sound if F`X ! Y implies F j X ! Y . Correspondingly, Armstrong's axiom system is complete if F j X ! Y implies F`X ! Y .
It is fundamental result in relational database theory that Armstrong's axiom system is sound and complete for FDs being satis ed in precise relation. Our next result shows that this result carries over to imprecise relations. Theorem 3.2 Armstrong's axiom system is sound and complete for FDs being satis ed in imprecise relations.
Proof. The reader can verify that Armstrong's axiom system is sound; see also 24, Lemma 3.1]. For completeness we refer the reader to 26, Theorem 7.1]; this proof is still valid in our case, since a precise relation is just a special case of an imprecise relation. 2 
The Chase Procedure
The chase procedure is a fundamental theorem proving tool in relational database theory. The main uses of the chase procedure have being testing implication of data dependencies 21] and testing consistency of a relational database with respect to a set of data dependencies 14]. The chase procedure has also been extended to incomplete relational databases for the purpose of testing consistency 10, 18, 19] .
In the context of imprecise relations we rede ne the chase procedure for maintaining consistency rather than testing consistency. Assuming that an imprecise relation r is updated with information obtained from several di erent sources, it may be the case that at any given time the relation r is inconsistent (i.e. it is not consistent) with respect to a set of FDs F. For example, if we obtain two di erent prices for a given share. Thus we input r and F into the chase procedure and its output, denoted by chase(r, F), is a consistent relation over R with respect to F. In Section 5 we will show that in some accurate sense the chase procedure outputs the most precise approximation of r, which is also consistent with respect to F.
We investigate the properties of the chase procedure showing amongst other results that it outputs a consistent relation, it is unique and can be computed in polynomial time in the sizes of r and F, and it commutes with the merge operation.
The pseudo-code for the algorithm chase(r, F) (more generally called the chase procedure), which given the inputs r and F returns a relation over R, is presented in Algorithm 1.
Algorithm 1 (chase(r, F) Table 4 and F is the set of FDs over R speci ed in Example 3.1 is shown in Table 6 . The reader can verify that chase(r, F) j F, i.e. chase(r, F) is consistent, and that chase(r, F) = chase(merge(r), F), where merge(r) is shown in Table 5 .
The next lemma shows that chase(r, F) preserves the basic information of r and is less precise than merge(r). Let m be the maximum cardinality, over all A 2 R, of an imprecise set over A with respect to r; m is less than the size of r, since m adom(r; A).
The result of the rst part now follows, since the while loop cannot be executed more than mjrjjRj times due to the fact that the A-values of r are strictly monotonically increasing after each chase step.
In order to show that chase(r, F) is unique we adopt the technique used in 3, 2 , respectively. Let fc 1 ; c 2 ; : : :; c n g be an equivalence class with respect to A-equatability in r. It follows that S i2I c i is an imprecise set over A with respect to chase(r, F). Let t 2 r and assume that t A] c i , for some i 2 I.
The result follows, since by line 10 in Algorithm 1 which merges the result, we can deduce that, irrespective of the order of chase steps, u A] = S i2I c i , where u is the current state of t in chase(r, F). 2
The next theorem shows that the chase procedure outputs a consistent relation and that it is cover insensitive. This leads to a contradiction, since we can deduce that s 6 = chase(r, F), due to the fact that the condition of the if statement of line 6 in Algorithm 1 is true.
For the second part, in order to show that chase(r, F) = chase(r, G),
we adopt the technique used in 21, Theorem 3]. Let H = F G. By the rst part chase(r, F) j F, and thus by the de nition of logical implication chase(r, F) j H. Thus chase(r, F) = chase(r, H), since F H, and thus chase steps need not apply any FD in H?F. The result follows, since on using the same argument it is also the case that chase(r, G) = chase(r, H). 2
The next theorem shows that the chase procedure commutes with merge. Herein we give a semantic characterisation of the chase procedure by showing that in some accurate sense it is the most precise approximation of an imprecise relation, which is also consistent with respect to a set of FDs. We rst de ne the join of imprecise relations, which corresponds to the least upper bound 12] of these relations in the lattice MERGE(R).
We then de ne the most precise approximation of r with respect to F to be the join of all the consistent and merged relations which are less precise than r. Our main result is that chase(r, F) is exactly the most precise approximation of r with respect to F. Thus the chase procedure solves the consistency problem in polynomial time in the size of r and F.
Recall from Section 2 that MERGE(R) is a lattice with respect to v.
We will now de ne the join operation on relations in this lattice. .) It is interesting to note that the join operation generalises the intersection operation of the relational algebra (cf. 7]), which is a special case of the natural join operation 26, 3] .
From now on we will assume that r 1 ; r 2 2 MERGE(R). The next proposition shows that the join of two merged relations is also a merged relation.
Proposition 5.1 Let r = r 1 t r 1 . Then r = merge(r).
Proof. Suppose that r 6 = merge(r) and thus for some A 2 R, 9u 1 ; u 2 Tables 1 and 2 , respectively. Then, it can be veri ed that r 2 j 6 N ! P but (r 1 t r 2 = r 1 ) j N ! P. The most precise approximation of an imprecise relation r over R with respect to F is the join of all consistent relations s such that s is a merged relation that is less precise than r.
De nition 5.2 (Most precise approximation of an imprecise relation)
The most precise approximation of an imprecise relation r over R with respect to F (or simply the approximation of r if R and F are understood from context), denoted by approx(r, F), is given by G fs j s v merge(r) and s 2 SAT(F)g:
We note that the join of a set of relations is well-de ned, since the join operator is commutative and associative 12]. The next lemma shows some properties of approximations. The next theorem, which is the main result of this section, shows that output of the chase procedure is equal to the corresponding most precise approximation. Thus the imprecise relation chase(r, F), which is shown in Table 6 , is the most precise approximation of r with respect to F, where r is the relation over R shown in Table 4 and F is the set of FDs over R speci ed in Example 3.1.
Theorem 5.4 chase(r, F) = approx(r, F). Proof. We need to show that chase(r, F) v approx(r, F) and that approx(r, We extended FDs to imprecise relations, using equally likely sets of values rather than equality, and in Theorem 3.2 showed that Armstrong's axiom system is sound and complete for such FDs. We then de ned the chase procedure over imprecise relations as a means of maintaining consistency of an imprecise relation with respect to a set of FDs. It was shown that the fundamental properties of the chase procedure over precise relations 21, 14] also hold for the chase procedure over imprecise relations. In particular, in Lemma 4.2 we showed that chase(r, F) is unique and can be computed in polynomial time in the size of r and F. Furthermore, in Theorem 4.3 we showed that chase(r, F) is consistent and cover invariant. In Theorem 4.4 we showed that the chase procedure commutes with merge.
In order to give a semantic characterisation of the chase procedure we de ned the concept of the most precise approximation of an imprecise relation with respect to a set of FDs. We de ned the join operation on imprecise relations in MERGE(R) and were able to show in Theorem 5.2 that if two relations are consistent then their join is also consistent. The most precise approximation of an imprecise relation r over R with respect to F is the join of all consistent relations s such that s is a merged relation that is less precise than r. Our nal and main result is that of Theorem 5.4 which states that chase(r, F) = approx(r, F) implying that the chase procedure outputs the most precise approximation of r with respect to F. We conclude positively that given an imprecise relation r, which may not be consistent, the chase procedure solves the consistency problem in polynomial time in the size of r and F.
It may be the case that we have at our disposal some knowledge about the distribution of values in an imprecise set. In this case we can relax our assumption that the values in the imprecise set are equally likely. We are currently investigating a generalisation of our model that takes this additional information into account.
Throughout the paper we have assumed that we have a single imprecise relation r over R and a set of FDs F over R. 
