We will show the existence, uniqueness and regularity of global solutions for the Cauchy problem for nonlinear evolution equations with the damping term
Introduction
We consider abstract Cauchy initial value problems in a Hilbert space H for nonlinear evolution equations of the form The problem (CP) has attracted the attention of several researchers (see [1, 2, 3, 4, 6, 7, 8, 9, 10, 12] and references therein) because of its intimate connection with mathematical physics. In fact, we consider the following nonlinear partial integrodifferential equation
|Du.x; t/| 2 dx D 2 u.x; t/ + Žu .x; t/ = f .x; t/; (1.1) for x ∈ .0; 1/ and t > 0, subject to the boundary conditions u.0; t/ = u.1; t/ = 0; t > 0; (1.2) with initial conditions u.x; 0/ = u 0 .x/; u .x; 0/ = u 1 .x/; x ∈ .0; 1/; (1.3) where D = d=dx, D 2 = d 2 =dx 2 and Þ, þ, Ž are positive constants. Then it is well known that the problem (1.1)-(1.3) describes the damped small amplitude vibrations of an elastic and stretched string (see [1, 4] ). Actually, the problem (1.1)-(1.3) can be written abstractly as the problem (CP) and hence solutions u.t/ to the problem (CP) can be regarded as solutions to the problem (1.1)-(1.3) by considering pointwise evaluation of solutions, .u.t//.x/ = u.x; t/.
When Ž = 0, Dickey [2] and Pohozaev [10] have shown the existence and uniqueness of local solutions to the problem (CP) with A = −1 and A k = .−1/ k by using a Galerkin procedure, respectively (see also [6] ). In case of A = −1 in L 2 .Ê n /, Yamada [12] has shown the existence of global solutions to the problem (CP) with small data by using an iteration procedure. Later, Ikehata and Okazawa [4] have obtained global solutions to the problem (CP) by using the Yosida approximation method under compactness argument and the special small initial data. We note that in this paper, the Yosida approximation of A plays a central role in deriving some a priori estimates of solutions to the problem (CP).
The purpose of this paper is to show the existence and uniqueness of global solutions to the problem (CP) under the presence of the damping term Žu .t/.Ž > 0/. We will study the regularity of solutions. Moreover, as a general result of Pohozaev [10] , considering an operator A k instead of A in (CP), we will also show the existence and the regularity of solutions. The proof of the solvability of the problem (CP) is carried out by the Yosida approximation method. Note that result of this paper is a relative generalization of [1] and [10, 12] with A = −1 in L 2 . / as a special operator. Furthermore our study may be extended to more general situations. For example, we can apply our methods to the generalized damped extensible beam equation of the form:
The content of this paper is as follows. In Section 2, we give the abstract setting and main results. In Section 3, we mention some useful facts about Yosida approximation of a nonnegative selfadjoint operator. Section 4 and Section 5 are devoted to the proof of our main results and an application for our abstract results.
Abstract setting and results
Let H be a real Hilbert space with an inner product .·; ·/ and a norm | ·|. Suppose A is a densely defined nonnegative selfadjoint linear operator in H . Then the powers of degree > 0 of A, A , may be computed via the elementary spectral calculus and are known to be nonnegative selfadjoint operators themselves. In fact, A is defined by
where {E.½/ : 0 ≤ ½ < ∞} is the resolution of the identity associated with A (for details, see [11] ).
Note that in this case, the resolution of the identity {E.½/} ½≥0 is uniquely determined so that A can be represented as (2.1) and also it is well known that D.A / is a real Hilbert space with the graph norm |v| 
Now we shall consider nonlinear evolution equations of the form
Throughout what follows we will use the notation V := D.A/ and W l := D.A l=2 /, respectively. In particular, we let W 1 := W and W 0 := H .
We assume the following about A, M.t/, and f .t/:
(A.1) A is a nonnegative selfadjoint operator and the injection from W into H is compact.
For the later use, we set 
Here BC.[0; T /; H / denotes the set of all H -valued bounded continuous functions on
. We now state the main result. .i/ When M.t/ ≥ Þ + þt (Þ > 0, þ > 0) and f .t/ ≡ 0, our result coincides with that of [1] . Thus this may be a generalization of the result in [1] .
.ii/ As a special condition on D. /, Ikehata and Okazawa [4] showed that if
then there exists a unique global solution u.t/ to the problem (2.3)-(2.5). Here 
REMARK 2.2. In Corollary 2.1, when l = 1, we immediately obtain the solution
Generalizing the above results, we can consider the following nonlinear evolution equations of the form (see [8] ) 
Preliminaries
In this section we state some useful facts about Yosida approximations of nonnegative selfadjoint operators.
Define the Yosida approximation
and I is the identity on H . Then it is well known that
Next we consider the power of degree 1=2 of A ½ :
where J 1=2 ½ = .I + ½A/ −1=2 and A 1=2 is the power of degree 1=2 of A (see [11] ). We obtain several basic properties of the operators J ½ , we will only prove (ii), (iii), and (iv).
which implies (ii). Now we shall prove (iii). Note that (iv) can be proved similarly (use |u − J ½ u| = ½| A ½ u|; u ∈ H ). First, note that
From (i) and (3.2), we obtain for 1 ≤ j ≤ k,
which completes our proof.
Next we introduce the Bihari-type inequality without proof (see [5] ).
LEMMA 3.2. Let F and G be nonnegative continuous functions on
, where C is a positive constant.
Proof of theorems

Proof of Theorem 2.1 (Existence and Uniqueness).
In this section we shall prove Theorem 2.1 using the Yosida approximation. Throughout this section we let ½ > 0 be any number and A ½ be the Yosida approximation of A.
First we consider the approximate problem of the following differential equation by applying the Yosida approximation 
We need the following lemma in order to prove this result. In fact, this lemma is shown by applying energy methods to the problem (4.1)-(4.2). LEMMA 4.1. Let u 0 ∈ V and u 1 ∈ W . Then the following inequality holds on
where B 0 is given by (2.9) and m 0 is the constant given in assumption (A.2).
PROOF. If we multiply (4.1) by 2u ½ .t/, then we obtain a.e. on [0; T ½ /,
Integrating (4.5) on .0; t/; t ∈ [0; T ½ / and using (2.6), and (2.7) we have
Therefore, the desired result follows by applying Lemma 3.2 to (4.7).
PROOF OF 
Integrating (4.8) on .0; t/, t ∈ [0; T ½ / and using the Schwarz inequality, we obtain 
From the last inequality and (4.4), we can see that
where 
PROOF. If we multiply (4.1) by 2A ½ u ½ .t/, then we obtain a.e.
Integrating (4.10) on .0; t/, t ∈ [0; ∞/, we have
Using the Schwarz inequality, the assumption (A.2), (4.4) and (4.11), we get
where B i , i = 0; 1, are the constants given by (2.9) and (2.10), respectively and B 2 is given by
Integrating (4.14) on .0; t/, t ∈ [0; ∞/ and then using (A.2), we obtain
We now assume that the data .u 0 ; u 1 ; f / ∈ D. /. Multiplying (4.15) by Ž and adding it to (4.12), we obtain
where L. / :
Once if we assume that the inequality
holds, then we can obtain using (4.16) and Lemma 3.2
Noting thatL .·/ is an increasing function of andL.0/ = 0, we can choose 0 > 0 such that 
Using the Schwarz inequality and Proposition 4.2, we obtain by (4.13) and (4.4),
where B i (i = 0; 2) and M 2 are constants given by (2.9), (4.13) and in Proposition 4.2, respectively. This completes our proof. 
Passage to the limit
In this section we establish the uniform convergence of solutions to the problem (2.3)-(2.5) on finite intervals of arbitrary length as ½ → 0. In what follows we will let T > 0 be arbitrary and let {½ n } n be a sequence such that ½ n > 0 (n ∈ AE) and ½ n → 0 as n → ∞. From the definition of A 1=2 ½n and using the Schwarz inequality, we observe that Integrating (4.34) on .0; t/, t ∈ [0; ∞/ and using the Schwarz inequality, we obtain
From (A.2), (4.27), and (4.30), this inequality yields
Therefore we obtain w ≡ 0 by the Gronwall inequality (see [5] ). 
w.0/ = 0; w .0/ = 0:
Moreover, by the mean value theorem for M.·/ and (4.30), we have
So, uniqueness follows from Lemma 4.4.
Proof of Theorem 2.2 (Regularity).
We consider the initial value problem
Here l ∈ AE is arbitrary but fixed.
We first note that by ( 
In fact, f satisfies the following inequality
PROOF. Let {E.¼/ : 0 ≤ ¼ < ∞} be the resolution of identity associated with A. Then we obtain by (2.1)
which implies that u.t/ ∈ W j , j = 1; : : : ; l. Our second assertion immediately follows from (4.37) (see also [4] 
PROOF. We only prove (4.38) and (4.40). Statements (4.39) and (4.41) can be proved similarly. Let u ½ .t/ be a unique global solution to the problem (4.1) and (4.2).
Multiplying ( 
