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This paper surveys many issues in the verification and
validation of models, especially simulation models in
operations research. For verification it discusses (a)
checking of intermediate outputs through tracing and sta-
tístícal testing per module, (b) comparing final outputs
with analytical results, using statistical tests, (c)
animation, and (d) general good programming practice. For
validation it discusses (a) obtaining real-world data,
which may be scsrce or abundant, (b) some simple tests for
comparing model and real data, such as qraphical, Schruben-
Turíng, and t tests and, (c) a new statistical procedure,
based on regression analysis, for testing whether model and
real responses are positively correlated, (d) sensitivity
and risk analyses, (e) system dynamics type of modelíng,
(f) relationships between simulation and other types of
models, including white and black box models, (g) Documen-
tation and credibility assessment. Finally a bibliography
with 38 references is given for further study.
1Ce7ryords: simulation, statistics, time series, philosophy,
practice, econometrics.
1. Introduction
Terminology in the area of verification and validation
(or V á~ V) of computerized models is not standard; see
Barlas and Carpenter (1990, p.164, footnote 2). This paper
uses the definitions of V á~ V that are given in the classic
simulation textbook by Law and Kelton (1991, p. 299):
'Verification is determining that a simulation computer
proqram performs as intended, i.e., debugging the computer
program.... Validation is concerned with determining whe-
ther the conceptual simulation model (as opposed to the
computer program) is an accurate representation of the
system under study'. This paper assumes that verification2
aims at 'perfect' computer programs, in the sense that they
have no programming errors left (they may be made more
efficient and more user friendly). Validation, however,
does not aim at perfect models, since the perfect model is
the real system itself (any model is by definition a sim-
plification of the real system). A quote from another well-
known author on V b V in simulation, namely Sargent (1991,
p. 38), further clarifies V k V issues in the various
phases of modeling: 'the conceptual model is the mathemati-
cal~logical~verbal representation (mimic) of the problem
entity developed for a particular study; and the computeri-
zed model is the conceptual model implemented on a compu-
ter. The conceptual model is developed through an analysis
and modelling phase, the computerized model is developed
through a computer programming and implementation phase,
and inferences about the problem entity are obtained by
conducting computer experiments on the computerized model
in the experimentation phase '.
V 6 V are important issues in operations research (OR) .
A computer program with bugs may generate output that is
sheer nonsense, or worse, it may generate subtle nonsense
that goes unnoticed. A nonvalidated model may lead to
decisions that make sense in a fantasy world but not in the
real world.
There is no standard theory in the areas of V ó~ V;
neither is there a well organized 'box of tools'. There
does exist a plethora of philosophical theories, statisti-
cal techniques, software practices, and so on. (For system
dynamics types of simulation, Barlas 1989 does propose a
well organized validation procedure with six steps; see
Section 3.5.) The objective of this paper is to survey many
of these (kaleidoscopic) elements. Moreover, it introduces
a new statistical technique for validation (based on fami-
liar regression analysis). Unfortunately, it will turn out
that there are no perfect solutions for the problems of V k
V: the modeling process has elements of art as well as
science, as the title of one of the first books on simula-
tion witnessed; see Tocher (1963). Nevertheless systems
analysts and users should be aware of the various options
in V á~ V. It will also be noted that these problems occur
not only in simulation models, but also in other types of
models (for instance, econometric models) and in other
types of computer programs (for example, bookkeeping pro-3
grams). This paper, however, concentrates on experience fn
the area of simulation, emphasizing simulation in operati-
ons research.
Note that in practice the process of performinq a simu-
lation study may give so much insight into the system under
study that the study is stopped before the stages of V d~ V
have been reached.
This paper is organized as follows. Section 2 discusses
verification. Section 3 examines validation. Section 4
qives conclusions, and is followed by a list of 37 referen-
ces (to avoid dragging along a cumulative list of everyt-
hing published on simulation, only those publications are
included that either seem to deserve special mentioning or
that are not mentioned in the references of this paper,
which include two bibliographies, namely Balci and Sarqent
1984a, and DeMillo, McCracken, Martin, and Passafiume
1987).
2. Vorificatioa
Once the model has been programmed, the analysts~pro-
grammers must check if this computer code contains any
programming errors. Several techniques are applicable, but
none is perfect.
2.I Verification of intermediste output
The analysts may calculate some intermediate simulation
results manually, and compare these results with outputs of
the simulation program. Getting all intermediate results
from a computer program automatically is called tracing.
Even if the analysts do not wish to calculate intermediate
results by hand, they can still 'eyeball' the program's
trace and look for 'bugs'. Modern simulation software
provides tracing facilities and more advanced 'debuggers';
for details see Pegden, Shannon, and Sadowski (1990, pp.
137-148).
Many simulation programs are very big. Then qood pro-
gramming practice requires that this proqram be designed
modularly (no 'spaghetti programming'). Then the analysts
can 'divide and conquer', that is, they may try to verify
the total computer code, module by module. Different mem-4
bers of the team may check different modules. Some examples
now follow.
The analysts may test the pseudorandom number generator
separately, assuming they had to proqram that generator
themselves or they do not trust the software supplier's
expertise. Random numbers are a statistical ideal: they are
continuous statistical variables that are uniformly dietri-
buted (over the interval from zero to one), and they are
statistically independent. In other words, random numbers
are a model of reality; that reality is created by the
pseudorandom number generators. So the output of the qene-
rator must be compared with an ideal. Deviations between
reality and ideal may be caused by programming errors (many
generators require either machine programming or rather
sophisticated programming in a higher language) or by a
wrong model for the generator. So testing a generator is a
mixture of verification and validation. Such a mixture
often occurs in V á~ V of modeling. Schriber (1991, p. 317)
points out that GPSS~H automatically computes chi-square
statistics to test the hypothesis that the pseudorandom
numbers used are uniformly distributed. Kleijnen and Van
Groenendaal (1992) give a detailed discussion of different
types of pseudorandom number generators and of many tests
to verify their correctness, including tests for various
types of statistical dependence among pseudorandom numbers.
An example of pure verification (not validation) is the
testing of the subroutines that generate samples from
certain non-uniform distributions. The analysts may wish to
take samples from, say, N(100, 10). They may think that the
computer gives them normal variates with expectation 100
and standard deviation 10, whereas actually the variates
generated have a variance of 10. The cause of this confusi-
on is lack of standard notation: some authors and some
software use the notation N(~, a), whereas others use N(~c,
oZ). Similar confusion arises for exponential distributi-
ons: some authors use the parameter (say) a to denote the
mean number of 'successes', but others use that symbol to
denote the rate at which successes occur. The analysts may
also specify the wrong unit of ineasurement, for example,
seconds instead of minutes (so the results are wrong by a
factor 60). To verify that the subroutine does what it is
intended to do, the analysts should first of all read the
documentation of the subroutine. Next they may compute the5
average of the sampled variable (for example, service time
in a queuinq simulation), and compare that average with its
expected value (which is known in a simulatíon study; for
instance, service times are sampled from an exponential
distribution with a known mean, namely the mean that is
input to the simulation program). Systematic deviations
between the observed average and the theoretical mean may
be tested through the t test (a slightly more complfcated
example of a t test will be discussed in equations 1 thr-
ough 3). Such systematic deviations occur when, for exam-
ple, the analysts mix up the variance and the standard
deviation of the normal distribution. (Random deviations
between the sample average and the population mean always
occur. The variance reduction technique (VRT) known as
control variates can be used to correct the crudely estima-
ted simulation response such that the variance of the
resulting estimator is smaller; see Kleijnen and Van Groe-
nendaal 1992, pp. 200-201).
Instead of testinq only the mean, the analysts may test
the whole distribution of the random variable. Then they
can apply a goodness-of-fit test such as the well-known
chi-square and Kolmogorov-Smirnov tests; see Kleijnen
(1987, pp. 94-95) for a survey of goodness of fit tests.
Besides the modules for generating uniform and non-
uniform variates there are other modules, at least a module
that generates the final simulation response, which is of
real interest to the users of the simulation program. Their
verification is discussed next.
2.2 Comparinq final model outputs with snalyticsZ results
The final output of (say) a queuing simulation program
may result only after thousands of customers have been
processed, so the steady state has been reached and its
mean waiting time can be estimated. Indeed, if the traffic
intensity of the system is high, millions of customers must
be simulated. Extremely long simulation runs are also
necessary when estimating rare events like blocking or
breakdowns in highly reliable systems. Verifying such types
of simulation responses by hand or by eyeballing the trace
is practically impossible. Restrictinq attention to short
time series may be misleading (as many commentators on
animation have pointed out; also see Section 2.3). The6
analysts may then verify the simulation response by runninq
a simplified version of the simulation program with a known
analytical solution. This approach assumes that the ana-
lysts can indeed find such a version, but this is not such
an unrealistic assumption. Simulation without any theoreti-
cal background means that the analysts are 'simulating
their own ignorance': For example, in the study of facto-
ries seen as queuing systems the analysts can and should
use some of the many textbooks on queuing theory, which
offer formulas for the steady state expectations of several
types of response (mean waiting time of jobs and mean
utilization of machines) for models with Markovian arrival
and service times with (say) n servers: M~M~n models. So
firet the analysts may run the simulation program with
exponential (Markovian) arrival and service times, only to
verify the correctness of the computer program. If that
response 'agrees with' the known mean response (see the
statistical test in equation 1 later on), then they run the
simulation program with non-Markovian input variables to
find the responses that are of real interest to the users.
They must then hope that this minor change in the computer
program does not introduce new buqs.
There is also much literature for more complicated
queuing systems. These systems consist of servers, not only
in parallel but also in sequence, and with customers who
can follow different paths through the queuing network. For
certain queuing networks (for example, without finite
buffers for work in process) the analysts can compute
steady state solutions numerically. There is also software
that gives these analytical, numerical, and simulation
results; see Kleijnen and Van Groenendaal (1992, p. 127).
Much research is going on in queuing theory with applicati-
ons in computer, communications, and manufacturing systems.
In other areas (for example, inventory manaqement and
econometrics) there is also a substantial body of theory
available. So a stream of publications and software may
help the simulation analysts to find models that are rela-
ted to their simulation models and that have analytical or
numerical solutions.
General systems theory emphasizes that the scope of a
study can be reduced by either studying a subsystem only
(say, queuing at one specific machine in the factory) or by
restricting the type of variables (for example, financialvariables only). In this way the analysts may find simpli-
fied models with known responses, and may verify the total
queuing simulation program or certain modules.
The variance of (say) K, the response of the simulation
model that is really of interest and has no known solution
(random variables are underlined), can be decreased by
correcting that response for the deviation between E(y),
the known response of the related analytical model, and y,
the simulated response of the simplified model. This yields
another form of control variates (estimate the simulation
response through ~-{y - E(y)}; for more detaile see
Kleijnen 1974, pp. 162-163). So the effort of simulating a
model with a known solution pays of in two ways: it helps
detecting programminq errors in the simulation model wit-
hout a known solution (verification), and it helps improve
the statistical accuracy of the response of the latter
model (variance reduction technique).
Analysts should understand that in the steady state the
system is still stochastic (but the probability law that
governs the stochastic process no lonqer depends on the
initial state). So the use of mathematical statistics is
necessary. Analysts may test, for example, that the expec-
ted value of the response ~ of the simplified simulation
program equals the steady state expected value p(which is
computed analytically or numerically, as discussed in the
preceding paragraph):
Ho: E(x) - {~- í1)
A simple test of this hypothesis is possible under the
usual assumptions of a normally and independently distribu-
ted (NID) simulation response ~ with mean p and constant
variance oj. To estimate this variance, the analysts may
partition the simulation run into (say) m subruns and
compute the estimated variance sx of ~:
sÍ -~~ (x~ - x)2~ (m - 1) , (2)
where x denotes the average of the m subrun averages, which
is identical to the average of the whole run. Then the test
statistic becomes8
t-~ - (X - ~) I (~~~) . (3)
Kleijnen and Van Groenendaal (1992, pp.190-195) present
several alternative approaches (such as renewal analysis)
to the estimation of the variance of the simulation respon-
se in the steady state.
In practice, however, most simulation studies concern
the behavior of the real system in the trensient state, not
the steady state ('in the long run we all are dead', said
Keynes). For example, the users may be interested in the
waiting times during the next day, under various scheduling
algorithms (or priority rules), so the simulation run stops
as soon as the end of that simulated day is reached. Such
types of simulation are called 'terminatinq' simulations.
When verifying such a simulation, there are usually no
analytical or numerical solutions known: most solutions
hold in the steady state only. The analysts may then first
simulate a non-terminating variant of their simulation
model, for verification purposes only. For validation
purposes they must next change the simulation program, that
is, they must introduce the terminating event (in the
example this event is the 'arrival' of the end of the
working day). As pointed out above, they must then hope
that this minor change in the computer program does not
introduce new bugs. There is no quarantee: the introduction
in Section 1 has already mentioned that there are no per-
fect solutions for the problems of V b~ V.
There is a technical complication, as virtually all
simulation programs have multiple responses: the computer
program transforms (say) S inputs into T outputs with S~ 1
and T Z 1. Of course that transformation must be correct
for all simulation responses of interest to the users.
Consequently the probability of rejectinq a null-hypothesis
like (1) for one or more response types increases as the
number of responses increases, even if the proqram is
correct (this property follows from the definition of the
type I or a~ error of a statistical test; also see Section
3.2). Fortunately there is a very simple solution: when
comparing the t value that results from (3) with the criti-
cal value in the table for the t statistic (denoted ae
tm:~ in a two-sided t test with type I error rate probabi-
lity fixed at a), the analysts should replace the traditio-
nal value for a(for example, 0.05) by ac~T (for instance,9
if average waiting time of customers and machine utilizati-
on are the two responses, then T- 2). Note that this
implies that bigger discrepancies between the theoretical
mean and the simulation response are accepted. This soluti-
on is based on Bonferroni's inequality, and it can be
proved that it keeps the overall 'experimentwise' error
rate below the value a. Alternatives to this combination of
univariate techniques (like the t test) and Bonferroni's
inequality are multivariate techniques, which are more
sophisticated and not always more powerful; see Balci and
Sargent (1984b) and Kleijnen and Van Groenendaal (1992, pp.
144, 155).
In some situations the analysts know the theoretical
outputs, provided the inputs are deterministic. One class
of examples is provided by inventory models: for a constant
demand per period (and under certain other assumptions) the
classic 'economic order quantity' (EOQ) model holds, which
has a known analytical solution. For a single server queu-
ing model, constant arrival and service times (say) a and p
respectively with a ~~c give a known utilization rate {~~a
for the single server and zero waiting times for all custo-
mers. Examples of economic models with deterministic inputs
and known outputs are given in Kleijnen and Van Groenendaal
(1992, pp.58-64). In all these examples, no mathematical
statistics is needed: the simulation response must be iden-
tical to the theoretical response, except for numerical
inaccuracies.
2.3 Animation
To verify the computer program of a dynamic system, the
analysts may use animation. They then present moving pictu-
res of the simulated system, to the users. Since the users
are most familiar with the corresponding real system, they
are well qualified to detect programming errors (and con-
ceptual errors too, but that concerns validation). Well-
known examples are simulations that show how vehicles defy
the laws of nature and cross through each other, and simu-
lations that have customers who get lost ('evaporate')
during the simulation run. Most simulation researchers
agree that animation may be dangerous too, as the analysts
and users tend to concentrate on very short simulation runs10
so the problems that tend to occur in long runs only go
unnoticed.
2.4 General qood programming practice
Software engineers have developed several procedures for
writing good computer programs and for verifying software,
in general (not specifically for mathematical models,
including simulation programs). This is such a vast area of
research that only a few key terms are given here: modular
programming, chief programmer's approach, structured walk-
throughs, correctness proofs. Details are given in Baber
(1987), DeMillo et al. (1987), and Whitner and Balci (198-
9). The book by DeMillo et al. has a comprehensive biblio-
graphy.
3. Validation
Once the analysts believe that the model is programmed
correctly, they must face the next question: does this
computer program give a valid model? The introduction in
Section 1 stated: 'validation is concerned with determining
whether the conceptual model (as opposed to the computer
program) is an accurate representation of the system under
study'. This raises many questions.
A very old philosophical question is: do humans have
accurate knowledge of reality or do they have only flicke-
rinq imaqes of reality, as Plato stated? In the sixteenth
through the current centuries this question was aqain
raised by philosophers such as Descartes, Kant, Popper, and
Kuhn; see Barlas and Carpenter (1990) and Naylor, Balintfy,
Burdick, and Chu (1966, pp.310-320). This paper, however,
does not discuss general, abstract, philosophical questions
like 'can a human being know the world?', but specific,
practical, operational questions like 'should one machine
be added to this factory?'.
3.1 Obtaining real-world data
The system analysts must explicitly formulate the laws
that they think govern the 'system under study', that is
the system that exist or is planned to exist in the real
world. The system concept, however, implies that the ana-11
lysts must subjectively decide on the boundary of that
system and on the attributes to be quantified. So to obtain
a valid model, they should try to measure the inputs and
outputs of the real system, and the attributes of interme-
diate variables. In practice, data are available in diffe-
rent degrees, as will be explained next.
Sometimes it is difficult or impossible to obtain rele-
vant data. For example, in a simulation study of the reco-
very of the US economy after a nuclear attack, it was
(fortunately) impossible to get the necessary data. In the
simulation of whale population dynamics, a major problem is
that data on whale behavior are hard to obtain. In the
latter example more effort is needed for data collection.
In the former example the analysts may try to show that the
exact values of the input data are not critical. These
problems will be further analyzed in Section 3.4 on sensi-
tivity analysis.
Usually, however, it is possible to get some data. For
example, decision makers want to choose among different
options for the real system. So the analysts simulate
different scenarios, in order to enable the decision makers
to select a'good' scenario. Usually the analysts have data
only on the existing system variant or on a few historical
variants; for example, the existing manufacturing system
with its current scheduling rule.
In the military, however, it is common to conduct fieZd
tests in order to obtain data on future variants. Kleijnen
and Alink (1992) present such a military case study, namely
mine hunting at sea by means of a sonar system: mine fields
are created (not by the enemy but by the friendly navy) and
a mine hunt is executed in this field, to collect data.
Fossett, Harrison, Weintrob, and Gass (1991) also discuss
several field tests for military simulations. Shannon
(1975, pp. 231-233) briefly discusses military field tests,
too.
In some applications there is an overZoad of input data,
namely if these data are collected electronically. For
example, in the simulation of the performance of computer
systems, the analysts use hardware and software monitors to
collect data on the system state at regular time pointe
(say, each nanosecond) or at each system state change
(event). These data can be used to drive the simulation.
Another example is provided by point-of-sale (POS) systems:12
all transactions at the supermarket check-out are recorded
electronically (data capture at the source). In the near
future more applications will be realized; for example, the
qeographical positions of trucks and railroad cars will be
determined and communicated electronically, and electronic
data interchange (EDI) among companies will generate lots
of data.
The real-world data (either scarce or abundant) may show
observation error, which complicates the comparison of
real-world and model time series. Barlas (1989, p. 72) and
Kleijnen and Alink (1992) discuss observation errors in a
theoretical and a practical situation respectively.
Sometimes the model is meant to predict, not relative
responses (which correspond to different scenarios), but
sbsolute responses. For example, in the mine-huntinq case
study one of the questions does not concern different naval
tactics and technical sonar parameters, but asks for the
probability of detecting mines in a certain area (the
'huntability' of the area: is the probability of succese
such that it makes sense to do a mine sweep?). Validation
is more difficult when absolute instead of relative answers
are needed; also see the discussion leading to (12).
Suppose the analysts wish to validate the model as a
whole (validation of individual modules with observable
inputs and outputs proceeds similarly; modules without such
inputs and outputs can be subjected to sensitivity analy-
ses; see Section 3.4). Then the analysts feed the model
with real-world input data in historical order. This is
sometimes called trace driven simulation. They run the
simulation program, obtain the simulation output, and
compare that time series with the historical time series
for the output of the existing system. So they do not
sample the simulation input from the (raw or smoothed)
histogram of real-world input values (after the simulation
model has been validated, different scenarios should be
compared for sampled inputs, not historical inputs, because
it is 'certain' that in the future this history will never
be repeated exactly). Instead they use the historical input
values in historical order: (z.T, z-Tf„ ..., z-i, zo) where z
denotes the historical input and T f 1 denotes the size of
the historical sample. The further the analysts go back
into the past, the more data they get and the more powerful
the validation test will be, unless they go so far back13
that different laws governed the system. For example, many
econometric models do not use data prior to 1945, because
the economic infrastructure changed drastically during
World War II.
3.2 Some simple techniques for comparing model and real-
world data
The output data of the real system and the simulated
system can be plotted such that the horizontal axis denotes
time (t --T, -T f 1, ... ,-1, 0) and the vertical axis
denotes the real and simulated values respectively. The
users may eyeball timepaths to decide whether the model
'accurately' reflects the phenomena of interest. For exam-
ple, do the simulation data in a business cycle study
indicate an economic downturn at the time such a slump
occurred in practice? And do the simulation data in a
queuing study show the same saturation behavior (such as
exploding queuelengths and blocking) as happened in the
real system? Barlas (1989, p. 68) gives a system dynamics
example that seems to allow subjective graphical analysis
only, since the time series (simulated and real) show
'highly transient, non-stationary behavior'.
Another simple technique is the Schruben-Turinq test.
The analysts then present a mixture of simulated and real
time series to their clients, and challenge them to identi-
fy (say) the data that were generated by computer. Of
course, these clients may correctly identify some of the
data by mere chance; this, however, the analysts can test
statistically. Turing introduced such an idea to validate
Artificial Intelligence computer programs: users are chal-
lenged to identify which data (say, chess moves) are gene-
rated by computer, and which data are results of human
reasoning? Schruben (1980) applies this concept to the
validation of simulation models. He adds several statisti-
cal tests and presents some case studies.
Znstead of subjectively eyeballing the simulated and the
real time series, the analysts can use mathematical statis-
tics and obtain reproducible, objective, quantitative data
about the quality of the model. The problem, however, with
the statistical analysis of simulation output data is that
these data form a time series, whereas elementary statisti-
cal procedures assume identically and independently distri-14
buted (i.i.d.) observations. Nevertheless ft ïs possible to
derive independent observations, so that elementary statis-
tical theory can be applied, as the next example will
demonstrate.
Let gr; denote the average waiting time on day i in the
simulation and y; the similar response of the real system,
with i- i,...,n (so n days are simulated and observed in
reality respectively). These averages do not need to be
computed from a steady state time series of individual
waiting times, but may be calculated from (say) the in-
dividual waiting times of all customers who arrive on day i
between 8 a.m. and 5 p.m., which includes the start-up,
transient phase. Then these n averages y~; are i.i.d. Suppose
further that the historical arrival and service times are
used to drive the simulation model. Statistically this
trace driven simulation means that there are n(i.i.d.)
'paired' differences d.- ~ - ~ (difference between simula-
ted and real average waiting time on day i when using the
same arrival and service times). Then the t statistic is
analogous to (3):
~-~ - (a - a) I (S,l~) , (a)
where 3 denotes the average and sd represents the estimated
standard deviation of d(so 3 is the average of the n
differences between the n average simulated and n averaqe
real waiting times per day). Suppose that for ó- 0, (4)
gives a value to-~ that is significant ( the t value exceeds
the critical value te-,: a,,Z) . Then the simulation model is
rejected, since the simulation model qives average waiting
times per day that deviate significantly from reality. If
ó- 0 gives a non-significant te-i, then the conclueion is
that the simulated and the real means are 'practically' the
same so the simulation is 'valid enough'. This interpreta-
tion, however, deserves some comments.
Strictly speaking, the simulation is only a model, so
simulating 'very many' days ( 'large' n) would show that d-
0 gives a significant to-~. When testing the validity of a
model through statistics like ( 4), the analysts can make
either a'type I' or a'type II' error. So they may reject
the model while the model is valid: type I or a error. Or
they may accept the model while the model is not valid:
type II or ~ error ( the probability of a~ error is the15
complement of the 'power' of the test, which is the proba-
bility of rejecting the model when the model is wrong
indeed). The probability of a type Z error in simulation is
also called the model builder's risk; the type ZI error
probability is the model user's risk. The power of the
statistical test increases as the model specification error
d increases (this power can be computed through the 'non-
central' t statistic, which is the t statistic with non-
zero mean). A significance or 'critical' level a~ means that
the type I error probability equals a~. Obviously the proba-
bility of a~ error increases as a~ decreases, qiven a fixed
number of simulated days (sample size n). To decrease both
error probabilities the analysts may increase the number of
simulated days. They may also try to decrease var(g), the
variance of the simulated system response, throuqh VRTs
like control variates and antithetics. If those techniques
work, they decrease the variance of g and hence the varian-
ce of ~, the difference between the simulated and the real
responses. Then the denominator of (4) has a smaller expec-
ted value and the t test becomes more powerful. Running the
simulation with the same inputs as observed in the real
world is a form of using common random numbers, which is
the simplest and most popular VRT. Balci and Sarqent
(1984b) analyze the theoretical tradeoffs among a and ~
error probabilities, sample size, and so on.
The selection of a value for o is problematic. Popular
values are 0.10 and 0.05. Theoretically speaking, the
analysts should determine these values by accounting for
the financial consequences (or more generally, the disuti-
lities) of making type I and type II errors respectively.
Such an approach is indeed followed in decision theory and
in Bayesian analysis. This paper, however, is based on the
classic statistical theory.
3.3 A new statistical technique for comparing model and
real-world data
A most stringent validation test requires not only that
the means of the simulated and the historical responses are
identical as in (4), but also that if a historical observa-
tion exceeds its mean then the corresponding simulated
observation (that is the simulation response that uses the
same inputs as the historical observation did) tends to16
exceed its mean, too. For example, v and g(defined above
equation 4) should not only have the same mean (6 L 0) but
also be positively correlated: p ~ 0 where p denotes the
linear correlation coefficient. To investigate this corre-
lation, analysts may plot w versus v. This paper,however,
formalizes that graphical approach through the use of least
squares and a statistical test. This test presumes that
certain statistical assumptions hold and -to make the test
powerful- that enough observations are available. Testing
the hypothesis of positively correlated v and w is simple
if v and w are bivariate normally distributed (which is a
realistic assumption in the example that lead to (4),
because of a central limit theorem that can be applied to
autocorrelated variables like waiting times of successive
customers). It can be proved that such a bivariate normal
distribution implies
E(w~`1 - v)- ~o } Aiv- (5)
So analysts can plot w as a function of v, and use ordinary
least squares (OLS) to estimate the intercept and slope of
the straight line that passes through the 'cloud' of points
(v;, w;); the OLS formulas can be found in any statistics
text. The proposed stringent test calls the model valid if
the following composite hypothesis holds:
Ho: ~o - O and ~~ - 1, ( 6)
which implies E(w) - E(v) (which was also tested through
equation 4). Moreover, it can be found in any statistics
text that
~1 - pawlar- (7)
So if p~- 1 and p ~ 1 then a~ ~ a,,, that is, if the model
is not perfect (p ~ 1) then its variance exceeds the real
variance. (Further, if ~, - 1 and oM - a~ then p~ 1, which
is an unrealistic case because it means that the simulation
model gives responses that are identical to the real world
responses; also see the introduction in Section 1; if ~~ a
1 and a~ ~ a~ then p~ 1, which violates the statistical17
model.) To test the hypothesis (6), the analysts should
compute the Sum of Squared Errors (SSE) with and without
that hypothesis (which correspond with the 'reduced' and
the 'full' regression model respectively), and compare
these two values, as follows. Based on (5) the analysts can
compute
which yields
ssE,~„ - ~ (w~ - A ) z.
(8)
(9)
Next they should compute the SSE under the composite hypo-
thesis of (6); obviously a restricted regression model
qives a higher SSE. That hypothesis implies A- v, so
SS~oa - ~ (~ - ~) z. (10)
It can be proved that the following expression is an F
statistic with degrees of freedom 2(the number of parame-
ters in the hypothesis of equation 6) and n- 2 (the de-
grees of freedom of the SSE for the full regression model
with n observations and two estimated parameters):
~.o-z - {(SSE~~ - SSE~~) ~2~~SE~~(n-2) }. (11)
If the computed F statistic is significantly high, the
analysts should reject the hypothesis in (6) and conclude
that the simulation model is not valid. Details on this F
test can be found in Kleijnen (1987, pp.156-157).
The analysts may formulate a less stringent validation
requirement: the means are not necessarily equal, but the
simulated and the real responses are positively correlated.
This requirement makes sense if the simulation is used to
predict relative responses (as in sensitivity analysis),
not absolute responses (also see Section 3.1). To test thfs
hypothesis the analysts should formulate the null-hypothe-
eis18
Ho: ~~ ~ 0 . (12 )
To test this null-hypothesis, a t statistic can be used, as
any textbook on regression analysis shows. This test means
that analysts reject the null-hypothesis of (12) and accept
the simulation model if there is stronq evidence that the
simulated and the real responses are positively correlated.
The two tests developed above use familiar statistical
techniques, namely regression analysis and testinq, but
combine these techniques with the issues of validation, in
a novel way.
Note that statistical analyses as in (4) throuqh (12)
require many observations to make the tests powerful, as
has been stated at several places above. In validation,
however, there are often not many observations on the real
system; see Section 3.1. If there are very many observati-
ons, then not only the means of the simulated and the real
time series can be compared but also the various autocorre-
lations (lag 1, 2, etc.). Spectral analysis is a sophisti-
cated technique that estimates the autocorrelation structu-
re of the simulated and the historical time series respec-
tively, and compares these two structures. Unfortunately,
that analysis is rather difficult, and (as stated) requires
long time series. Barlas (1989, p. 61) criticizes Box-
Jenkins models for the same reasons. So as the introduction
in Section 1 has already mentioned, there are no perfect
solutions for the problems of V á V.
3.4 Sensitivity analysts and rísk analysis
Some authors (for example, Banks 1989 and Barlas 1989)
claim that a model should remain valid under extreme condi-
tions. But Zeigler (1976, p. 30), who wrote a fundamental
book on the theory of modeling and simulation, emphasizes
the concept of experimental frame, which he defines as 'a
limited set of circumstances under which the real system is
to be observed or experimented with'. He observes that 'a
model may be valid in one experimental frame but invalid in
another'. This paper has already mentioned (see Section
3.1) that going far back into the past may yield historical
data that are not representative of the current system;
that is, the old system was ruled by different laws. Simi-19
larly, a madel is accurate only if the values of its input
data remain within a certain area. For example, Bettonvil
and Kleijnen's (1991) sensitivity analysis shows that a
(deterministic) simulation model of the greenhouse effect
of carbon dioxide (C02) and other gases is valid only if
the simulation input values range over a relatively small
area.
Readers familiar with regression metamodeling in simu-
lation will appreciate the following example: a regression
model of fírst order is a good approximation of the in-
put~output behavior of a simulated M~M~1 system, only if
the traffic load is 'low'; see Kleijnen and Van Groenendaal
(1992).
Most simulation models have many input variables. To
detect the important inputs the analysts may use experimen-
ta1 designs combined with regression analysis (or Analysis
of Variance, ANOVA). For example, Kleijnen, Rotmans, and
Van Ham (1992) apply experimental designs and regression
analysis to the same simulation model of the greenhouse
effect that was mentioned above. These designs and analysis
give estimates of the effects of the various inputs. These
estimated effects should have the right signs: some inputs
are known to increase the global temperature. Wrong signs
indicate computer errors or conceptual errors. Indeed both
Kleijnen et al. (1992) and Kleijnen and Alink (1992) give
examples of estimated sensitivity estimates with the wronq
signs, which lead to corrections of the simulation models.
The magnitudes of the sensitivity estimates show which
inputs are important. For important inputs the analysts
must collect accurate information on the input values that
may occur in practice. If the inputs are under the decision
makers' control, these inputs should be steered in the
right direction; for example, in the greenhouse case the
qovernments should restrict emissions of the gases concer-
ned.
Classic experimental designs, however, are not adequate
to identify the important inputs of a simulation model,
when the simulation study is still fn its early phase so
very many inputs (say, hundreds or thousands of inputs) may
be potentially important. Such a situation calls for scree-
ning. Bettonvil and Kleijnen (1991) derive a special tech-
nique based on sequential experimentation with the simula-
tion model and splitting up the aggreqated inputs as the20
experiment proceeds, until finally the important individual
inputs are identified and their effects are estimated. They
apply this technique to the ecological simulation mentioned
above.
Inputs may be qusZitative; examples are the queuing or
priority rules in a production planning simulation and the
emission control scenarios in an ecological simulation.
Then the analysts can estimate the effects of the quantita-
tive inputs per policy or scenario. If these estimates do
not vary with the policy, then there are no interactions
between the quantitative and the qualitative inputs.
So this paper emphasizes that sensitivity analysis
should be applied to find out which inputs are really
important, and that collecting information on those inputs
is worth the effort. Nevertheless it may be impossible or
impractical to collect reliable information on those in-
puts, as the whale and the nuclear attack examples in
Section 3.1 have already demonstrated. Then the analysts
may apply risk analysis. So first they derive a probability
distribution of input values, using the clients' expert
knowledge. Next they use Monte Carlo sampling to generate
input values that are fed into the simulation model, which
yields a probability distribution of output values. For
technical details on risk analysis the reader is referred
to Kleijnen and Van Groenendaal (1992). The relationship
between sensitivity and risk analyses requires more re-
search; see Kleijnen (1990) and (1992).
Some authors use model calibratíon, that is, they adjust
the simulation model's parameters (using some algorithm for
function minimization) such that the simulated output
deviates minimally from the real output. Obviously, those
latter data can not be used to validate the model. Examples
of calibration can be found in ecological modelfng; see
Beck (1987). Another example is provided by the mine hun-
ting simulation in Kleijnen and Alink(1992), which uses an
artificial parameter to steer the simulation response into
the direction of the observed real responses. Obviously
calibration is a last resort that must be employed if the
system is a black box (as in econometrics and other social
sciences).
This type of calibration must be distinguished from
cross-validation in metamodeling, which was mentioned
above. This cross-validation uses some data to estimate (or21
calibratej the regression metamodel, whereas it employs
some other data to validate the resulting metamodel. For
details see Kleijnen and Van Groenendaal 1992, pp. 156-
157).
3.5 System dynamics type of simulation
System dynamics is more than a technique: it is a world
view. The resulting models are solved by means of simulati-
on. This type of simulation is not of the discrete event
type (queuing models are). System dynamics models consist
of sets of nonlinear difference equations, which are evalu-
ated at equidistant points of time (in operations research,
inventory models and corporate models have the same charac-
teristic). System dynamics models are highly aqgregated,
and aim not at exact estimates of system responses (say,
the inventory costs per year), but at dynamic characteris-
tics (oscillating and exploding time series). System dyna-
mics is explained and compared with other types of simula-
tion in Kleijnen and Van Groenendaal (1992, pp. 78-91, 130-
131) .
The validation of system dynamics models is discussed in
Barlas and Carpenter (1990). This article deserves one
critical comment. They state (on page 149) 'If a critic can
show that one of the model equations does not make sense
(does not agree with an obvious causality), then the model
is refuted...'. But system dynamics relies on exponential
delay functions, which may be said to be 'model equations'
that do not agree with 'obvious causality'; that is, these
functions are hard to understand and require training.
Queuing simulation, however, does use intuitive knowledge
about the real system: a job arrives, looks for an idle
machine, and so on.
Barlas (1989) presents several statistical techniques
for the validation of system dynamics models; for example,
trend estimation and comparison between the simulated and
real output time series, autocorrelation tests (which are
related to spectral analysis, discussed in Section 3.3).
One technical comment on Barlas (1989, p.63) is that he
seems unaware of Bonferroni's inequality, which can be used
to obtain a simple solution to the problem of testing
estimated autocorrelations for several lag values (laq 1,22
2, ...); Bonferroni's inequality was discussed in Section
2.2.
More references on system dynamics models and their
validation are given in Barlas and Carpenter (1990); see
also Kleijnen (1980, pp.137) and Wolstenhome (1990, pp. 58-
60) .
3.6 Relationships between simulatíon and other types of
models: white versus black boxes
Karplus (1983) discusses a whole spectrum of mathemati-
cal models, ranging from black box (noncausal) models in
the social sciences through gray models in ecology to white
box (causal) models in physics and astronomy. The validati-
on of simulation models in operations research is closely
related to the validation of other mathematical models in
OR, such as the models used in regression analysis, inven-
tory control, and linear programming.
This paper has already mentioned some typical aspects of
simulation models; for example, the time series character
of its inputs and outputs (because simulation is dynamic),
and the random noise in stochastic simulation. Other models
share some of these characteristics with simulation models.
For example, inventory and econometric models may also be
dynamic and stochastic. Another typical aspect of many
simulation studies is that their conceptual models are
based on common sense and on direct observation of the real
system; that is, the latter system is a white box. For
example, a simulation model of a factory modeled as a
queuing network represents intuitive knowledge about the
real system: a job arrives, looks for an idle machine in
the first stage of the production process, leaves the
machine upon completion of the required service, goes to
the second staqe of its fabrication sequence, and so on.
Connecting the models for subsystems gives the total simu-
lation model, which grows in complexity and - hopefully -
realism. The analysts cannot apply such a bottom-up appro-
ach in other types of mathematical models. Animation may
help to obtain face valídity of white box simulation mo-
dels.
In some application areas, however, the simulation model
are black box models. Examples are plentiful in aggeqrated
econometric modeling, which is performed by national plan-23
ning agencies and large corporations. These models use
macro-economic consumption functions, which relate total,
aggregated consumption of a certain country to Gross Natio-
nal Product (GNP); see the examples in Kleijnen and Van
Groenendaal (1992, pp. 57-69). The validation of black box
models is more difficult, since the analysts can measure
input and output data but not the internal relationships
and the internal data. This problem is also known as the
observability of systems; also see Zeigler (1976). In black
box models the emphasis in validation is on prediction, not
explanation; also see Barlas and Carpenter (1990).
3.7 Documentation and credibility assessment
A model's validity is determined by its assumptions.
Therefore the analysts should state these assumptions in
the model's documentation. (It might be claimed that being
explicit about one's assumptions is the difference between
a scientist and a politician.j In practice, however, many
assumptions are left implicit, deliberately or accidently.
The importance of documentation is discussed at length
by Fossett et al. (1991). On page 711 they define asses-
sment as 'a process by which interested parties (who were
not involved in a model's origins, development, and imple-
mentation) can determine, with some level of confidence,
whether or not a model's result can be used in decision
making'. Obviously documentation is necessary to enable
users to assess a simulation model. The authors mention V 6
V as other important components of assessment.
Fossett et al. (1991, p. 712) further define credibility
as 'the level of confidence in [a simulation's] results'.
They present a framework for assessing the credibility of a
simulation. Their framework comprises 14 inputs, but these
inputs have also been discussed in this paper, explicitly
or implicitly. They apply their framework to three military
weapon simulations.
This paper has already shown that V~ V has many as-
pects, involves different parties in the modeling process,
and requires good documentation. Hence it is not strange
that Gass (1984) proposes to produce four manuals, namely
for analysts, users, programmers, and managers respective-
ly.24
Note that the lack of good documentation is a problem,
not only with simulation programs but also with other types
of mathematical models and with software in general; see
Davis and Olson (1985). Documentation is not further dis-
cussed in this paper, as this essay focusses on V 6 V.
3.8 Supplementary literature
V 8 V of simulation models have been discussed in many
textbooks on simulation. Examples are Banks and Carson
(1984), Law and Kelton (1991, pp. 298-324), and Pegden et
al. (1990, pp. 133-162). These books give many additional
references.
Some case studies were mentioned above. In addition,
Kleijnen (1988) gives a production-planning case study, and
Carson (1989) presents a cigarette fabrication case study.
Dekker, Groenendijk, and Sliqgers (1990) discuss the
verification and validation of models that are used to
compute air pollution. These models are employed to issue
permfts for building new factories and the like.
Banks (1989) proposes control charts, which have alrea-
dy qained popularity in quality control. Reckhow (1989)
discusses several more statistical techniques.
Hodges (1991) gives a more polemical discussion of
validation.
Balci and Sargent (1984a) give a detailed bibliography.
The references of this paper update and augment that bibli-
ography.
4. Conclusion
This paper surveyed a variety of techniques that seem
useful in verification and validation (V 8 V) of models,
especially simulation models in operations research. It
emphasized techniques that yield reproducible, objective,
quantitative data about the quality of the model.
For verification it discussed (a) checking of intermedi-
ate model outputs throuqh tracing and statistical testing
per module, (b) comparing final model outputs with analyti-
cal results, using statistical tests, (c) animation, and
(d) general qood programming practice. For validation it
discussed (a) obtaining real-world data for trace driven
simulation, which may be scarce or abundant, (b) some25
simple tests for comparing model and real data, such as
graphical, Schruben-Turing, and t tests and, (c) a new
statistical procedure, based on regression analysis, for
testing whether model and real responses are positively
correlated, (d) sensitivity and risk analyses, (e) system
dynamics type of simulation, (f) relationships between
simulation and other types of models, including white and
black box models, (g) Documentation and credibility asses-
sment. (h) supplementary literature; in total 37 references
were qiven for further study.
The essay has demonstrated the usefulness of mathemati-
cal statistics in V k V, as the equations (1) through (12)
illustrated. Nevertheless it is indisputable that analysts
and users of a model should be convinced of its validity,
not only by statistics but also in other ways. Some ways
were presented above; for example, face validity of a
simulation model can be established by animation (not
statistics).
It seems hard to prescribe a ffxed order in which the
various V~ V techniques should be applied (in some appli-
cations certain techniques do not apply at all). Practice
shows that these techniques are applied in a haphazard way.
It may be hoped that in the future, analysts and users will
pay more attention to the various aspects of V 8 V and will
apply some of the available V~ V techniques, which were
surveyed in this paper. Nevertheless, modeling will remain
both an art as well as a science.
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