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Abstract
We prove Lp-parabolic a-priori estimates for ∂tu+∑di, j=1 ci j(t)∂ 2xix j u = f
on Rd+1 when the coefficients ci j are locally bounded functions on R. We
slightly generalize the usual parabolicity assumption and show that still Lp-
estimates hold for the second spatial derivatives of u. We also investigate the
dependence of the constant appearing in such estimates from the parabolicity
constant. Finally we extend our estimates to parabolic equations involving
non-degenerate Ornstein-Uhlenbeck type operators.
Keywords Parabolic equations, a-priori Lp-estimates, Ornstein-Uhlenbeck
operators
MSC 2010 35K10, 35K05
1 Introduction and basic notations
In this paper we deal with global a-priori Lp-estimates for solutions u to
second order parabolic equations like
ut(t,x)+
d
∑
i, j=1
ci j(t)uxix j (t,x) = f (t,x), (t,x) ∈ Rd+1, (1.1)
d ≥ 1, with locally bounded coefficients ci j(t). Here ut and uxix j denote
respectively the first partial derivative with respect to t and the second par-
tial derivative with respect to xi and x j. We slightly generalize the usual
parabolicity assumption and show that still Lp-estimates hold for the sec-
ond spatial derivatives of u. We also investigate the dependence of the con-
stant appearing in such estimates from the symmetric d × d-matrix c(t) =(
ci j(t)
)
i, j=1,...,d . In the final section we treat more general equations involv-
ing Ornstein-Uhlenbeck type operators and show that the previous a-priori
estimates are still true.
∗Research supported by PRIN project 2010MXMAJR.
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The Lp-estimates we are interested in are the following: for any p ∈
(1,∞), there exists ˜M > 0 such that, for any u ∈ C∞0 (Rd+1) which solves
(1.1), we have
‖uxix j‖Lp(Rd+1) ≤ ˜M ‖ f‖Lp(Rd+1), i, j = 1, . . . ,d, (1.2)
where the Lp-spaces are considered with respect to the d + 1-dimensional
Lebesgue measure. Usually, in the literature such a-priori estimates are stated
requiring that there exists λ and Λ > 0 such that
λ |ξ |2 ≤
d
∑
i, j=1
ci j(t)ξiξ j ≤ Λ|ξ |2, t ∈ R,ξ ∈ Rd , (1.3)
where |ξ |2 = ∑di=1 ξ 2i . We refer to Chapter 4 in [16], Appendix in [23], Sec-
tion VII.3 in [17], which also assumes that ci j are uniformly continuous,
and Chapter 4 in [15]. The proofs are based on parabolic extensions of the
Calderon-Zygmund theory for singular integrals (cf. [8] and [11]). This the-
ory was originally used to prove a-priori Sobolev estimates for the Laplace
equation (see [5]). In the above mentioned references, it is stated that ˜M
depends not only on d, p, λ (the parabolicity constant) but also on Λ. An
attempt to determine the explicit dependence of ˜M from λ and Λ has been
done in Theorem A.2.4 of [23] finding a quite complicate constant.
The fact that ˜M is actually independent of Λ is mentioned in Remark 2.5
of [14]. This property follows from a general result given in Theorem 2.2
of [13]. Once this independence from Λ is proved one can use a rescaling
argument (cf. Corollary 2.4) to show that we have
˜M =
M0
λ , (1.4)
for a suitable positive constant M0 depending only on d and p.
In Theorem 2.3 and Corollary 2.4 we generalize the parabolicity con-
dition by requiring that the symmetric d × d matrix c(t) = (ci j(t)) is non-
negative definite, for any t ∈ R, and, moreover, that there exists and integer
p0, 1 ≤ p0 ≤ d, and λ ∈ (0,∞) such that
λ
p0∑
j=1
ξ 2j ≤
d
∑
i, j=1
ci j(t)ξiξ j, t ∈R, ξ ∈ Rd (1.5)
(cf. Hypothesis 1 in Section 2). We show that (1.5) is enough to get estimates
like (1.2) for i, j = 1, . . . , p0, with a constant ˜M as in (1.4) (now M0 depends
on p,d and p0). An example in which (1.5) holds is
ut(t,x,y)+ uxx(t,x,y)+ tuxy(t,x,y)+ t2uyy(t,x,y) = f (t,x,y), (1.6)
(t,x,y) ∈ R3 (see Example 2.5). In this case we have an a-priori estimates
for ‖uxx‖Lp .
We will first provide a purely analytic proof of Theorem 2.3 in the case
of L2-estimates. This is based on Fourier transform techniques. Then we
provide the proof for the general case 1 < p < ∞ in Section 2.2. This proof
is inspired by the one of Theorem 2.2 in [13] and requires the concept of
stochastic integral with respect to the Wiener process. In Section 2.2.1 we
recall basic properties of the stochastic integral. It is not clear how to prove
Theorem 2.3 for p 6= 2 in a purely analytic way. One possibility could be to
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follow step by step the proof given in Appendix of [23] trying to improve the
constants appearing in the various estimates.
In Section 3 we will extend our estimates to more general equations like
ut(t,x)+
d
∑
i, j=1
ci j(t)uxix j (t,x)+
d
∑
i, j=1
ai jx j uxi(t,x) = f (t,x), (1.7)
where A = (ai j) is a given real d× d-matrix. If (1.5) holds with p0 = d then
we show that estimate (1.2) is still true with M0 = M0(d, p,T,A)> 0 for any
solution u ∈C∞0 ((−T,T )×Rd) of (1.7) (see Theorem 3.1 for a more general
statement).
An interesting case of (1.7) is when c(t) is constant, i.e., c(t) = Q, t ∈R.
Then equation (1.7) becomes
ut +A u = f ,
where A is the Ornstein-Uhlenbeck operator, i.e.,
A v(x) = Tr(QD2v(x))+ 〈Ax,Dv(x)〉, x ∈Rd , v ∈C∞0 (Rd). (1.8)
The operator A and its parabolic counterpart L = A − ∂t , which is also
called Kolmogorov-Fokker-Planck operator, have recently received much at-
tention (see, for instance, [3], [4], [6], [7], [9], [18], [19], [22] and the refer-
ences therein). The operator A is the generator of the Ornstein-Uhlenbeck
process which solves a linear stochastic differential equation (SDE) describ-
ing the random motion of a particle in a fluid (see [20]). Several interpreta-
tions in physics and finance for A and L are explained in the survey [21].
From the a-priori estimates for the parabolic equation (1.7) one can deduce
elliptic estimates like
‖vxix j‖Lp(Rd) ≤ C1
(‖A v‖Lp(Rd)+ ‖v‖Lp(Rd)), (1.9)
with C1 = M2(d,p,A)λ , assuming that A is non-degenerate (i.e., Q is positive
definite; see Corollary 3.4). Similar estimates have been already obtained in
[19]. Here we can show in addition the precise dependence of the constant
C1 from the matrix Q.
More generally, estimates like (1.9) hold for possibly degenerate hypoel-
liptic Ornstein-Uhlenbeck operators A (see [3]); a typical example in R2 is
A v = qvxx + xvy with q > 0 (cf. Example 3.10). In this case we have
‖vxx‖Lp(R2) ≤ C1
(‖qvxx + xvy‖Lp(R2)+ ‖v‖Lp(R2)). (1.10)
Estimates as (1.10) have been deduced in [3] by corresponding parabolic
estimates for A −∂t , using that such operator is left invariant with respect to
a suitable Lie group structure on Rd+1 (see [18]). We also mention [4] which
contains a generalization of [3] when Q may also depend on x and [22] where
the results in [3] are used to study well-posedness of related SDEs. Finally,
we point out that in the degenerate hypoelliptic case considered in [3] it is
not clear how to prove the precise dependence of the constant appearing in
the a-priori Lp-estimates from the matrix Q.
We denote by | · | the usual euclidean norm in any Rk, k ≥ 1. Moreover,
〈·, ·〉 indicates the usual inner product in Rk.
We denote by Lp(Rk), k ≥ 1, 1 < p < ∞ the usual Banach spaces of
measurable real functions f such that | f |p is integrable on Rk with respect to
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the Lebesgue measure. The space of all Lp-functions f : Rk →R j with j > 1
is indicated with Lp(Rk;R j). Let H be an open set in Rk; C∞0 (H) stands
for the vector space of all real C∞-functions f : H → R which have compact
support.
Let d ≥ 1. Given a regular function u :Rd+1 →R, we denote by D2xu(t,x)
the d× d Hessian matrix of u with respect to the spatial variables at (t,x) ∈
R
d+1
, i.e., D2xu(t,x) = (uxix j (t,x))i, j=1,...,d . Similarly we define the gradient
Dxu(t,x) ∈ Rd with respect to the spatial variables.
Given a real k× k matrix A, ‖A‖ denotes its operator norm and Tr(A) its
trace.
Let us recall the notion of Gaussian measure (see, for instance, Section
1.2 in [2] or Chapter 1 in [7] for more details). Let d ≥ 1. Given a symmet-
ric non-negative definite d × d matrix Q, the symmetric Gaussian measure
N(0,Q) is the unique Borel probability measure on Rd such that its Fourier
transform is ∫
Rd
ei〈x,ξ 〉 N(0,Q)(dx) = e−〈ξ ,Qξ 〉, ξ ∈ Rd ; (1.11)
N(0,Q) is the Gaussian measure with mean 0 and covariance matrix 2Q. If in
addition Q is positive definite than N(0,Q) has the following density f with
respect to the d-dimensional Lebesgue measure
f (x) = 1√
(4pi)n det(Q)e
− 14 〈Q−1x,x〉, x ∈ Rd . (1.12)
Given two Borel probability measures µ1 and µ2 on Rd the convolution µ1 ∗
µ2 is the Borel probability measure defined as
µ1∗µ2(B)=
∫
Rd
∫
Rd
1B(x+y)µ1(dx)µ2(dy)=
∫
Rd
µ1(dx)
∫
Rd
1B(x+y)µ2(dy),
for any Borel set B⊂Rd . Here 1B is the indicator function of B (i.e., 1B(x) =
1 if x ∈ B and 1B(x) = 0 if x 6∈ B). It can be easily verified that
N(0,Q)∗N(0,R) = N(0,Q+R), (1.13)
where Q+R is the sum of the two symmetric non-negative definite matrices
Q and R.
2 A-priori Lp-estimates
In this section we consider parabolic equations like (1.1).
We always assume that the coefficients ci j(t) of the symmetric d×d ma-
trix c(t) appearing in (1.1) are (Borel) measurable and locally bounded on
R and, moreover, that 〈c(t)ξ ,ξ 〉 ≥ 0, t ∈ R, ξ ∈ Rd . Moreover, we will
consider the symmetric non-negative d× d matrix
Csr =
∫ r
s
c(t)dt, s ≤ r, s,r ∈ R. (2.1)
We start with a simple representation formula for solutions to equation (1.1).
This formula is usually obtained assuming that c(t) is uniformly positive.
However there are no difficulties to prove it even in the present case when
c(t) is only non-negative definite.
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Proposition 2.1. Let u∈C∞0 (Rd+1) be a solution to (1.1). Then we have, for
(s,x) ∈ Rd+1,
u(s,x) =−
∫
∞
s
dr
∫
Rd
f (r,x+ y)N(0,Csr)(dy). (2.2)
Proof. Let us denote by uˆ(t, ·) the Fourier transform of u(t, ·) in the space
variable x. Applying such partial Fourier transform to both sides of (1.1) we
obtain
uˆt(s,ξ )−
d
∑
i, j=1
ci j(s)ξiξ juˆ(s,ξ ) = ˆf (s,ξ ),
i.e., we have
uˆ(s,ξ ) =−
∫
∞
s
e−〈Csrξ ,ξ 〉 ˆf (r,ξ )dr, (s,ξ ) ∈ Rd+1. (2.3)
It follows that
uˆ(s,ξ ) =−
∫
∞
s
(∫
Rd
ei〈x,ξ 〉N(0,Csr)(dx)
)
ˆf (r,ξ )dr.
By some straightforward computations, using also the uniqueness property
of the Fourier transform, we get (2.2).
Alternatively, starting from (2.3) one can directly follow the computa-
tions of pages 48 in [15] and obtain (2.2). These computations use that there
exists ε > 0 such that 〈c(t)ξ ,ξ 〉 ≥ ε|ξ |2, ξ ∈ Rd . We write, for ε > 0, using
the Laplace operator,
ut(t,x)+
d
∑
i, j=1
ci j(t)uxix j (t,x)+ ε△u(t,x) = f (t,x)+ ε△u(t,x),
(t,x) ∈ Rd+1; since c(t)+ εI is uniformly positive, following [15] we find
u(s,x) =−
∫
∞
s
dr
∫
Rd
f (r,y+ x)N(0,Csr + ε(r− s)I)(dy)
−ε
∫
∞
s
dr
∫
Rd
△u(r,y+ x)N(0,Csr + ε(r− s)I)(dy).
Using also (1.13) we get
u(s,x) =−
∫
∞
s
dr
∫
Rd
N(0,(r− s)I)(dz)
∫
Rd
f (r,x+ y+√ε z)N(0,Csr)(dy)
−ε
∫
∞
s
dr
∫
Rd
N(0,(r− s)I)(dz)
∫
Rd
△u(r,x+ y+√ε z)N(0,Csr)(dy).
Now we can pass to the limit as ε → 0+ by the Lebesgue theorem and get
(2.2).
The next assumption is a slight generalization of the usual parabolicity
condition which corresponds to the case p0 = d (see also Remark 2.6).
Hypothesis 1. The coefficients ci j are locally bounded on R and the matrix
c(t) =
(
ci j(t)
)
is symmetric non-negative definite, t ∈ R. In addition, there
exists an integer p0, 1 ≤ p0 ≤ d, and λ ∈ (0,∞) such that
〈c(t)ξ ,ξ 〉=
d
∑
i, j=1
ci j(t)ξiξ j ≥ λ
p0∑
j=1
ξ 2j , t ∈R, ξ ∈ Rd . (2.4)
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A possible generalization of this hypothesis is given in Remark 2.6. Note
that if we introduce the orthogonal projection
I0 : Rd → Fp0 , (2.5)
where Fp0 is the subspace generated by {e1, . . . ,ep0} (here {ei}i=1,...,d de-
notes the canonical basis in Rd) then (2.6) can be rewritten as
〈c(t)ξ ,ξ 〉 ≥ λ |I0ξ |2, t ∈ R, ξ ∈ Rd . (2.6)
Lemma 2.2. Let g : Rd+1 →R be Borel, bounded, with compact support and
such that g(t, ·) ∈C∞0 (Rd), t ∈ R. Fix i, j ∈ {1, . . . , p0} and consider
wi j(s,x) =−
∫
∞
s
dr
∫
Rd
gxix j (r,x+ y)N(0, I0(r− s))(dy), (s,x) ∈Rd+1,
where I0 is defined in (2.5). For any p∈ (1,∞), there exists M0 =M0(d, p, p0)
> 0, such that
‖wi j‖Lp(Rd+1) ≤ M0‖g‖Lp(Rd+1). (2.7)
Proof. If p0 = d the estimate is classical. In such case we are dealing with
the heat equation
∂tu+△u = g
on Rd+1 and wi j coincides with the second partial derivative with respect to
xi and x j of the heat potential applied to g (see, for instance, page 288 in
[16] or Appendix in [23]). If p0 < d we write x = (x′,x′′) for x ∈ Rd , where
x′ ∈ Rp0 and x′′ ∈ Rd−p0 . We get
wi j(s,x′,x′′) =−
∫
∞
s
dr
∫
R
p0
gxix j (r,x
′+ y′,x′′)N(0, Ip0(r− s))(dy′),
where Ip0 is the identity matrix in Rp0 . Let us fix x′′ ∈ Rd−p0 and consider
the function l(t,x′) = g(t,x′,x′′) defined on R×Rp0. By classical estimates
for the heat equation ∂tu +△u = l on Rp0+1 we obtain∫
R
p0+1
|wi j(s,x′,x′′)|pdsdx′ ≤ Mp0
∫
R
p0+1
|g(s,x′,x′′)|pdsdx′.
Integrating with respect to x′′ we get the assertion.
In the sequel we also consider the differential operator L
Lu(t,x) =
d
∑
i, j=1
ci j(t)uxix j (t,x), (t,x) ∈ Rd+1, u ∈C∞0 (Rd+1). (2.8)
The next regularity result when p0 = d follows by a general result given in
Theorem 2.2 of [13] (cf. Remark 2.5 in [14]).
In the next two sections we provide the proof. First we give a direct and
self-contained proof in the case p = 2 by Fourier transform tecniques (see
Section 2.1). Then in Section 2.2 we consider the general case. The proof for
1< p<∞ is inspired by the one of Theorem 2.2 in [13] and uses also a proba-
bilistic argument. This argument is used to “decompose” a suitable Gaussian
measure in order to apply successfully the Fubini theorem (cf. (2.17) and
(2.18)).
We stress again that in the case of d = p0, usually, the next result is stated
under the stronger assumption that (2.4) holds with λ = 1 and also that ci j
are bounded, i.e., assuming (1.3) with λ = 1 and Λ ≥ 1 (see, for instance,
Appendix in [23] and [16]).
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Theorem 2.3. Assume Hypothesis 1 with λ = 1 in (2.4). Then, for p∈ (1,∞),
there exists a constant M0 = M0(d, p, p0) such that, for any u ∈ C∞0 (Rd+1),
i, j = 1, . . . , p0, we have
‖uxix j‖Lp(Rd+1) ≤ M0‖ut +Lu‖Lp(Rd+1). (2.9)
As a consequence of the previous result we obtain
Corollary 2.4. Assume Hypothesis 1. Then, for any u ∈ C∞0 (Rd+1), p ∈
(1,∞), i, j = 1, . . . , p0, we have (see (2.8))
‖uxix j‖Lp(Rd+1) ≤
M0
λ ‖ut +Lu‖Lp(Rd+1). (2.10)
where M0 = M0(d, p, p0) is the same constant appearing in (2.9).
Proof. Let us define w(t,y) = u(t,√λ y). Set f = ut + Lu; since u(t,x) =
w(t, x√λ ), we find
f (t,
√
λ y) = wt(t,y)+
1
λ Lw(t,y)
Now the matrix ( 1λ ci j) satisfies
1
λ ∑di, j=1 ci j(t)ξiξ j ≥∑p0j=1 ξ 2j , t ∈R, ξ ∈Rd .
Applying Theorem 2.3 to w we find
‖wxi,x j‖Lp ≤ M0λ−
d
2p ‖ f‖Lp
and so
λ 1−
d
2p ‖uxi,x j‖Lp ≤ M0λ−
d
2p ‖ f‖Lp
which is the assertion.
Examples 2.5. The equation (1.6) verifies the assumptions of Corollary 2.4
with p0 = 1 and λ = 3/4 since
2
∑
i, j=1
ci j(t)ξiξ j = ξ 21 + tξ1ξ2 + t2ξ 22 ≥ 34 ξ
2
1 , (t,ξ1,ξ2) ∈ R3.
Hence there exists M0 > 0 such that if u ∈C∞0 (R3) solves (1.6) then
‖uxx‖Lp(R3) ≤
M0
λ ‖ f‖Lp(R3).
Remark 2.6. One can easily generalize Hypothesis 1 as follows:
the coefficients ci j are locally bounded on R and, moreover, there exists
an orthogonal projection I0 : Rd → Rd and λ > 0 such that, for any t ∈ R,
a.e.,
〈c(t)ξ ,ξ 〉 ≥ λ |I0ξ |2, ξ ∈ Rd . (2.11)
Theorem 2.3 and Corollary 2.4 continue to hold under this assumption.
Indeed following the proof of Theorem 2.3 it is clear that assertion (2.9)
can be obtained if assumption (2.4) is satisfied only for t 6∈ B where B ⊂ R
is a Borel set of Lebesgue measure zero. Moreover, if (2.11) holds then by
a suitable linear change of variables in equation (1.1) we may assume that
I0(Rd) is the linear subspace generated by {e1, . . . ,ep0} for some p0 with
1 ≤ p ≤ d and so apply Theorem 2.3.
Under hypothesis (2.11) assertion (2.9) in Theorem 2.3 becomes
‖〈D2xu(·)h,k〉‖Lp(Rd+1) ≤ M0‖ut +Lu‖Lp(Rd+1),
where h,k ∈ I0(Rd).
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2.1 Proof of Theorem 2.3 when p = 2
This proof is inspired by the one of Lemma A.2.2 in [23]. Note that such
lemma has p0 = d and, moreover, it assumes the stronger condition (1.3). In
Lemma A.2.2 the constant M0 appearing in (2.9) is 2
√
Λ.
We start from (2.3) with
f = ut +Lu.
Recall that for g : Rd+1 → R, gˆ(s,ξ ) denotes the Fourier transform of g(s, ·)
with respect to the x-variable (s ∈R, ξ ∈Rd) assuming that g(s, ·) ∈ L1(Rd).
Let us fix s ∈ R. Let i, j = 1, . . . , p0. We easily compute the Fourier
transform of uxix j (s, ·) (the matrix Csr is defined in (2.1)):
uˆxix j (s,ξ ) =−ξiξ j uˆ(s,ξ ) = ξiξ j
∫
∞
s
e−〈Csr ξ ,ξ 〉 ˆf (r,ξ )dr, ξ ∈Rd .
Since |I0ξ |2 = ∑p0i=1 |ξi|2, we get
2|uˆxix j (s,ξ )| ≤ |I0ξ |2
∫
∞
s
e
−
(
〈C0r ξ ,ξ 〉−〈C0s ξ ,ξ 〉
)
| ˆf (r,ξ )|dr = Gξ (s).
Now we fix ξ ∈ Rd , such that |I0ξ | 6= 0, and define
gξ (r) = 〈C0r ξ ,ξ 〉=
∫ r
0
〈c(p)ξ ,ξ 〉d p, r ∈ R.
Changing variable t = gξ (r), we get
Gξ (s) = |I0ξ |2
∫
∞
gξ (s)
e(gξ (s)− t) | ˆf (g−1ξ (t),ξ )|
1
〈c(g−1ξ (t))ξ ,ξ 〉
dt.
Let us introduce ϕ(t) = et ·1(−∞,0)(t), t ∈ R, and
Fξ (t) = |I0ξ |2 | ˆf (g−1ξ (t),ξ )|
1
〈c(g−1ξ (t))ξ ,ξ 〉
.
Using the standard convolution for real functions defined on R we find
Gξ (s) = (ϕ ∗Fξ )(gξ (s)).
Therefore (recall (2.6) with λ = 1)
‖Gξ‖2L2(R) =
∫
R
|(ϕ ∗Fξ )(t)|2
1
〈c(g−1ξ (t))ξ ,ξ 〉
dt ≤ 1|I0ξ |2 ‖ϕ ∗Fξ‖
2
L2(R).
(2.12)
which implies ‖Gξ‖L2(R) ≤ 1|I0ξ |‖ϕ ∗Fξ‖L2(R). On the other hand, using the
Young inequality, we find, for any ξ ∈ Rd with |I0ξ | 6= 0,
‖ϕ ∗Fξ‖L2(R) ≤ ‖ϕ‖L1(R) ‖Fξ‖L2(R) = ‖Fξ‖L2(R)
= |I0ξ |2
(∫
R
| ˆf (g−1ξ (t),ξ )|2
1
(〈c(g−1ξ (t))ξ ,ξ 〉)2
dt
)1/2
= |I0ξ |2
(∫
R
| ˆf (r,ξ )|2 1
(〈c(r)ξ ,ξ 〉)2 〈c(r)ξ ,ξ 〉dr
)1/2
≤ |I0ξ |
2
|I0ξ |
(∫
R
| ˆf (r,ξ )|2
)1/2
= |I0ξ | · ‖ ˆf (·,ξ )‖L2(R).
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Using also (2.12) we obtain, for any ξ ∈ Rd , |I0ξ | 6= 0,
2‖|uˆxix j (·,ξ )‖L2(R) ≤ ‖Gξ‖L2(R) ≤ ‖ ˆf (·,ξ )‖L2(R).
From the previous inequality, integrating with respect to ξ over Rd we find
4
∫
R
ds
∫
Rd
|uˆxix j (s,ξ )|2dξ ≤
∫
R
ds
∫
Rd
| ˆf (s,ξ )|2dξ .
By using the Plancherel theorem in L2(Rd) we easily obtain (2.9) with M0 =
1/2. The proof is complete.
2.2 Proof of Theorem 2.3 when 1 < p < ∞
The proof uses the concept of stochastic integral in a crucial point (see (2.17)
and (2.18)). Before starting the proof we collect some basic properties of the
stochastic integral with respect to the Wiener process which are needed (see,
for instance, Chapter 4 in [1] or Section 4.3 in [23] for more details).
2.2.1 The stochastic integral
Let W = (Wt)t≥0 be a standard d-dimensional Wiener process defined on a
probability space (Ω,F ,P). Denote by E the expectation with respect to P.
Consider a function F ∈ L2([a,b];Rd ⊗Rd) (here 0≤ a≤ b and Rd ⊗Rd
denotes the space of all real d× d-matrices).
Let (pin) be any sequence of partitions of [a,b] such that |pin| → 0 as n →
∞ (given a partition pi = {t0 = a, ... , tN = b} we set |pi |= suptk,tk+1∈pi |tk+1−
tk|). One defines the stochastic integral
∫ b
a F(s)dWs as the limit in L2(Ω,P;Rd)
of
Jn = ∑
tnk ,t
n
k+1∈pin
F(tnk )(Wtnk+1 −Wtnk ).
as n → ∞ (recall that the previous formula means
Jn(ω) = ∑
tnk ,t
n
k+1∈pin
F(tnk )(Wtnk+1(ω)−Wtnk (ω)),
for any ω ∈ Ω). One can prove that the previous limit is independent of the
choice of (pin). Moreover, we have, P-a.s.,∫ b
a
F(s)dWs =
∫ b
0
F(s)dWs−
∫ a
0
F(s)dWs. (2.13)
Set Γab =
∫ b
a F(s)F∗(s)ds where F∗(s) denotes the adjoint matrix of F(s).
Clearly, Γab is a d × d symmetric non-negative definite matrix. Moreover,
we have (see, for instance, page 77 in [1])
E
[
ei
√
2〈∫ ba F(s)dWs,ξ 〉]=
∫
Ω
e
i
√
2 〈
(∫ b
a F(s)dWs
)
(ω) ,ξ 〉
P(dω) (2.14)
=
∫
Rd
ei〈x,ξ 〉 N(0,Γab)(dx) = e−〈ξ ,Γabξ 〉, ξ ∈ Rd .
Formula (2.14) is equivalent to require that for any Borel and bounded f :
R
d →R,
E
[
f
(√
2
∫ b
a
F(s)dWs
)]
=
∫
Rd
f (y)N(0,Γab)(dy). (2.15)
Equivalently, one can say that the law (or image measure) of √2∫ ba F(s)dWs
is N(0,Γab).
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2.2.2 Proof of the theorem
It is convenient to suppose that u(t, ·) = 0 if t ≤ 0 so that u∈C∞0 ([0,∞)×Rd).
Indeed if u(t, ·) = 0, t ≤ T , for some T ∈ R, then we can introduce
v(t,x) = u(t +T,x) which belongs to u ∈C∞0 ([0,∞)×Rd); from the a-priori
estimate for vxix j it follows (2.9) since ‖vxix j‖Lp(Rd+1) = ‖uxix j‖Lp(Rd+1).
We know that, for s ≥ 0. x ∈ Rd ,
u(s,x) =−
∫
∞
s
dr
∫
Rd
f (r,x+ y)N(0,Csr)(dy),
where f = ut +Lu is bounded, with compact support on Rd+1 and such that
f (t, ·) ∈C∞0 (Rd), t ≥ 0. Let us fix i, j ∈ {1, . . . , p0}.
Differentiating under the integral sign it is not difficult to prove that
uxix j (s,x) =−
∫
∞
s
dr
∫
Rd
fxix j (r,x+ y)N(0,Csr)(dy).
Let us fix s and r, 0 ≤ s ≤ r, and consider
Csr = Asr +(r− s)I0, where Asr =
∫ r
s
(c(t)− I0)dt.
By (1.13) we know that N(0,Csr) = N(0,Asr)∗N(0,(r− s)I0) and so∫
Rd
fxix j (r,x+ y)N(0,Csr)(dy) (2.16)
=
∫
Rd
N(0,Asr)(dz)
∫
Rd
fxix j (r,x+ y+ z)N(0,(r− s)I0)(dy).
Now we introduce a standard d-dimensional Wiener process W = (Wt)t≥0 on
a probability space (Ω,F .P) (see Section 2.2.1). Consider the symmetric
d× d square root
√
c(t)− I0 of c(t)− I0 and define the stochastic integral
Λsr =
√
2
∫ r
s
√
c(t)− I0 dWt .
By (2.13) we know that
Λsr = br − bs, where bt =
√
2
∫ t
0
√
c(p)− I0 dWp,
t ≥ 0, and bt = 0 if t ≤ 0. Moreover (cf. (2.15)) for any Borel and bounded
g : Rd → R, we have
E[g(br− bs)] =
∫
Ω
g
(
br(ω) − bs(ω)
)
P(dω) =
∫
Rd
g(y)N(0,Asr)(dy).
(2.17)
Using this fact and the Fubini theorem we get from (2.16)
∫
Rd
fxix j (r,x+ y)N(0,Csr)(dy)
= E
[∫
Rd
fxix j (r,x+ y+Λrs)N(0,(r− s)I0)(dy)
]
= E
[∫
Rd
fxix j (r,x+ y+ br− bs)N(0,(r− s)I0)(dy)
]
. (2.18)
Therefore we find
uxix j (s,x) =−E
[∫ ∞
s
dr
∫
Rd
fxix j (r,x+ y+ br− bs)N(0,(r− s)I0)(dy)
]
.
(2.19)
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Now we estimate the Lp-norm of uxix j . To simplify the notation in the sequel
we set N
(
0,(r− s)I0
)
= µsr. Using the Jensen inequality and the Fubini
theorem we get
∫
R+
ds
∫
Rd
|uxix j (s,x)|pdx
=
∫
R+
ds
∫
Rd
∣∣∣∣E
[∫ ∞
s
dr
∫
Rd
fxix j (r,x+ y+ br− bs)µsr(dy)
]∣∣∣∣
p
dx
≤ E
[∫
R+
ds
∫
Rd
∣∣∣
∫
∞
s
dr
∫
Rd
fxix j (r,x+ y+ br− bs)µsr(dy)
∣∣∣pdx].
Now in the last line of the previous formula we change variable in the integral
over Rd with respect to the x-variable; we obtain
∫
R+
ds
∫
Rd
|uxix j (s,x)|pdx (2.20)
≤ E
[∫
R+
ds
∫
Rd
∣∣∣
∫
∞
s
dr
∫
Rd
fxix j (r,z+ y+ br)µsr(dy)
∣∣∣pdz].
To estimate the last term we fix ω ∈ Ω and consider the function gω(t,x) =
f (t,x + bt(ω)), (t,x) ∈ Rd+1. The function gω is bounded, with compact
support on Rd+1 and such that gω(t, ·) ∈C∞0 (Rd), t ∈ R.
By Lemma 2.2 we know that there exists M0 = M0(d, p, p0) > 0 such
that, for any ω ∈Ω,
∫
R+
ds
∫
Rd
∣∣∣
∫
∞
s
dr
∫
Rd
fxix j
(
r,z+ y+ br(ω)
)
µsr(dy)
∣∣∣pdz
=
∫
R+
ds
∫
Rd
∣∣∣
∫
∞
s
dr
∫
Rd
∂ 2xix j gω
(
r,z+ y
)
µsr(dy)
∣∣∣pdz ≤ Mp0 ‖gω‖pLp .
Using also (2.20) we find
∫
R+
ds
∫
Rd
|uxix j (s,x)|pdx ≤ Mp0 E
[∫
R
ds
∫
Rd
|gω(s,x)|pdx
]
= Mp0 E
[∫
R
ds
∫
Rd
| f (s,x+ bs)|pdx
]
= Mp0
∫
R
ds
∫
Rd
| f (s,z)|pdz.
The proof is complete.
3 Lp-estimates involving Ornstein-Uhlenbeck op-
erators
Let A=(ai j) be a given real d×d-matrix. We consider the following Ornstein-
Uhlenbeck type operator
L0u(t,x) =
d
∑
i, j=1
ci j(t)uxix j (t,x)+
d
∑
i, j=1
ai jx j uxi(t,x)
= Tr(c(t)D2xu(t,x))+ 〈Ax,Dxu(t,x)〉,
(t,x) ∈ Rd+1, u ∈ C∞0 (Rd+1). This is a kind of perturbation of L given in
(2.8) by the first order term 〈Ax,Dxu(t,x)〉 which has linear coefficients.
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We will extend Corollary 2.4 to cover the parabolic equation
ut(t,x)+L0u(t,x) = f (t,x) (3.1)
on Rd+1. We will assume Hypothesis 1 and also
Hypothesis 2. Let p0 as in Hypothesis 1. Define Fp0 ≃Rp0 as the linear sub-
space generated by {e1, . . . ,ep0}. Let F p0 be the linear subspace generated
by {ep0+1, . . . ,ed} if p0 < d (when p0 = d, F p0 = {0}). We suppose that
A(Fp0)⊂ Fp0 , A(F p0)⊂ F p0 . (3.2)
Recall that given a d× d-matrix B, ‖B‖ and Tr(B) denote, respectively,
the operator norm and the trace of B. In the next result we will use that there
exists ω > 0 and η > 0 such that
‖etA‖ ≤ ηeω|t|, t ∈ R, (3.3)
where etA is the exponential matrix of tA. Note that the constant M0 below is
the same given in (2.9).
Theorem 3.1. Assume Hypotheses 1 and 2. Let T > 0 and set ST =(−T,T)×
R
d
. Suppose that u ∈C∞0 (ST ). For any p ∈ (1,∞), i, j = 1, . . . , p0,
‖uxix j‖Lp(Rd+1) ≤
M1(T )
λ ‖ut +L0u‖Lp(Rd+1); (3.4)
with M1(T ) = c(d)M0η4e4T ω+
2T
p |Tr(A)|.
Proof. We fix T > 0 and use a change of variable similar to that used in page
100 of [6]. Define v(t,y) = u(t,etAy), (t,y) ∈ Rd+1. We have v ∈C∞0 (Rd+1),
u(t,x) = v(t,e−tAx) and
ut(t,x)+L0u(t,x)
= vt(t,e−tAx)−〈Dyv(t,e−tAx),Ae−tAx〉+Tr
(
e−tAc(t)e−tA
∗
D2yv(t,e
−tAx)
)
+〈Dyv(t,e−tAx),Ae−tAx〉
= vt(t,e−tAx)+Tr
(
e−tAc(t)e−tA
∗
D2yv(t,e−tAx)
)
.
It follows that
ut(t,e
tAy)+L0u(t,etAy) = vt(t,y)+Tr
(
e−tAc(t)e−tA
∗
D2yv(t,y)
)
. (3.5)
Now we have to check Hypothesis 1. We first define c0(t), t ∈ R,
c0(t) = e
−tAc(t)e−tA
∗
, t ∈ [−T,T ], (3.6)
c0(t) = e
−TAc(T )e−TA
∗
, t ≥ T, c0(t) = eTAc(−T )eTA∗ , t ≤−T.
Since v ∈C∞0 (ST ) we have on Rd+1
vt(t,y)+Tr
(
e−tAc(t)e−tA
∗
D2yv(t,y)
)
= vt(t,y)+Tr
(
c0(t)D2yv(t,y)
)
and so it is enough to check that c0(t) verifies (2.6). Moreover, by (3.6) it is
enough to verify (2.6) for t ∈ [−T,T ]. We have
〈c0(t)ξ ,ξ 〉= 〈c(t)e−tA∗ξ ,e−tA∗ξ 〉 ≥ λ |I0e−tA∗ξ |2.
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By (3.2) we deduce that Fp0 and F p0 are both invariant for A∗. It follows
easily that
I0esA
∗ξ = esA∗I0ξ , ξ ∈ Rd , s ∈ R. (3.7)
Using this fact we find for t ∈ [−T,T ], ξ ∈ Rd ,
|I0ξ |2 = |I0etA∗e−tA∗ξ |2 = |etA∗I0e−tA∗ξ |2 ≤ η2e2T ω |I0e−tA∗ξ |2
and so
λ |I0ξ |2 ≤ λ η2e2Tω |I0e−tA∗ξ |2 ≤ η2e2T ω 〈c0(t)ξ ,ξ 〉,
which implies λ η−2e−2T ω |I0ξ |2 ≤ 〈c0(t)ξ ,ξ 〉. By Corollary 2.4 and (3.5)
we get, for any i, j = 1, . . . p0,
‖vyiy j‖Lp = ‖〈D2yv(·)ei,e j〉‖Lp ≤
M0 η2e2Tω
λ ‖vt + Tr(c0(t)D
2
yv)‖Lp (3.8)
=
M0 η2e2Tω
λ ‖ut(·,e
·A·)+L0u(·,e·A·)‖Lp ≤ M0η
2e2T ω
λ e
T
p |Tr(A)|‖ut +L0u‖Lp .
Note that
〈D2yv(t,y)I0ei, I0e j〉= 〈D2yv(t,y)ei,e j〉= 〈etA
∗
D2xu(t,e
tAy)etAei,e j〉
and so I0D2yv(t,y)I0 = etA
∗ I0D2xu(t,etAy)I0etA, t ∈ R, y ∈ Rd . Indicating by
R
p0 ⊗Rp0 the space of all real p0× p0-matrices, we find
‖I0D2yvI0‖Lp(Rd+1;Rp0⊗Rp0 ) ≥ e−
T
p |Tr(A)|‖e·A∗I0D2xuI0e·A‖Lp(Rd+1;Rp0⊗Rp0 ).
Since, for (t,x) ∈Rd+1,
‖I0D2xu(t,x) I0‖ ≤ η2e2Tω ‖et A
∗
I0D2xu(t,x) I0e
tA‖
by (3.8) we deduce
‖I0D2xuI0‖Lp(Rd+1;Rp0⊗Rp0 ) ≤ c(d)
M0
λ η
4e4T ω e
2T
p |Tr(A)|‖ut +L0u‖Lp
which gives (3.4). The proof is complete.
Examples 3.2. The equation
ut(t,x,y)+(1+et)uxx(t,x,y)+tuxy(t,x,y)+t2uyy(t,x,y)+yuy(t,x,y)= f (t,x,y),
(3.9)
(t,x,y) ∈ R3, verifies the assumptions of Theorem 3.1 with p0 = 1 and so
estimate (3.4) holds for uxx.
Remark 3.3. Assumption (3.2) does not hold for the degenerate hypoelliptic
operators considered in [3]. To see this let us consider the following classical
example of hypoelliptic operator (cf. [10] and [12])
ut(t,x,y)+ uxx(t,x,y)+ xuy(t,x,y) = f (t,x,y), (3.10)
(t,x,y) ∈ R3. In this case p0 = 1 and A =
(
0 0
1 0
)
. It is clear that (3.2) does
not hold in this case. Indeed we can not recover the Lp-estimates in [3].
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As an application of the previous theorem we obtain elliptic estimates
for non-degenerate Ornstein-Uhlenbeck operators A . These estimates have
been first proved in [19]. Differently with respect to [19] in the next result
we can show the explicit dependence of the constant C1 in (3.13) from the
ellipticity constant λ .
Let
A u(x) = Tr(QD2u(x))+ 〈Ax,Du(x)〉, (3.11)
x ∈Rd , u ∈C∞0 (Rd), where A is a d×d matrix and Q is a symmetric positive
define d× d-matrix such that
〈Qξ ,ξ 〉 ≥ λ |ξ |2, ξ ∈ Rd , (3.12)
for some λ > 0.
Corollary 3.4. Let us consider (3.11) under assumption (3.12). For any
w ∈C∞0 (Rd), p ∈ (1,∞), i, j = 1, . . . ,d, we have (the constant M1(1) is given
in (3.4))
‖wxix j‖Lp(Rd) ≤
c(p)M1(1)
λ
(‖A w‖Lp(Rd)+ ‖w‖Lp(Rd)). (3.13)
Proof. We will deduce (3.13) from (3.4) in S1 = (−1,1)×Rd with p0 = d.
Let ψ ∈C∞0 (−1,1) with
∫ 1
−1 ψ(t)dt > 0. We define, similarly to Section
1.3 of [3],
u(t,x) = ψ(t)w(x).
Since ut +L0u = ψ ′(t)w(x)+ψ(t)A w(x), applying (3.4) to u we easily get
(3.13).
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