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ABSTRACT
XIAO WANG: Mathematical Modeling of Signaling Pathway Dynamics and
Stochastic Gene Expression.
(Under the direction of Timothy C. Elston.)
This thesis presents the development and analysis of stochastic and deterministic
models of cellular biochemical networks, such as signaling pathways and gene regulatory
networks. First, the model of the yeast pheromone response pathway is constructed.
Stochastic modeling reveals that the biochemical steps that regulate activation of the
mitogen-activated protein kinase Fus3 can account for the graded-to-binary conversion.
The model is also used to investigate the effects of protein turnover on the response of the
pathway. It is demonstrated that the inclusion of protein turnover can lead too sustained
oscillations of protein concentration in the absence of feedback regulation, which indicates
protein turnover as a important signaling regulation mechanism. Second, an engineered
promoter that allowed the simultaneous repression and activation of gene expression
in Escherichia coli was constructed and used to construct a stochastic model to study
synthetic gene networks under increasingly complex conditions: unregulated, repressed,
activated and simultaneously repressed and activated, and in the presence of positive
feedback. The stochastic model quantitatively captures the means and distributions
of the expression from the engineered promoter of this modular system and accurately
predict the in vivo behavior of an expanded network that includes positive feedback. The
model also reveals the counterintuitive prediction that noise in protein expression levels
can increase upon arrest of cell division, which was confirmed experimentally.
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Chapter 1
Introduction
Life at the cellular level is based on a complex but robust dynamic network of biochemical
reactions, in which thousands of different proteins, small molecules and DNA segments
interact selectively and nonlinearly to produce the proper response to changing envi-
ronmental and physiological conditions. Thus to respond appropriately to an external
stimulus requires that the cell selectively activates a small subset of its interconnected
molecular components. To understand how this specificity is achieved requires a systems
level approach. Physiologists and biologists have been studying how cells, organs and
organisms function as a whole for decades, but the complexity of these systems makes it
difficult, if not impossible, to understand them by logical thinking alone. To overcome this
difficulty, applied mathematicians turned to the use of computational models to analyze
the behavior of complex biological systems. While mathematical modeling has become
an accepted tool in the field ecology, similar efforts at the cellular and molecular levels
have suffered from a lack of quantitative data to validate and test quantitative models.
However, recent progresses in biochemistry, biophysics and molecular biology coupled
with emerging high throughput techniques have generated sufficient data to warrant the
use of computational modeling to understand the behavior of complex biochemical net-
works. The complexity of cellular systems and the relative ease with which mathematical
models can be developed and analyzed makes computational modeling an appealing and
useful tool for understanding the biochemical mechanisms that underlie cellular behavior
(Kitano, 2002).
Using the Law of Mass Action, a biochemical reaction network can be converted
to a set of kinetic rate equations. These equations form a set of coupled nonlinear
Ordinary Differential Equations (ODEs) that describe how the concentration of each
chemical species in the network changes over time. Therefore standard techniques for
analyzing ODEs can be used to help us understand the behavior of complex biochemical
networks. In particular, the nonlinearity of most of the biochemical reactions requires
that techniques from dynamical systems be used to understand the behavior of these
systems (Strogatz, 1994; Tyson et al., 2003).
For example , Hoffmann et al. (Hoffmann et al., 2002) used an ODE based model
to describe the temporal control of NF-κB, a transcriptional activator that regulates nu-
merous genes involved in stress, injury, and immune responses. NF-κB is regulated by
the coordinated degradation and synthesis of IκB proteins. These proteins inhibit the ac-
tivity of NF-κB by sequestering the protein to the cytosol. There are three forms of IκB
proteins, α, β and ε. Mathematical modeling demonstrated that IκBα is responsible for
a strong negative feedback that produces a fast-turn-off of the NF-κB response, whereas
IκBβ and −ε function to reduce the system’s oscillatory potential and stabilize the NF-
κB response during prolonged stimulations. Xiong and Ferrell (Xiong and Ferrell, 2003)
showed using an ODE model that positive feedback can generate an irreversible response
when applied to a signaling cascade that uses phosphorylation reactions to transmit the
signal. This was significant because previously many people thought an irreversible cellu-
lar response required an inherently irreversible mechanism, such as protein degradation,
rather than the reversible process of phosphorylation. The authors then presented exper-
imental data on the maturation process in Xenopus oocytes to support their theoretical
findings. Pomerening et al. (Pomerening et al., 2005) from the same lab showed that the
sustained oscillations observed in the Cdc2/APC cell cycle system result from hysteresis
oscillations that require both negative and positive feedback regulation. Finally Chen et
al. (Chen et al., 2000) used a set of ODEs to account for many details of the regula-
tory mechanisms that control the cell cycle of budding yeast. Many predictions of their
model have now been confirmed experimentally (Cross et al., 2002; Archambault et al.,
2003). All of the above examples illustrate the great power of combining experimental
investigation with mathematical modeling.
While kinetic rate equations have been successfully used to describe many aspects of
cellular regulation, these equations represent a macroscopic and deterministic approxi-
mation of the inherently stochastic biochemical reactions they describe. Because cells
are small and contain only a few copies of certain molecules, the Law of Mass Action
doesn’t always apply. Stochastic fluctuations in intracellular reactions are then expected
to be significant. McAdams and Arkin (McAdams and Arkin, 1997) used stochastic
modeling to analyze the biochemical reactions involved in transcription and translation.
Their investigations demonstrated that these fluctuations are sufficient to generate dif-
ferent physiological outcomes in isogenic cell populations. Kepler and Elston (Kepler and
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Elston, 2001) derived analytical results for several stochastic models of transcriptional
regulation. Their results indicate how intrinsic fluctuations can change the qualitative
behavior of the system. For example, they found stochastic bistability where the de-
terministic equations predict monostability and vice-versa. A recent study (Rea et al.,
2005) showed that even when both genotype and environment are held constant, the
variation in the lifespan of individual C elegans is quite large. These results indicate
that stochasticity can have significant physiological implications in even multicellular
organisms. The study of “noise” in single cell organisms has provided insight into the
dominant sources on intercellular variability. Elowitz et al. (Elowitz et al., 2002; Swain
et al., 2002) utilized a strain of Escherichia coli with two fluorescent reporters (CFP
and YFP) controlled by identical regulatory sequences to detect and discriminate two
different sources of noise. Intrinsic noise refers to randomness that arises from the in-
herently stochastic nature of biochemical reactions. Extrinsic noise refers to variability
that arises from cell to cell variation (e.g., differences in ribosome number). Elowitz et
al.’s results indicate that the majority of variation in gene expression can be attributed
to extrinsic noise. Raser and O’Shea (Raser and O’Shea, 2004) took a similar strategy
to measure the noise intrinsic to eukaryotic gene expression and proposed that noise is
an evolvable trait that can be optimized to “balance fidelity and diversity in eukaryotic
gene expression”. Volfson et al. (Volfson et al., 2006) took a different route to study the
origins of extrinsic variability in eukaryotic gene expression. Their method relies on a
combination of mathematical modeling and systematically increasing gene copy number.
By determining how extrinsic and intrinsic fluctuations scale with copy number, they
were able to devise a method for measuring these two source of noise. They applied
their methods to gene expression in yeast. Their work revealed two major sources of
extrinsic variability. One source arises from cell growth and division. Noise from these
processes places a lower limit for expression variability. A second source arises from fluc-
tuations in the concentration of a common upstream transcription factor. In addition
to determining the sources of variability in gene expression, many investigations have
focused on how noise propagates through signaling networks. For example, Pedraza and
van Oudenaarden (Pedraza and van Oudenaarden, 2005) studied noise propagation by
measuring correlations in fluctuations in expression levels between genes in a single cell.
They found that noise in the expression of a down stream gene was determined by its
intrinsic fluctuations, transmitted noise from upstream genes, and global noise. These
investigations highlighted the fact that low copy numbers are not a requirement for large
fluctuations when transcriptional induction occurs from signals that propagate through a
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regulatory network. Austin et al. (Austin et al., 2006) used spectral methods to analyze
fluctuations in a growing culture of E coli. One interesting finding from this study is that
negative autoregulation can shift noise to higher frequencies, thereby providing mecha-
nism for filtering noise. The authors proposed that noise spectra measurements provide
mechanistic insights into gene regulation. Recently, Suel et al. (Suel et al., 2006) used
a stochastic differential equation model to demonstrate the transient and probabilistic
nature of cellular differentiation in Bacillus subtilis. The authors added a noise term to a
kinetic model based on ODEs to account for both the deterministic and stochastic nature
of this system.
The complexity of naturally occurring signaling and regulatory pathways makes a
full understanding of these systems very difficult. Therefore, engineered gene networks
have been used to study rationally designed networks to gain insights into the operating
principles that underlie gene regulation. Two pioneering works in this field include the
construction of a two gene “toggle switch” (Gardner et al., 2000) and the three gene “re-
pressilator” (Elowitz and Leibler, 2000). These investigations demonstrate the feasibility
of using synthetic networks to study gene regulation. The work in this thesis uses both
deterministic and stochastic computational modeling as a tool to interpret experimental
data and develop a quantitative understanding of the mechanisms used to regulate in-
tracellular signaling (Wang et al., 2006) and gene regulation (Guido et al., 2006). Both
a naturally occurring system, the pheromone response pathway in yeast, and engineered
gene networks are considered.
1.1 Signaling transduction
A key question in cell and developmental biology is how cells perceive and respond prop-
erly to their environment. Cells need to respond to essential signals and discriminate
“false” signals caused by the stochastic nature of the environment. These signals are of-
ten chemicals in the extracellular fluid. The process by which a cell converts an external
signal into a cellular response is termed “signal transduction”. The chain of biochemical
steps involved in this process is referred to as a “signal cascade” or “signaling path-
way”. After the signal is transmitted to the nucleus of the cell, it promotes or represses
the transcription of a set of genes and hence increase/decrease the production of the
corresponding proteins. This transcriptional response allows the cell to generate the
appropriate physiological changes required to respond properly to the signal.
We choose the pheromone response signaling pathway in budding yeast (Saccha-
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romyces cerevisiae) as the model pathway. The yeast pheromone response pathway is
one of the best studied signaling pathways. It consists of G-protein coupled receptor,
heterotrimeric G protein, and mitogen-activated protein kinase (MAPK) cascade. The
components and mechanisms or G protein signal transduction are highly conserved be-
tween yeast and mammalian cells (Dohlman, 2002). Much is known about the proteins
that transmit the signal, as well as about the mechanisms by which events at the cell
surface are linked to subsequent biochemical changes in the cytoplasm and nucleus. A
diagram of the pathway is given in Figure 1.1.
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Figure 1.1: The diagram of yeast pheromone response signaling pathway. The blue part
is a representation of cell membrane. See text for details.
Understanding this signaling pathway will not only facilitate our general understand-
ing of signaling transduction mechanisms, it also has many immediate benefits to biomed-
ical researches that are directly related to human health. First, G-protein Coupled Re-
ceptors (GPCRs) (Ste2 in yeast, see Figure 1.1) (Burkholder and Hartwell, 1985), are
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targets for many drugs. Therefore, fully understanding GPCRs role in signal transduc-
tion is critical to drug development. Second, the Regulator of G-protein Signaling (RGS)
protein (Sst2) is the protein responsible for turning off the pathway after long periods of
exposure to a persistent signal (Dohlman et al., 1996). This effect is called desensitiza-
tion. The molecular mechanisms underlying desensitization can explain drug resistance
and addiction. Third, many different cell signaling pathways share the same components.
A recent study by Natarajan et al. (Natarajan et al., 2006) showed a large amount of
crosstalk in macrophages. In the yeast pheromone response pathway, Ste11 and Ste7
are also involved in another pathway regulating the cell invasive growth (Dohlman and
Thorner, 2001). This kind of “cross talk” of signaling pathway adds another layer of com-
plexity and nonlinearity to intracellular signaling. Also understanding signaling pathway
interactions will benefit cancer research since mutations in proteins involved in signaling
pathways have been implicated in many different forms of cancer (Yee and Lee, 2000).
Studying the yeast pheromone response signaling pathway can both help us under-
stand the signaling transduction in general and provide insight into many biomedical
problems that could benefit human health in the near future. Considering the complex-
ity and nonlinearity of the system, mathematical modeling will play an important role
in understanding how this pathway functions. In Chapter 2, a mathematical model is
used to demonstrate how yeast can transform a graded signal to a binary response. The
biochemical reactions of this pathway will be described in detail in Section 2.1.
1.2 Synthetic genetic regulatory networks
Another fundamental question in cell biology is how cells regulate the transcription of
genes to respond properly to an external signal. Furthermore, while noise at the tran-
scriptional and translational level are thought to contribute to cell heterogeneity, it is
still not fully understood what the dominant sources of cellular noises are. For example,
Ozbudak et al. (Ozbudak et al., 2002) reported that translational efficiency is the main
source of cell variability in a population of genetically identical Bacillus subtilis. Whereas
Blake et al. (Blake et al., 2003) showed that cell population stochasticity arises mainly
from fluctuations in transcription in Saccharomyces cerevisiae. The difference between
prokaryotic and eukaryotic cells certainly could be the cause of the differing conclusions,
however, other factors as well play a role. The possibility of other sources of variability
in gene expression is discussed in Chapter 4.
The complexity of naturally occurring biochemical networks places limitations on our
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ability to understand and quantitatively model these systems. Synthetic biology (Benner
and Sismour, 2005) provides a powerful tool to study gene regulation using intentionally
simplified gene networks. In this thesis a gene network engineered in E. coli(Figure 1.2)
is used to study transcriptional regulation.
cIpBADLAC)pLtet01
OROLac
GFPOLac OR1 OR2 OR3
IPTG
arabinose
GFP
Figure 1.2: Engineered E coli full system: binding of LacI tetramer to site OLac will
repress the GFP expression, which will be weaken by the binding of LacI tetramer and
IPTG. binding of CI dimer to site OR1 and OR2 will promote the GFP expression. CI
production will be controlled by the concentration of arabinose.
This simplified gene regulatory network has many desired properties as will be de-
scribed in detail in Chapter 3. In brief, it provides the ability to build up gene regulatory
complexity from simple genetic modules. We study the gene regulatory mechanism of
the simpler systems and use computational models to predict the behavior of combined
and more complicated systems. Besides, using specially designed experiments that are
guided by the model predictions, we can use the model to investigate the relative con-
tribution of each source of variability. Fully understanding a much simpler engineered
system provides insight into basic gene regulatory mechanisms. It will then guide us to
investigate the more complicate “real-world” problems. The bottom up approach also
has significant implications on biotechnology. It has already been shown that cells can be
engineered to produce some desired functionality. For example yeast has been engineered
to produce Artemisinin, a drug that can cure Malaria (Ro et al., 2006). In the future,
one can imagine the use of quantitative models to produce gene networks with desired
7
properties in a similar fashion as computer-aided design is used to develop electronic
circuits and automobiles today.
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Chapter 2
Modeling of Yeast Pheromone
Response Signaling Pathway
2.1 Background
Cell signaling pathways can vary their responses to a stimulus in a variety of different
ways. At the receptor level, pathway activation is determined by the number of liganded
receptors and therefore is proportional to the concentration of the input stimulus. This
graded binding event can propagate through the pathway and produce a graded transcrip-
tional response that is proportional to input signal. However, many pathways convert a
graded input instead into a binary transcriptional response (Kaern et al., 2005). A binary
response refers to an all or none situation in which the probability of an individual cell
responding to a stimulus is proportional to the strength of the signal. Binary responses
are often attributed to multiple steady states that arise from feedback regulation (Tyson
et al., 2003; Xiong and Ferrell, 2003). However, graded and binary outputs are not
the only time-dependent responses of which signaling pathways are capable. Sustained
oscillations and more complicated dynamics are also possible.
In yeast, pheromone signaling (Fig. 1.1) can produce either a graded or binary tran-
scriptional response depending on the dose of pheromone, the time of treatment, and
the intracellular activation event being measured. A binary response may be appropriate
in some physiological situations but not in others. For instance in yeast, pheromones
initiate a process leading to mating, an inherently irreversible process where an all-or-
none decision is appropriate. Binary outputs are also appropriate during cell division,
cell differentiation, and cellular apoptosis. Thus, establishing the mechanisms by which
the graded to binary conversion is accomplished is a fundamental problem in cell signal-
ing. Here we seek to identify components of pheromone response pathway that mediate
the graded to binary conversion and uncover the mechanism by which this conversion is
accomplished. We employ an approach that combines experimental analysis with com-
putational modeling. Single cell fluorescence data are used as the experimental basis for
a stochastic model of the biochemical steps that regulate MAPK activation.
Most of the components of the pheromone response pathway have been identified
genetically, through the isolation of mating-defective or sterile gene mutations. Further
genetic, biochemical, and molecular biological analysis of the pathway revealed the order
of each signaling event, and has established many basic principles of G protein and MAPK
signaling relevant to all eukaryotes (Wang and Dohlman, 2004).
Activation of the pathway is initiated by binding of mating pheromones to specific cell
surface receptors, and ends with the fusion of a and α haploid cell types to form an a/α
diploid (mating). In the a cell type, signaling is initiated by binding of the pheromone
α-factor to its receptor Ste2. Receptor activation in turn leads to the exchange of GDP
for GTP on the G protein α subunit Gpa1, and subsequent dissociation from the G
protein βγ subunit dimer composed of Ste4 and Ste18. The signal is then transmitted
and amplified through effector proteins that bind to Gβγ. A major target of the Gβγ
subunits is a cascade of four protein kinases that begins with Ste20 and ends with the mi-
togen activated protein kinase (MAPK) Fus3. Ste20 phosphorylates and activates Ste11,
which phosphorylates and activates Ste7, which in turn phosphorylates and activates
the MAPK Fus3 (on Tyr-182 and Thr-180). Fus3 has a number of substrates including
the transcription factor Ste12, which is responsible for induction of genes required for
mating. Inactivation of signaling requires that Fus3 is de-phosphorylated on either Tyr
or Thr. Both sites are recognized by the dual-specificity phosphatase Msg5. Tyr is also
dephosphorylated by at least two other phosphatases, Ptp2 and Ptp3. In the absence
of Fus3, a closely related MAP kinase Kss1 can carry out most of the functions of Fus3
(Dohlman, 2002).
Having now determined the essential components and events in G protein-coupled
receptor signaling, an emerging goal is to develop mathematical models that describe
their behavior over time.
2.2 Model description
The mathematical model is motivated by the theoretical work of Markevich et al. (Marke-
vich et al., 2004) on multi-site phosphorylation of protein kinases. In this study we focus
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on the MAPK portion of the pheromone response pathway. The biochemical steps in-
volved in the regulation of the MAPK Fus3 are shown in Fig. 2.1. Transmission of the
intracellular signal involves phosphorylation of Fus3 by Ste7. Pathway activation can also
occur via the MAPK Kss1. However, in this study we do not distinguish between Fus3
and Kss1. Ste7 is a dual-specificity kinase that modifies Fus3 at Thr-180and Tyr-182
sites and stimulates its catalytic activity. Msg5 is a dual-specificity phosphatase that
inactivates Fus3. Ptp2 and Ptp3 are tyrosine phosphatases that also inactivate Fus3.
For simplicity, we do not distinguish between these three proteins. As shown in Fig. 2.1,
we assume a distributive kinetic mechanism for the dual phosphorylation and dephos-
phorylation reactions (Ferrell and Bhatt, 1997; Markevich et al., 2004). A distributive
mechanism refers to one in which the kinase and phosphatase release the monophospho-
rylated substrate intermediate and a second interaction is required to generate the final
product.
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Figure 2.1: A schematic diagram of Fus3 regulation. Fus3 needs two collisions with Ste7
to get double phosphorylated and become active. Also to get in activated, Fus3 needs to
collide with Msg5 twice and dephosphorylated.
We use [KK], [K], and [P] to denote the concentrations of Ste7 (MAPK kinase), Fus3
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(MAPK), and Msg5 (phosphatase), respectively. [Kp] and [Kpp] denote the concentra-
tions of the singly phosphorylated and doubly phosphorylated forms of Fus3, respectively.
Protein/protein complexes are denoted with a dot. For example, [K•KK] denotes the
concentration of the Fus3/Ste7 complex. The biochemical reactions used in the stochastic
and rate equation models are all given in Appendix A. Where available we use experi-
mentally measured values for the model parameters. For the parameters that have not
been measured, we use biologically realistic values. A summary of the model parameters
and the values used in the simulations is given in Table 2.1. The details of each model
scenario will be discussed in the next section.
2.3 Computational methods
2.3.1 Stochastic and deterministic modeling
When protein abundances are sufficiently large, the law of mass action can be used to
construct rate equations for the concentrations of the various chemical species. Here we
present a very simple example to illustrate the connection between the stochastic models
and the rate equations. Consider the following two biochemical reactions:
φ
γK

δK
K (2.1)
K +KK
k+

k−
K •KK (2.2)
When Eq.(2.1) proceeds in the forward direction, a new molecule of Fus3 (K) is
synthesized. The reverse reaction represents the degradation of a single Fus3 molecule.
Eq.(2.2) represents the binding and dissociation of a Fus3 molecule (K) with a Ste7
molecule (KK). In the stochastic models the system is described in terms of molecule
numbers. Therefore the rate constants, δk, γk, k+ and k−, all have units of per time.
The second order rate constant k+ is inversely proportional to the effective volume V.
That is, k+ ∼ k′+/V , where the constant k′+ is independent of the volume and has units
per concentration per time. The effective volume might be that of a yeast cell or smaller
if the proteins are spatially restricted in their localization. Let NK(t), NKK(t), and
NK•KK(t) denote the number of molecules of the proteins Fus3, Ste7, and the complex
Fus3•Ste7, respectively, at time t. Note that in the example given by Eqs.(2.1) and (2.2),
the total number of Ste7 molecules, NKK + NK•KK , remains constant in time and that
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Parameter Description Value(Case I,II,III)
k1 Associate rate constant for K/KK 0.00275,0.0011,0.0198
k−1 Dissociate rate constant for K •KK 2.5,1,1
k2 kcat for first 0.025,0.01,0.01
phosphorylation event
k3 Associate rate constant for Kp/KK 0.00445,0.00178,0.03204
k−3 Dissociate rate constant for Kp •KK 2.5,1,1
k4 kcat for second 37.5,15,15
phosphorylation event
h1 Associate rate constant for Kpp/P 0.00625,0.0025,0.045
h−1 Dissociate rate constant for Kpp • P 2.5,1,1
h2 Rate constant for phosphate 0.23,0.092,0.092
release of the phosphotyrosine
h3 Dissociate rate constant for Kp • P 2.5,1,1
h−3 Associate rate constant for Kp/P 0.0014,5.6e-4,0.0099
h4 Associate rate constant for Kp/P 0.0014,5.6e-4,0.0099
h−4 Dissociate rate constant for (Kp • P ) 2.5,1,1
h5 Rate constant for phosphate 1.25,0.5,0.5
release of the phosphothreonine
h6 Dissociate rate constant for K • P 0.215,0.086,0.086
h−6 Associate rate constant for K/P 1.525e-4,6.1e-5,0.099
γk Synthesis rate of Fus3(MAPK) N/A,0.9,0.095
γkk Synthesis rate of Ste7(MAPKK) N/A,0.33504,0.016
γp Synthesis rate of N/A,0.828,0.023
Msg5(phosphatase)
δk Degradation rate of Fus3 N/A,1e-4,1e-4
δkk Degradation rate of Ste7 N/A,3.2e-4,3.2e-4
δp Degradation rate of Msg5 N/A,4.6e-4,4.6e-4
Table 2.1: Model parameters and the values used in simulation. All rate constants
have units of s−1. K denotes Fus3(MAPK), KK denotes Ste7(MAPKK), and P denotes
Msg5(phosphatase). Parameters are either calculated based on experimental data or
referenced from (Markevich et al., 2004; Wang and Dohlman, 2002).
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Fus3 can not be degraded when it is in a complex with Ste7. Concentrations are formed
by dividing the number of molecules by the volume. To convert to molar, the molecule
number also must be divided by Avogadro’s number NA. For example, [K] = NK/(V NA)
is the Fus3 concentration. Using the law of mass action, we can write rate equations for
the concentrations:
d [K]
dt
=
γK
V NA
− δK [K] + k− [K •KK]− k+V NA [K] [KK] (2.3)
d [KK]
dt
= k− [K •KK]− k+V NA [K] [KK] (2.4)
The conservation of total Ste7 number can now be written as d/dt([KK]+[K•KK]) =
0. Therefore, once the total Ste7 concentration, [KK]T , has been specified, [K • KK]
can be found from the relation [K •KK] = [KK]T − [KK]. Eqs.(2.3) and (2.4) represent
a macroscopic description of the process, because they ignore biochemical fluctuations.
The macroscopic limit is reached as the molecule numbers and volume become large with
their ratios (concentrations) remaining finite. Fluctuations in concentration typically
scale like 1/
√
V , so that Eqs.(2.3) and (2.4) are valid in limit of large volume. When
investigating the range of validity of these equations through comparisons with stochastic
simulations, the synthesis rates must be scaled with the volume, whereas the second order
rate constants must scale inversely with volume. This scaling ensures that Eqs.(2.3) and
(2.4) remain unchanged as the volume is increased. The numerical simulations of the rate
equations were carried out in MatLab and the bifurcation analysis was done in MatLab
and XPPAUT (Ermentrout, 2002).
2.3.2 Protein degradation and synthesis
We investigate several different models of protein degradation and synthesis.
2.3.2.1 Case I : Conservation of enzyme concentrations
The simplest model assumes that proteins are neither degraded nor synthesized. In this
case the total concentration of all three enzymes is constant in time. That is,
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d [K]T
dt
=
d
dt
([K] + [Kp] + [Kpp] + [K •KK] + [Kp •KK] + [Kp • P ] + [(Kp • P )]
+ [Kpp • P ] + [K • P ]) = 0
(2.5)
d [KK]T
dt
=
d
dt
([KK] + [K •KK] + [Kp •KK]) = 0 (2.6)
d [P ]T
dt
=
d
dt
([P ] + [Kp • P ] + [Kpp • P ] + [(Kp • P )] + [K • P ]) = 0 (2.7)
where the subscript T stands for total. The chemical species (Kp•P) in Eq.(2.5) re-
sults from the assumption that the phosphotyrosine is dephosphorylated first (Markevich
et al., 2004; Zhao and Zhang, 2001). That is, the chemical species (Kp•P) indicates the
phosphatase attacking the phosphothreonine, whereas Kp•P is the product after phos-
photyrosine has been dephosphorylated. The detailed biochemical reactions are listed in
Appendix A.
The assumption of conserved enzyme concentrations is generally justified by the ob-
servation that protein synthesis and degradation occur on time scales that are consider-
ably longer than phosphorylation/dephosphorylation reactions. However, it was recently
shown for the pheromone response pathway that the degradation rate of Ste7 is large and
increases upon exposure to pheromone (Wang and Dohlman, 2002). Below we present
experimental results that show the degradation rate of Msg5 is also large, and slightly
increases with pheromone stimulation. The fact that steady-state levels of these proteins
do not change appreciably after exposure to pheromone implies that protein synthesis
must also increase. There are many possibilities for how to incorporate protein degrada-
tion into the model. We will investigate two cases that illustrate that the dynamics of
the system depends critically on this choice.
2.3.2.2 Case II : No protection from degradation
In addition to Eq.(2.1) for Fus3, the reactions for the synthesis and degradation of free
Ste7 and Msg5 are
φ
γKK

δKK
[KK] (2.8)
15
φ
γP

δP
[P ] (2.9)
In this model, we also allow proteins to be degraded regardless of their chemical state.
That is, all reactions of the form
[KK]
δKK−−→ φ (2.10)
[K •KK] δKK−−→ [K] (2.11)
[K •KK] δK−→ [KK] (2.12)
are included. The total concentration of each protein species is no longer conserved
and, Eqs.(2.5)-(2.7) become
d [K]T
dt
= γK − δK [K]T (2.13)
d [KK]T
dt
= γKK − δKK [KK]T (2.14)
d [P ]T
dt
= γP − δP [P ]T (2.15)
At steady state the synthesis and degradation rates balance, and the steady-state
values of the total protein concentrations are [K]ssT = γK/δK , [KK]
ss
T = γKK/δKK , and
[P ]ssT = γP/δP , where the superscript ss denotes steady state.
2.3.2.3 Case III : Degradation of free protein only
In this scenario, only the free inactive form of the protein is degraded. That is, protein
degradation only occurs via the reactions given in Eqs.(2.1), (2.8), and (2.9), so that
proteins are protected against degradation when they are in a protein-protein complex
or phosphorylated. In this case, Eqs.(2.13) - (2.15) become
d [K]T
dt
= γK − δK [K] (2.16)
d [KK]T
dt
= γKK − δKK [KK] (2.17)
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d [P ]T
dt
= γP − δP [P ] (2.18)
At steady state the free enzyme concentrations are given by [K]ss = γK/δK , [KK]ss =
γKK/δKK , and [P ]ss = γP/δP . Below we show that this model can produce sustained
oscillations in concentration levels. These oscillations persist if the phosphorylated species
of Fus3 are not protected from degradation. For simplicity, we will focus on the three
cases described here. However, many other possibilities exist. For example, it is possible
that degradation rates are different for free proteins versus those in complexes or those
that are phosphorylated.
2.4 Results
2.4.1 The pheromone response can be binary or graded
Transcriptional induction can occur in a graded or binary fashion (Kaern et al., 2005).
A binary response can exist transiently with all the cells eventually becoming activated
or can be permanent with a persistent subpopulation of cells in the inactivate state. To
investigate the temporal response of the pheromone pathway, we conducted single cell
fluorescence measurements of transcription. Figs. 2.2 and 2.3 present flow cytometry data
using the destabilized green fluorescent protein (GFP) as a reporter for the transcription
induction activity of individual cells after exposure to pheromone. Pheromone-dependent
transcriptional induction was measured for four different strains of cells: wild-type cells
(WT), an sst2 gene deletion mutant (sst2∆), cells transformed with a single copy plasmid
(pRS316) containing genomic clone of SST2 (“2XSST2”) and sst2∆ containing a single
copy plasmid (pRS316) containing genomic clone of MSG5 (“2XMSG5”). An integrated
pheromone-responsive FUS1 promoter-GFP reporter was used to monitor expression.
Cells were then treated with various concentrations of α-factor (0.3, 1, 3 and 10 µM)
and the resulting fluorescence in each cell was monitored by cell sorting at 60, 75, 90,
and 120 min. The blue distributions shown in the first column of Fig. 2.2 are results
at different time points for wild-type (WT) cells exposed to 1 µM pheromone. The cells
display a transient binary response with all cells eventually responding after 120 min.
The blue distributions in the top row of Fig. 2.3 are flow cytometry data for WT cells at
various pheromone doses taken 60 min after exposure to pheromone. At this time point,
the binary response is most pronounced at 1 µM of pheromone.
Sst2 is a regulator of G-protein signaling that accelerates G protein-catalyzed GTP
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Figure 2.2: The rows in this figure correspond to fluorescence measurements made at
different time points after treatment with 1 µM of pheromone. In each column the
red distributions are data for the sst2∆ mutant that responds in a graded fashion, in
contrast the blue distributions for the WT (first column), 2XSST (second column) and
sst2∆/2XMSG5 (third column) strains show a transient binary response.
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Figure 2.3: The columns in this figure correspond to fluorescence measurements made at
different pheromone concentrations 60 min after exposure. Again the red distributions
are data for the sst2∆ mutant and the blue distributions are for the WT (first row),
2XSST (second row) and sst2∆/2XMSG5 (third row) strains.
hydrolysis, and in this way inhibits pathway activation. Sst2 transcription and synthesis
is induced by pheromone producing a negative feedback loop. It was recently demon-
strated that Sst2 degradation is also increased upon exposure to pheromone (Hao et al.,
2003). Computational modeling revealed that this positive feedback mechanism can
counteract the negative effects of Sst2 and generate a binary response. A prediction of
the computational model is that the deletion of Sst2 should remove the transient binary
response resulting in a graded temporal response. To test this possibility we conducted
single cell fluorescence measurements on cells lacking Sst2 (sst2∆). These cells exhibited
a graded response for all doses and time points tested. The red distributions shown in
Figs. 2.2 and 2.3 are a subset of these results. Again the columns of Fig. 2.2 are the
results for different time points using a pheromone level of 1 µM and the rows of Fig.
2.3 are the results for different doses at 60 min after exposure. Because the sst2∆ mu-
tant always produced a grade response, we have included these results on all the plots
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as a reference. To further investigate how Sst2 attenuates the pheromone response, we
performed fluorescence measurement on cells containing an extra copy of the SST2 gene
(2XSst2). The results are shown in the second column of Fig. 2.2 and second row of
Fig. 2.3. Fig. 2.2 indicates the 2XSst2 strain also exhibits a transient binary response
which lags the WT response (compare columns 1 and 2). Fig. 2.3 indicates that the
binary response is more pronounced at higher pheromone concentrations than in WT
cells (compare rows 1 and 2). The results presented in Figs. 2.2 and 2.3 demonstrate
that the graded-to-binary conversion is regulated by the G-protein; however these data
do not establish that the conversion is mediated by the G protein itself or by another
downstream signaling component. Previous results suggest that it is the MAPK that
mediates the switch. Evidence for this comes from the work of Poritz et al (Poritz et al.,
2001). Using sst2∆ mutants, they demonstrated that inhibition of the pathway down-
stream of the G-protein converted a graded response to pheromone concentration to a
binary one. Their measurements were made 4-6 hours after pheromone treatment indi-
cating that the binary response is permanent. This suggests that inhibiting the pathway
downstream of the G-protein generates bistability. Recent theoretical work of Markevich
et al. (Markevich et al., 2004) also suggests that regulation of MAPK is sufficient to gen-
erate bistability, and thus might account for the graded to binary conversion observed
by Poritz et al (Poritz et al., 2001). To test if regulation of MAPK is also sufficient to
explain the temporal response of the pathway, we constructed a stochastic model of Fus3
activation. Stochastic models treat biochemical reactions as random processes and there-
fore provide information about the effects of concentration fluctuations on the response
of the pathway.
2.4.2 Stochastic modeling, bistability and transient binary re-
sponse
A diagram of the MAPK portion of the pheromone response pathway is shown in Fig.
2.1. Ste7 is a dual-specificity kinase that phosphorylates Fus3 at both threonine and
tyrosine residues and stimulates its catalytic activity. Msg5 is a dual-specificity phos-
phatase that inactivates Fus3. As shown in Fig. 2.1, we assume a distributive kinetic
mechanism for the dual phosphorylation and dephosphorylation reactions. That is, two
collisions between Fus3 and Ste7 are required for the double phosphorylation of Fus3.
Evidence for a distributive phosphorylation mechanism comes from work on MAPKK-1
phosphorylation of p42 MAPK in Xenopus (Ferrell and Bhatt, 1997), where it was shown
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that during the phosphorylation process the amount of monophosphorylated MAPK ex-
ceeded the amount of doubly phosphorylated MAPK. This result is only possible if two
collisions between the MAPKK and MAPK are required for dual phosphorylation. We
also assume that two collisions between Fus3 and Msg5 are required to convert the doubly
phosphorylated Fus3 back to the unphosphorylated state(Markevich et al., 2004). The
biochemical reactions used in the computational model are given in Appendix A . Where
available we use experimentally measured values for the model parameters. For the pa-
rameters that have not been measured, we use biologically realistic values. A summary
of the model parameters and the values used in the simulations is given in Table 2.1. A
surprising property of the reaction scheme illustrated in Fig. 2.1 is that the system can
exhibit bistability in the absence of feedback regulation(Markevich et al., 2004). Bista-
bility refers to the situation in which the system possesses two stable steady states and is
generally attributed to feedback regulation. Fig. 2.4 shows a plot of the steady-state val-
ues of the doubly-phosphorylated (active) Fus3 concentration [Kpp]ss as a function of the
total (phosphorylated and unphosphorylated) Ste7 concentration [KK]T . This type of
graph, often referred to as a bifurcation diagram, illustrates where qualitative changes to
the steady state values of [Kpp]ss occur. If an effective cell volume of 30 µm3 is assumed,
then the concentrations shown in Fig. 2.4 correspond to total molecular abundances of
9000, 700-1200, and 1800 for Fus3, Ste7 and Msg5, respectively, which are similar to
experimentally determined values (Bardwell et al., 1996; Ghaemmaghami et al., 2003).
The solid portions of the curve indicate stable steady states and the dashed portion in-
dicates unstable steady states. As is typical of bistable systems, in the bistable region
there exists three steady states for each value of the total Ste7 concentration [KK]T ,
two stable and one unstable. Because the unstable steady state is unstable against all
perturbations, it is not experimentally observable.
The effects of random fluctuations in the protein concentrations can be investigated
by considering a stochastic model of the system. Concentration fluctuations enable the
system to randomly transition between the two stable states in the bistable region. There-
fore, a histogram of protein concentration taken from a population of cells exhibiting
bistability would be bimodal with a subpopulation of cells in an activated state and
another subpopulation in the inactive state. Equivalently, histograms generated from a
sufficiently long time series from a single cell would also be biomodal. However, stochas-
tic modeling revealed that when realistic protein abundances are used, the average time
for spontaneous transitions between stable steady states to occur is much longer than all
biologically relevant time scales. This is illustrated in Fig. 2.5.
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Figure 2.4: A bifurcation diagram illustrating bistability in the reactions shown in Fig.
2.1. The steady state values of the activated Fus3 concentration [Kpp]ss are plotted as a
function of the total Ste7 concentration [KK]T . The solid portio of the curve indicates
stable steady states and the dashed portion unstable steady states. The bistable region
occurs between 44.6 nM and 58.4 nM. Assuming a cell volume of 30 µm3, this corresponds
to 802 and 1051 Ste7 molecules, respectively. The values of the model parameters used
to produce this plot are given in Table 2.1.
Fig. 2.5 shows simulated time series of the activated Fus3 molecule number for cases
near the bifurcation point at 58.4 nM (1051 Ste7 molecules). Proceeding from top to
bottom, each panel of this figure corresponds to the addition of one molecule of Ste7.
In each panel, two different sets of initial conditions were used; one set was chosen to
be near the steady state corresponding to low levels of activated Fus3 and the other set
corresponds to high levels of activated Fus3. In each graph only a single time series started
near the high state is shown, because multiple runs did not generate any transitions to
the low state. This indicated that the activated state is very stable against fluctuations
in protein concentration. Each graph in Fig. 2.5 shows 10 time series started near the low
state. The top panel corresponds to a case in which two stable steady states exist, and the
transitions from low to high occur infrequently. The bottom panel corresponds to a case
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Figure 2.5: Time series of the number of activated Fus3 molecules from stochastic sim-
ulations. Moving down the column corresponds to adding one molecule of Ste7 to the
system. The plots illustrate pathway activation as the system moves out of the bistable
regime through the bifurcation at 58.4 nM of Ste7 (1051 molecules/cell). Each graph
shows 10 time series started with identical initial conditions near the low state and 1
time series started near the high state. As can be seen the transition time from the low
to high state is very sensitive to Ste7 molecule number. Also shown in the two lower
panels are the results from the rate equation for [Kpp] (red lines). To convert to molecule
number, the concentration was multiplied by the volume and Avogadro’s number. In the
top panel the system is in the bistable regime so the solution to the rate equation (not
shown) remains near the low state.
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with a unique steady state. In this case, the system transitions from low to high levels
of activated Fus3 relatively quickly. That is, the average transition time is noticeably
shorter even though the top and bottom panels only differ by two Ste7 molecules. While
this sensitivity to molecular abundance is of theoretical interest, it is unlikely to have
any biological significance. Note however that there is considerable variability in the
transition time even when a single steady state exists (middle and bottom panels in
Fig. 2.5). This variability continues for Ste7 concentrations well beyond the region of
bistability and is sufficient to generate a binary response. The model shows a similar
sensitivity on the deactivation time to Msg5 levels.
The red lines shown in the bottom and middle panels of Fig. 2.5 are time series from
the rate equations for the protein concentrations (see Section 2.3 and Appendix A). No-
tice that these trajectories show a long time delay before the system moves from the low
to high state. This time lag is referred to as a bottleneck (Strogatz, 1994). The bottleneck
occurs for values of the total Ste7 concentration just beyond the bistable region shown in
Fig. 2.4, because at low activated Fus3 concentrations Fus3 phosphorylation and dephos-
phorylation rates nearly balance. However, the dephosphorylation rate is slightly smaller
and not able to maintain Fus3 in a deactivated state. The time delay in Fus3 activation
produced by the model might underlie the delay in Sst2 induction observed experimen-
tally in cells overexpressing Sst2 (Hao et al., 2003). We next investigated if a transient
binary response could be generated even for values of the total Ste7 concentration that
do not generate bistability. In Figs. 2.6 and 2.7 we present results from stochastic sim-
ulations using a total Ste7 molecule number of 1062. For this value, the system is still
close enough to the transition to bistability so that the rate equations produce a time lag
(red solid line Fig. 2.6). To simulate pathway activation the system was started near the
low activated Fus3 steady state. Next 1250 sample paths were generated, 10 of which are
shown in Fig. 2.6. The dashed red line shown in this figure is the result of averaging the
sample paths. This curve agrees fairly well with the rate equation result. However, the
fluctuations cause the response to become less sharp. Next the sample paths were used
to generate histograms of the activated Fus3 at several different times. The results are
shown in Fig. 2.7. As can be seen, the system exhibits a transient binary response. That
is, at intermediate times the distribution of activated Fus3 is bimodal while at long times
the distribution is centered at the high state, indicating that all the cells have become
activated. This transient binary response can be observed for Ste7 concentrations well
beyond the bistable region, however the time lag becomes less pronounced.
We note that a transient binary response is also be observed if the pathway is oper-
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Figure 2.6: Simulation time series for the activated Fus3 molecule number NKpp. In this
figure the total Ste7 molecule number is 1062 (59 nM) The solid red line is the result from
the rate equations and the dashed red line is the result from averaging 1250 realizations
of the process.
ating within the bistable regime where the activated state is sufficiently stable so that
transitions back to the deactivated state do not occur on biologically relevant time scales.
In this case, the time series of Fus3 activation does not show the s-shape seen in Fig.
2.6. That is, the initial lag phase leading up to Fus3 activation is not present. Also, un-
less the system is very close to the transition to bistability at 44.6 nM, the lower stable
steady state is sufficiently stable that pathway activation does not occur on time scales
consistent with the experimental results.
The stochastic model can now be used to interpret the results of the single cell flu-
orescence experiments shown in Figs. 2.2 and 2.3. We postulate that under normal
conditions in wild-type cells, the pathway is not bistable, but operating sufficiently close
to a bistable region to generate to generate a transient binary response. For the sst2∆
strain, the pathway is operating well beyond the bistable regime and therefore always
responds in a graded fashion. For the 2XSst2 strain at moderate pheromone levels (1-3
µM), the pathway is just to the right of the bistable regime. This produces the transient
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Figure 2.7: Histograms from the stochastic simulations at times 50, 65, 69, and 80
minutes. Fig. 2.6 and this Figure illustrate that the Fus3 activation can account for
the delay in the Sst2 dynamics and the transient binary response that are observed
experimentally.
binary response as well as the previously documented delay in Sst2 induction (Hao et al.,
2003). For 2XSst2 strain low pheromone concentrations (∼0.3 µM), are insufficient to
generate a response. This indicates that the pathway is operating in the bistable region
or to the left of it. If this model is correct, and if the binary-to-graded response is truly
mediated at the level of Fus3, it should be possible to predict the outcome of experiments
in which the proteins that regulate Fus3 are perturbed.
2.4.3 Experimental analysis of model predictions
While the model described above lacks many biological details, it does make predictions
that can be tested experimentally. Sst2 is a negative regulator of the pheromone response
pathway. Deletion of Sst2 resulted in a temporally graded response for each concentration
of pheromone tested. Within the context of the computational model deletion of Sst2 in-
creases the amount of active Ste7 and moves the pathway away from the bistable regime
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shown in Fig. 2.4. Msg5 is a negative regulator of the pathway that dephosphorylates
Fus3. Therefore, increasing the activity or expression of Msg5 should counteract the effect
of deleting Sst2 and restore the binary response. To test this prediction, we engineered
cells lacking Sst2 to express twice the normal amount of Msg5 (sst2∆/2XMsg5). We then
performed single cell fluorescence measurements of transcription at various pheromone
concentrations. Whereas the parent sst2∆ strain shows the typical graded response, the
sst2∆/2XMsg5 strain exhibited a transient binary response for all pheromone concen-
trations tested. The results for sst2∆/2XMsg5 strain are shown in the third column of
Fig. 2.2 and the third row of Fig. 2.3. These results indicate that modest overexpression
of Msg5 can restore the transient binary response in cells lacking Sst2, supporting the
hypothesis that the graded to binary conversion occurs at the level of the MAPK Fus3.
Sst2 synthesis is induced upon exposure to pheromone. Induction of SST2 requires
the transcription factor Ste12, which is itself phosphorylated and activated by Fus3.
Conversely, the activity of Fus3 is attenuated by Sst2 acting on the G protein. We recently
reported that cells engineered to overexpress Sst2 show a time delay in transcriptional
induction (Hao et al., 2003). Computational modeling suggested that alterations in Fus3
activity could account for the observed delay in Sst2 induction. The model predicts that
the delay results from a bottleneck that occurs near the transition to bistability. That
is, for the 2XSst2 strain at 3 µM of pheromone, the pathway operates just to the right
of bistable region shown in Fig. 2.4. If this mechanism is correct, then increasing the
expression of a positive regulator of Fus3 should remove the time delay by moving the
system further away from the bistable region. To test this possibility, we engineered
cells to over express the MAPKK Ste7 in 2XSst2 strains (2XSst2/GAL-STE7). This was
accomplished by inserting a plasmid containing the STE7 gene under the control of the
galactose-inducible GAL1/10 promoter. Fig. 2.8 show time series for Sst2 induction in
the 2XSst2/GAL-STE7 and 2XSst2 strains grown in galactose. The 2XSst2 strain shows
a delayed response, while in the 2XSst2/GAL-STE7 strain the delay is absent.
2.4.4 Protein synthesis and degradation
The modeling results above indicate that small changes in Ste7 abundance can have
profound effects on Fus3 phosphorylation. A similar sensitivity on protein abundance
was found for the dephophorylation of Fus3 by Msg5. It was recently demonstrated
that exposure to pheromone increases the degradation rate of Ste7 (Wang and Dohlman,
2002). Surprisingly, this increase in degradation does not significantly change the steady
state levels of Ste7 (Wang and Dohlman, 2002), thereby implying a pheromone induced
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Wang et al. Fig 9 (A)(B)Figure 2.8: (A) Whole cell extracts were prepared from wild-type cells transformed with
a single copy plasmid (pRS316) containing genomic SST2 (“2XSST2”) and either an
empty vector (pYES) or the same vector containing STE7 under control of the galactose-
inducible GAL1/10 promoter (“GAL-STE7”). Cells treated with 3 µM α-factor for the
indicated times,collected, resolved by 7.5% SDS-PAGE and immunoblotting, and probed
using anti-Sst2 polyclonal antiserum as indicated (“IB”). The specificity of each antibody
was confirmed using gene deletion or diploid cells lacking the indicated gene product
(Hao et al., 2003). (B) To estimate the difference in protein expression the Sst2 band
was analyzed by densitometric scanning.
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increase in the synthesis as well as degradation of Ste7. To further investigate the role
of protein turnover in the regulation of the pheromone response pathway, we monitored
the effects of pheromone on the degradation of Fus3 and Msg5. After 1 h of growth
in the absence or presence of pheromone the cells were treated with cycloheximide to
block new protein synthesis. Steady state levels of Fus3 and Msg5 remaining were then
monitored by immunoblotting. As shown in Fig. 2.9, Msg5 abundance declined quickly,
and this decline was marginally faster when the cells were pretreated with pheromone.
A different pattern of degradation was observed for Fus3. In this case degradation was
fairly slow, and was slowed even further following pheromone treatment. These results
are in contrast to Ste7, which is degraded more slowly than Msg5 and more rapidly than
Fus3, and degradation is accelerated by pheromone treatment.
Based on these experimental results and the sensitivity of Fus3 activation to Ste7
and Msg5 levels observed in the stochastic simulations, we expanded the computational
model to include protein synthesis and degradation. To model protein degradation re-
quires assumptions about when proteins are susceptible to proteolysis. We limit our
investigations to the Case II and Case III scenarios discussed in the Section 2.3. (In Case
I protein synthesis and degradation are ignored.) In Case II each protein is degraded at
a rate that is independent of its chemical state, and in Case III each protein is protected
from degradation when it forms a multimeric complex or is phosphorylated. Clearly,
there are other possibilities for modeling protein degradation, and the mechanisms for
protein stabilization and destabilization are not fully understood. However, these two
scenarios represent extreme cases, and serve to illustrate the important effects protein
synthesis and degradation have on the dynamics of the system.
We start with Case II in which each protein is degraded at a rate that is independent
of its chemical state. The data shown in Fig. 2.9 indicate that in the presence of
pheromone Fus3 is stable for the duration the experiment. Therefore, we only consider
the degradation and synthesis of Ste7 and Msg5. At steady-state the total concentrations
of Ste7, [KK]ssT , and Msg5, [P ]
ss
T , are given by the ratio of their synthesis rate to their
degradation rate (see Section 2.3). The degradation rate δP of Msg5 was estimated from
the data presented in Fig. 2.9 and the data of Wang and Dohlman (Wang and Dohlman,
2002) was used to estimate the degradation rate δKK of Ste7 (see Table 2.1). Fig. 2.10
is a bifurcation diagram for this system as a function of the Ste7 synthesis rate γKK . In
this figure the synthesis rate γP of Msg5 was chosen to produce molecular abundances
similar to those measured experimentally. The bifurcation diagram is very similar to
the one shown in Fig. 2.4, except that model parameter that is being varied in this
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Figure 2.9: Cells containing an integrated TAP-tagged form of (A) Fus3 or (B) Msg5
were treated with 3 µM α-factor for 60 min, and then treated with the protein synthesis
inhibitor cycloheximide (CHX) for the indicated times. Cell extracts were analyzed
by immunoblotting with anti-protein A antibodies. To estimate the difference in protein
half-life the intensity of each band was analyzed by densitometric scanning and expressed
as a percentage of the amount of protein at the beginning of cycloheximide treatment.
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case is the Ste7 synthesis rate. We performed stochastic simulations to investigate if a
binary response is possible in this case. Initially, the protein levels were taken to be at
their steady state values for a Ste7 synthesis rate of γKK = 0.224 s
−1. The model does
not consider upstream elements of the pathway such as the MAPK kinase kinase Ste11.
Therefore, to simulate pathway activation the Ste7 synthesis rate was increased to γKK
= 0.339 s−1 at t = 0. Because our model does not take into account the phosphorylation
of Ste7, mathematically increasing the synthesis rate of Ste7 is similar to modeling the
pheromone-induced activation of Ste7 by Ste11. Increasing the Ste7 synthesis rate moves
the pathway just beyond the bistable regime (see Fig. 2.10). Fig. 2.11 shows time
series for Fus3 activation. Because the total molecule numbers of Ste7 and Msg5 now
fluctuate there is considerably more noise in the system (compare with Fig. 2.6). This
increase in fluctuations allows the system to transition between the two steady states
more rapidly. This can be seen by comparing the rate equation result (solid red line) and
the result from averaging 500 realizations of the process (dashed red line). The increased
fluctuations are almost sufficient to eliminate the time lag. However, Fig. 2.12 shows
that the system still produces a transient binary response. Notice that the time scale for
the pathway to respond is now considerably longer than that for the activation of Fus3
shown in Fig. 2.6. This is due to the fact that we have simulated pathway activation
by increasing the synthesis rate as a surrogate for increasing the phosphorylation rate.
Phosphorylation of Ste7 by Ste11 occurs on a faster time scale than protein synthesis.
In fact, in Fig. 2.6 it was assumed to occur instantaneously. However, as long as Ste7
activation is not rate limiting, we expect an extended model that includes Ste7 regulation
to respond on a time scale similar to that observed experimentally. Case II represents
an extreme scenario in which proteins can be degraded regardless of the chemical state.
Therefore, this case maximizes the effects of biochemical fluctuations. One consequence
of the large fluctuations is that the time lag produced by the rate equations is almost
eliminated. In contrast Case I, in which protein synthesis and degradation are ignored,
minimizes the effects of fluctuations.
We now move to an intermediate case in which dimerization and phosphorylation
protect proteins from degradation. It is commonly observed that proteins in a functional
complex are more stable than when expressed alone. One familiar example is the Gβ
and Gγ subunits, neither of which can be stably expressed or purified in the absence
of the other. For simplicity, we start with the case in which only Ste7 is degraded
and synthesized, with the levels of total Fus3 and Msg5 remaining constant. That is,
d[K]T/dt = d[P ]T/dt = 0 and [KK]T satisfies Eq. 2.17. The rate equations for the rest of
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Figure 2.10: A bifurcation diagram showing the steady state concentration of activated
Fus3 concentration [Kpp] as a function of the Ste7 synthesis rate γKK for Case II (no
protection from degradation).
the chemical species remain unchanged except for the equation for the Ste7 concentration
[KK], which now includes the same synthesis and degradation terms as in Eq. 2.17. Eq.
2.17 implies that at steady state the free Ste7 concentration is given by the synthesis
rate γKK divided by the degradation rate δKK . Fig. 2.13 shows a plot of the total Ste7
concentration [KK]ssT as function of γKK . Surprisingly this plot is not monotonic, but
goes through a local maximum when γKK is approximately 0.7 s
−1. This effect is a result
of the protein complexes being protected from degradation and the dual phosphorylation
reaction. At low levels of Ste7 most of the Fus3 is in the unphosphorylated or singly
phosphorylated state. Ste7 interacts strongly with these two states and is then protected
from degradation. As Ste7 levels increase the reactions in Fig. 2.1 favor the doubly
phosphorylated state. Therefore, there is less substrate for Ste7 to interact with and
protect degradation. As the synthesis rate is increased further, the total amount of
Ste7 again begins to increase. To illustrate the non-monotonic behavior of the total
Ste7 concentration with the synthesis rate, the degradation rate of Ste7 was artificially
increased to δKK = 4 × 10−3s−1. If the experimentally measured value δKK = 3.2 ×
10−4s−1 is used, the results shown in Fig. 2.14 are produced. As can be seen, the steady
value of the total Ste7 concentration still goes through a local maximum. However, where
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Figure 2.11: Simulation time series for the activated Fus3 molecule number NKpp. In
this figure the Ste7 synthesis rate is 0.339 s−1. The solid red line is the result from the
rate equations and the dashed red line is an average over 500 realizations of the process.
The discrepancy between these two curves is due to the large effects of the fluctuations
in the activated Fus3 concentration. These fluctuations eliminate the time lag in Fus3
activation.
the concentration declines, the steady state is unstable (dashed line). In this region, the
system produces sustained oscillations. An example of these oscillations is shown in the
inset. The circles shown in Fig. 2.14 indicate the minimum and maximum values of the
total Ste7 concentration.
This model can also exhibit bistability. It was shown that the inclusion of protein
synthesis and degradation of Ste7 in the mathematical description of Fus3 regulation
destroyed bistability in this model for the parameter values listed in Table 2.1. The
addition of protein degradation and synthesis forces the steady-state Ste7 concentration
to take the value γKK/δKK , and a plot of the active Fus3 concentration [Kpp]ss versus
the synthesis rate γKK , does not have an S shape similar to Fig. 2.4. However, if [Kpp]
ss
is plotted against the total Ste7 concentration [KK]ssT , the resulting curve is identical to
Fig. 2.4. The multiple values of [Kpp]ss for a single value of [KK]ssT results from the
non-monotonic behavior of [KK]ssT shown in Figs. 2.13 and 2.14. The reason why the
functional dependence of [Kpp]ss on [KK]ssT is the same in this case as it is in Case I (no
synthesis or degradation) is as follows. The concentrations of all the chemical species
satisfy exactly the same equations as in Case I except for the equation for the Ste7
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Figure 2.12: Histograms of activated Fus3 molecule number from the stochastic simula-
tions at times 60, 120, 140, and 200 minutes. Even though the system no longer shows
a lag in Fus3 activation, the transient binary response is still produced.
concentration [KK], which contains the two additional terms γKK and δKK [KK]. In
Case I, when the system is in the bistable region, the steady-state equations have three
solutions. However, Eq. 2.17 for the total Ste7 concentration imposes an additional
constraint on the steady state of the system, [KK]ss = γKK/δKK . This constraint
uniquely selects one of the three possible solutions. This argument does not rule out
the possibility of bistability in this model for other parameter values. In fact, it can
be shown that the system can be bistable. For this to occur the steady-state equations
for the concentrations possess three solutions with identical values of [KK]ss. We have
assumed that only free form of Ste7 is degraded. If we relax this assumption and allow
other chemical forms of Ste7 to be degraded, then the constraint [KK]ss = γKK/δKK
no longer applies, and it seems likely that the region of parameter values that show
bistability would increase.
We now consider the case in which the uncomplexed/free forms of Fus3 and Msg5
also are degraded. In this case, the total concentrations satisfy Eqs. 2.16-2.18. To es-
timate the degradation rate δK of Fus3, we used the experimental results in absence of
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Figure 2.13: The steady-state total Ste7 concentration [KK]ssT as a function of its synthesis
rate γKK . The total concentration goes through a local maximum near γKK = 0.7 s
−1.
This results from protection from degradation and the dual phosphorylation reactions.
In this figure the degradation rate was artificially increased to δKK = 4 × 10−3 s−1 to
illustrate the non-montonic behavior.
pheromone presented in Fig. 2.9. The rationale for this decision is that in the absence of
pheromone most Fus3 molecules are in the inactive state and available for degradation,
whereas upon pheromone stimulation phosphorylation of Fus3 leads to kinase/substrate
interactions that protect the protein from degradation. Therefore, the data in the ab-
sence of pheromone provide a good estimate for the degradation rate of free inactive
Fus3. If this reasoning is correct, then it implies that the pheromone induced increase
in the degradation rate of Ste7 is actually larger than that reported in Table I, because
these estimates did not take into account protection against degradation through pro-
tein/protein interactions. However, for simplicity we assume that the rates estimated
from the data for these two proteins are the rates at which free protein is degraded. The
synthesis rates were chosen to produce protein numbers consistent with experimental
measurements. In this case, the steady state concentrations of free Fus3, Ste7 and Msg5
are given by the ratio of their synthesis rates and degradation rates (i.e., [K]ss = γK/δK ,
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Figure 2.14: When the experimentally determined value δKK = 3.2 × 10−4 s−1 is used,
the steady-state total Ste7 concentration [KK]ssT again shows non-monotonic behavior.
However, in the case the steady-state is not stable for the part of the curve with negative
slope (dashed line). In this region the system undergoes sus ined oscillations. The
minimum and maximum values of [KK]T are plotted as circles. Inset: A time series
[KK]T of illustrating the periodic behavior. In this figure γKK = 0.1 s
−1.
[KK]ss = γKK/δKK , and [P ]ss = γP/δP ), and it is straightforward to show that the
system has a unique steady state. That is, this system can not be bistable. Fig. 2.15 is
a bifurcation diagram for the system as a function of Ste7 synthesis rate γKK . At small
values of δKK the system always approaches steady state. However, at values greater
than γKK = 0.013s
−1, the system undergoes sustained oscillations in concentration lev-
els. The circles again indicate the maximum and minimum values of the activated Fus3
concentration [Kpp]. The periodic behavior is illustrated in Fig. 2.16, which shows time
series of the total Fus3 concentration [K]T (solid black line), the activated Fus3 concen-
tration [Kpp] (red line), and the unphosphorylated Fus3 concentration [K] (dashed black
line).
The qualitative explanation for the origin of the periodic solutions is that protein
degradation acts as a negative feedback on the bistable system. The combination of
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Figure 2.15: A bifurcation diagram showing the activated Fus3 concentration [Kpp] as a
function of its synthesis rate γKK . For small values of γKK there is a single stable steady
state (solid line). At γKK = 0.013 s
−1, this steady state becomes unstable (dashed line)
and the system undergoes sustained oscillations (circles).
bistability and negative feedback often leads to periodic behavior referred to as hysteresis
oscillations (Tyson et al., 2003). This effect is illustrated in Fig. 2.17 which is a plot of the
free Ste7 concentration [KK] versus the total Ste7 concentration [KK]T . Also drawn is
the bifurcation curve computed under the assumption of constant enzyme concentrations
(i.e., no synthesis or degradation). Therefore, to draw the bifurcation curve the time-
averaged values of the total Fus3 and Msg5 concentrations were used. As can be seen
the periodic trajectory closely follows the upper and lower branches of the curve in the
region of bistability, rapidly jumping between the two branches at the bifurcation points.
2.4.5 Stochastic modeling and oscillations
We next performed stochastic simulations to determine how random fluctuations in pro-
tein abundance affect the oscillatory dynamics described above. One important result
of these investigations is that the fluctuations increase the parameter range over which
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Figure 2.16: Time series of the total Fus3 concentration [K]T (solid black line), the
activated Fus3 concentration [Kpp] (solid red line) and the inactive Fus3 concentration
[K] (dashed black line). In this figure γKK =0.016 s
−1.
the system exhibits oscillatory behavior. Fig. 2.18 shows a time series from a stochastic
simulation. In this figure the Ste7 synthesis rate is γKK = 0.01s
−1. For this value the
rate equations predict a stable steady state (see Fig. 2.15). However, the biochemical
fluctuations are sufficiently strong to destabilize the steady state and generate periodic
behavior. Such behavior is typical of noisy systems near a bifurcation and is referred to as
noise-induced oscillations. To investigate the periodicity of the oscillations, we computed
the power spectrum of the time-series generated from the stochastic model (Fig. 2.19).
A clear peak is seen in the spectrum at a frequency of 8×10−4 min−1, indicating that the
noised-induced oscillations are indeed periodic. The inset in Fig. 2.19 shows a histogram
of the interbeat interval(i.e., time between successive peaks in concentration). The fact
that stochastic effects enlarge the parameter range over which the protein concentrations
oscillate makes it more likely that this periodic behavior has biological significance.
The explanation of the transient binary response required that the pathway operate
near a bistable region. However, when synthesis and degradation of all three enzymes
are included in the model, the system can no longer exhibit bistability. To investigate
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Figure 2.17: A plot of the activated the free Ste7 concentration [KK] versus the total Ste7
concentration [KK]T (red line) using the same value of γKK as in Fig. 2.16. Also drawn
on this figure is the bifurcation diagram generated by using the time-averaged values of
[K]T and [P]T . The periodic trajectory closely follows the upper and lower branches of
this curve and rapidly transition between the two branches near the bifurcation points.
if a binary response is possible in this scenario, we performed stochastic simulations
of pathway activation. Histograms from the simulations are shown in Fig. 2.20. To
generate the histograms, the stochastic simulations were started near the stable steady
state that exists for a Ste7 synthesis rate of γKK = 0.005s
−1. Once again to model
pathway activation the Ste7 synthesis rate was increased at t = 0. In this case the
increase in synthesis rate to γKK = 0.016s
−1 moves the system into a regime where
oscillations occur (see Fig. 2.15). The results presented in Fig. 2.20 illustrate that the
strength of the biochemical fluctuations is sufficient to generate significant variability in
the activation time of individual cells and produce a clear binary response. The slow
response of the pathway again results from simulating pathway activation by increasing
the Ste7 synthesis rate rather than modeling the phosphorylation of Ste7. If larger values
of the synthesis rate are used the response becomes graded.
The oscillatory behavior presented above represents a macroscopic phenomenon in the
39
Figure 2.18: Noise-induced oscillations. A time series from a stochastic simulation with
γKK = 0.01 s
−1. For this value of the Ste7 synthesis rate the rate equations predict a
stable steady state. However, biochemical fluctuations are sufficient to destabilize the
steady state leading to sustained oscillations.
sense that it emerges from the stochastic dynamics only if sufficiently large volumes and
protein abundances are considered. To investigate the onset of oscillations, we performed
stochastic simulations at various volumes. The synthesis rate and second order rate
constant were scaled appropriately to ensure that the rate equations remained unchanged
as the volume was increased (see Section 2.3). The results are summarized in Figs. 2.21
and 2.22. Fig. 2.21 shows time series of the active Fus3 molecule number for various
volumes. Fig. 2.21A corresponds to a volume of 0.6 µm3. For this volume and protein
abundances, the time series is dominated by fluctuations and no periodic behavior is
discernable. The steady-state distribution (2D histogram) for the activated Fus3 and
total Ste7 molecule numbers is shown in Fig. 2.22A. In this figure red indicates regions
where the system spends large amounts of time and blue indicates regions that are visited
infrequently. For this small volume the steady-state distribution has very little structure.
Figs 2.21B and 2.22B correspond to a volume of 6.0 µm3. Periodic behavior is beginning
to appear in the time series. However, the steady-state distribution indicates that the
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Figure 2.19: The power spectrum computed from stochastic simulations using the same
parameter values as in Fig. 2.18. A clear peak is seen at a frequency of 8× 10−4 min−1.
(Inset) A histogram of the interbeat interval.
system is still dominated by fluctuations. Figs 2.21C and 2.22C are for a volume of
30 µm3, which is similar to the volume of a yeast cell. Here the periodic behavior
is clear. The steady-state distribution is clearly structured and lies mostly along the
deterministic trajectory (compare Figs. 2.22C and D). These investigations reveal that
at volumes and protein abundances typical of yeast cells, the qualitative behavior of the
system is accurately captured by the rate equations. However, these findings highlight
the importance of stochastic simulations to account for the variability observed in single
cell measurements.
2.5 Discussion
The mating response system in yeast is arguably the best-characterized signaling pathway
of any eukaryote, and it has long served as a prototype for hormone, neurotransmitter,
and sensory response systems in humans. At the receptor level signal transduction occurs
in a graded fashion with pathway activation proportional to the agonist concentration.
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Figure 2.20: Histograms from the stochastic model when protein synthesis and degrada-
tion is considered. These results illustrate that a binary response is possible when the
system is undergoing sustained oscillations.
However, downstream components of the pathway can convert the graded response to
a binary one. A common mechanism for achieving this conversion is through positive
feedback (Tyson et al., 2003). We recently demonstrated that pheromone promotes
transcriptional induction as well as ubiquitin-mediated degradation of Sst2, a negative
regulator of the pheromone pathway. Pheromone-regulated changes in expression are
likely to be functionally important, since 2-fold overexpression of Sst2 converts the nor-
mally graded response into a binary response (Hao et al., 2003). Moreover induction of
Sst2 expression by pheromone is delayed in the 2XSst2 strain. These results led us to
suggest a model in which pheromone-induced degradation of Sst2 acts as a positive feed-
back mechanism to counteract the negative effects of Sst2 on G protein signaling. The
model of Sst2 regulation also suggested that the binary response exists only transiently
with all cells eventually becoming activated.
While Sst2 acts at the G-protein level, other steps of the pathway may likewise regu-
late the graded-to-binary transformation. Poritz et al. (Poritz et al., 2001) demonstrated
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Figure 2.21: Simulation time series of the activated Fus3 molecule number NKpp. A: At
small volumes (0.6 µm3) fluctuations dominate the dynamic, and no periodic behavior is
observable. B: As the volume increase (6 µm3, the fluctuations become less significant
and periodic behavior is starting to emerge. C: At biological realistic volumes (30 µm3)
periodic behavior is clearly observable. D: The results from the rate equation.
using sst2∆ mutants that inhibiting the pathway downstream of the G-protein also con-
verts a graded response to a binary one. In this case, the binary response was long-lived,
existing for several hours. To further investigate pathway activation and attenuation, we
performed single cell fluorescence measurements on sst2∆, WT, and 2XSst2 strains. The
WT and 2XSst2 cells were both found to respond with a transient binary response with
all the cells becoming activated within 2 hours. The sst2∆ strain, in contrast, showed
a graded response. These new findings coupled with our previous work and the results
of Poritz et al. led us to investigate the regulation of the protein kinase Fus3 as a po-
tential mediator of the graded to binary response. We focused on Fus3 because previous
theoretical results of Markevich et al. (Markevich et al., 2004) demonstrated that a dis-
tributive kinetic mechanism for the dual phosphorylation of protein kinases is sufficient
to generate bistability. Our stochastic modeling revealed that this mechanism, applied
to Fus3 regulation, can account for all the experimental observations outlined above. To
43
N K
pp
0 2 4 6 8
50
40
30
20
10
0 0 20 40 60
250
200
150
100
50
0
N K
pp
NKKT
0 200 400 600
2000
1500
1000
500
0 0 200 400 6000
500
1000
1500
2000
NKKT
� �
� �
Figure 2.22: A - C: The corresponding steady-state distribution for the activated Fus3
molecule number NKpp and total Ste7 molecule number NKKT for cases shown in Fig.
2.21. In these figures red corresponds to regions where the system spends large amounts
of time and blue regions are visited infrequently. D: Plot of NKpp versus NKKT computed
from the rate equations.
test the validity of the model, we genetically perturbed the expression of proteins that
normally regulate Fus3. As predicted by the model, increasing expression of Msg5, a
negative regulator of the pathway, counteracted the positive effects of deleting Sst2 and
restored the binary response. Conversely, to counteract the increased negative effects of
Sst2 in the 2XSst2 strain, we engineered cells to overexpress Ste7. In full agreement with
model predictions, this had the effect of removing the time delay in Sst2 induction.
Our computational and experimental analysis suggests that Fus3 regulation is respon-
sible for the graded to binary conversion in the yeast pheromone response. However, the
possibility that this conversion takes place down stream of Fus3 can not be ruled out.
For example, Blake et al. (Blake et al., 2003) used a stochastic model of transcription
initiation to show that pulsatile mRNA production, through reinitiation of transcription,
could account for the binary transcriptional response observed for the yeast GAL1 pro-
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moter. However, our ability to predict the results of perturbing the proteins that regulate
Fus3 provides strong evidence that this portion of the pathway mediates the graded to
binary conversion in the pheromone response pathway.
Protein kinase cascades are a reoccurring feature of signal transduction pathways and
found in all eukaryotic cells. For this reason, many recent theoretical investigations have
focused on understanding their behavior (Markevich et al., 2004; Heinrich et al., 2002;
Huang and Ferrell, 1996; Shvartsman et al., 2002; Bhalla et al., 2002; Kholodenko, 2000;
Lewis et al., 1998; Yang et al., 2004). Protein kinase cascades have been shown to ex-
hibit ultrasensitivity (Huang and Ferrell, 1996) and to lead to bistability and sustained
oscillations of concentration levels in the presence of feedback regulation (Bhalla et al.,
2002; Kholodenko, 2000; Yang et al., 2004). Here we have demonstrated that a MAPK
cascade can generate sustained oscillations in the absence of feedback regulation. This
result builds on the work of Markevich et al.(Markevich et al., 2004), who demonstrated
that multisite phosphorylation in protein kinase cascades is sufficient to generate bista-
bility. We have also shown that the periodic behavior occurs when protein synthesis and
degradation are included in the model of MAPK regulation. Thus protein turnover can
profoundly influence the response of a signaling pathway and may provide an important
regulatory mechanism. In our model, protein degradation acts as a negative feedback on
a bistable system and produces periodic behavior through hysteresis oscillations. The
oscillations occur when chemical modifications such as dimerization and phosphorylation
protect enzymes against degradation. The period of the oscillations is determined mainly
by the protein degradation rate. Taken together, these findings highlight the importance
of considering protein stability and degradation in generating models of biological pro-
cesses.
One measure of our understanding of biological systems is our ability to predict their
behavior in detail. Intracellular signaling pathways are highly nonlinear and often regu-
lated by multiple feedback loops. Additionally, these networks are subject to stochastic
fluctuations that arise from the random nature of biochemical reactions. These features
make predicting a pathway’s response to an external stimulus difficult, if not impossible,
without the aide of mathematical modeling. Our stochastic modeling of the biochemical
steps that regulate the MAPK Fus3 revealed that very small changes in the abundance of
the MAPKK Ste7 have a significant effect on pathway activation. Such a high sensitivity
to Ste7 levels might underlie the cell’s ability to convert a small external signal into a
strongly amplified response. Any computational model necessarily includes biological
assumptions and mathematical simplifications. For example, many models of signaling
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pathways ignore protein synthesis and degradation. However, our analysis reveals that
including protein turnover lead to sustained oscillations in protein concentrations. We
are currently investigating if the oscillations have biological significance. This example il-
lustrates that mathematical simplifications must be experimentally justifiable, but when
combined with experimental analysis mathematical modeling provides a powerful tool
for understanding the complex behavior of signaling pathways.
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Chapter 3
Bottom-up Approach to Gene
Regulation
3.1 Background
Recent advances in experimental techniques have set the stage for a modular description
of the regulatory processes involved in basic cellular function. The implications of the un-
derlying logic of genetic networks are difficult to deduce through experimental techniques
alone, and successful approached will, in many cases, involve the union of new experi-
ments and computational modeling techniques. The ability to construct synthetic gene
networks enables detailed experimental investigations of deliberately simplified systems
that can be compared to quantitative models.(Elowitz and Leibler, 2000; Gardner et al.,
2000; Becskei and Serrano, 2000; Becskei et al., 2001; Elowitz et al., 2002; Ozbudak et al.,
2002; Rosenfeld et al., 2002; Isaacs et al., 2003; Rosenfeld et al., 2005; Guet et al., 2002;
Blake et al., 2003; Atkinson et al., 2003; Basu et al., 2004; You et al., 2004; Kramer, 2004;
Kobayashi, 2004; Fung et al., 2005; Hooshangi et al., 2005; Pedraza and van Oudenaar-
den, 2005; Rosenfeld et al., 2005; Isalan et al., 2005) If simple, well-characterized modules
can be coupled together into more complex networks whose behavior is then predictable
from that of the individual components, we may begin to build an understanding of cellu-
lar regulatory processes from the bottom up. In this study, we engineered a promoter to
allow simultaneous repression and activation of gene expression in Escherichia coli, and
studied its behavior, in synthetic gene networks, under increasingly complex conditions:
unregulated, repressed, activated, and simultaneously repressed and activated. Using
a deliberately simplified genetic regulatory network incorporating a novel promoter, we
study two issues: the extent to which variability in gene expression may be captured by
the fluctuations arising in simple chemical kinetic models; and the ability of these mod-
els to predict the behavior of complete systems by combining information from simpler
subsystems. The experimental setup allows us to vary the complexity of the system,
exploring unregulated (constitutive) production of a reporter protein, regulation only
through repression of activation, and combined activation and repression.
3.2 Model description
We engineered the novel OROlac promoter in Escherichia coli as a tool for systematically
investigating the interactive effects of positive and negative transcriptional regulation.
The basis for the engineered promoter is the PRM promoter of bacteriophage λ. In
the native promoter, the operator sites OR1 and OR2 cooperatively bind the lambda
repressor protein, CI, which in turn acts as a transcriptional activator by recruiting RNA
polymerase (Ptashne, 1992). In the engineered OROlac promoter, the third operator
site of the native PRM promoter, OR3, was mutated to significantly reduce CI binding,
thereby removing the repressive function of this site. A Lac operator, which can bind the
repressor protein LacI (Jacob and Monod, 1961), was placed upstream of OR1, causing
steric competition between the activator and the repressor. The result is a promoter that
can be repressed by LacI, activated by CI, and enables the combined effects of repression
and activation to be investigated when the CI activator and the LacI repressor are both
present.
We inserted the OROlac promoter in a high copy plasmid that lacked the cI activator
and lacI repressor genes to create an unregulated system (Fig. 3.1a), to establish the
promoter’s basal properties. The GFP gene was placed under the control of the OROlac
promoter as a readout for transcriptional induction. A repressor-only system was con-
structed by adding a strongly constitutively-expressed lacI gene, under the control of
the PLtetO1 promoter, to the unregulated system (Fig. 3.1b). The LacI protein binds
to the Lac operator as a tetramer, which reduces the binding of the RNA polymerase,
and may sterically hinder the binding of CI to its operator site. When isopropyl-β-D-
thiogalactopyranoside (IPTG) is added to the media, it binds to the LacI tetramer and
weakens binding of the LacI protein to the Olac operator site (Fickert and Mller-Hill,
1992). This allowed us to tune the degree of OROlac repression. An activator-only sys-
tem was constructed by adding the cI gene under the control of the pBAD promoter,
which is activated by arabinose (Fig. 3.1c). The CI protein forms a dimer that binds se-
quentially and cooperatively, to the OR1 and OR2 sites of the OROlac promoter. Finally,
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Figure 3.1: Schematic designs of unregulated, repressor only, activator-only and
repressor-activator systems on high-copy plasmids. a, The unregulated system with
the engineered OROlac promoter controlling the reporter GFP. The white boxes in the
OROlac promoter represent the operator sites at which CI and LacI proteins bind. The
red ”X” at OR3 represents the point mutation which reduces CI binding at that oper-
ator site. b, The repressor-only system consists of the PLtetO1 constitutive promoter
controlling lacI and the OROlac promoter controlling GFP. c, The activator-only system
consists of the pBAD promoter controlling cI and the OROlac promoter controlling GFP.
d, The repressor-activator system represents a combination of the repressor-only and
activator-only systems.
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both repression and activation, as implemented in the individual modules above, were
placed together on one plasmid, to create a repressor-activator system (Fig. 3.1d). A
mathematical model was developed to account for the in vivo behaviour of this modular
system.
3.3 Computational methods
3.3.1 Equilibrium modeling of the engineered promoter
3.3.1.1 Promoter states
The engineered OROlac promoter has three sites to which transcription factors can bind.
The first site binds the LacI repressor and the other two bind the CI activator. In general,
there are 8 possible chemical states of the promoter (23). However, we reduce this number
to 6 by assuming that CI binding is ordered (see Fig. 3.2). If the chemical kinetics of the
transcription factors binding to and releasing from the DNA are fast compared with the
time scales of synthesis and degradation of mRNA and protein and the cell division time,
then we can assume the promoter is in quasi-equilibrium. Let pi denote the probability
of the promoter being in state Si as in Fig. 3.2. Equilibrium requires that
pj
pi
=
kij
kji
= Kij,
where j > i and kij is the transition rate from Si to Sj. Note that the Kij’s are related
to the equilibrium constants Keqij through the relationship Kij = K
eq
ij [P ], where [P ] is the
concentration of either LacI or CI depending on the reaction under consideration.
These relations, plus the constraint that the sum of the probabilities must equal 1,
lead to the following expressions for the equilibrium probabilities:
p1 =
1
1 +K12 +K13 +K12K24 +K13K35 +K12K24K46
(3.1)
p2 = K12p1 (3.2)
p3 = K13p1 (3.3)
p4 = K12K24p1 (3.4)
p5 = K13K35p1 (3.5)
p6 = K12K24K46p1 (3.6)
Thermodynamic equilibrium places two constraints on the Kij’s (and therefore the equi-
librium constants). These are:
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Figure 3.2: The six possible binding states, used in the probabilistic modeling, of the
operator sites for the engineered OROlac promoter. The white circles represent unbound
sites, while the grey circles represent sites bound by the appropriate protein, CI or LacI.
The equilibrium constants (K12 − K56) for transitions between each binding state are
included.
K12K25
K13K35
= 1 (3.7)
K24K46
K25K56
= 1 (3.8)
The values of the parameters K13, K25 and K46 depend on the IPTG concentration,
and the values of the parameters K12, K24, K35, and K56 depend on the arabinose
concentration (see Supplemental Material for details). For the repressor-only system,
K12 = K24 = K35 = K56 = 0, and for the activator-only system, K13 = K25 = K46 = 0.
We measure all mRNA synthesis rates relative to the unregulated system. Therefore, the
average synthesis rate is given by γm = p1+g2p2+g3p3+g4p4+g5p5+g6p6, where the gi’s
are the relative mRNA synthesis rates in the respective chemical state of the promoter.
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3.3.1.2 Repressor-only system
For the repressor-only system the CI concentration is zero. We first consider the case
where there is no IPTG. The probability that the promoter is empty is given by
p1 =
1
1 +Keq13[T ]
(3.9)
where [T ] is the LacI tetramer concentration and Keq13 is the equilibrium constant for the
LacI tetramer to bind to the Olac operator in the absence of IPTG. The equilibrium
constant Keq13 and the constant K13 from Section 3.3.1.1 through the relationship K13 =
Keq13[T ].
Next we look at the case where IPTG has been added to the system. Let [I] denote
the IPTG concentration, and let [T ]T = [T ] + [TI] denote the total concentration of the
LacI tetramer. At equilibrium, [TI] = [T ][I]/KdTI , where K
d
TI is the dissociation constant
(the reciprocal of the equilibrium constant). Therefore, the fraction of tetramer without
IPTG bound is
f =
[T ]
[T ]T
=
KdTI
KdTI + [I]
(3.10)
We assume that IPTG increases the rate at which the LacI tetramer dissociates from the
promoter. The off rate k31 is then given by
k31 = k
′
31[f + (1− f)α] = k′31
KdTI + α[I]
KdTI + [I]
(3.11)
where k′31 is the off rate in the absence of IPTG and α > 1 is the ratio of the off rate
with IPTG to the off rate without IPTG. Therefore,
K13 =
k13
k31
=
k13
k′31
(KdTI + [I])
(KdTI + α[I])
= Keq13
(KdTI + [I])
(KdTI + α[I])
[T ] (3.12)
When CI is present, the functional dependence of K25 and K46 on IPTG is similar to
that of K13, except K
eq
13 is replaced by K
eq
25 and K
eq
46, respectively, to take into account
the different number of CI dimers bound to the promoter (see Fig. 3.2) .
3.3.1.3 Activator-only system
We made the simple assumption that the CI dimer concentration [CI2] depends linearly
on the arabinose concentration [A]. That is,
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[CI2] = [CI2]0 + s[A] (3.13)
where the parameters [CI2]0 and s are determined from fitting the data. We also tried
Michaelis-Menten and higher-order forms for the CI2 dependence on arabinose. However,
these did not produce a significantly better fit. We assume that the CI2 concentration
affects the rate at which CI2 binds to the promoter in the following way
k12 = k
′
12[CI2] = k
′
12([CI2]0 + s[A]) (3.14)
which leads to
K12 =
k12
k21
=
k′12
k21
([CI2]0 + s[A]) = K
eq
12([CI2]0 + s[A]) (3.15)
The parameters K24, K35, and K56 were treated in a similar way using the same [CI2]0
and s.
3.3.2 Fitting the data
We used the expressions derived above along with the expressions in Section 3.3.1 to fit
the data for the mean fluorescence for the repressor-only, activator-only and repressor-
activator system experiments. The model parameters were estimated using Matlab’s
least squares fitting routine lsqcurvefit.m, which solves non-linear least square problems
using a gradient-based optimization algorithm. Because lsqcurvefit.m uses a local opti-
mization method, we randomly generated 2000 initial guesses for the model parameters
to initialize the routine within a biologically reasonable regime of parameter space. The
best parameter set was chosen from those 2000 runs. All the fits were based on data
normalized to the mean GFP expression level of the unregulated system. Details will be
discussed in Section 3.4.1
3.3.3 Stochastic modeling
All stochastic modeling was done using BioNetS (Adalsteinsson et al., 2004). The maxi-
mal cell volume was assumed to be 1µm3 (Kubitschek and Friske, 1986). The concentra-
tions of LacI tetramer and CI dimer were assumed to be at steady state. In the systems
without feedback, we did not include fluctuations in these concentrations due to effects
such as synthesis, degradation and multimerization, because investigations into these
sources of fluctuations revealed that they produced very minor effects in the distribution
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of the GFP reporter. Fitting the mean fluorescence data provides the ratio kij/kji for
the reactions that change the state of the promoter. Therefore, for each reaction in the
stochastic model there was one free parameter. However, as the values of the kij’s become
large, these rates have less of an effect on the distributions, because the fluctuations be-
come self-averaging. In fitting the distributions, it was found that the system is indeed in
a regime where fluctuations due to transitions in the state of promoter have little effect.
The explicit forms of the kij used in the simulations are as follows. For reactions that
involve LacI
kji = k
′
ji
(KTI + α[I])
KTI + [I]
(3.16)
kij = K
eq
ij k
′
ji[T ] (3.17)
where j > i. For the reactions involving CI
kij = K
eq
ij k
′
ji[CI2] = K
eq
ij k
′
ji([CI2]0 + s[A]) (3.18)
kji = k
′
ji (3.19)
In addition to the reactions given in the main text, the model consists of the following
reactions
φ
gi∗γ

δm
mRNA (3.20)
φ
γg∗mRNA

δg
G (3.21)
V
kv→ V + V (3.22)
Equation 3.20 models the synthesis and degradation of mRNA, where γ is the constitu-
tive synthesis rate and δm is the degradation rate constant. Equation 3.21 models the
synthesis and degradation of GFP, where γg is the synthesis rate constant and δg is the
degradation rate constant. Each mRNA can generate multiple proteins per cell cycle (we
assume a rate of ten proteins per cycle and set γg = 10 (Lewin, 2000)). Eighty percent of
mRNA half-lives are in the range of 3 to 8 minutes (Bernstein et al., 2002), and we take
δm = 3.5, corresponding in our time-scaled units to a half-life of approximately 6 minutes.
The constitutive mRNA synthesis rate is γ = 0.5, which produces an average rate of 1.4
proteins per plasmid copy per cell cycle, and gi’s are the relative mRNA synthesis rates
for the various states of the promoter. The GFP degradation rate δg is taken to be zero,
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so that the GFP concentration is maintained by cell division. All parameter values used
in the stochastic simulations are listed in Table B.1, B.2, B.3.
Equation 3.22 models cell growth. This reaction leads to an average exponential
growth of the random variable V , which is the scaled volume of the cell. The cell divides
when V reaches the value Vmax, a threshold set as a constant parameter in the model.
At this point, V is halved and the mRNA and GFP abundances are divided based on
a binomial distribution (Rosenfeld et al., 2005). Rate constants for transcription fac-
tor binding should scale inversely with the cell volume; however, including this effect
did not significantly alter the fluctuations in the GFP levels. We assume exponential
growth of the cell volume, and scale all times and related rates by the cell division time
of 20 minutes. In this case kv = ln 2 and the average volume obeys v(t) = exp(tln2).
The stochastic simulation of the repressor-activator system with positive feedback re-
quires that the synthesis, degradation and multimerization of CI are explicitly taken into
account in the stochastic model (see Section 3.3.6).
3.3.4 The average mRNA and GFP numbers
Protein and mRNA levels are maintained through degradation and cell division. In this
section, we derive expressions for the average mRNA and GFP numbers. Let m¯(t) denote
the mean number of mRNA’s at time t. Between cell divisions, the equation that governs
m¯(t) is
dm¯
dt
= γm − δmm¯ (3.23)
The solution to the above equation is
m¯(t) = m¯0e
−δmt +
γm
δm
(1− e−δmt) (3.24)
The cell divides at t = 1. At this point m¯ is halved. Let m¯n denote the average mRNA
number immediately after cell division, Then m¯n satisfies the following difference equation
m¯n+1 =
1
2
(m¯ne
−δm +
γm
δm
(1− e−δm) (3.25)
Solving this equation for the fixed point m¯∗ produces
m¯∗ =
γm
δm
(
1− e−δm
2− e−δm ) (3.26)
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Using this expression for m¯0 in the equation for m¯(t) and averaging over 1 cell cycle
produces
< m¯ >=
γm − m¯∗
δm
(3.27)
where the brackets are used to denote time averaging. If γm = 10 and δm = 3.5 then
with one plasmid we have < m¯ >= 2.5. With an average of 50 plasmids, < m¯ >= 125.
Let g¯(t) denote the mean GFP number at time t. The equation that governs g¯(t) is
dg¯
dt
= γ¯gm¯− δ¯gg¯ (3.28)
where γ¯g is the average production rate and depends on the system under consideration.
The solution to this equation is
g¯(t) = g0e
−δgt + γ¯g
δmγm(e
−δgt − 1) + δg(γm(1− e−δmt) + δmm0(e−δmt − e−δgt))
δgδm(δg − δm) (3.29)
Using the same reasoning as above for the mRNA level, we find
g0 = γ¯g
δmγm(e
−δg − 1) + δg(γm(1− e−δm) + δmm0(e−δm − e−δg))
δgδm(δg − δm)(2− e−δg) (3.30)
Using this expression in the equation for g¯(t) and averaging over one period we have,
< g¯ >= g0A2 + γ¯g
δmγm(A2 − 1) + δg(γm(1− A1) + δmm0(A1 − A2))
δgδm(δg − δm) (3.31)
where A1 =
1−eδg
δg
and A2 =
1−eδm
δM
. The limit δg goes to zero yields
lim
δg→0
< g¯ >=
γgγ¯m
δ3m
1− eδm + 3δ2m
2
(1− 2eδm)− δm(1− 2eδm)
1− 2eδm (3.32)
The formulas derived above for the average protein and mRNA levels can be used to
determine the degradation rates that maintain the same average expression levels in the
non-dividing case.
3.3.5 Plasmid copy fluctuations
Plasmids that exist in large copy numbers are not tightly regulated (Paulsson and Ehren-
berg, 2001). Therefore, intercellular copy number variability is large. We assumed that
the plasmid copy number is gamma distributed. The gamma distribution is determined
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by two parameters, α (shape parameter) and β (scale parameter), where the mean of
the distribution is αβ and the variance is αβ2. We chose a gamma distribution for the
plasmid copy number because it only allows non-negative values and its shape can be
symmetric or highly skewed depending on the values of α and β. We assumed the mean
αβ = 50. We then adjusted the variance αβ2 so that the in vivo experimental model
matched the data for the activator-only system. The resulting values of α and β were
then used in the simulations for the repressor-only system, the repressor-activator sys-
tem, and the repressor-activator system with positive feedback. For the low plasmid copy
number cases (Lutz and Bujard, 1997), the plasmid copy number was fixed at 3. For
the non-dividing cells with high copy plasmids, the stochastic simulations were run 1000
times with the plasmid copy number chosen at random from the gamma distribution
determined from the activator-only system.
3.3.6 Repressor-activator system with positive feedback
Because the positive feedback couples the state of the promoter to the expression of CI,
we need to explicitly consider the molecular abundance of CI in the models with feedback.
For consistency, we also track the molecular abundance of LacI. Therefore, the compu-
tational models were extended to included the following reactions for the transcription,
translation and multimerization of CI and LacI
φ
pCI


dCI
mRNACI (3.33)
φ
ρ


dCI
mRNACI (3.34)
φ
pLacI


dLacI
mRNALacI (3.35)
φ
γCI∗mRNACI

δCI
CI (3.36)
φ
γLacI∗mRNALacI

δLacI
LacI (3.37)
CI + CI
kf


kb
CI2 (3.38)
LacI + LacI
kf2


kb2
LacI2 (3.39)
LacI2 + LacI2
kf3


kb3
LacI4 (3.40)
(3.41)
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The first two reactions above represent the synthesis of CI transcripts from the pBAD
and OROLac promoters, respectively. The third reaction is for the synthesis of LacI
transcripts from the pLtetO1 promoter. The mRNA degradation rates dCI and dLacI
were assumed to be identical to the degradation rate for GFP mRNA. To be consistent
with the models without feedback, the mRNA synthesis rate pCI was taken to depend
linearly on the arabinose level (see Table B.3). The fourth and fifth reactions represent
the synthesis of CI and LacI, respectively. The protein synthesis rates were chosen so
that the average constitutive expression levels of CI and LacI were identical with the
deterministic model. The last three reactions listed above are multimerization events.
3.3.6.1 Extension of the deterministic model
In Section 3.3.1.1, it was shown that in the absence of feedback the average synthesis
rate of GFP is given by
γm = p1 + g2p2 + g3p3 + g4p4 + g5p5 + g6p6 (3.42)
where the probabilities of the promoter states pi depend on the concentration of the CI
dimers [CI2]. When positive feedback is included in the system, the form γm is the same,
however the CI dimer concentration now depends on γm through the relation
[CI2] = [CI2]0 + s[A] + ργ
2
m (3.43)
The lumped parameter ρ in the above expression is defined in terms of the rate constant
as
ρ = (
aγCI
dCIδCI
)2
kf
kb
(3.44)
where the parameter a is the ratio of the transcriptional efficiency for CI and GFP. This
means that the pi’s are functions of γm. he resulting nonlinear equation for γm was solved
numerically, and the free parameter ρ was tuned by eye until a good match between the
experimental results and model output was achieved for all three positive feedback cases
(See Section 3.4). This value of ρ was used to constrain the parameters used in the
stochastic model. Note that for simplicity the expression for ρ given above assume that
the cells are not dividing and, therefore, at steady state the CI concentration remains
finite because of protein degradation characterized by the rate δCI . In the model, the
actual value of δCI is zero and the protein level is maintained entirely by cell division. In
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Section 3.3.4, we provide formulae for the steady-state mRNA and protein levels for this
case.
3.3.6.2 Extension of the stochastic model
The protein synthesis rates were chosen so that the average constitutive expression levels
of CI and LacI were identical with the deterministic model. The dimerization dissociation
constant for LacI (Chen and Matthews, 1994; Hsieh and Brenowitz, 1997) was taken to be
100 × 10−9M and a tetramerization dissociation constant (Fickert and Mller-Hill, 1992;
Royer et al., 1990) as 10 × 10−9M. The literature does not provide The dimerization
dissociation constant for CI association constant. Therefore, we choose it to be the same
as LacI dimerization association constant. The forward and backward rate constants
for multimerization, kfi and kbi, respectively, are related to the dissociation constant
Kdi through the relationship kbi/kfi = K
d
i V NA, where NA is Avogadro’s number and V
is the cell volume. If we assume a cell volume of 1µm3 = 1 × 10−15 liters, then V NA
is approximately 6 × 108 liters, which means the ratio of the forward to backward rate
constants for dimerization is approximately 60 and for the LacI tetramerization this ratio
is approximately 6. For simplicity in the stochastic simulation, we took these ratios to be
100 and 10, respectively. The model is relatively insensitive to their precise values. using
these ratios in the stochastic simulations produced roughly 4 times as many CI dimers as
monomers and roughly 3 times as many LacI tetramers as monomers. It is consistent with
previous experimental results. The parameter values used in the stochastic simulations
are listed in Table B.1 - B.3.
3.4 Results
3.4.1 Deterministic model fitting
3.4.1.1 Parameter estimation and data fitting
As described in Section 3.3.2, we randomly generated 2000 initial guesses for the model
parameters to initialize the routine lsqcurvefit.m. Experimental results (Meyer and
Ptashne, 1980) indicate that K24 ≈ 2K12. Therefore, for these 2000 fits, we selected
the ones in which K24/K12 < 5 and the sum of squared errors was less than 0.5. These
criteria produced 1301 candidate sets for the parameter values.
Histograms of the parameter values and the sum of square residuals are given in
Fig. 3.3. As can be seen, most of the parameters are well constrained by the data
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Figure 3.3: Histograms of the model parameter values obtained from fitting the data
using random initial guesses. The x-axis represents the value of the parameter while he
y-axis represents the count for each parameter value produced by the fit
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and all the parameter sets give approximately the same fit to the data. The parameter
values s and [CI2]0 show the most variability. This is not too surprising, because these
two parameters are related to the induction of CI by arabinoise and our preliminary
investigations indicated that the model’s behavior did not sensitively depend on the shape
of the induction curve. The parameter α also shows a considerable amount of variability.
This parameter is the ratio of the LacI-IPTG/DNA and LacI/DNA dissociation rates.
Therefore, when α becomes sufficiently large, it no longer affects the behavior of the
model, because in this limit, LacI tetramers with IPTG bound instantaneously dissociate
from DNA. This effect is illustrated in Fig. 3.4, which shows scatter plots of α with the
production rate in the repressed State 3(g3) and the LacI tetramer concentration (T0).
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Figure 3.4: Scatter plots of the parameters α with the parameters g3 and T0
As can be seen, at the smaller values of α, g3 and T0 are positively correlated with α,
whereas at larger values the correlation is lost. This justifies using an upper bound of
500 for α, which is well beyond the region where the model’s output depends on this
parameter.
Unexpectedly, the production rate g5 of promoter State 5 (one bound CI activator
protein and one bound LacI repressor protein) is larger than the production rate g2
from promoter State 2 (one bound CI protein). Experimental data (Meyer and Ptashne,
1980) have shown that CI bound to OR1 but not OR2 has no activation effect on the OR
promoter, which is consistent with our fitted parameter g2. As can be seen in Fig. 3.3,
g2 is almost equal to 1, which means at promoter State 2 (one CI bound), the expression
of GFP is almost the same as promoter State 1 (no CI bound). As this is an engineered
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promoter with OLac added upstream of the OR region, and because g5 > g2 for all sets
of parameter values found from the curve fitting ( See Fig. 3.3), we think this is a real
prediction of the model. Also, note that we placed a lower bound of 1 on the production
rate g2. Without this constraint, this parameter consistently drifted to zero producing
only slightly better fits to the data. Experimental results (Meyer and Ptashne, 1980)
indicate that CI bound to OR1 produces similar expression levels as the empty promoter.
Therefore we felt the results of g2 going to zero was artificial and used a lower bound of 1
in the fitting routine. The parameter values that produced the best fit are listed in Table
B.1. Also listed in Table B.1 are the standard deviations computed from the histograms
in Fig. 3.3.
One of the optimal parameter sets was used as the input for the deterministic model
to compute the model fitting of the experimental results. The experimental data of
fluorescence measurements were taken via flow cytometry. As can be seen in Fig. 3.5,
the model fits the experimental average very well for each of the three different systems:
Repressor-only system, Activator-only system and Repressor-activator system. Also note
that for Repressor-only system, the normalized GFP fluorescence is about 0.3 when there
is no IPTG (See Fig. 3.5a). The normalized GFP fluorescence for unregulated system
(Fig. 3.1a) is 1. This indicates that LacI can indeed repress the expression of the genes
downstream of OROLac even though OLac promoter is put upper stream of OR promoter.
Similarly, as can be seen in Fig. 3.5c, Activator-only system is capable of increase the
expression level of GFP. Hence it is verified that the engineered OROLac promoter have
the desired property of repressing/promoting expression of GFP in response to different
inducer concentrations and their combinations.
3.4.1.2 Robustness of model predictions
To investigate how robust the model predictions are to changes in the parameter values,
we selected 10 parameter sets from the distribution shown in Fig. 3.3 and used them to
fit the experimental results in Fig. 3.5. The results are shown in Fig.3.6.
As can be seen, these parameter values produce almost identical results providing
evidence for the robustness of the system to moderate changes in the parameter values.
Also note the data in Fig. 3.6 b,d are the same as data in Fig. 3.5 c,e. Fig. 3.6 b,c,d
use log scale of the x-axis for the ease of inspection of data at lower concentrations of
arabinose.
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Figure 3.5: Average experimental results and model fitting: a,b, Repressor-only system
results and schematic design:GFP expression represented as normalized fluorescence ver-
sus IPTG level; red circles are experimental data the the blue lines are the results of
the deterministic model. c,d, Activator-only system results and schematic design: nor-
malized fluorescence versus arabinose level. e,f, Repressor-activator system results and
schematic design: normalized fluorescence versus arabinose level with 10mM IPTG.
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Figure 3.6: Plots of deterministic fittings (blue lines) with 10 different parameter value
sets compared to experimental data (red circles) to show how robust the fitted model is
to these parameter changes. a, The Repressor-only system with 10 different parameter
value sets at different level of IPTG inducer. b, The Activator-only system with 10
different parameter value sets at different levels of arabinose inducer. c, The Repressor-
activator system with 10 different parameter value sets at different levels of arabinose
inducer. d, The Repressor-activator system with 10 different parameter sets at different
levels of arabinose inducer with 10 mM IPTG in each case.
3.4.2 Stochastic simulation and verification
The deterministic model was then extended to include stochastic effects (Kepler and
Elston, 2001) (See Section 3.3.3). Preliminary investigations with the stochastic model
revealed that fluctuations in the concentrations of transcription factors have very minor
effects on the variability in the expression levels of the GFP reporter protein. Therefore,
synthesis, degradation, and multimerization of CI and LacI were not included in our base-
line model. All stochastic modeling was carried out using the BioNetS software (Adal-
steinsson et al., 2004), which employs a highly optimized version of the Gillespie Monte
Carlo algorithm (Gillespie, 1977). To create the distributions of the GFP reporter pro-
tein, synthesis and degradation of GFP mRNA and protein were tracked explicitly. To
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include cell growth and division in the model, the cell volume was treated as a random
variable that undergoes exponential growth (Adalsteinsson et al., 2004) with a mean
doubling time of 20 minutes as observed in the experimental system. At cell division,
the volume is halved and the mRNA and GFP molecules are divided between daughter
cells based on a binomial distribution (Rosenfeld et al., 2005). Rate constants for tran-
scription factor binding should scale inversely with the cell volume; however, including
this effect did not significantly alter the fluctuations in the GFP levels.
Stochastic modeling established that a significant amount of variation in GFP levels
stems from fluctuations in plasmid copy number. Because the plasmid used in our ex-
perimental system has a high copy ColE1 origin of replication, intercellular copy number
variability can be large (Paulsson and Ehrenberg, 2001). Rather than model the complex
copy number control system explicitly, we assumed a gamma distribution at the time of
cell division (See Section 3.3.3). The mean was assumed to be 50 plasmid copies per
cell (Lutz and Bujard, 1997). The variance was adjusted so that the model accurately
captures the fluctuations observed in the activator-only system, and then kept at this
value when the repressor-only and repressor-activator systems were considered.
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Figure 3.7: Histograms of the unregulated system and schematic design: a, schematic
design of unregulated system. b, experimental data (red) and stochastic model data
(blue). The x-axis represents arbitrary fluorescence units from flow cytometry, and the
y axis represents the frequency of cells producing the corresponding fluorescence level
Comparison of the experimental results and the stochastic simulation for unregulated
system and three regulated systems in Fig. 3.7 and 3.8 a,c,e show that the model can
accurately capture the in vivo behavior of the systems.
The coefficient of variation (CVs) of the three regulated systems are shown in Fig. 3.8
b,d,f . As can be seen, the stochastic model slightly underestimate the experimentally
observed variability. This discrepancy of approximately 0.1 in CV for each system is
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Figure 3.8: Stochastic simulation of regulated systems: a, Histograms of normalized
cell counts versus arbitrary fluorescence units, of experimental data (red) and stochastic
model data (blue) for the Repressor-only system. The solid lines in the histograms are
the results for no inducer (IPTG in this case) and the dashed lines are the results for the
highest level of IPTG. b, CV versus IPTG level for Repressor-only system: experimental
data (red) and stochastic model data (blue). c, Histograms (as above), showing results for
no inducer (solid lines) and the highest level of arabinose (dashed lines) for the Activator-
only system. d, CV versus arabinose level for Activator-only system (as above). e,
Histograms (as above), showing results for no arabinose (solid lines) and the highest level
of arabinose (dashed lines), with 10 nM IPTG in each case for the Repressor-activator
system. f, CV versus arabinose level for Repressor-activator system (as above) with 10
nM IPTG for each case.
66
largely due to the model’s in ability to capture the long tails that extend into high
fluorescence levels in the experimental flow cytometry histograms, and indicates that
our relatively simple model does not account for all sources of variability. For example,
while the model include extrinsic noise (Elowitz et al., 2002) that arise from cell growth
and division and fluctuations in plasmid copy number, it does not account for cell-to-cell
variability in the transcriptional and translational machinery.
An important test for any mathematical model is its ability to motivate and predict
the outcome of novel experiments. We designed and conducted several new experiments
on the basis of the model’s predictions. First, the stochastic model results revealed that
a large amount of the variability in GFP levels is attributable to fluctuations in the
plasmid copy number. To test this prediction, we placed the repressor-activator system
on a low copy plasmid that is tightly regulated, maintaining 3-4 copies of the plasmid per
cell (Lutz and Bujard, 1997). Experiments were then conducted using both arabinose
and IPTG as an inducer, and as expected, the cells with the low copy number showed
reduced expression levels in each case.
In the stochastic model, the plasmid copy number was fixed at three, and the con-
centration of LacI was proportionally reduced to reflect this change. But experimental
investigations into the Repressor-activator system using a low copy plasmid revealed a
limiting factor in the production of CI protein. This can be seen by comparing the
dose-response curves for the high and low copy cases shown in Fig. 3.9.
In this figure, the maximal mean fluorescence value of both curves have been nor-
malized to 1. With this scaling, the curves lie on top of each other indicating a limiting
step in CI production. For this reason, the functional relationship between arabinose
level and CI concentration was taken to be the same in the low copy case as in the
high copy case, to match our experimental observation that reducing the plasmid copy
number did not affect the shape of the system’s arabinose response curve. No additional
changes were made to the model. As seen in Fig. 3.10, the experimental distributions
for GFP expression levels closely match those predicted by the model, indicating that
the model accurately captures fluctuations in expression levels that are attributable to
varying plasmid copy number.
The inset of Fig. 3.10 b and d show a comparison of the CVs for the experimental
and model results. The model accurately predicts the behavior of the CV for the low-
copy case, taking into account the 0.1 discrepancy discussed above. Also as can be seen
in histograms in both Fig. 3.8 and 3.10, the model predictions always shift a little bit
towards the left but the mean behavior of experimental results and model prediction are
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Figure 3.9: Comparison of the dose-response curves for the Repressor-activator system
with both high copy and low copy plasmids. The maximal mean fluorescence value of
both curves have been normalized to 1, which reveals that the shape of the dose-response
curve is the same for the high and low copy cases, indicating that there is a limiting
step in the CI production induced by arabinose. The red stars represent the Repressor-
activator system on a high copy plasmid with IPTG induction. The blue circles represent
the Repressor-activator system on a low copy plasmid with full IPTG induction.
almost identical (See Fig. 3.5). This is due to the extremely long tails of experimental
histogram that we think are experimental artifacts. To make the mean behavior close
to each other, the model histograms then shift towards the left. At very low inducer
levels, the model predicts a larger CV than is observed experimentally. We attribute
this discrepancy to auto fluorescence in the experimental system. This has the effect
of artificially increasing the mean fluorescence, thereby decreasing the CV. The effect is
only important at low fluorescence levels, where auto fluorescence makes up a significant
portion of the measures mean value.
3.4.3 Positive feedback prediction
To test the model’s predictive power in a more complex system, we added positive feed-
back to the Repressor-activator system. To accomplish this, we expanded the system
so that the cI gene was transcribed polycistronically with GFP under the control of
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Figure 3.10: Histograms of model data (blue lines) and experimental data (red lines) for
the Repressor-activator system on a low-copy plasmid. The x axis represents arbitrary
fluorescence units from flow cytometry, and the y axis represents the frequency of cells
producing the corresponding fluorescence level for a, 1 × 10−6% arabinose, no IPTG.
b, 5 × 10−4% arabinose, no IPTG. c, 50 mM IPTG, no arabinose.d, 50 mM IPTG, no
arabinose. The inset in b shows CV versus arabinose level, and the inset in d shows CV
versus IPTG level; model data (blue lines) and experimental data (red lines)
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the OROlac promoter (Fig. 3.11a). Adding feedback to the stochastic model requires
the explicit inclusion of the CI mRNA and protein molecular abundances and the bio-
chemical processes that affect their levels (synthesis, degradation, multimerization). The
parameters that control these processes were chosen so that in the absence of feedback
the expanded model produced CI protein levels identical to that of the simpler model
(see Section 3.3.6 for details). As can be seen in Fig. 3.11b-d, the agreement between
the behavior predicted by the model and the experimental results is remarkably good,
validating the bottom-up approach to understanding gene regulatory networks.
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Figure 3.11: a, Schematic of the positive feedback construct, where the cI gene is added
to the Repressor-activator system on a high copy plasmid. The cI gene is incorporated,
along with GFP, in a polycistronic region controlled by the engineered OROlac promoter.
Model predictions and experimental results for the Repressor-activator system with posi-
tive feedback: b, Normalized mean (arbitrary fluorescence units) versus arabinose levels,
where the red circles are experimental data and the blue diamonds are model predictions.
c, Normalized mean versus IPTG (mM) levels. d, Normalized mean versus arabinose lev-
els, with 50 mM IPTG in each case.
Comparison of experimental data and their stochastic model predictions and the CVs
are shown in Fig. 3.12. Model predictions match very well with experimental results.
Also they show similar patterns of discrepancy, histograms shifting towards right and
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about 0.1 lower CV, as non-feedback systems. These again can be accounted for by
experimental artifacts and extrinsic sources of noise that are not included in the model.
These consistent small prediction discrepancies verified our model results.
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Figure 3.12: a, Histograms, normalized cell counts versus arbitrary fluorescence units,
of experimental data (red) and model predictions (blue) for 0.0001 % arabinose. b,
CV versus arabinose level, of experimental data (red) and model predictions (blue). c,
Histograms as above for 50 mM IPTG. d, CV versus IPTG level as above. e, Histograms
as above for 0.0001 % and 50 mM IPTG. f, CV versus arabinose level as above for 50
mM IPTG
We also investigate how robust the predictions are to changes in the parameter values,
we selected 10 parameter value sets from the distribution shown in Fig. 3.3 and used
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them to predict the behavior of the positive feedback case. The results are shown in Fig.
3.13.
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Figure 3.13: Plots of simulations (blue lines) with 10 different parameter value sets
compared to experimental data (red circles) to show how robust the predictions of the
Repressor-activator system with positive feedback are to these parameter changes. a,
The Repressor-activator system with feedback when the value of ρ is adjusted for each
parameter set. b, The Repressor-activator system with positive feedback when the same
value of ρ is used for each parameter set.
3.4.4 Noise prediction
3.4.4.1 Plasmid copy number fluctuations and cell division
Having established the model’s ability to accurately predict both the mean response
and fluctuations about the mean (Figs. 3.10, 3.11 and 3.12), we then used the model to
conduct a systematic analysis of how the different sources of noise contribute to the
overall variability. In the model, it was assumed that GFP is stable over the time
scale of the experiment, and, therefore, its expression level is maintained through cell
division. Cell division also limits the total amount of mRNA molecules in the cell. To
investigate how cell division affects variations in expression levels, an artificial protein
degradation rate was included and the mRNA degradation rate was increased, so that
the non-dividing versions of the model produce identical average expression levels as
the cases with cell division (See Section 3.3.5 for detail). Formulae for determining the
appropriate degradation rates are given in the Section 3.3.4.
In order to compare the original repressor-activator model with those in which plasmid
copy number and cell division parameters are adjusted, we looked at the coefficient of
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Figure 3.14: CV versus mean GFP production for model simulations of the Repressor-
activator system in which plasmid copy number and cell growth and division parameters
are altered. The blue line corresponds to results from the model with normal cell growth
and division and varying plasmid copy number. The green line represents results from
the model in which cell growth and division proceed normally and the plasmid copy
number is held constant at 50. The red line corresponds to results from the model in
which cell growth and division are attested and the plasmid copy number is held constant
at 50. The black line represents results for the model in which cell growth and division
are arrested and the plasmid copy number is allowed to fluctuate.
variation (CV; standard deviation/mean) as a function of the mean expression level from
simulations for a variety of conditions (Fig. 3.14). We used simulations varying arabinose
as the inducer, with no IPTG. As can be seen in Fig. 3.14, the model with no cell division
and a fixed plasmid copy number of 50 (red data points) has a substantially lower CV
than the model with normal cell division and plasmid copy number fluctuations (blue data
points). In the case of no cell division and constant plasmid copy number, the variability
in expression levels arises from both mRNA and protein synthesis and degradation events
with very little contribution from fluctuations in the state of the promoter. This finding
establishes that synthesis and degradation events account for slightly less than half of
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the resulting CV. The results for the cases where the plasmid copy number is again
held constant at 50, but the cells are allowed to grow and divide (green data points),
have considerably larger CV values than the model with no cell growth or division and
constant plasmid copy number (red data points). This illustrates the expected result that
cell growth and division contribute significantly to variability in expression levels. When
compared to the case with cell growth and division and varying plasmid copy number
(blue data points), these results reveal that roughly 25% of the CV is still unaccounted
for and therefore attributable to plasmid copy number fluctuations.
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Figure 3.15: Model simulations of the Repressor-activator system with a high copy plas-
mid and 5× 10−6% arabinose. a, Fluorescence level of cells with growth and division. b,
Fluorescence level of cells without growth and division.
Surprisingly, it was found that stochastic simulations without cell growth and division
for cells with high copy plasmids (black data points in Fig. 3.14) produced a larger co-
efficient of variation (CV) in protein expression levels than simulations with cell growth
and division (blue data points in Fig. 3.14). This effect is further illustrated in Fig. 3.15.
In very general terms, this phenomenon can be understood as follows: in a population
of cells with varying plasmid copy number, the intercellular variability increases as ex-
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pression levels increase from new protein synthesis. Cell division not only diminishes the
mean protein level, but also causes the distribution to be more tightly centered about
the mean. This narrowing of the distribution caused by division can outweigh the fluc-
tuations in plasmid copy number for the high-copy system where plasmid copy-number
fluctuations account for a significant portion of the noise, resulting in a reduction in the
variability of expression levels. In contrast, for the low-copy case where plasmid copy
number is tightly controlled, the model predict that cell growth and division should not
reduce noise levels and instead, halting cell growth and division is expected to decrease
the variability.
Here we use a simple model to demonstrate this noise reduction mechanism. We
assume that the amount of GFP (x) is proportional to the plasmid copy number and grows
linearly in the time intervals (nT, (n+1)T ), n = 1, 2, 3, · · · , where T is the time between
cell divisions. When t is in the interval (nT, (n+1)T ), we have x(t) = x ((n− 1)T )+Nnλt,
where the random variable Nn is the plasmid copy number during the nth cell cycle and
is assumed to have a distribution A. Nn remains constant during cycle n, and λ is a
constant coefficient that represents the GFP production rate per plasmid copy. At time
points nT , the cell divides and x is halved. The plasmid copy number Nn+1 is chosen
from the distribution A. These considerations lead to the following expression
x[(n+ 1)T ] = (x(nT ) +Nn+1λT )/2, (3.45)
To simplify the notation, let xn represent x(nT ), then
xn+1 = (xn +Nn+1λT )/2, (3.46)
When nT < t < (n+ 1)T
x(t) = xn +Nn+1λt (3.47)
Let xs0n denote the start value of x after (n − 1)th cell division, then xs0n satisfies
the following difference equation:
xs0n+1 = (xs0n +NλT )/2 (3.48)
The fixed point x∗s0 of the above equation is
x∗s0 = NλT (3.49)
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x∗s0 is a random variable. Averaging with respect to N produces
x∗s0 = NλT (3.50)
x∗s0 = µλT (3.51)
where µ is the mean plasmid copy number. To simplify the notation, we will use xs0
instead of x∗s0. The mean value of x, xss, is then
xss = x(nT ) +Nλt (3.52)
xss = xs0 + (µλT )/2 (3.53)
xss =
3µλT
2
(3.54)
The second moment of xs0 is calculated as follows:
xn+1 =
xn +Nn+1λT
2
(3.55)
x2n+1 =
x2n + 2xnNn+1λT + (Nn+1λT )
2
4
(3.56)
x2s0 =
x2s0 + 2xs0Nn+1λT +N
2
n+1λ
2T 2
4
(3.57)
x2s0 =
x2s0 + 2xs0µλT +N
2
n+1λ
2T 2
4
(3.58)
x2s0 =
2µ2λ2T 2 + θλ2T 2
3
(3.59)
=
2µ2 + θ
3
λ2T 2 (3.60)
where θ is the second moment of N . The second moment of x is
x2ss = (xs0 +Nλt)
2 (3.61)
x2ss = x
2
s0 + (Nλt)
2 + 2Nλtxs0 (3.62)
=
2µ2 + θ
3
λ2T 2 +
θλ2T 2
3
+ µ2λ2T 2 (3.63)
=
2
3
λ2T 2θ +
5
3
λ2T 2µ2 (3.64)
The above expressions for xss and x2ss can be used to compute the variance and CV. The
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results are
V ar(xss) = x2ss − xss2 (3.65)
=
1
12
λ2T 2(8θ − 7µ2) (3.66)
CV (xss) =
√
1
12
λ2T 2(8θ − 7µ2)
3
2
µλT
(3.67)
If A is a gamma distribution, then the CV of the non-dividing case asymptotically ap-
proaches
CV (xss) =
√
θ − µ2
µ
(3.68)
Comparing the results for the dividing and non-dividing cases, we find that for a gamma
distribution with shape and scale parameter α and β, respectively, the dividing case has
a smaller CV when α < 19. In our model α = 4. As a generalization of this result, we
can see that for an arbitrary distribution A, the condition where the dividing case has a
lower CV is CV (N) > 1/
√
19 ≈ 0.229.
An intuitive explanation for the above result is seen in the formulas for xs0
V ar(xs0) = x2s0 − xs02 =
λ2T 2
3
σ2 (3.69)
CV (xs0) =
1√
3
σ
µ
(3.70)
The CV of xs0 is smaller than the CV of N ,
σ
µ
, because x is halved at the end of each
cycle. The distribution of xss depends on both N and xs0, so it has more noise than xs0:
V ar(xss) =
7
12
λ2T 2σ2 +
1
12
λ2T 2θ =
2
3
λ2T 2σ2 +
1
12
λ2T 2µ2 (3.71)
Assuming we hold the mean of N constant and change the variance of N , the variance
of x has a coefficient multiplied by the variance of N plus a constant. When taking the
square root and dividing by the mean of x, the λ2T 2 cancel out and we can see that the
CV of x does not increase as fast as the CV of N . When CV (N) is bigger than some
threshold value, 0.229 in this case, the CV (x) will be less than CV (N). This means that
when the plasmid copy number fluctuations are large enough, cell division can reduce
the noise (Figure 3.16).
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Figure 3.16: Coefficient of variation for the protein expression level versus the coefficient
of variation for the plasmid copy number. The green line is the CV for the protein
expression level, x, and the straight blue line represents the CV for the plasmid copy
number, N. The two lines intersect at CV(N) = 0.229.
3.4.4.2 Experimental Results
We considered ways to experimentally test this surprising model prediction. Most meth-
ods to achieve arrest of cell division cause drastic changes in cell morphology or protein
production, both of which would be detrimental to our experimental design. For example,
while the addition of the drug cephalexin stops cell division, it also results in filamen-
tation of the cells (Greenwood and O’Grady, 1973) and does not halt DNA replication.
Other drug treatments, or alternately, overproduction of one of the many proteins that
can cause cell division to be halted, produce undesirable side effects similar to those of
cephalexin. We found cell behavior during stationary growth phase, while still subject
to cell-wide changes, was the best approximation of our model conditions. In stationary
phase, cell division and genetic replication slow considerably, while protein overproduc-
tion from plasmids can continue.
Cells were placed in M9 minimal media and 2 % glucose with incubator conditions
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Figure 3.17: CV versus arabinose levels for the Repressor-activator system. a, Model
results for the high-copy case with cell growth and division (circles) and with no cell
growth or division (stars). b, Experimental results for the high copy case for cells in rich
media (circles) and minimal media (stars). c, Modeling results for the low copy case with
cell growth and division (circles) and without it (stars). d, Experimental results for the
low copy cases for cells in rich media (circles) and minimal media (stars)
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identical to those in the rich media experiments. Our model predicts that the variability
in protein expression levels can increase if cells with the Repressor-activator system on
a high-copy plasmid do not grow or divide (Fig. 3.17a). The results in Fig. 3.17b show
that that the cells in minimal media with high-copy plasmids do in fact have a higher
CV than those that are growing and dividing regularly in rich Lauria broth (LB) media.
Additionally, our model predicts that the variability in expression levels for the low-copy
case decrease when cell growth and division are stopped (Fig. 3.17c). This effect is
validated experimentally in Fig. 3.17d where the results show that cells with low-copy
plasmids in minimal media have lower CVs than similar cells growing and dividing in
rich media.
We considered additional ways to experimentally test our model prediction that vari-
ability in protein expression levels should increase in cells with high copy plasmids when
cell growth and division are stopped. We found cell behavior during stationary growth
phase, while subject to cell-wide changes, to be a decent approximation of our model
conditions. In stationary phase, cell growth and division slow considerably, while protein
overproduction from plasmids can continue.
Cells were placed in identical media and incubator conditions as in log phase experi-
ments; however, these cultures were allowed to reach stationary phase and thus a steady
optical density. The results in Fig. 3.18b show that the stationary phase cells with high
copy plasmids do in fact have a higher CV than those that are dividing regularly in
exponential growth. This is consistent with our model prediction that noise in protein
expression levels can increase if cells stop dividing. For cells containing a low copy plas-
mid, experimental results shown in Fig. 3.18d indicate that the stationary phase cells
have similar CVs as the log phase cells. We think the reason the stationary phase cells
do not show a reduced CV in this case is due to the increased variability that occurs
from changes in stationary phase, which are not accounted for in our model. Evidence
for this possibility comes from the high copy case. The experimental results (Fig. 3.18b)
show a larger increase in variability for the stationary phase cells than predicted by the
model (Fig. 3.18a). If this additional variability can be attributed to changes that occur
during stationary phase ( which are not accounted for in out model), then it should also
arise in the low copy case and could explain why the stationary phase cells with low copy
plasmids have similar CVs as log phase cells.
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Figure 3.18: CV versus arabinose levels for the Repressor-activator system. a,c, The
same as in Fig. 3.17. b, Experimental results for the high copy case for cells in log phase
(circles) and stationary phase (stars). d, Experimental results for the low copy case for
cells in log phase (circles) and stationary phase (stars).
3.5 Discussion
We have shown that a stochastic model fit to parameters from a simple experimental
construct can be used to predict quantitatively the behavior of a more complex genetic
network that incorporates positive feedback. The model provided both the mean and
variability of the reporter protein GFP, as functions of inducer levels. The model also
accurately predicted the effects of changing plasmid copy numbers on the experimentally
observed levels of variability in GFP expression and provided insight into how the different
sources of noise contribute to the overall variability. In addition, the stochastic model
suggested that halting cell division should increase fluctuations in protein expression,
and this result was observed experimentally.
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This work represents the tightly integrated union of biological theory and experiment:
predictions from the gene regulatory model were used to suggest further experimental
investigations, which in turn were used to test and refine the model. This synthesis
of theory and experiment has much to offer in investigations of cellular behavior, and
in time such approaches may allow us to assemble a genuine bottom-up picture of the
intricate processes of gene regulation.
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Chapter 4
Discussion and Future Works
The work in this thesis illustrates how mathematical modeling can be a powerful tool for
understanding the behavior of biochemical networks, generating testable hypothesis and
guiding further experimental investigations. In Chapter 2, we used both deterministic
and stochastic modeling to demonstrate that the phosphorylation and dephosphorylation
of the yeast MAPK Fus3 can account for the binary response observed in single cell fluo-
rescence measurements. The mechanism postulated to underlie transient binary response
observed in the 2×Sst2 strain relies on a bottle-neck effect, a concept from dynamical
systems theory in which the system is close to a transition to bistability. The model
predicted the outcome of novel experiments in which genetic alterations were used to
perturb the system. Finally, we expanded the model to include protein synthesis and
degradation. Surprisingly, it was found that under certain conditions, these effects pro-
duced sustained oscillations in the phosphorylation-dephosphorylation cycle. It was also
found that the oscillations are quite robust to fluctuations resulting from low molecular
abundances.
In Chapter 3, we studied the properties of an engineered promoter that used elements
from both E coli and Phage λ. This engineered promoter allowed a bottom-up approach
to study gene regulation in which systems of increasing complexity were systematically
investigated. A mathematical model for the promoter was constructed and validated
using experimental results from the simpler systems. The model was then used to predict
the behavior of the more complicated systems, including one engineered to contain a
positive feedback loop. The engineered promoter has six distinct chemical states, and the
model takes into account random transition between each of them. Also included in the
model are transcriptional and translational steps, cell division and plasmid copy number
fluctuations. In addition to successfully predicting the behavior of system engineered to
contain a positive feedback loop, the model predicted outcome of experiments conducted
at various combinations of inducer concentrations. The model predicted the counter
intuitive effect that cell division can reduce fluctuations in protein levels for the system
containing a high copy plasmid, which was subsequently verified experimentally.
Many other recent investigations (Tyson and Novak, 2001; Xiong and Ferrell, 2003;
Elowitz et al., 2002; Gardner et al., 2000; Elowitz and Leibler, 2000) also demonstrate
the power of combining mathematical modeling with wet lab experiments. But even a
single cell consists of extremely complex and dynamic biochemical networks in which all
the biochemical reactions happen on very different time scales and at different locations
within the cell. Current techniques still have limitations for measuring both the temporal
and spatial dynamics of intracellular regulatory and signaling networks. To facilitate our
understanding of these biological systems, we not only need to improve and customize
the theoretical framework for biochemical pathways, but also need to utilize the most
advanced technologies to make quantitative measurements that can be directly compared
with the predictions of computational models.
4.1 Data integration and large scale modeling
Recent advances in high throughput technology enable us to generate large data sets in
short periods of time, and thus greatly improve our ability to monitor the physiological
state of cellular systems. One example is the extensive use of cDNA microarrays (Schena
et al., 1995) in the last decade. cDNA microarrays measure the abundance of thousands
of mRNA species in the cell on a single chip. Hence researchers can look at patterns
of mRNA expression, which are indicators of gene expression levels, and correlate these
patterns with interesting phenotypes. This technique has been widely used in cancer
research (Scherf et al., 2000) and has led to the discovery of many genes that are key
players in cancer development and, therefore, represent potential drug targets. The need
for mathematical and statistical techniques to analyze and interpret these large data sets
has opened many new avenues of computational and theoretical research. For example,
the development and implementation of the Support Vector Machine (SVM) has led to
new algorithms for gene expression classification (Brown et al., 2000). The availability
of tools and techniques to analyze microarray data in turn promotes its application by a
broader range of users. A similar reciprocal promotion between experimental techniques
and computational methods is expected in other fields as well. Since cDNA microarray
only measures mRNA levels in the cell, it can not be used to study the dynamics of protein
abundance, which is arguably the most important information we need to understand
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biology that occurs at the molecular and cellular level. Traditional methods, such as
immunoblotting, are too time consuming and labor intensive to be practical for the
collection of large amounts of data. Also these methods suffer from a lack of antibodies for
many proteins. Recently Sachs et al. (Sachs et al., 2005) used intracellular multicolor flow
cytometry to measure simultaneously the phosphorylation states of multiple molecules
in thousands of individual cells. Then using this data, computational Bayesian network
methods were used to reconstruct intracellular signaling pathways. This new technique
makes it possible to monitor simultaneously temporal changes in the chemical state of
multiple proteins in a particular biochemical pathway. It has a great potential for the
study of signaling pathways and “dysfunctional signaling in diseased cells” (Irish et al.,
2006). But again the requirement of antibodies for these measurements is a big limitation
on flow cytometry based high throughput proteomics. Mass spectrometry can been used
to study proteomics at very high efficiency without the need of any antibodies. However
the peak intensities of most mass spectrum data don’t correlate with the corresponding
in vivo protein concentrations, which makes it unusable for the quantitative study of
cellular protein dynamics. In the last few years, more advanced mass spectrometry
techniques have been developed that enable the quantitative measurement of protein
abundance using stable isotope labeling (Ong and Mann, 2005). It is foreseeable that
these techniques will enable us to quantitatively measure the dynamics of many thousand
intracellular and intercellular proteins.
The increasing availability of many different types of quantitative experimental data
presents a challenge to develop better methods for integrating diverse data sets into
statistical and mathematical analyses. Statistical techniques such as Bayesian methods
and SVM have the advantage of easy implementation and require less biochemical details
than needed for mathematical modeling. But they lack the ability to provide insights into
the underlying mechanisms that regulate cellular activities. ODE based models capture
the mechanistic features of a biochemical network and have predictive power. However,
ODE models have limitations for dealing with large data sets and complicated networks.
For example, Iber et al. (Iber et al., 2006) used more that 100 ODEs to describe a very
small set of the biochemical reactions that control sporulation in Bacillus subtilis. Even
though often ODE models can be simplified to a manageable size, the reduction process
can not be automated and hence limits its applicability. How to analyze and interpret
results of huge ODE systems is a future challenge. ODE models also can not account for
stochasticity and the spatial distribution of chemical species, which are discussed in the
following sections.
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4.2 Noise measurements and stochastic modeling
As explained in previous chapters, stochasticity has significant physiological implications
in biochemical systems. So far the most common way of measuring stochasticity is based
on measuring using fluorescent proteins. The different types of fluorescent proteins have
very different properties (Shaner et al., 2005) so the choice the reporter used in an
experiment can have considerable effects on the final measurements. For example, GFP,
a commonly used fluorescence reporter, is very stable under various conditions (Chalfie
et al., 1994). Even the destabilized GFP has a half life of 2 hours (Li et al., 1998), which is
still too long for the measurements of intracellular dynamics with the time scale of several
minutes. The stable GFP causes the accumulation of signal so that the important high
frequency noise and fast dynamics is masked. Using a reporter with the half life of several
minutes would provide insight into intracellular protein dynamics and noise.
Also a few studies published recently demonstrate the ability to measure individual
protein production in real time. Cai et al. (Cai et al., 2006) used a microfluidic-based
assay to make real time measurements of β-galactosidase expression in living E coli cells
with single molecule sensitivity. Yu et al. (Yu et al., 2006) observed real-time production
of single protein molecules in E coli by measuring the membrane-localized YFP. It was
also shown in this paper that the protein is indeed produced in bursts, as proposed by
mathematical modeling. These techniques that can measure proteins at the level of single
molecules provide support for the use of stochastic models to investigate intracellular
noise and should illuminate fundamental mechanisms that regulate fluctuations in living
cells.
Compared with advances in experimental techniques, the theory and simulation algo-
rithms for stochastic models have not changed as rapidly. The commonly used Gillespie
algorithm (Gillespie, 1977) suffers from high computational expense for realistic bio-
chemical networks. Recent developments of hybrid methods (Adalsteinsson et al., 2004)
greatly expedite computer simulations but more investigations are still needed to ensure
its applicability in various cases. Also “equation free” methods (Erban et al., 2006) have
been introduced to analyze stochastic biochemical reactions.
4.3 Spatially distributed systems
Neither the ODE or stochastic modeling described above takes into account the spatial
distribution of chemical species inside a cell that is required for many cell functions.
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Huang et al. (Huang et al., 2003) demonstrated how E coli strictly regulate the location of
the division site. Pertz et al. (Pertz et al., 2006) used a fluorescent biosensor to illustrate
both the temporal and spatial dynamics of RhoA activity in migrating cells. The rich
spatial dynamics and insights it brought for understanding cell migration illustrated
the need to understand the spatiotemporal dynamics of biochemical pathways. Partial
Differential Equations (PDE) is one important tool for studying spatial aspects of cell
signaling. Also we can include spatial effects into stochastic simulations by dividing the
volume into many sub-volumes (Elf and Ehrenberg, 2004). The development of spatial
stochastic simulation algorithms is still at a very early stage and will benefit from parallel
algorithms that run on multiple processors.
Another potential future area for mathematical modeling is post-transcriptional reg-
ulation in cells. Recent work indicates that post-transcriptional regulation of eukaryotic
gene expression is much more complicated that previously thought (Moore, 2005). Post-
transcriptional regulation can have very significant effects on the generation and propa-
gation of noise. Also microRNAs play an important role in post-transcriptional regula-
tion (Carthew, 2006). Its versatility in regulating gene expression makes computational
modeling an appealing tool to understand post-transcriptional regulation. Furthermore,
synthetic RNA molecules will set a bigger stage for computational modeling (Isaacs et al.,
2006).
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Appendix A
In this Appendix we list the biochemical reactions used in the stochastic simulations and
rate equations. Case I in which proteins are not synthesized or degraded consists of the
following reactions:
K +KK
k1

k 1
K •KK (A.1)
K •KK k2→ Kp+KK (A.2)
Kp+KK
k3

k 3
Kp •KK (A.3)
Kp •KK k4→ Kpp+KK (A.4)
Kpp+ P
h1

h 1
Kpp • P (A.5)
Kpp • P h2→ Kp • P (A.6)
Kp • P h3

h 3
Kp+ P (A.7)
Kp+ P
h4

h 4
(Kp • P ) (A.8)
(Kp • P ) h5→ K • P (A.9)
K • P h6

h 6
K + P (A.10)
The above reactions are identical to the ones considered by Markevich et al. (Marke-
vich et al., 2004). Both phosphorylation events follow standard Michaelis-Menten kinet-
ics, Eqs. A.1-A.4. Dephosphorylation occurs in two chemical steps. First the phosphate
is released, Eqs. A.6 and A.9, and then the kinase and phosphatase dissociate, Eqs.
A.7 and A.10. The dissociation of the kinase and phosphatase is assumed to be re-
versible. The backward rate constants, h3 and h6, for this process can be taken to be
zero without significantly changing the results. In this case the kinetics is essentially
Michaelis-Menten. The chemical species (Kp • P ) in Eqs. A.8 and A.9 results from the
assumption that the phosphotyrosine is dephosphorylated first (Markevich et al., 2004;
Zhao and Zhang, 2001) . That is, the chemical species (Kp•P ) indicates the phosphatase
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attacking the phosphothreonine, whereas Kp • P is the product after phosphotyrosine
has been dephosphorylated.
In addition to Eqs. A.1-A.10, Case II consists of the following reactions:
φ
γKK

δKK
KK (A.11)
φ
γK

δK
K (A.12)
φ
γP

δP
P (A.13)
Kp
δK⇀ φ (A.14)
Kpp
δK⇀ φ (A.15)
K •KK δKK⇀ K (A.16)
K •KK δK→ KK (A.17)
Kp •KK δKK⇀ Kp (A.18)
Kp •KK δK⇀ KK (A.19)
Kpp • P δK⇀ P (A.20)
Kpp • P δP⇀ Kpp (A.21)
Kp • P δK⇀ P (A.22)
Kp • P δP⇀ Kp (A.23)
(Kp • P ) δK⇀ P (A.24)
(Kp • P ) δP⇀ Kp (A.25)
K • P δK⇀ P (A.26)
K • P δP⇀ K (A.27)
Case III consists of Eqs. A.1-A.13.
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Appendix B
Parameter Description Value
α Ratio of LacI off rates 330
with and without IPTG
KTI Equilibrium constant 4.52
for LacI/IPTG nM−1
Keq13 Equilibrium constant for 0.93
LacI/IPTG with no CI nM−1
Keq12 Equilibrium constant 0.006
for first CI site nM−1
with no LacI bound
Keq24 Equilibrium constant 0.00138
for the second CI site nM−1
with no LacI bound
Keq35 Equilibrium constant 0.0117
for the first CI site nM−1
with LacI bound
Keq46 Equilibrium constant 0.00444
for LacI bound nM−1
with 2 CI bound
g2 Relative production rate 1
for promoter state S2
g3 Relative production rate 0.292
for promoter state S3
g4 Relative production rate 4.78
for promoter state S4
g5 Relative production rate 1.31
for promoter state S5
g6 Relative production rate 3.48
for promoter state S6
[CI2]0 CI dimer concentration with no arabinose 105nM
T LacI tetramer concentration 325nM
s Coefficient related 3.85e7
to CI induction
Table B.1: Parameters estimated by fitting the model to the experimental data of the
repressor-only, activator-only and repressor-activator systems.
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Parameter Description Value
k21 CI dissociation rate 100
k42 CI dissociation rate 100
k53 CI dissociation rate 10
k65 CI dissociation rate 100
k31 LacI dissociation 10
rate with IPTG
k52 LacI dissociation 1
rate with IPTG
k64 LacI dissociation 100
rate with IPTG
γ Constitutive mRNA 0.5
production rate
δm mRNA degradation 3.5
rate
γg Rate constant for 10
GFP synthesis
δp Rate constant for 0
GFP degradation
kv Rate constant for 0.693147
volume growth
α, β gamma distribution 4, 12.5
parameters
Table B.2: Additional parameters needed for the stochastic simulations for the systems
without feedback. All reaction rates are scaled by the cell division time of 20 minutes
and are therefore dimensionless.
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Parameter Description Value
ρ CI mRNA synthesis rate 3
from OROLac
pCI CI mRNA 0.006 ∗ (CI0 + s ∗ ARA) ∗ kb/kf
synthesis rate from pBAD
dCI CI mRNA 3.5
degradation rate
pLacI LacI mRNA 3.4
synthesis rate
dLacI LacI mRNA 3.5
degradation rate
γCI CI synthesis rate 13.5
δCI CI degradation rate 0
γLacI LacI synthesis rate 17.5
δLacI LacI degradation rate 0
kf CI association rate 1
kb CI dissociation rate 100
kf2 LacI association rate 1
kb2 LacI dissociation rate 100
kf3 LacI2 association rate 1
kb3 LacI2 dissociation rate 10
Table B.3: Additional parameters necessary for the stochastic simulations of the
repressor-activator system with positive feedback. Again the reaction rates are scaled
by the cell division time of 20 minutes.
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Appendix C
Chapter 3 Materials and Methods
Plasmid construction : Plasmid construction began with the pZE21-MCS1 modular
construct of Lutz and Bujard (Lutz and Bujard, 1997). This plasmid backbone contains
the PLtetO1 promoter, T1T2 terminator, kanamycin resistance gene, ColE1 origin of
replication and multiple cloning sites. The low copy origin of replication was from the
pZS*24-MCS1 plasmid (Lutz and Bujard, 1997). To create the OROlac promoter, the
OR region of bacteriophage λ was altered with the G to T or3-r2 point mutation in the
OR3 operator site (Meyer and Ptashne, 1980) (greatly reducing its affinity for the protein
CI), and an Olac operator site was added 10 base pairs upstream of the OR region. The
point mutation and operator insertion were carried out by PCR (using PfuTurbo DNA
polymerase (Stratagene) and an MJ Research PTC-100 thermal cycler) with primers
designed such that the point mutation and operator site were placed in the primers.
The lacI gene was PCR amplified, with PfuTurbo and an MJ Research thermal cycler,
from pTrc99a, cIts and OR region from pGW7 (ATCC), gfpmut3 from pJBA111 (J. B.
Andersen, Technical University of Denmark), and the pBAD promoter from pBADHisA
(Clontech).
Cell growth and expression experiments: All plasmids were inserted into the E. coli
strain JM2.300 (-λ, lacI22 rpsL135 (StrR), thi-1 ) via transformation and storage solution
heat-shock transformation protocol (Sambrook et al., 1989). Cells for experimentation
were grown overnight and cultures were inoculated 1:300 in LB media and 0.03 mg/ml
kanamycin antibiotic. Varying levels of IPTG and arabinose were added separately and
in combination to affect the behavior of the inducible promoters. Cultures were grown
in a 37 ◦C incubator shaking at 300 rpm for approximately three hours, at which point
the cells reached a steady state, and the absorbance at 600 nm (A600nm) was between 0.3
and 0.4. The minimal media cultures used the same conditions as LB cultures except
that the minimal media cultures were grown in M9 minimal media with 2 % glucose.
Data acquisition and analysis: Culture samples were spun down at 8000 rpm to
pellet cells, and supernatant was removed. The samples were then resuspended in 0.75
ml 1x PBS, and fluorescence measurements were taken via flow cytometry. The Becton
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Dickinson FACScalibur flow cytometer was used to measure 50,000 cells of each sample
from a culture representing one level of inducer. Excitation of GFP was achieved via
a 488-nm argon excitation laser and fluorescence measured with the 515-545 nm emis-
sion filter. The flow cytometer generates log-scale values using a 10-bit analog-to-digital
converter, yielding integers in the range 0 to 1023 for each of three measurements: flu-
orescence intensity, forward-scattering, and side-scattering. Cells were collected within
a small forward-scatter and side-scatter gate, in the Cellquest software designed by BD
Biosciences, to minimize fluorescence variation due to cell size.
Chapeter 2 Materials and Methods
Strains and Plasmids : The S. cerevisiae strains used in this study were BY4741
(MATa leu2∆met15∆his3∆ura3∆), BY4741-derived strains containing the tandem-affinity
purification (TAP) tag fused to FUS3 or MSG5 (Ghaemmaghami et al., 2003), or BY4741-
derived deletion mutants lacking SST2 or MSG5 (Research Genetics). The single copy
SST2 expression plasmid pRS316-SST2 (“2X SST2”) was described previously (Hao
et al., 2003). The single-copy MSG5 plasmid was constructed by PCR amplification
of the MSG5 gene, using flanking PCR primers that anneal 600 bp upstream (GAG-
GATCCGACGATGATGACGATGATGATG) or 600 bp downstream (GAGGATCCT-
GCAGCAACACCTTTGG) of the open reading frame (ORF). The PCR product was
then subcloned into pRS316 (American Type Culture Collection) by BamHI digestion and
ligation to yield pRS316-MSG5. The STE7 overexpression plasmid was constructed by
PCR amplification (forward primer: ATGTTTCAACGAAAGACTTTA; reverse primer:
AATGGGTTGATCTTTCCGATTG) of the STE7 gene and then ligated into pYES2.1/V5-
His-TOPO (Invitrogen) to yield pGAL-STE7. The FUS1-GFP (green fluorescent pro-
tein) reporter (containing destabilized PEST-domain containing variant of GFP) was
subcloned from pDS30 (Siekhaus and Drubin, 2003) into pRS303 (American Type Cul-
ture Collection) using EcoRI and NotI, and then linearized by XcmI to drive genomic
integration at the FUS1 locus.
Time course experiment and immunoblot detection :Cells were treated with 3
µM α-factor for indicated times. To monitor the degradation of proteins over time,
mid-log cell cultures were treated with cycloheximide (10 µg/ml in 0.1% ethanol, final
concentrations) for up to 90 min before harvesting. The cell growth and treatment was
stopped by the addition of 10 mM NaN3 and transfer to an ice bath. Cells were washed
and resuspended directly in boiling SDS-PAGE sample buffer for 10 min, disrupted by
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glass bead homogenization and clarified by microcentrifugation. Following SDS-PAGE
and transfer to nitrocellulose, the membrane was probed with antibodies to Sst2 or pro-
tein A (Sigma). Immunoreactive species were visualized by enhanced chemiluminescence
detection (Pierce) of horseradish peroxidase-conjugated anti-rabbit IgG (Bio-Rad).
Fluorescence activated cell sorting (FACS) The measurement of GFP in individual
yeast cells was described previously (Hao et al., 2003; Poritz et al., 2001). Briefly, cells
containing the integrated FUS1-GFP reporter were treated with indicated concentrations
of α-factor for indicated times. The cell growth andα-factor treatment were stopped by
the addition of 10 mM NaN3 and transfer to an ice bath. The resulting fluorescence in
each cell was monitored by cell sorting.
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