We numerically study aging for the Edwards-Anderson model in three and four dimensions using different temperature-change protocols. In D = 3, time scales a thousand times larger than in previous work are reached with the Spin Update Engine ͑SUE͒ machine. Deviations from cumulative aging are observed in the nonmonotonic time behavior of the coherence length. Memory and rejuvenation effects are found in a temperature-cycle protocol, revealed by vanishing effective waiting times. Similar effects are reported for the D = 3 site-diluted ferromagnetic Ising model ͑without chaos͒. However, rejuvenation is reduced if off-equilibrium corrections to the fluctuation-dissipation theorem are considered. Memory and rejuvenation are quantitatively describable in terms of the growth regime of the spin-glass coherence length.
I. INTRODUCTION
Nowadays the arena for comparisons between theory and experiments in spin-glass physics 1 is out-of-equilibrium dynamics. 2 Spin glasses age, 3 as shown by the thermoremanent magnetization: consider a spin glass that has spent a time t w below its glass temperature T c in the presence of a magnetic field. Let t be the time elapsed since the magnetic field was switched off. The magnetization decays as a function of t / t w , even for t w ϳ 1 day. The exponent could be 1 ͑full aging͒, 4 although there are recent experimental claims for being smaller than 1 ͑subaging͒. 5 A somehow complementary experiment consists in keeping the system for t w below its glass temperature. Then, a magnetic field is switched on and the so-called zero-field-cooled ͑ZFC͒ magnetization is recorded while it grows. 6 Full aging can be also observed in the ac magnetic susceptibility ͑ , t w ͒ which, for a fixed , decreases as t w grows. This time decay can be rescaled as a -independent function of t w , 2 although, experimentally, one is restricted to the range t w Ͼ 1.
Memory and rejuvenation 7, 8 are sophisticated manifestations of aging in experiments where the temperature is not kept constant. Rejuvenation arises when changing temperature from T 1 to T 2 ͑T 1 and T 2 smaller than the critical temperature T c ͒ a system that has spent some time at T 1 , so that ͑ , t w ͒ barely depends on t w . Just after the T 1 → T 2 change, aging restarts. The imaginary part of the susceptibility suddenly grows then relaxes. The t w dependency of Љ͑ , t w ͒ gets stronger, as for a younger system. Rejuvenation means that the relaxation of Љ͑ , t w ͒ is very similar to the one of a system just quenched from T Ͼ T c to T 2 . Sometimes it is said that the relaxation is identical to the one of a system instantaneously quenched to T 2 from infinite temperature ͑in Sec. III B, below, we elaborate on the different meaning of instantaneous temperature quench in a experiment and in a computer simulation͒. If the susceptibility just after the quench to T 2 rises above the final value it had at T 1 , one speaks of strong rejuvenation. 9 On the other hand, when the system is put back at temperature T 1 , Љ͑ , t w ͒ continues its relaxation where it left it just before the temperature change ͑memory effect͒. These effects can also be observed in the real part of the susceptibility ͑see, e.g., Fig. 1 12 polymers ͓Poly methyl methacrylate ͑Refs. 13 and 14͔͒, and systems not particularly glassy ͑or not widely recognized as such͒, like colossal magnetoresistance oxides. 15 Moreover, a disordered ferromagnetic alloy, 16 becoming spin glass at lower temperatures, has shown rejuvenation and memory, through the dip-experiment protocol ͑although in this case memory could be easily erased by lowering the temperature͒. Spin glasses display the quantitatively stronger effects, but it is unlikely that the physical mechanisms underlying memory and rejuvenation are specific of spin glasses.
The above definitions for memory and rejuvenation need qualification. Under very small temperature changes 17 ͓say
−3 ͔ the behavior of the spin glass is rather smooth. On the other hand, sharp memory and rejuvenation can be observed 18 for ͑T 1 − T 2 ͒ / T 1 ϳ 0.07. The crossover from small to drastic effects is rationalized using effective isothermal waiting times. 17, 19 Consider the simplest temperature change protocol: a system is aged for time t w at temperature T 1 , then its temperature is suddenly shifted from T 1 to T 2 . After the shift, the ZFC magnetization is measured. The effective time t T 2 eff,shift is the age of the isothermally aged system at temperature T 2 , whose ZFC magnetization 20 is most similar to the one of the temperature-shifted system ͑the two relaxations are not identical 17 ͒. Rejuvenation arises when t T 2 eff,shift / t w is below experimental resolution.
Similarly, one can define 19 an effective time for the temperature cycle protocol T 1 → T 2 → T 1 : 21 one keeps the system a time t w at T 1 , then shifts the temperature to T 2 , waits a time t 2 ϳ 20t w , shifts back the temperature to T 1 , switches on a magnetic field, and then records the ZFC magnetization. 
͑1͒
with 22
The theoretical investigation of these phenomena is less advanced than its experimental counterpart. Memory and rejuvenation can be recovered in the dynamics of abstract energy-landscape models. 23 However, one wants to reproduce these phenomena in the Langevin dynamics for the standard spin-glass model, the Edwards-Anderson ͑EA͒ model. 1 This dynamics for the EA model can only be investigated by Monte Carlo simulation. Yet, difficulties have arisen in numerical investigation of memory and rejuvenation. 9, [24] [25] [26] [27] Furthermore, the progress achieved regards temperature-shift and temperature-cycle experiments. The dip-experiment protocol remains still as too complicated to be analyzed theoretically.
Experiments where ͑T 2 − T 1 ͒ / T 1 is very small can be accounted for by the cumulative aging scenario, 17, 19 consisting in the three following hypotheses:
͑i͒ Aging is ruled by the growth of a coherence length, 28 signaling the building of a spin-glass order. For isothermal aging, this length is named T ͑t͒, t being the total time spent in the glass phase. This isothermal growth law has been studied in experiments 19 and simulations, 29, 30 although the measured T ͑t͒ grows by a small factor in both cases. Numerically, a power law,
fairly fits the data. However, more complicated rules have been used. 5, [17] [18] [19] ͑ii͒ The coherence length always grows with time. It behaves continuously upon temperature changes.
͑iii͒ Effective times follow from the isothermal growth of the coherence length. Consider a temperature shift after aging for time t w at T 1 . One has
A time t after the shift, the coherence length is shift ͑t͒ = T 2 ͑t + t T 2 eff,shift ͒. ͑5͒
Similar reasoning is used in the analysis of more complicated temperature-change protocols. Equation ͑4͒ is used in an indirect way, both in the analysis of simulations 9, 27 and experiments. [17] [18] [19] Relations such as eff,shift ͒ when the measured effective times are converted in length scales, both for T 2 Ͼ T 1 and T 1 Ͻ T 2 , in contradiction with Eq. ͑4͒. Two theoretical scenarios are currently being considered to account for memory and rejuvenation. Rejuvenation was interpreted in terms of temperature chaos, 31 namely extreme sensitivity of equilibrium states in the glass phase to small temperature changes. An overlap-length l 0 ͑T 1 , T 2 ͒ is postulated to exist. Features at a scale smaller than l 0 are unaffected by a temperature change T 1 → T 2 while at larger scales the system is completely reorganized. Rejuvenation is then attributed to large length scales and strong rejuvenation requires small l 0 . The ghost-domain scenario ͑see Ref. 18 for a recent account͒ allows us to reproduce memory in the chaos scenario. The other scenario 32 is closer in spirit to cumulative aging. Rejuvenation after a negative temperature shift would arise from the so-called fast modes involving length scales smaller than T 1 ͑t w ͒, that were equilibrated at T 1 but fall out of equilibrium at T 2 . Memory would arise from time and length scales separation: back to temperature T 1 , fast modes re-equilibrate very fast so that aging continues from the previous T 1 state.
However, when it comes to actual calculations, it turns out that no convincing memory and rejuvenation has been found in computer simulations of three-dimensional ͑3D͒ spin-glass models, either with a two-temperature 9, 24, 26, 27 or with a dip-experiment protocol. 25 When the behavior of the coherence length is followed for times up to 10 5 MCSs, 24 Eqs. ͑4͒ and ͑5͒ are fulfilled even for ͑T 1 − T 2 ͒ / T 2 Ϸ ± 0.33. Consistent with this finding, when the temperature cycle protocol is analyzed in the EA model, 27,33 the x 0 in Eq. ͑1͒ turns out to be of order 1 rather than of order 10 −2 . Should x 0 not decrease significantly for larger times, the whole lowtemperature phase of the EA model could be accounted for by cumulative aging ͑i.e., the low-temperature phase would not be a spin-glass phase͒.
This contradiction with experiments is puzzling. It could be indicating that the EA model lacks some crucial ingredient 25 ͑maybe long-ranged dipolar interactions?͒. Or maybe memory and rejuvenation involve time and length scales unaccessible to present-day simulations. Indeed, experiments are performed on a time scale which is about 10 8 times longer than typical simulations. Yet, experimentally, 19 there are around ϳ10 5 spins in a coherent cluster ͓hence T ͑t w ͒ϳ40 lattice spacings͔, while simulations achieve ͑see below͒ T ͑t w ͒ϳ10 lattice spacings. When length scales are confronted, the differences with experimental conditions do not seem so dramatic.
As for higher space dimensions, a simulation 26 of the temperature cycle protocol for the 4D EA model, yielded strong rejuvenation ͑as defined in Ref.
9͒. Yet, results in full agreement with cumulative aging, Eq. ͑4͒, were reported for ͑T 1 − T 2 ͒ / T 2 Ϸ ± 0.125 ͑the simulation time was smaller than 10 4 MCSs͒. In the Migdal-Kadanof lattice, 34 where rather larger times can be simulated, rejuvenation was found for ͑T 1 − T 2 ͒ / T 1 ϳ 0.1, suggesting that x 0 in Eq. ͑1͒ does depend on the age of the system.
In this work, we report simulations of a 3D ͑made with the SUE machine 35 ͒ and a 4D EA model with binary ͑rather than Gaussian [24] [25] [26] 34 ͒ couplings. Our 3D simulations are three orders of magnitude longer than previous ones. We use real replicas 29 to study the coherence length, that is directly calculated ͑not inferred from effective times͒, through the temperature changes. In a temperature-cycle protocol, clear memory and rejuvenation effects are found for large values of ͑T 2 − T 1 ͒T 1 both in three and in four dimensions ͑Secs. III A and III B͒. We also observe strong rejuvenation ͑in the sense of Ref. 9͒, but only if we neglect corrections to the fluctuation-dissipation theorem. 36 The coherence length is shown to decrease upon some temperature changes, in contradiction with cumulative aging. Moreover, a value t T 1 eff,cycle compatible with zero can be obtained for T 1 = 0.9T c and T 2 = 0.4T c , which is to be expected in view of Eqs. ͑1͒ and ͑2͒ ͑Secs. III B and III C͒. Furthermore, we will show that the two-times dependency of the time correlation function can be accounted for with surprising accuracy by the coherence length at the two relevant times, both for isothermal aging and for temperature-shift protocols ͑Sec. III D͒. We perform exactly the same calculations for the 3D ferromagnetic sitediluted Ising model 37 ͑where, in the absence of frustration, chaos is absent͒, obtaining very similar results. Although temperature chaos is probably present in models for spin glasses, 34, 38 our results in the site-diluted ferromagnetic Ising model suggest that it plays no role in producing memory and rejuvenation. This was maybe to be expected, since memory and rejuvenation is being found experimentally in materials where chaos in temperature seems to be absent or where a thermodynamic glass transition has never been found. [12] [13] [14] Unfortunately, we have made no progress 39 in the analysis of the dip-experiment protocol.
II. MODELS AND SIMULATIONS
Specifically, we consider Ising variables, i = ± 1, occupying the nodes of a ͑hyper͒cubic lattice in three and four dimensions with nearest-neighbor, quenched disordered interactions. We report results for the spin glass with random ±1 couplings and the 3D site-diluted Ising ferromagnet 37 ͑spins are lacking with probability 1 − p͒. We evolve the system using a sequential, local heat-bath dynamics. Our time unit ͑1 MCSϳ 1 ps͒ is a full-lattice update. For the spin glass we studied the lattice size L = 60 in three dimensions ͑mostly in SUE͒, and L = 20 for four dimensions ͑on PC clusters͒ with some tests in L = 30 finding no differences. For the sitediluted model we studied L = 100. The number of disorder realizations vary within 16 and 240.
In the following, we will call a direct quench to the procedure of placing a fully disordered system ͑infinite temperature͒ instantaneously at the working temperature. This corresponds to an infinite quenching rate.
The fluctuation-dissipation theorem ͑FDT͒ relates the autocorrelation function in zero magnetic field,
to the real part of the susceptibility: ͑ =2 / t 0 , t w ͒ Ϸ͓1−C͑t w , t w + t 0 , ͔͒ / T. Yet, off equilibrium, FDT needs to be generalized replacing T by T / X͓C͔ (X͓C͔ is a smooth function 36 of C͑t w , t w + t 0 ͒). Hence one assumes [24] [25] [26] 34 to be in pseudoequilibrium regime ͑t w ӷ 1 thus X͓C͔ =1͒, which is not always true. We also obtain spatial information from the correlation function of the overlap field, q i ͑t͒ = i ͑1͒ ͑t͒ i ͑2͒ ͑t͒, built from two independently evolving systems with the same couplings, at the same temperature:
III. RESULTS
A. Strong rejuvenation?
In Fig. 1 is shown the time evolution of the naive ͑ , t w ͒ (i.e., ͓1−C͑t w , t w + t 0 ͔͒ / T) for the EA model in three dimensions ͑top͒ and four dimensions ͑bottom͒ for a ͑double͒ temperature cycle:
In three dimensions the system spends t s =2ϫ 10 8 MCSs at each temperature ͑1000 times longer than previous works͒, while in four dimensions t s =10 6 MCSs. The results of a reference run, with temperature fixed to T 1 , are also shown ͑continuous line͒. When the temperature drops to T 2 , ͑ , t w ͒ increases over the reference curve and starts a new relaxation ͑strong rejuvenation 9 ͒. When temperature is back to T 1 , ͑ , t w ͒ catches the reference run almost instantaneously ͑memory͒. We call t rej the time that the rejuvenated ͑ , t w ͒ is above the reference run ͑see insets in Fig. 1͒ , that is found to grow consistently with t 0 ͑much faster in four dimensions͒. It is then conceivable that an effect of macroscopic time duration could be observed ͑experiments explore t 0 ϳ 10 13 MCSs͒. However, especially in three dimensions, t rej Ͻ t 0 . This implies that this strong rejuvenation is confined to the regime t w Ͻ 1, which is out of reach for measurements of the ac susceptibility ͑note that strong rejuvenation is not always observed experimentally in the real part of the susceptibility 10 ͒. In agreement with Ref. 26 , the relaxing curve after the temperature drop is independent of t s on the explored range ͑t s =10 6 , 2ϫ 10 7 , and 2 ϫ 10 8 MCSs in D =3͒. Also shown in Fig. 1 is the relaxation of ͑ , t w ͒ for a direct quench to T 2 ͑dashed line͒. Such an infinitely fast temperature drop is not realistic ͑see Sec. III B͒. Anyhow, the relaxation is not identical to the one after the temperature shift, but the two become very similar ͑in D = 3, this happens for t w ϳ 4t 0 ͒. This is in marked contrast with previous simulations where t s ϳ 10 4 and t 0 = 64. 9 For such short times, one needs t w ϳ 500t 0 for the two relaxation curves to approach each other.
Yet, in Fig. 1 we assumed to be in pseudoequilibrium regime. In order to estimate the FDT correction factor X͓C͔ we use the following procedure. We stay for time t s at T 1 , then change temperature to T 2 , wait for time t w and switch on a small uniform magnetic field ͑h = 0.03͒. We then record the magnetization, m͑t w + t͒, and C͑t w , t w + t͒. The sought X͓C͔ factor is obtained drawing T = m͑t + t w ͒T / h vs C͑t w , t w + t͒ ͑insets of Fig. 2͒ . The resulting plot, t w independent for large t w , 36 can be fitted with two straight lines, yielding X͓C͔. In Fig. 2 ͑top͒ we show the time evolution of the ͑ , t w ͒ for the same cycle as Fig. 1 with t s =2ϫ 10 7 . Correcting with X͓C͔ reduces rejuvenation to the point that strong rejuvenation is no longer seen. The susceptibility no more grows at the temperature drop to T 2 , although the relaxation restarts and still collapses appreciably with the ͑ , t w ͒ curve obtained from a direct quench. Similar conclusions are drawn in four dimensions. 39 We report in Fig. 2 ͑bottom͒ results for a cycle with a smaller temperature step ͑T 1 = 0.9T c , T 2 = 0.7T c ͒. Here, ͑see inset͒, we stay in the pseudoequilibrium regime and rejuvenation is stronger for the smaller temperature drop, once the correcting X͓C͔ factor is considered. However, the collapse with the direct-quench curve starts only for t w ϳ 20t 0 .
Diluted ferromagnet
Memory and rejuvenation have been found in systems other than spin glasses. A disordered ferromagnetic alloy, 16 becoming spin glass at lower temperatures, has shown rejuvenation but much weaker memory, through the dipexperiment protocol. For comparison, we have simulated a site-diluted Ising model for p = 0.395 ͑T c is accurately known 37 ͒. All the interactions being ferromagnetic, there is no temperature chaos in this system. We have simulated a L = 100 system checking that T Ӷ L in our simulation window. We measure the naive susceptibility with the autocorrelation function ͑6͒. Just for fun, we try a three-step protocol,
5 MCSs at each temperature. The results are shown in Fig. 3 ͑bottom͒ together with the results for an equal protocol for the 3D EA model ͑Fig. 3, top͒. In both cases rejuvenation and a double memory are observed. Also in two temperature cycles 39 the susceptibility behaves as in the EA model. To this level of analysis, there is no clear difference between the Edwards-Anderson model and the site-diluted Ising model.
B. Comparison with experimental direct quench
In view of Eqs. ͑1͒ and ͑2͒, and the large temperature drop that we are studying, one would expect a perfect rejuvenation effect. However, Figs. 1 and 2 show that the relaxation after the first step at 0.9T c considerably differs from the direct quench ͑although this difference is smaller than for shorter simulations 9,24 ͒. This seems in plain contradiction with experiments ͑see, e.g., Fig. 4 of Ref.
18͒. Yet, upon reflection, one realizes that the experimental direct quench bears little resemblance with the simulational one. In fact, the experimental sample that is "instantaneously" quenched to 0.4T c , expends at least 10 sec ͑ϳ10 13 MCSs!͒ in the spinglass phase.
In order to make a fair comparison with experiments, one should study the relaxation after a "soft" quench ͑Fig. 4͒ from high temperature to the working temperature below the glass transition. Yet, the fastest quenching rate that can be achieved in experiments is far too slow to be reproduced in present-day computers. To achieve a very slow temperature drop from high temperature to working temperature, it is useful to consider Fig. 1 in a different way. One realizes that the system that has spent t s =2ϫ 10 8 MCSs at 0.9T c , then suffers an instantaneous temperature drop to 0.4T c , is a better approximation to the experimental direct quench to 0.4T c . In fact, the system spends quite a long time close to the critical temperature, where the time evolution-recall Eq. ͑3͒-is faster. When looking to the double temperature cycle in Fig.  1 , one needs to compare the relaxation in the first and in the second steps at 0.4T c , the first corresponding to the reference direct quench, the second being looked at as the temperaturecycled system. This comparison is shown in Fig. 4 , together with the relaxation after a soft quench.
The frequencies shown in Fig. 4 span three orders of magnitude. In all cases, the relaxation for the softly quenched system, 40 that has spent 1.2ϫ 10 4 MCSs in the spin-glass phase, is much closer to the one of the cycled system than the one of infinite quenching rate. Furthermore, the relaxations for the first and the second steps at 0.4T c are identical, up to our statistical accuracy ͑see Fig. 5͒ . This you may wish to call perfect rejuvenation.
In Fig. 5 we perform a detailed comparison between the soft quench ͑with two quenching rates͒ and the two-step protocol. To have a feeling of the frequency dependence, we show the smallest and the largest frequencies in Fig. 4 . For very short times, in the two-step protocols we find a quick decay of the susceptibility due to the sharp temperature drop. On the other hand, the softly quenched system shows a basically constant behavior ͑the slower the quench, the lower the intial plateau is͒. When time becomes of the order of the total time spent in the spin-glass phase during the soft quench, the susceptibility starts to decay and becomes very similar to the two-step protocol. At t 0 = 8192, the two soft quenches catch the relaxation of the two-step protocol and become identical. At the smallest frequency, the fastest quench approaches but does not catch the two-step relaxation. On the other hand, for the smallest quenching rate, the relaxation curve becomes identical to the one of the two-step protocol for t w տ t 0 , which corresponds to the experimentally accessible time range.
Quite similar results are obtained for the diluted ferromagnet, as we show in Fig. 6 . Although it cannot be noticed at the scale of this plot, the relaxations in the first and second temperature step are not identical for the Ising model. They may be made to collapse if the times in the second step are rescaled by a factor of 1.2 ͑in a protocol 0.7T c → 0.4T c → 0.7T c → 0.4T c , the needed rescaling factor is 2͒. 
C. Coherence length
The coherence length may play a crucial role 32 in this physics, and should be followed in detail during temperature changes. This was done previously in Ref. 24 , for times up to 10 5 MCSs. Results in agreement with Eq. ͑5͒ were reported. We show here qualitatively different results for our longer simulations in three dimensions.
The coherence length may be obtained from non-selfaveraging integrals of C 4 ͑r , t w ͒ using a second-momentum estimator. 41, 42 Not having so many samples at our disposal, we have obtained C 4 ͑r , t w ͒ ͑which is self-averaging for not very large r͒. The resulting curve has been fitted to 29 C 4 ͑r,t w ͒ = A r
͑8͒
In three dimensions, we find fair fits in the range 2 Ͻ r Ͻ 20, fixing ␣ = 0.65 and ␤ = 1.7 for all times and temperatures. The constant behavior of ␣ does not agree with the results for the 4D model with Gaussian couplings. 26 To estimate errors in the three-parameter fit ͑8͒ is very difficult. To have a feeling of their magnitude, let us report that ␣ = 0.7 yields good fits as well, with a 10% increased estimate.
See in Fig. 7 ͑top͒, ͑t w ͒ for a direct quench to T 2 = 0.4T c and for a thermal cycle T 1 → T 2 → T 1 with T 1 = 0.9T c and t s =2ϫ 10 7 . A power law with exponent ϳ0.144 fits nicely T 1 ͑t w ͒ for t w Ͻ t s , while the exponent for the direct quench to T 2 is ϳ0.065 ͑full lines in Fig. 7 , top͒. Note that the exponents follow Eq. ͑3͒. During the T 2 step, grows over the T 1 value, and it is larger than for the direct quench to T 2 . However, decreases when the system is back to T 1 . Memory is striking: data for the second T 1 step, if translated back t s MCSs, are on top of the fit ͑obtained for t w Ͻ t s !͒. Let us stress two points regarding this result:
͑i͒ The coherence length can decrease upon temperature changes, violating cumulative aging, Eq. ͑5͒, and in contradiction with the time and length scales separation scenario. 32, 43 However, the effect is not symmetrical for negative and positive temperature shifts, as it was inferred experimentally from effective-time measurements. 17 ͑ii͒ The effective time for the temperature cycle is compatible with zero ͑within our accuracy͒. This implies that, for t s ϳ 10 7 , x 0 in Eq. ͑1͒ is not of order 1, as it was found 27 for t s ϳ 10 4 . As before ͑bottom part of Fig. 7͒ , the behavior of the diluted ferromagnet is completely analogous to the one of the EA model ͓including the power-law growth of T ͑t͔͒.
D. Coherence length and two-time correlations
A rather crucial feature of aging 2 is that two time scales, t 0 and t w , are involved. One would like to relate the one-time quantity T ͑t w ͒, to the two-time correlation function. A crude estimate for t 0 ӷ t w is
i.e., the coherent cluster that at time t w + t 0 has linear size ͑t w + t 0 ͒, at time t w was composed of mutually incoherent clusters of linear size ͑t w ͒. Indeed ͑Fig. 8, top͒, the factor 3/2 ͑t w + t 0 ͒ / 3/2 ͑t w ͒ absorbs almost all the t w and t 0 dependency of C͑t w , t w + t 0 ͒, both for a direct quench to T 2 and for the T 2 part of the thermal cycle. Note that even the constant value for C͑t w , t w + t 0 ͒ 3/2 ͑t w + t 0 ͒ / 3/2 ͑t w ͒ is equal for the direct quench and for the thermal cycle. Also at T 1 , C͑t w , t w + t 0 ͒ 3/2 ͑t w + t 0 ͒ / 3/2 ͑t w ͒ is constant within a band of width 5% of its mean value. 39 Quite similar results are obtained for the diluted ferromagnet, as we show in the bottom part of Fig. 8 . In spite of the crudeness of the argument leading to Eq. ͑9͒ and the uncertainty in the determination of , the results are surprisingly clear. Note that if Eq. ͑9͒ was exact the dynamics would be of the one-sector type, 2 which we do not believe to be the case. 44 Anyhow, given Eq. ͑9͒, full aging 4 is natural for a power-law growth of ͑t w ͒.
Thus memory and rejuvenation are driven by the rate growth of T ͑t w ͒ rather than by its value or by the shortdistance behavior of C 4 ͑r , t w ͒. 32, 26 In our simulation, rejuvenation is due to a growth of upon cooling ͑probably because of a sudden fall into a nearby energy minima͒, provoking a change in the evolution of C͑t w , t w + t 0 ͒. When temperature is shifted back to T 1 , T1 continues its growth as if it had never being at T 2 with analogous consequences for the correlation function ͑memory͒. This implies a nonmonotonic behavior of T ͑t͒, in contradiction with cumulative aging, Eqs. ͑4͒ and ͑5͒.
E. Results for t w Ͻ 1
Measurements of ac susceptibility are usually confined to the region t w Ͼ 1. On the other hand, thermal magnetoresistance measurements can yield information on the time regime t 0 ӷ t w . It is therefore worthwhile to have a look to our correlation functions in this regime.
The main issue here is the characterization of the time decay of correlations ͑see Ref. 44 for a recent study͒. One finds 2 that, at least when the correlation function lies in some intervals ͓say C 1 Ͻ C͑t w , t w + t 0 ͒ Ͻ C 2 ͔, it behaves as a function of t 0 / t w . It is possible that different intervals for the correlation functions ͑usually called time sectors 2 ͒ are ruled by different exponents. The existence of more than one time sector is a necessary ͑but not sufficient͒ requirement for dynamic ultrametricity.
2 Some indications of the presence of more than one time sector in the dynamics of the EA model in three-dimensions were found in Ref. 44 .
The experimental value of is controversial. Recently, 4 it was claimed that it is =1 ͑full aging͒. Previous failures in recognizing this were ascribed to quenching-rate effects 4 ͑re-call also Sec. III B͒. In the quickest possible quench, =1 was clearly identified. This interpretation was recently disputed by the Saclay group, 5 that find Ͻ 1. Regarding computer simulations, the following scaling form for the time-correlation function was proposed, 45 and found to work for a restricted t 0 and t w range:
͑10͒
This equation implies that full aging should be observed in the t 0 ӷ t w regime. More recent and longer simulations 44 found deviations from Eq. ͑10͒, at least at some temperatures.
In Fig. 9 we plot our data for a direct quench from infinite temperature to 0.8T c . Equation ͑10͒ works nicely with x͑T͒ = 0.02, which can be interpreted as evidence for full-aging behavior. However, at T = 0.4T c ͑see Fig. 10͒ , we have been unable to find a working x͑T͒. Actually, the relaxation is better interpreted in terms of two time sectors: for t 0 ӷ t w , = 1 seems to provide a proper scaling, while, at shorter t 0 , =2/3 does a better job. In the inset of 1, we compare the relaxations at T = 0.4T c for the direct quench and for the system that stayed 2 ϫ 10 8 MCSs at 0.9T c , then suffers a temperature shift to 0.4T c ͑re-call that this is our slowest quenching rate from infinite temperature͒. For the slowly quenched system, the relaxation belongs to the =2/3 time sector. Moreover, the relaxation after the T shift provides a limiting curve, in the large t w limit, for the =2/3 piece of the direct-quench relaxation.
At least within the time range that we can study, it seems that the quenching rate does exert influence in the measured value of ͑as proposed in Ref. 4͒.
IV. CONCLUSIONS
In this work, we have compared memory and rejuvenation effects for the D = 3 and D = 4 binary EA model and for the 35 ͑three orders of magnitude longer than previous work͒, has allowed us to conclude that spin glass behaves like experimental spin glasses in a number of ways:
͑i͒ The relaxation of the ac susceptibility after a large temperature shift is as for a direct quench, provided that one does not interpret the term direct quench literally in the simulations ͑Sec. III B͒. We find little dependency in the previous thermal history, once microscopically short times are neglected.
͑ii͒ Values of x 0 , defined in Eq. ͑1͒, are not of order 1 for waiting times ϳ10
7 MCSs ͑contrary to the finding of Ref. 27 for waiting times of order ϳ10 4 MCSs͒. This time dependence of x 0 is consistent with the findings in the MigdalKadanof lattice. 34 ͑iii͒ The coherence length may decrease upon temperature changes, in disagreement with the cumulative aging scenario, and in agreement with recent experiments. 17, 18 ͑iv͒ The growth rate of the coherence length rules the decay of the time-correlation function. 28 A very simple formula, Eq. ͑9͒, accounts for the behavior of C͑t w , t w + t 0 ͒ with surprising accuracy, for different temperature protocols. Contrary to the findings of short 4D simulations, 26 we do not find a strong temperature dependency of the replica-field correlation function, Eq. ͑7͒, at short distances. We rather ascribe rejuvenation to the coherence length, which rules the longdistance behavior of the correlation function.
͑v͒ The exponent for the t 0 / t w scaling of the decay of C͑t w , t w + t 0 ͒, depends on the quenching rate. In agreement with recent experiments, 4 we find that the faster the quench is, the easier it becomes to obtain =1 ͑see, however, Ref. 5 for experiments contradicting this expectation͒.
The above findings suggest that the 3D EA model behaves as experimental spin glasses do, contrary to what was inferred from previous shorter simulations. 9, 24, 25, 27 However, there are a few important differences. First, the out-of-phase and the in-phase susceptibility behave quite differently in experimental spin glasses ͑see, e.g., Ref. 10͒. This seems not to be the case for the EA model, 9, 27, 39 within the accessible time window. Second, the coherence length is not found to decrease under positive temperature shifts, in contradiction with the inferred behavior from experimental measurements of effective times. 17, 18 Third, in the dip-experiment protocol we have found 39 47 The physical reasons underlying these differences between our best model for spin glasses and experimental spin glasses are not yet understood. It is of course possible that longer times need to be studied. However, when time scales are converted to length scales, one finds that numerical coherence lengths are smaller than the experimental ones only by a small factor ͑see also Ref. 48͒ .
We have shown that the ferromagnetic site-diluted Ising model ͑where chaos is absent͒ follows very closely the behavior of the EA model, at least in the t w Ͼ 1 regime. This is not totally unexpected, as we already know experimentally that systems quite different from spin glasses show memory and rejuvenation. [12] [13] [14] [15] [16] The natural conclusion is that chaos, although probably present in realistic spin glasses, 34, 38, 47 need not be invoked to explain memory and rejuvenation. However, it has been argued 11 that the experimental protocol introduced in Ref. 17 may help to discriminate temperature chaos from a somehow trivial restarting of the dynamics ͑yet, see Ref. 49͒ . More work will be needed to assess the usefulness of this interesting classification 11 of aging systems.
