In the framework of disclosure control of a microdata set, a unique record is at risk of being identified. Even if a record is not unique in the microdata set, it may be considered risky if the frequency k of the cell, in which the record falls, is small. The notion of minimum unsafe combination introduced by Willenborg and de Waal (1996) is important in this respect. The purpose of this paper is to clarify the logical relationships between this notion and other closely related notions, and give an algorithm for obtaining relevant combinations of variables. We will define the minimum k-unsafe and maximum k-safe sets of variables for each record. We also give an illustration to show the usefulness of the proposed technique for the purpose of disclosure risk assessment and control.
Introduction
Consider a microdata set of n individuals and p variables. We assume that these p variables are suitably discretized key variables. A unique individual of the microdata set (sample unique) is at risk of being identified if the individual happens to be a population unique as well. A sample unique individual is more likely to be a population unique, if he (or she) is already a sample unique with only a small number of variables out of p variables. Therefore it is important to find a minimum set of variables, with which the individual becomes a sample unique. This is the notion of minimum unsafe combination discussed in Section 5.4 of Willenborg and de Waal (1996) and Willenborg (1996) . The minimum unsafe combination is also called the "fingerprint" in Willenborg and Kardaun (1999) and Section 2.10.2 of Willenborg and de Waal (2000) , because a sample unique is identified by the minimum unsafe combination.
It is also of interest to find a maximum set of variables, with which a unique individual is no longer unique. This maximum set is obtained if we delete or locally suppress minimum number of variables to make the individual non-unique. This is the notion of maximum safe set defined and studied in this paper. Note that this notion is important from the viewpoint of disclosure control based on local suppression, because the number of deleted variables by local suppression is minimum for the maximum safe set.
There is a duality between the notions of the minimum unsafeness and the maximum safeness as shown in Section 2. Therefore local suppression of the minimum number of variables can be discussed in terms of the minimum unsafeness alone, as was done in de Waal and Willenborg (1998) and Chapter 4 of Willenborg and de Waal (2000) . However the notion of maximum safe set seems to be more natural for the purpose of optimal local suppression. In addition to uniqueness, we also consider doubles, triples, etc. Consider a microdata set as a p-way contingency table. If an individual falls in a cell of the contingency table with frequency j, we call him (or her) j-isolated. Suppose that we fix k ≥ 1 and consider up to k-isolated individuals as being at identification risk. We call an individual k-unsafe (k-safe) if he is j-isolated with j ≤ k (j > k). For a k-unsafe individual we will consider minimum k-unsafe set and maximum k-safe set of variables.
In this paper we mainly discuss minimum unsafe and maximum safe sets for each unsafe record of a microdata set, although at the end of Section 2 we clarify the relationship between the minimum unsafe and maximum safe sets of each unsafe record and those of the whole microdata set. We view minimum unsafe and maximum safe sets as diagnostic tools for evaluating the disclosure risk of each unsafe record of a microdata set before the application of local suppression. As discussed in de Waal and Willenborg (1998) , and Tiourine (1998, 1999) , applying local suppression to unsafe records of the whole data set and evaluating the disclosure risk of resulting data set involves a much more complicated optimization problem.
In this paper we are only concerned with rare records in the sample and do not discuss the notion of population uniques or rare individuals in the population. Some relevant results on estimation of the number of population uniques are given in Takemura (1999) and Hoshino and Takemura (1998) .
The organization of this paper is as follows. In Section 2 we give a definition of minimum k-unsafe and maximum k-safe sets of variables for each unsafe record and derive several relations between them. We also clarify the relation between these sets for each record and the whole microdata set. In Section 3 we present an algorithm for obtaining these sets. In Section 4 we apply our algorithm to a data set of considerable size and show that calculations can be done in reasonable amount of time. Some discussion is given in Section 5.
for the i-th record. Generalizing this to k > 1, consider a k-unsafe record i. If it is already k-unsafe in X J , we call the i-th record k-unsafe with respect to J and call the subset J k-unsafe for the i-th record. J is 1-safe if it is not 1-unsafe and similarly J is k-safe if it is not k-unsafe for the i-th record.
If In Definition 1, all non-empty subsets of J may be k-unsafe for i. In this case minimal unsafe sets are the singletons {1}, . . . , {p}, and maximal safe set is the empty set ∅. Note also that minimum k-unsafe set and maximum k-safe set may not be unique.
Obviously the sets defined in Definition 1 depends on the particular record i. In this sense it is sometimes clearer to use the term minimal unsafe values of the variables or maximal safe values of the variables. For example suppose that there is a unique record with the following combination of values (sex = female) × (age = 20) × (occupation = baseball player).
In this case we might say that "female × 20 × baseball player" is a 1-unsafe set of values for the unique record, because for the case sex=male the same set of variables {sex, age, occupation} may be 1-safe for all other records. The term "fingerprint" used in Willenborg and Kardaun (1999) , and in Section 2.10.2 of Willenborg and de Waal (2000) , seems to be appropriate in this context, because "female × 20 × baseball player" identifies the unique record in the microdata set.
A convenient way of thinking of k-safe and k-unsafe sets is given in terms of an indicator function on a partially ordered set. Let 2 J denote the set of all subsets of J :
2 J forms a partially ordered set with respect to the inclusion relation between subsets of J . Let φ i denote the indicator function of k-unsafeness of sets of variables for i:
Then φ i is a non-decreasing function on 2 J . We are considering the minimal elements of φ −1 i (1) and the maximal elements of φ −1 i (0). First, we establish a duality between the minimal unsafeness and the maximal safeness. We need the notion of hitting set of a set of subsets of J = {1, . . . , p}.
Let C denote a set of non-empty subsets of
For a given 1 ≤ K ≤ p and C, determining whether there exists a hitting set J of C of size less than or equal to K is called an instance of the hitting set problem. Let U denote the set of the minimal k-unsafe sets and S denote the set of the maximal k-safe sets. Furthermore letS denote the set of complements of the maximal k-safe sets:
Then we have the following basic proposition.
Proposition 1. J is k-unsafe if and only if J is a hitting set ofS. J is k-safe if and only if J C is a hitting set of U.
Proof. J is k-safe iff it is contained in some maximal k-safe set. Therefore
Similarly J is k-unsafe iff it contains some minimal k-unsafe set. Therefore
In the following we will make extensive use of the Hamming distance. The Hamming distance between the i-th row and the i -th row of X is defined by
where I(·) denotes the indicator function. We also use the Hamming distance
For a particular individual i we denote the Hamming distance to the nearest neighbor by
Furthermore let h k (i) denote the Hamming distance to the k-th nearest neighbor:
in an analogous manner. We denote the size of minimum k-unsafe set for i by u k (i) and the size of maximum k-safe set for i by s k (i). Now we derive several relations between these quantities. These relations are utilized in our algorithm in Section 3. 
where the equality holds iff there exists
Proof. By definition of s k (i), any set of variables of size s k (i) + 1 is kunsafe for i. Therefore we obviously have (2.4). Now suppose that there exists m of the proposition. Then s k (i) < m and
Then for any k-safe J and any k-unsafe J ,
To illustrate Proposition 2 we consider two simple examples. In Table 1 the first row (i = 1) is unique (k = 1). It is already unique with respect to the third column and u 1 (1) = 1. On the other hand J = {1, 2} is the maximum 1-safe set and s 1 (1) = 2. Therefore in Table 1 u 1 (1) = 1 < s 1 (1) + 1 = 3. It is instructive to draw the Hasse diagram of the partially ordered set 2 J (omitting the empty set) for illustrating 1-safeness of the fist row of Table 1 . In Figure 1 we clearly see that {3} is minimum 1-unsafe set and {1, 2} is the maximum 1-safe set for the first row of Table 1 .
Next, consider Table 2 . The first row (i = 1) is unique (k = 1). Table 2 consists of 0's and 1's only. Since we are concerned only whether the observations of the first row coincide with those of other rows, without loss of generality we can let the first row (0, 0, . . . , 0) and the other rows consist of 0's and 1's. In Table 2 any 3-element set of variables is minimum 1-unsafe and u 1 (1) = 3. Any 2-element set is maximum 1-safe and s 1 (1) = 2. Therefore in Table 2 the equality Table 2 It is easy to give an example of general size along the lines of Table 2 . Consider a table with
rows, whose first row is (0, 0, . . . , 0) and other rows have 1's in fields corresponding to p l ways of choosing l fields out of p fields. Considering the symmetry among the columns it is easily seen that u 1 (1) = p − l + 1, s 1 (1) = p − l and the equality in (2.4) holds with m = p − l + 1. Furthermore if we repeat each row k times except for the first row and consider a table with n = k × p l + 1 rows, we have an example where
Now for the case k = 1, we derive a relation between maximum 1-safe set and nearest neighbor in the Hamming distance. 
Combining above two inequalities we obtain h 1 (i) = p − s 1 (i).
Proposition 3 is easily checked in Table 1 and Table 2 . Indeed h 1 (1) = 1 = 3 − s 1 (1) in Table 1 and h 1 (1) = 2 = 4 − s 1 (1) in Table 2 .
The equality in Proposition 3 does not generalize to k > 1. We only have the following inequality.
Proof is easy and omitted. Finally we define k-safeness for the whole microdata set X and state the relationships between the k-safeness of individual records and the k-safeness of the whole set. We define J ⊂ J to be k-safe for the whole microdata set X if J is k-safe for each record of the data set. In terms of the indicator function (2.1), the indicator function of k-unsafeness for X is written as
Then we have the following proposition, whose proof is easy and omitted.
Proposition 5. Let J be minimal k-unsafe for the whole data set. Then there exists some record i such that J is minimal k-unsafe for i. Let J be maximal k-safe for the whole data set. Then J can be written as
where J i is maximal k-safe for record i, i = 1, . . . , n.
Algorithm for computing minimum k-unsafe sets and maximum
k-safe sets Here we discuss how to compute the minimum k-unsafe and maximum ksafe sets of variables. Actually we shall discuss how to determine k-safeness or k-unsafeness for all subsets J of J . One reason for determining k-safeness of all subsets (rather than just minimum k-unsafe and maximum k-safe sets) is that except for maximum 1-safe set, which can be determined by obtaining the nearest neighbor in the Hamming distance (Proposition 3), it seems to be no more difficult to determine k-safeness of all subsets J than to obtain the minimum kunsafe and maximum k-safe sets only. We will further discuss this point at the end of this section. Now we present an algorithm for determining k-safeness of all subsets of J . We prepare a one-dimensional list of unchecked subsets, initially set to the list of all subsets of J . We compute the Hamming distance h k (i) to the k-th nearest neighbor from the row i. Proposition 4 implies that J is k-unsafe if |J| > p−h k (i). Therefore we flag all J with |J| > p − h k (i) as k-unsafe and delete them from the list of unchecked subsets. Now we check subsets of size p − h k (i). For k = 1 J is 1-safe iff there exists i with d(i, i ) = h 1 (i) and
Therefore for k = 1 we can easily determine the 1-safeness of J by just checking all i with d(i, i ) = h 1 (i). For k > 1 we need to check each J of size p − h k (i) separately to confirm whether it is k-unsafe or not by actually forming the subset X J .
If J of size p − h k (i) is k-safe, we flag J and all its subsets as k-safe and delete them from the list of unchecked subsets. Otherwise we form submatrix
. We flag these subset as k-unsafe and delete them from the list of unchecked subsets.
Recursively repeating the above process, we can determine k-safeness of all subsets of J . Once k-safeness of every subset J ∈ J is determined, it is easy to obtain minimum k-unsafe sets and maximum k-safe sets.
A C program implementing the above algorithm is available from http://www.e.u-tokyo.ac.jp/~takemura/minimalunsafe.html.
Finally we discuss that obtaining 1-unsafe set is a computationally difficult problem as n and p become large. The following argument is due to Daishin Nakamura. It is known that the hitting set problem is an NP-complete problem (p. 222 of Garey and Johnson (1979) and Karp (1972) ). Given an instance of the hitting set problem
form an n × p data matrix X = (x ij ) with the first row (x 11 , . . . , x 1p ) = (0, . . . , 0) and the rest of the rows (i ≥ 2) defined by
Now, obtain a minimum 1-unsafe set for the first row of X and let m be the size of the minimum 1-unsafe set. Note that J ⊂ J is 1-unsafe if and only if J contains at least one element from C i , i = 1, . . . , n − 1. Therefore the hitting set problem can be solved by comparing m and K. We see that any algorithm of finding a minimum 1-unsafe set can be used to solve the hitting set problem. Since the hitting set problem is NP-complete, the problem of finding a minimum 1-unsafe subset is NP-complete as n and p → ∞.
An illustration
Here we apply our algorithm to a fairly large data set and confirm that computation can be done in a reasonable amount of time. The data set is obtained from "The American Community Survey" page of U. S. Census Bureau home page. We downloaded PUMS (Public Use Microdata Samples) file of population records data of Ohio for 1997, which contained 17142 individuals. The data file contains a large number of variables, but we chose 7 variables which may be used as key variables for individual identification. These 7 variables are 1. RELT (Relationship), 2. SEX, 3. RACE, 4. AGE, 5. MARITAL (Marital status), 6. ROWNCHL (Own child), and 7. RAGECHL (Presence and age of own children). For detailed description of these variables, refer to the home page of The American Community Survey. In summary we worked with a data matrix of size 17142 × 7. The first 10 lines of this matrix are as follows. It took 770 CPU seconds to obtain minimal 1-unsafe and maximal 1-safe sets for 1721 sample uniques. The first few lines of the output are as follows. Note that sets of variables are represented by bit patters in this output. For example 1000100 denotes the set {1, 5}. Therefore, for example, the record No. 30 is a sample unique and its minimal unsafe sets are {1, 5} and {1, 3, 4}, with the former being the minimum unsafe set. The maximum safe set for the record No. 30 is {2, 3, 4, 5, 6, 7}.
It is very useful to examine the output of the above type to assess disclosure risk of individual records and to perform local suppression. For example, consider again the record No. 30 in the output. This record is unique with only two variables 1 and 5. This implies that the observed categories of these variables or their combination are rare for this record. The record is also unique with respect to three variables 1, 3, 4. Note that variable 1 is common in these minimal unsafe sets. This suggests that suppressing variable 1 could make this record 1-safe. This is confirmed by the fact that its maximum 1-safe set is {2, 3, 4, 5, 6, 7}.
At the moment the proposed methodology is a diagnostic tool and there is no automatic way of performing the similar operation for each 1-unsafe record.
Computation for 2-safeness for the same data set took 1246 CPU seconds for processing 2617 2-unsafe records. The first few lines of the output are now as follows. We see that although n in this case is large and the computation is fairly intensive, it can be done in a reasonable amount of time.
Some discussion
In this paper we have investigated properties of minimal unsafeness and maximal safeness. These notions are important for performing local suppressions and other perturbative disclosure control techniques, because they suggest which records have high disclosure risk and how to perform local suppression to these records. Some sample unique records have higher disclosure risk than other sample unique records, depending on the intuitive rareness of the observed categories. If a sample unique has very rare combination of observed characteristics in small number of variables, it is likely to be a population unique. The size of the minimum 1-unsafe set u 1 (i) for a sample unique i may be used as a rough measure of its disclosure risk. Clearly we should also check the actual fingerprint of the record i. When we decide to perform local suppression on the record i, its maximum safe set gives the minimum number of suppressions.
In Section 2 and 3 we discussed 1-safeness and more general k-safeness in parallel. Here we discuss an alternative formulation of the problem, which reduces k-safeness to 1-safeness. As in Table 2 consider an n×p data matrix X consisting of 0's and 1's with the first row (0, 0, . . . , 0) and consider k-safeness of the first row. Construct an expanded data matrixX of size (1 + n−1 k ) × p such that the first row ofX is (0, 0, . . . , 0) and the other rows ofX correspond to field-wise "or" of k rows out of n − 1 rows (x i1 , . . . , x ip ), i = 2, . . . , n, of X. Note that the first row (0, 0, . . . , 0) of X is k-safe iff there are k other zero rows (0, 0, . . . , 0) in X, which is in turn equivalent to existence of a zero row (0, 0, . . . , 0) inX. Therefore the problem of k-safeness is reduced to the problem of 1-safeness. We did not take this approach, because in our problem n is not small, and forming X requires a large amount of storage.
