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We calculate the Angle Resolved PhotoEmission Spectroscopy (ARPES) signature of the Resonant Excitonic
State (RES) that was proposed as the Pseudo-Gap state of cuprate superconductors [ArXiv 1510.03038]. This
new state can be described as a set of excitonic (particle-hole) patches with an internal checkerboard modula-
tion. Here, we modelize the RES as a charge order with 2pF wave vectors, where 2pF is the ordering vector
connecting two opposite sides of the Fermi surface. We calculate the spectral weight and the density of states in
the RES and we find that our model correctly reproduces the opening of the PG in Bi-2201.
Introduction The recent discovery of charge density wave
(CDW) in cuprate compounds developing at the tips of the
Fermi arcs in the Pseudo-Gap (PG) phase [1–3], questions us
on the relationship between d-wave superconductivity (SC)
and the charge sector[4–37]. Recent Scanning Tunneling Mi-
croscopy (STM) experiments have shown that the intrinsic en-
ergy scale of the d-wave part of the CDW is comparable to the
PG scale [38]. In this paper we discuss Angle Resolved Photo-
Emission Spectroscopy (ARPES) in Bi-2201 [39, 40]. In this
compound, the experimental dispersion below the PG temper-
ature T ∗, shows a very unusual structure in momentum space,
with a a bending of the dispersion at wave vectors very similar
to the CDW modulation vectors Qx and Qy [39, 40]. It is one
of the very few experimental evidences [38] for a correlation
between a modulation structure and the opening of the PG in
the anti-nodal (AN) region ((0,±pi), (±pi,0)) of the first Bril-
louin zone (BZ). For most of the bulk probes, the CDW as a
coherent, static modulation shows up at a critical temperature
lower than T ∗.
Various theoretical approaches have been proposed to ex-
plain the physics of cuprate and the PG state based on
strong correlations [41–43], antiferromagnetic (AF) fluctu-
ations [44–46], loop current [47, 48] or emergent symme-
try models [49, 50]. From these different approaches, sev-
eral models describe the competition between d-wave SC and
incommensurate CDW order [51–69], or pair density waves
(PDW)- a SC state with finite Cooper pair momentum phase-
[70–75] or with current loops [47, 48, 76]. The emergent sym-
metry scenario explains the PG phase by a composite SC and
charge order parameter with an underlying SU(2) symmetry
which is restored by thermal fluctuations [55, 77]. Proceeding
by the integration over the SU(2) pairing fluctuations [78], we
find a new stable state which manifests itself as a set of ex-
citonic (particle-hole pair) patches with an internal structure
of checkerboard charge modulation which we call "Resonant
Excitonic State" (RES). This new state is a superposition of
charge density wave instabilities with multiple ordering vec-
tors that are commensurate with the Fermi surface.
In this paper, we propose a minimal model that describes
RES as a charge order with only two kinds of ordering vec-
tors (see Fig.1). Then, we examine carefully the gapping out
of the AN region, and show that our results are in promising
agreement with the experimental band structure observed by
ARPES in Bi-2201[39, 40].
ARPES technique gives crucial information about the mo-
mentum and frequency dependence of the one-particle spec-
tral function below the Fermi level. Numerous experiments
have been done in the PG state in different cuprate compounds
[39, 40, 79–81]. In Bi2201, the electronic dispersion in the PG
phase presents the following characteristics [30, 39]:
(1) The back-bending vectors of the hybridized band kG is
greater than the Fermi vector in the normal state kF (kF and
kG are drawn in Fig.2 a)). The misalignment kG−kF develops
below T ∗, the PG critical temperature, in the antinodal zone
and becomes smaller when moving from the AN zone until
the beginning of Fermi arcs[30, 39].
(2) When moving from the AN zone until the Fermi arc, the
hybridized band approaches the Fermi level from "below" i.e.
from negative energies.
(3) The minimum energy of the hybridized band is smaller
than the minimum energy of the bare dispersion in the metallic
phase.
(4) The hybridized band is not flat and conserves a disper-
sion close to the dispersion of the metallic phase in the AN
zone.
The misalignment kG− kF (feature 1) has first been inter-
preted by the presence of an ordered state like CDW. However,
it has been emphasized [71, 82] that a CDW order should open
a gap at only one point of the FS and that the gap should close
from "above" i.e. from high energies when moving from the
AN zone until the N zone which contradicts the experimen-
tal observations (feature 2) [30, 39]. In this framework, the
features (1) and (2) have been explained by a PDW state that
emerges at the same wave vector than the CDW state [60, 71].
Here, we argue that the RES-scenario gives a viable alterna-
tive to the previous explanation of ARPES data in terms of a
PDW.
Model The RES is described as a superposition of charge
orders with a multiple set of ordering vectors qc, each having
the amplitude ∆RES and a finite width of action in k-space.
Consequently, the RES order parameter depends on both qc
and on the momentum k. ∆qcRES(k) ≡ 〈c†k+qc,σck,σ 〉 with c
(†)
k,σ
the annihilation (creation) operator of a spin σ electron with
momentum k.
In real space, the RES order parameters writes :
∆RES(r,r′) = ∑
qc,k
e−iqc.
r+r′
2 ei(2k+qc)(r−r
′)∆qcRES(k) (1)
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2FIG. 1. (Color online) Fermi surface (solid line) in first BZ of the
square lattice. The magnetic BZ is presented in dashed line and its
intersection with the Fermi surface represents the position of the hot-
spots (the red circle). The red solid arrow represents the 2pF vectors
for two different points on the Fermi surface. The blue arrow rep-
resents the small ordering vector perpendicular to the zone edge qS,
which is itself a 2pF- vector of the adjacent AN zone. The RES order
parameter develops in the AN zone of the first BZ (orange area). Sqc
is the size of the spread of the modulation vectors qc.
where the ordering vectors qc runs over the 2pF vectors [78].
The order parameter ∆RES(r,r′) describes a local patch, made
of particle-hole pairs that break locally the translation invari-
ance. In analogy with Cooper pairs, these particle-hole pairs
have a coherence length ξ ≈ h¯vF/|∆RES|. The coherence
lenght is about a0 where a0 is the elementary cell parame-
ter of the square lattice (with |∆RES| the typical amplitude of
the RES gap in the AN zone of the first BZ and vF the Fermi
velocity). The typical size of a RES patch LRES depends on
the spread of the qc vectors, Sqc . Then, LRES ≈ 2pi h¯/Sqc and
is around 5a0 in agreement with STM experiments [38]. Fi-
nally, each patch exhibits an internal charge modulation re-
sulting from the sum over the ordering vectors qc. These mod-
ulation has a checkerboard form along the x and y axis (more
informations in Refs. [78]). Another scenario involving CDW
with multiple ordering vectors has recently been proposed to
explain the ARPES data [83, 84].
The exact resolution of the RES mean field equation [78]
reveals that two sets of ordering vectors mainly contribute:
2pF(k) and qS (see Fig. 1). In the following, we neglect the
contribution of the other ordering vectors. The 2pF(k) vectors
relate two opposite part of the Fermi surface (red vectors in
Fig. 1). We assume that the 2pF vector of a point far from
the Fermi surface is the 2pF vector of the closest point of the
Fermi surface. The qS vectors relate to points of the same
Fermi surface across the zone edge (blue vectors in Fig. 1).
The qS vector corresponds to the 2pF vector of the zone edge
point of the adjacent AN zone. The ordering vector qS is a
subsidiary contribution compared to the 2pF ordering vector.
This implies that the magnitude of the order parameter for qS
ordering vectors is smaller than the 2pF one, ∆2pFRES > ∆
qS
RES.
The second approximation is that we neglect the detailed
momentum dependence of the RES order parameter associ-
ated with each ordering vectors. Note that the exact resolu-
tion of the mean field equation gives similar momentum de-
pendence for the 2pF(k) and qS RES order parameters [78].
Following these approximations, we can describe the RES
by the effective action Se f f which writes in the basis Ψ†k =(
c†k,σ ,c
†
k+2pF(k),σ
,c†k+qS,σ
)
with Se f f = −∑k,σ ψ†kGˆ−1e f fΨk
and:
Gˆ−1e f f =
 iε−ξk ∆2pFRES(k) ∆qSRES(k)∆2pF,∗RES (k) iε−ξk+2pF(k) 0
∆qS,∗RES(k) 0 iε−ξk+qS
 , (2)
where ε is the fermionic Matsubara frequency and ξk the
fermionic spectrum [85]. We choose a fermionic spectrum
that reproduce the dispersion of the Bi-2201 compounds at
optimal doping [30].
We assume that the RES order parameter has a Gaussian
form centered in the AN zone of the first BZ (see orange
area in Fig. 1) ∆qcRES(k) = ∆
qc
0 e
− (kx−pi)2
2σ2x
− (ky)
2
2σ2y where σx(y) is
the width of the Gaussian in the kx(ky) direction. In or-
der to reproduce the experimental dispersion measured by
ARPES, we calculate the electronic spectral weight A(k,ω)
which defines the probability to find the state ck,↑ in the
eigenstate of the effective Hamiltonian. The spectral weight
can be written in term of Green function as A(k,ω) =
−2limη→0Im
(
G1,1(k,ω+ iη)
)
where iε = ω + iη and the
Green function G1,1(k, iε) is obtained by the inversion of the
matrix (2) and reads
G1,1(k, iε) =− (iε−ξk+2pF(k))(iε−ξk+qS)
det(Gˆ−1e f f )
. (3)
where det(Gˆ−1e f f ) is the determinant of the matrix Gˆ
−1
e f f . In the
following, we use a broadening η = 3meV which is small
compared to the bandwidth and the amplitude of the order
parameters.
Results and discussion In the figure 2 a) to e), we present
the experimental dispersion measured with ARPES (extracted
from [30]) in order to compare it with the theoretical disper-
sion (Fig.2 f) to j)). The magnitude of the order parameter are
∆2pF0 = 50meV and ∆
qS
0 = 0.4∆
2pF
0 and we choose σx = 0.5414
and σy = 1.083. These parameters were obtained by a fit of
the gap function obtained from the solution of the mean field
equation [78]. Close to the zone edge, we distinguish two dis-
tinct bands below the Fermi level (Fig.2 f) g) h)): the lower
energy band (Fig.2 f) g) h)) well fits the experimental data
(blue dots in Fig.2 a),b),c)); the middle energy band (Fig.2 f)
g) h)) well reproduces the shoulder observable experimentally
(green dots in Fig.2 a),b) c)). Since the shoulders observed in
EDC’s curve are observable only below Tc, we argue that it
3could not be observable above Tc because of the loss of sensi-
bility of the ARPES techniques with temperature.
Close to the Fermi arcs, we see a good agreement between
experimental (Fig.2 d) e)) and calculated (Fig.2 i) j)) spectral
weight. Following the experimental data, the gap is closing
from below when kx varies from the AN zone (δkx = 0) until
the nodal zone (δkx = 1.6).The RES does not gap all states of
the first BZ but only states in the AN zone. Consequently, the
gap closes when we move from the AN zone until the Fermi
arcs.
The charge ordering vectors 2pF and qS impose that the
gap opens at the Fermi surface with a misalignment of the
back-bending curve with the Fermi vector in the normal state.
This effect of misalignment is well reproduce by the simpli-
fied model (Fig. 2 f) to j)) and decreases close to the Fermi
arc (black arrow in Fig 2 f) g) h).
The Fermi surface of the effective model is shown in Fig.
3. The gap develops only in the antinodal zone which implies
that the Fermi surface is reduced to Fermi arcs. Note that
there is no emergence of electron pockets on the axis con-
trary to what is found with PDW phase [71]. The density of
states ρ(ω) = 1pi ∑kA(k,ω) of the RES is presented in Fig. 4.
We observe the opening of a pseudo gap which qualitatively
reproduce the STM data [38]. Our simple model provides
promising agreement with the experimental spectrum.
In experiments, the gap develops generically in the AN
zone and is characteristic for the PG state. With our model,
we propose a gap dependence with a Gaussian form centered
in the AN of the FBZ which allows the formation of Fermi
arcs which well modelizes the ARPES data [30, 39]. More-
over, the hybridized band produced in our model conserves
its dispersion in the AN zone. In a model describing a CDW
ordered state with a unique ordering vector, the hybridized
bands become flat if the order parameter magnitude is compa-
rable to the band width (see discussion in [71]). Consequently,
the conservation of the electronic dispersion in the AN zone
observed in the PG phase of cuprate compounds [30, 39] is
in favour of a scenario of a charge ordered state with multiple
ordering vectors.
Another feature is the misalignment between the Fermi vec-
tor in the metallic phase kF and the back-bending vector in the
PG phase kG. This misalignment is greater in the AN zone and
decreases close to the Fermi arcs [30, 39]. It suggest the pres-
ence of an order parameter describing a state with a non-zero
ordering vector such as CDW or PDW order [30] . In our sce-
nario, the misalignment kG− kF is produced by the ordering
vector qS. Note that this misalignment can also be produced
in a charge order model with more than two ordering vectors.
When moving from the AN zone until the N zone, we re-
produce the closure of the gap from negative energies (from
"below") (Fig 2 f) to j)). Former interpretations claimed the
impossibility to reproduce this gap dependence with a CDW
order. The reason invoked was that a CDW phase should open
a gap below the Fermi level and at only one point of the FS
for a careful choice of ordering vector [71]. In our model,
the closure of the gap from negative energies is due to the fi-
nite extension in k of the multiple wave vector CDW state that
develops only in the AN zone and close to the FS.
To sum up, the RES can be modelized as a CDW state with
multiple ordering vector developing only in the AN zone. The
closure of the gap from negative energies observed in exper-
iments [30, 39] is well reproduced because the RES only de-
velops in the AN zone. Moreover, the misalignment between
the Fermi vector in the normal state and the back-bending vec-
tor of the hybridized band [30, 39] can be reproduced because
of the second ordering vector qS [82]. The RES does not pro-
duce flat hybridized bands in promising agreement with ex-
periments [30, 39].
With the temperature, we expect the gap magnitude to de-
crease and then to observe the closure of Fermi arcs as well
as the decreasing of the misalignment kG−kF [82]. No quali-
tative evolution is expected with hole doping, because the or-
dering vectors of the RES change with the FS.
The minimal model produces two hybridized bands be-
low the Fermi level which are in promising agreement with
ARPES data [30, 39]. Note that the middle energy hybridized
band qualitatively reproduce the shoulder oberved in the EDC
below Tc[30, 39]. In our model, we observe this band above
Tc. We argue that it is a limitation of the minimal model where
we modelize the RES by a three band effective model.
Conclusion The results presented clearly demonstrate the
possibility to reproduce qualitatively the electronic spectrum
of Bi-2201 observed by ARPES [30, 39]. Our model, the
RES, is a charge order scenario, which partially contradict for-
mer interpretations Ref.[71] . The superposition of multiple
ordering wave vectors in each excitonic, particle-hole patch,
as well as the finite with of action of each wave vector within
k-space are the key ingredients for the successful description
of the data. The RES develops in the AN zone of the first BZ
[78] and is responsible for the PG opening.
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4FIG. 2. (Color online) a) to e) Experimental energy dispersion curves that were taken from [30] and measured by ARPES at T = 10K (blue
circle) and T = 170K (red circle) at approximately constant kx = pi−δkx for δkx = 0, 0.3, 0.6, 1.2, 1.6 (The Fermi arcs begin around δkx = 1.2).
Note that the green circles appear only below Tc. The black arrows locate the back-bending vector kG which differ from the Fermi momentum
in the normal state kF . In the figures f) to j), we represent the band dispersion with color intensity proportional to the spectral weight A(k,ω).
These curves have been calculated for the order parameters magnitude ∆2pF0 = 50meV and ∆
qS
0 = 0.4∆
2pF
0 and the width of the Gaussian
function as σx = 0.5414 and σy = 1.083. The solid lines is the electronic dispersion in the metallic phase.
FIG. 3. (Color online) The spectral weight A(k,ω) at the Fermi level
(at ω = 0 with a broadening of η = 10meV ). The parameters are the
same as in Fig. 2. We clearly observe the formation of Fermi arc
after the anti-nodal zone has been gapped out.
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FIG. 4. (Color online) Density of states ρ(ω) as a function of the
frequency in the PG state (solid line) and in the normal state (dashed
line). The parameters are the same than in Fig. 2.
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7Supplemental Material
I. QUALITATIVE EVOLUTION OF THE ELECTRONIC DISPERSIONWITH GAP MAGNITUDE
In this section, we study the evolution of the electronic band structure at the zone edge (kx = pi) with the order parameter
magnitude. In a mean field treatment of the RES order parameter, one expects the order parameter magnitude of the RES to
decrease with the temperature. Note that we neglect the d-wave superconducting (SC) order parameter in our study. Conse-
quently, the results presented here are relevant for temperature above Tc and below T ∗ (Tc is the SC critical temperature and T ∗
the Pseudo-gap (PG) critical temperature).
For Tc < T < T ∗, the ARPES data show that the gap closes with the temperature and vanishes at T ∗. Moreover, the mis-
alignment kG− kF decreases when the temperature increases. Below Tc a shoulder has been detected in the Energy Distribution
Curves (EDCs) which could be interpreted as an additional band [30].
With our model, we see two effects of the decreasing of the gap magnitude (see Fig. S1). First, the order parameter at
the Fermi surface decreases and the Fermi arcs closes (see Fig. S1 e) to h)) which is qualitatively coherent with observations
[30, 39]. The second effect is that the spectral weight of the low energy band decreases in favour of the middle energy band (see
Fig. S1a) to d)). The disappearance of the low energy band in favour of the middle energy band implies that the misalignment
kG− kF decreases until vanishing at T ∗ where the RES is expected to disappear. Note that below Tc, the variation of the RES
order parameter amplitude with temperature can be non-trivial because of the appearance of the superconductivity.
FIG. S1. (Color online) Spectral weight A(k,ω) at the zone edge (δkx = 0) for a gap amplitude ∆RES equals to a) 10meV b) 20meV c) 30meV
and d) 40meV (with ∆2pF0 = ∆RES and ∆
qS
0 = 0.4∆RES). The spectral weight at the Fermi level A(k,ω = 0) is presented for a order parameter
magnitude equals to e) 10meV f) 20meV g) 30meV and h) 40meV . We clearly see the Fermi arcs close when the order parameter magnitude
decreases.
8II. SOLUTION OF THE MINIMAL MODEL FOR AN ARBITRARY FERMI SURFACE
In this part, we demonstrate that our approach does not depend on the Fermi surface topology. In this case, we consider a
Fermionic dispersion ξk that writes ξk =−2t(cos(kxa0)+cos(kya0))+4t ′ cos(kxa0)cos(kya0)+ t0(cos(kxa0)−cos(kya0))2−µ
where t, t ′ are respectively the first and second neighbor hopping terms with t ′ = −0.3t and t0 = 0.084t take into account the
interlayer coupling. a0 is the elementary cell parameter set to unity and µ is the chemical potential determined to adjust the hole
doping. The bandwidth parameter has been put at 1.5eV . The band structure (Fig. S2) as well as the Fermi surface (Fig. S3)
behave in a similar manner than the one presented in the Fig. 2 and 3 in the main paper.
FIG. S2. (Color online) Spectral weight A(k,ω) as a function of the frequency for a CDW order with 2pF and qS ordering vectors at a) δkx = 0,
a) δkx = 0.3, a) δkx = 0.6 and a) δkx = 1.2. We clearly see a gap opening in the AN zone. The magnitude as well as the form factor of the order
parameters are the same than in Fig. 2.
FIG. S3. (Color online) Spectral weight at the Fermi level A(k,ω = 0) for a charge order with 2pF and qS ordering vectors. We clearly see a
gap opening in the AN zone. The magnitude as well as the form factor of the order parameters are the same than in Fig. 2.
9III. ELECTRONIC STRUCTURE OF A CHECKERBOARD CDW ORDER.
Considering a checkerboard CDW order with an axial ordering vector qcdw = (qx,0) and qcdw = (0,qx) with qx = 0.3pi , we
find that the gap closes from high energies values i.e. from "above" (see Fig. S4 and S5) as emphasized in [71].
FIG. S4. (Color online) Spectral weight A(k,ω) as a function of the frequency for a CDW order with a qcdw ordering vector at a) δkx = 0, a)
δkx = 0.3, a) δkx = 0.6 and a) δkx = 1.2. We clearly see a gap opening in the AN zone. The magnitude as well as the form factor of the order
parameters are the same than in Fig. 2.
FIG. S5. (Color online) Spectral weight at the Fermi level A(k,ω = 0) for a charge order with a qcdw ordering vector. We clearly see a gap
opening in the AN zone. The magnitude as well as the form factor of the order parameters are the same than in Fig. 2.
10
IV. ELECTRONIC STRUCTURE OF A CDWWITH A 2pF ORDERING VECTORS
In this section, we gives some precision about the CDW with a 2pF ordering vector. The goal of this section is to emphasize
the specific role of each ordering vectors contributing to the RES order. Considering a charge order with a 2pF ordering vectors,
a gap opens at the Fermi surface (see Fig. S6) in the AN zone and the Fermi arcs form (see Fig. S7). We clearly see that the gap
closes from negative energies i.e. from "below" as observed experimentally [30, 39].
FIG. S6. (Color online) Spectral weight A(k,ω) as a function of the frequency for a CDW order with a 2pF ordering vector at a) δkx = 0, a)
δkx = 0.3, a) δkx = 0.6 and a) δkx = 1.2. We clearly see a gap opening in the AN zone. The magnitude as well as the form factor of the order
parameters are the same than in Fig. 2.
FIG. S7. (Color online) Spectral weight at the Fermi level A(k,ω = 0) for a charge order with a 2pF ordering vector. We clearly see a gap
opening in the AN zone. The magnitude as well as the form factor of the order parameters are the same than in Fig. 2.
11
V. ELECTRONIC STRUCTURE OF A CDWWITH A qS ORDERING VECTOR
In this section, we gives some precision about the CDW with a qS ordering vector. A charge order with a qS ordering vectors
opens a gap in the first BZ but the whole AN zone is not entirely affected (see Fig. S8). Note that the Fermi surface obtained by
the hybridization with qS vector is shifted as regards to the bare Fermi surface allowing the back bending vector kG to be greater
than kF.
FIG. S8. (Color online) Spectral weight at the Fermi level A(k,ω = 0) for a charge order with a qS ordering vector. The bare Fermi surface is
presented in dashed line. This ordering vector does not allow the opening of a gap in the whole AN zone. The magnitude as well as the form
factor of the order parameters are the same than in Fig. 2.
