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CHAPTER I 
INTRODUCTION 
The problems addressed by the present dissertation belongs to the 
subject matter of Bayesian estimation, A Bayesian fixed sample esti­
mation problem deals with i) an observable random variable with some 
likelihood, ii) an unobservable but 'inferable* random variable with a 
known prior distribution, iii) a set of available decisions, and iv) a 
loss function. More specifically, there is the sample space (X, ), 
the parameter space (0, PQ), and the action space (A, ). A family of 
conditional probabilities; [Pg(x); 0€0} assumed and defined over the 
sample space, a nonnegative, possibly not integrable function n(9) 
defined over (0, gg) known as the prior and finally some loss function 
L(9, d): 0XD —> r"*", where r"*" is the set of nonnegative real numbers. 
To estimate Y(9), a function defined on 0, we observe a sample of 
fixed size n, (x^,...,x^) from a member of the likelihood family and 
based on the Bayes procedure we arrive at a decision function which we 
announce as our estimate of yO). The formal definition of a Hayes 
procedure is given below; 
Definition 1.1; The Bayes procedure is to choose such that: 
. f  R(e.6( - .Y .TT) )dTT(0) = i n f  / R(9. Ô')drr(9 ) (1.1) 
0 ô'eo 0 
where 6 is a nonrandomized decision rule defined as a function from 
X into A (in this thesis it is always assumed that 6 and any func­
tions introduced are appropriately "measurable") and D is the class 
2 
of all nonrandomized decision rules for which R{0,0) <00 for all 0 
and R(8,6) = S L(Y(8),6(x))dP (x). 
X 
The left hand side of (1.1) is known as the Bayes risk and we refer 
to Ô(X,Y,TT) as the Hayes rule. In (1.1) if the prior is proper and 
L(Y(0),a)^K>-oo then by employing Fubini's Theorem, the Hayes rule 
can be found by choosing for each x, an action which minimizes 
T L( Y(e),a)P (x)dTTie) .  (1.2) 
0 " 
This decision function is obviously a function of all the specified 
elements; however, assuming 0, X, A and that the loss function as well as 
the likelihood family are fixed, we use the notation 6(x,Y,Tr) to 
denote a Hayes estimator of ^(8) against the prior rr. 
If the prior is improper, i.e., it is not integrable, then it is 
possible for 5(x,y,n) to have infinite Bayes risk and hence (1.1) is 
meaningless. In that case, we use the above result as the definition of 
the Bayes procedure and we refer to ô(x,Y,Tr) as the generalized Hayes 
rule for estimating v. 
It is clear frcan (1.1) and (1.2) that the Hayes rule or the gener­
alized Hayes rule might not be unique or even exist. The following as­
sumptions that are to be used throughout, not only simplify the develop­
ment, but also ensure existence and uniqueness of the Hayes rule; 
A^: A likelihood family {Pg(x); 9€0} of probability functions 
for |i, a CT-finite measure over the Horel field of X, the sample space, 
is determined by 
dPg(x) = eG*g(0)d^(x) 060 (1.3) 
where 0 = {0; 3 (0) = J" e dji(x)}; that is, the likelihood is the 
X 
usual exponential family. 
A 2; The loss function is squared error loss, i.e., 
L(d ,Y)  =  (d -y )^  (1 .4 )  
and its natural extension to the multivariate situation, the quadratic 
loss, that is, if Y(£) = (Yj (£5,... ) * is the vector to be esti­
mated by d = (d^,...,d^) and Q is a KXK positive definite matrix, 
then 
L{d,Y) = (d-Y)'Q(d-Y). (1.5) 
When Q is diagonal, this reduces to; 
k 2 
L{d,Y) = 2q.(d-Y.) . 
i=l 
A special example (q^ = 1, i = 1,...,k) will be the sum of squared 
errors. With this assumption, it follows from (1.2) that the Bayes 
estimator is the posterior expectation, i.e.: 
f  Y(0)Pg(x )dn(0 )  
6IX,V,TT) . p i^iaiTiei 'i-G) 
0 ® 
For the quadratic loss, interestingly Q has no effect on the Bayes 
rule, which still is the posterior expectation. 
A^: All the priors involved have a Radon-Nikodym derivative with 
respect to Lebesque measure over the Borel field of 0, i.e., for some 
4 
nonnegative function Tr(0): drrO) = U(0)d9. 
A^: For the given prior tt(9) and the function vrtiose estimate is 
flv 
sought, Y(6) we have: 0 < f e 5(9)Tr(0)d0 <00 and 
// Y<0)e®*3(e)n(9)d0/< 00 
By imposing these assumptions on (1.6), for any x€X 
/ Y(0)e8*g(0)n(0)d0 
ô(x,Y,TT) = r-
S 3(0)n(0)d0 
0 
exists and, when tt is a proper prior, is the unique minimizer of (1,1). 
A^; A random sample of size one has been observed. 
It has been shown that when A^ holds, that is, when the likelihood 
is in the exponential family, then in the presence of a random sample of 
size n, there exists a sufficient statistic, whose likelihood is also 
a member of the family. Hence, in fact the assumption A^ is not a 
restrictive one. For a detailed presentation of this, one may consult 
Lehmann (1959). 
Having presented the general assumptions of this monograph, 
we will explain the main problem to be discussed. 
As indicated, the usual Bayesian practice is that seme function 
of the indexing parameter, say the mean, Eg(%) = ^ (0), is to be esti­
mated with loss, e.g., squared error. Then for the assumed likelihood 
family, a prior, for example a conjugate prior is postulated, and final­
ly according to the Bayes procedure, the Bayes rule 6(x,7,tt) is found. 
Clearly for a fixed ^(0) and tt(0), ô(x,Y,Tr) is a function of the 
observations taking values in A, the set of available actions. How­
5 
ever, for any observation and a given ^(8), the Bayes rule is a func­
tional of TT, where TT is a member of some possible set of priors. 
Cbviously, for any fixed x and TT, 6(x,Y,TR) is also functionally 
defined over some subset of real valued functions on 0. 
With this in mind, we pose the following question concerning the 
triplet {Ô,Y,TT). 
For a fixed likelihood and loss, given a 6: X —> R and 
Y: 0 —> R; 
a) Does there exist a nonnegative solution TT to the equation 
Ô(x,Y,Tr) = ô(x) for all x€X? (1.7) 
b) If so, is this solution unique? 
Indeed, we are interested in characterizing a prior through the 
Bayes estimator and determining when a Bayes estimator uniquely 
determines its prior. 
A fundamental implication of this question is that solvability of 
(1.7) implies that if one replaces the posterior by the Bayes estimator 
no information is lost, since it is always possible to solve (1.7) and 
recover the prior. Hence, the posterior, which according to Bayesian 
practice, contains all the information relevant to the experiment. 
Therefore, inaccuracy loss due to substituting the Bayes estimator for 
the actual posterior occurs if and only if equation (1.7) cannot be 
solved. 
In addition to this consequence, the solvability of (1.7) 
for a (possibly improper) prior provides a way to study the admissi-
6 
bility of the estimator. Karlin's (1958) argument on admissibility of 
6(x) = ax for estimating the mean of a member of one -parameter expo­
nential family, essentially is based on solving (1,7) and then imposing 
sufficient conditions on tail behavior of this prior to ensure the admis­
sibility of ax. Similar techniques involving derivation of the prior 
have been employed by a number of authors. For example, see Ping (1964), 
Strawderman and Cohen (1971), Ghosh and Meeden (1976), Ralescu and 
Ralescu (1981). In Chapter II, we will return to these more applied 
implications. 
However, the situation in which (1.7) cannot be solved is also a 
very interesting problem. This often happens when 6(x) satisfies some 
criterion of goodness other than Bayesness. The result of Blackwell 
and Girshick (1954), and Bickel and Blackwell (1967) is a case in point. 
They show that an estimator, 0{x) which is unbiased for estimating 0 
(a desirable property) cannot be Bayes, that is to say, the functional 
equation (1.7) has no nondegenerate solution. 
We now mention some exaziples in the literature where equation (1.7) 
has been solved and which are related to some results of this work. 
Johnson (1957) has shown that if x is Poisson (0) and 6(%) is 
a linear estimator of y(Q) = Eg{x), the mean, then 
ô(x,Eg{x),T7) = ax + b X = 0,1,2,... (l.S) 
characterizes the gamma prior. In other words, in this case (1.7) is 
uniquely solvable and the solution is an integrable nonnegative func­
7 
tion. 
Ericson (1969), for a somewhat arbitrary likelihood, with the 
same assumption as in Johnson's paper, i.e., reducing (1.7) to (1.8), 
proved that the first two moments of the prior distribution are uniquely 
determined by constants a and b and the variance of X. 
Goldstein (1975), who extended the above result, under (1.8), derived 
all the moments of the prior for the location parameter of a general 
location parameter distribution. These mcanents were expressed in terms 
of moments of the distribution of X given 0 and the values of a and 
b. In particular, he showed that if moments of the likelihood uniquely 
determine, the distribution, then the derived prior is unique. 
Diaconis and Ylvisaker (1979) have taken up these ideas in a 
more general set up and they have asked whether the Bayes estimator 
^(x, EQ(X),TT) = ax + b 
where a is a given real number and x, b are some vectors, and x 
being from a multivariate exponential family, characterize the conju­
gate priors? Under fairly general conditions, they have shown that 
indeed this is the case. 
To the above list of authors, some other works can be added, but 
we postpone mentioning them here until the later chapters, where their 
works will be referred to in conjunction with the results presented. 
The following chapters of the present work contains some partial 
answers to solvability of (1.7), under different assumptions. 
In Chapter II, when the likelihood belongs to the continuous 
8 
multiparameter exponential family, we consider the problem of existence 
and uniqueness of a nonnegative solution, i.e. a prior, to the follow­
ing equation in rr: 
(x) (Ax-tb) (1.9) 
where L(x) is an invertible matrix of linear combinations of x. This 
is, in fact, a more general version of Diaconis and Ylvisaker (1979) 
work, where the estimator is not linear, and y, the function to be estimated 
is no longer the mean but more generally is a continuous function that 
satisfies some regularity conditions. 
Theorem 2,7 presents necessary and sufficient conditions for the 
solvability of (1.9) for a prior and a sufficient condition for its 
uniqueness. A few examples to show the applicability of the theorem 
are presented. One of these examples will be the derivation of a prior 
for the Bayesness of the maximum likelihood estimator of the variance-
covariance matrix of a multivariate normal population. Another example 
is to show that the estimators of the form Ax, where A is an invertible 
matrix, are generalized Bayes iff A ^2 is symmetric. This is a special 
case of Theorem 2.7 that is interesting by itself. 
As a corollary to Theorem 2.7, using the same method of proof, we 
also notice that if the likelihood is in the multivariate exponential 
family and u(x} is an unbiased estimator of yi^) = L ^(^)(A0jb), then 
U(x) and the yiOJ, under a set of conditions similar to Theorem 2.7, 
uniquely characterize a particular member of the family. As special 
examples of this observation, we mention a work of Tweedie (1947) 
and Anderson (1971). 
In Chapter III, we consider the solution of (1.7) when y, the 
function to be estimated is of the form ^(9) = by a continuous 
estimator. That is, we find a n(0) > 0 for which 
Ô ( x ,  T T )  =  ô ( x )  (1.10) 
where ô{x) is a given continuous function. We present sufficient 
conditions to solve (1.10). We will show that when the solution exists 
it is unique, up to a constant factor, that is, the solution set is one-
dimensional. In Theorem 3.8 in this chapter, we will provide necessary 
and sufficient conditions for a function ô(x) to be a Bayes estimator 
of sane function YO) against a prior TT. Some of the immediate 
consequences of this theorem are the results of Ericson (1969), Goldstein 
(1975), and Berger (1980), which all provide methods for character­
ization of the prior. Finally, in this chapter we notice that if 
is an unbiased estimator of y{Q) where the distribution of x is in 
the exponential family, then the unbiased estimator and y uniquely 
determine a specific member of the family. In conjunction with this re­
sult, we refer to the work of Sampson (1975). 
Chapter IV contains some general theorems concerning the solvability 
of (1.7). The main idea in proving the theorems in Chapter II and Chapter 
III is the reduction of (1.7) to a simple first order linear differential 
equation. Such equations always have a one-dimensional solution set, i.e.. 
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if TT^(0) and TT^O) are solutions to (1.7) then n^O) = cn^fG). 
However, we observe that this result does not depend on the linearity 
of the equation. For a certain class of y's, we reduce (1.7) to a 
general continuous first order equation. Also, when is a poly­
nomial over 0, we reduce 
ô(x,p^(9),rr) = ô(x) 
to an n^^ order linear differential equation and investigate the ques­
tion of its solvability and the possible number of linearly independent 
priors it may have. A result of Berger and Srinivasan (1978) on the 
generalized Bayesness of an estimator is implied. 
However, for the situations in which the equation (1.7) cannot be 
reduced to s differential equation, it is natural to investigate the 
possibility of its reduction to an appropriate integral equation. 
In the latter part of the chapter, we make the following observation; 
when (1.7) satisfies certain requirements, it can be reduced to 
X = x.e, 
or (1.11) 
f h(9-t)Y(t)X(t)dt = X(0) 
0 
where g(*) and h(«) are respectively inverse bilateral Laplace 
transformations of ô(x) and equations in (1.11) are 
homogeneous linear integral equations of the second kind. However, we 
are only interested in nonnegative solutions of the equations. Assuming 
11 
that the kernels of these equations are essentially nonnegative, we re­
duce them to a linear positive operator and then apply sane of the 
techniques of this subject to prove that under specific conditions the 
solution exists and is unique, e.g., in the class of nonnegative squared 
integrable real-valued functions. An assumption that ensures the exis­
tence of a nonnegative solution for (1.11) is that the operator 
Ax = f K(0,t)X(t)dt 
G 
is a u^-bounded operator. An operator is u^-bounded {Krasnoselskii 
(1964)) if for all elements of a collection of nonnegative functions 
there is a u , an element of the same set, such that 
o ' 
,n 
au_ < A u O — 
for some n, and some positive real number a. 
Specific conditions on ^(0) and ô(x) are presented so that the 
right hand side of (1.11) satisfies u^-boundedness requirement. 
Finally, the application of the above results, for characterization 
of a unique member of the exponential family by an unbiased estimator 
of Y(8), is noticed. 
In Chapter V, we present a new general definition of unbiasedness 
and explore seme of its implications. 
In the theory of point estimation, customarily, an unbiased esti­
mator of Y(0) is a statistic 6(x) satisfying 
12 
Egô(x) = y(9) for all GEO. (1.12) 
Although other definitions of unbiasedness have been proposed, 
such as to choose the median or the mode of ô as determining the un­
biasedness criterion, Lehmann (1951), applying decision theoretic ideas, 
provided a general concept of unbiasedness which states that ô(x) is 
an unbiased estimator of y{Q) if 
EgL(6(x),Y(e)) < EgL(ô(x),Y(9')) for all Q and 8'€G. 
This essentially says that ô(x) is closer to y at 8 than 
any other value of the parameter space when the weighted average is 
obtained with respect to (x). 
It has been argued that this "on the average" property does not 
guarantee that the estimator 6 is "close" to the estimable function 
y. It has also been shown that for a wide class of loss functions 
when Y(9) = 9, the unbiased estimators cannot be Bayes, that is, the 
equation (1.7) has no solution (Bickel and Blackwell (1967)). These 
imply, in some sense, that the criteria of the Bayesness and unbiased­
ness are not ccxnpatible. Hence, it would be of some interest to provide 
a dual relation between the two principles and give a 'Bayesian' defini­
tion of unbiasedness. 
This is what will be done in Chapter V. In the first part of the 
chapter, we make the following simple observation that: ô(x) is the 
Bayes estimator of yO) with respect to squared error loss, if and only 
if Y(y) is the unbiased estimator of 6(9) in the sense of (1.12) 
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where y has been distributed according to 
f (em(v) 
/ f(9)TT(a)da * 
0 a 
Surprisingly, Lehmann's general unbiasedness definition lacks 
this property. Motivated by the definition of a Bayes procedure, we 
say that a fixed 6(x), is unbiased for Y(8) if among the functions 
defined over 0, ^(8) is the "closest" to 0{x). That is, we do not 
order the rules based on x, but we order the rules based on 0. More 
formally it can be stated; 
Definition 1.2; For a fixed rule 6 on X if 
T R(ô,Y(e))dTT{9) = inf / R(ô,f (9 ) )dTT(9 ) 
0 f 0 
for all f and rr whenever the integrals exist or, equivalently, if 
RCÔjYjTT) - inf R(ô,f,Tr), subject to the possibility of integration, 
f;0—>R 
Using this definition and standard Bayesian techniques, we show 
that this definition implies (1.12) and also median unbiasedness. In 
addition, we show that if ô(x) is unbiased in the above sense for 
Y(9), SOTie continuous function of 9, then equation (1.7) basically 
has no solution. Extending Bickel and Blackwell's (1957) result, other 
relationships between Bayesness and unbiasedness are explored. Final­
ly, in a Bayesian set up, we ask if in the triplet (ô,Y,Tr) the prior 
rr and the estimator 6 are given, is there a function y on the 
parameter space, such that. 
14 
ô(x,Y ,TT)  = ô(x) for ail x€X? (1.13) 
That is, for a fixed loss, likelihood, estimator and the prior, we try 
to determine what has been estimated. 
By using the above definition of unbiasedness and techniques avail­
able in the unbiasedness literature, we present some examples where 
equation (1.13) can be solved. 
15 
CHAPTER II 
CHARACTERIZATION CF PRIOR; WHEN ^(x,Y,n) = L (x)(AxHb ) 
Assume n is a CT-finite measure on the Borel sets of R*^. Let 
X be the interior of the convex hull of support of |i. Also, assume 
X is a nonempty subset of R^ containing an open interval. Define 
g(8,) = [/.../ exp[£'x]cl|i(x)]~^ 
and as usual let the natural parameter space G 
{e ; 0 < 3 (9 ) < =0 , 0 Ç R*^} . 
Assume that G is a nonempty subset of R*^. The underlying like­
lihood in this chapter is the multiparameter exponential family of 
probability measures introduced by 
dFg(x) = 3(^)e-- h(x)dx^,dx2,.., ,dx^ @.€G (2.1) 
where h(x)dx = d|j,(x). Hence, Normal, Gamma and Beta likelihoods are 
examples of (2.1), but Poisson and Binomial are not because their 
sample space does not satisfy the requirement of at least containing 
an open interval. 
Assume L(X) is a matrix of linear functions of the sample point 
16 
^ -il - '^ll ' • • • ' -id - ^ld\ 
L{x) = : 
y ^1 - ^dl ' • • • ' ^d -'*' ^dd J 
where >•••» is a vector of constants and 
are some real numbers. Assume this matrix is invertible. 
We are interested in estimating (y^ » • • •. ), 0.6G, OcR^ 
where is a continuous function of ^ with estimators of the 
following form; 
^(x) = L ^(X)(Ax-A) ) (2.2) 
where A, b are respectively a constant matrix and a constant vector. 
Clearly ^(x) = (6^^(x), Ô2(x),..., ô^(x) ). 
The main problem to be considered in this chapter is ; given such 
a function ^(x), when does there exist a prior, Tr, such that 
^(X,Y,tt) = ^ (x) 
We would like to characterize the prior and determine when the prior is 
unique. That is, under what specifications do these generalized Bayes 
estimators of y(^) uniquely determine the prior? 
In the previous chapter, we briefly presented the works of Johnson 
(1957), Ericson (1969), and Goldstein (1975), where they are deal­
ing directly with these types of problems, but in a more restricted set 
up. Our main theorem. Theorem 2.1 can be viewed as a generalization 
of a theorem proved by Diaconis and Ylvisaker (1979). Their theorem 
17 
extends some of the above mentioned works. They essentially proved 
that linearity of the posterior expectation of the mean of the exponential 
family, characterizes the conjugate priors. Specifically, they proved 
the following theorem. 
Theorem 2.1; Suppose 0 is open in let x be a sample of size 
one from the exponential family and suppose that the support of [i con­
tains an open interval in R^. If ^ has a prior distribution 
which does not concentrate at a single point, and if 
E (EQ(X)/X) = ax + b 
TT 0 — — — — 
where a is a constant real number and b is a vector of constants, 
then; a ^ 0, TT is absolutely continuous (d9) with 
dn{0_) = c exp[a~^b'£ - a ^(l-a)M(3^)]d9_ 
where M(£) = log g(^). This theorem characterizes, for example, the 
normal prior when the likelihood is N(£,I). 
Following the techniques used in Theorem 2.1, we relax the condi­
tions of the theorem so that it not only characterizes the conjugate 
prior, but depending on the estimator, which is no longer linear, and 
the function to be estimated, it determines a prior and gives condi­
tions that ensures its uniqueness. At the same time, it extends the 
above result to the case when the linear estimator is Ax + b, where 
A is no longer a constant real number, but a matrix of constants. 
These extensions are mainly motivated by the following works. 
Karlin (1956) in his proof of admissibility of x for estimating 
18 
the mean of one parameter exponential family, he made use of the priors 
of the form 0^(0^). Ping (1964), by modifying this prior to 
3^(0) exp[a0] , (2.3) 
studied the admissibility of any linear estimator of the mean. Ghosh 
and Meeden (1976), using Karlin's argument by changing the prior (2.2) 
to 
1 h 1 G 
er(0) exp[- e - - S Y(t)dt] d, 0€0 (2.4) 
^ ^ d 
investigated the admissibility of linear estimators of any piecewise 
3 
continuous function Y(0), for which J* Y(t)dt exists for all (a,3) 
a 
in 0. To improve upon their theorem, Ralescu and Ralescu (1981), re­
laxed the condition of linearity of the estimator by considering the 
prior 
Q 
= B(e)|=i(e)-a| I '2.S, 
and by employing their argument, provided sufficient conditions for the 
admissibility of estimators of the form FOR estimating Y(0), 
a continuous function satisfying certain regularity conditions. 
Here, we notice that by letting c = 0 and d = 1, clearly (2,5) 
8 ' (0 } 1 
reduces to (2.4) and if in (2.4) we let y{Q) = Eg(x) = - ^ ~ 
and b = , then Ping's prior (2,3) is obtained which for a = 0 is 
Karlin's prior. Also, we notice that our estimator (2.2) is a generaliza­
tion of the estimators of form , clearly the estimator 
CX4d ' 
(^'x-râ '•••' c'xM-d. ^ examples of (2.2). 
-k— ic 
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The above works, besides demonstrating the motivation of the gener­
alization (2.2), shows the usefulness of characterization of the priors 
in admissibility problems. In addition to this theoretical consequence 
and those we referred to in the previous chapter, it has a practical 
application in Bayesian prediction theory. Here, one often wishes to 
evaluate the regression of Y on X, which is the posterior expecta­
tion of the mean of Y. 
E{Y/X) = E^[E(Y/0,X)] = EJ^[EG(Y)] 
but 
f f  yPû(y)Pû(x)TT(0}de 
= J- P,.x)m9)d9 
which, in scxne practical cases, is a difficult task to do. In such 
situations, sometimes it is convenient to presuppose that E(Y/X) has 
some specified form vriiich resembles reality in some 'good* sense. For 
example, we may assume that the regression is linear. Then one can 
ask for v^iat pair of likelihood and prior, or if the likelihood is fixed 
and given, what is the prior that reduces (2.4) to the specified form? 
Actually, such a question has been raised and studied by seme American 
actuaries. In the context of the actuarial profession, linear Bayesian 
prediction is known as credibility theory. Based on practical arguments, 
actuaries since 1920 proposed the credibility formula 
E(Y/X) = (l-z)m + 2X (2.7) 
where z = —^ is the credibility factor and m is the annual fair pve-
20 
mium, and N is a constant chosen heuristically, 
Jewell (1974) has provided a full discussion of the research done 
in this area. He also shows that when the likelihood is in the expo­
nential family, then (2.7) is (2.6) only if the prior is a conjugate 
prior. Theorem 1.2 of Diaconis and Ylvisaker (1979) is essentially a 
rigorous treatment of this result. However, Jewell (1974) also has 
considered the matrix version of (2.5), that is, when 
E(Y/x) = {I-Z)m + 2^ (2.8) 
- 1  1 1  
where Z = n(N+nI) , I-Z = — ZN = — NZ and in some special cases of 
multivariate exponential family has determined the prior that yields 
exact credibility, that is, provides the equivalence of (2.8) and 
( 2 . 6 ) .  
Our Corollary 2.1 of Theorem 2.7 presents sufficient conditions 
for characterizing these priors. 
At the end of the chapter, with the help of the examples, we see 
how Corollary 2.1 can be used to generate Jewell's theory of exact 
credibility, when credibility factor Z is a matrix. 
Before presenting our results, we recall some definitions and 
theorems which will be used in the arguments that follow. 
Let Vf denote the gradient of y(92'®2''* *'®d^' ^  real-valued 
differential function, i.e. 
^ (381' 302' 
The vector ?(£) = (Yi , • • • ), where 
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is a differentiable real-valued function, is called a vector field. 
Definition 2.1; The curl of a three dimensional vector field is de­
fined by 
ÔY3 ÔY- ÔY, a-y ay Sy. 
r = (âë; - 38%)^ (âë; - ^ " âë;)^ 
where i = (1,0,0), j = (0,1,0), k = (0,0,1). When the dimension is 
two, the above expression reduces to 
c-:' :=aëY-âë;' 
Definition 2.2: Let 1(0^) be a vector field on which is con­
tinuous on a path a; [a,b] —> R^. Then the line integral of ?(£) 
along a, is defined by the formula 
I r = r(a(t)).a*(t)dt . 
a * 
That is, we integrate the dot product of F with a' over the interval 
[a,b]. A simple path is one that does not intersect itself. 
Definition 2.3; A vector field r(^) is defined to be a gradient field 
if there is a real-valued function y: R*^ —> R, such that r(^) = Vy. 
Theorem 2.2; Let d < 3 and 7(8^) be a continuously differentiable 
vector field, then the following statements are equivalent; 
a. r is a gradient field. 
b. Curl r = 0. 
22 
c. r = J r for any pair of simple paths a and p, 
CT p 
If the Jacobian matrix of a vector field FO) is defined by; 
/ fyi ^ ^ \ 
// 38]/ 88, 88, \ 
8y2 8y2 
881' 86, ''''' 88, 
byd *td 
sgi' *82 
Then the following theorem is a generalization of Theorem 2.2. 
Theorem 2.3; A continuously differentiable vector field F(^) defined 
on an open convex subset of is a gradient field iff the Jacobian 
matrix of F is symmetric. 
Finally, the following theorem from the calculus of complex 
variables will be used in what follows. 
Theorem 2.4; The zeros of any nontrivial analytic function are isolated. 
Hence, if ô is analytic over a region, and 6 is zero over a sequence 
of points in the region with a cluster point belonging to the region, 
then Ô is identically zero over the whole region. 
The proofs of the next two theorems are deleted. 
Theorem 2.5; If x is a member of the exponential family with a convex 
sample space 
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dPg (x) = 3{£) exp[£*x]c[{i(x) eCG 
where GCR*^, then for any prior TT, the posterior is also exponential 
but indexed by x, where x€X = [x; f exp[£'x]g(9_)dt(£) < 00} . 
0 
Theorem 2.6; Let y(^) be any real-valued measurable function on 
(0,P) and TT(^) a prior over (0,3), such that the integral 
S y(8) exp[8'z]g(8)TT(8)de (2.9) 
0 
considered as a function of the complex variable Z = x + iy exists, 
then: i) (2.9) is analytic in the region R of data points, which are 
the interior points of sample space 1.1, and ii) the derivatives of all 
orders with respect to the x^'s of (2.9) considered as a function of 
the real variable x = (x^,...,x^) can be computed under the integral 
sign. 
Proof: The proof is similar to Theorem 9 of Lehmann (1959). 
The following theorem is the main theorem of this chapter, which 
indeed holds for any k-dimensional situation. Here v:e only detail the 
proof vrfien k = 2. 
2 
Theorem 2.7; Suppose 0 is open in R and x = (x^,x2) is a sample 
2 
of size one. Let the support of p, contain an open subset of R . 
Assume y(§^) = (72^(8^,82), ^ be a continuously differentiable 
vector field on 0, and let 
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ô(x) = 
^112^2 ^11''^121^1 ^122^2 ^12^ 
^211^1 ^212^2 '^11'^221^1 ^222*2 ^22 j 
/a,, a. 11 12 
\ ^21 ^22/ 
/ x \ /b. 
1 1 
x 
x„ b^ / I  2] I  y 
Then, 
i) ^(X) = ^(X,Y,TT) for some prior IT iff the Jacobian 
matrix of 
^(9.,^) [A-Ey. {0_)C . ] -1 
is symmetric, where 
^ilvll 2i22so+ki2wyi(8)\ 
-21^'*'^21 -22^"'"'^22 I \^2^-^i 
- (A^-Hd) + SC-Vy-O) 
—0 — ^ 1 't — 
(2 .10 )  
, , and some x.€X, 
-231 ^ i / 
ii) If ^(x) is generalized Bayes against some prior TT, then 
the prior is determined by ^(x ) and y(£) and is given by 
-i'?£o + ^  2(8,eeg) 
TRIE_) = 3~^(^)E 
where a is a simple path, and integration is done according to Defini­
tion 2.2. 
iii) If 
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S lA-ZC y (9)1 
a ^ ^ 
-1 
l^2l2eo'*21 ^ 22^+^22/ 
'yi(e)) 
.Yo(0)i  
- Ax^ - b = I'Xq + 9(8.)  
for some function g(0_), then the prior is uniquely determined (except 
for a constant multiplier), 
Proof; Let ^(x^,x^) = (ô^fx^.xg), ôgCx^pXg)) and yO3^>02^ ~ 
^^1^®1'®2^' Y2^®1»®2^^ order for ^(x) to be generalized Bayes 
estimator of ^(Q^rGg) against some prior. The following equation has 
to have a solution for TT; 
SS YI(6I»02^' 
0 
*1*1+82=2 
3(e^,92)n(63^,02)cl0^de2 
// e " 2(81,82)^(61,02)301382 
SS Y2^01'02^® 
81=1+02*2 
g(8i,02)^(01,02)d0id82 
\ JJ 
®1*1+®2^2 
9(01,02)^(01,02)001002 / 
/ 
' ^ 111*1+^112*2+^11' ^121*1+^122*2+^21 
y ^211*1+^212*2+^21' ^ 221*1+^222*2+^22, 
-1 
/^11*1+^12*2+^1^ 
^21*1+^22*2+^2 
This equation implies that 
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£^151+^21 c'2x+k22 
81x1+92*2 
f f  Y i ( e ^ , 0 2 ) e  9 ( 8 1 , 8 2 ) ^ ( 8 1 , 8 2 ) 3 8 1 6 8 2  
e X +0 X 
j7 y2(8i,82)e g(8i,82)^(81,82)d6id82 
\ 
a^x + bi 
a-x + b2 
81*1+82*2 
JT e ^ ^ g(8)TT(6)d8id82 
/i'tçilîi yi(i> + £{2- ^ 3(8) + (kiiyi(g) + kiyygfs)) 
€-'^(0)tî(i)d0^de2 = 0 (2.11) 
=>< 
yi<i) + £22- ^ 2^-) + (kgiyitg) + ^ 2272(8)) " (âi2^ + ^ 2)] 
v 
e-*%(0)tt(0)deid02 = 0 (2.12) 
Now consider 
2,(2) =//[£',2 Y-, (0) +£-,',2Yo{0) (kniYi(0) + k, Y?(8)) " (a-.'2 +b )] 
«t .L«L «1» .L 6  ^ J.  ^ -L  ^
e-'^(0)Tr(9)d9id02 (2.13) 
by Theorem 1.5, is analytic, hence by Theorem 2.4 and equation 
(2.11) for all ^€R and some Xq ex 
qi(xq + iz.) = 0 
The same argument implies that for 
Qgtz) = Yi(8) + £^2^ Y2<i) (k2iYi(8) + ^^22^2^®^^ " ^-î-  + ^1^^ 
e-'%(9)tt(8)deid02 = 0 
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we have 
+ iy) = 0 
i # g « ) 
r 
vfj*tçliîeoyi^ij + (kiiyi(g) " (% + b^)] 
0 
0'^+ie'^ 
e 3(e)rr(^)d0^de2 
= i j7[a{Z-(E{iZYi(â)+E.{2^Y2(È) g(8.)Tr(9^)d0^d0^ = 0 
0 
j'/l£2i2o'^l(i) + 222^y2(8) "^^22^2^®^^ " 
0 
i'2£o^ii'z 
e 3(0_)rr(£)d0^d02 
£'x^+i0_'y. 
= i II [a^-(£2iZYi(i)+£22i^Y2(i))3e P(0 )TT(9 )d9^d02 = 0 
•v. 
(2.14) 
To simplify the notation, let 
i'2n 
^(â,2Eo) = e g(0_)Tr(0_) 
~ —ll^^l'—^ —12^'^2^—^ ~ ^11^1^—^^^12^2^—^ 
^2^—'^0^ ~ £2120^1^—^ —22^*^2^-^ ~ ^^"^^2^ "'" ^21^1 ^ "^^^22^2^-^ 
and 
-ei<i»sl) = â-iz - (£iilyi(i) + £^2^2(8)) 
= ^2^ - (£21%^! (8) + £22z.y2(1)) 
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Therefore, (2.14) can be rewritten as 
r 
ff  e^^'^3^(0,XQ)f (0,x^)d0^de2 = ^ e^^'^X^(e,2:)f  (i ,Xo)d0^d02 
Sf e^^'^r^(e,^)f(e,^)de^de2 = i Sf --gg(l'Y.)f (1,%0)d8ide2 
(2.15) 
As this point, following the techniques of Kagan, Linnik and Rao 
(1973), Lemma 6.1.1, or Diaconis and Ylvisaker (1979) in Theorem 2.3 
(mentioned above), we multiply both sides of (2.14) by 
, 2 2 
(i) n ® 
^ k=l ^^k 
and integrating over (-T,T) for each coordinate of then for the 
first equation 
1 2 T T 2 "^Vk "^^k^k i0 y +i6^ 
(•^) I J* // n T- e r (0,^)f(9,x^)d0.d0_dy,dy 
-T -T 0 k=l ^k -\j ± z ± ^ 
—i (Y V —i6 V 
T 2 t T 2 lc-k_^ '••Vk i8,y,+ie^_ 
i(A J- / J-/ n s ^ e 
-T -T 0 k=l ^k 
• (2.16) 
Use Fubbini's Theorem to interchange the order of integration, then 
let T —> 00, in order to pass the limit inside the integral size, one 
invokes the LDC Theorem. Fubbini can be used since 
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-FT T 2 
i i 
is uniformly bounded in T, but then the left hand side limit of 
(2.16) is 
9% 92 
f f r^(e,^)f(e,^)dd^d9^ (2.17) 
and the right hand side would be 
<^>Sf 
T T 2 ~^^°^k"®k^^k ~^^^k~®k^^k 
lim ; / n : 
t-e»o -T -T k=l ^k ^^ll^l'*'^12^2 ^111^1*^1^-^ 
"^112^2^1 ^-^"^121^1^2 ^-^"^122^2^2 f (^,^)d9j^de2 = 
j7(aii-ciiiyi(^)-ci2iy2(i) ) 
0 
T -i(a^-0i)yi -ic3i-9i)yi 
t . 1 p 6 —g 
i ï ïo ^ 
dyi 
a_ r ê zë 
^_t ^2 
dyg f(9^,02,xq)de^de2 
// (ai2"^112^l(-) ^ 121^2^-^' 
0 
T -i(ai-Gi)yi -i(ei-6i)yi 
_ . 1 p e "-g _ 
t-î1 
T ~^^'^2~®2^^2 ~^^^2~®2^^2 
f y ,  -e 
-T 
dy^ f(0j_,02,^^)d0^de2 
Then, by the inversion theorem this tends to 
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g. g. 
2 *^2 
S  [ f ( a j _ , e 2 ) - f ( ^ j ^ , 0 ^ ) ] d 9 2  -  S  [ Y j ^ l a^,e2) f (0.^^,92) -
a, a. 
yioi,e2)f02»92^^'^®2 " ^121 [y2(cti'92^^^°^l'®2^ " 
^2 
h 
y2<gl'®2^^^^1'®2^^'^®2 + a^2 1 [f(8i,a2)-f(8l'92)]d8i " 
J 
=112 S [Yi(8i,a2)f(8i'%2) - Y]_(9I»32^^^®1'^2^^^®1 " 
a. 
pi 
=121 t [y2(6i»0c2)f(0i,a2) - y2(®i»g2^^^®l'^2^^^®l 
*1 
(2 .18 )  
but notice that h(b,92)-h(a,92) = S  hence (2.18) 
can be rewritten as 
r° i  ° 2  
" ( j  s [ail 00, ^^9i'®2^ * ^ 12 ae^ f (01,82)] + 
*1 ^ 2 
[-cm (yi(8i,82)^(81,@2)) ^121 30^ (y2(8i,82)^(81,82)) 
~ ^ 112 002 (yi(8i,82)f(81,82)) - =121 (^2(81,82)^(81,82))] 
d0id02 
j 
(2.19) 
Hence, equating (2.19) and (2.17) one gets 
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^1 ^ 2 ^1 ^ 2 2 
/ S r, (e,Xo)f (i,Xo)d0 de = - S S [ z a f (e,Xo) 
a ai k=i ^ 
2 2 
.^/ijk â0r(yj(8)f(l2eo))] 
c=l ]=1 k 
but this holds for all (a^,3^) ^ (o^fPg)- Therefore, 
= - [2 ~ ^yj ^^ (2.20) 
repeating exactly the same procedure for the second equation in (2.15), 
one derives 
®2k 89^ " ^  ^2jk 88^ (yj (8.)f(0,xq))] (2.21) 
but 
de, <Yj ^ ^ae, Yj(9i>92^^^'®l'®2'^^ 
Hence, (2.20) and (2.21) imply that 
^ijk 80 yj (i)]f (i.£eo) "^^^ik'^^ljkyj 80 j k ""k j "^k 
^^c2jk yj(i)]f(i»2o^ = "^^®2k"^^2jk'^j^-^^ set^^-'^^ 
^ 3 k k j k 
but again, this equation can be written as 
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r 
= - tâi - 2c'^yj(i)]^f (i.2q) 
< 
+ i;c2jvyj(i)]f(i,xo) = - [a^ " sç^jyj (£) ]vf (i,x^) 
That is. 
(r{i,xo) + 2 cjvyj(e))f(i,xq) = - (a - 2 c .y^(£) )vf{e,xq) 
where 
^ ^11 ^12^ 
a = 
^21 *22/ 
"^ijl '^lj2\ 
and C = I , r{0,XQ) = 
,^2jl ^ 2 3 2 1  \ ^ 2 ^ - ' ^ \  
but by assumption, A - 2 C.y-(9.) is invertible. Therefore, we con-
j ^ ] 
elude that 
- [A - S YJ (8)CJ]"^[R(8,XQ) + Z C(£) ] = VLNFCE,:^^) 
implying 
P(8,XQ) = V In f(i,XQ) . (2.22) 
ôpi ôp2 
Again, we assumed that . Hence, (2.22) can be solved and 
the solution is given by 
J* P.(^j2£O' 
f(0,xo) = 
and therefore, the prior is given by 
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-i'xo+/£(0,xq) 
TT(£,XQ) = ( 8_)e ^ 
Now, obviously if f [A-SVj (0.)Cj] ^ ^ (â.*Q) = â'îo + 9(^) , then the 
above prior is independent of the choice of Xg and hence, is unique 
up to a constant. 
Corollary 2.1; Under the conditions of the theorem, if 
5(25., = ax4b (2.23) 
then 6 is the generalized Bayes estimator of a continuously differ-
entiable vector field F(£) iff the Jacobian matrix of 
a~^£{0) 
is symmetric. The prior is given by 
n(e) °=e"^{0) expeg'xq - / a"^(r(e)-a^-b)] . (2.24) 
CT 
This prior is unique up to a constant factor. 
Proof: Let L(x) = I, the identity matrix and let = 0 for all j. 
In the context of multivariate normal distribution, the priors 
(2.24) are what Jewell (1974) refers to as enriched priors. Notice 
that the relation (2.7), concerning exact credibility, is a special 
case of (2.23) and Jewell's priors are special cases of (2.24). 
Next we present some examples to demonstrate the scope of the 
above results. 
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Example 2.1; Let ^ sample from N(0,2) where 
2 
^1 
s = 
'12 
*^12 ^2 
2 2 Sx Zx Sx X 2 2 
is unknown. Then, ^ (x) = { , , ) is the MLE of (a ,a ,G ), 
n n XI ^ 6 .^6 
A question of interest is whether this MLE is also a generalized Bayes 
estimator of S? If so, what is the prior? 
To answer this question, we use Corollary 2.1. First note that 
P(x/S) = (2rr|S|) ^ exp{- y Zx^ ( 
il^ 2 2 2 
°1^2"*12 
^ • ^  2  2  2  ^ * i l * i 2  
%-*12 
12' 2 2 2 
°ï°2-°ï2 
) }  
Now let 
9-, = e. = »3 = 
12 
2 2 2 
'v2^12' 
which yields 
-90 
a, = 
^®l®2~®3 
-90 
^®l®2"®3 
an* *12 = 46i82-e, 
Therefore, the function to be estimated is 
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-20 -20^ 0, 
r(£) = ( 2» 2' 2^' where the likelihood is 
40102-83 4010,-0, 40102-*, 
fg (^) = h{£)e 
^l®l""^2®2''"^3®3 | j(Y) I ©i» 02 < 0 -00 < 0,  < +00 for 
^1 ^il' ^ 2 ^i2' ^ 3 ^il*i2' 
Therefore, to answer the questions posed, we have to find a prior 
IT, such that 
e^[y(0)/^] = ^12 
^ n ' n ' n ^ 
- Y' 
n — 
but by Corollary 2.1, this is the case only if - n r^(^) has a sym­
metric Jacobian matrix. The Jacobian matrix of T(0) is 
49,0„-9, j. z j 
-802 
-2*3 48383 \ 
2 2 
-203 -801 49^63 
\4g2g3 4*1*3 83-^8182 / 
Hence, there is a function 
that r(0) is its gradient field, i.e.. 
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r ôh (0) 
197 
ah (9) 
âh(e) 
ae. 
28. 
40102-03 
20, 
v 
40102-03 
40102-03 
(2.25) 
but then (2.25) implies; h(£) = - j In(40102-03) 
Note that 
40102-03 
12 
2 2 2 
a^a^a-p ) 
> 0 
so that h(£) is well-defined. 
Therefore, the prior is 
TT(0) œg~^(£) exp{J' -nY(£)} = 6(9_) exp[|- 10^40102-03} 
a 
oc0"^(0) {40102-03)1 =1 
n 
2 2 2 2 
because g(9_) = and so, in terms of (Gi'^2'^12^ 
dtt(cti,a2,ai2) « |j|dgido2d0i2 
is the prior derived for the MLE to be a generalized Bayes estimator 
of Z, using the quadratic loss. 
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Example 2.2; Let _5(x) = (—, —,...,—), where x is distributed 
xi x^ x^ 
according to an exponential family \rfiose sample space excludes zero, 
so that ^ is well-defined. Assume we would like to estimate 
r(9^) = using the sum of squared error loss, then 
- ,  0 ,  0 , . . . ,  0 
6(x) = 
0 
0 
X, 
\ 
y 
/ *2' 0,..., 0 \ 
-1 
1 = 0 X, 
\ô 0 X. 
so that it has the form of (2.2) with A = 0, b = 1 = i 
i 1, 0, 
0 ,  0 ,  
c, = 
\ 0 
, o\ 
, 0 
0/ 
/ 0, 0, 
0, 1, 0, 
, co = 
'  ° \  
,  0  
,..., c = 
\  0 ,  0  . . .  0 /  
0, « * ., 
Then condition (2.10) of Theorem 2.7 is 
/x° 0 ,..., 
[0j_c^+02c2''"* • '"'^d^d^ 
-1 
\o . . .  0 
4 
I  o\ 
1 
4/ 
/ o V  
-1 + ^ 1 
ll\ 
0 
\° i  
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i 0  , . . . ,  0  \  
0, -@2,..., 0 
-1 
V 0 ^ ^d®d 
l < \  
-x^ 
which obviously has a symmetric Jacobian matrix. Hence, 
^ 30, f (0^,... ,9(j) 
( 902 x^ 
^ 30, 
but this implies that In f(0^,02) = x°0^ + ^ 2®2 Hence, 
is a generalized Bayes estimator of (eu,...,0,) if and 
xi xd id 
only if 
TT(9) «3 "(0) 
and this prior is unique. 
/ d^, 0 ,.,., 0 \ 
0 d_ 0 Example 2.3; Let A = 
\ °  0 d. / 
and 
3 
r(0.) = (^1(81) '  Y2(92), ... ,Yçj(0(j) ) where f Yj, (0^)d0^ exists for all 
a 
(a,3)€0. where 0 = X 0., then 
^ i ^ 
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^ 0 
d, ~ d " \ 
- a ^ (y(e_)-axq-b) = 
V xdtgd) h 0 V 
Obviously, the Jacobian matrix is symmetric and hence, the prior is 
given by 
So estimators of the form Ax4b, A diagonal matrix, are general­
ized Bayes for estimating the vector field ) > • • • • Notice 
that if Y (9.) = ^ and likelihood is multivariate normal with mean 9 and 
variance-covariance matrix Z, where Z is known, then (2.26) is a 
multivariate normal prior. 
Diaconis and Ylvisaker (1979) in connection with Corollary 2.1, 
derive the equation 
which is actually (2.23) where r(£) is the mean of the population. 
However, they do not solve it, but they only comment briefly in the 
special case that A is diagonal and ^(^) = ((It (0t ),... ,|ij^(0^,) ). The 
following example provides a rather simple condition for Bayesness of 
Ax. where A is any invertible matrix. 
3" (0) exp[-z^ - z ^  j yi<t)dt] 
i i 0 
(2 .26 )  
Vf = - a"^(V3(0) - AXg-b)f 
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Example 2.4: Assume we wish to estimate (|l^(9^,02, • • • .9]^) , 
jlj^Ol»... ,0]^) ) and the conditions of Corollciry 2.1 hold. Then Ax 
is a generalized Bayes estimator of ... ,9j^) iff the Jacobian 
matrix of 
-1 
/ hi(8) 
^2(6) 
aing(9 ) 
is symmetric. By noticing that and 
aing(9) 
a. . = - . — the Jacobian matrix of A Vln 3(9) is A Z where 
1] ow^obj — 
E is the variance-covariance matrix. Therefore, Ax is generalized 
Bayes iff A is symmetric. To find the prior, simply use Theorem 
2.7(ii). This prior is a simple generalization of the conjugate priors 
for the multivariate case. The resulting priors, following Jewell (1974), 
can be referred to as enriched priors. 
Theorem 2.8; Let X be a random variable whose likelihood is in the 
k 
exponential family with parameter ^ £ X (a,b) where the sample 
i=l 
space, is open. 
Assume U(x) = (U^(x),...,U^(x)) is a continuously differentiable 
vector field on x. Let r(^) = L ^ (0_) (A£-Jb ), where L(9_) is a matrix 
of linear functions on 0_, then 
i) U(x) is an unbiased estimator of y(^) with respect to a 
member of the exponential family iff the Jacobian matrix of 
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P(x,e^) = -[A-ZU, (x)C.]"^ [L(9.)U(x)-(A^+b)+SC.VU.(x)] 1 — ] -hj — — -hj — ] ] — 
is symmetric, where L(^) = 0 £Q where 0 denotes 
the Kronocher product. 
_1 ii ) If U(x) is an unbiased estimator of L (^) (A^-tb), then 
the likelihood is 
x'(9-9^)+/p(x,9Q) 
Pg(x) = g(9)e ^ (2.27) 
x'(e-eo)+/p(x,0Q) 
where g ^(^) = J* e dx . 
X 
iii) The unbiased estimator and the estimable function uniquely 
determines the likelihood (2.27) if P(x,^) = + 9(x) for some 
function g(x). 
Proof; Follows exactly along the lines of Theorem 2,7. 
Corollary 2.2; If 0 and X are open and the underlying likelihood 
family is in the exponential family of (2.1), then the unbiased estimator 
of A£, A a constant matrix, uniquely determines the likelihood. 
The results of Anderson (1971), in the context of the multivariate 
normal distribution are examples of this corollary. 
As another example, let x be in the exponential family and x be 
an unbiased estimator of (- .. ., - ^ ), then the likelihood 
1 2 k 
of X has to be independent exponentials with natural parameters 
~92y "92**"'* ' 
Clearly, Theorem 2.7 can be recast in terms of regression of 
one variable on another. In the sense that if the regression of y on 
42 
_1 
X has the given form of E(^/x) = L (x) (Ax-to), then the marginal 
distribution of x is characterized by this functional form. 
The following considerations are helpful in simplifying the 
relevant calculations. If d = 2,3, the condition that the Jacobian 
matrix of p(.,.) be symmetric according to Theorem 1.2 can be re­
placed by the restriction that 
àp^(y,a) ap^(y,a) 
ay^ 
where 
1 "•'2 
_P(y,a) = (P^(^,a), p2(X.,a)) when d = 2 and Curl £(y,a) = 0 when 
d = 3. Because the value of the integral (1.2) is independent of the 
choice of the simple path a. It is convenient to choose the follow­
ing path shown in the figure: 
3A 
(@1,0,^ 
(0^,02,03) 
(81,62'°) 
®1 ®2 
so that, / £{il,a) =/ p {a,t,0 , 0 ) dt i - f  p (a,9 ,t,0)dt + 
®3 ^ ° ° 
f p,(a,0,,0_,t)dt. Another method to find the above integral is to 
0 ^ ^ 
solve the system of partial derivatives as done in examples 2.1 and 2.2. 
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CHAPTER III 
THE DETERMINATION OF THE PRICR FOR CERTAIN ESTIMATED FUNCTIONS 
In the previous chapter, we restricted attention to estimators of 
some specific form, that is, L (x)(Ax'+b), but the function to be 
estimated had a rather general form. Theorem 2.7 provided conditions 
that ensured the existence and uniqueness of the prior (up to a con­
stant factor). 
In this chapter, we restrict the function to be estimated, but we 
let the estimator have a general form. As before we assume the under­
lying likelihood to be in the exponential family (1.1) and the loss 
function be the squared error loss (1.4). 
This chapter is divided into two sections. In the first section, 
we present some theorems that determine a unique prior for estimating 
A£ or with the Bayes rule 6(x). The case where y(.Q) = 0^ 
is discussed and by restricting the class of priors to conjugate 
priors we see that the Bayes estimator of a polynomial in 0, deter­
mines a unique member of this family. In the second section, depend­
ing on the properties of the Bayes estimator, we investigate the 
possible forms that its prior can have. 
Section 1: Restriction on y(0) 
The following theorems from the literature are needed in this section. 
Theorem 3.1; (Strawderman and Cohen (1971)); if x is univariate 
normal N(0,1), then with squared error loss, a necessary and suffi-
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cient condition for 5(x) to be a generalized Bayes estimator of 9 
is that 
X 
exp J 6(u)du - 00 < X < 00 
0 
be the mcxnent generating function of some probability distribution. 
Theorem 3.2; {Kendall and Stuart (1977)); Let a^, ag, ... be the 
moments of a distribution function. A sufficient condition for a 
i distribution function to be unique is that the series S ^ 7 t 
converges for some t€R - {o}. 
Next we show that Ô(X,0,TT) the generalized Bayes estimator of 
9, determines a unique prior. We prove this in two steps; first we 
show that Ô(X,9,TT) determines a unique posterior and then we see 
that the prior has to be unique. 
Lemma 3.1; Assume Ô(X,Y(9),TT) is the generalized Bayes estimator of 
Y(8), some function of 9. against some prior TT. Also suppose 
Ô(X,9,TT) the generalized Bayes estimator of 0 against the same 
prior TT is given, then the generalized Bayes estimator of 9^(8) 
determined. 
Proof ; 
f  Y ( 0 ) e G * g ( 8 ) n ( 9 ) d 9  
ô(x,Y(e),TT) = -—— 
S e^^3(9)TT{e)d0 
0 
By taking the derivative with respect to x, we see that 
45 
ô'(x,Y(9),rr) = ô(x,6Y(e),TT) - ô{x,0,n) ô(x,Y(e),TT) . (3.1) 
Hence, the following assertion is established. 
Lemma 3.2; ô(x,9,Tr) determines the generalized Bayes estimator of 0"^ 
for any n > 1. 
Proof; In (3.1) let yO) = 0^, then 
6(x,0"*^,n) = ô'(x,0",n) + ô(x,0,rr) ô(X,0",TT) n > 1. (3.2) 
Therefore, given ô(x,0,TT) and n, repeated application of (3.2) 
generates all the g-Bayes estimators of 0 , for all k < n. 
Lemma 3.3; Let for some x^, Pg(XQ) > 0 0€0, vriiere Pg(x) is the 
likelihood and assume P^(0/x) is the Bayes posterior for the 
proper prior u, i.e., 
P„(x)n(0) 
" ; F.umem • 
e  °  
Then P^ (0/x) = P^ (0/x) for all 0 and x, implies TT^(0) = C ngfO) 
for all 0. 
Proof; Assume P (0/x) = P (0/x), then 
"l '^2 
?q(x)iii(8) fg(x)ii2vs) 
g^fx) ggfx) 
where g.(x) = / P {x)n.(0)d0 i = 1,2. 
0 ® ^ 
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Then for those x's for which Pg(x) > 0 for all 9, one sees 
tti(0)g2(x) = n2(0)g^(x) 
integrating with respect to x. The result follows. 
Lemma 3.4; 6(x,0^,n) = for all x6X, where g(x) = 
f eG*B(8)n(8)d0. 
Proof: By a theorem of Lehmann (1959) one can take the derivative with 
respect to x, inside the integral sign 
^n 
g(x) = f e'^e *g(0)n(9)d0 
ax" 0 
and hence, the claim. 
Theorem 3.3; Let X be an open interval and assume the likelihood 
over X is in the exponential family (1.1). Then ô(x,0,rr), the 
generalized Bayes estimator of 0 against TT, for squared error loss 
uniquely determines the prior (up to a constant multiple). 
Proof; First we show ô(x,9,rr) determines a unique posterior, then 
by Lemma 3.3 the claim follows. 
Lemma 3.2 implies that 6(X,0,TT) determines the G-Bayes estimator 
of 0^ for all n > 1, but 
E^o'^/x) = Ô(X,0^,TT) 
so Ô(X,9^,TT) determines all the central moments of the posterior. So 
fix Xq€X, according to Theorem 3.2, a sufficient condition that the set 
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of moments uniquely determines the distribution P^O/x^) is that 
J,9 ,TT) ^ 
-rpj t <00 for some t€R - {Oj 
00 Ô(XQ
i=0 
which implies 
00 ô(xq,9 ,Tr) 
z 
i=0 
T-j (t'-Xg)^ < 00 for some t'€R - {x^} . 
So, by Lemma 3.4 
co i 1 
i!* 9(xo)i! = 9(xo) 
g(t' ) 
iSo 
g(xo) 
which is finite for any choice t* for which g(t') < oo, but g{t) = 
J" e^®g(9)TT(0)d0 is finite for all t€X and hence, the claim. 
Corollary 3.1; Let Ô(X,Y(9),TT) and 6(x,9Y{9),n) be given g-Bayes 
estimators of y{.Q) and 0^(0), respectively. Then they determine a 
unique prior. 
Proof; By Lemma 3.1, Ô(X,Y(9),TT) and 6(x,0Y(0),TT), uniquely deter­
mines Ô(x,0,Tr), which by Theorem 3.3 uniquely determines a prior. 
In the next theorem, we generalize the above result to the multi­
variate case though employing different techniques. 
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Theorem 3.4; Let ^(x,Tr,Y) = (Ô^(x,n,Y) Ôj^(x,tt,y)) be the 
generalized Bayes estimator of Y(0.) = A^+b against some prior TT(^), 
where A is a kxk invertible matrix of constants, b is a vector of 
real numbers, and Ô^CXjTTjY) is a differentiable functions of x Then 
the prior rr is uniquely determined by the estimator (up to a constant 
multiple). 
Proof: Without loss of generality, we let b = 0^, _ô(x) is generalized 
Bayes of A^, iff 
that is. 
1 
S...S exp(£'x)g{£)d£ 
0 
j S-'-S 0^exp(e'x)g(£)rr(£)di\ 
f...S B^exp(^'x)@(^)TT(^)d^ 
0^exp(^'x)g(£)tr(0^)de_y 
-1 
= A ^{x,Ae_,TT) 
-1 
For simplicity, let A = C and consider the first equation in the 
above system 
f...S e^exp(0'x) e(0_)rr( e)d0 
f ... f  exp(e'x ) e(0)TT(0)d0 ^ - i  A ( E,^0,TT) ( 3 . 3 )  
Using the assumption that the support of ;j, is open, (3.3) implies 
g" /. •./ e^ ^ (£)tr(£)d^ 
J*.../ e—^(9)rr(0)d9 
c^ Ô(X,A9,TT) , (3.4) 
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that is, 
^ log J...S e-'%(e)n(e)de = ç| ô(x,Ae,TT) , 
Hence, for the whole system 
V log S . . . S  e- ' ^ ( e)TT( 6)dd = A~^ ô(x,A9 ,tt) , (3.5) 
G 
but by assumption, there is a prior satisfying (3.4) and hence, the 
left hand side integral exists. Therefore, the right hand side 
vector field has a symmetric Jacobian matrix and it is a gradient 
field and (3.2) can be solved 
e^'^(8)TT(9)d8 = c exp S A~^ô(x,A0,TT)dx (3.6) 
0 a 
where a is any simple path connecting x^ in the interior of X 
to X. 
Now let ô(x,A0,TT, ) = 6(x,A8/n\) for all xGC, then by (3.3) 
f...f e-^(e)m (8.)d8 = k jJ e-%(8)n (8)d6 (3.7) 
0 0 
and by the uniqueness of Laplace transforms, we conclude Tr^(8_) = k rr^ (^) 
as desired. 
Clearly, by assuming that û{x,A9,tt} is a g-Bayes estimator 
against some prior, we were able to solve (3.5). However, if we 
employ Theorem 2.5, then we get the following generalization of Theorem 
3.1 due to Strawderman and Cohen (1971), and this has been done by 
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Berger and Srinivasan (1978). 
Theorem 3.5; Suppose x belongs to a multi-parameter continuous 
exponential family, then an estimator ^(x) is a generalized Bayes 
estimator of A6, iff 
-1 
a) A jô(x) is continuously differentiable and the Jacobian 
matrix of A ^^(x) is symmetric, 
b) exp f A ^^(x) is the m.g.f. of some probability distribu-
a 
tion on 0. 
In the next theorem, we present a partial converse to Theorems 
3.4 and 3.5. In the sense that in the previous theorems it was assumed 
that the underlying likelihood is in the exponential family, and then 
using the relationship 
X 
g(x) = exp S ô(t)dt (3.8) 
we made assertions regarding the prior. Notice that if (3.8) holds 
then the posterior moment generating function is 
x+t 
" \u) ~ ^ ô(u)du - 00 < t < t . (3.9) 
In the sequel, it is assumed that if for seme inverse probability 
distribution over 0, (3.9) holds. Then essentially this distribution 
is a posterior distribution where the likelihood must be a member of 
the exponential family, and the 6(-) is a Bayes estimator of 0 
against some prior rr. 
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Theorem 3.6; Let ô(*) be a real valued function defined on the sample 
space X, where X is an open subset of R. Assume that for each xÇX, 
the integral 
x+t 
exp J ô(u)du (3.10) 
X 
exists for every t€{-oo, +oo) and for each x is moment generating 
function of some probability distribution Tr^(») on the real line. 
Then for each 0€0, 0 a subset of real line, there exists a likelihood 
density function fg(x) belonging to the exponential family and a 
prior distribution rr on 0, such that 
i) for each x, rr^ is the posterior distribution of 0 given 
X for TT, and 
ii) ô(x) is the generalized Bayes estimator of 0 for squared 
error loss against TT. 
Conversely, if the conclusion holds, then (3.10) is the m.g.f, of the 
posterior. 
Proof ; We present the converse of the theorem first, because it is 
easier and illustrates the proof of the other part. 
Let ô(x) be the g-Bayes estimate of 0 against some prior rr, 
when the likelihood is one-parameter exponential. Then by Theorem 3.4 
we have 
fix ^ f e* g(0)n(0)d0 = exp f 5(t)dt (3.11) 
a 
and 
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P(9/x) = e*Gg(6)n(8) 
f  e  rr(u)g(u)du 
Hence, 
J* e^^P(u/x)du = f  e ^ ^'^^^g(u)rr(u)du 
f  e^^Tr(u)g(u)du 
Therefore, using (3.11) in the above statement 
x+t 
e x p f  ô(u)du x+t 
mgy^ft) = ^ = exp[/ 6(u)du - f ô(u)du] 
exp f ô(u)du ^ ^ 
a 
x+t 
= exp f ô(u)du 
X 
and this is (3.10). 
To prove the if part, assume P(9/x) is the posterior satisfy­
ing 
X-r t  
f  e  ^  P(u/x)du = exp f  ô(u)du . (3.12) 
X 
First we show that this posterior is in the exponential family of 
probability functions over 0. To see this, note 
X+t a x+t a x+t 
exp f 6(u)du = exp f  6(u)du + f  6(u)du = [exp f  ô(u)du][exp / ô(u)du] 
X X a X a 
(3.13) 
for any interior element of a, but 
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x+t a+(t+x-a) 
exp j" 0(u)du = exp / ô(u)du 
a a 
which by (3.12) can be written as 
a+(t+x-a) . , 
exp J* ô(u)du = J* e P(u/a)du 
Hence, using this last equality and (3.13) 
x+t a 
exp f 5(u)du = [exp f ô(u)du][/ [e~^^P(u/a)]e^du] 
x x 0 
a 
= / [ (exp J 6(u)du) (e~^^P(u/a) )e^]du . (3.14) 
0 X 
Clearly the expression inside the bracket is nonnegative and has 
exponential form. Next we show it integrates to one. 
f ^®P(0/a) exp f 6(u)du d0 
0 X 
a a+x-a a 
e'^x-awp(Q/a)(j9[e3jp 
G 
= S ®* ^ ®P(9/ d ex f ô{u)du] = exp[/ 5(u)du][exp f ô(u)du] 
where the last equality was obtained using (3.12), but the last expres­
sion is obviously one. Here 
e®*[exp J a(u)]e"*9p(e/a), (3.15) 
indexed by x, is a member of the exponential family of probability 
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functions over 0. This distribution is independent of choice of a. 
To see this, let b > a. Then using (3.13) one sees that (3.15) 
becomes 
x+t b x+t 
exp f 6(u)du = [exp / ô(u)du][exp J' ô(u)du] 
X x b 
a b X+t b 
= [exp/ 0{u)du][exp / 5(u)du][exp J" ô(u)du][exp-/ ô{u)du] 
X a a a 
a x+t 
= exp f 6(u)du exp / ô(u)du , 
X a 
the case where b < a is similar. 
Therefore, the choice of a is irrelevant. For simplicity let 
a = 0, then (3.15) is simply 
e®^P(9/0) / X 
/exp f ô(u)du . 
/ 0 
Now using (3.14), (3.9) and the uniqueness of the m.g.f., one concludes 
P(0/x) = e®^P(9/0)y X 
/exp f 6(u)du 
/ 0 
= o""" • (3.16, 
f e P(u/0)du 
0 
Let ji{x) be some a-finite measure with h(x) being its Radon 
Nikodyn derivative w.r.t. Lebesque measure. If we multiply and divide 
(3.15) by h(x), then for any x, where h(x) ^  0, it yields 
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s%uipia/oi ^ 
f e®*h(x)P(u/0)du / e'*h(*)S(9) de 
ôx 
where 3(0) = f e h(x)dx. This proves i) where the prior is 
TTO) = • TO prove ii) notice that if h(x) is the Bayes esti­
mate of 9 against TT ( 9 ), then by Theorem 3.1 
T e 3{0)n(0)d0 = exp f h(u)du. 
0 
X X 
Comparing this with (3.12), we get f 6(u)du = / h(u)du which implies 
0 0 
that ô(x) = h(x) and completes the proof. 
In an unbiased estimator situation. Theorem 3.6 can be recast 
as: 
Theorem 3.7; Suppose U(x) is a randcan variable whose m.g.f. for all 
0€(a,b) is given by 
9+t 
M (t) = exp J Y(y)dy - oo <-c < oo (3.17) 
u,h 0 
where yf") is a real valued function defined on (a,b) for which 
(3.17) exists. Then the distribution of U(x) belongs to the 
exponential family and U(x) is an unbiased estimator of yLQ), that is 
Eg(U(x)) = y(9) for all 9e(a,b). 
Proof; Is exactly similar to Theorem 2 of Sampson (1975), though his 
argument does not refer to unbiased estimation. 
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Theorem 3.8; For given constant a, b, c, d, c ^  0, and a real valued 
function 6{x), where X c [x; 6(x) > —}, then 6 is g-Bayes esti-
c 
mator of with 0 c [9: 0 > - iff 
&-texp; 
d5{u)-b 
cô(x)-a c5(u)-a du 
is the moment generating function of some distribution over 0. 
Proof ; Assume 
TT 
then = I. + " 
c0+d c9-Ki ' 
so that 
TT 
f eg*b(8)n(8)de 
p\ '— 1 
S e® 3(9)TT(0)d0 
Let X = cy, and multiplying both numerator and denominator by e 
/ e^®^'^^g(0)tt(e)de 
— = 
; e=8r+aye(9)n(e)d8 ' 
0 
but ^ f g(c8+d)yg(g}^.(g)a0 = f e(9)n{0)d9 = g{y) 
0 0 
dy 
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Hence, 
^  =  ; [ 6 ( = y ) - «  
In h(y) = — 
ây ô(cy)-X 
y 
hiy»  = exp ; 
^0 
bc-ad 
h'y '  = ^  is(=t , -n  = " 'P J" T777T 
?0 fo gtct'i: 
^0 
'  -p  ^  f  
^0 
Therefore, 
; ^  e'=«-^'>'S(6),T,e)d9 = exp f au . 
0 cc 
Now taking derivative with respect to y, one sees 
s -p 7 <î 
0 ^ 
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t) u 
Nonnegativity of K(0) is obvious. By letting x = 0, integrability of 
K(0) is deduced. The converse is obvious. 
Example 3.1; Let x be the exponential random variable with 
f (x) = Xe~^^ ^,0 ^ > 0 . 
a. (u,oo) 
Then the mean is E (x) = and by Theorem 3.8, ô(x) > 0 is the 
K a. 
generalized Bayes estimator of the mean iff 
f 5 (u)du 
1 e 0 
ô(x) 
is m.g.f. of some distribution function over 0. The same conclusion 
1 2 2 holds for estimating the precision r = — in N(0,a ), a unknown, or 
when one is concerned with the estimation of the mean or variance of a 
gamma (a,3) distribution. It is interesting to note that these 
conclusions cannot be obtained using Strawderman and Cohen (1971) or 
Ralescu and Ralescu (1981) arguments on admissibility of estimators of 
.. ^ ax+b 
the form —— . 
cx+d 
In the next theorem, with a little divergence from the above line 
2 
of development, we prove that if Ô(x,9 ,TT) = r(x) ô(x,9,rr). Then 
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given r(x), a prior is determined, so that the assessment of r(x) 
when (x) holds, is equivalent to assessment of the prior. 
Theorem 3.9; Under previously mentioned assumptions, if 9€(0,oo) 
2 ô(x,9 ,TT) = r(x) ô(x,0,n), then given r(x), the prior is uniquely 
determined (up to a constant factor) by r(x). 
Proof: E(9^/x) = r(x)E(8/x) <=> 
g"(x) = r(x)g*(x) 
In g' (X) = r(x) 
X 
f r{x)dx 
g'(X) = e° 
Hence, 
X 
f e ^ K(9)d9 exp f r(u)du 
0 
which by uniqueness of Laplace transforms, we are done. 
Corollary 3.2: Under previously mentioned conditions, if 9€(0,oo) and 
ô(x,9"^^/n) = r(x)ô(x,0^,Tr), then the prior is uniquely determined by 
r (x). 
2 
Next we want to see whether E(S /x) uniquely determines the prior. 
Theorem 3.10: Under the previous condition and the assumption that 
2 0 = [(0,oo) or (-00,0)], E(9 /x) = ôgfx) uniquely determines the prior. 
2 2 
Proof: We prove E^ (9 /x) = E^ (9 /x) => E^ (9/x) = E^ (9/x), then 
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apply the previous theorem. 
2 g;'(x) g"(x) 2 
NOW E„^(0 /X) = = E„^(e A) where 
ax 
g^(x) = f e 3(0)Tr^(0)d0, but then 
g^(x)g2(x) = g^Xxjg^^x) adding g^g^ to both sides; 
91^2 + ^ 1^2 = 92^1 ^  9192 
[gig.,] ' = ' 
f [gig.,]' =f [g^^^]' any X and x^ 
*0 *0 
g|(x)g2(x) - g^fXQjggfx) = g^(x)g^(x) - g^(XQ)g^(XQ} 
w.l.o. g assume 9€(0,=o). Then let x^ —> - oo 
lim g^(xQ)g2(XQ) = 0 
If 9€(-<»,0) let X —> 00, hence 
g;(x) g'(%) 
A generalization of the previous theorem to multivariate situation is 
stated in the following theorem. 
Theorem 3.11; As in the previous two theorems, we assume for squared 
error loss and the multiparameter exponential family that 6(X,09*,TT) 
is the generalized Bayes estimator of 90.' against seme prior rr. 
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k ^ 
Also, let 0 = X 0. c R , such that 0. = R or R for all i, and 
i=l ^ ^ 
let the sample space X = R . Then ô(x,08',tt^) = 6(x,08',tt2) implies 
that TT^(8) . 
Proof: The Bayesness of ô(x,99','n') implies that: 
ô(x,90',n) = 
which by the observation of Theorem 3.1 and letting 
g(x) =f...S exp[£*x]3(0_)TT(9_)d0^, ... ,d0j^ 
0 
reduces to 
[DVg{x)]g~^(x) = ô(x,09',n} . 
Now assume ô(x,00',TT^) = ô(x,08 ' «TTg) implying 
[d7g^(x^]g^^(x) = [ovggtxojgg^fx) 
or equivalently 
g2(x)[DVg^(x)] = [DVg2(x)]g^(x) (3 .18 )  
Adding [Vg^(x)][Vg2(x)]' to both sides of (3.18) and noticing that 
D(g(x)F(x)) = (Vg(x))F'(x) + (DF(x))g(x) 
we get 
62 
d[g2(x)vg^(x)] = d[g^(x)vg2(x)] 
Hence, 
g2{x)Vg^(x) = g^(x)Vg2(x) +c, (3.19) 
Now we wish to show that £ = 0^ and hence, 
^(x,£,tt^) = ô(x,£,n2) . 
To see that c = 0 note that if 6. € r"*" by letting x. —> - oo 
— — 1 x 
then g^(x) —> 0 i = 1,2 if 0^ € R , let x^ —> + oo . Then from 
(3.19) 
92(-)^9i(2l) = g3^(x)vg2(x) , 
that is 
ôg^(x)> 
ôx, 
râg2{x) 
ôx. 
9i(x) 
ag^(x) 
8x^ 
g2(x) 
092(X)  
ôx^ 
a9i(x) 
ôx, 
0g2(x) 
âx„ 
and 
3.1. 
Mx,£,tTJ^) = the claim follows from Theorem 
In the next theorem, we restrict attention to the one-parameter 
exponential family. First, we develop an interesting recurrence relation 
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between posterior mœients, i.e., generalized Bayes estimators of 0^ 
for squared error loss. Then we show that the generalized Bayes 
estimator of 0^ against a conjugate prior uniquely determines the 
prior. 
Formally, let the prior be a member of the following family: 
where g(9) is the factor involving only 9 in the exponential family. 
Now assume 6{x,0",tt^) = 6(x,9^,172) for some n > 1 and rr^ and 
both belonging to TT , then we will show that TT^ = 
Lemma 3.5; Given ô(x,9,n), then its posterior risk is determined and 
is given by Ô'(X,0,TT). 
Proof; In (3.2) let n = 1. 
Corollary 3.3: If the posterior risk is independent of observation, 
then the prior is given by 
N(0) « 3~^(9)N(0, -^) 
VC 
where c is the posterior risk and N(0, is the normal distribu­
te 
tion with specified parameters. 
Proof : Let 
Var^(0/x) = c > 0 . 
Then by Lemma 3.5, this implies 
ô(x,9,n) = cx . 
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Now applying Theorem 3.1 gives the result. 
Lemma 3.6; If TT is a member of T , then for all n > 1 
0{x,e"~^,TT) = ^  ô'(x,9",rr) . 
Proof: By Taylor series expansion 
g{x-t) = Z t^g(^\x) 
j=0 
ax 
where as before, g(x) / e 3(9)TT(9)d0. Then 
g(x-t) _ y (-1)^ j 
g(x) j! g{x) 
= I t^ 6(X,0^,TT) (3,20) 
j=0 
but by Theorem 2 of Diaconis and Ylvisaker (1979), if n€ r ,  then 
ô(x,0,TT) = ax+b for some a and b. Hence, by Theorem 3.1 we have 
g(x} = c exp[|- x^ + bx] . 
Using (3.20) this implies 
oo j _ 
exp[^ t -bt-axt] = Z ^ t^ ô(x,9^,n) for all t. (3.21) 
3=0  3 .  
That is, the g-Bayes estimator of 0^ against TT is proportional to 
the coefficient of t^ in the expansion of exp[^ t^-bt-axt] , Taking 
the derivative on both sides of (3.21) with respect to x 
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- at exp[^ t^-bt-axt] = Z t^ ô'(x,0^,Tr) 
i=o ]" 
Hence, by (3.21) 
00 1 d ' . co j 
- at[ E t^ Ô(x,e^,n)] = Z t^ Ô'(X,0^,TT) 
j=0 J' j=0 
which implies 
00 n 00 n 
Z i" j.t 0{x,e^"^,iT) = Z t" ô'(x,e^,TT) for all t 
n=l n=l 
(3.22) 
Notice that 6'(x,n,0^) = 0, that is, the derivative of the Bayes 
estimator of 1, that is one itself, is zero. Hence, (3.22) implies that 
na ô(x,8^"^,n) = à'{x,Q^,TT) 
as it was claimed. 
Theorem 3.12; If TT^ and TT^ are two conjugate priors for the 
exponential likelihood (3.1) and suppose for some n > 1 
ô(x,0",TT^) = ô(x,0^,1^2) for all x. 
Then, TT^(0) = ^2(0) for all 0€0. 
In another word in the class of conjugate priors, the generalized 
Bayes estimator of 0^^, determines a unique prior. 
Proof ; Assume 
ô(x,0^,TT, ) = 6(x,0",TT-) for all x . 
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Then taking derivative with respect of x 
& 6(x,8",ni) - ^  6(x,8*,n2), 
but by Lemma 3.6, this implies 
a^ Ô(x,e*"l,n^) = ô(x,e""^,TT2) (3.23) 
where 6(x,9,Tr^) = a^x-tb^ and ôfXpG/ng) = ^ 2^'*2 * taking derivative 
with respect to x and by repeated application of Lemma 3.6, we get 
a"~^ ô(x,9,rr^) = a^"^ ô(x,e,TT2) . 
Hence, 
n n-1, n n-1, _ ^ ^ 
a^x + a^ 1 ~ ^ 2^ ^2 1 ^ ^ * 
Therefore, the coefficients of the above polynomial have to be zero 
r n n 
^1 = ^ 2 
\ 
n—1 _ n—1. 
^1 1 " ^2 °2 I
Using Lemma 3.3, we see that a_ > 0 i = 1,2. Therefore, (3.24) 
yields a^ = a^ and b^ = b^, that is, 0(x,0,n^) = à{x,Q,TT^) and the 
result now follows from Theorem 3.1. 
Section 2 ; Some Properties of Bayes Estimators 
In the next theorem, we present a necessary and sufficient condi­
tion that characterizes generalized Bayes estimators of y(6). This 
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characterization provides a way to determine the underlying prior. 
Goldstein (1977) has utilized the technique though, in a special case 
of Theorem 3.13 below. 
It is important to notice that we do not require that the under­
lying likelihood be in the exponential family. However, the assump­
tion of squared error loss must hold. 
Theorem 3.13; If 
4-00 +00 
J* T !e^^^6{x)lf {x)dxn(9)d9 < for all t€{-oo, oo) (3.25) 
where ô(x), rr(9) and fg(x) are continuous functions of x and 0, 
then Ô(x) is the Bayes estimator of y{Q) against the prior TT(9), 
iff 
E^[Eg(ô(x)e^^)] =E^[Y(8)EQ(e^^)] for all t. (3.26) 
Proof; Assume ô(x,Y,n) is the generalized Bayes, then 
Ô(X) S fq(x)7r(E)d9 = S Y(8)f.(x)n{9)d6 
Q G ® 
itx 
multiplying by e and integrating w.r.t. x 
X ô(x) exp itx J f-(x)Tr(9)d9 = J exp(itx) J Y(9 )fQ (X)TT(9 )d0 
X 8 ° X 0 ® 
(3.27) 
interchanging the order of integration, (3.26) is immediate. 
Assume (3.27) holds, then by uniqueness of Fourier transform, the 
Bayesness of the 6 follows. One notices that (3.25) can be replaced 
by any condition that justifies the interchange of the order of intégra-
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tion. 
Corollary 3.4; If 6(x,Y,TT) is a generalized Bayes estimator of 
and (3.25) holds, derivatives can be taken under the integral sign, then 
E^[Y(9)EQ[ô'^(x,y,TT)]] = k = 0,1, 2 , . . .  
(3.28) 
Proof : Taking the derivative with respect to t in (3.26), and letting 
t = 0 proves the claim. 
Corollary 3.5; Assume the likelihood has been indexed by the location 
parameter, that is, f^fx) = f^fx-G) also let Eg(x) = 0 and 
Ô(x,6,n) = ax . (3.29) 
Then 
^2t^n ^ ^ = ''2^"'n + ^ ("zlvn-r^ 
r=2 r=2 
th k 
where v^ is the n central moment of the prior and m^ = Eg(x-9) . 
Proof; This is Theorem 1 of Goldstein (1977). Here we prove it using 
Theorem 3.7. To see this, in (3.28) let Ô(X,9,TT) = ax and yO) = 8, 
we see that 
E^(0Eq(X^'^^)) = aE^(Eg(x'^)) . (3.30) 
Now notice that when 0 is the location parameter, then 
Eg(x-9) = m^ is a constant, independent of 9. By applying the 
usual relationship between the central moments and moments centered 
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at the mean 
E (x^) = S (Se"" E (x-e)k-r 
® r=0 f ® 
from (3.30), we get 
E [0 E E (x-8)k-r] = a E [ 2 (*^8^ E (x-0 
^ r=0 ^ ® ^ r=0 ^ 9 
which implies 
k+1 r+1 ^ ]( y 
Z ( r )^k+l r ®TT^® ) = a 2 ( }m E (0 ) . (3.31) 
r=0 " r=0 ^ ^ 
E (G^j 
If we let k = 1 and k = 2, then a = — and 
e^(9 )+eg(x ) 
E^(0) = Eg{x) = 0. Now rearrangement of (3.31) implies the result. 
Now clearly if the likelihood has all the moments m^, then the 
sequence {m^} and the constant a, using the relation (3.31) 
generates all the central moments of the prior. Then the application 
of any sufficient condition presented in connection with the moment 
problem ensures a prior with the given moments. 
— 
In particular, Goldstein (1975 ) proves that if lim = d<oo, 
k k 
then the prior obtained using {v^] is unique. 
Corollary 3.6; If ô(x), a continuous function on X, is a g-Bayes 
estimator of y(8), such that 
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If |ô'^(X)Y(9) If (x)TT(9)c3xd0 <00 k = 0,1,2,... 
X 0 ® 
where both fg(x) and rrO) are nondegenerate at zero, then none of 
the central moments of 6 are zero. 
Proof; Let ô(x) be the g-Bayes estimator of y ( 6 )  against n, then 
ô(x) f e®^TT(e)3(e)d0 = f eG*Y(0)n(8)g(6)d8 
G 0 
multiplying by 6 (x) and integrating with respect to x, after the 
change in order of integration one sees 
k+l k 
E^[EQ{0 (X))] = E^[Eg(ô (x))Y(e)] (3,32) 
which is relation (3.28). Assume for some k, 
Eg(6^(x)) = 0 for all 9€0 
which implies that k is not even, otherwise the underlying likelihood 
has to be degenerate at zero. Hence, k is odd, but then by (3.32) 
E„[E.(ô'^ ^(x))] = 0 
tt y 
noting that k+1 is even, one sees that TT(0) has to be degenerate at 
zero, a contradiction. 
This corollary is useful in showing that whether an estimator is 
g-Bayes against a prior TT. In the following example, we demonstrate 
this result. 
Example 3.2; Let 
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FF |6{X)Y(0) |f.(x)TT(0)d0dx < oo (3.33) 
X 0 G 
hold for a continuous ô(x) and Y(0). If Eg(ô(x)) = 0, then 6(x) 
cannot be a Bayes estimator of Y(8) against TT. 
2 2 
Example 3.3; Let X be Normal (0,a ) where a > 0 is unknown. If 
6(x) = 0, then obviously 6 is not a g-Bayes estimator of the 
variance a, but the above result implies, in addition, that 6 is not 
2 
a g-Bayes estimator of any continuous function of a against any prior 
satisfying (3.33). 
Corollary 3.7; If E (x) = 0 and 6(x,9,Tr) = ax, and if a ^  1, then 
9 
the prior has mean zero. 
Proof; In (3.20) let k = 0, which implies E^(0) = aE^(9) and, hence, 
the conclusion. 
Corollary 3.8; If ô(x) is a g-Bayes estimator of Y(0) against 
Tr(0) > 0, then Y(0) cannot stay below or above the mean of 5(x). 
Proof; This is obvious by letting k = 0 in (3.20). 
This corollary is very useful for checking the Bayesness of an 
estimator. For example, assume we like to estimate 0, the mean of a 
normal variate with a fixed variance, then any estimator whose mean 
stays above or below 0 is not Bayes. 
Example 3.4; Let x ~ N(0,1) and let 
6(x) = X ± e(x) e(x) >0 x > 0 
e(x) <0 X < 0 
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Such estimators are called shrinker (-) and expander (+) (Strawderman 
and Cohen (1971)), then by the above corollary, because E^fôfx)) = 
9 Î Eg(e(x)), where Eg(e(x)) > 0, are not g-Bayes estimator of 9. 
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CHAPTER IV 
SCME EXTENSIONS 
The reader may have noticed that the key idea in the previous 
chapter was to reduce the problem of characterizing the prior to that 
of solving a linear first order differential equation. In Chapter II, 
by assuming the linearity of the estimator, we derived the equation 
TT' ( 0 )  = h( e)TT( 0 )  
where TT(9) = 3{0)TT(0). In Chapter III, the main assumption was the 
linearity of the function to be estimated and this yielded the equation 
g'(x) = 6(x)g(x) 
ôx 
where g(x) = j e 3(0)TT(9)d0. Therefore, if one is trying to obtain a 
more general version of these theorems, one has to consider more general 
versions of the differential equations and their generalizations, integral 
equations. 
In this chapter, we are considering some possible generalizations. 
In the first section, we reduce the problem of characterizing the prior 
through the estimator, to that of solving a linear integral equation, 
and a general theorem on the Bayesness (existence theorem) of a rule is 
obtained and a few conditions that ensures its uniqueness within some 
restricted class of priors are obtained. In the second section, we dis­
cuss the uniqueness of the situation where the problem is reduced to a 
first order differential equation. 
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Section 1; Application of Functional Equations 
In this section, we reduce the problem of the determination of the 
prior and its uniqueness to that of solving an integral equation. In­
deed, for each x€X, Bayes estimators can be considered as a nonlinear 
functional defined over a collection of nonnegative functions. Here 
utilizing the assumption that the underlying likelihood is in the 
exponential family, we reduce the functional to the study of the exis­
tence and uniqueness of the solution to (positive) linear operators of 
the type 
/ )c(0,t)n(t)dt = XttO) . (4.1) 
0 
These equations have long been studied by a number of authors. 
Based on some of these studies, we sketch a theory for proving the Bayes-
ness of an estimator and conditions that ensures the uniqueness of its 
prior. These theorems in the context of unbiased estimation will provide 
conditions under which the given estimator U(x) and the function to 
be estimated y(9), determine a unique member of the exponential family, 
for which U(x) is an unbiased estimator of ^(8). 
The following two theorems, are the core in relating our problem 
to the equation in (4.1). 
Theorem 4.1; Assume x is a continuous real-valued randan variable 
whose family of possible distributions belongs to the one-parameter 
exponential family with 0, the whole real line, as the parameter space. 
Let Y be a real-valued function defined on 0 and rr a measure de-
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fined on the Borel sets of 0. Suppose that TT£9; y i Q )  = O} = 0. Let 
ô(x) be a real-valued function on x, an open interval, which has an 
extension to the complex plane, say ô(z), which is a bilateral Laplace 
Gz 
transform of some function A('). Assume j e g(9)Tr{0)d9 ^ 0 
— 00 
z = x + i y  a < x < b .  T h e n  ô  i s  t h e  g e n e r a l i z e d  H a y e s  e s t i m a t o r  o f  
Y(9) against Tr(9) for squared error loss, iff 
+0o 
.  mei eee. (4.2) 
Proof; Assume ô(.) is a g-Bayes estimator of y[Q) against rr, i.e., 
+* 8x 
f e" y(9)n(9)g(8)d9 
ô(x) = °° 
+ qx 
I e" g(9)n(8)d8 
For z = x + iy where x€X and - oo < y < oo, let 
+00 -i-00 
5(z) X e^-g(e)rr(9)de = j e^-y^ )&(0 )TT{0 )d8 
8z but by assumption 6(z) = j e A(8)d9, therefore 
+ 00 +00 +c30 
f e®^A(9)d9 / e®^3(0)TT(0)d0 = / e®\(0 )g{9)rr(9 )de 
or 
— 00 i —00 
+00 +00 
f A(9-t)3(t)n(t)dt ^ d9 = T e**Y(8)B(8)n(8)d8 (4.3) 
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where (4.3) is obtained by using the result that the product of two 
bilateral transforms is the transform of their convolution. 
The uniqueness of the transform and (4.3) yields 
^ = ""(8) - CO < e < oo . 
Notice that the g-Bayesness of ô(*) and assumption A of Chapter 
t°° Az 
I ensures that j e 3(6)TT(9)d6 0 z = x + iy x6X ad - oo < y < oo . 
— 00 
The proof of the only if part follows the same argument in the reverse 
direction. Note that if we let 
then equation (4.2) becomes equation (4.1). 
The next theorem which is similar to the previous theorem and is 
concerned with the situation where 6(') itself is not a bilateral 
Laplace transform of some function A{*), but its reciprocal is ; 
Theorem 4.2; Under the assumptions of the previous theorem, assume ô(x) 
is such that ,^ . is bilateral Laplace transform of some function 
o(z) 
d(0), then 6(.) is a g-Bayes estimator of y(9) against some prior 
TT(*), iff 
s n(t)dt = n(6) - 00 < 6 < (4.4) 
-00 9(9) 
has a nonnegative solution, such that. 
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+ 02 
/ e g ( 0  )n(0 )d6 5^ 0 z = x + iy x6X - 00 < y < 00 . 
— 00 
Proof: The Bayesness of Ô implies 
J e piw;TTi«;ao = J e^^yO )TT(e )g(e )d9 
= f f d(t-0 )Y(t )3(t)n(t)dt d0 . 
+00 (T-oo 
—00 —00 
Now the rest of the proof is exactly as in Theorem 4.1. 
Clearly, the restriction on the parameter space and the sample 
space for the purpose of deriving an integral equation of type (4.1) 
is not crucial. Here we assumed 0 = R, for the scale of definiteness. 
However, one has to make sure that a proper convolution has been intro­
duced. For example, if 0 = - X = r"*", then these theorems can be 
stated in terms of Laplace transforms. The obtained integral equation 
corresponding to (4.4), will be 
which is the Volterra integral equation (range of integration depends on 
the parameter), whereas equation (4.4) is a homogenous singular integral 
equation with almost convolution kernel. 
The representation of a function as a Fourier-Stielties or as a 
bilateral or a Laplace transform can be checked using several available 
theorems. The following two theorems give a necessary and sufficient 
i d(9-t)v(t)g(t) 
J  r / a \  1T(t)dt = 7T(0 ) (4.5) 
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condition for representing a function as a Laplace transform of another 
function. A theorem for representing a function as a Fourier transform is 
Theorem 5.11 in the next chapter. Similar theorems can be found in any 
text on the subject. 
Definition 4.1; (Widder (1941)); A function f(x) is absolutely 
(k ) 
monotonie (AM) in the interval a < x < b if f (x) >0 k = 0,1,2,... 
a < X < b . 
Definition 4.2; (Widder (1941)); A function f(x) is completely 
m o n o t o n i e  ( C M )  i f  ( - l ) ^ f ^ ^ ^ ( x )  >  0  k =  0 , 1 , 2 , . . .  a < x < b .  
Clearly, f(x) is AM, iff, f{-x) is CM. Some examples of AM functions; 
a) f(x) = - ^  - 00 < X < 0 
k b) f(x) = S a x a. > 0 x > 0 
k=0 
c ) f (x ) = - log ( -X ) - 1 < X < 0 
k d) f(x) = Z a, X a, >0 0 < x < R 
k=o - - -
e) f (x) = sin x 0 < x < 1 
Theorem 4.3 ; (Widder (1941)); A function f(x) is absolutely monotonie 
^ Ax (AM) on the interval - =o < x < 0, iff, f(x) = / e dF(0) where F(0) 
0 
is a bounded nondecreasing function on (0,cc) and the integral converges 
for X < 0. 
Theorem 4.4 ; (Widder (1941)); A necessary and sufficient condition for 
f (x ) to be completely monotonie for oo > x > 0 is that 
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00 
f(X) = f e *^dF(0) 
0 
where F(0) is nondecreasing and the integral converges for x > 0. 
In the next theorem we use these theorems to show that our assump­
tion, that ô(*) (or is a Laplace transform of some function, is 
not as restrictive as it might seem. This becomes clear if one recalls 
Theorem 3.1 of Strawderman and Cohen (1971) or Theorem 3 of Berger and 
Srinivasan (1978), where they showed that ô(x) is a g-Bayes estimator 
of 9, iff 
exp f ô(t)dt 
is the moment generating function of some probability distribution over 
0, In the following example, we show that this condition is essentially 
the same as assuming that ô(x) itself is a Laplace transform of some 
function over 0, as we assumed in Theorems 4.1 and 4.2. First, we need 
to notice the following simple observation. 
Theorem 4.5; If f^(x) and f^/x) are AM, then f^(f2(x)) and 
f k 1 f^ (x) k = 0,1,2,... are also AM. 
X 
Theorem 4.6; Let x > 0 and 9 > 0, where fg(x) = g{0)e h(x), then 
ô(x) is a g-Bayes estimator of 0 against sane prior on (0,oo), iff 
(-l)^ô^'^^x) > 0 k = 0,1,2,... X > 0 . 
That is, iff 6 is completely monotonie on (0,oo). 
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Proof; Assume Ô(x) is a g-Bayes estimator of 9 against TT(6) ,  then 
00 _ 
f ee"®S(9)d0 
ô(x) = ° 
f e"*Gn(8)de 
where as before Tr(9) = 3(0)n(9). without loss of generality, we assume 
00 
that f TT(9)d9 = 1. Let y = -x, 6,(y) = ô(-x), then for y < 0 
0 
Ô,(y) = 
f 9e®^n(0)d0 
0 
1 °° û _ 
j" e®^iT(0)d9 
so 
ô^fy) = ^  ln[/ e®^TT(0)d0] = ^ [-ln[- f e®^n(9)d9]] 
0 
define k(u) = -ln(-u) 0 < u < 1 . Hence, ô-, (y) = k(g(y)), which 
implies 
F(y) = J^ô^(y)dy = k(g(y)), 
but by Theorem 4.4, since k(') and g(') are AM, F(y) is AM and 
so is all of its derivatives and in particular so is its first 
derivative ô^ty). That is, 
> 0 for all y < 0 k = 0,1, 2 , . . .  
k ( k ) 
by noticing that x = -y, one sees that (-1) 6 (x) > 0. 
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Now, if we assume > 0, then >0 k = 0,1,2,... 
y 
Let F(y) = f ô^(t)dt > 0, then = $(%-!)> 0 k = 1,2,..., 
c 
hence, F(y) is AM, but notice that h{u) = e^ u > 0 is AM. There-
y 
fore, by Theorem 4.4, g(y) = exp F(y) is AM, i.e., g(y) = exp f 6^(t)dt 
c 
is the Laplace transform of some function over (0,oo), i.e. 
00 
g(y) =/ e^®a(9)d9 where a(8) >0. 
0 
Let h{y) be another g-Bayes estimator of 0 against , then 
the uniqueness of the Laplace transforms implies that 5^(y) = h(y). 
This completes the proof. 
In the next example, which is a special case of Theorem 4.6 (Diaconis 
and Ylvisaker (1979), we notice the importance of the assumption on 
1 
ô(x) Indeed, this is another way to prove Theorem 4.6. 
Example 4.1; Let - OO < x < OO and Ô(X,7(9),TT) = X a g-Bayes esti­
mator of v(9) against Tr(9), then we would like to derive the integral 
equation (4.4) and using that we wish to derive the prior rr. 
Notice that Ô{X,Y,TT) = x, i.e. 
8x jT Y(9)e" e(9)TT(9)d9 
X = - 00 < X < 00 (4.6) 
fix S 3(9)TT(e)d9 
-00 
which for x ^ 0, 
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+ 00 + 00 
X e®*g(0)TT(e)d0 = ^  / Y(8)e^*p(6)n(6)d0 
replacing x by ix, which is permittable by Theorem 2.4 of Lehmann 
(1959) 
iqx gigx 
f e ° g(e)TT(9)d9 = / yO) 3(e)TT(0)d9 
— CO —oo 
multiplying by e and dividing by 2IT, emd integrating over 
( — 00 ,+00 ) 
, +00 + 00 - 00 + 00 i0x 
^ I T E^®''TT(0)D0DX = / E'^^* F YO )TT(9 )d0dx 
— OO —00 + 00 — 00 
(4.7) 
where TT(0) = g(9)Tr(0). By changing the order of integration, the right 
hand side reduces to 
+oor+oo ix(e-n) 
—  r  !  r  
+ 00 
IX dx i yîs)t7(8)d8 
•j 
= :r / sgn(0-n)Y{0 )TT(9 )d0 where sgn(t) = 
1 t > 0 
0  = 0  
- 1  < 0  
(4.8) 
Notice that the interchange is justified by the assumption that 6(x) 
is the g-Bayes estimator of Y(d). Now (4,8) can be rewritten as 
- f Y(8)n(0)d0 + f Y(9)Tr(0)d0 
83 
t _ +0° _ 
= I  -2 / Y(0)TT( e)d0 + / Y(8)n(6)d8. (4.9) 
— 00 — 00 
+ 00 
Now in (4,6), if we let x = 0, one sees that / Y(0)n(6)d8 = 0 
—  oo  
and, therefore, from (4.9) and LHS of (4.7), one derives 
Tr(n )  =  -  f  Y(9)TT( e )d9 
Clearly, this is an integral equation in Tr(0) that can be simply 
solved by reducing it to a first order differential equation 
TT'(n) = - 'Y(n)'n'(n) .  (4 . io )  
But (4,10) is a special case of the equation in Theorem 2,7 that 
can be solved easily. 
Having an integral equation as in (4,2), (4,4) or (4,5), one 
naturally has to consider the situation where such equations have not 
only a solution, but a positive solution, and conditions which ensure 
the uniqueness of the solution. However, depending on the range of 
integration and the structure of the kernel a variety of situations 
can arise. In what follows, we shall make use of some of the theorems 
of Krein and Rutman (1950) to show the existence and uniqueness of the 
solution of the derived integral equation. The following definitions 
and theorems are relevant to the argument. 
Definition 4.3: Let E be a Banach space, A set K c E is called a 
cone if the following conditions are satisfied; 
a) The set K is closed. 
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b) ocrr^ + gTTg € K for all a, 3 > 0. 
c) If x€K and - xQC, then x = 0, the zero of K. 
Now we define the following ordering of the elements of K, we 
say 
^1-^2 n^€K i = 1,2 if 
In particular, we say that n > Çf iff rr € K . 
Definition 4.4; The linear operator A, acting on the space E, with 
cone K, is called positive if x > 0, then Ax > 0 . 
As an example, suppose 0 is an interval of real numbers. Con­
sider the Banach space of L^, functions on 0 where p > 1. Let 
be the cone of all nonnegative functions of L^. Let d(.) and yf.) 
be two real-valued functions of 9 that belong to L^, i.e., 
I  lY(9 ) | ' ^d0  <cc  .  /  |d (9 ) |Sd9  <00  ( 4 .11 )  
where 1/p + 1/q = 1. A linear operator A on K* is defined by 
Ax(0) = / d(e-t)Y(t)x{t)dt . (4.12) 
0 
Note that if d(9)Y(9) > 0 for all 9Ç0, that is, d.yGK^, then A 
is a positive linear operator for K^. 
The nonzero element x is called a characteristic vector of the 
operator A if Ax = Xx. If the characteristic vector belongs to K, 
then it is called a positive characteristic vector. X is the eigen­
value corresponding to x. 
Definition 4.5; An operator is completely continuous if it is contin­
85 
uous and it transforms every bounded set into a compact set. 
Now the following theorems of the theory of the positive linear 
operators can be used to prove the Bayesness of a rule for estimating 
Y(6), the prior whose existence ensured is in cind, hence, is 
proper. 
Theorem 4.7; {Krein and Rutman (1950)); Let the lineeir positive 
operator A be completely continuous and AK c K, where K is the 
underlying cone. Also, let 
a/^^u > au a > 0 
be satisfied for some nonzero element u, such that, u = v-w for some 
u, wQC, and some n. Then the operator A has at least one charac­
teristic vector XqÇk, such that 
where the positive characteristic number satisfies the inequality 
Theorem 4.8; (Krasnoselskii (1964)); If the underlying Banach space 
is L p > 1 and , the cone of nonnegative function of L , then a p p p 
sufficient condition for complete continuity of 
Ax(9) = X d(e-t) Y{t)x(t)dt 
0 
is that // |d (9-t) 1*^ I Y(t) I'^dtdQ < oo where 1/p + 1/q = 1. 
0 
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The following theorem utilizes the complete continuity of the 
operator, a sufficient condition that makes it possible to utilize 
the previous theorems to prove Bayesness of a rule Ô. Assume Theorem 
4.2 holds, that is, the integral equation (4.5) is obtained). 
Theorem 4.9; Let ô(x) be a real-valued function also 
assume yO) is a function whose estimate is desired. Assume condi­
tions of Theorem 4.2 are satisfied, then if there is a u(G)€K, such 
that, A/"^u(0) > au(9) a > 0 and for some p > 1, 1/p + 1/q = 1, and 
some n where d{6)Y(9) > 0 6€0 and 
+00 +00 
S |d(8)|Sd8 < = and f 1^(0) l^dG < ^  . (4.13) 
Then ô(x) is the generalized Bayes estimator of y(0) against some 
prior TT in L^. 
Proof ; Note that in 
+00 +0O 
f S |d(9-t)fI|Y(t)!9d8dt = 
by letting 9 - t = u, one sees 
+ 0O +O0 
= / / |d(u) jY(t ) I'^dudt 
— 00 —00 
+ 00 +00 
= / |d(u)|^duj' |Y(u) I'^du 
— 00 —oo 
which by (4.13) is finite and, hence, by Theorem 4.8 the operator 
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+ 00 
Ax(0) =/ d(9-t)Y(t)x(t)dt 
— 00 
is completely continuous. Now the theorem follows from Theorem 4.7. 
However, the theorem can be stated with less restricted conditions. 
For a discussion of these assumptions, one can look at Krein and Rutman 
(1950). 
Notice that the sufficient condition that y[Q)à[Q) >0 is 
essential, because it ensures that the integral operator maps the col­
lection of nonnegative functions to part of itself. In the following 
situation, we see that it is also necessary, that is the Bayesness of 
Ô for estimating y against TT implies that Y(9)d(9) > 0. 
"ax 
Theorem 4.10; Let X = 0 = (0,oo) where fg(x) = g(0)e h(x). Then 
if 5(x) is CM and the Bayes estimator of y(0) for prior TT, then 
Y(0)d(0) > 0 for all 0, such that, TT(0) ^ 0. 
Proof; ô(x) is MC implies that A(0) exists and is nonnegative 
(Theorem 4.9) and Bayesness yields 
OO 00 00 
[/ e"®^A(0)d0] Lf e"G*g(0)-(8)dt] = [I e"®^g(8)Y(0)TT(8)d0] 
0 0 0 
for TT(0) = @(0)TT(0) 
OO CO 
T e"®^A*TT(9)d0 = / e"®\(9)TT(0)dfl , 
0 0 
so by the uniqueness of Laplace transforms ^(0 )TT(0 ) = A*rr(0). There­
fore Y(0) has to be nonnegative (except where TT(0) = 0) and, hence, 
the claim. 
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I f  we let X = 0 =  (-00, 0) and 6(x) to be absolutely monotonie 
one can show that still the conclusion that Y(0)d(0) > 0 holds. 
By now, the reader may have noticed that different choices of 
requirements on the 5 and y as well as the parameter and the sample 
space generate a different type of problem which needs a rather different 
assumption. However, in this section we sketched a method that may be 
used to solve a variety of such problems, briefly, the method consists 
of a) reducing the original problem to an integral equation, depending 
on the parameter space or the sample space, we can do this by using 
inversion theorems of Fourier or Laplace transforms, and then b) prov­
ing the existence and/or uniqueness of the positive solution for this 
equation. The theorems cited in this section are a few that can provide 
a positive solution to the equation. 
Clearly, the same procedure can be used to reduce 
Eq (U(X)) = Y(8) 
to an integral equation, where underlying distribution is in the expo­
nential family. Applying the same method, similar theorems can be 
stated. 
Section 2; Application of Differential Equations 
In this section, using scms of the known results for solving first 
order differential equations, we present some uniqueness theorems that 
demonstrates the applicability of the theorems discussed in the previous 
sections. In the later part of the section, some new theorems are pre­
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sented. 
The reader may have noticed that in Theorems 4,1 and 4.2, the range 
of integration may depend on the parameter 9, when the parameter space 
is not R. Even when the parameter space is R, the range of integra­
tion may depend on 0 for certain types of kernels, as was the 
case in Example 4.1. In such situations the form of the integral equa­
tion becomes 
9 - -
f d(0-t)y(t)n(t)dt = Tr(0) . 
a 
This is a homogeneous Volttera equation of the second kind. It is obvious 
that this equation, by a simple differentiation, can be reduced to a 
first order linear differential equation (the converse is also true). 
Using this fact, various uniqueness theorems regarding the prior can be 
stated. 
Theorem 4.11; Assume ô(x) is the Bayes estimator of y(A) against 
1T(0), such that, the inverse bilateral Laplace transform d(t) satisfies 
d(0-t) = sgn(9-t)h(t) + k(9,t) 9, t€ ( -oo ,  oo )  (4.14) 
for some a(*) and k(9,t). Then the prior is uniquely determined. 
Proof: (4.14) and (4.5) yields 
_ 9 _ +00 _ +=o _ 
TT{9) = --gEj y(t)h(t)n(t)dt +f h(t)Y(t)TT(t)dt]+/ k(9,t)y(t)n(t)dt 
-00 9 -00 
which implies 
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e 
n(0) = - / h(t)Y{t)TT{t)dt + 0^(0) + Cq  
— OO 
+00 +00 
where = J' h(t)TT(t)dt and C^(0) = / k(0,t)y(t)n(t)dt. 
— 00 —00 
Now upon differentiation, one sees that 
TT*(0) = - h(0)Y(0)TT(e) + C'(0) 
and this gives the unique solution (up to a constant factor) 
— 1 
Tr{0) = jJYoy Ij" |J.(t)C'(t)dt] 
where |i(0) = exp J" h(t)Y(t}dt. This prior is indeed an immediate 
generalization of Example 4.1. In the next theorem, we give a generali­
zation of Theorem 3.1. 
Theorem 4.12; Let ô(x) be g-Bayes estimator of y(Q) against Tr(9) 
where 
Y( e )  =  0 * z : ^  +  86(-oo, 00) 
TT(0) TT(0) 
where h(') and g(0) are real-valued functions whose m.g.f. exists 
on 
TT(0) -ooTT(0-t) 
Then 6(x) uniquely determines the prior rr. 
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Proof; The Bayesness of ô(x) implies 
Ô(X) =H(x)g'W^-.K(x) (4.15) 
fix- fix fix 
where g{x) = / e TT(0)d9, TT(X) = J' e h(9)d0 and K(x) = f e lc{0)d0 . 
CSsviously, (4.15) is a first order equation whose solution is easily 
obtained. 
As is clear from the previous statements, it is the choice of y 
and the existence of 1T(0), that reduces the problem to a simple linear 
first order equation. However, it is possible to end up with solving 
a nonlinear equation, as the following example shows. 
Example 4.2: Let ô{x) be the Bayes estimator of y(0) against rr, 
where 
— *n 
Y(0) = 0 + a(0) * — n > 2 
r rO)  
where (TT(0)) =TT(0)*N(9) *.,.*N(0) (n times) and m.g.f. of A(0) 
exists, then ô(x) uniquely determines the prior (up to a constant 
factor). 
Proof ; The above assumption reduces the problem to that of solving 
g(x)ô(x)= g'(X) + A(x)[g(x)]" n>2 (4.16) 
where g(x) = / e®*TT(0)d0 and A(x) = f e®^a(0)d0 . 
One notices that (4.16) is the Bernoulli equation which is no 
longer linear and it can be solved by letting v(x) = g(x). This 
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reduces the equation to a linear one that can be solved as in the 
previous situations. 
One notices that as long as the existence of a prior is ensured 
the assumption of positivity of the kernel is no longer necessary to 
secure the uniqueness of the prior. In the next theorem, this is 
demonstrated for a class of kernels with the special structure of that 
in Theorem 4.2, i.e., the inverse transform of is such that 
n 
d(9-t) = Z a.(e)b.(t) . 
i=l ^ ^ 
Hence, it can be factored into the sum of products of sane univariate 
functions. 
There is a special technique for solving the integral equation 
X 
(4.4) or (4.5) when k(x,y) = 2 a.(x)b.(y) and in the following 
i=l ^ ^ 
paragraph we discuss this situation. 
Assume the assumptions of Theorem 4.2 hold, then letting 
TT(0) = 3(0)TT(e) equation (4.5) becomes 
+00 
f  d(0- t )Y( t ) T T ( t )  =  T T(0) . (4.17) 
— 00 
n 
Also, assume that d(9-t) = E a.(0)b.(t), e.g., it could be a poly-
i=l ^ ^ 
nomial, then (4,17) can be written as 
n +0O _ _ 
S a^(9) f b^(t)Y(t)n(t)dt = TT(0) . 
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+ 00 
Define K. = J* (t)Y(t)Tr(t)clt, this then yields 
— 00 
n 
nO) = 2 a. (9)K. . (4.18) 
i=l ^ 
Hence, the K^'s determine the prior, but substituting (4.18) in the 
definition of K^, one sees 
+00 n 
K =  j b . ( t ) Y ( t )  z a.( t)K.dt 
^ j=l ] ] 
that is 
+00 +00 
K(l-f b.(t)Y(t)a (t)dt) - 2k / b.(t}Y(t)a.(t)dt = 0 
^ -00 ^ jjii j -00 ^ ] 
i = 1,...,n (4.19) 
and we get the interesting result that the determination of the prior 
has been reduced to the solution of the above n by n system of 
linear equations. 
Define 
+ 00 
= t y(t)a^(t)bj(t)dt. 
Then (4.19) has a solution (not necessarily positive) only if 
1-CII 
"^12 " " "^In 
"^21 •' ~^2N 
= 0 (4.20) 
"^NL "CN2 '• •' ^"^nn 
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and the number of linearly independent solutions is n-rank (C). One 
notices that when the existence of a prior is ensured the following 
uniqueness theorem is immediate from the above argument. 
Theorem 4.13; Assume the underlying likelihood belongs to the one-
parameter exponential family and 6(x,y,Tr) is the Bayes estimator of 
yO) against a prior TT, whose reciprocal is the bilateral Laplace 
n 
transform of d(6), 0€(-oo, oo), where d(9-t) = Z a.(0)b.(t). Then 
i=l ^ ^ 
6(X,Y,TT) uniquely (up to a constant factor) determines the prior iff 
rank (C) = n-1 where C is defined as in (4.20). 
In the next theorem, a result similar to that of Theorems 4.1 or 
4.2, is obtained for a different kind of operator. The method of the 
proof is exactly similar to that of Kitagawa (1956) for the derivation 
of unbiased estimators. 
We need the following definition of a bounded linear translatable 
operator. 
Definition 4.5; A bounded linear translatable operator is a trans-
o 
formation taking L into L , such that 
P P 
1 )  Ag(aY^  +  bYg)  =  0Ç( -oo ,  oo ) ,  
2) If for some transformation F; ~ Y(8+a), then 
= AGRGY. 
3) Ag is bounded in the following sense. 
Let p* be a collection of bounded sets of the Borel field of the real 
line. Assume there is a mapping a of g*, such that, if M^Çg* 
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and c then aM^ c oM^ and vice versa, and also for each Mgg*, 
there is M^€g* for which CTM ^ M^, then for each 
II^Q(Y)llp^^ < r(M,A)llyll . M6g* 
P,0 
where Hyll _ = (J* P > 1 s€g* and r(M,A) is 
s^ positive real number. 
Now assuming as before that the loss is squared error and the 
population belongs to the one-parameter exponential family, the fol­
lowing theorem, which is similar to a theorem of Kitagawa (1956), can 
now be stated. 
Theorem 4.14: If there is a bounded linear translatable operator 
such that, 
Ag(e®^) = ô(x,Y,TT)e®^ xÇX (4,21) 
where ô(x,Y,n) € and if 
+ 00 TOO 
S Ag{e^ g(z))dy = A.(J g(z)e^ dy) z = x + iy 
— 00 —oo 
(where both sides of the equation are assiomed to exist) where 
9z 
g(z) = f e 3(9)TT(9)d9, then the following operator equation holds: 
— 00 
Ag(rr(9)) = Y(8)n(9) (4.22) 
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where TT(6) = G(8)N(8). Conversely, if TT(0) satisfies (4,22), then 
there exists an estimator 6(x), such that, 6 is Bayes for estimating 
Y(0) against TT(9). 
Proof ; The Bayesness of Ô implies 
+ 00 +°°. 
S ô{x)e®*rr(9)g(0)de = f e®\(9 )e(9 )TT(e )de 
but 6(2)e®^ = A (e^^). Hence, after replacing x by z, and using the y 
inversion formula 
1 z9 
•5—;- f e Ô(z)g(z)dy = Y(9)g(9)n(9) 
s-i9 
1 =+^8 
%—r / A (e )g(2)dy = yO )g (9 )TT(9 ) 
s-i9 ® 
1 29 
A(-^ f e g(z)dy) = y(9)g(0)n(0) 
s+i9 
which yields 
A(g(9)TT(9) ) = Y(9)B(9)n(8) 
as was the claim. The proof in the other direction is similar. 
Corollary 4.1; Assume that the first n + 1 derivative with respect 
to X of the posterior distribution exist and belonging to L^(-co, 00). 
Also, assume condition iii) of Theorem 5.12 holds, then Ô(X,Y(9),TT(0)) 
x" iff 
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à" -TT{9) = Y(8)TT(8) (4.23) 
ae" 
3% 
Proof; Note that A.(f(0)) = —r (f(9)) is a bounded linear trans-
* ae^ 
latable operator. Now applying the above theorem and Theorem 4.12 
the result follows. 
One notices that the equality (4.23) is analogous to the Lemma 3, 
with the difference that here the estimator is seme power of x, where 
in that lemma the function to be estimated is the n^ power of the 
parameter. Clearly, equation (4.23) can be generalized to a polynominal 
n 
estimator, i.e., Z a.x = ô(x,Y,Tr) for sane TT and y on (-«>, oo), 
i=0 1 
then 
^ — 
E a. ^  (TT(0)) = Y(9)TT(0) . 
i=0 <39 
Notice that the converse of the above theorem is also true. 
Sxcuuple -4.3i Let n — 1, then (4.23) zs the equation cbtaxned by 
Diaconis and Ylvisaker (1979), 
Example 4.4; In the one parameter exponential family, if there is a 
0Q, such that, 
lim g{0) = 0 and E (|i(0)/x) = x^ , (4.24) 
8->9o 
then the prior is uniquely determined. 
Proof: By the previous theorem, we know that (4.24) implies 
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—^(3(9 )TT(0 ) ) 
^ 3(0)TT(9) 
but |i(0) = • Hence, 
3M9)TT( e )  =  B ( 0 ) n ( * ) ( 8 )  +  C i g ( l ) ( 0 ) n ( "  ^ ^ 0 )  +  ^ ^ 0 )  
+...+ (0)TT(9) , 
Therefore, 
* =1 4^ >1'"""») ^ •••+ 'n n(e) . 0 
Hence, the Wronskian of the equation is 
8 a(i),a, 
W(TT^,.. .,TT^) = exp -/ gYg-j— d9 = exp{- In g(8))| 
0 0 
b(0o) 
= exp[ln 0(9^) - In 3(9)] = 
'0' 3(9) 
where denotes the set of n possible independent solutions. 
For n = 2 
(1) (1) 
W(TT^,TT^) = TT^ ^19)^2(9) - (9)TT^(9) = , 
hence, In n^(9) =7^ In MgCO) yielding 
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TT^O) = Krr^(8) 
02 
as was claimed. For example, for g(9) = exp(——), one can let 
0 —> -OO . 
In the following theorem, an important uniqueness theorem for a 
special class of likehoods is given. Here we do not need the likeli­
hood to be in the exponential family. One notices that there is no 
assumption on the function to be estimated ad Y(6). 
Theorem 4.15; Let ô(x,Y,Tr) be the Bayes estimator of y{Q) against 
TT. Assume that the bilateral Laplace transform of both 6(x) and 
Y(0) exist and are never zero. Also, suppose f (x) is such that 
9 
P^{9/x) =P^(6-^(x)) 0€(-oo, +00), x€{ -oo ,oo )  
with fg(a) > 0 and Z is a monotone function of x and ^(a) = 0, 
then the prior is uniquely determined. 
Proof ; Note that 
+ 00 
ô(x) = S Y(6)P (8/x)d8 
— OO 
which implies that 
+ O0 
ô(x) = X Y(8)P (6-4(x))d8 . 
Let £(x) = u, then 
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-1 h(u)=ô(i (u))=J' Y ( 8)P^ ( 8-u)d - o o<u< o o  
— OO 
Z0 
multiplying by e and integrating over oo) we see that 
+00 +00 +00 
f e"^"h(u)du = f f e ^*Y(-8)P^Xu-9)d0 = 
— 00 —00 —00 
4" 00 4*oo 
e~^®Y(-8)d9] [/ e"^®P^(e/0)de] , 
— 00 —00 
but then ô(x,Y,Tr^) = ôfx.y/ng) which implies that 
+00 +00 ^ 
f e"^®P (e/0)d9 = f (8/0)d8 
-00 1 -00 ~2 
implying P (0/a) = P (0/a) where f(a) = 0, but then 
^1 "2 
c^fg(a)n^(8) = cgfg(3)^2(8) 
and the result follows. This yields the following example. 
2 
Example 4.5; Let X ~ N(G,1) and G N((i,a ), then the posterior is 
normal 
2 2 
(8 - slïsl) 
P^(x) Œ exp[ , 
2x 
Here i{x) = _ , then the above theorem says that any function ô 
a +1 
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whose bilateral Laplace transform exist cUid is the Bayes estimator of 
another function having a transform, then the prior is unique. 
In the next theorem, we prove a similar uniqueness theorem for 
the situations where a function of x is the scale 'parameter* of the 
posterior, but first we need the following definition. 
Definition 4.6: The Mellin Transform of a function f{x), if it exists 
is defined as 
00 
M (t) = f f (x)dx. 
0 
Theorem 4.16; Let 0 = r"*" and for a given prior rr, P^(9/x) = 
m(x)P^(m(x)0) where m(l) = 1 and m is a monotone function of x 
and P^(. ) = P^{9/x = 1), then let yo) be any function on 0, whose 
Mellin Transform exist. Assume 6(x,Y,TT) also has the Mellin Transform. 
Then ô(x,y,tt) uniquely determines the prior (up to a constant multi­
plier ). 
Proof ; The Bayesness of 6(•) implies 
00 
ô(x,Y,Tr) = J* Y(8)P (8/x)d8 
0 " 
yielding 
OO 
ô(x,Y,TT) = S Y(8)m(x)P (8m(x))d8 
0 
-1 ô(m ( y ) , Y > T T )  =  S Y(Q)yP^(dy)de where y = m(x) . (4.25) 
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Now by taking the Mellin Transform of both sides, we can factor 
the left hand side of the above identity in y. To this end, let 
z = ^ , then (4.25) can be written as 
9 
It can be shown that the Mellin Transform of the left hand side is 
M , (t) M (t) . (4.26) 
Now assume ô(x,Y/n^) = ôfx.y/ng), then (4.25) yields 
f  Y(0)P^ (8y)d0 = f  Y(0)P^ (ey)de 
0 1 0 2 
and, hence, by (4.26) 
«  ,  I t )  M ( t )  = M , (t) M (t) 
yif) yii! 
Now the uniqueness of the Mellin Transforms yields P (0) = P (0), 
"l ^2 
but (6) = c^fg(l)n^(0) and this completes the proof. 
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CHAPTER V 
UNBIASEDNESS AND BAYESNESS 
In the previous chapters, concerning the triplet (TT,Y,6), keep­
ing Y and 6 fixed and known, we presented theorems characterizing 
the prior and we provided conditions that ensured the uniqueness of 
the derived prior. However, in this chapter we wish to characterize 
the estimated function, y, given the estimator and the prior. The 
subject is developed through two sections. The first section considers 
the problem of the relationship between unbiased estimation and Hayes 
estimation, a problem that by itself is of some interest. As a result 
of seme of the observations in the first section, we will be able to 
exploit some theorems on the characterization of unbiased estimators 
for the problem of determining y. 
Section 1; A Definition of Unbiasedness 
Notions of the unbiasedness and the Bayesness of decision rules 
have been considered by statisticians for many years. Each is 'good' 
in some respect. However, it has been shown by Bickel and Blackwell 
(1967) and Blackwell and Girshick (1954), that essentially these two 
properties of estimators are mutually exclusive in the sense that a 
Bayes estimator, which is also unbiased, has zero risk - implying that no 
estimator can have both properties, simultaneously. In light of this 
incompatibility, it would be interesting to demonstrate that some 
relationship between these two concepts actually exists. 
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In this section, we will investigate a formal relationship between 
the criteria, showing that both properties can be explained in a similar 
way and exploring how the concepts and arguments developed in one can 
be used to study the other. 
The following definitions are relevant to the discourse. 
Definition 5.1: A point estimate, 6(x) of ^(9) is said to be mean-
unbiased or simply unbiased if its expectation coincides with the esti­
mated value. That is, if 
Eg(6(x)) = yO) for all 9€0 
where the expectation is taken with respect to underlying likelihood. 
This definition essentially says that for each 0, yCG) is 
the mean of ô . Analogous definitions of unbiasedness are possible; 
for example, by postulating that some other centered value of the 
distribution of ô(x), such as its median, coincides with the esti­
mated value. To capture the idea of unbiasedness in the framework of 
decision theoretic concepts, Leiiiaann (1931) has proposed the following 
generalization of unbiasedness. 
Definition 5.2; For the loss function L(.,.), a decision rule, ô(x), 
is the unbiased estimator of 7(9), if 
EgL(ô,Y(8)) < E L(6,Y(8')) for all 9, 9'€0. 
This definition implies that a decision rule is unbiased if on the 
average at 9, it comes closer to y, than at any other value 9'. 
It has been shown that under some conditions, depending on the 
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choice of the loss function. Definition 5.2 yields other proposed 
notions of unbiasedness, such as. Definition 5.1. 
However, in this section we present another definition for un­
biasedness of an estimator, which not only includes Definition 5.2, 
but also presents a dual relationship between Bayes estimators and 
unbiased rules. 
The following simple observations demonstrate the motivation. 
In the next theorem, it is shown that the Bayesness of the estimator 
5, with squared error loss, is equivalent to unbiasedness of y with 
respect to the posterior distribution for estimating 6(0). 
Theorem 5.1; Let P„(x) denote the likelihood of x, and TT(0) be 
a prior over 0, the parameter space. For squared error loss, 6(x) 
is the Hayes estimator of Y(Q) against TT iff y(.Y) is the un-
P (X )TT(y) 
biased estimator of 5(9) ,  where y ~ Jp (x)TT(t)dt * 
Proof; Assume ô(x) = E^(Y(6)/X), that is 
P (x)TT(y) 
{•y"" ° 
replacing x by 0; Eg(Y(y)) = 5(0) which is the claim of unbiased­
ness. The converse is as obvious. 
As an example to this theorem, let x ~ N(9,l) and TT(9)  be the 
uniform prior over R, the real line. Then U(x) is an unbiased 
estimator of Y(0) iff Y(x) is the generalized Bayes estimator of 
U(0). In particular, x is an unbiased estimator of 9 iff x is 
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the generalized Bayes estimator of 9 against the uniform prior. 
It would be interesting to apply this observation to the situation 
where the loss is no longer squared error loss. However, unbiasedness 
in the sense of Lehmann lacks this property, and only the sufficient 
part of Theorem 4.1 holds as it is stated in the following theorem. 
Theorem 5.2; Let P„(x) denote the likelihood of x and TT(0) be 
_ y 
a prior over 0. For general loss function if ô(x): x —> R is the 
generalized Bayes estimate of y(8) against TT, then in the sense of 
Lehmann, yiy) is the unbiased estimator of 6(0) where 
P le)Tr(y) 
^ ~ J'P^(e)rr(t)dt * 
Proof: Let 6 be the generalized Hayes, i.e. 
P.{x)TT{e) P„(x)n(e) 
« « ,5.1) 
where ô'(x); X —> A, fix x', and let ô'(x) = ô(x'). Then (5.1) 
implies 
E^(L(Ô(X),Y)/X) < E^(L(Ô(X'),Y)/X) for any x, x* 
PO)TT(y) 
which upon replacing x by 0 and letting y ~ J'p (Qy^Xtldt * 
sees that 
E (L(6(8),Y)) < Eg(L(6(0'),Y)) for all 0,0' 
which is Lehmann's unbiasedness of y(y) for estimating 6(0). 
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Using the above dual relationship and definition of Bayes rules, 
one can define unbiasedness in a similar manner to that of Bayesness. 
Definition 5.3; For loss function L(*>-), 6(x) is said to be L-un-
biased for estimating Y(0)€r, where F is the class of all real-valued 
functions on 0 against the likelihood PG(x) and the prior TT, for 
loss L(•>•) if 
j'/ L(ô(x),Y(9))Pû(x)n{0)dxde = inf ff L(ô(x),f(0))P (x)rr(0}dxd0 
0x ^ fçr 0x " 
(5.2) 
whenever the integrals exist. 
This definition simply says that in order to obtain the 'closeness' 
of the estimator to the function to be estimated, one can order the 
functions on the parameter space rather than the estimators, as is the 
essence of Bayes procedure. In this case, one chooses the function 
that is closer to the specified estimator ô(x), then any other function 
on 0. If this function is the y(0), whose estimator is sought, then 
we announce ô(x) as its unbiased estimator. Metaphorically it can be 
said that when 'nature' plays Bayes against statistician's rule ô(x), 
then ô(x) is the L-unbiased estimator of Y(B), the nature's Bayes 
rule. We record this last statement as a generalization of Theorem 
5.2. 
Theorem 5.3; For loss function L(.,.), and likelihood P„(x), ô(x) is y 
a Bayes estimator of y(8) against prior n, iff y(y) is L-unbiased 
P (9)TT(y) 
estimator of 6(0) where Y ~ ;p^(0)r(t)dt ' 
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Clearly, the usual notions of unbiasedness are independent of the 
choice of prior. The following theorem implies that L-unbiasedness 
estimators have no 'bias' for any prior. That is, they are also inde­
pendent from the choice of prior. This can be seen by noticing that 
(5.2) is minimized by minimizing the inner integral. 
Theorem 5.4; ô(x) is L-unbiased for estimating Y(0)€r, where F is 
the class of all real-valued functions on 0 against the likelihood 
Pg(x) 9€0, for the loss L(.,.) if 
E-(L(ô(x),Y(e))) = inf (E^(L(5(x), f{9))) all 9€0 (5.3) 
9 f€r ® 
Notice that Theorem 5.4 can also be introduced as a definition for 
L-unbiasedness. It is clear that unbiasedness in the above sense is 
indeed a generalization of the usual notions of this concept. For 
example, if the loss is squared error, then 
E L(6(x),f(G)) = E (6(x)-f(8))2 (5.4) 
upon fixing 0, and differentiation, one sees that (5.4) is minimized 
at 
f(9) = Eg(6(x)). 
Hence, by Theorem 5.4, ô(x) is L-uhbiased for y(9) if the risk of 
5(x) and Y(0) is minimum, which amounts to 
Y(0) = E (5(x)) 
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This is the usual definition of mean-unbiasedness (Definition 5.1). 
The estimator ô{x) is defined to be median-unbiased for y(0) 
if y(6) is the median of the distribution of ô(x), that is 
Pg(ô(x) > Y(9)) = Pq(Ô(X) < YO)) for all 9. 
This notion of median-unbiasedness can be captured in the same 
way, since the median of the posterior is the Bayes estimator when 
the loss is an absolute error. One can follow the same argument to 
derive median-uni; ; asedness. 
In (5.3) if one replaces f(9) by ^(9'), unbiasedness in the 
sense of Lehmann, Definition 5,2, is obtained. 
For testing hypothesis situations, where there are only two actions 
available, a^ accepting and a^ accepting where 
and G = Gq Li G^ , by choosing 
C 0 9€Q, 0 
L(aQ,9) = < 
^a 9€02 
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Then using (5.3), one derives the notion of unbiased tests at level 
Sfe' is, 
^6"o'iïfe s^0i-
Having defined unbiasedness in the above sense, one is interested 
to see whether sane important theorems of the theory of unbiasedness still 
holds, especially whether an L-unbiased estimator can be Bayes or not. 
Following the argument of Bickel and Blackwell (1967), we are able to 
generalize their result to the case of estimating any function of 0, 
rather than just 0 itself as presented by them. This is done in the 
following theorem. 
Theorem 5.5; Let the loss have the following form and properties ; 
L(ô(X),Y(0)) = W(Y(0))X(|Y(9)-Ô(X)1 ) 
where 
W(Y(0)) > 0 and 4(0) = 0 and 2'(t) > 0 t > 0 
=0 t = 0 (5.5) 
where 6: x —> R and y: Q —> R with underlying likelihood Pg(x), 
if Ô(x,Y,Tr) is the Bayes estimator of y{Q) against a prior TT, and 
also is L—unbiased. Then, 
Pg(ô(x) jé Y(0)) = 0 
provided 
Ill 
// (|Y(e)-6{x) I ) P (x)TT(0)dxde < 00 
0X G 
Proof: Assumption (5.5) and Bayesness of Ô(X,Y,TT) implies that 
^ J* L{Y{e),ô)Pg(x)Tr(e)d9 
G 
6 = Ô(X,Y,TT) = 0 for all xÇX 
Hence, 
J w(Y(e))-e'(|Y<0)-ô(x.Y»TT)|)p (x)TT(e)de = 
{9; Y(8) > 6(x,Y,n)] 
/ w(y{0) )-e'( |y(9)-6{x,Y,tt) 1 )P. (x)TT(9)d0 for all xÇX 
[0: Y(8) < Ô(X,Y,TT)} 
(5.6) 
and for L-unbiasedness of Ô(X,Y,TT), one sees 
J^(|f-ô(x,Y,n)I)Pg(x)dx f - Y(8) = 0 for all 0€0 
That is, 
/ w(Y(e))£'(!Y(9)-6(x,Y,^)\)P^{x)dx = 
{x: Y(8) > 0{x)} 
X W(Y(0) )£' ( |Y(0)-Ô(X,Y,TT) I )P (x)dx 
{x; Y(8) < ô(x)} 
(5.7) 
Let y = Y(8) and z = 6(X,Y,TT), then (5.6) and (5.7) imply 
/ w(y)£'(|y-zj)P(y/z)dy = / w(y)£'(jy-zj)P(y/z)dy 
y>z y<z 
(5.8) 
J* w(y)2'( ly-z| )P(z/y)dz = f w(y)£' ( |y-z| )P(z/y)dz 
y>z y<2 
(5.9) 
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f w(y)i'(|y-z|)P(y/z)dy 
8(S/Z) = ^  
fV(y)£'{|y-z|)P(y/z)dy 
— 00 
f w(y)£'(|y-z|)P(y,z)dy 
S 
= 
f w(y)£'(|y-z|)P(y,z)dy 
— 00 
Clearly Q(S/z) is a probability measure over Borel sets of R 
Similarly one can define 
f w(y)£'(|y-z|)P(y,z)dz 
QlS/y) = ^  
fw(y)2'(|y-z|)P(y,z)dz 
— OO 
With this notation, (5.8) and (5.9) becomes 
/ q{y/z)dz = /q{y/z)dy (5.10) 
y>z y<z 
J q(z/y)dy = f q(z/y)dz (5.11) 
y>z y<z 
where q(./.) is the density of Q. But now by a theorem due to Bickel 
and Blackwell (1967), (5.10) and (5.11) imply that 
Q(Y Z) = 0 . 
Hence, 
f v(y)£'(|y-z|)P(y,z)dydz = 0 
yj^ z 
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but w{y) > 0 and 2' it) >0 by the assumption (5.5). Therefore, 
f P(Ô(x),Y(8))dx = 0 for all 0€G 
(x: ô(x) Y(8)] 
That is, 
Pq(6(X) ^  y { Q ) )  = 0 
as was the claim. 
In the following definition we present a generalization of the 
notion of the best unbiased estimator. 
Definition 5.4: 0^ is rr-better than 6^ in the class of L-unbiased 
estimators of y, if for the given prior rr 
r(ô^,Y,TT) < r(Ô2,Y»TT) . 
When equality holds, the 6^ and 5^ are r-equivalent in n. 
Definition 5.5; 5 is the best L-unbiased estimator of y, if 
E L(ô,Y(x)) < E L(6',Y(e)) for all 0 
where Ô* is an L-unbiased estimator of y{Q). 
Theorem 5.6: 6 is the best L-unbiased iff ô is rr-better or r-
equivalent in rr, for all possible priors on 0, for which the Bayes 
risk r (6,Y,Tr) exists. 
We now consider a very important theorem of the theory of un­
biased estimators, the Rao-Blackwell-Lehmann-Scheffe Theorem. First 
consider the most frequently cited versions of the theorem. 
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Rao-Blackwell-Lehmann-Scheffé Theorem A; If 6{x) is an unbiased 
estimator of Y(8), then for the sufficient statistics T, the esti­
mator ô*(T) = E(ô(x)/T) is also unbiased and for quadratic loss 
function 
Varg{ô*(t)) < Varg(ô{x)) for all 060 . 
In this theorem, unbiasedness is taken to be the mean-unbiasedness, 
because mean-unbiasedness is a special case of L-unbiasedness. 
Clearly this theorem holds for L-unbiasedness where L(.,.) is the 
squared error loss. However, there is a more general version of the 
above theorem that is frequently cited. The case in mind is when 
quadratic loss is replaced by a convex loss function and it is stated 
that; 
Rao-Blackwell-Lehmann-Scheffe Theorem B; If ô(x) is an unbiased 
estimator of Y(0) and T is a sufficient statistic, then ô*(T) = 
E(Ô(X)/T) is also an unbiased estimator of ytG). Furthermore, if 
L(5,Y/ is a convex loss function of 5, then 
EgL(ô*(T),Y(0)) < EgL(ô{x),Y(0)) for all e€0 
Now we claim that anybody who accepts the Rao-Blackwell-
Lehmann-Scheffe Theorem B, has no choice but to accept that i) the 
concept of unbiasedness cannot at all be stated in terms of loss func­
tions, or ii) in a given statistical problem, we can have two different 
loss functions, one measuring the loss due to estimation procedure 
(squared error loss to provide mean-unbiased estimator in Theorem B) 
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and another loss to compare the performance of the estimators obtained 
under the first loss function. 
Choice i), we believe, is not to be recommended. Indeed, Lehmann 
himself is the pioneer in trying to introduce a general concept of un-
biasedness, using the loss function formulation (Definition 5,2). 
Choice ii) is the one that has tacitly been employed by the statisticians, 
which seems improper. This is because of the fundamental assumption of 
having a unique loss function for a given decision problem, an assump­
tion commonly accepted. This is clear from the literature. Especially 
in connection with a theorem similar to 5.4, the practice of employing 
a unique loss function has been followed by Bickel and Blackwell (1967). 
Clearly Theorem A does not have the difficulty of having two different 
loss functions. However, if one is not willing to have two different 
loss functions to improve his unbiased estimators, one might wish to 
prove a new theorem that generalizes Theorem A in a unified manner. In­
deed, this has to be done for all of the theorems that are concerned 
with the risk of a mean-unbiased estimator. This is jus-c a suggestion 
and has not been considered here. 
Also, it has to be noted that if one follows the practice of Rao-
Blackwell-Lehmann-Scheffe Theorem B (i.e., using two losses), one can 
show that there are L-unbiased estimators (and hence, unbiased in the 
sense of Lehmann, mean-unbiased,...) that are also Bayes, where the 
Bayesness is measured by employing a loss function different than the 
one used in unbiasedness criterion. 
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Section 2; Some Theoretical Implications 
The observations made in the previous section indicate that the 
concepts and techniques of unbiasedness theory, as well as those in 
Bayesian argumentations, can be used exchangeably and, thus, under­
stood one in the light of the other. In the previous chapters, by 
presenting 'unbiasedness' versions of the theorems on the characteriza­
tion of the priors, this fact was presented. However, historically this 
has not been noticed. This becomes clear if, for example, one notices 
that the problems on characterization of priors addressed by Strawderman 
and Cohen (1971), Berger (1980), or Diaconis and Ylvisaker (1979), 
except for difference in technicalities, are essentially similar to 
their unbiased counterparts as presented by, for example, Tweedie (1947), 
Anderson (1971), and Sampson (1975), where the unbiased estimator and 
the function to be estimated characterize a unique member of the 
exponential family. 
In the first part of this section, using the concept of minimum 
risk unbiased estimation, we introduce an ordering among the functions 
to be estimated with a given Hayes estimator. In the latter part of 
this section, with the use of this observation and seme of the techniques 
already developed for the important problem of the characterization of 
unbiased estimators, as well as some new propositions, we will provide 
some partial answers to the problem posed at the beginning of this 
chapter. That is, given an estimator 6(x), and a prior n(0), does 
there exist a solution for y in 
Ô(X,Y,TT) = ô(x) for all xÇX , 
117 
and is such a solution unique? 
We first observe how the notation of the best unbiased estimator 
has a direct analogue in Bayesian estimation. Suppose it is the case 
that = ô(x,Y2,Tr), but i- YgO), where both and 
Y2 are possible functions to be estimated. Then if the Bayes risks 
of these functions are not equal, one can order them. Hence, we give 
the following definition. 
Definition 5.6: For a given loss L(.,.) and prior rr, and functions 
and Y2 with 
Ô(X,Y^,TT) = Ô(X,Y2,TT) for all xgX . 
Then we say has been estimated at least as close as Y2 by Ô, 
if 
r(ô,Yj_,TT) < r(6,Y2,TT) 
where r is the Hayes risk. If there is a smallest such Y> say 
that Y(9) is the closest to its estimator 5{X,Y,TT). 
Theorem 5.7; For squared error loss, if the posterior family is com­
plete then y{Q) is the closest to its Bayes estimator Ô(X,Y,TT). 
Proof; Completeness of the posterior implies that 6(X,Y,TT) is Bayes 
for a unique function yiQ], and is the closest to its estimator. 
Corollary 5.1; If the likelihood is in the exponential family, with a 
convex sample space X, then under squared error loss, if y has a 
generalized Bayes estimator, it is the closest to its estimator. 
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In the case that the posterior is not ccxnplete, propositions 
similar to those studied in the context of unbiased estimators can be 
given. Here we state a few without reproduction of the proofs. 
Let 2(TT,PG(x)) be the class of all functions 2(0) on 0 whose 
Bayes estimator against TT is zero, when the loss is squared error. 
Theorem 5.8: For squared error loss, y is the closest to its Bayes 
estimator 0{X,Y,TT) iff zero is the generalized Bayes estimator of 
Y{9)Z(9) for all z(0) in Z(Tr,P (x)). 
Theorem 5.9; i) If and are closest to their Hayes esti­
mators ô(x,Y^,TT) and 6(x,Y2/n), then ay^O) + by^O ) is also the 
closest to its generalized Bayes estimator against TT. 
ii) If Y is the closest to its Bayes estimator ô(x,Y,n), then 
any polynomial of yO) is the closest to its Hayes estimator. 
The following theorem states this formal relationship between the 
best unbiased estimators and the closeness of y to its Bayes esti­
mator . 
Theorem 5.10; For loss yiy) is the best L-unbiased estimator 
P (9)rr(y) 
of 0(0) where y ~ iff yO) is the closest to its 
Bayes estimator ô(x,y,TT) against a given prior rr. 
In the next set of theorems, we wish to characterize yO), using 
the prior and the estimator. The following theorem, due to Widder (1941) 
page 265, is needed. 
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Theorem 5.11; Let f(z) be analytic in the strip a < x < b, such 
that, 
+00 
i ) f I f  (x+iy )|dy<oo -oo<x<oo 
— 00 
ii) lim f (x+iy) = 0 
|y|->°° 
are uniformly in every closed subinterval of a < x < b, and if 
1 fiz 
0(9) = 2^ f e f (z)dz - 00 < 0 < 00 , a < X < b , 
x-ioo z = x+iy 
then 
+00 
f(z) = f e ^ 0(0)d0 . 
— 00 
Now using this theorem and Theorem 3.4 of Zacks (1971), one may 
prove the following. 
Theorem 5.12; Let the underlying likelihood be in the one-parameter 
exponential family with 0€(-=o, + co) and the sample space (a,b). Let 
D = {z; z = x+iy a<x<b, -oo<y<oo]. Let rr be a strictly positive 
prior over R, such that 
g(2) =f e®^3(9)TT(9}d9 
is squared integrable and lim g(z) = 0 uniformly in every sub-
|y|->oo 
interval of {a,b). Also, let ô(x) be an estimator such that, ô(z) 
is squared integrable and lim 6 (z) < 0 0  and analytic over D. 
|yl->co 
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Then ô(x) is the generalized Bayes estimator of Y(0), 
r(8) 
Y(9) = 
g(0)Tr(9) 
+ 00 Q. f% Ô z 
against TT, for squared error loss, where r(9) = J e ô(z)g(z)dz. 
— 00 
Proof; One simply has to check the conditions of Theorem 5.11, 
by Holder inequality 
/|6(z)g(z)|dz < [J^6(z)|2dz]^[Jlg(z)|2]i, (5.12) 
but each term is finite in the RHS by assumption. Hence, so is the 
LHS and 
lim 0{z)g(z) = 0 . (5.13) 
|y|->oo 
fix So by Theorem 5.11 ô(x)g(x) - j e r{9)d9, but the Bayesness of 5(x) 
— oo 
ex 
yields 5(x)g(x) = f ^(9)6 g(9)TT(9)d0 . Hence, 
Gx +* 8x S r(6)d8 = I e'^  Y(0}n{0)d0, 
which implies that 
r(0) y ' . O )  =  
G(0)TT{9} 
The uniqueness follows fran the fact that 9/x is complete. 
Clearly some of the theorems of previous chapters can be utilized 
to derive the function y(8), especially Theorems 4.18 through 4.21, 
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which with the same proof can be stated in the following way: 
Theorem 5.13; Let be a bounded linear translatable operator 
o 
such that 
for some integrable function ô(x) on R. Assume 
+ 00 +00 
/ Agg(z))dy = A 1/ g{z)e^ dy] 
— OO —00 
where g(z) = f e®^3 (9 )Tr{9 )d0, z = x+iy and n(9) > 0 for all 
Then, ô(x) is the generalized Bayes estimator of 
A g O (e)Tr(9)) 
^ 3(e)rr(9) 
against the given prior rr. 
gk 
It has been noticed that A^(•) = —^ (•) is a bounded linear 
33" 
translatable operator (Corollary 4.4), and hence, the above theorem can 
be used to derive y(9). The following example demonstrates the use of 
the previous two theorems. 
Example 5.1; Let x ~ N(9,l) where the prior is also the usual con-
2 jugate prior, that is, normal with mean ji and variance a . Then the 
2 2 
posterior is normal with mean = and variance = — , that is, 
1-Kj a +1 
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p(e /x) = 
*GRR(-I^) 
/a +1 
exp -
2  2 -
(8 -
a +1 
='±1' 
-M +1 
ai/irT 
exp 
2 2 2 2 
a +1 _2 (u+a X) , u+xa 
" "T" ® 2 2 2~ 2a 2{o +l)a a 
Let y - and dy = dx, hence 
CT 
2 
P(e/y) = C(y)e®^ exp[ - 0^] . 
a 
Now consider that (5.12) and (5.13) of Theorem 5.11 are satisfied for 
2 k 
ô(x) = (!^—r^) , that is. 
1-K7 
+ 00 
J I exp 
— 00 
- iyt - a^ l 
ct 
(y+it)^|dt < / e ^ | (y+it)^e ^^^|dt < oo 
ana 
lim exp 
[tl->oo 
-iyt + 
OFTZ 
2(of+l) 
(y+it) = 0 for all y . 
Hence, by Theorem 5.12 
(exp[-|(2-ii)9^]) exp[i(— #)8^] 
if we let 
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. T aX -T 
H. (9) = (-ir e 2 JL-e 
 ^ 00^  
to denote the Hermite polynomial, then one sees the following; 
Corollary 5.2; For squared error loss, when x ~ N(0,1) and 
2 k 0 ~ N(p,,a ), then x k > 1 is the generalized Bayes estimator of 
YJ^O) = H ((* 2^) 0) . 
a +1 
Notice that if k = 1, we have the obvious result that posterior 
mean is generalized Bayes estimate of 0, and if k = 2, then g-Bayes 
2 2 
estimate of 0 -0 is is interesting to observe that 
posterior risk of powers of posterior mean can be calculated using 
properties of Hermite polynomials. This is given by 
k ^ 2 2i , . 2 2k 
VarCy (0)/x) = 2 (^)(k-i)I - . 
i=0 (j^ ^ a 
Theorem 5.14; Let X = 0 = R and the posterior be indexed by a mono­
tone function of x, m(x), such that m(0) = 0. If ô(x), the 
estimator, and P^(9/0) have bilateral Laplace transforms, then 
6(x) is g-Bayes estimator of 
' - 8) 
against n, when the loss is squared error. 
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Proof: This is exactly a theorem of Tate (1959) recasted in a Bayesian 
language, 
Finally, we close the chapter by presenting a new theorem on 
characterization of mean unbiased estimators and its dual in the 
Bayesian situation. 
Theorem 5.15; Let 0 = -X = R"*", and assume the likelihood is in the 
one parameter exponential family. Also assume ô{x) is the Laplace 
transform of some functions over R^. If Tr(6) is a strictly positive 
prior, then there is a function y{B) on 0, such that ô(x) = 6{x,Y,Tr), 
i.e., ô(x) is g-Bayes estimate of yO) against rr. 
Proof ; The problem essentially is the solution of 
00 
S Y(e)e®^g(9)n(e)de 
Ô(X) = ^  for all X (5.14) 
} e®*3(9)TT(e)de 
0 
for Y(9). 
But by assumption there is a function A{9), such that 
00 
6(x) = S e®^A(9)d9 . 
0 
Therefore, (5,14) implies 
00 OO 00 
J* eG*A(8)d8 f er*g(8)n(9)d8  =  / e Y(e)g(9 )TT(9)d9  
0 0 0 
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but the LHS can be written as 
f E®*A(E)d8 S EG*G(8)n(8)d8 = //e^®'^^'^A{a)G(0 )TT(0 )d0da 
0 0 0 0 
Let a + 9 = u, then 
GO00 00 u 
J'J'e^ A{u-0)dug(9)TT(9)d9 =f e^[f A{u-t)3(t)TT(t)dt]du 
00 0 0 
Now by uniqueness of Laplace transforms, one sees 
0 
f A(9-t)g(t)TT(t)dt 
3(9)U{9)  
which is the desired solution for (5.14). Uniqueness of such y is 
obtained by noticing that if 0{X,Y^,U) = Ô(X,Y2,TT), then 
00 00 
f YT(0)E 3{0)TT(9)D9 = f Y,(G)EI  *2(8)^(8)38 
0 0 
which implies Y^O) = 
Theorem 5.16 ; Let X = -0 = R*^, and the likelihood is one parameter 
exponential family 
Û V 
PQ(X) = e(9)e"^h(x) . 
If Y(8) is a Laplace transform of scwie function a(*) on r"*", then 
a unique mean-unbiased estimator for Y(8) exists and it is given by 
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U(x) = 
X 
S a(x-t)h(t)dt 
0 
h(x) 
Proof ; It is exactly the same as in the previous theorem. 
Corollary 5.3; If 0 = X = (-oo ,+oo ) and yCG) is bilateral Laplace 
transform of seme function a(*), then 
U(x) = 
+0O 
f a(x-t)h(t)dt 
— 00 
h(x) 
For the conditions under which a function can be represented as a 
Laplace transform of another function, there is a well-developed theory 
and there are several texts that treat this problem. One can, for 
example, consult Widder (1941), Chapters II and IV, on representation 
theorems. Theorem 5.10 is an example of such theorems. 
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