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If light–flavor squarks and gluinos are indeed heavy and chargino pair production is plagued with
overwhelming backgrounds, pair production and associated production of stops and charginos will
become the key signatures in the upcoming LHC runs. We present fully automated next-to-leading
order predictions for heavy flavor squark production at the LHC, including stop–chargino associated
production, based on MadGolem. We compute the total and differential NLO rates for a variety of
MSSM scenarios with a light third generation. We focus on theoretical uncertainties on differential
rates, including a comparison to multi-jet merging and the impact of bottom parton densities for
stop–chargino associated production. We find that for the associated production channel the rates
can reach tens of femtobarns, but the scale dependence does not provide a conservative estimate of
the theoretical uncertainties.
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2I. INTRODUCTION
After the discovery of a light, likely fundamental Higgs scalar, supersymmetry (SUSY) as a solution to the hierarchy
problem is still among the most cherished paradigms for physics beyond the Standard Model (SM) [1]. In relation
to experimental results supersymmetry provides dark matter candidates and a pathway towards gauge coupling
unification. Notwithstanding, TeV-scale SUSY is in growing tension with the Run-I LHC results [2]. Inclusive
searches are largely governed by light–flavor squarks and gluino production and provide exclusion limits for example
of the kind mq˜ ' mg˜ ' 1.5 TeV or mg˜ ' 1.2 TeV for mg˜  mq˜ in the squark–gluino mass plane [3–5]. In
comparison, the limits on direct stop pair production as well as direct neutralino and chargino production hardly
affect the supersymmetric parameter space. Be as it may, the inclusive search strategies do not cover the whole
MSSM parameter space and motivate more flexible approaches for the upcoming LHC runs.
In particular third–generation squarks with their direct link to the hierarchy problem are being searched for in
dedicated analyses. Renormalization group effects as well as squark mixing tend to make one top squark especially
light [6–10]. To avoid the gauge link between left–handed stops and sbottoms such a light stop will typically be
right–handed. In dark matter models a light top squark can co-annihilate with a bino–like neutralino, giving the
correct relic density for a O(10) GeV mass splitting [11]. In the context of electroweak baryogenesis, light stops
may allow for the required first-order phase transition and pull down the critical temperature to protect the baryon
asymmetry from washout [12]. All of this points to scenarios, where at least one third generation squark and the
electroweak gauginos and Higgsinos are relatively light, while light–flavor squarks and gluinos are too heavy to be
observed at the LHC during an early 14 TeV run.
The LHC results from the 7 TeV and 8 TeV runs translate into exclusion limits in the t˜1−χ˜01 mass plane. Assuming
R-parity conservation with the lightest stop as the next-to-lightest supersymmetric partner (NLSP) the decay mode
t˜1 → tχ˜01 requires mt˜1 >∼ 600 GeV. This limit weakens to mt˜1 >∼ 450 GeV for heavy neutralinos, similarly to the case
when the decay mode t˜1 → bχ˜±1 opens [13–15]. Compressed spectra reduce the experimental reach even further,
leading to allowed top masses just above the top mass [16]. The latter can then be searched for in leptonic decay
channels [17], hadronic decay channels [18], or new associated production channels [19]. Obviously, pair production
of the light(est) third generation squark should come with a large LHC cross section. On the other hand, we will see
that associated stop–chargino production can give rise to sizeable event numbers and can therefore play a key role
in searches for neutralinos and charginos. Moreover, through their off–shell effects the three production processes,
namely stop pair production, chargino pair production, and associated stop–chargino production are closely tied at
the next-to-leading order (NLO) level.
The challenge in LHC analyses assuming very specific supersymmetric particle spectra is the availability of precision
predictions. For example, the original theoretical studies of squark production at hadron colliders usually assume
degenerate squark masses [20–24]. The NLO computation of stop pair production allows for separate stop masses [25].
More recently, improved predictions have become available including electroweak [26], higher-order QCD [27] and
resummed corrections [28] mostly assuming simplified supersymmetric mass patterns. Efforts in matching fixed–order
NLO predictions to parton showers are presently underway [29]. In this paper we discuss the extension of automized
MadGolem setup [30–32] to third generation squark rates, including bottom densities, to NLO accuracy1. The key
advantage of this approach is its complete flexibility in the model assumptions which are defined in the Madgraph
framework. Correspondingly, in this paper we for the first time provide precision predictions for fully exclusive event
rates and with completely flexible model parameters for the upcoming LHC runs. Assuming for example a simplified
model of top squarks and charginos/neutralinos the processes discussed in this paper together with chargino pair
production will allow for a complete NLO treatment of LHC rates and distributions with MadGolem.
The remainder of this paper is organized as follows: in Section II we present the framework of our calculation,
describing both the automated MadGolem setup and the MSSM benchmarks we use for our phenomenological
analysis. In Section III the total and differential NLO rates are portrayed and analyzed for three representative
processes: i) stop pairs pp → t˜1t˜∗1; ii) sbottom pairs pp → b˜1b˜∗1; and iii) associated stop–chargino production
pp → t˜1χ˜±1 . The role of the incoming bottoms and their description within the 4-flavor and 5-flavor schemes is
addressed in a dedicated subsection. We summarize our results in Section IV. Details on the renormalization scheme
and analytical expressions for the relevant ultraviolet (UV) counterterms and renormalization constants are given in
the Appendix.
1 The MadGolem code with pre-compiled processes is available from the authors upon request.
3II. SETUP
We compute the total and differential NLO rates, including all QCD and SUSY-QCD corrections in the fully
automated MadGolem setup [30–32]. MadGolem is an independent, modular add-on to MadGraph [33, 34].
It generates all tree–level diagrams in the MadGraph v4.5 framework and uses Qgraf [35] and Golem [36, 37]
for the one-loop amplitudes. The relevant counterterms, Catani–Seymour dipoles [38] and subtraction terms for
on–shell divergences [23, 39] are part of the automated setup.
The NLO effects split into real and virtual corrections. Real corrections originate from radiation off the initial
or final state. Their infrared (IR) divergences are subtracted by means of massive Catani–Seymour dipoles [38]. In
addition to the SM dipoles MadGolem provides squark dipoles for final–final and final–initial singularities as an
extension to MadDipole [40]. We retain the dependence on the FKS-like cutoff α [41] to include more (α→ 1) or
less (α 1) of the finite phase space in the dipole subtraction. Our default choice is α = 1.
Virtual corrections arise from gluons and gluinos. The standard ’t Hooft–Feynman gauge for internal gluons avoids
higher rank loop integrals. Dimensional regularization breaks supersymmetry via the mismatch between the two
fermionic gluino components and the (2− 2) degrees of freedom of the transverse gluon field. MadGolem restores
it using finite counter terms [23, 42]. The renormalization of the third generation squark sector is more complex
than for the first and second generations, due to massive quarks and the corresponding squark mixing. Details on
the renormalization procedure are specified in the Appendix.
Finally, we need to remove divergences due to intermediate resonant states. One example is the well known
appearance of on–shell gluinos as part of the NLO squark pair production via the three-body subprocess qg → q˜g˜ →
q˜q˜∗q [23, 39]. The caveat is twofold: on the one hand, these configurations lead to a phase space divergence. On the
other hand, they can give rise to double counting once all squark and gluino NLO production rates are combined.
Following the Prospino scheme we remove the on–shell divergences locally through a point–by–point subtraction
over phase space. Off–shell contributions in the zero–width limit are genuine parts of the NLO real emission. This
procedure preserves the gauge invariance as well as the spin correlations between the intermediate particles and
the final state. The subtraction terms in the corresponding MadOS module have a Breit–Wigner shape and are
generated automatically. For further details we refer the reader to Appendix B of Ref. [31].
Throughout our calculation we use consistent LO and NLO parton densities given by CTEQ6L1 and CTEQ6M
with five active flavors [43] for a 14 TeV LHC. For a dedicated analysis of the 4-flavor scheme in Section III C we
resort to the NNPDF21 FFN NF4 100 [44] parton densities. The strong coupling constant αs(µR) is evaluated using
2-loop running from ΛQCD to the required renormalization scale µR, again with five active flavors. Unless stated
otherwise, we use a common central value of the average final state mass for the renormalization and factorization
scales, µR = µF ≡ µ0 = (m1 + m2)/2. From previous studies we know this choice to yield perturbatively stable
results [23].
So-called phenomenological MSSM (pMSSM) scenarios [45, 46] describe the supersymmetric parameter space
featuring: i) R-parity and CP-conservation; ii) minimal flavor violation at the electroweak scale; iii) degenerate light–
flavor squarks; and iv) negligible Yukawa couplings and trilinear interactions for the first and second generations.
These requirements shrink the general MSSM parameter space to 19 free parameters, while they do not demand any
specific assumption neither on the underlying high–scale model nor on the SUSY-breaking pattern.
We survey representative pMSSM benchmarks which satisfy all major experimental constraints from direct collider
searches, flavor physics and electroweak precision data. All of them predict a Higgs boson mass of mh ' 126 GeV
and a LSP relic density close to the observed Ωh2 = 0.1126±0.0036. Specifically, we consider the following scenarios:
Model 401479, 1889214, 2178683, 2342344, and 2948967, in the notation of Ref. [46]. Since the stop and sbottom
masses range around 1 TeV we find pair production rates barely reaching O(1) fb at the topmost, with typical
quantum effects ranging K = 1.5− 2 for an LHC energy of 14 TeV. To study light stop and sbottom production we
consider more specific scenarios:
a. Natural SUSY: Natural SUSY (NSUSY) features soft-breaking squark masses inversely proportional to their
Higgs couplings, combined with a small Higgsino mass term [6]. Typical mass spectra feature sub-TeV heavy–flavor
squarks, weak-scale higgsino-like neutralinos and charginos, and multi-TeV gluinos. We first examine two NSUSY
scenarios [7] marked as ‘NSUSY1’ and ‘NSUSY2’ in Table I.
b. Natural-like constrained MSSM: Complementary NSUSY benchmarks follow Ref. [8]. We start from con-
strained MSSM (CMSSM) points [47] and assume non-universal squark soft-breaking masses at the GUT scale,
leading to light third generation squarks, while the first and second generation stay above 1 TeV. The resulting
CMSSM scenarios are labelled as ‘NS-CMSSM#’ in Table I.
c. Light SUSY: Finally, we consider configurations defined in Ref. [10]. They are not linked to GUT-scale
assumptions but inspired by their implications on Higgs physics. For all scenarios we employ SoftSUSY [48] to
compute the physical particle masses.
4mt˜1 mt˜2 mb˜1 mb˜2 mu˜L/R md˜L/R mg˜ mχ˜±1
mχ˜01
a. NSUSY 1 434.9 990.3 891.6 1356.9 13453/13444 13453/13444 3202.6 222.6 216.8
NSUSY 2 874.4 1614.4 1580.8 1969.9 7389.6/7381.1 7389.8/7361.1 2770.0 151.9 146.0
b. NS-CMSSM 10.2.2 398.4 682.5 572.4 684.6 5075.1/5071.7 5075.6/5071.7 1354.7 425.4 231.3
NS-CMSSM 40.2.2 255.8 611.8 471.5 649.8 5055.8/5054.2 5056.2/5054.1 1251.8 398.7 211.9
NS-CMSSM 40.3.2 320.0 610.9 528.3 771.7 5015.5/5017.6 5015.9/5017.9 974.6 288.6 157.1
c. Light SUSY 374.4 2022.9 387.9 2011.6 2013.2/2011.8 2014.6/2011.6 1102.3 498.9 301.3
Table I: Sparticle masses (in GeV) for the different MSSM benchmarks employed in our calculation.
III. RESULTS
In the stop–chargino sector the pair production of stop pairs and of a stop in association with a chargino are tied
together, because at the NLO their on–shell and off–shell contributions overlap. We start by largely reviewing stop
(and sbottom) pair production with a focus on light states and on their kinematic distributions. Then we move on
the associated production process, which given the overwhelming backgrounds to chargino pair production might
well be the most promising signature for charginos at the LHC.
A. Stop and sbottom pair production
We first compute the cross sections for the pair production of heavy–flavor squarks:
pp→ t˜1t˜∗1, b˜1b˜∗1 . (1)
The global K factor is defined as K ≡ σNLO/σLO. Some corresponding Feynman diagrams are displayed in Figure 1.
At variance with the first and second generation squark production, the flavor–locked qq¯-initiated diagram with a
gluino exchange is absent for stop pairs. For sbottom pairs, this diagram arises from the initial–state bottom quarks,
which we include consistently in the five flavor scheme (5FS). We evaluate all rates for an LHC energy of 14 TeV.
Representative MSSM parameter space regions are covered by the benchmark points defined in Section II. Unlike in
Prospino the general setup of MadGolem enables us to separate all squark flavor and chirality without making
assumptions on the mass spectrum.
Table II shows cross sections ranging from 10 fb to 104 fb for stop and sbottom masses up to the TeV range.
The relative NLO correction is comparably stable at K ∼ 1.5 − 1.9. This reflects the fact that the dominant NLO
quantum effects arise from QCD, while SUSY-QCD corrections are subleading. The very slightly larger K factors for
sbottom pair production compared to their stop counterparts are related to the additional one-loop effects from the
gluino t-channel exchange between the incoming bottom partons. It is also illustrative to compare the rates to their
light–flavor counterparts given in Table 2 of Ref. [31]. Novel one-loop contributions for example from non-diagonal
q˜1 − q˜2 mixing self-energies are intrinsically tied to the heavy-flavor squark structure and account for the larger
K-factors.
The automated MadGolem setup also provides predictions beyond total rates through the output of weighted
event samples for the regularized virtual and real correction channels. They can be used to plot any NLO distribution
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Figure 1: Feynman diagrams for squark–antisquark production at LO and at NLO. In the upper row we separately show quark
and gluon initial states. The gluino exchange only features for sbottom pairs. For NLO we display representative vertex, box,
and self-energy topologies as well as real corrections.
5pp→ t˜1t˜∗1 pp→ b˜1b˜∗1
mt˜1 [GeV] σ
LO [fb] σNLO [fb] K mb˜1 [GeV] σ
LO [fb] σNLO [fb] K
a. NSUSY 1 434.9 881 1380 1.57 891.6 10.6 18.0 1.70
NSUSY 2 874.4 12.1 20.4 1.69 1580.8 0.11 0.23 1.87
b. NS-CMSSM 10.2.2 398.4 1430 2210 1.54 572.4 180 290 1.61
NS-CMSSM 40.2.2 255.8 14800 21800 1.47 471.5 558 882 1.58
NS-CMSSM 40.3.2 320.0 4680 7010 1.50 528.3 28900 46200 1.60
c. Light SUSY 374.4 2010 3080 1.53 387.9 1660 2550 1.53
Table II: Total rates and corresponding K factors for third generation squark pair production at the 14 TeV LHC.
which is consistently defined in perturbative QCD. In Figure 2 we display the distributions of the stop and sbottom
transverse momentum and rapidity, including their scale uncertainties. As a representative MSSM configuration we
choose NSUSY1 as defined in Table I. The distributions are normalized to unity for the central scale choice µ0; the
uncertainty envelope is generated through a parallel change of the renormalization and factorization scales in the
conventional range µ0/2 − 2µ0. The transverse momentum of the stops has a strong peak slightly below 200 GeV.
The fact that the lightest sbottom in this scenario is roughly twice as heavy as the stop explains why the sbottom
distributions show a significantly harder and more central profile.
The stabilization of the (unphysical) scale dependence, which shrinks fromO(60%) at LO down to O(30%) at NLO,
reflects the improved precision of the higher order computation. The lower panels in Figure 2 show the corresponding
K factors, also with their scale uncertainty. Its sizeable variation shows that the higher–order corrections cannot
simply be described by a constant K factor. While in the past the LHC analyses would typically rely on central
threshold production of heavy particles, more targeted analyses for example for light stops will be sensitive to specific
phase space regions. In the case of stop pairs the K factor at threshold ranges around 1.7 ± 0.3; transverse stop
momenta in the 300 GeV range still leave a sizeable fraction of events, but with a K factor around 1.6. While
this effect is not dramatic given the quoted NLO error bars, it should be considered once we include higher order
corrections.
In addition to the fixed–order NLO results in Figure 2 we also show the tree–level multi–jet merging results. For
the latter we include up to two additional hard jets combined with the Pythia [49] parton shower and merge them
via the MLM scheme [50] in MadGraph5 [51]. We consider three setups: i) up to one hard (gluon) jet; ii) up to
two hard (gluon) jets; iii) up to one hard (light quark and gluon) jet. The first two approaches avoid any potential
issues with on–shell singularities, which means they are only sensitive to QCD radiation. The third case involves
a subset of bottom–initiated contributions which are sensitive to an intermediate on–shell gluino, just like the case
shown in Figure 1. To improve speed we regularize this divergence by means of a numerical recipe implemented in
MadGraph [34], which subtracts all events close to on–shell poles. While this subtraction method is not equivalent
to the rigorous Prospino scheme and does not provide a well–defined zero–width limit, we have checked that it
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Figure 2: Normalized fixed–order NLO and tree–level merged distributions for pp→ t˜1t˜∗1/b˜1b˜∗1 as a function of the transverse
momentum and rapidity. All MSSM parameters are fixed to the NSUSY1 benchmark in Table I. The error band for the NLO
distributions corresponds to a variation µ0/2 < µR,F < 2µ
0. The lower panels show the corresponding K factors.
6gives numerically similar results, as long as we consider normalized distributions2.
This way we find that all three–jet merging setups agree very well with each other and with the fixed–order
NLO result. Neither including a second hard gluon jet nor a light quark hard jet leads to any significant difference
compared to the emission of up to one gluon. The observed shift towards slightly harder and more central squarks in
the merged sample can be attributed to the additional recoil jets. All this is a common feature in the production of
heavy colored resonances, which is characterized by a single hard scale well above the typical jet momenta required
by inclusive searches [51, 52]. The same behavior can be seen in light–flavor squark and gluino production [31]. Once
the double counting from the on–shell states is removed, the NLO real emission almost entirely consists of soft and
collinear gluons, properly accounted for by the parton shower. As a note of caution we nonetheless keep in mind that
once an experimental analysis becomes sensitive to the jet recoil the simulation should include matrix element and
parton shower merging [53]. Examples for that are mono-jets searches as well as the analysis of forward (tagging)
jets in the top/stop pair sample.
B. Associated stop–chargino production
Next, we consider top squark production in association with the lightest chargino,
pp→ t˜1χ˜−1 . (2)
The LO process is flavor–locked, meaning that at parton level it relies on an incoming bottom quark. Throughout
our calculation we resort to a five flavor scheme and use consistent parton densities and their corresponding αs
values. One technical caveat is that a massless bottom quark is incompatible with the left–right mixing in the
sbottom sector. We circumvent this problem by assuming massless external bottom lines and propagators, while
keeping a finite Yukawa coupling. The renormalization of the (massless) bottom quark and the (massive) bottom
Yukawa is described in the Appendix. Further considerations on the flavor scheme choice are addressed in detail in
subsection III C below.
As usual, NLO corrections proceed via virtual QCD and SUSY-QCD contributions and real emission. The relevant
Feynman diagrams are illustrated in Figure 3. When we include bottom densities the perturbative counting requires
some care, in particular for the genuine next-to-leading contributions which are no more flavor–locked. For example,
off–shell stop pair production in quark–antiquark scattering or gluon fusion with a subsequent stop decay into a
chargino contributes to the NLO rate. Strictly speaking, these diagrams are suppressed by one power of αEW
compared to the associate production at LO in the 5FS. On the other hand, modulo large logarithms the bottom
density can be considered subleading to the gluon density by one power of αs, in particular when the resummed
logarithms are only moderately large. This means that we have to rely on other effects, like the size of off–shell vs
on–shell contribution to ensure the perturbative stability of the rate predictions. Obviously, these complications will
not be reflected in the scale variation as a measure of the theoretical uncertainty.
In addition, the real emission includes gluon splitting into a pair of bottoms in the initial state; this is the
same diagram which defines the bottom parton densities in the collinear limit. However, as for any initial state, this
collinear divergence is absorbed in the parton densities. In that sense the NLO computation in the 5FS can be viewed
as the leading combination of the 4-flavor and the 5-flavor predictions [54]. The relative size of the two contributions
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Figure 3: Feynman diagrams for the production of a top squark associated with a chargino at LO and at NLO. For the NLO
case we show representative vertex, box, and self-energy topologies, as well as real corrections.
2 For predictions of general distributions including the proper normalization only the Prospino scheme for on–shell subtraction will be
consistent and numerically reliable.
7pp→ t˜1χ˜−1
mt˜1 [GeV] mχ˜±1
[GeV] σLO [fb] σNLO [fb] K
a. NSUSY1 434.9 222.6 40.97 49.98 1.22
NSUSY2 874.4 151.9 1.94 2.51 1.29
b. NSCMSSM-10.2.2 398.4 425.4 13.40 20.14 1.50
NSCMSSM-40.2.2 255.8 398.7 47.83 71.21 1.48
NSCMSSM-40.3.2 320.0 288.6 53.39 78.94 1.48
c. Light SUSY 374.4 498.9 9.96 10.51 1.05
Table III: Total rates and corresponding K factors for single stop production associated with the lightest chargino at the
14 TeV LHC.
can be adjusted by varying the bottom factorization scale, as described in the following section. As discussed in the
next section we use the average heavy mass of the final state as central renormalization and factorization scale.
We first use MadGolem to compute the total rates for stop–chargino production for the representative MSSM
benchmarks defined in Table I. The results are documented in Table III. The rates can be as large as 80 fb and
show tempered quantum effects K ∼ 1.1 − 1.5, typically below their first-generation squark counterparts [30]. The
main reason for the moderate quantum corrections are the smaller bottom luminosities, which suppress flavor–locked
contributions pp(bb)→ t˜1χ˜−1 b (cf. second diagram from the right in Figure 3) as compared to e.g. pp(dd)→ u˜L χ˜−1 d.
The different K-factors can be basically attributed to the relative sizes of the couplings t˜1,2-χ˜
±
1 -b in each scenario.
In Figure 4 we display the change of the total stop–chargino rates under correlated and independent variations
of the renormalization and factorization scales. These scales are varied in the range µ0/4 < µR,F < 4µ
0 and follow
the path illustrate in the little square of the first panel. In spite of its semi–weak nature, σLO ∝ αEWαs, the scale
dependence in this process is dominated by the renormalization scale. The fairly flat slope around the central scale,
which for NSUSY1 reads µ0 = (mt˜1 +mχ˜±1
)/2 ' 328 GeV, can be traced back to the individual scale dependence of
the different parton densities. The valence quark, gluon and bottom densities largely balance each other and lead
to an accidentally small factorization scale uncertainty. The renormalization scale variation corresponding to one
power of the strong coupling does not reflect any of the complications associated with the perturbative series of this
process, as discussed above. This means that we cannot expect the usual scale variation in the range µ0/2− 2µ0 to
provide a reliable estimate of the theoretical uncertainty. Correspondingly, the improvement of the scale dependence
when including the NLO corrections in Figure 4 is rather limited.
Going beyond the total rates we show the differential distributions in the stop transverse momentum and rapidity,
together with the multi–jet merging results in the 5FS in Figure 5. We find excellent agreement between the fixed–
order and the jet merging calculations, the latter featuring as usual slightly harder, more central stops. As for the
total rates, some of the key aspect of the NLO corrections are not governed by the scale dependence, which means
that unlike for stop pair production the predictions from jet merging are not covered by the NLO scale dependence.
In Figure 6 we show in addition the transverse momentum distributions for the stop and for the chargino without
subtracting stop pair production (denoted as t˜1t˜
∗
1). For stop pair production the kinematics of the chargino are
determined by the on–shell stop decays, and it is by accident that the transverse momentum distribution agrees with
the associated production. In contrast, the transverse momentum of the stop should now be identical to Figure 2.
While in associated production channel the transverse momentum of the stop peaks at low values slightly above
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Figure 6: Normalized distributions for pp→ t˜1χ˜−1 as a function of the stop and chargino transverse momentum. We compare
the tree-level merged distributions retaining (dotted lines) and subtracting (dotted-dashed lines) stop pair production.
100 GeV, for stop pairs the peak increases by almost 200 GeV. The reason for this shift is that the incoming bottom–
gluon system is significantly softer than a mix of incoming gluon–gluon or quark–antiquark pairs. When combining
the two production channels at NLO the Prospino scheme for the on–shell subtraction allows for simply adding
the two event samples correctly keeping track of these distinct features.
C. 4-flavor versus 5-flavor schemes
Owing to its flavor–locked nature, the associated production of heavy–flavor squarks relies on initial-state bottoms.
This is exactly the same situation as for the associated production of a top quark with a charged Higgs boson [54].
Depending on the relevant scales and observables of interest such processes can be described either in a so-called
4-flavor (4FS) or a 5-flavor scheme (5FS) [54–56].
In the 4FS bottom quarks are not considered partons inside the proton, but they are generated dynamically via
gluon splitting as part of the hard process. The bottom mass acts as an infrared regulator for inclusive observables,
which means that the numerical predictions are reliable as long as mb is not too different from the relevant scales
of the process. One advantage of this scheme is that it retains the full bottom–mass dependence in the final state
kinematics.
The production of massive states with comparably low transverse momenta in the gluon splitting will be dominated
by collinear gluon splitting. The bottom mass still acts as a mathematical cutoff, but it also generates a large physical
logarithm, so the final–state bottom jets peak at large rapidity, yb ' 2, and low transverse momenta, pT,b ' mb. In
this kinematic regime the b-tagging becomes a challenge, so the experimentally relevant observables do not include
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Figure 7: Distributions pT,b dσ/dpT,b for the process pp(gg) → t˜1χ˜−1 b¯ at the 14 TeV LHC. We examine different MSSM
benchmarks separately, as described in the text. The (m)NSUSY1 scenario with a low bottom mass, mb low = mb/10, is also
shown by a dotted line as a reference.
the bottom radiation. To predict the bottom–inclusive rate we need to integrate over the phase space of the bottom
radiation, approaching the asymptotic form
dσ[t˜1χ˜
−
1 b¯]
dpT,b
∼ pT,b
p2T,b +m
2
b
and hence σ[t˜1χ˜
−
1 b¯] ∼ log
pmaxT,b
mb
. (3)
This potentially large logarithm is the same logarithm which appears in any QCD splitting regularized by a finite
quark mass [55]. Its resummation can be linked to introducing a scale–dependent bottom parton density for the
inclusive process gb → t˜1χ˜−1 , defining the 5FS. This link identifies pmaxT,b with the factorization scale of the bottom
parton, implying that such scale is not a free parameter, but can be computed from the kinematics of the splitting
process which generates the bottom parton density. Usually, in this approach the now incoming bottom parton is
assumed to be massless, but mass corrections can be included in the parton splittings [55].
The 5FS is hence justified as long as we do not reconstruct the final-state bottom jet and as long as the bottom
mass is negligible compared to the hard scale of the process. While it is easy to show that the factorization scale is
linear with the hard scale, µF,b ∝ m1 +m2, the associated prefactor is process dependent. For example, the bottom
factorization scale for a leading bq initial state should be larger than for a bg initial state, because incoming gluons
carry less momentum to generate hard radiation than incoming quarks. The link between the improved perturbative
prediction and the appropriate scale choice has been thoroughly studied in the context of Higgs production [54, 57].
In the following we validate the 5-flavor approach, as applied in the previous Section III B, by analyzing the
bottom jet kinematics in the 4FS [54]. As representative benchmark points, we choose the NSUSY1 scenario defined
in Table I and the modified NSUSY1 (mNSUSY1) setup, which differs from the original NSUSY1 parameter point
in the heavier chargino mass mχ˜±1
= 1 TeV. The latter avoids resonant stop decays and the associated on–shell
resonances. Here we use the NNPDF21 FFN NF4 100 [44] parton density with four active flavors and a bottom
mass fixed to mb = 4.78 GeV.
We show the transverse momentum distribution of the radiated bottom quark in Figure 7, normalizing it such
that a flat behavior corresponds to the proper asymptotic scaling shown in Eq.(3). For the regular parameter point
the distribution has dropped to half of its plateau value for pT,b ∼ 200 GeV, while for the heavier chargino the
distribution extends to significantly larger transverse momenta. A factorization scale µF,b = (m1 + m2)/2 appears
fully justified by these results, if we extend the uncertainty band to sufficiently low factorization scales.
IV. SUMMARY
In the upcoming LHC runs dedicated searches for light stops, possibly in association with light charginos, will play
an increasingly important role. This requires a precise understanding of the production processes in perturbative
QCD. We have studied the pair production and the associated production of heavy–flavor squarks in the automated
MadGolem framework. For a set of representative up-to-date MSSM parameter points with light stops and sbottoms
we have examined the total and differential production rates to NLO accuracy. We find that
• for stop and sbottom pair production the K factors range around 1.5−1.9, with significant variations over phase
space. For the associated stop–chargino case, we find comparably constant corrections around K = 1.1− 1.5.
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In both cases there exists a K factor variation over phase space, which might require NLO distributions for
some phase space regions.
• these corrections are mainly due to QCD radiation, whilst SUSY-QCD corrections are subleading. The NLO
distributions agree well with predictions from up to two additional jets merged from the matrix element and
the parton shower.
• the bottom–inclusive or 5-flavor picture is suitable for stop–chargino production, with a bottom factorization
scale around the average mass of the two heavy states.
• unlike for stop pairs, the scale dependence of the associated production channel cannot be used as a conservative
measure of the theory uncertainties.
Aside from the already built-in MadGolem functionalities, such as the automated UV renormalization, SUSY
dipoles and on–shell subtraction, the current version has been upgraded to support squark mixing, the associated
counter terms, and finite quark mass effects. This completes the MadGolem program.
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Appendix A: Renormalization
In this appendix we summarize the aspects of the general MSSM renormalization relevant for SUSY-QCD inter-
actions involving third generation squarks. For a comprehensive account on the notation setup and the technical
implementation in MadGolem we refer the reader to the dedicated appendices of Ref. [31].
The renormalization of the MSSM heavy flavor squarks has been addressed extensively. The problem was first
tackled in the context of squark decays and was extended later on for squark pair production [58]; and radiative
corrections to the MSSM Higgs boson masses [61]. Renormalization scheme issues have been examined in detail in
Refs. [62–64].
Leading order parameterization
Let us consider the squark kinetic term within the general MSSM Lagrangian,
L =
∑
q˜=t˜,b˜
(∂µq˜
∗
L ∂µq˜
∗
R)
(
∂µ q˜L
∂µ q˜R
)
− (q˜∗L q˜∗R)M2q˜
(
q˜L
q˜R
)
, (A1)
with the mass–squared matrix,
M2q˜ =
(
M2q˜L +m
2
q +m
2
Z (T3,q −Qqs2W ) cos 2β mqXq
mqXq M
2
q˜R
+m2q +m
2
ZQqs
2
W cos 2β
)
. (A2)
Following standard conventions, we introduce Xq ≡ Aq − µ{cotβ, tanβ} with {cotβ, tanβ} related to {t, b} re-
spectively. This parameter is connected to the vacuum expectation values of the two MSSM Higgs doublet fields,
tanβ ≡ v2/v1. The squark mass terms M2q˜L(R) and the trilinear coupling Aq define the relevant soft-SUSY breaking
parameters; µ represents the supersymmetric Higgsino mass term; and mq, Qq, T3,q stand for the (heavy) quark
mass, electric charge and third component weak isospin.
The symmetric mass matrix in Eq.(A2) is diagonalized through the unitary transformation Rq˜ ≡ R(θq˜) which
rotates the squark gauge eigenstates q˜L(R) into the physical squark basis q˜1(2). The squark mass eigenvalues mq˜1(2)
and the mixing angle θq˜ can thus be expressed in terms of the MSSM input parameters, cf. e.g. [59].
11
Renormalization scheme
The required vertex counterterms are generated by multiplicative renormalization of the respective wave functions
and model parameters,
Ψ(0) → Z1/2Ψ Ψ , m(0)Ψ → mΨ + δ mΨ , g(0)s → gs + δ gs . (A3)
In line with this general procedure, we replace the bare squark field and squark mass matrices by their respective
renormalized expressions,(
q˜1
q˜2
)
→ (Rq˜)
[
12×2 +
1
2
δZ q˜
] (
q˜L
q˜R
)
with δZ q˜ =
(
δZq˜1 δZ
q˜
12
δZ q˜21 δZq˜2
)
,
Rq˜M2q˜ (Rq˜)† → Rq˜M2q˜ (Rq˜)† +Rq˜ δM2q˜ (Rq˜)† =
(
m2q˜1 0
0 m2q˜2
)
+
(
δm2q˜1 δ Y
2
q˜
δ Y 2q˜ δ m
2
q˜2
)
, (A4)
where δ Y 2q˜ ≡ (m2q˜1 −m2q˜2) δθq˜. Expanding the squark kinetic term of Eq.(A1) gives for each of the squarks
δL = 1
2
(∂µq˜
∗
1 , ∂µq˜
∗
2)(δZ q˜† + δZ q˜)
(
∂µq˜1
∂µq˜2
)
− 1
2
(q˜∗1 q˜
∗
2)
[(
δZ q˜† + δZ q˜)( m2q˜1 0
0 m2q˜2
)
+ 2
(
δm2q˜1 δY
2
q˜
δY 2q˜ δm
2
q˜2
)](
q˜1
q˜2
)
,
(A5)
where from we can readily extract the coefficients of the (matrix-valued) renormalized squark self-energy:
< eΣˆq˜a(p2) = < eΣq˜a(p2) +
1
2
(
δ Zq˜a + δZ
†
q˜a
)
(p2 −m2q˜a) − δm2q˜a [a = 1, 2] ,
< eΣˆq˜12(p2) = < eΣq˜12(p2) +
1
2
δ Z q˜12 (p
2 −m2q˜1) +
1
2
δ Z q˜21 (p
2 −m2q˜2)− (δ Y 2q˜ ) . (A6)
As long as we limit ourselves to SUSY-QCD interactions, the top–stop system is fully characterized at one loop
by four independent parameters, these are: the top quark mass mt; the top squark masses mt˜1 ,mt˜2 ; and the top
squark mixing angle θt˜. We fix the corresponding counterterms using generalized on–shell conditions [59, 60, 63]
which, together with the mixed wave–function renormalization, absorb stop mixing in external legs3:
1. on-shell top quark mass
< eΣˆt(m2t ) = 0 →
δmt
mt
=
1
2
[< eΣtL(m2t ) + < eΣtR(m2t ) + 2< eΣtS (m2t )] , (A7)
where the conventional Lorenz decomposition of the fermionic self-energies reads
< eΣq(p2) = /pPL < eΣqL(p2) + /pPR < eΣqR(p2) +mf< eΣqS (p2) . (A8)
2. on-shell top squark masses (a = 1, 2)
< eΣˆt˜a(m2t˜a) = 0 → δm2t˜a = < eΣt˜a(m2t˜a) . (A9)
3. no–mixing condition for on-shell stops
< eΣˆt˜12(m2t˜a) = 0 . (A10)
In view of Eq.(A6) the latter condition fixes the mixing angle counterterm θt˜ as:
δ θt˜ =
1
2
< eΣt˜12(m2t˜1) + < eΣt˜12(m2t˜2)
m2
t˜1
−m2
t˜2
or δ Y 2t˜ =
1
2
[
< eΣt˜12(m2t˜1) + < eΣt˜12(m2t˜2)
]
. (A11)
The non–diagonal field renormalization constants then read
δZ t˜12 = δZ
t˜
21 =
< eΣt˜12(m2t˜2)−< eΣt˜12(m2t˜1)
m2
t˜1
−m2
t˜2
. (A12)
3 Another possibility is to define a running mixing angle and fully diagonal wave functions [60].
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4. Last, additional on-shell conditions fix the (diagonal) stop field renormalization constants (a = 1, 2)
< eΣˆ′t˜a(p2)
∣∣∣∣∣
p2=m2
t˜a
= 0 → δZt˜a = −< eΣ′t˜a(m2t˜a) , (A13)
with the conventional shorthand notation < eΣ′ ≡ d2/dp2< eΣ(p2).
Similar on–shell conditions are used to renormalize the bottom–sbottom sector. The gauge link between the
sbottom and stop sectors must be accounted for properly [63]. In practice, all input masses in MadGolem are
defined on–shell. The physical on–shell squark masses for example from SoftSUSY can then be used as input
parameters consistent with the on–shell squark mass counterterms.
Renormalization constants
The different field and mass renormalization constants are derived from the one–loop self–energies involving the
interchange of virtual gluons and gluinos. The strong coupling constant is renormalized in the MS scheme explicitly
decoupling all particles heavier than the bottom quark. This zero-momentum subtraction scheme [23, 66, 67] leaves
us with the renormalization group running of αs from light colored particles only. It corresponds to the measured
value of the strong coupling, for example in a combined fit with the parton densities. Its renormalization constant
reads
δ gs = −αs
4pi
βL0 + β
H
0
2
1
˜
− αs
4pi
1
3
log
m2t
µ2R
+ log
m2g˜
µ2R
+
1
12
∑
squarks
log
m2q˜a
µ2R
 . (A14)
The UV divergence appears as 1/˜ ≡ (4pi)/Γ(1 − ) = 1/ − γE + log(4pi) + O(). Both light (L) and heavy (H)
colored particles contribute to the beta function
β0 = β
L
0 + β
H
0 =
[
11
3
CA − 2
3
nf
]
+
[
−2
3
− 2
3
CA − 1
3
(nf + 1)
]
. (A15)
MadGolem sets the number of active flavors to nf = 5. The SU(3)C color factors are CF = 4/3 and CA = 3.
In the case of the gluon field, the heavy colored particles are decoupled consistently with the 5-flavor scheme used
for the strong coupling constant renormalization. The underlying Slavnov-Taylor identities relate the corresponding
finite counterterms as δZG = −2δgs. Explicit analytical expressions for the field and mass renormalization constants
relevant for the processes considered in this paper are documented below. The results are given in terms of standard
Passarino-Veltman scalar functions [68]
– (massive) quark field
δZqL/R =
αs CF
4pi
{
1 + 4m2q B
′
0(m
2
q, 0,m
2
q) + 2mg˜mq sin(2θq˜)
[
B′0(m
2
q,m
2
q˜1 ,m
2
g˜)−B′0(m2q,m2q˜2 ,m2g˜)
]
+
cos2 θq˜ A0(m
2
q˜1
) + sin2 θq˜ A0(m
2
q˜2
)−A0(m2q)−A0(m2g˜)
m2q
− m
2
q˜1
−m2g˜
m2q
B0(m
2
q,m
2
g˜,m
2
q˜1)
−m
2
q˜2
−m2g˜
m2q
B0(m
2
q,m
2
g˜,m
2
q˜2)− (m2q +m2g˜ −m2q˜1)
[
B′0(m
2
q,m
2
g˜,m
2
q˜1) +
sin2 θq˜
m2q
B0(m
2
q,m
2
g˜,m
2
q˜1)
]
− (m2q +m2g˜ −m2q˜2)
[
B′0(m
2
q,m
2
g˜,m
2
q˜2) +
cos2 θq˜
m2q
B0(m
2
q,m
2
g˜,m
2
q˜2)
]}
. (A16)
– (massive) quark mass
δ mq
mq
= −αs CF
8pim2q
{
2m2q + 6A0(m
2
q) + 2A0(m
2
g˜)−A0(m2q˜1)−A0(m2q˜2)
− 2mqmg˜ sin(2θq˜)
[
B0(m
2
q,m
2
g˜,m
2
q˜2)−B0(m2q,m2g˜,m2q˜1)
]
− (m2q −m2q˜1 +m2g˜)B0(m2q,m2g˜,m2q˜1)− (m2q −m2q˜2 +m2g˜)B0(m2q,m2g˜,m2q˜2)
}
. (A17)
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– squark field (diagonal)
δ Zq˜1 = −
αs CF
2pi
[
B0(m
2
q˜,m
2
q,m
2
g˜)−B0(m2q˜1 , 0,m2q˜1) (A18)
+ 2mg˜mq sin(2θq˜)B
′
0(m
2
q˜1 ,m
2
q,m
2
g˜)− (m2q +m2g˜ −m2q˜)B
′
0(m
2
q˜1 ,m
2
q,m
2
g˜)− 2m2q˜1 B
′
0(m
2
q˜1 , 0,m
2
q˜1)
]
,
and likewise for q˜2 with 1→ 2 and θq˜ → −θq˜.
– squark field (mixing)
δ Z q˜12 = −
αs CF
pi
mqmg˜
(m2q˜1 −m2q˜2)
cos(2θq˜)
[
B0(m
2
q˜1 ,m
2
q,m
2
g˜)−B0(m2q˜2 ,m2q,m2g˜)
]
. (A19)
– squark mixing angle
δ θq˜ =
αS CF
4pi
cos (2θq˜)
m2q˜1 −m2q˜2
{
2mbmg˜
[
B0(m
2
q˜1 ,m
2
q,m
2
g˜) +B0(m
2
q˜2 ,m
2
q,m
2
g˜)
]
+ sin(2θq˜)
[
A0(m
2
q˜2)−A0(m2q˜1)
] }
.
(A20)
– squark mass
δm2q˜1 = −
αs CF
4pi
[
4m2q˜1 + 2A0(m
2
q) + 2A0(m
2
g˜) + 2A0(m
2
q˜1) + 2(m
2
g˜ −m2q˜1 +m2q)B0(m2q˜1 ,m2g˜,m2q)
−4mq mg˜ sin(2θq˜)B0(m2q˜1 ,m2g˜,m2q) + sin2(2θq˜)
(
A0(m
2
q˜1)−A0(m2q˜2)
)]
, (A21)
and likewise for q˜2 with 1→ 2 and θq˜ → −θq˜.
Counterterms
The strong interaction counter terms for squark pair production in the MSSM are given by:
GAµ
GBµ
q˜1/2,i
q˜1/2,j −i gs TAij
[
δ gs +
δ Zq˜1/2,i + δ Zq˜1/2,j + δ ZG
2
]
q˜1/2,i (pi + pj)
µGAµ q˜1/2,j
GAµ
q˜1/2,i
q˜1/2,j
i g2s {TA TB}ij
[
2δ gs + δ ZG +
δ Zq˜1/2,i + δ Zq˜1/2,j
2
]
q˜1/2,i q˜1/2,j G
A
µ G
Bµ
The SUSY-electroweak interactions to leading order read
gt˜abχ˜−i
= t˜a b¯
(
g
(1)
t˜χ˜−i b,L
PR + g
(2)
t˜χ˜−i b,R
PL
)
χ˜−i , gt˜abχ˜+i = t˜
∗
a χ˜
+
i
(
g
(1)
t˜∗χ˜+i b,L
PR + g
(2)
t˜χ˜−i b,R
PL
)
b , (A22)
with coupling components
g
(a)
t˜1bχ˜
−
i
= Rt˜11g
(a)
t˜χ˜−i b,L
+Rt˜12g
(a)
t˜χ˜−i b,R
g
(a)
t˜2bχ˜
−
i
= Rt˜21g
(a)
t˜χ˜−i b,L
+Rt˜22g
(a)
t˜χ˜−i b,R
,
g
(a)
t˜∗1bχ˜
−
i
= Rt˜11g
(a)
t˜∗χ˜+i b,L
+Rt˜12g
(a)
t˜∗χ˜+i b,R
, g
(a)
t˜∗2bχ˜
−
i
= Rt˜21g
(a)
t˜∗χ˜+i b,L
+Rt˜22g
(a)
t˜∗χ˜+i b,R
(a = 1, 2) , (A23)
and
g
(1)
t˜χ˜−i b,L
= g
(2)
t˜∗χ˜+i b,L
=
− eV11
sW
, g
(2)
t˜χ˜−i b,L
= g
(1)
t˜∗χ˜+i b,L
=
embU12√
2 sW mW cosβ
,
g
(1)
t˜χ˜−i b,R
= g
(2)
t˜∗χ˜+i b,R
=
emtV12√
2 sW mW sinβ
, g
(2)
t˜χ˜−i b,R
= g
(1)
t˜∗χ˜+i b,R
= 0 . (A24)
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in terms of the chargino mixing matrices U and V . The finite SUSY–restoring counterterm δSUSY = −αs/(6pi) cor-
rects the mismatch of two gaugino and the 2−2 degrees of freedom induced by the use of dimensional regularization.
The corresponding counter terms are
t˜1
χ˜+1
b
δ[g
(1)
t˜1bχ˜
−
i
] = g
(1)
t˜χ˜−i b,L
[
Rt˜11
(
δZ†bL + δZt˜1
2
+ δSUSY
)
+Rt˜21
δZ t˜12
2
]
+ g
(1)
t˜χ˜−i b,R
[
Rt˜12
(
δZ†bL + δZt˜1
2
+
δmt
mt
+ δSUSY
)
+Rt˜22
δZ t˜12
2
]
δ[g
(2)
t˜1bχ˜
−
i
] = g
(2)
t˜χ˜−i b,L
[
Rt˜11
(
δZ†bR + δZt˜1
2
+
δmb
mb
+ δSUSY
)
+Rt˜21
δZ t˜12
2
]
+ g
(2)
t˜χ˜−i b,R
[
Rt˜12
(
δZ†bR + δZt˜1
2
+ δSUSY
)
+Rt˜22
δZ t˜12
2
]
t˜1
χ˜−1
b
δ[g
(1)
t˜1bχ˜
−
i
] = g
(1)
t˜χ˜−i b,L
[
Rt˜11
(
δZbR + δZt˜1
2
+
δmb
mb
+ δSUSY
)
+Rt˜21
δZ t˜12
2
]
+ g
(1)
t˜χ˜−i b,R
[
Rt˜12
(
δZbR + δZt˜1
2
)
+Rt˜22
δZ t˜12
2
]
δ[g
(2)
t˜1bχ˜
−
i
] = g
(2)
t˜χ˜−i b,L
[
Rt˜11
(
δZbL + δZt˜1
2
+ δSUSY
)
+Rt˜21
δZ t˜12
2
]
+ g
(2)
t˜χ˜−i b,R
[
Rt˜12
(
δZbL + δZt˜1
2
+
δmt
mt
+ δSUSY
)
+Rt˜22
δZ t˜12
2
]
t˜2
χ˜+1
b
δ[g
(1)
t˜2bχ˜
−
i
] = g
(1)
t˜χ˜−i b,L
[
Rt˜21
(
δZ†bL + δZt˜2
2
+ δSUSY
)
+Rt˜11
δZ t˜12
2
]
+ g
(1)
t˜χ˜−i b,R
[
Rt˜22
(
δZ†bL + δZt˜2
2
+
δmt
mt
+ δSUSY
)
+Rt˜12
δZ t˜12
2
]
δ[g
(2)
t˜2bχ˜
−
i
] = g
(2)
t˜χ˜−i b,L
[
Rt˜21
(
δZ†bR + δZt˜1
2
+
δmb
mb
+ δSUSY
)
+Rt˜11
δZ t˜12
2
]
+ g
(2)
t˜χ˜−i b,R
[
Rt˜22
(
δZ†bR + δZt˜2
2
+ δSUSY
)
+Rt˜12
δZ t˜12
2
]
15
t˜2
χ˜−1
b
δ[g
(1)
t˜2bχ˜
−
i
] = g
(1)
t˜χ˜−i b,L
[
Rt˜21
(
δZbR + δZt˜2
2
+
δmb
mb
+ δSUSY
)
+Rt˜11
δZ t˜12
2
]
+ g
(1)
t˜χ˜−i b,R
[
Rt˜22
(
δZbR + δZt˜2
2
+ δSUSY
)
+Rt˜12
δZ t˜12
2
]
δ[g
(2)
t˜2bχ˜
−
i
] = g
(2)
t˜χ˜−i b,L
[
Rt˜21
(
δZbL + δZt˜2
2
+ δSUSY
)
+Rt˜11
δZ t˜12
2
]
+ g
(2)
t˜χ˜−i b,R
[
Rt˜22
(
δZbL + δZt˜2
2
+
δmt
mt
+ δSUSY
)
+Rt˜12
δZ t˜12
2
]
Finally, we document the required counterterms to renormalize the UV divergent 2-point functions associated to
heavy flavor squarks. Non–diagonal loop–induced transitions q˜1 − q˜2 give rise to additional divergent structures, as
compared to light generation squarks:
q˜a
q˜a
i
[
(p2 −m2q˜) δZq˜a − δm2q˜a
]
q˜1
q˜2
i
[
p2δZ q˜12 −
1
2
(m2q˜1 +m
2
q˜2
) δZ q˜12 − δ Y 2q˜
]
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