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Abstract
We address the problem of characterizing polygonal shapes that can be reconstructed from a class of scanners
that have asymmetric resolution. We approach this problem using the methodology of non-interactive probing.
Laser raster scanners provide very high precision along the direction of a scan, but it is not practical to place
scans very close to each other. A system capable of generating an omni-directional scan pattern can make a series
of directional measurements sufficient to permit the reconstruction of a scanned polygon based on the position of
edge crossings and the path of the scanning beam between edge crossings. We provide a procedure to reconstruct a
polygon from such a data set, as well as a characterization of the shapes that can be reconstructed given a particular
scan density. Our system applies to both concave and convex polygons, as well as to polygons containing holes.
Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
We address the problem of characterizing polygonal shapes that can be reconstructed from scanners
that have asymmetric resolution. Laser raster scanners provide very high precision along the direction
of a scan, but it is not practical to place scans very close to one another. We approach this problem
using the methodology of non-interactive probing. We provide both a reconstruction algorithm as well
as a characterization of the shapes that can be reconstructed. Our system applies to concave and convex
polygons, as well as to polygons containing holes.
If dmax is the maximum diameter of an area that is not intersected by one of the scan lines, we provide
a method that will precisely reconstruct any convex polygonal shape which has sides whose lengths
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are strictly greater than 2dmax and has at least one side whose length is greater than or equal to 3dmax.
The specifications of the scanner system allow dmax itself, or an upper bound on dmax, to be calculated.
Therefore, our results permit the characterization of polygons that can be reconstructed with a particular
device.
We further show that the system can reconstruct any non-convex polygon that meets any of the
following criteria.
(1) All edges of the polygon are longer than 4dmax and the shortest exterior chord of the polygon is at
least 4dmax.
(2) At least one edge of the polygon falls along the convex hull of the polygon, all edges of the polygon
are longer than 3dmax and the shortest exterior chord of the polygon is at least 3dmax.
These conditions are shown to be sufficient, but not necessary.
We also show that scenes containing multiple polygons are completely reconstructible providing
that the individual polygons are reconstructible, and that the minimum separation between any pair
of polygons in the scene is greater than dmax. Finally, we show that polygons containing holes can be
reconstructed provided that the exterior polygonal contour is reconstructible, and the scene of polygons
representing the holes is reconstructible. This result may be applied recursively, if required.
The key to successful reconstruction of a polygon is to isolate edge points associated with the polygon,
and to properly order them in a clockwise or counterclockwise manner about the perimeter of the
polygon. These points can then be grouped into edges, and, from the edges, the original polygon’s
vertices recovered. We provide algorithms that will perform the isolation and ordering and the subsequent
reconstruction from the ordered points.
We start by briefly reviewing related past work, then describe the scanning system (Section 2),
conditions for reconstruction (Sections 3 and 4), the basic algorithm (Section 5) and issues relating to
non-convex polygons (Section 6).
1.1. Related work
In the field of computational geometry, the probing problem consists of determining the exact shape of
a figure, typically a polygon or polyhedron, from a limited number of simple measurements. As described
in [18], a variety of subproblems can be devised, based both on the constraints imposed on the figures
being scanned, and the type of measurements taken.
Inspired by the problem of tactile sensing in robotics, this problem was first studied as a problem
in computational geometry by Cole and Yap [8], who showed that an arbitrary convex polygon with n
vertices can be uniquely determined using no more than 3n “finger probes”. Bernstein [4] and Joseph and
Skiena [13], among others, studied the problem of recognizing convex polygons from a known set. The
problem for non-convex polygons was studied by Alevizos, Boissonnat and Yvinec [2,3,5]. Extensive
surveys of the field of geometric probing have been published by Skiena [19] and Romanik [17].
In the majority of the work to date, the emphasis has been on interactive probing, in which the
results from previous probes are used to determine the optimal next probe. The goal of this work has
generally been to determine a strategy that will allow one to perform reconstruction in the minimum
possible number of probes. This paper addresses non-interactive reconstruction of a large family of
polygons, using a probing model derived from a laser scanning system, and focuses primarily on the
characterization of those polygons that are reconstructible. Our probing model includes several assumed
performance restrictions derived from typical real-world devices. Despite these restrictions, the model
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is shown to be powerful enough to permit the reconstruction of a large class of non-convex polygons,
as well as scenes containing multiple instances of such polygons. We also show how the reconstruction
procedure can be extended to handle polygons with holes. Some early results related to this system
appeared in [12], while a detailed treatment, with results beyond the scope of this paper, appears in [11].
2. Probing system
2.1. Description of the system
Consider the system shown in Fig. 1. In this system, a laser scanning device is mounted over a
background area, onto which are placed two-dimensional samples to be scanned. The laser scanner is
constructed so that the beam may be directed in both the X and Y dimensions. Such a system may
be constructed by reflecting the laser beam from two movable mirrors, one of which controls the X
deflection of the beam, and the other controlling the Y deflection. Given appropriate control of the
mirrors, the path of the laser “spot” across the sample may be made to follow any pattern desired. Systems
of this type have been described in [6,9,15]. If the figures to be scanned are of a different reflectance than
the background area, changes in the amount of reflected laser energy can be used to determine when the
spot passes into and out of a figure.
Let us make the following assumptions about this system.
Assumption 1. The figures to be scanned are completely contained within the background area.
Fig. 1. Physical sampling system.
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Assumption 2. The background area is white (reflective) and the figures to be scanned are black
(absorptive).
Assumption 3. Individual scans are straight, and begin and end outside the boundary of the background
area.
Assumption 4. The scanner contains sensors to allow the positions of the mirrors to be determined at
any time, and thus the corresponding position of the spot can be precisely determined.
Assumption 5. The points along a scan line at which the laser spot crosses into or out of a figure are
precisely recorded by the system.
In operation, this system provides extremely accurate information as to the location of edge crossings
along each scan line. From a computational geometry point of view, a laser scanning system as described
provides a powerful model for probing the shape of the figures presented to it. It should be obvious
that, by properly controlling the path of the beam and selecting the type of data recorded, this system
supports a number of classic probing models, including the “finger probe” [8], “ray probe” [1], and
“x-ray probe” [10].
Although this system can operate in the mode of each of these well-known models, its overall power
is greater. By using all the information available, a wider class of figures can be reconstructed. In the
present work, we restrict ourselves to the study of polygonal figures.
In a departure from much of the previous work, we will operate the system in a non-interactive manner,
i.e., the path of individual scans are not a function of information collected from previous scans. It is
typical of physical systems that it is easier to design a device to perform in a pre-determined manner
than to design one that must react in an arbitrary manner in real time. As such, in the present work, we
shall assume that a pre-determined pattern is generated by the scanner, and then determine, based on the
characteristics of this pattern, the nature of the figures that can be accurately reconstructed.
In order to handle the issues of scanning singularities, we make the following further assumptions.
Assumption 6. If the system generates a scan line which intersects only a vertex of a polygon, without
penetrating the polygon, the system will not record any intersection with the polygon.
Assumption 7. If the system generates a scan line which passes directly along an edge of a polygon,
without penetrating the polygon, will not record any intersection with the polygon.
Thus, the system will only record intersections where the path of the laser spot actually penetrates the
sample being scanned. These assumptions are included for completeness, since the procedures presented
do not fundamentally rely on such unstable probing techniques.
Assumptions 3–5 clearly imply an idealized system. Assumptions 6 and 7, while having the appearance
of an idealization, are in fact fairly reasonable, since a typical thresholding edge detector would include
some form of hysteresis in the sensing circuitry, if only to avoid issues of noise.
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Fig. 2. Sample data set.
2.2. Data resulting from the system
Fig. 2 illustrates the data set produced by such a system. The scan lines contain “colored” segments
corresponding to the exterior and interior of the target polygon. In practice, of course, the polygon is
unknown, and only the colored scan lines are available. The task, then, is to reconstruct the polygon
given the scan data.
We make no assumptions about the form of the scan line pattern. The actual form is determined by
a variety of practical issues (mechanical, control and scanning time) and a discussion of this topic is
beyond our scope. See Section 2.5 of [11] for such an analysis.
The remainder of this paper will deal with means of characterizing patterns, and, from this
characterization, determining what types of polygons may be precisely reconstructed by the sys-
tem.
3. Conditions for reconstruction
Certain simple conditions for the reconstruction of polygons are obvious and are listed here. See [11]
for a detailed and formal presentation. In order to simplify our discussion, we assume that our polygons
do not have adjacent collinear edges.
Necessary Condition 1. Each edge of the polygon must be sampled by at least two points.
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Necessary Condition 2. Sufficient information must be available to order the edge points (in a clockwise
or counter-clockwise manner) about the perimeter of the polygon.
For certain classes of polygons, the point set contains implicit ordering information. For points on
the perimeter of a convex polygon, the order can be found by constructing the convex hull of the set
of sample points. This fact is used in many of the papers on probing convex polygons (e.g., [8]). For
orthogonal polygons, O’Rourke [14] has shown that the set of vertex points defining the polygon can
be unambiguously ordered without any a priori edge information. For the more general case of non-
convex and/or non-simple polygons, however, some external means of ordering the points is necessary.
Note that this ordering may be explicitly given, or may be developed implicitly during the course of the
reconstruction process as in [2,3,5], however the information required to perform the ordering must be
present.
This pair of conditions, while necessary, are not sufficient, since even an ordered set with only two
points per edge does not provide enough information to determine the grouping of points into edges,
regardless of the algorithm. See [11] for a counterexample.
The following three theorems provide sufficient conditions. Their proofs are straightforward, and are
omitted for brevity (see [11]). In particular, Theorem 3 is a direct consequence of Theorems 1 and 2.
Theorem 1 (Sufficiency of ordered triple-sampling). An ordered set of points derived by sampling each
edge of a polygon at least three times permits an unambiguous reconstruction.
Theorem 2 (Qualified sufficiency of ordered double-sampling). Given knowledge of at least one edge
position, an ordered set of points derived by sampling each edge of a polygon at least two non-vertex
points permits unambiguous reconstruction.
Theorem 3 (Reconstructibility theorem). An ordered set of points derived by sampling each edge of
a polygon at least two non-vertex points, and at least one edge at three points, permits unambiguous
reconstruction.
Given a set of points meeting the requirements of Theorem 3, then, the associated polygonal contour
can be reconstructed by using the following procedure.
Algorithm 1. From the ordered set of boundary points:
1. Find a set of at least three consecutive collinear points and use these to define an initial edge.
2. Determine the next edge by finding the next two sequential points not collinear with the current edge.
3. Extend the new edge to include all subsequent consecutive collinear points.
4. Repeat Steps 2 and 3 until all points have been collected into edges.
This algorithm is illustrated in Fig. 3. Points A, B and C are adjacent and collinear, giving the required
initial edge position. Point D is not collinear with ABC, and so the next edge is DE. A vertex is found
by computing the intersection of ABC and DE. Point F is not collinear with DE, making the next edge
FG, and so forth.
The restriction in Theorem 3 that each edge must be sampled by two non-vertex points assures that
the points taken in Steps 2 and 3 will both belong to the same edge. Without this restriction, it is easy to
construct examples where the reconstruction may fail (see [11]).
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Fig. 3. Proper reconstruction.
4. Requirements on sampling
No finite number of probes in any probing system will suffice to locate an arbitrarily small object,
much less reconstruct it. In most papers addressing interactive probing, it is assumed that at least one
point either within the figure of interest, or on its periphery, is provided. This allows at least the initial
probe to be directed in a manner guaranteed to contact the figure. Subsequent probes are then directed to
adjoining areas to refine the knowledge of the shape and position of the target. Such algorithms allow the
reconstruction of polygons with arbitrarily small edges, but only given perfect probing conditions.
In the present work, we make no assumptions about the position of the figure, other than restricting it
to fall entirely within the background area (Assumption 1). As such, we must restrict the minimum size
of a scannable figure in some manner. The method we choose is to relate the density with which the field
of view is scanned to the minimum edge size of a target polygon.
If we restrict our consideration to the field of view of the scanner, the set of scan lines produced by
the scanner divides the field of view into a set of irregular convex polygons. We refer to these polygons
as scan polygons to distinguish them from the target polygons we are attempting to reconstruct. Fig. 4
illustrates a hypothetical set of scan lines, with several of the resulting scan polygons highlighted. Note
that some of the scan polygons are fully closed by the scan lines themselves, while others are only closed
if we restrict our consideration to the finite field of view of the scanner. Thus, the scan polygons represent
the cells of the scan pattern.
Let us define the diameter D(P ) of a convex polygon P as the maximum distance between any pair
of that polygon’s vertices. For the set of scan polygons S resulting from a particular scan pattern, there is
a value
dmax = {minx: ∀P ∈ S, x >D(P )}.
We refer to dmax as the maximum diameter of the scan pattern. The maximum diameter of a data set
provides a meaningful measure of the density of a scan pattern, and we will us it as the primary criteria
in determining the reconstructibility of a particular polygon.
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Fig. 4. Scan polygons.
The maximum diameter of a scan pattern is an important property of that scan pattern.
Theorem 4 (Scan density theorem). Any line segment completely contained within the data set area
which has length greater than or equal to dmax is guaranteed to intersect at least one of the scans in the
data set.
This is obvious from our definition of dmax. The following lemmas are then proven easily.
Lemma 5. Any line segment completely contained within the data set area which has length strictly
greater than dmax is guaranteed to intersect at least one of the scans in the data set at a point other than
an endpoint of the line segment.
Lemma 6. Any line segment contained completely within the data set area with length greater than or
equal to kdmax is guaranteed to intersect at least k scans.
Lemma 7. Any line segment contained completely within the data set area with length strictly greater
than kdmax will intersect at least k scans at points other than the end points of the line segment.
We make use of this as follows. Necessary Condition 1 requires a minimum of two sample points on
each edge of a target polygon. If all edges of the target polygon have length greater than or equal 2dmax,
then, by Lemma 6, each will be crossed by at least 2 scan lines. Similarly, any edge which is at least 3dmax
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in length will have three scan line intersections. Further, if all edges of the polygon have length strictly
greater than 2dmax, each polygon edge will have at least two non-vertex scan intersections, by Lemma 7.
A direct consequence of the above lemmas and Theorem 3 is the following theorem.
Theorem 8 (Scan set sampling theorem). Provided that the scan line-edge intersections can be ordered,
a polygon with all edges strictly longer than 2dmax, and having at least one edge at least 3dmax in length
can be unambiguously reconstructed.
The as-yet-unexplored requirement of this theorem is that the intersections be capable of being
ordered. This is the subject of the next section, in which we will present an algorithm to accomplish
the ordering.
5. Reconstruction procedure
In this section, we will describe our basic procedure for reconstructing the polygons in the scene.
The algorithm described will work for many, but not all polygons that meet the criteria in Theorem 8.
We will study the conditions that cause it to fail in a later section, and from those conditions, develop
reconstructibility criteria for our algorithms.
5.1. Data set preparation
Prior to performing the reconstruction procedure itself, a data set obtained from the scanning process
must be prepared. The first step is to add a set of white strokes bounding the periphery of the field of
view of the scanning system. Since target figures were assumed to be completely contained within the
background region, the color of these strokes is known. Adding them to the data “closes” any open scan
polygons, and ensures that any figure contained within the scanner’s field of view will have at least one
closed all-white contour surrounding it. We will use this fact later.
Next, we convert the data set to graph form, requiring each edge of the graph to be monochromatic. The
points at which individual scans change colors are known, providing some of the nodes in this graph. To
obtain the other nodes, we compute all the intersections between scan segments of the same color, using
an algorithm such as that described in [16, pp. 270–279] or [7]. The original scan lines are thus broken
into undirected black or white graph edges connecting the individual nodes, based on the reflectivity
observed during that portion of the scan.
Each node, then, has two or more edges connected to it. If all the edges incident on a node are of the
same color, we refer to the node as a homogeneous node. Otherwise, we refer to it as a heterogeneous
node. Clearly, given our assumptions, all the nodes on the periphery of the field of view are homogeneous.
Further, nodes along the boundary of a target figure will be heterogeneous, since any scan line which
pierces the boundary of a target figure will incur a “color change” at the boundary.
5.2. Simple polygon reconstruction
The first step in the actual reconstruction procedure is to find a heterogeneous node for which there
exists a path to the periphery of the graph consisting only of white (background) edges. Such a node
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is, by definition, on the outside border of a foreground figure in the scanner’s view. This search may be
conducted in any number of manners [11].
Having found an appropriate starting node, the remaining nodes on the outside border of the same
figure are determined, in order, using a procedure that traces sequences of white edges separating
heterogeneous nodes. The entire procedure is described in Algorithm 2.
Algorithm 2. Given a data set prepared as described,
1. Determine a starting node N by finding a heterogeneous node that is connected to the periphery of the
data set graph by a connected set of white graph edges S. Designate Ncurrent as the current node, and
the edge in S connected to Ncurrent as the current edge Ecurrent.
2. Initialize a border node list, making Ncurrent the first entry. Save Ncurrent as the starting node Nstart.
3. Examine each edge connected to Ncurrent, starting with the current edge Ecurrent and proceeding in a
clockwise manner around Ncurrent. Let Eblack be the first black edge found in this enumeration, and
Enext be the white edge immediately before Eblack in this clockwise enumeration. Let Nnext be the
node at the other end of Enext from Ncurrent.
4. If Nnext is heterogeneous,
4a. If Nnext is the same node as Nstart, the algorithm terminates.
4b. Otherwise, add Nnext to the border node list. Set Ncurrent to Nnext, Ecurrent to Enext and repeat from
Step 3.
5. If Nnext is homogeneous, set Ncurrent to Nnext, Ecurrent to Enext. Set Enext to the first edge counter-
clockwise about the new Ncurrent from the new Ecurrent. Set Nnext to the node at the other end of Enext
from Ncurrent. Repeat from Step 4.
Graphically, the algorithm will leave each heterogeneous node at the clockwise-most edge that is
still outside the figure (white), and will then traverse white (background) edges, “turning right” at each
homogeneous node, until it reaches the next heterogeneous node. This new heterogeneous node will be
added to the list of border points, and the process repeated. The net effect of this algorithm, for a data
set that contains no scan lines intersecting exactly on the boundary of the figure, is to trace a path that
delineates the tightest closed background contour about, but not contacting, the figure, plus edges that
connect this contour to the border of the figure. Fig. 5 shows the set of paths traveled. In this figure, the
bold lines indicate the boundary contour found about the figure, and the fine lines the “rays” (to use the
terminology of [1]) that probe inward from this contour. Note that the contour traced is not necessarily a
simple polygon. In this particular data set, the polygon self-intersects at two nodes (indicated by arrows
in the figure, and artificially separated to better illustrate the contour). This represents no problem to
the algorithm, since, under such conditions, the entry edge provides the necessary context to determine
the exit edge. Fig. 6 shows the resulting set of heterogeneous nodes collected while tracing around the
boundary of the figure, and the “raw polygon contour” that results when they are connected in order.
This ordered set of nodes is the actual goal of Algorithm 2, since they can then be processed as described
earlier to reconstruct the figure.
It is straightforward to show [11] that Algorithm 2 will always trace a contour around the figure.
Further, this algorithm will visit every heterogeneous node that is within the contour and that can be
reached from the contour via a white-edge-only path. These nodes will be visited in the order in which
they appear in a clockwise traversal of the figure boundary.
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Fig. 5. Results of Algorithm 2.
This results in the following theorem.
Theorem 9. Any simple polygon which has all edge lengths greater than 2dmax, at least one edge with
length greater than or equal to 3dmax, and for which all heterogeneous nodes have a white-only path to
the periphery of the data set will be properly reconstructed by the application of Algorithms 2 and 1.
This follows from Theorem 8, and the fact that, under the stated conditions, Algorithm 2 will visit each
heterogeneous node along the border in order.
The difficult-to-evaluate condition in Theorem 9 is whether or not all the heterogeneous nodes resulting
from the application of an arbitrary dmax scan pattern to a target polygon with have an all-white path to
the periphery. This issue will be discussed at length in Section 6.
5.3. Scenes with multiple polygons
If the scene contains multiple polygons, the second and subsequent polygon may be reconstructed by
repeating the process of finding a new heterogeneous node not in a previously-reconstructed figure and
then tracing its boundary. Algorithm 2 will, however, fail to separate polygons if there is no continuous
white contour separating them. This can occur when the polygons are separated by a distance less than
dmax, since there is no guarantee that a scan line will pass between them. Conversely, if the two polygons
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Fig. 6. Heterogeneous points collected by Algorithm 2.
are separated by a distance greater than dmax, the two polygons must be separated by a white contour by
Lemma 5. This results in the following theorem.
Theorem 10 (Separability theorem). In a scene with multiple polygons, successive applications of
Algorithms 2 and 1 will properly separate and reconstruct the polygons providing that the closest point
of approach between any pair of polygons is strictly greater than dmax.
5.4. Reconstruction of polygons with holes
When a polygon contains holes, reconstruction is performed from the outside in. The procedure used
in the previous section is used to reconstruct the outer border of the polygon. Once this has been
done, the reconstructed polygon’s edges are added to the graph as black edges. Within this area, the
algorithm of the previous section can be used to locate and find the boundary points of any contained
“hole”. The only change is that the colors must be inverted, making white the foreground and black
the background. As before, a closed contour around any interior holes is guaranteed by the presence of
the closed (black) contour represented by the previously-reconstructed polygonal border. Note that, to
be properly reconstructed, the inner polygon is bound by the same restrictions on edge lengths as is the
outer polygon. Similarly, if the minimum distance between any pair of “holes” in a non-simple polygon is
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greater than dmax, there is guaranteed to be a black contour separating each “hole”, and the reconstruction
procedure is guaranteed to properly separate them.
Theorem 11 (Reconstruction of polygons with holes). A polygon with holes is reconstructible by
Algorithms 2 and 1 if and only if the exterior contour of the polygon is reconstructible, each of the
holes is independently reconstructible, and the minimum distance between any pair of holes is greater
than dmax.
6. Implications of polygon shape
Algorithm 2 will properly reconstruct many, but not all, polygons that meet the minimum sampling
requirements. The critical issue is whether or not this algorithm will, in fact, visit all, or at least enough
of, the boundary points for a polygon. Let us term any boundary point of a polygon which Algorithm 2
will visit as a reachable point. Similarly, let us term any edge which Algorithm 2 will visit n times, i.e.,
having n reachable boundary points, as being n-times reachable. We can therefore, restate Theorem 9 as
indicating that if all edges of a polygon are twice reachable, and at least one edge is three-times reachable,
then Algorithms 2 and 1 will successfully reconstruct that polygon.
6.1. Convex polygons
Convex polygons meeting our sampling requirements are always reconstructible.
Theorem 12. Any convex polygon with all edge lengths greater than 2dmax and at least one edge greater
than or equal to 3dmax is reconstructible.
Proof. Recall that Algorithm 2 will traverse the smallest closed background contour about a polygon,
and every background edge inside of and connected to the contour.
Any scan line intersecting a convex polygon intersects the polygon’s contour exactly twice and is
divided into three segments – two open segments proceeding from the boundary of the polygon outward,
and a closed segment joining the two intersection points. The two open segments must intersect any
closed contour surrounding the convex polygon. Algorithm 2 will therefore traverse both of these open
segments, and will thus reach each of the points at which the scan intersects the contour. Given the
minimum edge lengths stated, there will therefore be enough points for Algorithm 1 to reconstruct the
polygon. 2
6.2. Non-convex polygons
For non-convex polygons, no such guarantees exist. Concavities in the polygon may defeat
Algorithm 2, because scan segments in the concavity may become isolated from those outside it.
Concavities may be loosely divided into two types. A lagoon-type concavity is illustrated in Fig. 7.
In this figure, the opening to the concavity is sufficiently narrow that no scan line passes through it.
Thus, although all the edges of the polygon are sufficiently sampled, the white segments representing
background area are divided into two disjoint sets, those inside the concavity and those outside it.
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Fig. 7. Polygon with isolated concavity.
A fissure-type concavity is illustrated in Fig. 8. In this case, not only are the white segments within
the concavity isolated from those without, they are all isolated from one another.
In each of these cases, Algorithm 2 will fail to reconstruct the entire perimeter of the polygon. Instead,
it will “jump over” the entrance to the concavity, thus reconstructing the data set as a square, rather than
in its true form.
In contrast, consider the polygon in Fig. 9. This polygon also has an isolated scan, as indicated
by the arrow. Despite this, it is apparent that the scan segments are sufficiently connected to permit
reconstruction.
Informally, the opening to the concavity in the polygon in Fig. 9 is large, and the interior dimensions
are also large (both with respect to dmax). Thus, all the edges of the polygon are at least twice-reachable,
even those within the concavity. When Algorithm 1 is applied to the point set collected in such a case,
it will be found that the edges so reconstructed will pass through the additional heterogeneous nodes not
visited by Algorithm 2. An extended reconstruction algorithm then simply groups these nodes with those
found by Algorithm 2 and proceeds. The polygon in Fig. 7, on the other hand, has a narrow opening to
the concavity, and the concavity in Fig. 8 is itself narrow, resulting in unreachable edges.
Clearly, the reachability of the edges in a concavity is governed by the relationship between the
dimensions of the concavity and dmax. We desire, therefore, to determine a set of criteria that can be
applied to non-convex polygons to determine whether or not they are reconstructible.
We propose the following as sufficient.
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Fig. 8. Polygon with fissure.
Proposition 13. A polygon P is reconstructible by Algorithms 2 and 1 if all its edges are strictly greater
than 4dmax in length, and the smallest exterior chord of the polygon is at least 4dmax in length.
In this proposition, we define a chord as a segment connecting a vertex of the polygon with any point
on an edge of that polygon, and an exterior chord as a chord that is completely outside the polygon
except for its endpoints. For the purposes of this proposition, a segment coincident with a polygon edge
is considered to fall within the polygon.
Let us first consider the case shown in Fig. 7. The segments within the concavity are isolated from
those on the outside of the polygon because the no scan line passed through the entrance to the “lagoon”.
From Lemma 5 we know that if the entrance to the lagoon is greater than dmax, then there will always
be at least one scan line passing through it. Conversely, if the entrance is less than or equal to dmax, then
there is the possibility that no scan line passes through.
For Fig. 7, a vertex-to-vertex measurement suffices to determine the critical dimension on the
concavity. It is possible, however, to construct concavities in which the narrowest point is between a
vertex and a non-vertex edge point. This is why we have defined the term chord to refer to any segment
that connects a vertex of the polygon to any point on an edge of the polygon. The lengths of chords that
cross concavities can therefore be used as a measurement criteria. We cannot, however, rely on a simple
minimum chord measurement, since the smallest chord in the polygon may not be across a concavity,
but may rather cut across a narrow “neck” in the polygon. This is overcome by modifying our criteria to
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Fig. 9. Polygon with reachable concavity.
the measurement of the smallest exterior chord, that is, the shortest chord which does not intersect the
polygon at any point other than its endpoints.
Thus, we have the following result.
Lemma 14. Edges within a concavity are guaranteed reachable only if the concavity has no exterior
chord less than dmax in length.
Lemma 14 is necessary, but not sufficient, because it only handles reachability issues arising from
polygon edges that do not share a vertex. Consecutive edges in a polygon experience an additional effect
that reduces the reachability of these edges. This is illustrated in Fig. 10. In this polygon, the entrance
to the fissure is wider than dmax, and the minimum exterior chord is also greater than dmax, but the
fissure rapidly narrows. As a result, although the edges along the fissure may be significantly longer than
3dmax, most of the nodes on these edges may not be reachable by Algorithm 2, since it is likely that the
corresponding scan segments will be isolated. Thus, the acute angle between the two segments results
in each segment “blocking” much of the adjacent segment, resulting in a “reachable” portion of the
segments well below the required 2dmax dimension. Even obtuse exterior angles will exhibit this effect
to a certain degree. We therefore need an additional test to determine how much of an edge is actually
reachable.
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Fig. 10. Polygon with fissure.
Given a pair of edges with an included exterior angle α, it can be shown that the maximum distance to







b= dmax, pi2 6 α < pi. (2)
If α > pi , the exterior angle is not concave, and no “blocking” occurs.
This leads us to the following theorem.
Theorem 15. A polygon that satisfies all the following conditions is reconstructible by Algorithm 2.
(1) All edges in the polygon are strictly longer than 2dmax.
(2) All exterior chords on the polygon must be at least dmax in length.
(3) Both edges adjacent to any exterior concave angle α must satisfy the requirement
L> 2dmax + dmax
sinα
, for α < pi
2
,
L > 3dmax, for pi2 6 α < pi.
(4) The polygon contains at least one edge equal to or longer than 3dmax which falls on the convex
hull of the polygon, or at least one edge adjacent to an exterior concave angle α that satisfies the
requirement









6 α < pi.
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Proof. (1) All the polygon edges must be at least 2dmax in length to guarantee 2 samples per edge.
(2) By Lemma 14, no edge in a polygon satisfying this set of condition is blocked from reachability
by any non-adjacent edge.
(3) If we subtract the maximum “blocked” portion of an edge, based on Eqs. (1) and (2), the remainder
is guaranteed to exceed 2dmax, thus guaranteeing that the edge is twice-reachable.
(4) Similarly, a polygon satisfying either of these requirements has at least one edge that is three-times
reachable.
Thus, any polygon that satisfies all these conditions has all its edges twice reachable, and at least one
three-times-reachable edge, and is therefore reconstructible by Algorithms 2 and 1. 2
Theorem 15, while complete, is rather complex. In particular, the set of measurements required
involves detailed relationships between edges and angles. It would be useful, therefore, to derive a
simpler, more concise, if perhaps slightly weaker, set of requirements. At this point, we return to
Proposition 13, and state it as a theorem.
Theorem 16. A polygon P is reconstructible if all its edges are strictly greater than 4dmax in length, and
the smallest exterior chord of the polygon is at least 4dmax in length.
By requiring the minimum edge and exterior chord lengths to be at least 4dmax, it can be shown that
the minimum unblocked portion of each edge of the polygon is at least 3dmax. Each edge is thus at least
thrice-reachable, which clearly exceeds our minimum requirements. Further,
Theorem 17. A polygon P is reconstructible if all its edges are strictly greater than 3dmax in length, the
smallest exterior chord of the polygon is at least 3dmax in length, and at least one edge of the polygon
falls along the convex hull of the polygon.
The proof for this theorem proceeds along the same line as that for Theorem 16, except that each
edge in a concavity is guaranteed at least twice-reachable. Because all nodes on a convex polygon are
reachable all nodes on the edge that falls along the convex hull of P are reachable. Being longer than
3dmax, this edge is thus three-times-reachable. Thus, again, the requirements of Theorem 9, are satisfied
and the polygon is reconstructible.
Note that Theorem 16 is necessarily more restrictive that Theorem 17 because of the need to ensure that
at least one edge of the polygon is three-times-reachable, thus providing a starting point for Algorithm 2.
Star-shaped polygons may have all edges at least partially blocked, and thus may require longer edges to
meet this requirement than polygons which are at least partially convex.
Note also that Theorems 15–17 are sufficient, but not necessary. There exist polygons which fail to
meet these criteria, but which are still reconstructible by Algorithm 2 or by variants of it. The polygon
of Fig. 7, for example, can be reconstructed iteratively – the convex hull of the polygon is reconstructed
first, then the concavity as a “hole”. The true shape is then determined by observing that the two polygons
intersect. Tightening the conditions under which a direct application of Algorithm 2 suffices, and deriving
necessary and sufficient conditions for iterated reconstructions remain open problems at this time.
K.D. Hunter, T. Pavlidis / Computational Geometry 14 (1999) 221–240 239
7. Conclusions and further work
We have described a powerful probing model based on a two-dimensional laser scanning system,
and demonstrated its ability to reconstruct a large class of convex and non-convex polygons, scenes
of multiple polygons, and polygons with holes. For a scanning system that achieves a scan pattern
with maximum diameter dmax, we have derived several sets of sufficient conditions for evaluating the
reconstructibility of a polygon using our procedure. Specifically, a polygon is reconstructible if one of
the following three conditions apply:
(1) The polygon is convex, the shortest edge is longer than 2dmax and the longest edge is at least 3dmax
in length.
(2) All edges of the polygon are longer than 4dmax and the shortest exterior chord of the polygon is at
least 4dmax.
(3) At least one edge of the polygon falls along the convex hull of the polygon, all edges of the polygon
are longer than 3dmax and the shortest exterior chord of the polygon is at least 3dmax.
A scene of multiple polygons is reconstructible if each of the individual polygons is reconstructible and
the closest point of approach between any pair of polygons is greater than dmax. Polygons with holes are
reconstructible provided that both the exterior perimeter of the polygon is reconstructible and the scene
of polygons representing the set of holes is reconstructible.
This paper assumes that, although the exact scan path cannot be precisely controlled, it is precisely
known a posteriori. Similarly, it was assumed that the position of edge crossings of the target polygons
were known with arbitrary precision. In any practical system, due to both noise and inherent uncertainty
in measurement, there would be errors in both the measured scan paths and the edge crossing positions.
It is possible to derive heuristic algorithms to do approximate reconstructions under these conditions,
however this topic is beyond the scope of this paper. The interested reader is referred to [11] for a
treatment of this topic.
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