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Abstract
In this paper we investigate the long term behavior of a stochastic lattice dy-
namical system with a diffusive nearest neighbor interaction, a dissipative non-
linear reaction term, and a different multiplicative white noise at each node.
We prove that this stochastic lattice equation generates a random dynamical
system that possesses a global random attractor. In particular, we first establish
an existence theorem for weak solutions to general random evolution equations,
which is later applied to the specific stochastic lattice system to show that it
has weak solutions and the solutions generate a random dynamical system. We
then prove the existence of a random attractor of the underlying random dy-
namical system by constructing a random compact absorbing set and using an
embedding theorem. The major novelty of this work is that we consider a dif-
ferent multiplicative white noise term at each different node, which significantly
improves the previous results in the literature where the same multiplicative
noise was considered at all the nodes. As a consequence, the techniques used in
the existing literature are not applicable here and a new methodology has to be
developed to study such systems.
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1. Introduction
It is well known that stochastic lattice differential equations arise naturally in
a wide variety of applications where the spatial structure has a discrete charac-
ter and uncertainties or random influences, called noises, are taken into account.
The lattice differential equations have been used to model systems such as cellu-
lar neural networks with applications to image processing, pattern recognition,
and brain science (see [1] and references therein). They are also used to model
the propagation of pulses in myelinated axons where the membrane is excitable
only at spatially discrete sites, in which case ui represents the potential at the
i-th active site (see e.g., [2, 3]). Lattice differential equations can also be found
in chemical reaction theory (see e.g., [4, 5]). In the absence of noise, many works
have been done on various aspects of solutions to deterministic lattice dynam-
ical systems. We refer the readers to [6, 7] and references therein for traveling
waves, and [8, 9] and references therein for the chaotic properties of solutions.
In this paper we will investigate the long term behavior for the following
stochastic lattice differential equation with diffusive nearest neighbor interac-
tion, a dissipative nonlinear reaction term and a different multiplicative white
noise at each node:
dui(t) = [ρ(ui−1 − 2ui + ui+1)− fi(ui) + gi]dt+ σiui ◦ dwi(t), i ∈ Z, (1.1)
where Z denotes the integer set, u = (ui)i∈Z ∈ ℓ2 := {(ui)i∈Z :
∑
i∈Z u
2
i < ∞},
g = (gi)i∈Z ∈ ℓ2, ρ and σi are positive constants, fi is a smooth function satisfy-
ing proper dissipative conditions, and wi’s are mutually independent Brownian
motions. Here ◦ denotes the Stratonovich sense of the stochastic term.
The study of global random attractors was initiated by Ruelle [10]. The fun-
damental theory of global random attractors for stochastic partial differential
equations was developed by Crauel and Flandoli [11], Flandoli and Schmalfuss
[12], Imkeller and Schmalfuss [13], Schmalfuss [14] amongst others. Due to the
unbounded fluctuations in the systems caused by the white noise, the concept
of global pullback/random attractor was introduced to capture the essential dy-
namics with possibly extremely wide fluctuations. This is significantly different
from the deterministic case.
The existence of a global attractor for the deterministic counterpart of (1.1)
was established in [15]. For stochastic lattice dynamical systems with additive
or multiplicative noise, the existence of global random attractors has been in-
tensively analyzed in the recent literature (see e.g., Bates et al. [16], Caraballo
et al. [17, 18], Caraballo and Lu [19], Han [20], Han et al. [21], amongst others).
We emphasize that in the studies of stochastic lattice systems with multiplica-
tive noise up to date, only a finite number of Wiener process is considered in
each equation, being the same in all the equations, while the multiplicative noise
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considered here in Equation (1.1) is different at each node. This can be the re-
sult of an environmental effect on the whole domain of the system, either on
each equation of the lattice (additive noise case) [16] or in some parameters
of the model (multiplicative noise case). To be more precise, and focus on the
multiplicative case, let us recall that in some previous lattice models analyzed
in the existing literature, the term which is responsible for the dissipative char-
acter of the problem is sometimes split into two terms, one of which is linear.
For that reason, the deterministic counterpart of our model (1.1) is given as
(see, e.g. Caraballo and Lu [19])
dui(t) = [ρ(ui−1 − 2ui + ui+1)− λiui − f˜i(ui) + gi]dt, i ∈ Z.
Assuming now that the environmental effect produces a perturbation in the
parameter λi in such a way that it becomes λi − σiw˙i at each node i ∈ Z, then
our stochastically perturbed lattice becomes
dui(t) = [ρ(ui−1 − 2ui + ui+1)− λiui − f˜i(ui) + gi]dt+ σiui ◦ dwi(t), i ∈ Z,
which is precisely the model we are interested in, if we denote fi(ui) = λiui +
f˜i(ui).
In the present paper we will prove the existence of a global random attractor
for the infinite dimensional random dynamical system generated by the stochas-
tic lattice differential equation (1.1). An interesting feature of this structure is
that, even though the spatial domain is unbounded and the solution operator is
not smooth or compact, unlike parabolic type of partial differential equations on
bounded domains, bounded sets of initial data converge in the pullback sense,
under the forward flow to a random compact invariant set. It is worth men-
tioning again that the noise involved in the system is multiplicative, and more
importantly, different at each node. We put emphasis again on this comment
because, to the best of our knowledge, such systems have not been considered
in the literature although they are fully justified by physical intuitions. More
precisely, all the papers published on this topic to date consider at most a finite
sum of noise in each node which means that the noise term is essentially the
same at all the nodes.
In previous studies in the literature, the stochastic systems are first rewrit-
ten as a stochastic differential equation in the Hilbert space ℓ2, then a suitable
change of variable, involving usually an Ornstein-Uhlenbeck process, is per-
formed in order to transform the stochastic equation into a random differential
equation in ℓ2. This has subsequently become a standard way of formalization
(see e.g. [19, 18, 21]). However, due to the appearance of the infinitely many
noise terms, this scheme cannot be applied to handle our problem and hence a
new methodology is ought to be developed.
Unlike the previously described technique, we will perform a change of vari-
able first to transform the stochastic lattice system (1.1) into a random lattice
system. We then prove that the random dynamical system generated by the
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resulting random lattice system possesses a global random attractor. The exis-
tence of global random attractors for the original stochastic lattice system can
be obtained once it can be shown that the random dynamical system generated
by the transformed equation is conjugated with the original one in the same
space of sequences ℓ2.
After the transformation, we need to formulate the random lattice system as
an abstract evolution equation in a Gelfand triple of Hilbert spaces formed by
sequences. Instead of carrying out our analysis working only for our particular
random lattice system, we will first develop an abstract theory for the existence
of weak solutions1 to general random differential equations defined in a Gelfand
triple of Hilbert spaces. Then we will apply it to our lattice model as a particular
example. For this reason the goal of this paper is two-fold:
1. proving a general theorem on the existence and uniqueness of weak solu-
tions for random differential equations in Hilbert spaces;
2. proving, as a special application, that our stochastic lattice model (1.1)
generates, after a suitable change of variable, a random dynamical system
which possesses a global random attractor.
It is worth mentioning that the existence of the global random attractor for
(1.1) is done by proving that the random dynamical system generated by (1.1)
possesses a random compact absorbing set and taking benefit of the compact
injections of the sequence of Hilbert spaces. In this way we avoid the calcula-
tion of uniform estimates on the tails of the solutions, as it has been done in
all previous published works on this topic in order to prove either asymptotic
compactness [19] or asymptotic nullness [21].
The rest of the paper is organized as follows. In Section 2, we introduce basic
concepts concerning random dynamical systems and global random attractors.
In Section 3, we perform a transformation which allows us to rewrite our lattice
system as a random lattice system without white noise, which can be eventually
written as an evolution equation in some appropriate Hilbert spaces. Section
4 is devoted to establishing the existence and uniqueness of weak solutions
for general abstract random evolution equations, which will be used later to
prove that (1.1) generates an infinite dimensional random dynamical system.
The existence of the global random attractor for (1.1) is finally established in
Section 5. Some closing remarks will be given in Section 6.
2. Preliminaries on random dynamical systems
We recall in this section some of the basic concepts related to random dy-
namical systems and the concept of random attractors (see [23], [24] and [12]
for more details).
1The term “weak solution” throughout this paper refers to the weak solution in the PDE
(partial differential equation) context, instead of the weak solution in the SDE (stochastic
differential equation) context (see, e.g. [22]).
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Let (H, ‖·‖H) be a separable Banach space and (Ω,F ,P) a probability space.
Definition 2.1.
(
Ω,F ,P, (θt)t∈R
)
is called a metric dynamical system, if
(i) θ : R× Ω→ Ω is (B(R)⊗F ,F)-measurable,
(ii) θ0 is the identity on Ω,
(iii) θs+t = θt ◦ θs for all s, t ∈ R,
(iv) θtP = P for all t ∈ R.
Consider the probability space (Ω,F ,P) = (C0,B(C0),P), where
C0 = {ω ∈ C(R,R) : ω(0) = 0}
endowed with the compact open topology (see [23], Appendix A.2 and A.3), P
is the corresponding Wiener measure on the Borel σ-algebra B(C0). Let
θtω(·) = ω (·+ t)− ω (t) , t ∈ R,
then (C0,B(C0),P, (θt)t∈R) is a metric dynamical system.
Definition 2.2. A stochastic process ϕ(t) is called a continuous random
dynamical system over
(
Ω,F ,P, (θt)t∈R
)
if ϕ is (B[0,∞)×F×B(H),B(H))-
measurable, and for all ω ∈ Ω
(i) the mapping ϕ(t, ω, ·) : H → H is continuous for (t, ω) ∈ R+ × Ω,
(ii) ϕ(0, ω, ·) is the identity on H,
(iii) ϕ(s+ t, ω, ·) = ϕ(t, θsω, ·) ◦ ϕ(s, ω, ·) for all s, t ≥ 0 (cocycle property).
It is known that finite dimensional stochastic differential equations generate
random dynamical systems (see Arnold [23] Chapter 1), but this is not neces-
sarily true in general for infinite dimensional equations. However, for particular
types of noise, as in our case, this can be achieved applying a suitable change
of variable.
Definition 2.3. A set-valued map A : Ω → 2H \ ∅, ω 7→ A(ω), where A(ω)
is closed for all ω ∈ Ω, is called a random set if for each x ∈ H the map
ω 7→dist(x,A(ω)) is measurable.
Definition 2.4. A random bounded set B(ω) ⊂ H is called tempered with
respect to (θt)t∈R if for ω ∈ Ω
lim
t→±∞
log+ d(B(θ−tω))
|t|
= 0 ,
where d(B) = sup
x∈B
‖x‖H .
Now consider a continuous random dynamical system ϕ over (Ω,F ,P, (θt)t∈R)
and let D denote the collection of random tempered sets in H .
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Definition 2.5. A random set K ∈ D is called an absorbing set in D if for
B ∈ D and ω ∈ Ω there exists tB(ω) > 0 such that
ϕ(t, θ−tω,B(θ−tω)) ⊂ K(ω) for all t ≥ tB(ω).
Definition 2.6. A random set A is called a global random D attractor
(pullback D attractor) for ϕ if the following hold:
(A1) A ∈ D, A(ω) is compact set for ω ∈ Ω;
(A2) A is strictly invariant, i.e. for ω ∈ Ω and all t ≥ 0 it holds
ϕ(t, ω,A(ω)) = A(θtω);
(A3) A attracts all sets in D, i.e., for all B ∈ D and a.e. ω ∈ Ω it holds
lim
t→∞
d(ϕ(t, θ−tω,B(θ−tω)),A(ω)) = 0,
where d(X,Y ) = sup
x∈X
inf
y∈Y
‖x − y‖H is the Hausdorff semi-metric (here
X ⊂ H,Y ⊂ H).
The collection D is usually called the domain of attraction of A.
Often it is enough to assume that the items (A1) - (A3) only hold for ω ∈ Ω˜,
where Ω˜ ∈ F is of full P measure and (θt)t∈R–invariant, i.e., θtΩ˜ = Ω˜ for all
t ∈ R.
The next proposition is an abstract result on the existence of global random
attractor for a continuous random dynamical system. Although there are dif-
ferent versions of sufficient conditions ensuring the existence of global random
attractors, the following one fits our purpose in this work, see [12].
Proposition 2.7. Let ϕ(t) be a continuous random dynamical system over (Ω,
F , P, (θt)t∈R). Suppose that ϕ(t) has a random absorbing set K ∈ D, K(ω)
compact for ω ∈ Ω, then ϕ possesses a D-random attractor A given by
A(ω) =
⋂
τ≥0
⋃
t≥τ
ϕ(t, θ−tω,K(θ−tω)).
Moreover, A is unique in D.
3. Mathematical preparation
Our goal is to study the global random attractor for the random dynamical
system generated by (1.1). To this end we will first transform the stochastic lat-
tice equation (1.1) containing white noise terms into a random lattice equation
without white noise terms but with random coefficients, which can be written
as a random evolution equation eventually. We will then investigate the random
attractor for the resulting random evolution equation.
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A finite version of system (1.1) as follows
dui(t)
dt
= ρ(ui−1 − 2ui + ui+1)− fi(ui) + gi +
N∑
j=1
σjui ◦
dwj(t)
dt
, i ∈ Z (3.1)
has been analyzed in [19], for a finite sum of noises in each node, which in
principle is equivalent to the system with the same noise at all nodes. A similar
version to (3.1) was later studied in [21] by using weighted spaces.
Note that in [19], [21] and any other existing work of stochastic lattice sys-
tems with single or a finite sum of noise at all nodes, the system can be refor-
mulated as a stochastic equation in the (regular or weighted) space of infinite
sequences, before the change of variable process transforming the stochastic
equation into a random equation. However, due to the infinite number of noises
in this problem, we have to perform the change of variables to (1.1) before for-
mulating it as an evolution equation in appropriate spaces of infinite sequences.
In doing so, we will obtain some operators which depend now on the random
variable ω and which are not defined on the whole ℓ2, their domains being a
subspace of ℓ2. As a consequence, the techniques used in [19], [21] and other
existing works are not applicable to our problem in this work.
At this point, we will proceed with the transformation from a stochastic to
a random system in a heuristic way without imposing any specific assumptions
on the functions fi, gi in (1.1). Later we will investigate appropriate conditions
on fi and gi to ensure the existence of a global random attractor.
Let P = (C0,B(C0),P) be a Wiener space. We consider the product space
(Ω,F ,P) := ΠiP defined in the usual way. In particular, because C0 is a Polish
space, F is generated by the product topology of C0 (see Kallenberg [25], Page
2). Note that Ω is a Fre´chet–space where the convergence in this space is
the component–wise convergence (point–wise convergence). Let us extend the
Wiener–shift from R× C0 to R× Ω by
θtω = (· · · , θtωi, · · · ), Ω ∋ ω = (ωi)i∈Z.
Note that
t 7→ θtωi is continuous for any ωi ∈ C0,
ωi 7→ θtωi is continuous for any t ∈ R,
which gives the continuity (measurability) of the mappings θt· on Ω with respect
to the metric of the Fre´chet–space and θ·ω on R. We obtain by Aliprantis and
Border [26, Lemma 4.51, Page 153] the measurability of
θ : (R× Ω,B(R× Ω)) = (R× Ω,B(R)⊗F)→ (Ω,F).
The measures P obtained by the projections of P to B(C0) are still θ–ergodic.
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For each i ∈ Z we consider
zi(θtω) = −σi
∫ 0
−∞
eτθtωi(τ)dτ, t ∈ R, ω ∈ Ω.
Note that each zi(θtω) is an Ornstein-Uhlenbeck process on (Ω,F ,P, (θt)t∈R)
and solves the following Langevin equation (see, e.g., Caraballo et al. [27])
dzi = − zi dt+ σidwi(t). (3.2)
where wi(t)(ω) = wi(t, ω) = ωi(t) for any ω ∈ Ω and t ∈ R. Moreover, by a
similar statement to that provided in [27] we have the following result.
Lemma 3.1. There exists a {θt}t∈R-invariant subset Ω˜ ∈ F of Ω of full measure
such that for any ω ∈ Ω˜
1. For each i ∈ Z,
lim
t→±∞
|ωi(t)|
t
= 0;
2. For each i ∈ Z the random variable given by
zi(ω) := −σi
∫ 0
−∞
eτωi(τ)dτ
is well defined, and the mapping
(t, ω)→ zi(θtω) = −σi
∫ 0
−∞
eτθtωi(τ)dτ
= −σi
∫ 0
−∞
eτωi(t+ τ)dτ + σiωi(t)
is a stationary solution of (3.2) with continuous trajectories;
3. For each i ∈ Z
lim
t→±∞
|zi(θtω)|
|t|
= 0,
lim
t→±∞
1
t
∫ t
0
zi(θτω)dτ = 0,
lim
t→±∞
1
t
∫ t
0
|zi(θτω)|dτ = E|zi| <∞.
Remark 3.2. In the sequel we will consider θ defined as in (2) on Ω˜ instead of
Ω. This mapping possesses the same properties as the original one if we choose
for F the trace σ-algebra with respect to Ω˜ denoted also by F .
For each ui (i ∈ Z) satisfying (1.1), we perform the following change of
variables
vi(t) = e
−zi(θtω)ui(t), i ∈ Z.
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Then the equations for vi (i ∈ Z) read
dvi
dt
= ρ
(
ezi−1(θtω)−zi(θtω)vi−1 − 2vi + e
zi+1(θtω)−zi(θtω)vi+1
)
(3.3)
+zi(θtω)vi + gie
−zi(θtω) − e−zi(θtω)fi(e
zi(θtω)vi),
with initial condition vi(0) = v
0
i ∈ R such that v(0) := (v
0
i )i∈Z = ν0 ∈ ℓ
2.
Our goal is to justify that the lattice equations (3.3) can be reformulated
as an abstract random evolution equation over an Gelfand evolution triplet
V ⊂ H ⊂ V ′, where H is a separable Hilbert space, V a separable Banach space
with dense and compact embedding V ⊂ H , and V ′ denotes the dual space of
V . For this purpose we will formulate an abstract random evolution equation
in the next section, such that the conditions we impose for the lattice-system
(3.3) can be fit to the coefficients of this abstract system. We will then show the
existence of weak solutions to the evolution equation, and prove in addition that
this solution generates a random dynamical system under certain assumptions.
Remark 3.3. It is nontrivial to prove that the transformation from (1.1) to
(3.3) is a conjugation for random dynamical systems. According to the existing
results in the literature, to prove that the transformation generates conjugated
random dynamical systems, we should verify assumptions such as in Caraballo
and Lu [19, Lemma 2.3]. In particular, we need to check that the mapping
T (·, ·) : Ω× ℓ2 → ℓ2 defined as
T (ω, u) = (e−zi(ω)ui)i∈Z
is a homeomorphism in ℓ2 for each fixed ω ∈ Ω. At this point, without proving
the conjugation property, we will consider a new technique based on Gelfand
triple, which allows us to prove the existence of random attractors for equation
(3.3).
4. Weak solutions to general random evolution equations
In this section, we will state and prove an existence theorem for weak solu-
tions to general random evolution equations with particular type of operators
and study the random dynamical systems generated by the weak solutions.
Let H be a separable Hilbert space equipped with the inner product (·, ·)
and the norm ‖ · ‖. Let V be a dense subspace of H with the inner product
(·, ·)V and the norm ‖·‖V , and assume that V is given a topological vector space
structure for which the inclusion map is continuous. Then the triplet (V,H, V ′)
forms a rigged Hilbert space where V ′ is the dual space of V equipped with the
norm ‖ · ‖V ′ . Let 〈·, ·〉 denote the duality map between V and V ′. Then the
duality map is compatible with the inner product on H , in the sense that
〈u, v〉 = (u, v), ∀u ∈ V ⊂ H, v ∈ H = H ′ ⊂ V ′.
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Let (ek)k∈N ∈ H be a complete orthonormal basis of H , and consider a
sequence of finite dimensional linear subspaces Hn ⊂ Hn+1 ⊂ V ⊂ H given by
Hn = span{e1, · · · , en}.
Define the projection πn : V → Hn by
πn· =
n∑
j=1
(·, ej)ej , (4.1)
then πn : H → Hn is an orthonormal projection. We assume that
⋃
n
Hn
H
= H,
⋃
n
Hn
V
= V,
where · H and · V denote the closure in the norm topology of H and V , re-
spectively. πn can be extended to V
′.
We define a linear continuous operator A : V → V ′ such that:
〈Av, v〉 ≥ α‖v‖2V , ‖Av‖V ′ ≤ α
′‖v‖, ∀v ∈ V. (4.2)
We will investigate the following evolution system in a weak sense:
dv(t)
dt
+Av(t) = F (θtω, v(t)) +G(θtω), v(0) = ν0 ∈ H. (4.3)
Definition 4.1. An element v ∈ L2(0, T ;V ) with weak derivative dv
dt
∈ L2(0, T ;V ′)
is called a weak solution to (4.3) if for any ξ ∈ V and any φ ∈ C∞0 (0, T )
−
∫ T
0
(v(t), ξ)φ′(t)dt = −
∫ T
0
〈Av(t), ξ〉φ(t)dt
+
∫ T
0
〈F (θtω, v(t)) +G(θtω), ξ〉φ(t)dt.
To prove the existence of a weak solution to (4.3), we impose the following
standing assumptions for the mappings F : Ω× V → V ′ and G : Ω→ V ′:
(F1) (ω, t) 7→ 〈F (ω, v(t)), ξ〉 is measurable for all v ∈ L2(0, T ;V ) and ξ ∈ V ,
and for every ω ∈ Ω, φ ∈ C∞0 (0, T ), ξ ∈ ∪m∈NH
m, and any sequence v(n)
such that
v(n) → v strongly in L2 (0, T ;H) ,
we have
lim
n→∞
∫ T
0
〈F (θtω, v
(n)(t)), ξ〉φ(t)dt =
∫ T
0
〈F (θtω, v(t)), ξ〉φ(t)dt.
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(F2) Linear boundedness with respect to the V ′-norm:
‖F (ω, v)‖2V ′ ≤ C1(ω) + C2(ω)‖v‖
2
H + C3‖v‖
2
V
〈F (ω, v), v〉 ≤ K1(ω) +K2(ω)‖v‖
2
H +
α
2
‖v‖2V
for any v ∈ V , where t 7→ Cj(θtω), t 7→ Kj(θtω) ∈ L1loc(R), j = 1, 2, for
all ω in a (θt)t∈R–invariant set of full measure, and C3 > 0.
(F3) F is semi-Lipschitz continuous: there exists a positive random variable
M(ω) such that
〈−A(x−y)+F (ω, x)−F (ω, y), x−y〉 ≤M(ω)‖x−y‖2H for any x, y ∈ V,
where t 7→ M(θtω) ∈ L1loc(R) for all ω in a (θt)t∈R–invariant set of full
measure.
(F4) G takes values in V ′, ω 7→ 〈G(ω), ξ〉 is measurable and satisfies
t 7→ ‖G(θtω)‖
2
V ′ ∈ L
1
loc(R)
for all ω in a (θt)t∈R–invariant set of full measure.
The conditions we impose to our coefficients will ensure that v ∈ L2(0, T ;V )
and with a weak derivative in L2(0, T ;V ′). We are ready to state and prove our
main result of this section.
Theorem 4.2. Let A ∈ L(V, V ′) be the linear operator as defined in (4.2), and
assume that F and G satisfy assumptions (F1) - (F4). Then
(i) For any ω in a (θt)t∈R–invariant set of full measure and ν0 ∈ H, Eq. (4.3)
possesses a unique global solution v(t) such that, for any T > 0, we have
v ∈ C([0, T ];H) ∩ L2(0, T ;V ) and its weak derivative dv
dt
∈ L2(0, T ;V ′).
(ii) The solution to (4.3) generates a continuous random dynamical system ϕ.
Proof. (i)-(a). We first prove the uniqueness. Suppose that x(t), y(t) ∈ L2(0, T ;V ),
with weak derivatives dx
dt
, dy
dt
in L2(0, T ;V ′). By Proposition 23.23 in [28], x, y
have a continuous version, i.e., x(t), y(t) ∈ C([0, T ];H). Hence we have by the
positivity of A and assumption (F3) that
‖x(t)− y(t)‖2H = 2
∫ t
0
〈
d
dt
x(τ) −
d
dt
y(τ), x(τ) − y(τ)〉dτ
= −2
∫ t
0
〈A(x(τ) − y(τ)), x(τ) − y(τ)〉dτ
+2
∫ t
0
〈F (θτω, x(τ)〉 − F (θτω, y(τ)), x(τ) − y(τ)〉dτ
≤ 2
∫ t
0
M(θτω)‖x(τ) − y(τ)‖
2
H dτ.
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In particular, the last integral exists by the continuity result. Then, thanks to
the Gronwall lemma, we obtain the continuous dependence, and that x(t) = y(t)
for t ∈ [0, T ] since x(0) = y(0).
(i)-(b) We now prove the compactness of Galerkin approximations. Recall
that {ej} is the orthogonal basis of V and Hn is the subspace of H spanned by
e1, . . ., en. Let v
(n) satisfy the following ordinary differential equation(
dv(n)(t)
dt
, ej
)
= −〈Av(n)(t), ej〉 (4.4)
+〈F (θtω, v
n(t)), ej〉+ 〈G(θtω), ej〉,
v(n)(0) = πnν0, j = 1, · · · , n,
where πn is defined as in (4.1). By the non-regularity of the coefficients we
may consider this equation in integrated form. Then, by the conditions on
the coefficients and taking the sum we obtain a unique local solution, v(n) ∈
C([0, T (n, ω));Hn).
Replacing ej in (4.4) by (v
(n)(t), ej)ej , we obtain
1
2
d
dt
‖v(n)‖2H = −〈Av
(n), v(n)〉+ 〈F (θtω, v
(n)(t)), v(n)〉+ 〈G(θtω), v
(n)〉
≤ −α‖v(n)‖2V + 〈F (θtω, v
(n)(t)), v(n)〉+ 〈G(θtω), v
(n)〉,
and hence
‖v(n)(t)‖2H ≤ ‖πnν0‖
2 − 2α
∫ t
0
‖v(n)(τ)‖2V dτ
+2
∫ t
0
〈F (θτω, v
(n)(τ)), v(n)(τ)〉dτ + 2
∫ t
0
〈G(θτω), v
(n)(τ)〉dτ
≤ ‖πnν0‖
2 − 2α
∫ t
0
‖v(n)(τ)‖2V dτ
+2
∫ t
0
(
K1(θτω) +K2(θτω)‖v
(n)(τ)‖2H +
α
2
‖v(n)(τ)‖2V
)
dτ
+
2
α
∫ t
0
‖G(θτω)‖
2
V ′dτ +
α
2
∫ t
0
‖v(n)(τ)‖2V dτ
= ‖πnν0‖
2 +
2
α
∫ t
0
‖G(θτω)‖
2
V ′dτ + 2
∫ t
0
K1(θτω)dτ
+2
∫ t
0
K2(θτω)‖v
(n)(τ)‖2Hdτ −
α
2
∫ t
0
‖v(n)(τ)‖2V dτ. (4.5)
Applying now the Gronwall lemma to (4.5) we obtain that {v(n)}n∈N is
bounded in the space C([0, T (n, ω));H), and hence can be extended to any
interval [0, T ]. Then applying this boundedness and setting t = T we have
that {v(n)}n∈N is bounded in L
2(0, T ;V ), and straightforwardly bounded in
C([0, T ];H)⊂L∞(0, T ;H).
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In addition, for any 0 ≤ s < t ≤ T , we have
‖v(n)(t)− v(n)(s)‖V ′ ≤
∫ t
s
‖Av(n)(τ)‖V ′dτ +
∫ t
s
‖F (θτω, v
(n)(τ))‖V ′dτ +
∫ t
s
‖G(θτω)‖V ′dτ
≤ α′
∫ t
s
‖v(n)(τ)‖V dτ +
∫ t
s
‖F (θτω, v
(n)(τ))‖V ′dτ +
∫ t
s
‖G(θτω)‖V ′dτ.
Then by assumption (F2), there exists a constant c > 0 independent of n such
that
‖v(n)(t)− v(n)(s)‖V ′ ≤ c(t− s)
1
2
(
‖v(n)‖2L2(0,T ;V ) +
∫ T
0
‖G(θτω)‖
2
V ′dτ
+
∫ T
0
C1(θτω)dτ + ‖v
(n)‖2L∞(0,T ;H)
∫ T
0
C2(θτω)dτ
) 1
2
,
which implies that {v(n)}n∈N is uniformly bounded in C
1
2 ([0, T ];V ′). Collecting
the above results we obtain that for any v(n) satisfying (4.4),
sup
n∈N
{
‖v(n)‖L∞(0,T ;H) + ‖v
(n)‖L2(0,T ;V ) + ‖v
(n)‖
C
1
2 ([0,T ];V ′)
}
<∞.
According to the Dubinskii theorem of compact embedding [29, 30], {v(n)}n∈N
is relatively compact in L2(0, T ;H) ∩ C([0, T ];V ′).
(i)-(c) We now prove that the cluster points of {v(n)}n∈N solve equation (4.3).
First note that by the reflexivity and separability of V , any element from the
set of cluster points is also in L∞(0, T ;H) ∩ L2(0, T ;V ). Then by part (i)-(b),
there exists v such that limn→∞ v
(n) = v (by taking a subsequence if necessary),
with respect to the strong topology of L2(0, T ;H) ∩ C([0, T ];V ′) and the weak
topology of L2(0, T ;V ) and the weak-star topology of L∞(0, T ;H).
Let ξ ∈ ∪m∈NHm. It is clear that ξ ∈ Hm for some m ∈ N. Note that (4.4)
implies for n > m that
−
∫ T
0
(v(n)(t), ξ)φ′(t)dt = −
∫ T
0
〈Av(n)(t), ξ〉φ(t)dt −
∫ T
0
(v(n)(t), ξ)V φ(t)dt
+
∫ T
0
〈F (θtω, v
(n)(t)) +G(θtω), ξ〉φ(t)dt. (4.6)
We next show the convergence of each term in equation (4.6).
Since v(n) converges to v weakly in L2(0, T ;V ), we have that
lim
n→∞
∫ T
0
(v(n)(t), ξ)V φ(t)dt =
∫ T
0
(v(t), ξ)V φ(t)dt. (4.7)
Finally due to assumption (F1), we obtain
lim
n→∞
∫ T
0
〈F (θtω, v
(n)(t))+G(θtω), ξ〉φ(t)dt =
∫ T
0
〈F (θtω, v(t))+G(θtω), ξ〉φ(t)dt.
(4.8)
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Collecting (4.7) to (4.8) and using that ∪m∈NHm is dense in V we obtain that
v is a solution to (4.3). In fact, by the uniqueness proved in (i)-(a), the entire
sequence {v(n)} converges to the solution v of (4.3).
In the next part of the proof we will show that v satisfies the initial condition.
We can also obtain from estimates similar to the above that dv
dt
∈ L2(0, T ;V ′),
so that v ∈ C([0, T ];H).
(ii) By the first part of the proof we have that the entire sequence {v(n)}n∈N
converges to the solution v of (4.3) in the separable Banach space C([0, T ];V ′).
On the other hand, we know that by v ∈ L2(0, T ;V ), dv
dt
∈ L2(0, T ;V ′) we have
that v ∈ C([0, T ];H), so that v(t) ∈ H .
Denote by v(t, ω; ν0) and v
(n)(t, ω; ν
(n)
0 ) the solutions to (4.3) depending on
their parameters. Since
lim
n→∞
v(n)(·, ω; ν
(n)
0 ) = v(·, ω, ν0) in C([0, T ];V
′)
and the mapping qt : C([0, T ];V ′)→ V ′, qtu = u(t), is continuous, we have that
ω 7→ v(t, ω; ν0) is B(V ′)-measurable. In particular
ν0 = v(0, ω, ν0) = lim
n→∞
q0v(·, ω, ν0) ∈ V
′
so v satisfies the initial condition.
Moreover, by the separability of H, V ′ and the reflexivity of H we have
that H∩B(V ′) = B(H) which implies the measurability of ω 7→ v(t, ω, ν0) w.r.t.
B(H). Since v(·, ω; ν0) is continuous we have the measurability of (t, ω) 7→ H by
Aliprantis and Border [26]. Similar to (i)-(a), we see thatH ∋ ν0 7→ v(t, ω; ν0) ∈
H is continuous for any (t, ω). Applying again [26] we see that v is measurable
w.r.t. its arguments.
It then remains to verify the cocycle property, which follows easily from the
uniqueness. In fact, any weak solution v to (4.3) on the interval [τ, τ + s] can
be shifted to [0, s], still being a weak solution to (4.3) with initial condition
v(s) ∈ H if we replace the θtω term in each integral by θt+τω. Let v(·, ω; ν0) be
a weak solution to (4.3) on [0, τ ], vτ (·, θτω; v(τ)) be a weak solution to (4.3) on
[0, s] and vˆ be the concatenation of v and vτ . Then we have for any ξ ∈ V and
φ ∈ C∞0 (0, τ + s),∫ τ+s
0
(vˆ(t, ω; ν0), ξ)φ
′(t)dt
=
∫ τ
0
(v(·, ω; ν0), ξ)φ
′(t)dt+
∫ s
0
(vτ (·, θτω; v(τ)), ξ)φ
′(t)dt
= −
∫ τ+s
0
〈Avˆ(t), ξ〉φ(t)dt +
∫ τ+s
0
〈F (θtω, vˆ(t)) +G(θtω), ξ〉φ(t)dt.
Indeed any φ ∈ C∞0 (0, τ + s) can be approximated in L
2(0, τ + s) by a sequence
{φn}n∈N, φn ∈ C
∞
0 (0, τ + s) and suppφn ∈ (0, τ) ∪ (τ, τ + s).
This completes the proof that the solution to (4.3) generates a continuous
random dynamical system.
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In the next section we will show that the lattice equation (3.3) fits into the
framework of the evolution equation (4.3), and prove that generates a random
dynamical system which possesses a unique global random attractor. It is worth
recalling that the lattice equation (3.3) is only a special case of (4.3), and that
the existence result proved in Theorem 4.2 can be used to handle any system in
the general format of (4.3).
5. Existence of global random attractors for the stochastic lattice
dynamical system
We will now apply the general results proved in Section 4 to our special
lattice equation (3.3). To this end, set
H = ℓ2 = {{ui}i∈Z :
∑
i∈Z
u2i = ‖u‖
2
H <∞},
with inner product
(u, v) =
∑
i∈Z
uivi, for any u, v ∈ H.
Denote by ǫi (i ∈ Z) the element in H with value 1 at position i and 0 for all
other components. Let (λi)i∈Z be a sequence of positive numbers. In particular,
we assume that
i ∈ Z+ 7→ λi is increasing,
i ∈ Z− 7→ λi is decreasing,
and in addition that
∑
i∈Z λ
−1+κ
i < ∞ for some positive κ ∈ (0, 1), which
ensures that
∑
i∈Z λ
−1
i <∞.
Define V to be
V = {u ∈ H :
∑
i∈Z
λiu
2
i := ‖u‖
2
V <∞},
where ‖ · ‖V is associated with the inner product given by
(u, v)V :=
∑
i∈Z
λiuivi, for any u, v ∈ V.
In addition, we define
V ′ = {u = (ui)i∈Z :
∑
i∈Z
λ−1i u
2
i := ‖u‖
2
V ′ <∞},
which is exactly the dual space of V . Then (V,H, V ′) forms a Gelfand triple.
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To fit the lattice equation (3.3) in the framework of the random evolution
equation (4.3), let us define the operator A1 by
A1 = 2ρIdH ,
where IdH is the identity operator of H . Define the operator Γ by
(Γ(ω)v)i = −ρ
(
ezi−1(ω)−zi(ω)vi−1 + e
zi+1(ω)−zi(ω)vi+1
)
, v = (vi)i∈Z. (5.1)
Remark 5.1. Notice that Γ does not generate a bounded linear operator from H
to H. Hence the theory of Banach-space valued ordinary differential equations
does not apply here. We will use the theory of weak solutions to evolution
equations containing unbounded operators to analyze system (3.3).
The following lemma provides some properties of the linear operator Γ.
Lemma 5.2. There exists a (θt)t∈R- invariant set Ω˜ ∈ F of full measure such
that the operator Γ(ω) defined in (5.1) can be considered as a linear operator
Γ(ω) : H → V ′ and satisfies
E‖Γ(ω)‖2L(H,V ′) <∞.
Moreover, the mapping t 7→ ‖Γ(θtω)‖L(H,V ′) ∈ L
2
loc(R) and is measurable. In
addition ω 7→ Γ(ω)v is measurable for all v ∈ V (or v ∈ H).
Proof. For any v ∈ V ,
‖Γ(ω)v‖2V ′ = ρ
2
∑
i∈Z
λ−1i
(
ezi−1−zivi−1 + e
zi+1−zivi+1
)2
≤ 2ρ2
∑
i∈Z
λ−1i
(
e2(zi−1−zi)v2i−1 + e
2(zi+1−zi)v2i+1
)
≤ 2ρ2‖v‖2H ·
(
sup
i∈Z
e2(zi−zi+1)
λi
+ sup
i∈Z
e2(zi−zi−1)
λi
)
,
which implies that
‖Γ(ω)‖L(H,V ′) ≤ 2ρ
2 ·
(
sup
i∈Z
e2(zi−zi+1)
λi
+ sup
i∈Z
e2(zi−zi−1)
λi
)
.
Observe that if zi is N (0, σ2) distributed then 2(zi − zi−1) and 2(zi − zi+1)
are N (0, 8σ2) distributed, and hence E[e2(zi−zi±1)] < ∞. Also note that by∑
i∈Z λ
−1
i <∞, we have
E sup
i∈Z
e2(zi−zi±1)
λi
≤
∑
i∈Z
E
e2(zi−zi±1)
λi
<∞,
which implies that
E‖Γ(ω)‖2L(H,V ′) <∞.
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At the same time we obtain
lim
t→±∞
1
t
∫ t
0
sup
i∈Z
e2(zi(θsω)−zi±1(θsω))
λi
ds = E sup
i∈Z
e2(zi(ω)−zi±1(ω))
λi
<∞,
i.e., t 7→ ‖Γ(θtω)‖L(H,V ′) ∈ L
2
loc(R).
It remains to show that Γ is measurable. In fact, for any v = (vi)i∈Z ∈ H ,
we have that ω 7→ (Γ(ω)v)iǫi is measurable and in addition
∑
i∈Z
((Γ(ω)v)iǫ
i)2
λi
<∞.
This implies the measurability of Γ.
Let A2 : V → V ′ be defined by
(A2u)i = λiui, i ∈ Z.
Then equation (3.3) can be cast into the format of (4.3):
dv(t)
dt
+Av(t) = F (θtω, v(t)) +G(θtω), (5.2)
where
A = A1 +A2 , A1 = 2ρIdH , (A2v) = (λivi)i∈Z,
F (ω, v) = −Γ(ω)v +
(
λivi + zi(ω)vi − e
−zi(ω)fi(e
zi(ω)vi)
)
i∈N
,(5.3)
G(ω) =
(
gie
−zi(ω)
)
i∈N
. (5.4)
We will next verify that the operator F as defined in (5.3) satisfies assump-
tions (F1) - (F3) proposed in Section 4 with α = 1, and G as defined in
(5.4) satisfies assumption (F4). To this end, we make the following standing
assumptions on function fi and gi:
(f0) fi : R → R is continuous for each i ∈ Z.
(f1) There exists β = (βi)i∈Z ∈ H such that
fi(s)
2 ≤ λis
2 + β2i , ∀s ∈ R.
(f2) There exists γ = (γi)i∈Z ∈ V such that
sfi(s) ≥ −γ
2
i +
3λi
4
s2, ∀s ∈ R.
(f3) For any ε > 0, there exists a constant l > 0 such that
−(fi(s1)− fi(s2))(s1 − s2) + 2ελi(s1 − s2)
2 ≤ l(s1 − s2)
2, ∀s1, s2 ∈ R.
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(f4) g = (gi)i∈Z ∈ H .
First, for any v ∈ V , we have
‖F (ω, v)‖2V ′ =
∑
i∈Z
1
λi
[
ρ(ezi−1−zivi−1 + e
zi+1−zivi+1)
+λivi + zi(ω)vi − e
−zi(ω)fi(e
zi(ω)vi)
]2
≤ 4‖Γ(ω)v‖2V ′ + 4
∑
i∈Z
λiv
2
i +
∑
i∈Z
4
λi
z2i (ω)v
2
i
+
∑
i∈Z
4
λi
e−2zi(ω)f2i (e
zi(ω)vi),
for which we have the following estimates of each term on the RHS:
‖Γ(ω)v‖2V ′ ≤ ‖Γ(ω)‖
2
L(H,V ′)‖v‖
2
H ; (5.5)
∑
i∈Z
4
λi
z2i (ω)v
2
i ≤ 4‖v‖
2
H · sup
i∈Z
|zi(ω)|2
λi
. (5.6)
Due to assumption (f1) we have
∑
i∈Z
4
λi
e−2zi(ω)f2i (e
zi(ω)vi) ≤ 4
∑
i∈Z
v2i +
∑
i∈Z
4
λi
e−2zi(ω)β2i
≤ 4‖v‖2H + 4 sup
i∈Z
e−2zi(ω)
λi
‖β‖2H . (5.7)
Let
C1(ω) = 4 sup
e−2zi(ω)
λi
‖β‖2H
C2(ω) = 4‖Γ(ω)‖
2
L(H,V ′) + 4 sup
i∈Z
|zi(ω)|2
λi
+ 4.
Since zi(ω) and 2zi(ω) are Gauß random variables and the series of elements
λ−1i is convergent, we have that
∑
i∈Z
e±2zi(ω)
λi
∈ L1(Ω). Hence by the ergodic
theorem and Lemma 5.2 we have t 7→ Ci(θtω) ∈ L1loc(R), i = 1, 2, on a (θt)t∈R-
invariant set of full measure. Collecting (5.5) - (5.7) we obtain the first inequality
in (F2):
‖F (ω, v)‖2V ′ ≤ C1(ω) + C2(ω)‖v‖
2
H + 4‖v‖
2
V .
Let v ∈ L2(0, T ;V ). Then by the continuity of fi,
(t, ω) 7→ e−zi(θtω)fi(e
zi(θtω)vi(t)) ∈ R
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is measurable. Hence∑
i∈Z
e−zi(θtωfi(e
zi(θtω)vi(t, ω))ξi, ξ = (ξi)∈Z ∈ V,
is measurable as a sum of measurable mappings. Similarly, the other terms
forming 〈F (θtω, v(t)), ξ〉 are also measurable. Thus (ω, t) 7→ 〈F (θtω, v(t)), ξ〉 is
measurable for all v ∈ L2(0, T ;V ) and ξ ∈ V . Also, ‖F (θtω, v)‖V ′ is finite for
almost all t and t 7→ F (θtω, v(t)) ∈ L2(0, T, V ′) for all ω ∈ Ω.
In our particular case we can simply choose Rm, m ∈ N, as the finite-
dimensional spaces Hm. The complete orthonormal basis of H generating Hm
is given by
ek =
{
ǫ
k
2 , if k is even,
ǫ−
k−1
2 , if k is odd.
Let ξ ∈ ∪m∈NHm and let (v(n))n∈N be a sequence such that v(n) → v strongly
in L2 (0, T ;H) as n→∞. Then by the continuity of fi we have that
e−zi(θtω)fi(e
zi(θtω), v
(n)
i (t))→ e
−zi(θtω)fi(e
zi(θtω), vi (t)),
for all i, ω and a.a. t. It is clear that ξ ∈ Hm for some m ∈ N. Consider, for
example, that m is even. Then∣∣∣∣∣∣
m
2∑
i=−m2 +1
e−zi(θtω)fi(e
zi(θtω), v
(n)
i (t))ξi
∣∣∣∣∣∣
2
≤
m
2∑
i=−m2 +1
e−2zi(θtω)f2i (e
zi(θtω), v
(n)
i (t))
m
2∑
i=−m2 +1
ξ2i
≤

 m2∑
i=−m2 +1
λi
(
v
(n)
i (t)
)2
+
m∑
i=1
e−2zi(θtω)β2i

 m2∑
i=−m2 +1
ξ2i
≤ C1,m
(∥∥∥v(n) (t)∥∥∥2
H
+ 1
)
,
for a.a. t ∈ [0, T ] and all n, where we have used condition (f1) and the fact
that t 7→ zi(θtω) are continuous functions.
Since v(m) is convergent in L2 (0, T ;H), due to Lebesgue’s theorem we de-
duce for every φ ∈ C∞0 (0, T ) that
lim
m→∞
∫ T
0

 m2∑
i=−m2 +1
e−zi(θtω)fi(e
zi(θtω), v
(m)
i )ξi

φ(t)dt
=
∫ T
0

 m2∑
i=−m2 +1
e−zi(θtω)fi(e
zi(θtω), vi)ξi

φ(t)dt.
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Further, let us consider the term Γ (ω) v. We have that
ρ
(
ezi−1(θtω)−zi(θtω)v
(n)
i−1 (t)− e
zi+1(θtω)−zi(θtω)v
(n)
i+1 (t)
)
−→ ρ
(
ezi−1(θtω)−zi(θtω)vi−1 (t)− e
zi+1(θtω)−zi(θtω)vi+1 (t)
)
,
for all i, ω and a.a. t. On the other hand,
∣∣∣∣∣∣
m
2∑
i=−m2 +1
ρ
(
ezi−1(θtω)−zi(θtω)v
(n)
i−1 (t)− e
zi+1(θtω)−zi(θtω)v
(n)
i+1 (t)
)
ξi
∣∣∣∣∣∣
2
≤ 2ρ2

 m2∑
i=−m2 +1
e2(zi−1(θtω)−zi(θtω))
(
v
(n)
i−1 (t)
)2
+
m
2∑
i=−m2 +1
e2(zi+1(θtω)−zi(θtω))
(
v
(n)
i+1 (t)
)2 m2∑
i=−m2 +1
ξ2i
≤ C2,m
∥∥∥v(n) (t)∥∥∥2
H
,
for a.a. t ∈ [0, T ] and all n. Then as in the previous case we have
lim
n→∞
∫ T
0
〈Γ (ω) v(n), ξ〉φ (t) dt =
∫ T
0
〈Γ (ω) v, ξ〉φ (t) dt
for every φ ∈ C∞0 (0, T ).
In a similar way, we obtain that
lim
n→∞
∫ T
0
m
2∑
i=−m2 +1
zi (θtω) v
(n)
i (t) ξiφ (t) dt =
∫ T
0
m
2∑
i=−m2 +1
zi (θtω) vi (t) ξiφ (t) dt.
Finally, v(n) → v in L2 (0, T ;H) implies that for any φ ∈ C∞0 (0, T ),
lim
n→∞
∫ T
0
m
2∑
i=−m2 +1
λiv
(n)
i (t) ξiφ (t) dt = lim
n→∞
∫ T
0
(
v(n) (t) , ξ
)
V
φ (t) dt
=
∫ T
0
(v (t) , ξ)V φ (t) dt.
Collecting all the terms of F we reach
lim
n→∞
∫ T
0
〈F (θtω, v
(n)(t)), ξ〉φ(t)dt =
∫ T
0
〈F (θtω, v(t)), ξ〉φ(t)dt, (5.8)
for any φ ∈ C∞0 (0, T ), ξ ∈ ∪m∈NH
m.
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Hence, (F1) follows.
Next for any v ∈ V , we have
− 〈Γ(ω)v, v〉 ≤ ‖Γ(ω)v‖V ′‖v‖V
≤ ‖Γ(ω)‖L(H,V ′)‖v‖H‖v‖V
≤ 2‖Γ(ω)‖2L(H,V ′)‖v‖
2
H +
1
8
‖v‖2V ; (5.9)
∑
i∈Z
zi(ω)v
2
i =
∑
i∈Z
λ
− 12
i zi(ω)viλ
1
2
i vi
≤ 2 sup
i∈Z
|zi(ω)|
2
λi
‖v‖2H +
1
8
‖v‖2V ; (5.10)
−
∑
i∈Z
e−zi(ω)fi(e
zi(ω)vi)vi = −
∑
i∈Z
e−2zi(ω)fi(e
zi(ω)vi)e
zi(ω)vi
≤
∑
i∈Z
e−2zi(ω)
(
γ2i −
3λi
4
e2zi(ω)v2i
)
≤ ‖γ‖2V
∑
i∈Z
e−2zi(ω)
λi
−
3
4
‖v‖2V . (5.11)
Define
K1(ω) := ‖γ‖
2
V
∑
i∈Z
e−2zi(ω)
λi
,
K2(ω) := 2
(
‖Γ(ω)‖2L(H,V ′) + sup
i∈Z
|zi(ω)|2
λi
)
.
By Lemma 5.2 and the ergodic theorem again we have t 7→ Kj(θtω) ∈
L1loc(R) for j = 1, 2 on a (θt)t∈R-invariant set of full measure. Collecting (5.9)-
(5.11) we obtain
〈F (ω, v), v〉 = −〈Γ(ω)v, v〉+
∑
i∈Z
(
λiv
2
i − zi(ω)v
2
i − (e
−zi(ω)fi(e
zi(ω)vi)vi
)
≤ K1(ω) +K2(ω)‖v‖
2
H +
1
2
‖v‖2V , ∀v ∈ V.
Hence, (F2) is proved. It remains to show that F satisfies (F3). In fact,
for any x, y ∈ V we have
− 〈Γ(ω)(x − y), (x− y)〉 ≤
1
4ε
‖Γ(ω)‖2L(H,V ′)‖x− y‖
2
H + ε‖x− y‖
2
V ,(5.12)∑
i∈Z
zi(ω)(xi − yi)
2 ≤
1
4ε
sup
i∈Z
|zi(ω)|2
λi
‖x− y‖2H + ε‖x− y‖
2
V , (5.13)
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and according to (f3) we have
−
∑
i∈Z
e−zi(ω)
(
fi(e
zi(ω)xi)− fi(e
zi(ω)yi)
)
(xi − yi)
≤
∑
i∈Z
[l − 2ελi](xi − yi)
2
≤ l‖x− y‖2H − 2ε‖x− y‖
2
V . (5.14)
Define
M(ω) := l +
1
4ε
(
‖Γ(ω)‖2L(H,V ′) + sup
i∈Z
|zi(ω)|2
λi
)
.
Then M(ω) ∈ L1(Ω) and, by the ergodic theorem and Lemma 5.2, we have
t 7→ M(θtω) ∈ L
1
loc(R) on a (θt)t∈R-invariant set of full measure. Collecting
(5.12) - (5.14) we obtain
〈−A(x− y) + F (ω, x)− F (ω, y), x− y〉
≤ −
∑
i∈Z
λi(xi − yi)
2 − 〈Γ(ω)(x − y), (x− y)〉
+
∑
i∈Z
[
λi(xi − yi)
2 + zi(ω)(xi − yi)
2
−e−zi(ω)
(
fi(e
zi(ω)xi)− fi(e
zi(ω)yi)
)
(xi − yi)
]
≤ M(ω)‖x− y‖2H , ∀x, y ∈ V.
Finally,
‖G(ω)‖2V ′ =
∑
i∈Z
1
λi
g2i e
−2zi(ω) ≤ ‖g‖2H sup
i∈Z
e−2zi(ω)
λi
:= K3(ω) ∈ L
1(Ω), (5.15)
i.e., G satisfies (F4).
Therefore, from Theorem 4.2 we conclude immediately the following result.
Theorem 5.3. There exists a θ–invariant set Ω˜ of full measure such that for
any ν0 ∈ H and any T > 0 equation (5.2) has a unique weak solution v =
(vi)i∈Z ∈ C([0, T ];H) ∩ L2(0, T ;V ) on [0, T ], with initial condition v(0) = ν0,
and a weak derivative in L2(0, T ;V ′).
The following lemma provides some qualitative and quantitative properties
of the random variables K1 and K3 appearing above.
Lemma 5.4. The random variables K1(ω) and K3(ω) are tempered.
Proof. To obtain the temperedness of K1 we have to show that
E sup
t∈[0,1]
log+ K1(θtω) ≤ E sup
t∈[0,1]
K1(θtω) <∞.
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Noting that
zi(θtω) = zi(ω)−
∫ t
0
zi(θsω)ds+ σiωi(t),
we consider
Eesupt∈[0,1] |zi(θtω)| ≤
(
Ee4|zi(ω)|
) 1
4
(
Ee
R 1
0
4|zi(θsω)|ds
) 1
4
·
(
Ee4σi supt∈[0,1] ωi(t)
) 1
4
(
Ee4σi supt∈[0,1](−ωi(t))
) 1
4 . (5.16)
First, since each zi is a Gauß random variable,
Ee4|zi(ω)| <∞. (5.17)
Next, due to the Jensen inequality, the Fubini Theorem, and the fact that each
zi is a Gauß random variable, we have
Ee
R 1
0
4|zi(θsω)|ds ≤ E
∫ 1
0
e4|zi(θsω)|ds <∞. (5.18)
Finally, by the properties of ωi(t) we have
Ee4σi supt∈[0,1] ±ωi(t) ≤
∫ ∞
0
e4σis
√
2
π
e−
s2
2 ds <∞. (5.19)
Thanks to (5.16) - (5.19) and the facts that (λ−1i )i∈Z ∈ ℓ
2 and (zi)i∈Z is an
iid–sequence we deduce the temperedness of K1 and K3.
Further, we shall obtain some useful estimates for the solutions v to the
lattice random differential equation (5.2).
Lemma 5.5. For any ω ∈ Ω, there exist functions J1(K,T, ω) and J2(K,T, ω),
which are bounded for any (K,T ) in bounded sets, such that
‖v‖2C([0,T ],H) ≤ J1(‖ν0‖H , T, ω),
∫ T
0
‖v(t)‖2V dt ≤ J2(‖ν0‖H , T, ω).
Proof. First notice that 〈A1v, v〉 = 2ρ‖v‖2H and 〈A2v, v〉 = ‖v‖
2
V . Then from
the estimate of 〈F (ω, v), v〉 and (5.15) we obtain
1
2
‖v(t)‖2H + 2ρ
∫ t
0
‖v(s)‖2Hds+
∫ t
0
‖v(s)‖2V
≤
1
2
‖ν0‖
2
H +
∫ t
0
(K1(θsω) +K3(θsω))ds
+
∫ t
0
K2(θsω)‖v(s)‖
2
Hds+
1
2
∫ t
0
‖v(s)‖2V ,
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and consequently the so-called energy inequality:
‖v(t)‖2H + 4ρ
∫ t
0
‖v(s)‖2Hds+
∫ t
0
‖v(s)‖2V
≤ ‖ν0‖
2
H + 2
∫ t
0
(K1(θsω) +K3(θsω))ds+ 2
∫ t
0
K2(θsω)‖v(s)‖
2
Hds.(5.20)
Define
Q(ω) := −λ0 − 4ρ+ 2K2(ω).
Then for any ω ∈ Ω the mapping t 7→ Q(θtω) is locally integrable. Moreover,
by using the Gronwall Lemma we obtain
‖v(t)‖2H ≤ e
R
t
0
Q(θrω)dr‖ν0‖
2
H +2
∫ t
0
e
R
t
s
Q(θrω)dr(K1(θsω)+K3(θsω))ds. (5.21)
It follows immediately that ‖v‖2C([0,T ],H) ≤ J1(‖ν0‖H , T, ω), where J1(‖ν0‖H , T, ω)
is defined by
J1(‖ν0‖H , T, ω) := e
R
T
0
|Q(θrω)|dr‖ν0‖
2
H+2
∫ T
0
e
R
T
s
|Q(θrω)|dr(K1(θsω)+K3(θsω))ds.
By inequality (5.20), we have that
∫ T
0 ‖v(t)‖
2
V dt ≤ J2(‖ν0‖H , T, ω), where
J2(‖ν0‖H , T, ω) := ‖ν0‖
2
H + 2
∫ T
0
K2(θsω)J1(‖ν0‖H , T, ω)ds
+2
∫ T
0
(K1(θsω) +K3(θsω))ds.
Up to here we have shown a global existence and uniqueness result for (5.2).
Denote by v(t, ω, ν0) the solution to (5.2) at time t ≥ 0 starting in ν0 ∈ H for
a noise–path ω ∈ Ω.
Theorem 5.6. (i) Let ω ∈ Ω and assume that (f1) - (f4) hold. Then the solu-
tion to system (5.2) generates a continuous random dynamical system ϕ(t, ω, ν0)
over (Ω,F ,P, (θt)t∈R) with state space H:
ϕ(t, ω, ν0) = v(t, ω, ν0), ν0 ∈ H, t ≥ 0, ω ∈ Ω.
(ii) Suppose that EQ < 0. Then the random dynamical system ϕ has a closed
positively invariant tempered pullback absorbing set K(ω) in H given by the ball
in H, BH(0, R(ω)), centered at 0 with radius
R(ω) := 2
(∫ 0
−∞
e
R
0
s
Q(θrω)dr(K1(θsω) +K3(θsω))ds
) 1
2
.
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Proof. (i) This follows directly from Theorem 4.2.
(ii) According to (5.21) we have
‖ϕ(t, ω, ν0)‖
2
H ≤ e
R
t
0
Q(θrω)dr‖ν0‖
2
H + 2
∫ t
0
e
R
t
s
Q(θrω)dr(K1(θsω) +K3(θsω))ds.
Replacing ω by θ−tω in ϕ we obtain
‖ϕ(t, θ−tω, ν0)‖
2
H ≤ e
R
t
0
Q(θr−tω)dr‖ν0‖
2
H
+2
∫ t
0
e
R
t
s
Q(θr−tω)dr(K1(θs−tω) +K3(θs−tω))ds
= e
R 0
−t
Q(θrω)dr‖ν0‖
2
H
+2
∫ 0
−t
e
R 0
s
Q(θrω)dr(K1(θsω) +K3(θsω))ds.
First notice that since EQ < 0, then for any ν0 ∈ B(θ−tω),
lim
t→∞
e
R 0
−t
Q(θrω)dr‖ν0‖
2
H ≤ lim
t→∞
e
R 0
−t
Q(θrω)drd(B(θ−tω))
2 = 0.
In addition by the temperedness of K1 and K3 we have∫ 0
−∞
e
R
0
s
Q(θrω)dr(K1(θsω) +K3(θsω))ds <∞.
Letting
R2(ω) = 4
∫ 0
−∞
e
R 0
s
Q(θrω)dr(K1(θsω) +K3(θsω))ds,
gives that the ball K(ω) := BH(0, R(ω)) is a pullback absorbing set in H . The
temperedness of R(ω) follows immediately from EQ < 0 and the fact that K1
and K3 are tempered. It is easy to show that K(ω) is positively invariant.
Consider some κ > 0 satisfying∑
i∈Z
λκ−1i <∞,
see the beginning of this section. We now introduce the space
Vκ = {u = (ui)i∈Z :
∑
i∈Z
λκi u
2
i := ‖u‖
2
Vκ
<∞},
equipped with the inner product
(u, v)Vκ =
∑
i∈Z
λκi uivi, u = (ui)i∈Z, v = (vi)i∈Z.
Then we have the compact imbedding Vκ ⊂ H (see [31] page 94). It then
remains to show the compactness of the random dynamical system ϕ(t, ω, ν0),
which will be presented in the following lemma.
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Lemma 5.7. There exists a full θ-invariant set Ω˜ of Ω such that for any ω ∈ Ω˜
there exists a function J3(K,ω) which is bounded for K ≥ 0 in a bounded set
such that
‖ϕ(1, ω, ν0)‖
2
Vκ
≤ J3(‖ν0‖H , ω).
Proof. Consider the Galerkin-approximations v(n) as defined in (4.4) and notice
that
d
dt
(
t‖v(n)(t)‖2Vκ
)
= ‖v(n)(t)‖2Vκ + t
d
dt
‖v(n)(t)‖2Vκ
= ‖v(n)(t)‖2Vκ + 2t
(
d
dt
v(n)(t), v(n)(t)
)
Vκ
.
(5.22)
Integrating (5.22) over the interval [0, 1] gives
‖vn(1)‖Vκ =
∫ 1
0
‖v(n)(t)‖2Vκdt+
∫ 1
0
2t
(
d
dt
v(n)(t), v(n)(t)
)
Vκ
dt. (5.23)
The first term on the right hand side of (5.23) satisfies
∫ 1
0
‖v(n)(t)‖2Vκdt ≤ λ
κ−1
0
∫ 1
0
‖v(n)(t)‖2V dt ≤ λ
κ−1
0 J2(‖ν0‖H , 1, ω).
To estimate the second term on the right hand side of (5.23), we first estimate
step by step(
d
dt
v(n)(t), v(n)(t)
)
Vκ
=
(
−A1v
(n) −A2v
(n) + F (v(n)) +G, v(n)
)
Vκ
. (5.24)
It is straightforward to obtain(
−A1v
(n), v(n)
)
Vκ
= −2ρ‖v(n)‖2Vκ ; (5.25)(
−A2v
(n), v(n)
)
Vκ
= −‖v(n)‖2V1+κ . (5.26)
By definition (5.3) we have(
F (v(n)), v(n)
)
Vκ
=
(
−Γ(ω)v(n), v(n)
)
Vκ
+
∑
i∈Z
λκi
(
λi(v
(n)
i )
2 + zi(ω)(v
(n)
i )
2 − e−zifi(e
ziv
(n)
i )v
(n)
i
)
.(5.27)
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The terms on the right-hand side of (5.27) have the following estimates:(
−Γ(ω)v(n), v(n)
)
Vκ
= ρ
∑
i∈Z
λκi (e
zi−1(ω)−zi(ω)v
(n)
i−1 + e
zi+1(ω)−zi(ω)v
(n)
i+1)v
(n)
i
≤ 2ρ2
∑
i∈Z
(
ezi−1(ω)−zi(ω)v
(n)
i−1 + e
zi+1(ω)−zi(ω)v
(n)
i+1
)2
λ1−κi
+
1
4
∑
i∈Z
λ1+κi (v
(n)
i )
2
≤ K4(ω)‖v
(n)‖2H +
1
4
‖v(n)‖2V1+κ , (5.28)
where
K4(ω) := 4ρ
2
(
sup
i∈Z
(
e2zi−1(ω)−2zi(ω)
λ1−κi
)
+ sup
i∈Z
(
e2zi+1(ω)−2zi(ω)
λ1−κi
))
∈ L1(Ω);
∑
i∈Z
λκ+1i (v
(n)
i )
2 = ‖v(n)‖2V1+κ ; (5.29)
∑
i∈Z
λκi zi(ω)(v
(n)
i )
2 ≤
∑
i∈Z
|zi(ω)|
2
λ1−κi
(v
(n)
i )
2 +
1
4
∑
i∈Z
λ1+κi (v
(n)
i )
2
≤ sup
i∈Z
|zi(ω)|2
λ1−κi
‖v(n)‖2H +
1
4
‖v(n)‖2V1+κ ; (5.30)
−
∑
i∈Z
λκi e
−zifi(e
ziv
(n)
i )v
(n)
i = −
∑
i∈Z
λκi e
−2zifi(e
ziv
(n)
i )e
ziv
(n)
i
≤
∑
i∈Z
λκi e
−2zi
(
γ2i −
3λi
4
e2zi(v
(n)
i )
2
)
≤ sup
i∈Z
e−2zi(ω)
λ1−κi
‖γ‖2V −
3
4
‖v(n)‖2V1+κ . (5.31)
In addition,
(G, v(n))Vκ ≤
∑
i∈Z
g2i e
−2zi
λ1−κi
+
1
4
∑
i∈Z
λ1+κi (v
(n)
i )
2
≤ sup
i∈Z
e−2zi(ω)
λ1−κi
‖g‖2H +
1
4
‖v(n)‖2V1+κ . (5.32)
Collecting (5.24) through (5.32) and simplifying the sum we obtain(
d
dt
v(n)(t), v(n)(t)
)
Vκ
≤ −2ρ‖v(n)‖2Vκ +K6(θtω)
+ (K4(θtω) +K5(θtω)) ‖v
(n)‖2H
≤ (K4(θtω) +K5(θtω))J1(‖ν0‖, 1, ω) +K6(θtω),
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where
K5(ω) := sup
i∈Z
|zi(ω)|2
λ1−κi
;
K6(ω) := sup
i∈Z
e−2zi(ω)
λ1−κi
(‖γ‖2V + ‖g‖
2
H).
Again due to the fact the
∑
i∈Z λ
κ−1
i <∞ and the Gauß character of zi we have
that EKj < ∞ for j = 4, 5, 6. Then, by (5.23) we obtain that there exists a
constant J3(‖ν0‖, ω) such that
‖v(n)(1)‖Vκ ≤ J3(‖ν0‖H , ω). (5.33)
Noticing that the right hand side of (5.33) is independent of n, we have
‖v(1)‖Vκ ≤ J3(‖ν0‖H , ω),
which completes the proof.
Finally we are ready to state the main result of this work in the following
theorem.
Theorem 5.8. Let ϕ be the continuous random dynamical system generated by
(5.2). Then ϕ has a unique random attractor with respect to the system D given
by the tempered random sets.
Proof. We know from Theorem 5.6 that ϕ is a continuous random dynamical
system having a positively–invariant absorbing set K ∈ D. Define
B(ω) := ϕ(1, θ−1ω,K(θ−1ω))
H
⊂ K(ω)
where the latter inclusion follows by the positive invariance of K. This inclusion
ensures that B ∈ D. By Lemma 5.7 the set B is compact and straightforwardly
B is absorbing. The existence of a random global attractor follows directly from
Proposition 2.7.
6. Closing Remarks
This work is motivated by realizing the physical limitation of considering
exactly the same multiplicative noise at each node in a lattice system under
random influences. In particular, when the randomness comes from an envi-
ronmental noise that affects the whole system, but differently at each node, it
is more realistic to consider a different noise (but with similar structure) at
different node. Driven by this motivation, we studied in this work a stochas-
tic lattice dynamical system with different multiplicative noise at each different
node. This has never been done in the literature, mainly due to its technical
difficulty.
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One major difficulty is that due to the infinite structure of the noise, we
have to perform a change of variables by using iid-sequence of one-dimensional
Ornstein-Uhlenbeck processes, before writing the system in an operator formu-
lation. This requires an extended definition of the traditional Wiener-shift. The
resulting random system involves an operator that does not necessarily map the
space ℓ2 into itself. Therefore we have to formulate the system as an abstract
random evolution equation, instead of an ordinary operator-differential equa-
tion. This triggers the study of existence and uniqueness for weak solutions to
an random evolution equation over a Gelfand evolution triplet. Note that this
result can be applied to handle more general systems than the lattice system
considered in this work.
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