We introduce an inexact oracle model for variational inequalities (VI) with monotone operator, propose a numerical method which solves such VI's and analyze its convergence rate. As a particular case, we consider VI's with Hölder continuous operator and show that our algorithm is universal. This means that without knowing the Hölder parameter ν and Hölder constant L ν it has the best possible complexity for this class of VI's, namely our algorithm has complexity O inf ν∈[0,1] Lν ε 2 1+ν R 2 , where R is the size of the feasible set and ε is the desired accuracy of the solution. We also consider the case of VI's with strongly monotone operator and generalize our method for VI's with inexact oracle and our universal method for this class of problems. Finally, we show, how our method can be applied to convex-concave saddle-point problems with Hölder continuous partial subgradients.
Introduction
The main problem, we consider, is the following weak variational inequality (VI) Find x * ∈ Q :
g(x), x * − x ≤ 0, ∀x ∈ Q
where Q ⊆ E is a closed convex set and continuous operator g(x) : Q → E * is monotone g(x) − g(y), x − y ≥ 0, x, y ∈ Q.
Under the assumption of continuity and monotonicity of the operator, this problem is equivalent to strong variational inequality, in which the goal is to find x * ∈ Q s.t. g(x * ), x * − x ≤ 0, ∀x ∈ Q. Variational inequalities with monotone operators are strongly connected with convex optimization problems and convex-concave saddle-point problems. In the former case, operator g is the subgradient of the objective, and in the latter case operator g is composed from partial subgradients of the objective in the saddle-point problem. Studying VI's is also important for equilibrium and complementarity problems Harker and Pang [1990] . Our focus here is on numerical methods for such problems, their convergence rate and complexity estimates. Numerical methods for VI's are known since 1970's when the extragradient method was proposed in Korpelevich [1976] . More recently, Nemirovski [2004] proposed a non-Euclidean variant of this method, called Mirror Prox algorithm. Under the assumption of L 1 -Lipschitz continuity of the operator g, i.e. g satisfies g(x) − g(y) * ≤ L 1 x − y , x, y ∈ Q, this method has complexity O
, where R characterizes the diameter of the set Q, ε is the desired accuracy. By complexity we mean the number of iterations of an algorithm to find a point x ∈ Q s.t.
Different methods with similar complexity were also proposed in Solodov and Svaiter [1999] , Auslender and Teboulle [2005] , Nesterov [2007] , Monteiro and Svaiter [2010] . In the same paper, Nesterov proposed a method for VI's with bounded variation of the operator g, i.e. g satisfying g(x) − g(y) * ≤ L 0 , x, y ∈ Q, and complexity O
. He also raised a question, whether it is possible to propose a method, which automatically "adjusts to the actual level of smoothness of the current problem instance". One of the goals of this paper is to propose such an algorithm.
To do so, we consider a more general class of operators g being Hölder continuous on Q, i.e., for some ν ∈ [0, 1] and L ν ≥ 0,
This class covers both the case of g with bounded variation (ν = 0) and Lipschitz continuous g (ν = 1). Variational inequalities with Hölder continuous monotone operator were already considered in Nemirovski [2004] , where a special choice of the stepsize for the Mirror Prox algorithm leads to complexity
which is optimal for this class of problems, see Nemirovsky and Yudin [1983] . Dang and Lan [2015] consider VI's with non-monotone Hölder continuous operator. Unfortunately, both papers use ν and L ν to define the stepsize of their methods. This is in sharp contrast to optimization, where so called universal algorithms were proposed, which do not use the information about the Hölder class and Hölder constant, see Nesterov [2015] , Ghadimi et al. [2015] , Gasnikov and Nesterov [2018] , Baimurzina et al. [2017] , Dvurechensky [2017] , , Guminov et al. [2017] . In this paper, we close this gap and propose a universal method for VI's with Hölder continuous monotone operator.
On the other hand, as it was shown for optimization problems by Devolder et al. [2014] , Nesterov [2015] , universal methods have an interesting connection with methods for smooth problems with inexact oracle. Namely, it can be shown that a function with Hölder continuous subgradient can be considered as a Lipschitz-smooth function with inexact oracle. Despite that there are many works on optimization methods with inexact oracle, see e.g. d 'Aspremont [2008] , Devolder et al. [2014] , Dvurechensky and Gasnikov [2016] , , Cohen et al. [2018] , we are not aware of any definition of inexact oracle for VI's and methods for VI's with inexactly given operator. By this paper, we close this gap and introduce a theory for methods for VI's with inexact oracle.
To sum up, our contributions in this paper are as follows.
• We introduce a definition of inexact oracle for VI's with monotone operator and provide several natural examples, where such inexactness naturally arises.
• We show, how Hölder continuous operator can be dealt with in our framework of inexact oracle.
• We generalize Mirror Prox algorithm for VI's with inexact oracle and provide theoretical analysis of its convergence rate.
• As a corollary, we prove that this method is universal for VI's with Hölder continuous monotone operator, i.e. has complexity
and, unlike existing methods, does not require any knowledge about L ν or ν.
• We generalize our algorithm for the case of µ-strongly monotone operator g and obtain complexity O inf
• Finally, we show, how our method can be applied to convex-concave saddle-point problems.
Preliminaries
We start with the general notation and description of proximal setup. Let E be a finitedimensional real vector space and E * be its dual. We denote the value of a linear function g ∈ E * at x ∈ E by g, x . Let · be some norm on E, · * be its dual, defined by g * = max x g, x , x ≤ 1 . We use ∇f (x) to denote any subgradient of a function f at a point x ∈ domf .
We choose a prox-function d(x), which is continuous, convex on Q and 1. admits a continuous in x ∈ Q 0 selection of subgradients ∇d(x), where Q 0 ⊆ Q is the set of all x, where ∇d(x) exists; 2. d(x) is 1-strongly convex on Q with respect to · , i.e., for any
Without loss of generality, we assume that min
We define also the corresponding Bregman divergence
0 . Standard proximal setups, i.e. Euclidean, entropy, 1 / 2 , simplex, nuclear norm, spectahedron can be found in Ben-Tal and Nemirovski [2015] .
Below we use Bregman divergence in so called prox-mapping
where M > 0,x ∈ Q 0 , g ∈ E * are given. We allow this problem to be solved inexactly in the following sense. Assume that we are given
We writex = arg min
Here δ pu denotes the error of the prox-mapping, which is not controlled, and δ pc denotes the error of the prox-mapping, which can be controlled and made as small as desired.
Inexact Oracle for Variational Inequalities
Our goal is to consider in a unified manner VI's with Hölder-continuous operator and VI's with inexact information about the operator. This can be done by considering Hölder continuous operator as a particular case of Lipschitz-continuous operator with some inexactness. Thus, we introduce the following definition of inexact oracle for the operator g.
Definition 1. We assume that there exists some δ u > 0 (uncontrolled error) and for any points x, y ∈ Q for any number δ c > 0 (controlled error) there exist a constant L(δ c ) ∈ (0, +∞) and one can calculateg(
and
In this definition, δ c represents the error of the oracle, which we can control and make as small as we would like to. On the opposite, δ u represents the error, which we can not control.
The following examples show that this definition is reasonable and satisfies our goal of covering both the case of Hölder-continuous operator and the case of inexact values of the operator.
Example 1. Lipschitz-continuous operator with inexact values on a bounded set. Let us assume that
2. Set Q is bounded with max x,y∈Q x − y ≤ D.
3. There existδ u > 0 and at any point x ∈ Q, we can calculate approximationḡ(x) for
Then, for any z ∈ Q,
Thus, we can set
Example 2. Hölder-continuous operator.
Assume that operator g is Hölder-continuous on Q, i.e. (2) holds. The following technical lemma is the main clue for considering such operators in the inexact oracle framework.
The proof is given in the appendix. Using this Lemma, we have, for any x, y, z ∈ Q and δ > 0,
we obtain (6) and (7). Note that also our definition covers the combination of situations in the above two examples.
Example 3. Hölder-continuous operator with inexact values on a bounded set. Let us assume that:
is Hölder continuous on Q, i.e. satisfies (2).
where Lemma 1 was used to get the last inequality.
, and L(δ c ) =
ν to get (6). Inequality (7) can be shown in the same way as in the Example 1.
Generalized Mirror Prox
In this section, we introduce a new algorithm for problem (1) with inexact oracle for g satisfying Definition 1, which we call Generalized Mirror Prox (GMP). The algorithm is listed as Algorithm 1 below.
Algorithm 1 Generalized Mirror Prox
Input: accuracy ε > 0, uncontrolled oracle error δ u > 0, uncontrolled error of prox-mapping
7:
Calculate
8:
10:
Set k = k + 1. 11: end for Output:
Theorem 1. Assume that g satisfies (6), (7). Then, for any k ≥ 1 and any u ∈ Q,
), (11) holds. Thus Algorithm 1 is correctly defined.
Let us fix some iteration k ≥ 0. For simplicity, we denoteg(z k ) =g(z k , δ c,k , δ u ) and g(w k ) =g(w k , δ c,k , δ u ). By the first-order optimality conditions in (9) and (10), we have, for any u ∈ Q,
Further, for all u ∈ Q,
≤ 3ε 8
Thus, we obtain, for all u ∈ Q and i ≥ 0,
Summing up these inequalities for i from 0 to k − 1, we have:
Taking into account (7), we obtain the statement of the Theorem.
Corollary 1. Assume that the operator g satisfies (6), (7). Also assume that the set Q is bounded. Then, for all k ≥ 0, we have
where
Proof By monotonicity of g, we have, for all i ≥ 0 and u ∈ Q,
Therefore, for any u ∈ Q,
Combining this with Theorem 1 and taking maximum over all u ∈ Q, we obtain the statement of the Corollalry. Note that if max u∈Q V [z 0 ](u) ≤ D, we can construct the following adaptive stopping criterion for our algorithm D
Next, we consider the case of Hölder-continuous operator g and show that Algorithm 1 is universal. For simplicity we assume that the prox-mapping is calculated exactly, i.e. δ pc = δ pu = 0 and δ u = 0. In this case it is sufficient to set δ c,k = ε 2 on each iteration of Algorithm 1. ν . Also assume that the set Q is bounded. Then, for all k ≥ 0, we have
) and 1
Let us add some remarks. Since the algorithm does not use the values of parameters ν and L ν , we obtain the following iteration complexity bound to achieve max u∈Q g(u), w k − u ≤ ε 2 inf
Using the same reasoning as in Nesterov [2015] , we estimate the number of oracle calls for Algorithm 1. The number of oracle calls on each iteration k is equal to 2i k . At the same time, M k = 2 i k −2 M k−1 and, hence, i k = 2 + log 2
. Thus, the total number of oracle calls is
where we used that
). Thus, the number of oracle calls of the algorithm 1 does not exceed:
Solving VI's with Strongly Monotone Operator
In this section, we assume, that g in (1) is a strongly monotone operator, which means that, for some µ > 0,
We slightly modify the assumptions on prox-function d(x). Namely, we assume that 0 = arg min x∈Q d(x) and that d is bounded on the unit ball in the chosen norm · , that is
where Ω is some known constant. Note that for standard proximal setups, Ω = O(ln dimE). Finally, we assume that we are given a starting point x 0 ∈ Q and a number R 0 > 0 such that
, where x * is the solution to (1).
Theorem 2. Assume that g is strongly monotone with parameter µ. Also assume that the prox function d(x) satisfies (19) and the starting point x 0 ∈ Q and a number R 0 > 0 are such that x 0 − x * 2 ≤ R 2 0 , where x * is the solution to (1). Then, for p ≥ 0
Set x p+1 as the output of Algorithm 1 for monotone case with accuracy µε/2, proxfunction d p (·) and stopping criterion
.
6:
Set p = p + 1.
and the point x p returned by Algorithm 2 satisfies
. We show by induction that, for p ≥ 0,
which leads to the statement of the Theorem. For p = 0 this inequality holds by the Theorem assumption. Assuming that it holds for some p ≥ 0, our goal is to prove it for p + 1 considering the outer iteration p + 1. Observe that the function d p (x) defined in Algorithm 2 is 1-strongly convex w.r.t. the norm · /R p . This means that, at each step k of inner Algorithm 1, M k changes to M k R 2 p . Using the definition of d p (·) and (19), we have, since
Thus, by Theorem 1, taking u = x * , we obtain
Since the operator g is continuous and monotone, the solution to weak VI (1) is also a strong solution and g(x * ), x * − w i ≤ 0, i = 0, ..., k − 1.
This and the strong monotonicity of g (18) gives, for all, i = 0, ..., k − 1,
Thus, by convexity of the squared norm, we obtain
Using the stopping criterion
, we obtain
which finishes the induction proof.
Corollary 3. Assume that the operator g is Hölder continuous with constant L ν for some ν ∈ [0, 1] and strongly monotone with parameter µ. Then Algorithm 2 returns a point x p s.t.
and the total number of iterations of the inner Algorithm 1 does not exceed ν . Thus, the inner cycle stops at most when
and we have
Since the algorithm does not need to know ν and L ν , we can take the infimum. We point that the complexity estimate for the case ν = 0, up to a logarithmic factor, is O . The reason is that we measure the error in terms of the distance to the solution x p − x * , but not in terms of the residual in VI max u∈Q g(u), x p − u , as in Corollary 2.
Applications to Saddle-Point Problems
In this section, we consider saddle-point problems and show, how Generalized Mirror Prox can be applied to such problems. The problem, we consider is
where Q 1 ⊂ E 1 and Q 2 ⊂ E 2 -convex and closed subsets of normed spaces E 1,2 with norms · 1,2 respectively. Based on norms in E 1 and E 2 , we define the norm on their product as follows
In this case, the dual norm for E * is
where · 1, * and · 2, * are the norms on the conjugate spaces E * 1 and E * 2 , dual to · 1 and · 2 respectively.
The function f in (21) is assumed to be convex in u and concave in v. As it is usually done, we consider an operator
By the convexity of f in u and the concavity in v the operator g is monotone
The following lemma investigates sufficient conditions for g to be Hölder continuous, i.e. (2) to hold.
Lemma 2. Assume that f in (21) is such that there exists such a number ν ∈ [0, 1] and
for all u, u + ∆u ∈ Q 1 , v, v + ∆v ∈ Q 2 . Then g defined in (22) is Hölder continuous, i.e. satisfies (2) with the same ν and
Proof. Indeed, for each x = (u 1 , v 1 ), y = (u 2 , v 2 ) ∈ Q we have:
Remark 1. Generally speaking, if the set Q is bounded, one can consider different level of smoothness in (23) and (24). Assume that for some numbers ν 11 , ν 12 , ν 21 , ν 22 ∈ [0; 1]:
for all u, u + ∆u ∈ Q 1 , v, v + ∆v ∈ Q 2 . Then the statement of Lemma 2holds for ν = min{ν 11 , ν 12 , ν 21 ν 22 } ∈ [0; 1].
Indeed, from (27), (28), we have
) for all u, u + ∆u ∈ Q 1 , v, v + ∆v ∈ Q 2 , D Q = sup{ x − y | x, y ∈ Q}.
Next theorem shows, how Algorithm 1 can be applied to solve the saddle-point problem (21).
Theorem 3. Let the assumptions of Lemma 2 hold and set Q be bounded. Assume also that Algorithm 1 with accuracy ε is applied to the operator g defined in (22) and w i = (u i , v i ) is the sequence generated by this algorithm. Then Moreover, the complexity to obtain a pair ( u, v) satisfying max v∈Q 2 f ( u, v)−min u∈Q 1 f (u, v) ≤ ε is O inf
iterations, where L ν is given in Lemma 2.
Proof. By convexity of f in u and concavity of f in v, we have, for all u ∈ Q 1 ,
In the same way, we obtain, for all v ∈ Q 2 ,
Conclusion
We propose a generalization of Mirror Prox algorithm for VI's with monotone operator given with some inexactness. In the particular case of Hölder continuous operator, our algorithm is universal with respect to Hölder parameters. We also present how restart technique can be applied to accelerate our methods under additional assumption of strong monotonicity of the operator. It would be interesting to understand, whether the dual extrapolation technique Nesterov [2007] can be extended for the case of inexact oracle and to obtain a universal method.
