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reference for the “ADT” algorithm.
Abstract
This document investigates the integration of adaptive distinguishing sequences into the
process of active automata learning (AAL). A novel AAL algorithm “ADT” (adaptive discrim-
ination tree) is developed and presented. Since the submission of the original thesis, the
presented algorithm has been integrated into LearnLib [IHS15] – an open-source library
for active automata learning – and has been successfully used in related fields of research
[MP18].
ar
X
iv
:1
90
2.
01
13
9v
1 
 [c
s.L
G]
  4
 Fe
b 2
01
9

Changelog, 2019-01-23
This chapter lists all changes (in the order in which they appear) between this version and
the version submitted at TU Dortmund University, Germany on September 21st, 2015.
• Replaced the title page of the thesis with a (retrospective) introduction.
• Added this “Changelog” chapter.
• Fixed a small error in the example of Section 3.2.1.
• Addressed a small inconsistency in the example of Section 5.3.1.
• Added addtional/updated references in the “Future Work” chapter.
• Removed the “Statement in Lieu of an Oath” chapter.
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CHAPTER1
Introduction
The ever-growing complexity of today’s soft- and hardware makes testing both an indis-
pensable necessity and a challenging task. At the given scale, manual testing is unfeasible,
which raises the urge for automated approaches. At the same time, the ongoing digital-
ization of security- and safety-centric applications requires exhaustive verification of key
properties. A field of research that tackles these problems and has yielded sophisticating
results is that of model-based testing [Bro+05] and model checking [BK08].
Formal verification methods, depending on the scenario, allow the automated generation
of tests or the automated evaluation of test properties. Being based on formal models, a
successful verification is also able to provably guarantee certain properties of the system
under testing. Key to a successful application of these techniques is a formal specification of
the target system. This requirement, however, poses a problem to many real-world applica-
tions: The lack of formal specifications for software or hardware hinders the employment
of formal verification methods.
Creating formal specifications for soft- or hardware components is not only a tedious
task but also prone to errors. Not precisely specifying critical system behavior renders any
formal verification methods redundant. This problem is imminent in situations where e.g.
third-party components, whose internal structure is often unknown, are integrated. The
question arises: How can one automatically extract a representative formal model from an
unknown soft- or hardware component?
A potential answer to this question is given by the field of active automata learning. Active
automata learning describes the process of inferring a formal abstraction of an unknown
black-box system based on its observable input/output behavior. By actively interacting
with the system, the learning algorithm (or simply learner) explores the structure of the
system and ultimately yields an automaton – a formal specification that is commonly used
among formal verification methods – that is behaviorally equivalent to the (abstracted)
target system.
Initially, the effort that eventually led to the active learning paradigm was mainly mo-
tivated by a theoretical point of view. As a consequence, certain specific characteristics
have to be considered when employing active automata learning in real-world applications
(see below). Nonetheless, there exists several instances of successful applications in real-
world environments [PVY01; HMS03; Raf+08; Iss+09; Fen+13]. The examples further
show, that active automata learning is not only limited to the use case of formal verification
methods. The general possibility to extract formal specifications from black-box systems
on a behavioral level is useful in numerous ways. Improving tool support [VV06; Bol+10;
IHS15] and the growing number of competitions [CHJ10; HSM10; Wal+13] focusing on
the practical applicability of active learning and encouraging learning based verification
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techniques show the increasing interest in this field of research.
The initial active learning framework and learning algorithm L∗ were proposed by An-
gluin in [Ang87]. Since then, not only the practical applicability of active automata learning
has matured, but also algorithmic aspects have been subject to many extensions and im-
provements. Yet, the core concepts of the initial approach can still be found in many of
today’s learning variants.
Conceptually, active automata learning is an iterative approach. By continuously explor-
ing the target system and verifying assumptions about it, the learner constructs evolving
hypotheses about the target system that eventually converge against its true behavior. The
“protocol” of how a learning algorithm can interact with a system is formalized by two
types of oracles: membership and equivalence oracles. Abstracting from the concrete tar-
get system, the oracles allow two basic kinds of interaction with the system to learn:
Membership Queries (MQs) form the basic instrument of communication between the learn-
ing algorithm and the system under learning (commonly abbreviated as SUL). The
learner can pose a membership query to the membership oracle containing a se-
quence of input stimuli. The oracle applies these stimuli to the SUL and answers the
membership query by returning the observed behavior. The term membership query
originates from the fact that Angluins framework was initially designed for learn-
ing systems that resemble deterministic finite automata, where a membership query
would answer if a word is a member of the language induced by the SUL.
Equivalence Queries (EQs) are answered by the equivalence oracle and used to verify the
assumptions of the learner about the SUL. In most cases they are assumed to be
strong equivalence queries, meaning they not only indicate if the assumptions of the
learner are correct or not but also provide an active counterexample in case of a
failed verification. The learner may then use the information of the counterexample
to update its assumptions accordingly.
These concepts of communication are strongly connected to the procedure by which the
learning algorithm explores the target system. Figure 1.1 depicts a sketch of the internal
structure of this process, that many algorithms inherit.
Figure 1.1.: A sketch of the internal structure of active learning algorithms
Learner
Membership-
Oracle
SUL
Equivalence-
Oracle
Ë MQ
Ì Response
Í Hypothesis
Ï Counter-
Example
Ï Result
Ê Start
Î EQ
The learning process starts with the learner posing possibly multiple membership queries
to the membership oracle. By processing the answers of the membership oracle – and there-
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fore the answers of the SUL – the learner constructs a hypothesis that, based on the observed
behavior, resembles the target system. Once the learner is certain, that its internal hypothe-
sis is behaviorally equivalent to the SUL, it proposes its hypothesis to an equivalence oracle
to check for true equivalence. Depending on the result, further execution is determined. If
the equivalence query indicates true equivalence, the current hypothesis may be returned
as the final result, meaning the learning process has successfully finished. If, however, the
equivalence query yields a counterexample, it is returned to the learner, which may use the
counterexample and additional membership queries to refine its hypothesis and repeat the
above procedure.
As stated earlier, the concepts of active automata learning were initially developed in a
theoretical environment. Transitioning these concepts to real applications hold additional
challenges, as indicated by the dashed connections.
On the one hand, it is the membership oracle that connects the learner with the target
system, as it translates the membership queries to concrete stimuli of the SUL. This poses a
problem, if the complexity of the learner’s hypothesis and the complexity of the SUL differ.
If the hypothesis of the learner is not able to represent certain characteristics of the SUL,
information will be lost when either applying the input stimuli or observing the reaction of
the SUL. Ultimately, the final model may not be able to capture the critical behavior.
Additionally, in its initial formalization, membership queries were assumed to be inde-
pendent of each other. In reality, this is often realized by resetting the target system to a
dedicated initial state. Each membership query is then preceded by a reset, to ensure their
independence.
On the other hand, it is in general not possible to construct true equivalence queries, be-
cause the equivalence problem for black-box systems is undecidable [Moo56]. As a result,
true correctness of the final model cannot be guaranteed for arbitrary black-box systems.
In practice, equivalence queries are usually approximated by a multitude of regular mem-
bership queries. These might e.g. be randomly generated sequences of input stimuli or
follow more sophisticated approaches, such as conformance testing [Gar04].
Although these challenges seem critical at first, the mentioned use cases show that active
automata learning is still a beneficial concept to domains such as model-based testing.
1.1. Statement of the Problem
Besides the inherent issues of applying the concepts of active automata learning to real-
world systems, the approach faces another pragmatic challenge: runtime. While being able
to use a formal specification may open up possibilities for an improved workflow, the actual
process of extracting such a specification introduces an additional unit of work. In the case
of active automata learning, the effective runtime depends on a variety of parameters.
The first criteria that may come to mind when analyzing the runtime of the learning pro-
cess is the complexity (or efficiency) of the learning algorithm itself. However, a fundamen-
tal part of active automata learning is the execution of membership and (approximated)
equivalence queries on the target system. Answering these queries slowly, will also affect
the runtime of the learning process as a whole. Reports [Cho+10; How+12b; CNS13]
show that under real-life conditions, it is in fact often the performance and complexity of
the SUL that dominates the overall runtime.
While a learning algorithm generally has no control over these properties of the SUL, it
has control over the content and the amount of membership queries it poses. As a result,
the active learning community often analyzes learning algorithms with regard to the num-
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ber and the length of posed membership and equivalence queries. This allows to abstract
from technical details and focus on the query complexity of an algorithm rather than the
performance of its implementation or the SUL. While in general the rule the fewer, the better
is reasonable, this thesis takes a closer look at the performance of the learning process with
special focus on resets.
As stated earlier, membership queries are assumed to be independent from each other,
which is often realized by preceding each membership query with a special reset stimuli.
There are however application domains (cf. [CNS13]) where resets form an expensive op-
eration. Especially software for embedded devices or smartphones is usually developed and
tested in simulated environments which are easier to manage than the actual hardware de-
vice. A straight-forward implementation of a reset could therefore be realized by restarting
the simulator. However, given today’s complexity of hardware platforms, the simulator may
take a significant amount of time until it has restarted and is able to process input stimuli
again. Regarding the total runtime, it would be beneficial to reduce the amount of resets
even at the expense of possibly longer membership queries.
There has been research [RS93; Fre+93] on learning algorithms that follow a complete
no-reset approach. While originally motivated by the problem of a non-reliable or absent
reset, such approachesmay also pose improvements to the scenario described above. On the
contrary, to work correctly, such algorithms often require the target system to be strongly
connected, which may drastically reduce their applicability to many real-world systems.
1.2. Scope of This Thesis
To tackle the aforementioned problem, this thesis elaborates an approach that aims at
reducing the total amount of executed resets during the learning process and therefore
improving the performance of active automata learning for applications with expensive
resets. This approach – and hence the scope of this thesis – will however be limited to
reactive target systems, for which inferring a regular abstraction is possible. Furthermore
it is assumed that the target system has a reliable reset mechanism.
The core idea of the developed approach is to combine the concept of adaptive distinguish-
ing sequences – a well-studied method from the field of model-based testing – with active
automata learning. Both approaches face the same challenge: the problem of state iden-
tification. In the case of active automata learning, the solution to the state identification
problem is mainly driven by the iterative separation of (generally unknown) system states
using multiple membership queries and therefore multiple resets. Adaptive distinguishing
sequences aim at identifying states with a single (adaptive) input sequence, however, re-
quiring that all states are known beforehand. Using the knowledge acquired throughout
the learning process may allow to utilize their benefits in the active learning environment:
Adaptive distinguishing sequences do not require resets, which makes them a more favor-
able solution for the given state identification problem. However, this beneficial property
comes at the cost of their potential non-existence.
To successfully combine the two approaches, this thesis will present an active learning
algorithm that allows the integration of the concepts of adaptive distinguishing sequences.
It will discuss the impact of using adaptive distinguishing sequences in the active learning
process and propose a set of heuristics that aim at reducing the number of executed resets.
Furthermore an analysis of the developed heuristics and a comparison with competing
state-of-the-art active learning algorithms will be presented.
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1.3. Outline
In detail, the chapters of this thesis cover the following topics:
Chapter 2 starts with the introduction of the basic notation and assumptions used through-
out this thesis. Based on that, it presents related work and their results, which are
used as a foundation for the developed concepts of this thesis.
Chapter 3 continues to present the initial base algorithm. While not yet using any concepts
of adaptive distinguishing sequences specifically, it provides an environment that will
allow their seamless integration.
Chapter 4 presents the approach by which adaptive distinguishing sequence are integrated
into the active learning process and discusses the effects of doing so.
Chapter 5 presents a set of heuristics that actively employ adaptive distinguishing sequences
to reduce the amount of resets and therefore potentially improve the performance of
the active learning process.
Chapter 6 briefly discusses the elaborated approaches to compute different kinds of adap-
tive distinguishing sequences used throughout the heuristics.
Chapter 7 inspects the proposed algorithm and techniques with regard to its theoretical
complexity and empirical performance. While synthetic benchmarks allow to expose
certain characteristics, a set of real-life examples is used to show its applicability to
real-life scenarios.
Chapter 8 concludes the thesis with a final resume and an outlook on possible further re-
search.
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CHAPTER2
Preliminaries and Related Work
This chapter gives a preliminary overview of the key concepts that allow combining active
automata learning and adaptive distinguishing sequences for learning reactive systems. It
introduces the basic notation used throughout this thesis and presents ideas and results of
related fields of research. However, most of the discussed concepts will only be sketched,
as an in-depth analysis would exceed the scope of this chapter and is already covered in
the referenced literature.
2.1. Running Example
For a better understanding, this and the following chapters will utilize a running exam-
ple. For explaining the concepts of active automata learning and adaptive distinguishing
sequences and – later – visualizing the execution of the developed algorithms, the exem-
plary target system to learn will be represented by a real-life application: a coffee machine
[SHM11]. The behavior of this coffee machine can be described as follows:
• The coffee machine has three components, which offer a direct way of interaction:
– water describes the action of filling the water tank of the coffee machine with
water,
– pod describes the action of putting a coffee pod the intended compartment and
– but ton describes the action of starting the coffee machine.
Additionally, the user may clean the coffee machine by clearing the coffee pod and
emptying the water tank.
• Repeatedly filling the water tank, (re-)placing the coffee pod or cleaning the coffee
machine, has no (observable) effect.
• If the coffee machine is turned on, two possible situations may occur:
– If the water tank was filled with water and a coffee pod was added, the coffee
machine will produce coffee.
– If, however, any of the two requirements were not met, the coffee machine will
break irreparably.
• After successfully brewing a cup of coffee, it is necessary to clean the machine. Any
other interaction will break the machine again.
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2.2. Formal Definitions
In order to formalize algorithms and prove certain properties, a formal way for representing
the behavior of the target system is of special interest. A formal model that has successfully
been used to especially represent the behavior of reactive systems, is that of Mealymachines
[Mea55].
Definition 1 (Mealy machines) A Mealy machineM is a tuple 〈S, s0, I ,O,δ,λ〉, where
• S denotes a non-empty set of states,
• s0 ∈ S denotes the initial state,
• I denotes a finite set of input symbols,
• O denotes a finite set of output symbols,
• δ : S × I → S denotes a state transition function and
• λ : S × I → O denotes an output function.
In certain situations, a component may be annotated with a subscript (e.g. δM) to refer to a
component of a certain Mealy machineM. If the Mealy machine, which is referred to, is clear
from the context, the annotation is omitted.
Semantically, aMealymachine starts in its initial state s0. Upon receiving an input symbol
i ∈ I it transitions from its current state si ∈ S into a successor state s j ∈ S as defined by
its state transition function δ(si , i) = s j, while emitting an output symbol o ∈ O as defined
by its output function λ(si , i) = o. The behavior of such reactive systems is then defined by
the sequence of observed output symbols after applying a sequence of input symbols.
Syntactically, a Mealy machine may be displayed in text form by enumerating the ele-
ments of the respective sets and providing δ and λ as look-up tables. However, a more
convenient notation is the representation as a graph, where the states of a Mealy machine
model the nodes of the graph and the transition and output function are represented by
labeled edges. The input and output alphabet of the displayed Mealy machine is then given
implicitly by the union of all input/output symbols over all edges. An example for this kind
of visualization is given in Figure 2.1, which shows a potential Mealy machine abstraction
of the coffee machine of Section 2.1.
Definition 1 gives a very general definition of Mealy machines, as it does not impose any
constraints on the different components of a Mealy machine. However, certain assump-
tions and restrictions prove useful to make the definition of algorithms easier and are in
some cases even required for proofs of correctness and termination. Therefore throughout
this thesis, unless specified otherwise, Mealy machines – and the abstractions of reactive
systems they represent – are assumed to have the following properties:
Definition 2 (Finiteness) A Mealy machineM is called finite iff its set of states is finite, i.e.
|S|<∞.
Finiteness is property that restricts the complexity of a Mealy machine. In formal lan-
guage theory (cf. [HMU00]), the finiteness of a deterministic finite automaton ensures
that the corresponding language it accepts only has a finite number of equivalence classes,
which constitutes its regularity [Ner58]. The idea of regularity can be extended to the case
of Mealy machines [SHM11].
Regularity does not directly impose restrictions on the SUL itself. It does, however, limit
the complexity of the inferable abstraction that is intended to represent the behavior of the
SUL. For many use cases it is possible to find reasonable regular abstractions that cover the
key behavioral aspects of interest. However, there exist applications where the requirement
8
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Figure 2.1.: A (potential) Mealy abstraction of the coffee machine example
a
b c
d d’e
f
pod / 3 water / 3
but ton / X
clean / 3
pod / 3
water / 3
but ton / X
pod / 3
water / 3
but ton / X
{pod,water} / 3
but ton / K
{pod,water} / 3
but ton / K
clean / 3
I \ {clean}/X
I/X
of regularity may make capturing essential behavioral aspects harder, or worse, prevent it.
There has been research [IHS14a; How+12a] on extending the concepts of active automata
learning to more complex models to tackle these issues. The approaches presented in this
thesis will however be limited to inferring a regular (Mealy) abstraction of the SUL.
Regarding the learning of such abstractions, most learning algorithms explore the states
(or more precise, the equivalence classes) of the abstracted target system. Limiting this
property to a finite domain allows to prove the termination of the learning algorithm after
a finite amount of time.
Definition 3 (Determinism) AMealy machineM is called transition- (output-) deterministic
iff its transition (output) function δ (λ) maps each input tuple (s, i) ∈ S × I to at most one
successor state (output). A Mealy machine M is called deterministic iff it is transition- and
output-deterministic.
Technically, Definition 1 already enforces determinism, because in non-deterministic
Mealy machines δ and λ can map into the powerset 2S and 2O respectively. While there
exist non-deterministic Mealy machines for which no behaviorally equivalent determin-
istic Mealy machine can be found, determinism is often a question of abstraction when
integrating the SUL into a learning environment (i.e. creating an interface for member-
ship queries). There exists research for learning non-deterministic Mealy machines [KT14]
and computing adaptive distinguishing sequences for non-deterministic Mealy machines
[KEFY13], but for the scope of this thesis, determinism is assumed.
Definition 4 (Completeness) A Mealy machine M is called transition- (output-) complete
iff its transition (output) function δ (λ) is total, i.e. defined for every possible combination
of state and input symbol. A Mealy machine M is called complete iff it is transition- and
output-complete.
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Completeness is a property that is useful for the definition of algorithms as there is no
need for special treatment of undefined behavior. It is a property that can be artificially
added to the SUL when creating the Mealy abstraction, as can be seen in the coffee machine
example from Section 2.1: Once the coffee machine is in an erroneous state, it may not
even react to certain input signals and come to a complete halt. The Mealy abstraction
however may still be able to process further input signals, as it has access to the real coffee
machine and may return the X-symbol if the erroneous state is detected.
Within the abstraction, completeness can generally be realized by adding an additional
sink-state that loops every input symbol to itself. Every undefined transition in the orig-
inal system maps into the designated sink-state by optionally emitting a special error or
undefined symbol. Hence, the completeness requirement does not affect possible target
systems.
Definition 5 (Minimality) AMealy machineM is called minimal iff there exists no equivalent
Mealy machineM′ with fewer states thanM. Two (deterministic) Mealy machines are called
equivalent iff they produce the same output sequence for every possible input sequence.
The concept of minimality is rather a theoretical motivation than a restriction on the
target system, as can be seen by the coffee machine example from Figure 2.1 again. The
depicted Mealy machine is not minimal, because the states d and d ′ are equivalent. While
this structure may correspond to the true implementation of the target system, the two
states cannot be distinguished by any observable behavior. As a consequence, a learning
algorithm will only be able to distinguish six distinct states, opposed to the original seven.
The inferred model will still be equivalent (as defined above), though not necessarily iso-
morphic to the target abstraction.
However, the minimality of the target abstraction is a necessary property to prove the
exact (up to isomorphism) model inference of learning algorithms. Furthermore, is it a
requirement for the application and computation of adaptive distinguishing sequences (cf.
Section 2.4). In situations where necessary, the abstraction of the target system can be
minimized in polynomial time [Hop71].
Besides semantic properties, Mealy machines may also be extended syntactically, mainly
by overloading the transition- and output functions, which allows for more convenient no-
tations in certain situations. The main concept of this extension is to define the behavior
on input-words, the concatenation of multiple input symbols. The established syntax is,
however, also applicable to output-words.
Definition 6 (Words over an alphabet) Let Σ be an input (or output) alphabet of a Mealy
machine. A word w of length n ∈ N0 is defined as the concatenation of n input (or output)
symbols i j ∈ Σ, 1≤ j ≤ n. For concatenation, the following syntax is used:
w= w1 · ... ·wn = w1...wn ∀w ∈ Σn,n ∈ N0
The special case n = 0 denotes the empty word ". A similar syntax is used to denote the
concatenation of words:
uv = u · v = u1 · ... · un · v1 · ... · vm ∀u ∈ Σn, v ∈ Σm
In certain situations it is useful to extract certain subsequences of words, for which the
following syntax is used: Let w ∈ Σn, then
wi: j = wi · ... ·w j ∀i ≤ j ∈ {1, ...,n}
10
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denotes the syntax for the sub-word starting at index i and ending at index j. Note that
wi: j ∈ Σ j−i+1. For i > j, wi: j denotes the empty word ".
For retrieving the length of a word, the following syntax is used:
|w|= n ∀w ∈ Σn,n ∈ N0
With the given syntax, the transition- and output function may then be extended to
operate on words.
Definition 7 (Extension of transition- and output functions of Mealy machines) Let
M = 〈S, s0, I ,O,δ,λ〉 denote a Mealy machine and s ∈ S,w ∈ I∗ a state and an input word
of arbitrary length. The extension of transition- and output-function δ and λ to the domain
S × I∗ is defined as follows:
δ(s,w) =
¨
δ(δ(s,w1),w2:|w|) if |w|> 0
s if |w|= 0
λ(s,w) =
¨
λ(s,w1) ·λ(δ(s,w1),w2:|w|) if |w|> 0
" if |w|= 0
For simply tracing an input sequence w ∈ I∗, the following syntax is used:
δ(w) = δ(s0,w)
λ(w) = λ(s0,w)
Throughout the learning process, a learning algorithm typically interacts with the SUL
by posing membership queries. These queries are answered by the membership oracle,
which provides an abstracted and the only interface to the application. Therefore, if in the
following the term target system or SUL is used, it is usually referred to the (regular) Mealy
abstraction of the actual application.
For representing the acquired knowledge about the behavior of the target system, many
learning algorithms use temporary Mealy machines. To emphasize the distinction between
temporary models and the target system, interaction with the real system (via membership
queries) will be formalized by the membership query function.
Definition 8 (Membership Query Function) Let I denote an input alphabet andO an output
alphabet. For an input word w ∈ In of length n ∈ N0, mq : In → On denotes the membership
query function that poses the given input word to the target system and returns the observed
behavior. Additionally, for input words w ∈ In,w′ ∈ Im, let mq : In × Im → Om denote the
overloaded function, that allows to specify a prefix input word, whose output is ignored. Given
the traditional membership query function, this can be defined as:
mq(u, v) = mq(u · v)|u|+1:|u·v|
2.3. Active Automata Learning
With the above definitions, the goal of active automata learning for the given scenario can
be described as inferring an unknown, finite, deterministic, complete and minimal Mealy
machine based on its observable behavior. An approach that many active learning algorithms
pursue is given by the idea of partition refinements:
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The design of Mealy machines suggests that its behavior is inherently defined by means
of its output traces, i.e. sequences of input symbols and the emitted sequences of output
symbols. However, it can be shown, that Mealy machines can be completely characterized
by a functional P : I∗ → O, that only returns the last observation after applying an input
sequence. With the introduced syntax, the functional can be defined as P(w) = λ(w)|w|.
For a functional P of a Mealy machine, a relation ≡P on its input arguments can be
defined, that transfers the concepts of the Nerode relation [Ner58] of formal language
theory to Mealy machines:
Definition 9 (Equivalence of words with respect to P [SHM11]) Two words u, v ∈ I∗ are
equivalent with respect to ≡P , iff for all continuations w ∈ I∗ the concatenated words uw and
vw are mapped to the same output by P:
u≡P v⇔∀w ∈ I∗ : P(uw) = P(vw)
It is easy to see, that≡P resembles an equivalence relation, as the equality of the returned
output symbols is reflexive, symmetric and transitive. For further notation, the equivalence
class of an input word w with respect to ≡P will be denoted as [w]≡P .
As a consequence of employing techniques of the well-studied field of formal language
theory, one can also transfer its results (Myhill-Nerode theorem). By definition, the target
system under learning (i.e. its abstraction) is assumed to be finite. This means, the index
of ≡P (i.e. the number of its equivalence classes) is finite as well. Furthermore does the
minimality of the target system allow to conclude, that each equivalence class directly
corresponds to a distinct state of the target system. An equivalence class therefore consists
of all possible input sequences that lead to the state, the equivalence class represents.
Given full information about the functional P and its induced equivalence relation ≡P ,
one can therefore construct an equivalent automaton, that is isomorphic to the target sys-
tem:
Definition 10 (Construction of the canonical automaton) Given a functional P : I∗ → O
and the induced equivalence relation ≡P , the canonical automatonMc = 〈Sc , sc0, I c ,Oc ,δc ,λc〉
can be constructed as follows:
• Sc = the set of equivalence classes of ≡P ,
• sc0 = ["]≡P ,
• I c = I ,
• Oc = O,
• δc([w]≡P , i) = [wi]≡P ∀[w]≡P ∈ Sc , i ∈ I c and
• λc([w]≡P , i) = P(wi) ∀[w]≡P ∈ Sc , i ∈ I c
Inferring the canonical automaton therefore meets the requirements of the active learn-
ing process. However, while an active learning algorithm generally has access to the func-
tional P by means of the membership oracle (i.e. P(w) = mq(w)|w|), it lacks information
about the equivalence classes of ≡P . At this point, the idea of partition refinements mate-
rializes.
The learning process starts with the assumption of a single equivalence class and con-
structs a local hypothesis based on this assumption. In most cases however, unless the target
system in fact consists of a one-state automaton, a single equivalence class is too coarse as
it unifies all true equivalence classes of the target system. By posing an equivalence query,
the learner receives information about input sequences for which the output of the local
hypothesis and the true target system differ – a clear indication, that an equivalence class
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of the local hypothesis is too coarse and needs to be refined. By alternating membership
queries – to construct local canonical automata – and equivalence queries – to possibly
refine the local hypothesis – the active learning algorithm successively refines discovered
partitions until eventually convergence against the (true) canonical automaton is achieved.
To further formalize this process and to present the conceptual base algorithm used for
the approaches developed in this thesis, the following section will present a variation of
the Discrimination Tree learning algorithm.
2.3.1. Discrimination Tree Algorithm
The Discrimination Tree algorithm is an active learning algorithm proposed by Kearns and
Vazirani [KV94]. Key to its design are two core data structures:
• a tentative hypothesis that stores information about the discovered equivalence classes
and represents the learners assumptions about the structure of the target system and
• the discrimination tree, a tree data structure that stores input sequences, that allow
to distinguish equivalence classes of the target system.
For a better distinction between the local hypothesis and the target system, henceforth the
local hypothesis will be labeled with H, whereas the target system will be labeled withM.
As described in the previous section, the algorithm starts with the initial assumption of
a single equivalence class. The situation for the coffee machine example is depicted in
Figure 2.2:
Figure 2.2.: Initial hypothesis and discrimination tree
s0
I \ {but ton} / 3
but ton / X
(a) Initial hypothesis
s0
(b) Initial discrimination tree
The initial hypothesis consists of a single-state automaton. Its access sequence (") is
stored as the representative of the corresponding equivalence class ["]M of the target sys-
tem. (Recall, that an equivalence class consists of all access sequences of its represented
state). At the same time, let [s0]H denote the access sequence that s0 represents.
The outputs for the transitions are determined according the construction of the canoni-
cal automaton. For example, the output for the pod-transition can be determined as follows:
λH(s0, pod) = P([s0]H · pod) = P(" · pod) = λM(" · pod)1 =3
For determining the successors of a transition, the discrimination tree is consulted. How-
ever, under the initial assumptions, there is no equivalence class other than ["]M repre-
sented. Hence,
δH(s0, pod) = ["]M = s0
After finishing the construction of the remaining hypothesis, the learning algorithm re-
turns its local hypothesis as the, what is assumed, final result. Following the active learning
process (cf. Figure 1.1), the hypothesis is then presented to the equivalence oracle, to check
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for the equivalence with the true target system. It is easy to see, that the two models are
not equivalent yet. As a result, the equivalence oracle may return the counterexample
cˆ = but ton · water for which the tentative hypothesis outputs X · 3, whereas the target
system outputs X ·X.
Rivest and Shapire have shown [RS93] (for hypotheses constructed as below), that each
counterexample cˆ can be decomposed into a triple cˆ = uav with 〈u, a, v〉 ∈ I∗ × I × I+ such
that
P([δH(u)]Hav) 6= P([δH(ua)]Hv)
This means, the state δH(ua) represents toomany access sequences (namely [δH(u)]H·a)
because there exists a distinguishing suffix v, that proves [[δH(u)]Ha]M 6= [[δH(ua)]H]M.
For the given counterexample cˆ, such a decomposition is given by u = ", a = but ton, v =
water. As a consequence, the current tentative hypothesis needs to be refined.
Effectively, the a-successor of the state δH(u) needs to represent the newly discovered
equivalence class [[δH(u)]Ha]M. This can be achieved by adding a new state n to the local
hypothesis and defining δH(δH(u), a) = n. Furthermore, the learning algorithm now needs
to distinguish between the old (too coarse) equivalence class and the newly discovered
one. To do so, the learner can use the obtained discriminator v to split the leaf of the
discrimination tree referencing the hypothesis state that represented the old equivalence
class and insert a “decision point” that distinguishes between the old and new equivalence
class.
The updated structures for the given counterexample are shown in Figure 2.3.
Figure 2.3.: Refined hypothesis and discrimination tree after the first counterexample
s0
I \ {but ton} / 3
s1
but ton / X
I / X
(a) Refined hypothesis
water
s0 s1
3 X
(b) Refined discrimination tree
A new state – s1 – representing [[δH(u)]Ha]M = [but ton]M has been added to the
hypothesis. Furthermore, was the old leaf s0 of the discrimination tree split and replaced
by the discriminator water, which distinguishes between s0(=ˆ["]M) and s1(=ˆ[but ton]M)
according to the behavior of the target system. The labels of the edges were obtained by
evaluating P([s0]H ·water) and P([s1]H ·water) respectively.
With the updated information, the new canonical hypothesis can be constructed. While
the definition of the output function λH remains similar to the scenario described above, the
definition of δH now needs to consider multiple possible target states. The construction of a
hypothesis that adheres to the behavior of the target system can be realized by the concept
of sifting access sequences through the discrimination tree.
By definition, the value of e.g. δH(s1, pod) is defined by [[s1]H · pod]M. Given the cur-
rent knowledge, this equivalence class either coincides with ["]M or [but ton]M, whose
elements can be distinguished by the input sequence water. Therefore, by evaluating
P(but ton · pod · water) and choosing the corresponding child node in the discrimination
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tree, the proper representative can be determined. Applying this concept to the remain-
ing transitions (i.e. sifting access sequences of states through the discrimination tree) the
hypothesis shown in Figure 2.3 can be constructed. It may then be proposed to an equiv-
alence oracle again and further refinement steps may be triggered. Repeating this process
until eventually all equivalence classes of the true target system are discovered, allows to
infer the true canonical automaton.
Special focus should be denoted to the highlighted transition 〈s0, but ton〉. During the
learning process, most of the transitions are defined by sifting the corresponding access
sequences through the discrimination tree. This means the successor states are solely de-
termined by the output behavior of the target system. However, this “knowledge” is not
certain until all equivalence classes are discovered, because future refinement steps may
split hypothesis states and alter transitions.
An exception to that are the so called spanning-tree transitions. When refining the hy-
pothesis, the counterexample decomposition yields a representative [δH(u)]H, whose one-
letter extension [δH(u)]H·a corresponds to a new equivalence class. This stepwise construc-
tion of representatives makes the set of all representatives prefix-closed. Correspondingly,
the transitions representing these one-letter extensions (i.e. the transitions leading into
newly added states) form a spanning tree of the hypothesis.
A useful property of these spanning-tree transitions is, that their induced behavior co-
incides with the behavior of the target system. The prefix-closed set of representatives
resembles a spanning tree of the target system as well and the individual representatives
resemble access sequences to the states of the target system. Hence, tracing the represen-
tatives of the discovered equivalence classes in the hypothesis – which iterates over the
spanning-tree transitions – is sufficient to obtain the true behavior of the target system.
Since its proposal, the Discrimination Tree algorithm has been subject to further improve-
ments and extensions [IHS14b]. Its core data structure – the discrimination tree – offers a
flexible concept that allows to integrate techniques from different fields of research, such as
model-based testing. An example is given by the developed base algorithm (cf. Chapter 3),
which will use the core principles of the Discrimination Tree algorithm and extend its ideas
to an adaptive scenario, which will allow the utilization of the second conceptual influence:
adaptive distinguishing sequences.
2.4. Adaptive Distinguishing Sequences
Model-based testing has in recent years, similar to active automata learning, gained more
and more attention from real-world applications. Beneficial to their success is the fact,
that the two fields share a lot of concepts and ideas [Ber+05], which means both fields
contribute to each other’s success. Of particular interest for the topic of this thesis is the
common problem of state identification.
The classic question for the state identification problem is as follows: Given a system
that is in an unknown state and the possibility to interact with said system. After applying
a sequence of inputs and observing a sequence of outputs: In which state was the target
system initially (i.e. before applying the sequence of input symbols)?
In active automata learning, this question is usually answered by posing a series of mem-
bership queries. Recall from Section 2.3.1 the approach to determine the successor of a
transition: For determining the value of δH(s1, pod) the target system was first transitioned
into the state of interest by applying the input sequence but ton · water. Then the input
sequence of a discriminator was applied to decide, based on the observed output, which
15
2. Preliminaries and Related Work
initial states can be disregarded. The process is repeated, until the set of possible initial
states is narrowed down to a single state.
In conformance testing, the classic approach involves distinguishing sequences, which
come either in a preset or adaptive form. A preset distinguishing sequence (PDS) is a
single input sequence that, once applied, produces a unique output sequence for each state
of the target system. This means, by only observing the single output sequence, one can
determine the initial state. The term preset comes from the fact that the complete input
sequence is determined beforehand and applied as a whole, so it does not change dur-
ing application. In contrast to that, an adaptive distinguishing sequence (ADS) is applied
symbol-wise. After each input symbol the reaction of the target system is observed and de-
pending on the output, the next input symbol to query is selected. This gives, albeit being
called a sequence, most ADSs the form of a decision tree.
Thus, where active automata learning needs a multitude of membership queries – each
requiring a reset to ensure their independence – the same problem can be (potentially)
solved by a single distinguishing sequence. This raises the question, if distinguishing se-
quences may replace certain sets of membership queries and therefore improve the perfor-
mance of the learning process with regard to the number of required resets. A question,
this thesis will investigate.
Regarding practicability, ADSs are more preferable than PDSs, because every PDS can be
transformed into its adaptive counter part [Gil61]. On the contrary however, there exist
systems that only have an ADS but no PDS [Kri04]. Yet, even the existence of an ADS cannot
be guaranteed for every system, as there are examples of systems that neither have a PDS
nor an ADS [Gil61; Kri04]. In the context of active learning however, the potential absence
of a distinguishing sequence does not pose a problem, because one can always resort to the
initial membership query based approach to solve the state identification problem.
Regarding performance, ADSs again yield better results. Lee and Yannakakis have shown
in [LY94] that the computation of a PDS is PSPACE-complete and that there exist systems,
whose PDS is of exponential length1. For ADSs, Rystsov [Rys76] proved a (tight) quadratic
upper bound for the length of an ADS (i.e. depth of the decision tree) while again Lee and
Yannakakis proposed a polynomial (quadratic) time algorithm to compute an (quadrati-
cally bound) ADS [LY94].
Aside from the “normal” use case, computing an ADS is hard. The computation of an
optimal ADS with regard to certain measures is NP-complete [TY14]. Furthermore, the
general consensus when talking about distinguishing sequences is, to distinguish between
all states of the target system. Within this thesis there will often occur the situation, where
an ADSs is only needed for a subset of states of the target system. While for two states, the
problem breaks down to the state equivalence problem, which can be solved in polynomial
time and with a linear bound ADS [Moo56], the situation for 2 < m < |S| states is worse.
Lee and Yannakakis have shown that for an arbitrary set of states (of size m), the computa-
tion of an ADS is PSPACE-complete. Regarding the length of these ADSs, only exponential
bounds [Sok71; Kog73; Gob74] are known to the author.
1Exponential in the number of states of the automaton.
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CHAPTER3
Active Automata Learning in an Adaptive
Environment
This chapter introduces the ADTLearner, the adaptive extension of the Discrimination Tree
algorithm that allows the integration of adaptive distinguishing sequences. To allow its
specification, Section 3.1 presents preliminary concepts that are required by the developed
approach. Section 3.2 then formalizes the algorithm, shows an exemplary execution and
proves that the presented base version alone, represents a fully functional learning algo-
rithm for inferring regular Mealy machines.
3.1. Preliminaries
Key to the developed approach is a refinedmethod of interacting with the target, which will
allow the utilization of adaptive queries, as required by adaptive distinguishing sequences.
3.1.1. Symbol Query Oracle
As pointed out in Section 2.4, an adaptive distinguishing sequence is essentially a decision
tree with input symbols labeling inner nodes. The adaptiveness comes from the possibility
to dynamically decide which symbol to query next, based on former observations. This
however poses a problem to the classic communication mechanism provided by a member-
ship oracle. Figure 3.1 shows such a problematic case:
Figure 3.1.: An example of an adaptive query
a
b
s0
0
s1
1
0
c
s2
0
s3
1
1
Since classic membership queries are preset, the query of Figure 3.1 cannot be answered
by a single membership query, because one would have to query two distinct symbols si-
multaneously. One could answer the query by posing two separate membership queries –
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namely mq(ab) and mq(ac) – and evaluate the complete answer to decide for the possible
state. From a performance point of view however, this approach is not acceptable due to
its significant overhead. In the worst case, every pair of leaves would require a separate
membership query. Hence, the developed approach introduces a new kind of oracle: the
symbol query oracle.
A symbol query oracle allows two kinds of possible queries: reset and symbol queries.
• A reset query is a query that resets the SUL into its initial state and has no return value.
As classic membership oracles also require a certain reset mechanism to ensure the
independence of membership queries, a reset query does not pose new requirements
to a SUL.
• A symbol query executes a single input symbol on the SUL and returns the observed
output symbol of the SUL. In contrast to a classic membership queries, no reset query
precedes a symbol query, which makes a series of symbol queries generally dependent
on each other. Since the SUL (or rather its abstraction) is assumed to be a reactive
system (i.e. representable by a Mealy machine), this only changes the way of com-
munication and does not impose further restrictions.
As for interoperability, a membership oracle can always be simulated by a symbol query
oracle. A membership query can always be answered by executing a reset query followed
by subsequent symbol queries processing the input symbols of the membership query. De-
pending on the use case, either the complete response or simply the last symbol of the
answer may be extracted. Therefore, if in the following the term membership query is
used, it usually refers to the simulated version.
3.1.2. Adaptive Discrimination Tree
The core data structure of the developed approach to model the progress of the learning
process is the adaptive discrimination tree, or short ADT. An ADT is a mixture-model of
an adaptive distinguishing sequence and a discrimination tree. One can think of it as an
adaptive distinguishing sequence enhanced with the possibility to reset during a sifting
operation or an discrimination tree with the ability to dynamically change the query of an
inner node.
The structure of an adaptive discrimination tree is subject to a certain set of constraints:
Definition 11 (Adaptive Discrimination Tree) Let I denote an input- and O denote an
output alphabet. An adaptive discrimination tree is a rooted tree, that can contain three kinds
of nodes: symbol, reset and final nodes.
• An ADT consists either of a single or multiple nodes.
– If the tree consists of a single node, this node must be a final node.
– If the tree consists of multiple nodes, the root node must be a symbol node.
• Each symbol node references exactly one input symbol i ∈ I . A symbol node must have
at least one but may have multiple children, which can be of any kind. A symbol node
and its children are connected by a labeled edge, with label o ∈ O.
• Reset nodes must have exactly one child. A reset node and its child are connected by an
unlabeled edge.
• Final nodes must not have any children. A final node references exactly one state of the
tentative hypothesis. Every leaf of an ADT must be a final node.
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During the learning process an ADT may be subject to changes. It may be expanded due
to new observations or certain subtrees might be updated to utilize adaptive distinguishing
sequences (cf. Chapter 4). In order to allow proofs for correctness, the property of a verified
ADT is introduced. For the ease of notation, let us first introduce the idea of paths and traces.
Definition 12 (Path of a node) Let ADT denote an adaptive discrimination tree and n a
node of ADT . Then pathADT (n) is defined as the sequence 〈e1, v1〉, ..., 〈ek, vk〉 with following
properties: ei+1 is the edge connecting the node vi with its parent node vi+1. In particular, v1
is the parent node of n and vk is the root node of ADT . If n is the root node of ADT , its path
is defined as the empty sequence.
Definition 13 (Traces of a node) Let ADT denote an adaptive discrimination tree, n a
node of ADT , r the root node of ADT and pathADT (n) = 〈e1, v1〉, ..., 〈ek, vk〉 the path of n.
Furthermore let s() denote a function that extracts the label (symbol) of an edge (node), and
rn() an indicator function that returns true, if a node is a reset node. Then the traces of n are
defined as follows:
t raceADT (n) =

〈","〉 if n= r
〈","〉 if rn(v1)
〈s(vk) · · · s(v1), s(ek) · · · s(e1)〉 if ¬rn(vi), 1≤ i ≤ k
〈s(vm−1) · · · s(v1), s(em−1) · · · s(e1)〉,m=min
i
rn(vi) otherwise
t racesADT (n) =

; if n= r
t racesADT (v1) if rn(v1)
{t raceADT (n)} ∪ t racesADT (vm),m=min
i
vi = r ∨ rn(vi) otherwise
Figure 3.2 shows an example of an adaptive discrimination tree as well as evaluations of
the trace functions for its final nodes.
Traces allow to extract the behavioral information that are stored in an adaptive discrim-
ination tree. With these information, the concept of a verified ADT can be defined.
Definition 14 (Verified Adaptive Discrimination Tree) Let ADT denote an adaptive dis-
crimination tree and rep f the input sequence [s f ]H for the referenced hypothesis state s f in
the final node f . ADT is called verified iff for all its final nodes f , we have:
∀〈i, o〉 ∈ t races( f ) : mq(rep f , i) = o
Intuitively a verified ADT only describes true behavior of the SUL as it has been verified
by membership queries. For verified ADTs one can now show that the referenced hypothesis
states in the leaves of the ADT truly represent distinct equivalence classes of the SUL.
Theorem 1 (Correctness of ADT) Given a verified adaptive discrimination tree ADT , every
final node of ADT represents a distinct (set of) equivalence class(es) of the SUL.
Proof. Assume for contradiction, that two distinct final nodes f1, f2 represent the same
equivalence class of the SUL. Given that ADT follows a tree structure, f1 and f2 must have
a lowest common ancestor nlca. By definition, nlca must be a symbol node, because only
symbol nodes are allowed to have multiple children. Let 〈ilca, olca〉= t raceADT (nlca) denote
the behavioral information of nlca, i = ilca · s(nlca) denote a discriminating input sequence
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Figure 3.2.: An example of an ADT and its traces
a
s0 b
reset
c
s1 s2
0 1
0
0 1
• t race(s0) = 〈a, 0〉
• t races(s0) = {〈a, 0〉}
• t race(s1) = 〈c, 0〉
• t races(s1) = {〈c, 0〉, 〈ab, 10〉}
• t race(s2) = 〈c, 1〉
• t races(s2) = {〈c, 1〉, 〈ab, 10〉}
and rep fi denote the representative [s fi ]H of the hypothesis state s fi referenced in the final
node fi. Since ADT is a verified adaptive discrimination tree, the following holds:
mq(rep f1 · i) 6= mq(rep f2 · i)
This contradicts the assumption, that f1 and f2 represent the same equivalence class,
because there exists an input sequence that results in different output behavior. 
To utilize the knowledge about the (distinct) equivalence classes an adaptive discrimi-
nation tree represents, it provides access to a sift operation, which takes an input word
as a parameter and returns a final node of the ADT. Starting at the root node of the ADT,
the sift operation iterates over a sequence of nodes. If the current node is a symbol node,
a symbol query with the referenced symbol is executed. Depending on the observed out-
put, the child with the correspondingly labeled edge is selected as the next node. If during
the iteration a reset node is encountered, a reset query followed by a sequence of symbol
queries representing the initial input parameters is executed. Once a final node is reached,
it will be returned.
During the sift operation it might occur, that for a certain observed output symbol, the
current symbol node has no defined successor. In this case a new final node will be added
to the ADT and set as the previously missing successor.
Regarding nomenclature, the term “subtree” may denote any tree rooted in a specific
node of the adaptive discrimination tree. However, in most situations, the distinguishing
property of an incorporated discriminator is needed. Therefore, the term subtree (or sub-
ADT) will usually refer to subtrees rooted in a symbol node that succeeds a reset node. For
example, in Figure 3.2, the symbol node c may be referred to as a sub-ADT.
Furthermore does an adaptive discrimination tree generalize the concepts of an adaptive
distinguishing sequence. However, the two terms will be used to emphasize the presence
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of reset nodes: When referring to an adaptive distinguishing sequence, the absence of reset
nodes is assumed, while adaptive discrimination trees usually contain reset nodes.
3.2. Base Algorithm
This section presents the adaptive base algorithm. While not yet including any specific tech-
niques to include adaptive distinguishing sequences, the base version will serve as a sound
basis that allows proofs for termination and correctness and introduces certain components
and concepts that will be referenced in the subsequent chapters. Adjusting to the workflow
of the active learning loop (cf. Figure 1.1) the algorithm will be specified by means of an
initialization procedure, that will be executed once at the beginning of the learning process
and a refinement procedure, that will receive counterexamples returned by the equivalence
oracle.
During its execution, the learner instance needs to access shared data structures in order
to retrieve information from previous refinement steps. The following enumeration lists the
shared variables that are expected to be available at a global scope.
hypothesis The internal hypothesisH = 〈S, s0, I ,O,δ,λ〉 that represents the current approx-
imation of the system to learn. For the ease of notation, the states S are assumed to
be integers to allow using them as indexes in array-like structures. In most occasions,
the specific components of the hypothesis (e.g. δ, ...) will be used directly.
accessSequences An array-like structure which stores the representatives [s]H ∈ I∗ for a
given hypothesis state s ∈ S.
sqo The symbol query oracle that allows the learning algorithm to post parameterized
symbol- and reset-queries to retrieve information about the target system. For conve-
nience, the query function may also receive input words, which results in subsequent
symbol queries.
adt The adaptive discrimination tree, as described in Section 3.1.2.
openTransitions A queue-like structure that holds descriptors of the hypothesis transitions.
A transition will be described by a tuple 〈source, input, output, tar get〉, describing
a transition that originates in state source and transitions into state tar get on input
input while emitting output. In instances where the parameters output and tar get
are irrelevant, the shorthand notation 〈source, input〉 is used.
openCounterExamples A queue-like structure that holds potential counterexamples. A
counterexample will be described by a tuple 〈in, out〉, that contains an input sequence
in leading to the output sequence out in the system under learning.
For interacting with the global variables, an object-oriented visualization will be used,
meaning methods will be invoked on objects. This is for example the case for the queue-like
structures openTransitions and openCounterExamples, for which the following methods
are assumed to be available:
add Adds a new element to the end of the queue.
pop Retrieves and removes the first element of the queue.
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isEmpty returns true if the queue is empty and false otherwise.
The initialization step of the ADTLearner is described in Algorithm 3.1.
The initial state of the hypothesis as well as its (trivial) representative is set. The ini-
tializeADT call initializes the adaptive discrimination tree with a single final node, refer-
encing the initial hypothesis state s0. The outgoing transitions of the initial state are then
added to the openTransitions queue, for which the closeTransitions procedure (cf. Al-
gorithm 3.3) will determine output and successor values. Since this procedure will be used
by the refinement step as well, let us first describe the refinement procedure to explain the
closing of transitions in the context of both use cases. The refinement step is separated in
two functions, displayed in Algorithm 3.2.
The “official” refinement procedure is merely a wrapper for managing counterexamples
and ensuring consistency with the current adaptive discrimination tree. While each true
counterexample discovers a new equivalence class and therefore alters the hypothesis, it
may happen that the refined hypothesis is still not consistent with past observations. For
example, even after a refinement triggered by a counterexample ce = 〈in, out〉, it may still
hold that λH(in) 6= out. Therefore, at first, a counterexample is reevaluated until it is no
longer a valid counterexample. The motivation to wrap these operations in an additional
while loop is given by future extensions (cf. Section 5.3) which may detect additional
counterexamples during internal refinement steps.
A similar effect can occur for the discriminators stored in the current adaptive discrimina-
tion tree. Therefore, after the internal refinement steps finished, the ensureADTConsis-
tency procedure checks for every final node f of the current adaptive discrimination tree if
the hypothesis exhibits the behavior described in t racesad t( f ). If any diverging behavior is
observed, a counterexample is added to the openCounterExamples queue and the outer
while-loop refines the hypothesis as needed. The main refinement step that updates the
hypothesis, is given by the refineHypothesisInternal procedure.
At first it is checked, if the current hypothesis already outputs the expected output of the
current counterexample. If so, the function returns false to indicate that no additional
information can be extracted from the given observations. If, however, the counterexample
is still valid, the hypothesis needs refinement.
Therefore the counterexample is decomposed into a triplet 〈u, a, v〉 as described in Sec-
tion 2.3.1. A new state is added to the hypothesis in order to reflect the partition refinement
and the additional data structures are updated. The access sequence of the new state is
set to the one symbol-extension of the access sequence represented by state δ(u) and the
transition upon receiving the input symbol a is set to the new state in order to represent
the newly discovered equivalence class [accessSequences[δH(u)] · a]M.
In the following, the adaptive discrimination tree needs to be updated to ensure the
correct distinction between the (newly) discovered equivalence classes. In the presented
base version of the learner, this may simply be accomplished by replacing the leaf refer-
encing the node to be split (δ(ua)) with a reset node. The reset node is then followed by
a sequence of symbol nodes representing the distinguishing suffix v. The labels for the
intermediate edges are determined by the outputs of the target system, that are given by
mq(accessSequences[δ(ua)], v) for the old, too coarse representative and by
mq(accessSequences[n], v) for the newly added representative. Since v is a true discrimina-
tor for the two equivalence classes, the outputs of the two membership queries will differ
at one point. This very symbol node may then be succeeded by two final nodes (with cor-
respondingly labeled edges), referencing the old, refined hypothesis state δ(ua) and the
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Algorithm 3.1: ADTLearner: Initialization
1: function initialize
2: s0 ← 0
3: accessSequences[s0]← "
4: intializeADT(s0)
5: for all i ∈ I do
6: openTransi t ions.add(〈s0, i〉)
7: end for
8: closeTransitions
9: end function
Algorithm 3.2: ADTLearner: Handling of counterexamples
1: function refineHypothesis(ce = 〈in, out〉)
2: openCounterExamples.add(ce)
3: while not openCounterExamples.isEmpt y() do
4: while not openCounterExamples.isEmpt y() do
5: cur rentCE ← openCounterExamples.pop()
6: while refineHypothesisInternal(cur rentCE) do
7: end while
8: end while
9: ensureADTConsistency
10: end while
11: end function
12: function refineHypothesisInternal(ce = 〈in, out〉)
13: if λ(in) = out then
14: return false
15: end if
16: 〈u, a, v〉 ← decomposeCounterExample(in)
17: n← |S| . The new state
18: S ← S ∪ {n}
19: accessSequences[n]← accessSequences[δ(u)] · a
20: δ(δ(u), a)← n
21: splitLeaf(ad t,δ(ua),n, v)
22: openTransi t ions ← {〈n, i〉|i ∈ I} ∪ {〈s, i〉|s ∈ S, i ∈ I ,δ(s, i) = δ(ua)}
23: closeTransitions
24: return true
25: end function
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Algorithm 3.3: ADTLearner: Closing the open transitions
1: function closeTransitions
2: while not openTransi t ions.isEmpt y() do
3: t ← openTransi t ions.pop()
4: closeTransition(t)
5: end while
6: end function
7: function closeTransition(t = 〈s, i〉)
8: as ← accessSequences[s]
9: sqo.reset()
10: for i = 1 to |as| do
11: sqo.quer y(asi)
12: end for
13: λ(s, i)← sqo.quer y(i)
14: l p ← as · i
15: lea f ← ad t.si f t(l p)
16: if lea f .re f erence = nil then . New equiv. class
17: n← |S|
18: S ← S ∪ {n}
19: openTransi t ions ← openTransi t ions ∪ {〈n, i〉|i ∈ I}
20: lea f .re f erence ← n
21: accessSequences[n]← l p
22: δ(s, i)← n
23: else
24: δ(s, i)← lea f .re f erence
25: end if
26: end function
new state n. Using this kind of replacement maintains the property of a verified adaptive
discrimination tree, which therefore completes the update procedure of the ADT.
In order to reflect the required changes in the hypothesis andmaintain canonicity, certain
transitions need to updated. It is easy to verify, that it is sufficient to only update the
incoming transitions of δ(ua) and the outgoing transitions of n. For all other transitions,
the updated ADT would determine the same target states as before.
This closing of a transition is displayed in Algorithm 3.3.
For each transition, the system under learning is first brought to a state representing the
source equivalence class by resetting the system and then applying the access sequence
of the source state. Afterwards the input symbol of the transition is queried to determine
its output. After querying said input symbol, the system under learning is in a state that
is relevant for determining the value of δ(s, i). In order to reconstruct this situation, a
temporary access sequence is stored in the local variable l p, which is then used in the
sifting method of the ADT to determine the local hypothesis state.
As stated in Section 3.1.2, the sift operation may return a (newly constructed) final node
which does not reference any hypothesis state if undefined behavior is observed during the
process of sifting. If this scenario is encountered (cf. line 16) a new state is added to the
hypothesis and its outgoing transitions are added to the openTransitions queue. Note that
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in this case, the adaptive discrimination tree is still verified and it is sufficient to only add the
outgoing transitions of the new state, since no other state could have possibly referenced
this state before. Otherwise the reference of the returned leaf is used to determine the
target state for the current transition.
3.2.1. Example
For a better understanding, this section will visualize the procedures and internal states
of the proposed base algorithm by presenting the first iterations for the given running
example. Besides the summarizing aspect of this description, a special focus should be
attributed to the state of the hypothesis and the state of the adaptive distinguishing tree
during refinement steps. With regard to Chapter 5, the interaction of these two components
will determine which heuristics can be applied at which point of time during the learning
process.
The first interaction takes place during the initialization phase, where the initial hypoth-
esis and the initial adaptive discrimination tree are constructed. However, since the initial
discrimination tree does not distinguish between any equivalence classes – there does not
exist any evidence formultiple equivalence classes –, the initial hypothesis will always result
in the single-state automaton and therefore resemble the situation depicted in Figure 2.2.
As a result, let us continue with the encounter of the first counterexample.
The situation after decomposing cˆ = but ton ·water, and updating the adaptive discrim-
ination tree is depicted in Figure 3.3.
Figure 3.3.: Tentative hypothesis and adaptive discrimination tree after the first counterex-
ample analysis
s0 s1
water / 3
pod / 3
but ton / X
clean / 3
water / ?
pod / ?
but ton / ?
clean / ?
(a) Tentative hypothesis
water
s0 s1
3 X
(b) Adaptive discrimination tree
The only certain knowledge the learner has, is that the transition 〈s0, but ton〉 transitions
the target system into a state truly different from s0. However, for all remaining transitions,
the successor is unknown. Only by sifting the corresponding access sequences of their target
states, this knowledge can be obtained. The closing of the remaining (dashed) transitions
does not result in any further discoveries of new equivalence classes. After terminating the
closeTransitions procedure, the hypothesis returned by the learning process therefore
resembles the hypothesis already shown in Figure 2.3.
When comparing the new hypothesis with the true target system (cf. Figure 2.1) it is
apparent that the two models are still not equivalent yet. An equivalence query might
therefore yield the counterexample cˆ = pod · water · pod · water · but ton, for which the
hypothesis outputs 3 · 3 · 3 · 3 · X, whereas the target system outputs 3 · 3 · 3 · 3 ·K.
Therefore λH(cˆ) 6= λM(cˆ) and the refineHypothesisInternal procedure will continue
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with a true refinement step.
This time, the counterexample decomposes into the triplet 〈", pod,water ·but ton〉mean-
ing, the action pod transitions the hypothesis and the target system from the state reached
by " (s0) to different successor states, as indicated by the diverging output upon applying
water · but ton. Therefore the state s0 represents two access sequences (" and pod) that
belong to provably different equivalence classes of the target system. To reflect this infor-
mation, a new state – the pod-successor of s0 – is added to the hypothesis, which represents
the equivalence class of which pod is a member. Similar to the previous refinement steps,
the corresponding data structures are updated. Furthermore, by posing the membership
queries mq(",water · but ton) and mq(pod,water · but ton) it is possible to split the final
node s0 of the current adaptive discrimination tree and correctly distinguish between s0
and the new state s2. But what impact has this refinement step on the transitions?
First of all, all outgoing edges of the new state s2 are undefined: Since pod (i.e. " · pod)
has only been a one-symbol extension of an access sequence so far, it was never resolved
in which target state the access sequences pod ·water, pod · pod, etc. led. Additionally, all
incoming transitions of the too coarse state s0 need to be refined: Previous sifting operations
only revealed, that e.g. the input symbol water leads to a state that emits a3-symbol when
receiving another water symbol query. However, this is now true for both the states s0 and
s2. In order to correctly single out the specific target state, the transitions, i.e. the access
sequence of their source states concatenated with their corresponding input symbol, need
to be sifted through the subtree representing the new discriminator water · but ton.
The situation of the tentative hypothesis and the adaptive discrimination tree after split-
ting the too coarse state s0 are displayed in Figure 3.4.
Figure 3.4.: Tentative hypothesis and adaptive discrimination tree after the second coun-
terexample analysis
s0 s1
s2
pod / 3
but ton / X
water / 3
clean / 3
I / X
water / ?
pod / ?
but ton / ?
clean / ?
(a) Tentative hypothesis
water
s1reset
water
but ton
s2s0
X3
3
KX
(b) Adaptive discrimination tree
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As defined in Algorithm 3.2 the refinement step is finished by a call to the close-
Transitions procedure. By checking the posed symbol queries during the sifting op-
erations, one can see that the closeTransitions procedure will not discover any new
equivalence classes. Therefore, after the internal refinement procedure finishes, the ten-
tative hypothesis will be a three state hypothesis. However the current counterexample
cˆ = pod ·water · pod ·water · but ton still poses a valid counterexample, as even the refined
hypothesis will output 3· 3· 3· 3· X. Hence a second refinement step will be triggered.
In the second iteration, the counterexample will decompose into the triplet
〈pod,water, but ton〉, resulting in the splitting of state s2 and the creation of state s3. The
remaining refinement steps follow the patterns described above. The next section will show,
that this approach will eventually terminate and return the correct behavioral model of the
target system.
3.2.2. Termination & Correctness
Given the base algorithm, termination and correctness can be proved for the learning ap-
proach with adaptive discrimination trees. A useful property for the two proofs is the
canonicity of the intermediate hypotheses, formalized by the following lemma.
Lemma 1 (Canonicity of intermediate hypotheses) After each phase of the algorithm (i.e.
after the initialization and each refinement step) the tentative hypothesis H is canonical.
Proof. Initialization: The hypothesis is initialized with a single state, which is the only valid
approximation possible, when no behavior is observed. The empty word is selected as the
representative for this equivalence class and before termination, all possible transitions are
closed.
Refinement: Recall, that the decomposition yields input-words/-symbols such that
mq(accessSequences[δ(u)] · a, v) 6= mq(accessSequences[δ(ua)], v). This means, that the
input sequence accessSequences[δ(u)] · a is wrongly attributed to the equivalence class
represented by δ(ua) and hence δ(ua) is too coarse and needs refinement. Therefore a
new state – representing [accessSequences[δ(u)] · a]M – is added to the hypothesis and
accessSequences[δ(u)] · a is set as its correct representative. The adaptive discrimination
tree is updated to incorporate the new discriminator (v) and the outputs and successors of
all affected transitions (outgoing transitions of the new state and incoming transitions of
the split one) are determined according to the definition of the canonical automaton.
Closing: For each pending transition 〈s, i〉, the output is determined by bringing the target
system into state s (by means of its access sequence) and executing the symbol query i. The
successor is determined by sifting the access sequence of the successor (accessSequences[s]·
a) which returns the state for the corresponding equivalence class (cf. Theorem 1). It may
however be possible that the sifting operation yields a new final node f , in which case a
new hypothesis state is added. This does not break the canonicity but rather serves as an
implicit counterexample, because accessSequences[s]·a yields unexpected output behavior.
Moreover, the adaptive discrimination tree is still verified, because the sifting operation is
performed bymeans of reset and symbol queries, so it reflects the behavior of the true target
systems. One can see, that the input components of t racesad t( f ) resemble input sequences
that truly distinguish between the new state referenced in f and the (remaining) final
nodes for the adaptive discrimination tree. 
The canonicity of intermediate hypotheses can then be used, to prove the termination of
the learning algorithm, as shown in Theorem 2.
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Theorem 2 (Termination of the base algorithm) The base algorithm terminates after at
most n − 1 equivalence queries, where n denotes the size (i.e. the number of states) of the
(minimized) target system.
Proof. The proof is similar to termination proofs of other active learning algorithms and is
based on the principles of invariance and progress.
Invariant: The number of states of the intermediate hypothesis H never exceeds the
number of states of the target system. This is due to the fact that the tentative hypothesis
is canonical (i.e. minimal with respect to the discovered equivalence classes, cf. Lemma 1)
and states are only added when a distinguishable behavior is observed.
Progress: Each equivalence query yields a counterexample that refines the existing par-
tition by adding an additional state to the hypothesis. Given the invariant, this can only
happen at most n− 1 times. 
Applying Lemma 1 to the hypothesis after termination, allows to deduce the correctness
of the final hypothesis.
Theorem 3 (Correctness of the base algorithm) Upon termination, the base algorithm
returns a hypothesis that is equivalent (up to isomorphism) to the target automaton.
Proof. The termination of the algorithm guarantees, that all true equivalence classes have
been discovered. By construction, building the canonical automaton (cf. Lemma 1) from
these information yields an equivalent (up to isomorphism) automaton with regard to the
target system. 
An important aspect to note is that throughout the proofs, no assumptions about the
structure of the adaptive discrimination tree were made (except being verified). This opens
the way to integrate heuristics that may improve performance without losing the properties
of termination and correctness.
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Embedding Adaptive Distinguishing Sequences
The previous chapter presented the base algorithm, which introduced the core concepts of
active automata learning in an adaptive environment. However, the base algorithm does not
utilize adaptive distinguishing sequences: The extracted discriminators are maintained in
their original form and their behavioral information is arranged by reset nodes. Therefore,
this chapter presents the main approach by which adaptive distinguishing sequences will
be integrated into the learning process. It describes what influence the usage of ADSs has
on the learning process and shows what steps are necessary to successfully benefit from
their potential.
4.1. Subtree Replacements
The core concept to integrate adaptive distinguishing sequences is by replacing nodes –
specifically subtrees – of the adaptive discrimination tree. During the default execution of
the base algorithm, the adaptive discrimination tree may aggregate a considerable amount
of reset nodes. Replacing subtrees with many reset nodes or even the complete adaptive
discrimination tree with a single, reset-free adaptive distinguishing sequence, reduces the
number of reset queries of succeeding refinement steps, as the number of encountered reset
nodes during the sifting operations is reduced.
4.1.1. Replacement Validation
Different replacements may be considered at different stages of the learning algorithm (cf.
Chapter 5), but all replacements have a common characteristic: For the construction of the
adaptive distinguishing sequence, the current tentative hypothesis is used as a reference
point for the behavior of the target system. However, until termination, the hypothesis only
approximates the behavior of the target system, meaning that any extracted information
may not be valid. To ensure that the adaptive discrimination tree is still verified after
the replacement occurred and therefore guarantee the correctness and termination of the
learning process, the proposed replacements need to be validated. The main validation
process is depicted in Algorithm 4.1.
The validate function receives three input parameters: nt r, the node of the current
adaptive discrimination tree to be replaced; repl, the (start of the) adaptive distinguishing
sequence, that is proposed to replace nt r; and cutout, a set of states, that may not be
covered by the replacement, but are referenced in the subtree of nt r. For the parameters,
basic sanity properties are assumed, for example that all hypothesis states referenced in
the subtree of nt r are covered by the union of repl ’s leaves and cutout.
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Algorithm 4.1: ADS Replacements: Replacement validation
1: function validate(nt r, repl, cutout)
2: 〈pi, po〉 ← t racead t(nt r)
3: resul t ← nil
4: for all f ∈ collectLeaves(repl) do
5: 〈i, o〉 ← t racerepl( f )
6: as ← accessSequences[ f .re f erence]
7: sqo.reset()
8: sqo.quer y(as · pi)
9: equal ← true
10: k ← 1
11: output ← "
12: while equal & k ≤ |i| do
13: output ← output · sqo.quer y(ik)
14: if outputk 6= ok then
15: equal ← false
16: else
17: k ← k+ 1
18: end if
19: end while
20: if not equal then
21: openCounterExamples.add(〈as · pi · i1:k,λ(as) · po · output〉)
22: end if
23: t race ← buildADS(i1:k, output, f .re f erence)
24: if resul t = nil then
25: resul t ← t race
26: else
27: if not mergeADS(resul t, t race) then
28: resolveAmbiguities(nt r, resul t, f .re f erence)
29: end if
30: end if
31: end for
32: for all c ∈ cutout do
33: resolveAmbiguities(nt r, resul t, c)
34: end for
35: return resul t
36: end function
Intuitively, in order to verify the replacement, one has to assure that the predicted in-
put/output behavior defined by the replacement matches the real input/output behavior of
the target system. Therefore, the main loop of the function iterates over every referenced
state of the replacement and verifies the suggested input/output trace. The collectLeaves
function collects every final node of the replacement, whereas trace works as defined in
Definition 13. The function continues to transition the target system into the state whose
output behavior should be validated, by applying the access sequence of the current state
and the potential input trace of the parent node.
Note, that there were no restrictions on the parameter nt r: Certain replacements may
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aim at replacing reset nodes of the current adaptive discrimination tree. In this case, the
proposed replacement is essentially a continuation of an existing discriminator. As a re-
sult, the complete trace is required to transition the target system in its correct state. If a
replacement seeks to replace a complete subtree (i.e. the parent of nt r is a reset node) the
parent trace will be ".
The next step is to verify the behavior of the proposed replacement. The input trace
is sequentially applied to the target system and the observed output is compared with
the expected output given by the adaptive distinguishing sequence. If the outputs differ,
a counterexample is encountered, because the replacement was computed based on the
behavior of the tentative hypothesis, which in the case of a mismatch is provably wrong.
However, a potential mismatch between expected and real behavior does not necessarily
result in a failure of the validation process. As long as the observed output behavior dis-
tinguishes all states uniquely it is still possible to construct a correctly classifying adaptive
distinguishing sequence. Therefore, independent of the verification result, the function
continues to construct a single input/output trace from the observed behavior by calling
the buildADS subroutine. If a result from previous loop iterations exists, the function
tries to merge the current trace with the existing distinguishing sequence by a call to the
mergeADS subroutine. This subroutine simultaneously traverses the existing distinguish-
ing sequence (resul t) and the trace to merge (t race) by means of the input sequence of
t race. If at one point – under the maintenance of a shared input sequence – diverging
output behavior is observed, the remaining trace of t race can be appended to the corre-
sponding node of the existing distinguishing sequence resul t.
The attempt to merge the two traces may however fail, in which case the subroutine
returns f alse. An example for this situation is given by the two traces 〈12, ab〉 and 〈1, a〉:
The leaf of the second trace coincides with the symbol node 2 of the first trace. For the
behavioral information available at this point, the two nodes are not distinguishable by
a single adaptive distinguishing sequence. In these situations, the incurred ambiguities
can be resolved by consulting the current adaptive discrimination tree, as realized by the
resolveAmbiguities routine displayed in Algorithm 4.2.
Aside from the validation of the proposed replacement, the states left out also need to be
covered by a valid substitution. Since for these states, no behavioral information is given
by the proposed replacement, only the existing adaptive discrimination tree can be used to
distinguish them. If all validation steps succeed, the final result can be used to substitute
the nt r node in the adaptive discrimination tree, while maintaining its property of being
verified.
For resolving the encountered ambiguities, recall the current situation and the meaning
of the parameters: The ultimate goal is to find a verified replacement for the node to
replace (nt r). A mandatory adaptive discrimination tree (repl) already exists1, yet the
obtained information for the hypothesis state s did not suffice to distinguish it from the
states referenced in the leaves of repl.
Crucial to resolving the ambiguities is the node to replace, because it decides whether
just the state s or the state s after applying a certain input sequence needs to be distinguished
from the other states. As a result, the target system first needs to be transitioned into the
state accessed by the access sequence of s concatenated with the potential parent input
trace.
The function may then continue to sift the respective hypothesis state into the provided
1In the first iteration, this parameter references a single adaptive distinguishing sequence. However, subse-
quent executions may add additional reset nodes.
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Algorithm 4.2: ADS Replacements: Resolving Ambiguities
1: function resolveAmbiguities(nt r, repl, s)
2: 〈pi, po〉 ← t racead t(nt r)
3: sqo.reset()
4: sqo.quer y(accessSequences[s] · pi)
5: lea f ← siftAndReturnConflict(repl, s)
6: if lea f = nil then
7: return
8: end if
9: lca ← findLCA(ad t, lea f .re f erence, s)
10: 〈lcai, lcao〉 ← t racead t(lca)
11: splitLeaf(repl, lea f .re f erence, s, lcai · lca.s ymbol)
12: return
13: end function
adaptive discrimination tree. The subroutine may either consult the current adaptive dis-
crimination tree or use the symbol query oracle to perform the sift-operation. Note, that
for the sifting operation the information about s suffice. The target system was transitioned
to the correct state before the call to the sift function. If during the sift operation any reset
nodes are encountered, the information about the original parent trace pi become irrel-
evant and the target system only needs to be transitioned into the state accessed by the
access sequence of s.
If this operation discovers unexpected behavior, the provided ADS repl may be extended
by a corresponding leaf referencing s. If, however, the state is sifted through the complete
tree (and the subroutine therefore returns a conflicting final node), the conflicting hypoth-
esis states can be distinguished by the input trace and the symbol of their lowest common
ancestor in the current adaptive discrimination tree. The update operation to split the leaf
node follows the same semantics as in the hypothesis refinement step.
A consequence of the extensive error handling done by the resolveAmbiguities func-
tion is, that the verified replacement may “degenerate” to an adaptive discrimination tree.
In certain situations, the actual replacement of the intended node may therefore not nec-
essarily improve the structure of the ADT and the replacement should be reconsidered.
However, this effect may raise the question, if one can directly propose a replacement in
form of an adaptive discrimination tree. One may think of scenarios, where replacing a
(possibly larger) subtree with an improved adaptive distinguishing (sub-)tree still reduces
the number of total reset nodes.
The concept of replacing subtrees of the current adaptive distinguishing tree may be
generalized to arbitrary (adaptive) replacements. To allow this generalization, the vali-
dation procedure would have to validate all traces of each final node of the replacement.
This increases the impact of validation errors, because not only the ambiguity of single
final nodes but potentially whole subtrees may need to get resolved. At the same time, the
search space for potential replacements grows. While certain replacement computations
may improve because of this – a reset may be used as a shortcut for distinguishing states –
other computations may experience an increase in complexity – minimal-size ADS versus
minimal-size ADT.
As for the scope of this thesis, this and the remaining chapters will focus on its central
theme, the embedding of adaptive distinguishing sequences.
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Algorithm 4.3: ADS Replacements: Re-sifting transitions
1: function resift(replacements)
2: for all repl ∈ replacements do
3: for all f ∈ collectLeaves(repl) do
4: openTransi t ions ← openTransi t ions ∪
{〈s, i〉|s ∈ S, i ∈ I ,δ(s, i) = f .re f erence}
5: end for
6: end for
7: closeTransitions
8: end function
4.1.2. Hypothesis Update
If the validation of one or possibly multiple replacements succeeded, they may replace their
targeted nodes in the adaptive discrimination tree. However, there is still the need for a
post-processing step: Transitions that led into states referenced in the leaves of the replaced
nodes need to be re-sifted through the new replacement. This procedure is depicted in
Algorithm 4.3.
The successor of a hypothesis state was determined by the behavior of the target system
under certain discriminators. If these discriminators change, the target system may exhibit
different behavior as well, especially if the final hypothesis is not yet reached. Because of
that, a different successor may be selected and hence all incoming transitions need to be
reevaluated against the new discriminators. If this step is omitted, there exists a discrep-
ancy between the output behavior of the current hypothesis states and future hypothesis
states, whose successors will be determined by the new discriminators. It may happen that
the counterexample decomposition issues a refinement of a state that is already represented
in the hypothesis, which results in the final hypothesis not being minimal.
At first, it might seem sufficient to update the transitions on a per-state granularity. If a
transition is found, that previously led into state s1 and now – under the new discriminators
– leads into state s2, all remaining transitions that led into state s1 may also be updated
to target state s2. This is however not sufficient, because the learner has no information
about which of the states of the tentative hypothesis already represent singleton partitions
of the true equivalence classes and which do not. This approach may only be valid, if the
tentative hypothesis is already isomorphic to the target system, which however renders any
subtree replacements redundant as the final hypothesis is already computed. It may in fact
happen, that two transitions that previously led into the same state, may lead into two
different states under the new discriminators, which renders the individual investigation
of every single transition necessary.
Since the closing of transitions may discover new hypothesis states, all replacements are
scheduled before the call to closeTransitions. Otherwise, a replacement may discard
hypothesis states, that have been discovered in previous re-sift operations.
4.1.3. Counterexample Reactivation
Besides the additional efforts for validating a replacement and updating the tentative hy-
pothesis, replacing discriminators has another effect on the learning process. A special
focus should be denoted to the semantics of the discriminators: From an algorithmic point
of view, the nodes of the adaptive discrimination tree – and therefore the discriminators
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– serve as decision points when sifting a word through the tree and determining the final
node. However, from a semantic point of view, one should recall that discriminators also
define the output behavior of a state after applying the input sequence represented by the
discriminator.
In the base algorithm, once a counterexample is decomposed, the extracted distinguish-
ing suffix v is integrated into the adaptive discrimination tree and each hypothesis state
referenced in the leaves shows a certain behavior corresponding to the subtree it is con-
tained in. Since only final nodes are split in a refinement step, the information (or classifi-
cation) obtained by v is preserved throughout the learning process. However, by replacing
discriminators (e.g. v), the information about v and the expected output behavior upon
receiving v as an input sequence is discarded. Applying the counterexample that yielded
the discriminator v to the updated, tentative hypothesis (cf. Algorithm 4.3) may result
in diverging output behavior again. This means, counterexamples that have already been
used to refine the hypothesis, may become valid counterexamples again. While this effect
does not affect the execution of the learning algorithm, it breaks the consistency of the
hypothesis with previous observations from counterexamples.
To handle this problem and integrate the general support for discriminator replacements,
the base algorithm is extended to cache every counterexample in a global set of counterex-
amples. The refineHypothesis function, after retrieving the current counterexample
from the queue of open counterexamples is altered to add the current counterexample to
the global cache. Additionally, after the initial refinement succeeded, every entry of the
global cache is reevaluated again. If thereby a valid counterexample is encountered, a
further refinement step is issued.
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Replacement Heuristics
With the previous chapter introducing the necessary mechanics to successfully integrate
adaptive distinguishing sequences into the learning process, this chapters continues the
idea by presenting several replacement heuristics. This will cover heuristics, that are solely
possible due to the adaptive environment in which the learning process takes place (cf. Sec-
tion 5.1); heuristics that follow the “classic” approach of replacing subtrees of the adaptive
discrimination tree (cf. Sections 5.2 and 5.3) and data structures that gain new utility
because of the altered learning setup (cf. Section 5.4).
5.1. Subtree Extensions
The idea of extending subtrees is a heuristic that does not directly involve the computa-
tion of an adaptive distinguishing sequence. It does, however, make use of the fact that
the adaptive environment in which the learning process takes place, provides access to
complete behavioral traces. Recall from Algorithm 3.3 that during the sift operation, unex-
pected behavior may occur, which leads to the discovery of a new equivalence class. From a
discriminating point of view, a new discriminator is found, that is a prefix of an existing dis-
criminator. As a result, a minimum of three – at least two final nodes of the original subtree
and the one discovered during the sift operation – equivalence classes can be distinguished
with a single, reset-free discriminating sequence.
The idea of subtree extensions applies the same effect in reverse. Whenever a final node
f of the current adaptive discrimination tree is split in a refinement step, it may happen that
the newly obtained discriminator v is a continuation of the input sequence of t racead t( f ).
So instead of adding a reset-node succeeded by the complete trace of v to the adaptive
discrimination tree, it is sufficient to append the corresponding suffix of v to the ADT,
which allows to save an unnecessary reset-node. An example of the heuristic is shown in
Figure 5.1, which compares the two resulting adaptive distinguishing trees after the second
refinement step discussed in Section 3.2.1.
Although the original subtree containing the complete discriminator of the second coun-
terexample (water · but ton) is replaced by the corresponding suffix (but ton), these kind
of replacements differ from to the ones discussed in Chapter 4. It is clear to see, that this
heuristic does not need any additional steps to maintain the properties of termination and
correctness of the learning algorithm. The behavioral information stored in both adaptive
discrimination trees is identical, as the second one is merely a more compact representation
of the discovered knowledge. While this heuristic is therefore optimal with regard to the
required verification costs, its applicability highly depends on the decomposed discrimina-
tor – a factor the learning algorithm usually has no control over. A more self-determined
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Figure 5.1.: Subtree Extension Heuristic
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way for saving reset nodes is pursued by the initial idea of active subtree replacements, as
discussed in the next section.
5.2. Subtree Replacements
This section presents heuristics that actively seek to replace nodes of the current adaptive
discrimination tree by computing adaptive distinguishing sequences based on the current
tentative hypothesis. However, a preliminary question to ask is: “When do these replace-
ments take place?”
In the developed approach, subtree replacements are preformed prior to internal refine-
ment steps. That is, if the refineHypothesis procedure (cf. Algorithm 3.2) receives a
valid counterexample, one of the heuristics of the following subsections is applied. After-
wards, themain loop of iterating over the queue of open counterexample is executed. While
this decision is motivated by the intent to reduce the number of reset nodes for succeeding
refinement steps, one may question the state of the current hypothesis.
Given that the encountered counterexample is valid, the behavior exposed by the tenta-
tive hypothesis is provably wrong. Therefore it might be questionable to consult the current
hypothesis to compute adaptive distinguishing sequences, because the utilized behavior
may not hold in the real target system. However, a similar situation is encountered, when
performing replacements after the hypothesis update. If the updated hypothesis is assumed
to be correct, subtree replacements can be considered redundant, as the final hypothesis is
reached and no further refinement steps occur. If one performs subtree replacements for
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future refinement steps, it is indirectly admitted, that even the updated hypothesis does
not exhibit correct behavior either.
Being a heuristic after all, the presented replacement strategies aim utilizing the struc-
tural information at hand. In combination with the gracious validation process, that allows
to recover from potentially failed validations, the computed replacements may therefore
still pose improvements to the active learning process.
Regarding the validation process, it was mentioned that in the case of a failed validation,
the validated replacement may contain reset nodes and therefore not necessarily reduce the
number of reset nodes in a subtree. The presented heuristics therefore calculate an effective
reset count for both the subtree to replace and the replacement. That is, the accumulated
sum of all reset nodes on pathT ( f ) over all leaves f of a tree T . If the effective reset count
of a replacement is higher or equal to the value of the original subtree, the replacement is
discarded.
The following three subsections continue to present the elaborated replacement heuris-
tics.
5.2.1. Leveled Replacements
The leveled replacement heuristic is a greedy replacement strategy that seeks to replace
subtrees with reset nodes whenever possible. Its core approach can be summarized as a
breadth-first traversal of the current adaptive discrimination tree and the attempt to replace
any encountered reset node. The approach is formalized in Algorithm 5.1.
The function starts with initializing the set of proposed replacements with the empty set
and the queue, that is used for the breadth-first iteration, with the root node of the current
adaptive discrimination tree. The main loop then picks a node from the queue and tries
to find an extension of a potential parent trace. The computation of such an extension is
formalized in Algorithm 5.2. If such an extension is found, it is scheduled as a replacement
for the parent (reset-)node and the loop continues to process its remaining elements. Note,
that this heuristic always computes replacements covering all affected nodes – the potential
cutout is therefore always defined by the empty set. If no such extension is found, it is first
checked, if the current sub-tree still contains reset nodes that could potentially be saved
by a replacement. If this is not the case, the loop continues with the investigation of the
remaining nodes. Otherwise, the calculation of an adaptive distinguishing sequence for the
nodes covered by the current subtree is issued. If such a sequence is found, it is proposed as
a replacement for the current node and added to the global set of proposed replacements.
If, however, neither an extension nor a replacement could be found, the child-ADTs (i.e.
the first child-nodes that succeed a reset node) are added to the queue and investigated
in the following iterations of the loop. Ultimately, the set of all proposed replacements is
returned.
Regarding the decision to stop further investigations, it is noteworthy, that subtrees with-
out reset nodes model the stop criterion. Situations may occur, where the computation of
an adaptive distinguishing sequence may still improve the learning process, e.g. if the cur-
rent subtree has great length and the hypothesis may yield an ADS that can distinguish
the states by means of a shorter sequence. However, with the mindset of saving resets,
these replacements would only introduce additional verification costs without improving
the structure of the adaptive discrimination tree reset-wise. Hence, no further computa-
tions are issued.
Regarding the result of the heuristic, it should be noted that a set and therefore poten-
tially multiple replacements are returned. Given that the original data-structure, i.e. the
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Algorithm 5.1: Replacement Heuristic: Leveled Replacement Heuristic
1: function computeLeveledReplacements
2: resul t ← ;
3: queue ← {ad t.root}
4: queueLoop:
5: while not queue.isEmpt y() do
6: node ← queue.pop()
7: ex tension← computeADTExtension(node)
8: if ex tension 6= nil then
9: resul t ← resul t ∪ {〈node.parent, ex tension,;〉}
10: continue queueLoop
11: end if
12: if collectResetNodes(node) = ; then
13: continue queueLoop
14: end if
15: tar gets ← {t.re f erence|t ∈ collectLeaves(node)}
16: replacement ← computeADS(hypothesis, tar gets)
17: if replacement 6= nil then
18: resul t ← resul t ∪ {〈node, replacement,;〉}
19: else
20: for all f ∈ collectChildADTNodes(node) do
21: queue.add( f )
22: end for
23: end if
24: end while
25: return resul t
26: end function
current adaptive discrimination tree, follows a tree structure and its nodes are traversed
from top to bottom, it is clear that only distinct sets of nodes are investigated, which ensures
that there exist no collisions between two replacements.
For the computation of potential extensions, it is first checked, if a parent node exists.
This is not the case only if the root node of the current adaptive discrimination tree is
passed as parameter. Hence, unless the current adaptive discrimination tree is already free
of reset nodes, Algorithm 5.1 always tries to compute an adaptive distinguishing sequence
for the complete hypothesis first.
If a parent node – and therefore an input sequence that can be extended – exists, its
trace in the current ADT is extracted. Recall that for extensions, one must not consider
the target states directly, but the successor states after applying the input sequence of the
parent trace. One may however, similar to the computation of adaptive distinguishing
sequences, encounter the problem of converging states: If for an input symbol, two states
emit the same output symbol and transition into the same target state, they cannot be
distinguished anymore.
Note, that the convergence test does not explicitly check the output of the hypothesis.
The definition of the refineHypothesis procedure (cf. Algorithm 3.2) ensures that after
the termination of a refinement step, the hypothesis is consistent with the behavioral infor-
mation stored in the current adaptive discrimination tree. Hence the outputs of all target
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Algorithm 5.2: Replacement Heuristic: Extension Calculation
1: function computeADTExtension(node)
2: if node.parent = nil then . true if node = adt.root
3: return nil
4: end if
5: tar gets ← {t.re f erence|t ∈ collectLeaves(node)}
6: reset ← node.parent
7: 〈i, o〉 ← t racead t(reset)
8: if ∃s1, s2 ∈ tar gets, s1 6= s2 : ∃k, 1≤ k ≤ |i| : δ(s1, i1:k) = δ(s2, i1:k) then
9: return nil . converging states
10: end if
11: mapping[S]← nil . initialize array for all states
12: for all s ∈ tar gets do
13: mapping[δ(s, i)]← s
14: end for
15: ex tension← computeADS(hypothesis, {s|s ∈ S,mapping[s] 6= nil})
16: if ex tension= nil then
17: return nil
18: end if
19: for all l ∈ collectLeaves(ex tension) do
20: l.re f erence ← mapping[l.re f erence]
21: end for
22: return ex tension
23: end function
states correspond to the outputs defined in the parent (output-) trace. If converging states
are detected, the computation of an extension aborts. Otherwise a mapping is created,
which stores the original states of the new current states.
Using the new set of current states, it is then attempted to compute an adaptive distin-
guishing sequence. If such a sequence exists, its leaves however, reference the states of the
new current set. As a result, an additional post-processing step is necessary, that updates
all referenced hypothesis states to their original initial states. Afterwards, the computed
extension is returned for replacing the parent (reset-)node.
5.2.2. Exhaustive Replacements
A potential drawback of the leveled replacement approach is the passive behavior if an
adaptive distinguishing sequence does not exist for a certain subtree. Especially in situa-
tions, where discriminators have a big fan-out with many subsequent reset nodes, the ab-
sence of an adaptive distinguishing sequence may retain these reset nodes, as the heuristic
continues to search for replacements for each child subtree separately. Therefore, in many
situations, the capabilities of an (partial) adaptive distinguishing sequence may not be used
to its full potential. An approach to tackle this situation is described by the exhaustive re-
placement heuristic, which is formalized in Algorithm 5.3.
The main approach of this heuristic is to always compute a replacement for the root node
of the current adaptive discrimination tree. As a result, to not compute a replacement if the
current adaptive discrimination tree is already optimal with respect to the amount of reset
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Algorithm 5.3: Replacement Heuristic: Exhaustive Replacement Heuristic
1: function computeEagerReplacement
2: if collectResetNodes(ad t.root) = ; then
3: return ;
4: end if
5: for all c ∈ computeCutouts(S) do
6: resul t ← computeADS(hypothesis,S \ c)
7: if resul t 6= nil then
8: return {〈ad t.root, resul t, c〉}
9: end if
10: end for
11: return ;
12: end function
nodes, a redundancy check is modeled explicitly. Core to the execution of this heuristic is
the realization of the computeCutout method, which returns a sequence of cutouts – a
sequence of sets of nodes to remove from the set of all hypothesis states.
For instance, this method may be realized by enumerating over the elements of the pow-
erset 2S, in ascending order of their size. This would allow to find an adaptive distinguish-
ing sequence that would cover the maximum number of nodes possible. However, it is easy
to see that the exponential nature of the powerset would dominate the runtime even for
remotely sized systems.
A more sophisticated approach may be achieved by the following idea: For the initial
computation of an adaptive distinguishing sequence for the complete hypothesis, the algo-
rithm of Lee and Yannakakis is used. The algorithm can be slightly modified, so that instead
of returning nil, the set of indistinguishable states is returned. This “problem-oriented” set
may then be used to propose reasonable cutouts. However, during the development of this
heuristic, several tests showed that it is often already the initial partition of states for which
finding a splitting input fails. Therefore this approach would often degenerate to the classic
powerset scenario.
Ultimately, this method was realized by proposing cutouts based on the structure of the
current adaptive discrimination tree. For all possible sub-ADTs, the set of hypothesis states
referenced in their leaves are constructed. These sets are then (ascending in their size)
proposed as cutouts.
5.2.3. Single Replacements
The previous two heuristics aim at replacing subtrees with reset nodes whenever possible.
While their greedy approach contributes to the reduction of reset nodes, it neglects the fact
that each proposed replacement results in validation costs and – in case of a successful
validation – requires an update of the tentative hypothesis. A more passive approach is
pursued by the single replacement heuristic, which – as the name suggest – only proposes
a single replacement. The heuristic is formalized in Algorithm 5.4.
The heuristic starts by collecting all (sub-) ADTs of the root node, i.e. all nodes, that
succeed a reset node. Recall, if the current adaptive discrimination tree contains no reset
nodes, this method returns the empty set and therefore no replacements are proposed. It
then sorts the subtrees according to the reset/final score in descending order. The r f score
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Algorithm 5.4: Replacement Heuristic: Single Replacement Heuristic
1: function computeSingleReplacement
2: subt rees ← collectAllSubADTs(ad t.root)
3: stLoop:
4: for all st ∈ sortByRFScoreDesc(subt rees) do
5: ex tension← computeADTExtension(st)
6: if ex tension 6= nil then
7: return {〈st.parent, ex tension,;〉}
8: end if
9: if collectResetNodes(st) = ; then
10: continue stLoop
11: end if
12: tar gets ← {t.re f erence|t ∈ collectLeaves(st)}
13: replacement ← computeADS(hypothesis, tar gets)
14: if replacement 6= nil then
15: return {〈st, replacement,;〉}
16: end if
17: end for
18: return ;
19: end function
is defined as follows:
r f (n) =
1+ |collectResetNodes(n)|
|collectLeaves(n)|
The motivation behind this score is, that it values subtrees with a high amount of reset
nodes and a low amount of final nodes. Replacements for these trees improve the structure
of the resulting adaptive discrimination tree while coming at relatively low validation costs.
The additional +1 comes from the fact, that the collection of (sub-) reset nodes misses the
additional reset node given by the parent of the current subtree’s root.
Iterating over the sorted subtrees, the search for a replacement follows the structure of
the leveled replacement heuristic. At first, it is attempted to compute an extension for the
parent trace of the currently inspected node. If this attempt is successful, a singleton set
containing the replacement is returned. Otherwise, if the subtree still contains reset nodes,
it is checked if the hypothesis states referenced in the current subtree can be distinguished
by means of a single adaptive distinguishing sequence. Again, if such a sequence exists,
it is returned as the single proposed replacement. Otherwise, the subtree with the next
lower r f score is investigated. If no valuable distinguishing sequences have been found,
the heuristic proposes no replacement.
5.3. Immediate Replacements
A trait the previously presented replacement heuristics have in common, is the clear sep-
aration from the internal procedures of the learning algorithm. The replacements and
validations take place at a distinct point of time, leaving procedures such as refineHy-
pothesisInternal (cf. Algorithm 3.2) essentially atomic. However the approach of utiliz-
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ing adaptive distinguishing sequences may also be applied in a more fine-grained manner
as realized by the immediate replacement heuristic.
The heuristic intervenes the internal refinement procedure (cf. Algorithm 3.2) after the
states of the hypothesis and the final nodes of the adaptive discrimination tree have been
refined, but before the open transitions are closed. The key idea of the heuristic revolves
around the distinction between temporary and finalized discriminators: In the base algo-
rithm, the counterexample decomposition yields a distinguishing suffix v which is directly
integrated into the adaptive discrimination tree by replacing the final node referencing the
too coarse equivalence class with a reset node followed by the sequence of symbol nodes
resembling v. The immediate replacement heuristic however seeks for an extension to the
previous trace1 (i.e. t racead t( f ′) for the too coarse final node f ′ in the former adaptive dis-
crimination tree), that distinguishes the newly discovered equivalence classes. It is similar
to the approach described in Section 5.1, although it does not rely on the previous trace
being a prefix of v, since the heuristic actively computes a potential extension based on
the hypothesis. To determine such an extension, it will use the original discriminator v as
a temporary discriminator for only a small amount of transitions and proposes, in case of
success, a finalized discriminator that does not use an additional reset node. The approach
is formalized in Algorithm 5.5.
The heuristic receives the subtree that has been added to the adaptive discrimination tree
in the preceding refinement step and resembles the discriminator v as an input parameter.
The work of the heuristic is embedded in a potential infinite loop, whose explanation will
follow shortly. Within said loop, the heuristic starts with initializing a set of auxiliary vari-
ables: First, the final nodes of the temporary discriminator are collected. In the first loop
iteration, the set will contain the two final nodes referencing the recently added hypothesis
state as well as the hypothesis state to be refined. For future reference, these two nodes may
be referred to as f and f ′. Second, the trace that leads into the temporary discriminator is
computed by invoking the trace function on the reset node that precedes the given subtree.
Third, a mapping of hypothesis states is defined that allows to keep track of the initial and
current set of states by storing array entries in the form of mapping[cur rent] = ini t ial. It
is initialized with the identical mapping.
The heuristic continues with reapplying the input sequence of the parent trace to the
current set of nodes. Therefore it iterates over all affected states and first checks if the
transition for the current state and the current input symbol is well-defined. This check is
required, because for certain states – one may think of the most recently added state – the
outgoing transitions have not yet been defined or – in the case of transitions that led into
the refined state – need to be refined. If necessary, the transition in context will be closed
by a call to the known closeTransition procedure (cf. Algorithm 3.3).
The resulting sift operations (of the closeTransition invocation)may at one point come
to a situation, where the target state of the passed transition is either f or f ′. Although the
current execution of the replacement heuristic is still seeking for an input sequence that
distinguishes the two states, there already exists a distinguishing sequence: the current
(temporary) discriminator v. The motivation behind calling v a temporary discriminator
is, that v will only be used to distinguish between f and f ′ in these specific cases, unlike
previous scenarios, where v would have been used to close all transitions in general. Only
if the heuristic does not manage to provide a valid extension for the previous trace, v will
also be retained as a finalized discriminator.
Additionally, the sifting operation may hold another exceptional behavior. During a sift
1Note, that this heuristic is not applicable for the first discriminator, as no previous trace exists yet.
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Algorithm 5.5: Replacement Heuristic: Immediate Replacements
1: function computeFinalDiscriminator(tempDiscr)
2: loop: outer
3: try
4: tar gets ← collectLeaves(tempDiscr)
5: 〈i, o〉 ← t racead t(tempDiscr.parent)
6: mapping[S]← nil . initialize empty array
7: for all l ∈ tar gets do
8: mapping[l.re f erence]← l.re f erence
9: end for
10: for k = 1 to |i| do
11: nex tMapping[S]← nil . initialize empty array
12: for all s ∈ {t|t ∈ S,mapping[t] 6= nil} do
13: if 〈s, ik〉 ∈ openTransi t ions then
14: closeTransition(〈s, ik〉)
15: end if
16: if λ(s, ik) 6= ok then . inconsistency
17: as ← accessSequences[mapping[s]]
18: openCounterexamples.add(〈as · ii:k,λ(as) · o1:k〉)
19: return tempDiscr
20: end if
21: succ ← δ(s, ik)
22: if nex tMapping[succ] 6= nil then . converging states
23: return tempDiscr
24: end if
25: nex tMapping[succ]← mapping[succ]
26: end for
27: mapping ← nex tMapping
28: end for
29: resul t ← computeDefensiveADS(hypothesis, {s|s ∈ S,mapping[s] 6= nil})
30: if resul t 6= nil then
31: for all l ∈ collectLeaves(resul t) do
32: l.re f erence ← mapping[l.re f erence]
33: end for
34: else
35: return resul t
36: end if
37: return tempDiscr
38: end try
39: catch ModificationException
40: continue outer
41: end catch
42: end loop
43: end function
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operation using the current temporary discriminator, another equivalence class may be
discovered due to previously unobserved behavior. The situation that ensues is that the
current iteration of the replacement heuristic computes an extension for m final nodes,
although the temporary discriminator, which should be replaced, distinguishesm+1 states.
To not discard this information, the closeTransition procedure may signal a modification
exception that interrupts the further execution of the current replacement computation.
Encountering this situation may however be handled by simply restarting the computation,
which explains the infinite loop wrapping the heuristic. It can however be assured, that the
computation does not end in a true infinite loop, since only a finite amount of modification
exceptions can be raised, as the target system is assumed to be finite.
Continuing the computation of the replacement, the heuristic first checks if the output
of the currently iterated state matches the expected output of the parent trace. Since the
hypothesis has just been refined, the consistency with the behavioral information of the
adaptive discrimination tree cannot be guaranteed. If the outputs differ, a counterexample
is logged and the computation of an immediate replacement is aborted by returning the
temporary discriminator as the final one. Otherwise, it is checked if the successor of the
current state is already reached by another state. This tackles the same problem as men-
tioned in Section 5.2.1: If two distinct states produce the same output and transition into
the same target state, no further input sequence is able to distinguish the two states. If all
validation checks pass, the mapping from the current to initial states is updated and the
next input symbol is investigated.
Once the set of current nodes is determined, the computation of an adaptive distin-
guishing sequence is attempted. Note, due to the scenario described above, a slightly
modified version of the ADS-computation procedure is invoked, that respects potentially
undefined transitions. At first, undefined transitions are skipped, since determining their
output/successor requires an additional sifting operation. If, however, for the current hy-
pothesis no adaptive distinguishing sequence can be found, the undefined transitions are
selectively closed and the attempt to find an adaptive distinguishing sequence is repeated.
A more detailed explanation of the defensive calculation approach is presented in Chap-
ter 6.
If an adaptive distinguishing sequence is found, it is still a final post-processing step
required. The adaptive distinguishing sequence was computed to distinguish between the
states reached after applying the input sequence of the parent trace. In order to return
a valid discriminator for the initial states, the referenced hypothesis state of every final
node of the computed adaptive distinguishing sequence is updated using the previously
computed mapping array. The updated ADS is then returned as the finalized discriminator.
After the termination of the computeFinalDiscriminator procedure, the returned (fi-
nalized) discriminator f d is investigated. If the result is equal to the temporary discrimi-
nator (i.e. the finalization procedure was not able to compute an extension), no additional
steps are necessary, as the temporary discriminator is already part of the adaptive discrim-
ination tree. The refinement step may finish by closing the remaining open transitions.
Otherwise, the replacement 〈tempDiscr.parent, f d,;〉 is issued. Similar to the subtree
replacement heuristic, the validated (finalized) discriminator is discarded, if its effective
reset count does not improve the effective reset count of the temporary discriminator. Af-
terwards, for closing the remaining open transitions, the updated adaptive discrimination
tree may be utilized.
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5.3.1. Example
To summarize the functionality of the immediate replacement heuristic and give an ex-
ample of the potential savings the heuristic may offer, this paragraph shows an exemplary
execution for the coffee machine use case. Therefore, recall the situation depicted in Fig-
ure 3.4: The decomposed counterexample resulted in the creation of state s2 as a refine-
ment of state s0 and yielded the discriminator water · but ton to distinguish between the
two states. In order to complete the refinement step, the remaining open transitions need
to be closed.
Contrary to the base algorithm, which uses the adaptive discrimination tree as-is, the im-
mediate replacement heuristic seeks for an adaptive distinguishing sequence that extends
the previous trace to distinguish between s2 and s0. To do so, the heuristic first applies the
previous (input) trace water to both states s2 and s0. However, due to the refinement step,
both the 〈s0,water〉 and 〈s2,water〉 transitions are open. This problem can be circumvented
by using the obtained discriminator water ·but ton as a temporary discriminator. Similar to
the base algorithm, the queries mq(pod ·water,water) and mq(pod ·water,water · but ton)
for the state s2 and mq(",water · water · but ton) for the state s0 are used to close the
required transitions. The situation is displayed in Figure 5.2:
Figure 5.2.: Tentative hypothesis and adaptive discrimination tree after decomposing the
counterexample
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(b) Adaptive discrimination tree with
temporary discriminator in dashed
outline
After applying water to both states s0 and s2, the hypothesis remains in the same states,
as both transitions are self-loops. The heuristic continues to defensively compute an adap-
tive distinguishing sequence for the two states. The first iteration of this computation how-
ever fails: Upon receiving the input water both states emit the same output symbol (3) and
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remain in the same states, so that water cannot be an adaptive distinguishing sequence.
Moreover all remaining outgoing transitions are undefined for s2.
The defensive ADS calculation continues with closing open transitions using the tem-
porary discriminator. In the given example it may decide for the 〈s2, but ton〉 transition,
because the but ton-successor for s0 is already defined and closed. For the sake of this ex-
ample, let us assume that the transition 〈s2, but ton〉 outputs K (in reality, the determined
system output is X and consequently no adaptive distinguishing sequence based on the hy-
pothesis is found). Restarting the computation of an adaptive distinguishing sequence, the
defensive ADS calculation may now return the input sequence but ton, as the outputs for
s0 (X) and s2 (K) differ. Therefore the symbol node referencing the input symbol but ton
is proposed as a replacement for the subtree starting at the reset node.
One can see, that the verification will succeed and ultimately an adaptive discrimination
tree similar to the one of Figure 5.1b will be constructed. To finalize the replacement,
transitions leading into s0 or s2 need to be re-sifted, as the classification may change un-
der the new discrimination tree. It is noteworthy, that the remaining transitions, namely
〈s2, pod〉 〈s2, clean〉 and 〈s0, clean〉will be closed using the updated adaptive discrimination
tree. For all three transitions, the successor will either be s0 or s2, meaning the replacement
computed by the heuristic saved a reset query for each transition.
5.4. Observation Tree
The previous chapters and sections introduced the concept of subtree replacements and
discussed the impact they have on the learning process. Yet, there are further areas whose
potential to improve the learning process increases when exposed to replacements of dis-
criminators. The component discussed in this section is the observation tree.
The observation tree is a secondary automaton that is linked with the symbol query
oracle of the learning algorithm and tracks every posed sequence of symbols including the
target system’s response. In its core, the observation tree resembles a tree cache for queries.
However, for classic learning algorithms this cache often only aids the learning process, if
the currently posed query is a prefix of a previously posed query, i.e. the current query
can be cached. In many situations, the behavioral information the observation tree holds
is already represented in the primary data structure (e.g. the discrimination tree) of the
learning algorithm.
When replacing discriminators however, the observation tree maintains the behavioral
information of the target system that is discarded in the main algorithm. From the learners
perspective, the observation tree gains two beneficial properties: First, it holds structural
information about unrepresented behavior. This allows to find diverging behavioral infor-
mation at low costs, because it is present in the form of an automaton and does not require
reset or symbol queries. Second, the information stored in the observation tree is veri-
fied, as only traces executed on the target system are stored. This means, any information
extracted from the observation tree, does not need additional verification steps.
One possible point of execution, where the information of the observation tree can be
used, is after the decomposition of the counterexample into the tuple 〈u, a, v〉. In most
occasions presented so far, key aspect of the counterexample decomposition was the ex-
traction of a discriminator v. This changes for the observation tree, where determining
the state to split ssp = δH(ua) and the new state sn is of key interest. Their corresponding
access sequences (asx for sx) may be used to transition the observation tree automaton into
states otsp = δOT (assp) and otn = δOT (asn). For these two states, one can now compute
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separating words:
In a first variation, one may continue to apply the input sequence of the old parent trace,
i.e. compute a separating word for the states δOT (otsp, i) and δOT (otn, i)where i represents
the input component of t racead t( f ) for the final node f referencing ssp before incorporat-
ing the new discriminator v. A separating word may not always exists for these states due
to either undefined transitions in the observation tree automaton or simply the absence of
a separating word. In case of success however, the computed separating word represents
a distinguishing extension to the parent adaptive distinguishing sequence. In essence, the
observation tree provided a result similar to the immediate replacement heuristic (cf. Sec-
tion 5.3) without the need to use v as a temporary discriminator or the need to validate a
proposed replacement. This allows to finish the refinement step with a low amount of reset
queries, as only the outgoing transitions of sn and the incoming transitions of ssp need to
be closed.
If such a separating word does not exist, one may still continue to try to compute a
separating word for the states otsp and otn. While again, its existence is not guaranteed, any
input sequence that separates otsp and otn is also able to separate δM(assp) and δM(asn)
in the true target systemM. Depending on the counterexample, the computed separating
word may be significantly shorter than the extracted discriminator v. In this case, replacing
the initial discriminator v with the computed separating word, the refinement process may
continue as presented, but use less symbol queries compared to its original execution.
If, after all, the observation tree does not find any separating words, the learning process
may continue as presented. This case does not worsen the performance of the learning pro-
cess, since all computations revolving around the observation tree work on cached values
and do not pose additional reset or symbol queries.
Regarding the potential impact on the learning process, the observation tree poses a
counter part to the subtree replacement costs. Since each subtree replacement introduces
query overhead for validating traces and re-sifting transitions, a high amount of replace-
ments results in a high amount of additional queries. However, the more replacements
take place during the learning process, the more alternative knowledge will be stored in
the observation tree, potentially offering improvements more often. The influence of these
two properties on each other and the performance of the learning process is depicted in
the collected data in Appendix A.
With regard to comparing the performance of the ADTLearner to other learning algo-
rithms, it is noteworthy, that consulting the observation tree gives the presented algorithm
an unfair advantage, because it grants access to information, that is not currently part of
the main data structures, at no costs. To create a common ground between the presented
and competing algorithms, the costs of accessing old information may be nullified by a
query cache. For the developed approaches, the observation tree will also be used as a
query cache, whereas the membership oracles of competing algorithm will be wrapped in
a tree cache.
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CHAPTER6
On the Computation of Adaptive Distinguishing
Sequences
The previous chapters presented techniques to successfully integrate adaptive distinguish-
ing sequences in the learning process and heuristics that actively employ adaptive distin-
guishing sequences. However, it was always abstracted from their actual computation. This
chapter briefly discusses what different kinds of adaptive distinguishing sequences are elab-
orated and how the defensive computation of adaptive distinguishing sequences in the case
of immediate replacements (cf. Section 5.3) is realized.
6.1. Adaptive Distinguishing Sequences
As stated in Section 2.4, Lee and Yannakakis proposed an algorithm (henceforth LY-al-
gorithm) that computes – if existent – a quadratically bound1 adaptive distinguishing se-
quence in polynomial time. However, many heuristics compute adaptive distinguishing
sequences only for a subset of states of the hypothesis, which is (unless P = PSPACE) a
much harder problem and for which the LY-algorithm is generally not applicable. Addition-
ally, the adaptive distinguishing sequences returned by the LY-algorithm are not optimal,
which is a property that again increases the complexity of the computation.
In order to allow the elaboration of different settings, a second approach to compute
adaptive distinguishing sequences is utilized, that is based on the analysis of the successor
tree [Gil61]. However, the above mentioned complexity measures indicate, that certain
computation strategies may highly impact the learning process runtime-wise. Therefore,
three “profiles” are considered for the evaluation:
Best Effort describes the approach where the quality of the computed result is traded for its
computational costs. The best effort strategy utilizes three different (sub-) algorithms
to compute an adaptive distinguishing sequence depending on the sizem of the target
states:
• for m = n, where n denotes the size of the hypothesis (i.e. an adaptive distin-
guishing sequence for the complete automaton) the LY-algorithm is used.
• for m = 2, an adaption of the Hopcroft-Karp algorithm [HK71] for equivalence
checks of automata is used, which allows to compute a separating word – and
therefore an adaptive distinguishing sequence – in near linear time.
• for 2< m< n, a leveled breadth-first search on the successor tree is used.
1Bound in its length.
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The leveled BFS is realized by iterating over the nodes of the successor tree in a
breadth-first manner. Whenever a node k (and therefore a corresponding input se-
quence) is found that splits the current set of states e.g. in partitions p1 and p2, the
current search is paused and new computations of adaptive distinguishing sequences
for target sets p1 and p2 are started. If these recursive calls return successfully (i.e.
with an adaptive distinguishing sequence for the partitions), their corresponding ADS
is appended to the input trace leading into node k. Otherwise the search is contin-
ued at node k+1. Note, that the recursion steps end with singleton partitions, which
simply return the current state.
Minimal Length describes the approach of performing a breadth-first minimal cost search
on the (adaptive) successor tree. In contrast to the (classic) successor tree, does the
adaptive extension allow to investigate resulting partitions independently from each
other. The costs c(k) for a node k are computed as follows:
c(k) = 1+ max
1≤l≤m c(l)
where c(1), ..., c(m) denote the minimal costs for the m child partitions of node k. If
a node represents a singleton state, its costs are defined as 0.
The minimal length adaptive distinguishing sequence can then be extracted by fol-
lowing the path in the (adaptive) successor tree with minimal costs.
Minimal Size describes the approach of finding an adaptive distinguishing sequence of min-
imal size, i.e. with the minimum amount of symbol nodes. Similar to the minimal
length approach, this computation is realized by performing a breadth-first minimum
cost search of the (adaptive) successor tree. However, instead of using the maximum
costs of all subtrees to compute the costs for the current node in the successor tree,
this approach uses the sum of all minimal costs of child nodes.
6.2. Defensive Adaptive Distinguishing Sequences
The major difference between the traditional scenario for computing adaptive distinguish-
ing sequences and the scenario encountered during the immediate replacement heuristic,
is the potential undefinedness of transitions. To be able handle undefined transitions, the
previously discussed approaches can easily be extended to check for the existence of a tran-
sition and discard further analysis of an input symbol (or sequence) if necessary. However,
by skipping certain investigations, it may also happen that the potential finding of an adap-
tive distinguishing sequence is missed. In general, the undefinedness of a transition is not
a property of the target system – since it is assumed to be complete – but rather the result
of a transition not being closed yet. Thus, by using the available temporary discriminator
to close a transition if necessary, the previously discussed approaches may after all find an
adaptive distinguishing sequence. This approach is formalized in Algorithm 6.1.
Note, that defensive computations only occur for the immediate replacement heuristic
and therefore the parameter tar gets is always a true subset of all hypothesis states. Hence
the computation of a defensive adaptive distinguishing sequence is always based on the
traversal of the (adaptive) successor tree.
As indicated before, the approaches to compute a regular adaptive distinguishing se-
quence (i.e. during the call to computeADS) are extended to handle undefined transi-
tions. When a node (and therefore a set of current states and an input symbol) in the
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Algorithm 6.1: Adaptive Distinguishing Sequences: Defensive ADS Computation
1: function computeDefensiveADS(hypothesis, tar gets)
2: resul t ← computeADS(hypothesis, tar gets)
3: while resul t = nil do
4: if openStates 6= ; & openS ymbol 6= nil then
5: for all s ∈ openStates do
6: closeTransition(〈s, openS ymbol〉)
7: end for
8: openStates ← ;
9: openS ymbol ← nil
10: resul t ← computeADS(hypothesis, tar gets)
11: else
12: return nil
13: end if
14: end while
15: return resul t
16: end function
successor tree is encountered, for which an undefined transition exists in the hypothesis,
the procedure interrupts for a special exception handling: The symbol associated with the
current successor tree node is stored in the global variable openS ymbol. Furthermore, for
every state s of the associated current-set it is checked, if the transition 〈s, openS ymbol〉
is defined (there has to exists at least one state, for which this check fails). All states,
for which this check fails, are stored in the global openStates variable. If these variables
were already defined, because the current traversal of the successor tree already visited
a node with undefined transitions, the variables are overridden only if the current set of
open states is smaller than the existent global one. Afterwards, the current node (and its
subtree) is discarded and the traversal of the successor tree is continued.
If, after the termination of the computeADS call, no adaptive distinguishing sequence is
found, it is checked if there exist open transitions, which may have prevented the successful
finding of an ADS. Note, that by construction, the minimal amount of transitions is closed,
to ensure progress for the next traversal of the successor tree. If all encountered transitions
are closed (i.e. the successor tree traversal has not defined any open states or symbol) the
absence of a result corresponds to the absence of an adaptive distinguishing sequence for
the complete hypothesis.
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CHAPTER7
Evaluation
This chapter presents the evaluation of the developed approaches of this thesis. It will an-
alyze key characteristics of the base algorithm, the impact of the proposed heuristics and
compare their performance to other state-of-the-art learning algorithms. Section 7.1 fo-
cuses on the theoretical analysis, presenting worst-case boundaries for certain properties
of the algorithm. However, due to the nature of the heuristics, a fine-grained analysis is
cumbersome and requires a certain set of assumptions. In order to give a more practical
view on the performance, Section 7.2 additionally presents the results of several empirical
analyses. A set of synthetic benchmarks is used to point out certain effects and charac-
teristics of the developed approaches, whereas two real-life systems are used to show the
performance in realistic environments.
7.1. Theoretical Analysis
In computer science, algorithms are often analyzed with regard to certain complexity mea-
sures to give an indication about their performance. In many cases, the property of interest
is time complexity: Given the size of the input of an algorithm, it provides an estimate
– in most cases an upper bound – on the number of steps the algorithm executes before
terminating. However, as already stated in Section 1.1, for active learning algorithms this
complexity measure has the tendency to be meaningless, as different execution steps may
require a highly varying amount of time. In fact, in many real-life applications, the per-
formance of the target system is the dominating factor for the runtime performance. As
a result, rather than analyzing the time complexity, the active learning community often
analyzes the query complexity of learning algorithms, giving estimates of the maximum
number of posed membership queries and their maximum length.
Adjusting to the adaptive scenario, the following sections will provide asymptotic upper
boundaries for the number of equivalence, reset and symbol queries for the base algorithm
and discuss the impact of the presented heuristics.
7.1.1. Base Algorithm
For determining upper bounds on the various types of queries, one should recall the prop-
erties of a worst-case scenario: Each refinement step only leads to the discovery of single
new equivalence class, reducing the impact of a counterexample to its minimum. Further-
more does the adaptive distinguishing tree yield its worst performance, when it degenerates
to a linear list and each sifting operation requires the traversal of the complete adaptive
discrimination tree.
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This allows to give the following bound on the different types of queries:
Theorem 4 (Boundaries for the number of symbol, reset and equivalence queries of
the base algorithm) Let n denote the size of the target system, k the size of the input alphabet
and m the size of the longest counterexample. The base algorithm (cf. Section 3.2) requires at
most
• O(n) equivalence queries,
• O(kn2 + n log2m) reset queries and
• O(kn2m+ nm log2m) symbol queries.
Proof. Equivalence queries: In analogy to Theorem 2, a maximum of n − 1 equivalence
queries can be posed, after which the learning algorithm has detected all distinct equiva-
lence classes. An additional equivalence query – indicating equivalence – is posed to detect
the termination, which results in a total of n equivalence queries.
For determining an upper bound for the amount of reset and symbol queries, it is rea-
sonable to split the analysis into two parts: The costs for analyzing a counterexample and
the costs for refining the hypothesis.
Reset queries: The decomposition of a counterexample is done by performing a binary
search on the counterexample and computing the output for the extracted discriminator,
which results in a maximum of 2+ log2m queries per counterexample. This is done in every
single of the possible n− 1 possible refinement steps, which accumulates the impact of the
counterexample decomposition to a total of O(n log2m) reset queries.
The costs for refining the hypothesis can be analyzed for each refinement step indepen-
dently: In refinement step j – after the j+1st state is added to the hypothesis – the adaptive
distinguishing tree has at most j−1 reset nodes. All k outgoing transitions (N) of the new
( j + 1st) state may lead into one of the two states referenced in the lowest subtree, result-
ing in a sift operation that traverses the complete discrimination tree. Additionally, all k · j
existing transitions (O) may require a sift operation through the lowest subtree, as they
could have led into the split state. The amount of reset queries during the initialization (I)
is bounded by the number of input symbols.
Across the possible n−1 refinement steps, the number of reset queries then computes as
follows:
#rqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
k · i︸︷︷︸
N
+ k · i︸︷︷︸
O
= k+ 2k ·
n−1∑
i=1
i
= k+ 2k · n(n− 1)
2
= kn2 − kn+ k
∈O(kn2)
Symbol queries: While the number of queries posed during the counterexample decom-
position is limited by log2m, the queries themselves consist partly of the stored access se-
quences of hypothesis states (i.e. representatives of equivalence classes) and subsequences
of the actual counterexample. However, no stored access sequence can be longer than the
input sequence leading into the respective state. As a result, the maximum query length
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is bounded by m. Therefore the amount of symbol queries caused by the counterexample
decomposition computes as:
#sqcd ≤
n−1∑
i=1
m log2m
= m log2m+
n−1∑
i=1
1
= m log2m · (n− 1)
= nm log2m−m log2m
∈O(nm log2m)
Similar to the case of reset queries, in a worst-case scenario, the outgoing transitions of
the most recently added hypothesis state (N) sift through the complete adaptive discrim-
ination tree and every other transition (O) needs to be updated using the latest obtained
discriminator. During the sift operation, the queried input sequences have the form “access
sequence · transition symbol · discriminator”. The length of these sequences is bounded
by 2m, because every access sequence is a prefix of one counterexample and every dis-
criminator is a suffix of one counterexample. The initialization costs (I) are bounded by k,
because for every transition only its output is determined. The number of symbol queries
then computes as follows:
#sqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
2m · i · k︸ ︷︷ ︸
N
+2m · i · k︸ ︷︷ ︸
O
= k+ 4mk
n−1∑
i=1
i
= k+ 4mk
n(n− 1)
2
= k+ 2mk · (n2 − n)
= 2kn2m− 2knm+ k
∈O(kn2m) 
The bounds of the base algorithm coincide with the boundaries of the classic discrimi-
nation tree algorithm, which can be attributed to the worst-case evaluation. However, the
base algorithm does not utilize any replacement heuristics whose impact is analyzed in
the subsequent sections. As the costs of the counterexample decomposition will remain the
same among all heuristics, their explicit mentioning will be omitted in the following proofs.
7.1.2. Subtree Extensions
For analyzing the impact of the presented heuristics, one faces the inherent problem of
them: their potential non-applicability. An accurate analysis is therefore highly problem
dependent, as not only the target system is responsible for the structure of intermediate
hypotheses, but also which counterexamples – as they provide discriminators – are encoun-
tered. This makes a general analysis hard, if not impossible.
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It is however possible to sketch the impact of the presented heuristics, by assuming cer-
tain conditions. For example, if it is assumed, that the subtree extension is not applicable in
any refinement step, it is easy to see, that the resulting query complexity coincides with the
complexity of the base algorithm. For the subtree extension heuristic, it is interesting to see
its impact, if applicable in every refinement step. This scenario is formulated in Theorem 5:
Theorem 5 (Boundaries for the number of symbol, reset and equivalence queries with
a successful subtree extension heuristic) Let n denote the size of the target system, k the
size of the input alphabet and m the size of the longest counterexample. Under the assump-
tion of a successful application in each refinement step, the subtree extension heuristic (cf.
Section 5.1) requires at most
• O(n) equivalence queries,
• O(kn2 + n log2m) reset queries and
• O(kn2m+ nm log2m) symbol queries.
Proof. Equivalence queries: See Theorem 4.
Reset queries: Since the heuristic only reorganizes the current adaptive discrimination
tree, no additional costs are introduced by the heuristic. In the j-th refinement step, solely
the k outgoing transitions of the new state and the (up to) jk incoming transitions of the
node to split need to be updated. The adaptive discrimination tree does not contain reset
nodes at any time during the execution. The number of reset queries therefore computes
as follows:
#rqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
k︸︷︷︸
N
+ k · i︸︷︷︸
O
= k+ k(n− 1) + k
n−1∑
i=1
i
= k+ k(n− 1) + k n(n− 1)
2
=
kn2
2
+
kn
2
∈O(kn2)
Symbol queries: Similar to the base algorithm, an upper bound for the length of each
sifted word is given by 2m. However, the outgoing transitions of the new state only require
a single sequence of input symbols as they do not encounter any reset nodes.
#sqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
2m · k︸ ︷︷ ︸
N
+2m · i · k︸ ︷︷ ︸
O
= k+ 2mk(n− 1) + 2mk
n−1∑
i=1
i
= k+ 2mk(n− 1) + 2mkn(n− 1)
2
= kn2m+ knm− 2km+ k
∈O(kn2m) 
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While the exact bounds show a slight improvement, the asymptotic bounds remain equal.
Although, the possible improvements should be taken with a grain of salt: The assumptions
essentially enforce the existence of a single (and potentially long) discriminator, that is able
to distinguish every state of the target system. Additionally, each counterexample has to
decompose in a way that allows to gradually construct the adaptive discrimination tree.
Encountering this scenario in a real system seems unlikely.
7.1.3. Subtree Replacements
Similar to the previous section, the applicability of subtree replacements is highly problem-
dependent and therefore hard to analyze for the general case. However, contrary to the
previous heuristic, subtree replacements introduce costs for verifying replacements and
updating the hypothesis. To sketch the impact of these costs, the following theorem an-
alyzes the query complexity in case of a successful replacement of the complete adaptive
discrimination tree in every refinement step, which corresponds to the behavior of the lev-
eled (cf. Section 5.2.1) and exhaustive (cf. Section 5.2.2) subtree replacement heuristic.
Theorem 6 (Boundaries for the number of symbol, reset and equivalence queries with
a successful subtree replacement heuristic) Let n denote the size of the target system, k the
size of the input alphabet and m the size of the longest counterexample. Under the assumption
of a successful replacement of the complete adaptive discrimination tree with a single adaptive
distinguishing sequence in each refinement step, the learning process requires at most
• O(n) equivalence queries,
• O(kn2 + n log2m) reset queries and
• O((n2 +m)kn2 + nm log2m) symbol queries.
Proof. Equivalence queries: See Theorem 4.
Reset queries: The heuristic does not change the initialization step and the decomposition
of the counterexample, so the costs remain identical to the ones described in Theorem 4.
However, the refinement step introduces a complete and successful replacement of the
discrimination tree. This means prior to the j-th refinement step, a verification (V ) of
j traces and a re-sifting of (up to) jk transitions is required. After splitting the state of
the hypothesis the adaptive discrimination tree has at most one reset node and only the k
outgoing transitions (N) of the most recently added hypothesis state may be affected by
this reset node, while all other transitions (O) only need to sift through the new, lowest
subtree. The number of reset queries then computes as follows:
#rqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
i + i · k︸ ︷︷ ︸
V
+ 2k︸︷︷︸
N
+ k · i︸︷︷︸
O
= k+ 2k(n− 1) +
n−1∑
i=1
i + 2k ·
n−1∑
i=1
i
= k+ 2k(n− 1) + n(n− 1)
2
+ 2k · n(n− 1)
2
= kn2 + kn− k+ n2 − n
2
∈O(kn2)
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Symbol queries: The initialization (I) and decomposition costs remain identical to the
base scenario. The depth of an adaptive distinguishing sequence for an automaton of size
n is bounded by (n2 − n)/2 [Rys76]. Hence an upper bound for the number of symbol
queries during the verification (V ) of a trace in the j-th refinement step is given by j + j2,
since the length of an access sequence is bounded by j. A similar bound holds for the
costs of updating (U) the (up to) jk transitions after the adaptive discrimination tree has
been replaced. After decomposing the counterexample, the succeeding update of the new
transitions (N) may cause at most a total of k ·( j+ j2+2m) symbol queries, whereas the old
transitions (O) have costs similar to the previous scenarios. In total, the number of symbol
queries computes as follows:
#sqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
(i + i2) · i︸ ︷︷ ︸
V
+(i + i2) · i · k︸ ︷︷ ︸
U
+(i + i2 + 2m) · k︸ ︷︷ ︸
N
+2m · i · k︸ ︷︷ ︸
O
= k+
n−1∑
i=1
i2 + i3 + i2k+ i3k+ ik+ i2k+ 2mk+ 2mik
= k+ (k+ 1)
n−1∑
i=1
i3 + (2k+ 1)
n−1∑
i=1
i2 + (k+ 2mk)
n−1∑
i=1
i + (n− 1) · 2mk
= k+ (k+ 1)
(n− 1)4 + 2(n− 1)3 + (n− 1)2
4
+ (2k+ 1)
2(n− 1)3 + 3(n− 1)2 + n− 1
6
+ (k+ 2mk) · n(n− 1)
2
+ (n− 1) · 2mk
∈O(kn4 +mkn2)
For the transformation of the sum of the p-th power of the first n−1 integers in this and
the following proofs, see Faulhaber’s formula [Knu93]. 
The bounds show, that the additional costs for validation outweigh the potential benefits
gained by them. In case of symbol queries, this even affects the asymptotic bound.
7.1.4. Immediate Replacements
Similar to previous heuristics, the applicability of the immediate replacement heuristic
highly depends on the encountered situation. To sketch the potential impact, the following
theorem gives a bound on the query complexity in case of a repeatedly successful applica-
tion of the heuristic.
Theorem 7 (Boundaries for the number of symbol, reset and equivalence queries with
a successful immediate replacement heuristic) Let n denote the size of the target size,
k the size of the input alphabet and m the size of the longest counterexample. Under the
assumption of a successful application in each refinement step, the immediate replacement
heuristic for two nodes (cf. Section 5.3) requires at most
• O(n) equivalence queries,
• O(kn2 + n log2m) reset queries and
• O((n2 +m)kn2 + nm log2m) reset queries and
Proof. Equivalence queries: See Theorem 4.
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Reset queries: Each defensive computation may require to close all transitions (C) using
the temporary discriminator. Since all immediate replacements are assumed to be success-
ful, the adaptive discrimination tree with the temporary discriminator only contains one
reset node. The replacement only contains two traces to validate (V ). After the successful
replacement, all transitions may need to be updated (U), because they were closed using
the old (now obsolete) temporary discriminator.
#rqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
2k+ i · k︸ ︷︷ ︸
C
+ 2︸︷︷︸
V
+(i + 1) · k︸ ︷︷ ︸
U
= k+ 2(n− 1) + 3k(n− 1) + 2k
n−1∑
i=1
i
= k+ 2(n− 1) + 3k(n− 1) + 2k n(n− 1)
2
= kn2 + 2kn− 2k+ 2(n− 1)
∈O(kn2)
Symbol Queries: Closing (C) the transitions of the new state, requires a sifting operation
through the existing adaptive discrimination tree and the temporary discriminator. After
the j-th refinement step finishes, the ADT has a maximum depth of
∑ j
i=1 j ≤ j2: In ev-
ery previous refinement step l (l ≤ j) the immediate replacement extends the ADT by a
sequence of at most l symbols, because the separating word between two states in an au-
tomaton of size l + 1 is at most l [Moo56]. During the j-th refinement step, the complete
costs for closing a transition of the newly added state therefore consist of j+ j2 (“old” ADT)
+ 2m (temporary discriminator). The existing transitions only sift through the temporary
discriminator. The length of the intermediate replacement in the j-th refinement step is
bounded by j, with the same reasoning about the length of a separating word. Updating
(U) potentially all transitions requires a sift operation through the updated ADT of maxi-
mum depth ( j + 1)2. Each access sequence sequence is bounded by the size of the current
hypothesis.
#sqre f ≤ k︸︷︷︸
I
+
n−1∑
i=1
k · (i + i2) + 2m · (i + 1) · k︸ ︷︷ ︸
C
+ 2i︸︷︷︸
V
+(i + (i + 1)2) · (i + 1) · k︸ ︷︷ ︸
U
= k+
n−1∑
i=1
ki + ki2 + 2mik+ 2mk+ 2i + i3k+ 3i2k+ ik+ i2k+ 3ik+ k
= k+ k
n−1∑
i=1
i3 + 5k
n−1∑
i=1
i2 + (5k+ 2mk+ 2)
n−1∑
i=1
i + (n− 1)(2mk+ k)
= k+ k
(n− 1)4 + 2(n− 1)3 + (n− 1)2
4
+ 5k
2(n− 1)3 + 3(n− 1)2 + (n− 1)
6
+ (5k+ 2mk+ 2)
n(n− 1)
2
+ (n− 1)(2mk+ k)
∈O(kn4 +mkn2) 
Even though, the immediate replacement heuristic proposes replacements on a smaller
scale, the (asymptotic) worst-case performance coincides with the one of the subtree re-
placement heuristic.
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7.1.5. Summary
A summary of the obtained worst-case bounds is given in Table 7.1:
Table 7.1.: Asymptotic worst-case query complexity of certain heuristics
Heuristic Reset Complexity Symbol Complexity
Base Algorithm O(kn2 + n log2m) O(kn2m+ nm log2m)
Subtree Extensions O(kn2 + n log2m) O(kn2m+ nm log2m)
Leveled Subtree Replacements O(kn2 + n log2m) O((n2 +m)kn2 + nm log2m)
Immediate Replacements O(kn2 + n log2m) O((n2 +m)kn2 + nm log2m)
The theoretical analysis has shown, that the developed approaches in general do not
improve the worst-case asymptotic query performance compared to the base algorithm.
In fact, for the number of reset queries, the explicit bounds are considerably higher when
applying the presented replacement heuristics. For the number of symbol queries, this even
affects the asymptotic bound. Discarding validated replacements or using (exponentially
bound) partial adaptive distinguishing sequences may worsen this situation even further.
These results may discourage the use of the presented heuristic at first. However, as
stated in the previous section, a comprehensive analysis is hard due to the inherent problem
dependent behavior of the heuristics. Hence their actual performance, when applied to
certain systems, may differ from the theoretic results.
7.2. Empirical Analysis
To give an impression of the practical impact of the presented heuristics, this section presents
the empirical evaluation. A series of benchmarks for artificial and realistic systems were
run to inspect characteristics of certain algorithms and compare their overall performance.
The following algorithms were evaluated:
• ADT: the presented ADTLearner and its heuristics,
• KV: the original discrimination tree algorithm by Kearns & Vazirani (Mealy version)
[KV94],
• DT: the “discrimination tree” algorithm1 by Howar [How12],
• LStarM: the L∗ algorithm by Angluin (Mealy version) [Nie03],
• TTT: the TTT algorithm by Isberner et al. (Mealy version) [IHS14b].
Each benchmark has been executed on an Intel® CoreTM i7-4790 system and was assigned
8 gigabyte of memory (24 gigabyte for the ESM benchmark).
The subsequent sections introduce the different test setups and present an excerpt of the
measured data. For the full set of data, see Appendix A. Recall, that for the measurement of
the reset and symbol performance, all algorithms used a query cache. The ADTLearner (in-
cluding its heuristics) used the integrated observation tree, while the membership oracles
of the competing algorithms were wrapped in a tree cache. Hence the collected number of
reset and symbol queries represent the number of unique reset and symbol queries.
1Also known as “Observation Pack” algorithm.
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7.2.1. Synthetic Benchmarks
For the synthetic benchmarks, each target system T was obtained by creating a random
Mealy machine: At first, for a given size, the set of states ST was constructed. Then, for all
tuples 〈s, i〉 ∈ ST × IT , the successor (output) for each transition was determined locally by
uniformly sampling an element from the set of states (outputs).
In each benchmark run, the dimensions of target system were chosen as follows: |S| =
1000, |I | = 25, |O| = 10. A total of two test series, each containing 100 runs, were bench-
marked. The series differed in the way counterexamples were obtained:
• For the first series, the counterexamples were generated by finding separating words
[HK71] between the current hypothesis and the true target system. Therefore the
counterexamples had near perfect length.
• For the second series, each randomly generated target system was altered in the
following way: Let s0, ..., sx , ..., s|S|−1 denote the (ordered) sequence of states and
i0, ..., iy , ..., y|I |−1 denote the (ordered) sequence of input symbols. For each state sx ,
the transition 〈sx , ix mod |I |〉 was turned into a self-loop, i.e. δ(sx , ix mod |I |) = sx ∀0 ≤
x < |S|.
Similar to the first series, counterexamples were initially determined by finding sepa-
rating words between the current hypothesis and the altered target automaton. Each
obtained separating word sep was then expanded to the counterexample
cˆ = sep1:|sep|−1 · iky · sep|sep|
where y = x mod |I | for sx = δ(sep1:|sep|−1) and k = 500 − |sep|. This means, after
applying the first |sep| − 1 symbols of the separating word to the target system, the
input symbol corresponding to the looped transition was applied until the counterex-
ample reached a length of 499. Afterwards the last input symbol of the separating
word was appended. If the expanded counterexample cˆ still posed a valid counterex-
ample to the hypothesis (this is e.g. not the case if iy = sep|sep|), it was used for the
hypothesis refinement step. Otherwise, the original separating word sep was passed
to the refinement function.
Separating Word Figure 7.1 shows the reset and symbol query performance of the ADT-
Learner for a selected set of heuristics. Displayed are the averaged values with the standard
deviation as error bars.
The plots are organized as follows: Each of the four vertical blocks represents a subtree
replacement heuristic, with
• NSR not subtree replacement heuristic,
• LR leveled replacement heuristic,
• ER exhaustive replacement heuristic and
• SR single replacement heuristic.
Each block that covers a replacement heuristic, contains measurements for the presented
ADS calculation profiles
• BE best effort,
• ML minimum length and
• MS minimum size.
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Figure 7.1.: Benchmark: Query performance of selected heuristics (random Mealy, sepa-
rating word)
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The two vertical blocks differentiate between the additional usage of the immediate re-
placement heuristic, with
• NIR no immediate replacement heuristic and
• IR_BE immediate replacement heuristic using the best effort profile.
In all displayed configurations of the synthetic benchmarks, no subtree extension heuristic
was used, since it posed no significant improvement.
Regarding reset complexity, one can see, that different heuristics have different impact on
the total amount of (unique) reset queries: Similar for all subtree replacement heuristics is,
that especially the minimum size profile for computing adaptive distinguishing sequences
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increases the amount of executed reset queries. The initial motivation behind computing
a minimal (e.g. in size) ADS, was to improve the validation process, since fewer symbols
have to be validated. While the measurements show (cf. Appendix A) that the minimal
size profile indeed proposes fewer symbols to validate, the validation process encounters
more errors and validated (and accepted) replacements have more reset nodes compared
to the other profiles. The condensed structure of minimal ADSs seems to work against the
error-tolerating validation mechanism.
The exhaustive replacement heuristic seems to be least affected by this effect. This may
however be explained by the fact, that throughout the learning process this heuristic often
only proposed a single replacement.
The single replacement heuristic shows the worst performance, even resulting in a higher
amount of executed resets than the base algorithm. The selection strategy of this heuristic
seems to propose replacements that affect the most hypothesis states (cf. Appendix A)
among the other replacement heuristics. Thus, accepting such a replacement results in
high costs for updating the hypothesis afterwards.
For the sole employment of a subtree replacement heuristic, the “best effort” ADS pro-
file and the leveled and exhaustive subtree replacement heuristic seem to yield the biggest
benefit. However, the immediate replacement heuristic allows even more improvements.
As shown, every configuration involving the immediate replacement heuristic outperforms
the base algorithm and the best subtree replacement heuristics. Combining the immedi-
ate replacement heuristic with the regular subtree replacement heuristics shows, that in
this scenario the additional validation and update costs introduced by the subtree replace-
ments generally worsen the overall performance. Only the rather defensive exhaustive
subtree replacement heuristic allows a slight improvement. When used in combination
with the immediate replacement heuristic, the subtree replacement heuristics seem to pro-
pose fewer replacements, which may explain the reduced variability among the difference
replacement heuristics and ADS calculation profiles.
Additional combinations of other ADS calculation profiles or the subtree extension heuris-
tic show similar results to the combinations shown above. As a result, they are not presented
in detail.
Regarding symbol complexity, slightly different results can be observed: While the lev-
eled subtree replacements heuristic improves the reset complexity compared to the base
algorithm, it worsens the symbol complexity. An indication of this effect was already given
by the higher theoretical worst-case query complexity (cf. Section 7.1). However, the ex-
haustive subtree replacement heuristic – which often only proposed a single replacement –
shows, that a conservative utilization of subtree replacements may still improve the query
performance.
Similar to the reset performance, the immediate replacement heuristic clearly poses an
improvement to the query performance overall. Again, combining subtree replacement
heuristics with an immediate replacement heuristic reduces the amount of subtree replace-
ments and therefore retains their variability. Yet the subtree replacement heuristics seem
to, again, decrease the performance when used in combination with the immediate re-
placement heuristic.
After all, the presented heuristic have to compete against other active learning algo-
rithms. A comparison of the performance of selected heuristics and other algorithms is
shown in Figure 7.2:
The direct comparison with competing learning algorithm shows, that for the case of
random Mealy machines, the developed approaches are able to achieve the set goal of
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Figure 7.2.: Benchmark: Query performance of selected heuristics compared to other al-
gorithms (random Mealy, separating word)
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reducing the number of required reset queries during the learning process. Additionally,
certain heuristics are also able to provide a better symbol query performance, compared
to other algorithms. However, some of the results may be attributed to the fact, that the
provided counterexamples had near minimal length. The next paragraph compares the
heuristics and algorithms, for a scenario where redundancy is encountered.
Expanded Separating Word Similar to the previous paragraph, Figure 7.3 shows the reset
and symbol query performance of the ADTLearner for the same set of heuristics. Displayed
are the averaged values with the standard deviation as error bars.
While the reset query performance remains somewhat similar to the scenario of reg-
ular separating words, the symbol query performance shows interesting new results: In
the previous case, using a subtree replacement heuristic generally increased the amount of
(unique) symbol queries posed during the learning process, both with and without the com-
bination of the immediate replacement heuristic. In case of redundant counterexamples,
the exact opposite can be observed.
Every (of the presented) subtree replacement heuristic is able to improve the symbol
query performance. The leveled subtree replacement heuristic, which by observation re-
places subtrees the most aggressive way, is thereby the most successful one. Additionally,
the “minimal size” ADS calculation profile seems to better counteract the redundancy of
the counterexamples, while previously – when exposed to near optimal counterexamples
– decreasing performance. While again, the sole utilization of the immediate replacement
heuristic improves the symbol query performance, this time, additionally utilizing a subtree
64
7.2. Empirical Analysis
Figure 7.3.: Benchmark: Query performance of selected heuristics (random Mealy, ex-
panded separating word)
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replacement heuristic further benefits the performance. For comparing the heuristics with
other algorithms, Figure 7.4 displays the measured data:
Regarding the reset performance, the sole application of the immediate replacement
heuristic yields the best performance. Though, in comparison to the results of the first se-
ries, the performance of the DT algorithm is much closer to the best heuristic. This may
be due to fact, that long discriminators (see the query performance of the DT algorithm)
allow to distinguish between more states. However, regarding reset- and symbol query per-
formance, the elaborated approaches are still able to pose an improvement to the learning
performance.
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Figure 7.4.: Benchmark: Query performance of selected heuristics compared to other al-
gorithms (random Mealy, expanded separating word)
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7.2.2. Real-life Benchmarks
Although synthetic benchmarks easily allow to test a plethora of configurations of target
systems, they often lack characteristics of real-world applications. Especially uniformly
sampled random Mealy machines do not follow any specific structure (contrary to real-
world applications), which may bias the measured data in a certain way. Therefore, to
give an additional view on the performance of the algorithms, this section will present
benchmark results for two real-world use cases.
• For the first use case, the target system is a simulated version of the Online Conference
Service (OCS), a web-based conference management service currently developed at
the Chair of Programming Systems in Dortmund and used in production by Springer
Verlag [Spr15]. Although the simulator (as presented in [Win14]) adds a certain
level of abstraction, such as a discretized input alphabet, it still resembles the core
workflow and structure of the original system. The realistic nature is supported by
the fact, that the simulator itself is a piece of executable code for which no formal
specification exists.
The simulator provides an interface that allows to input one of 17 predefined input
symbols. For each input symbol the simulator emits a binary output symbol either
indicating success or failure of the input action. Counterexamples were obtained
using an equivalence oracle chain that (in order) consults: a cache consistency oracle;
a random word oracle posing 200 queries of random length l ∈ [20,400]; and a
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conformance check using the partial W-Method [Fuj+91] with search depth 1. A
total of 10 runs were measured.
For the ADTLearner, no configuration for the exhaustive subtree replacement heuris-
tic was tested, since a single run had not finished after 40 hours.
• The target system of the second benchmark is an Engine Status Manager (ESM)
[SVJ15], a software component used in industrial printers and copiers. In this bench-
mark, access to the formalmodel was available. Themodel holds 3410 states, an input
alphabet with 77 elements and an output alphabet with 151 elements.
While initially, the usage of an random word equivalence oracle was intended, this
approach ran into out-of-memory errors. As a result, the counterexamples were ob-
tained using separating words and a single run was measured.
No data has been collected for the LStarM algorithm, because even with 32 gigabyte
of memory, the algorithm ran into out-of-memory errors. Furthermore, regarding the
ADTLearner, only the “best effort” ADS calculation profile and the leveled subtree
replacement heuristic were able to terminate in a reasonable (≤ 60 hours) amount of
time.
OCS The first notable observation is already given in the presentation of the benchmark
setup: The computational impact of adaptive distinguishing sequences. To a slight extend,
this effect was already visible for the synthetic benchmarks. However, the random structure
of the target systems seems to improve the process of computing an adaptive distinguish-
ing sequence, because distinguishing behavior can be observed early and often. In the
case of “structured” target systems, the complexity of computing adaptive distinguishing
sequences has a bigger impact on the learning process.
The differences between the individual replacement heuristics are similar to the differ-
ences of the synthetic benchmark using expanded separatingwords, which is why a detailed
visualization is omitted. The sole utilization of the leveled subtree replacement heuristic
poses a slight improvement to the reset- and symbol query performance. However, the
immediate replacement heuristic – again – allows the biggest improvement with regard
to the reset performance. While the combination of a subtree replacement heuristic and
an immediate replacement heuristic worsened the performance reset-wise, it showed an
improvement for the query-performance.
A comparison of the competing algorithms is shown in Figure 7.5:
The most notable result is the DT algorithm which showed a better reset-performance
than any of the elaborated heuristics. This may be due to two reasons:
First, the structure of the OCS system does not seem to be suitable for the computation
of adaptive distinguishing sequences. Having only two output symbols, a lot of ADS com-
putations potentially encounter converging states, which does not allow to utilize the full
potential of reset-free adaptive distinguishing sequences. An indication for this is given by
the fact, that the ratio between the number of counterexamples (i.e. points in time, where
a subtree replacement can be issued) and the number of proposed replacements (and their
affected nodes) is lower than e.g. in the random Mealy benchmark (cf. Appendix A).
Second, the utilization of a query cache may favor the DT algorithm. The query per-
formance shows that the DT algorithm posed significantly more symbol queries. Once a
long sequence of symbols is queried, every sequence that is a prefix of a previously posed
query can be answered by the cache. However, if only short sequences are queried (as indi-
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Figure 7.5.: Benchmark: Query performance of selected heuristics compared to other al-
gorithms (OCS)
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cated by the query performance of the elaborated approaches), every extension of a cached
sequence needs to consult the target system and therefore causes an additional reset.
With respect to the sole reset performance, the ADTLearner was beaten by the DT algo-
rithm. However, regarding the overall query performance, especially in comparison to the
other state-of-the-art algorithms, the elaborated approaches remain competitive.
ESM The increased complexity of the target system outlines the problems of “ambitioned”
heuristics that seek to compute optimal replacements. Even if these heuristics potentially
propose optimal replacements, they introduce such high computational (and therefore run-
time) costs, that only a very few use cases may profit from it.
Since only the evaluation of the leveled subtree replacement heuristic and the best effort
ADS calculation profile was possible, this paragraph directly presents the comparison with
other algorithms, which is shown in Figure 7.6
As shown by the benchmark results (cf. Appendix A), the ESM system allowed a much
better utilization of adaptive distinguishing sequences. With respect to the size of the
target system, the achieved improvements therefore turn out much more drastic. While
the base algorithm somewhat resembles the performance of the other algorithms, the dif-
ferent heuristics allow a significant improvement regarding both reset and query perfor-
mance. Additionally, unlike previous results, the combination of the immediate replace-
ment heuristics and the leveled subtree replacement heuristic performs better than the
respective heuristics alone.
However, one has to attribute the fact, that separating words were used as counterexam-
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Figure 7.6.: Benchmark: Query performance of selected heuristics compared to other al-
gorithms (ESM)
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ples. The overall query performance may vary if exposed to counterexamples containing
redundancy, as indicated by the OCS benchmark.
7.2.3. Summary
The empirical analysis has shown that – albeit the results of the theoretical analysis – the
elaborated approaches often affect the performance of the learning process in a positive
way by reducing the amount of (unique) symbol and reset queries.
However, the case-studies further showed that the computational overhead of computing
adaptive distinguishing sequences and subtree replacements clearly impacts the learning
process. Promising results were given by the best effort ADS calculation profile, the immedi-
ate replacement heuristic and the leveled subtree replacement heuristic. While in certain sit-
uations being the only realistically applicable heuristics, they often yielded the best (query
complexity) results.
With regard to the potential improvement of the duration of the active learning process,
the data of Appendix A has to be taken with a grain of salt: For all benchmarks, the reset
mechanism of the target system was a fast operation. Therefore, the measured duration
of the learning algorithm mainly represents the time required for computing subtree re-
placements and adaptive distinguishing sequences. The data therefore does not represent
potential time savings of algorithms when exposed to a system with an expensive reset
mechanism.
As for generality, the potential benefit of the elaborated approaches depends on the struc-
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ture of the target system. The OCS use-case showed, that there exist certain situations, in
which the different heuristics are not able to outperform existing learning algorithms with
regard to the reset performance. Nevertheless, even in these situations the developed ap-
proaches remain competitive. And, while the structure of randomMealy machines may not
necessarily be representative for real-life applications, the ESM case-study showed, that for
certain configurations the developed concepts of this thesis allow a significant improvement
in query performance.
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Summary and Future Work
This chapter concludes the thesis. It gives a summary about the goals of this thesis, the
developed approaches for achieving these goals and the obtained results. Moreover, it
presents an outlook on possible further research that may be based on the work presented
in this thesis.
8.1. Summary
The motivation for this thesis was to improve the active automata learning experience for
a set of real-life applications with certain specifics: Many extensions have been proposed
to the original active automata learning framework developed by Angluin, to improve its
applicability to real-life applications. However, for guaranteeing on of its core requirements
– the requirement of independent communication (i.e. independent membership queries)
– it is often resorted to a somewhat artificial reset mechanism. Since many applications not
necessarily include a (reliable) reset mechanism in their original design, it may be realized
by an expensive external operation (e.g. restarting a simulator), which may drastically
reduce the performance of active automata learning and therefore reduce the will to employ
active automate learning.
For tackling the above problem and reducing the negative impact of potentially time-
consuming resets, this thesis elaborated the integration of adaptive distinguishing sequences
– a well-studied concept from the field of model-based testing – in the active learning pro-
cess. For achieving this goal, this thesis has first presented a fully self-contained learning
algorithm that lifts the active learning process to the adaptive environment required for
embedding the proposed concepts. On the foundation of this base algorithm, a generic
framework for “improving” the performance of the learning algorithm by means of subtree
replacements was presented. For utilizing this elaborated framework and actively employ-
ing adaptive distinguishing sequences in the active learning process, a set of replacement
heuristics and a ADS calculation profiles was presented.
While the theoretical analysis of the developed approaches has shown, that they – in
a worst-case scenario – may not necessarily reduce the number of executed resets and
may even increase the number of executed symbol queries, the empirical evaluation has
shown that inmany situations they outperform other active learning algorithmswith regard
to executed reset queries. Even if not being able to beat other learning algorithms, the
developed approaches remain on a competitive level.
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8.2. Future Work
However, the possibilities of this field of research do not end with this thesis. As stated
in Chapter 2, this thesis focuses on finite, deterministic Mealy machines as the level of
abstraction for the target system. While there exist many success stories, where this level
of abstraction yields good formal specifications for (deterministic) reactive input/output
systems, one can easily find scenarios where this model only poorly covers the essential
behavior of the target system or may not be practicably applicable at all.
With regard to determinism, references towards inferring non-deterministic automata
and computing adaptive distinguishing sequences for non-deterministic systems were al-
ready given. A potential question for future research could be, if non-determinism adds
any additional side-effects to the learning process or if the concepts presented in this thesis
can be directly carried over and similar improvements are achievable.
As for the general suitability of finite Mealy machines abstracting the target system’s
behavior, the development of more complex automata kinds – such as register automata
[IHS14a; Cas+16] – was mentioned. There are no algorithms known to the author, that
directly target the state identification problem for register Mealy machines by means of an
adaptive distinguishing sequence, which raises the question, if the structural extension of
register Mealy machines can be exploited to compute “better” distinguishing sequences.
Similar to the scenario above, a comparison of the potential benefits is of interest.
The exploration of further improvements is however not limited to the tentative hypothe-
sis. The usage of adaptive distinguishing sequences was initially motivated by reducing the
total amount of executed system resets as these operations were considered most expen-
sive. Real-world applications may however exhibit a far more complex runtime behavior:
Certain input stimuli may result in irregular high costs if the target system is in a specific
state.
The presented approach may be extended to computing minimal-cost adaptive distin-
guishing sequences. In certain instances it may even be beneficial to compute multiple
partial adaptive distinguishing sequences, i.e. minimal-cost adaptive distinguishing trees,
if it helps to omit very expensive input symbols. While it is generally not possible to com-
pute a true optimal adaptive distinguishing sequence (-tree), since the true states of the
target system are not known until termination of the learning process, the costs may be
approximated by averaging the costs over all states, i.e. compute the average costs for each
input symbol. The effective runtime may be improved in certain scenarios.
Besides semantical additions, the effective performance of the learning algorithm may
also be subject to further research. As stated several times, the active learning community
usually compares algorithms the on basis of their query performance. While several bench-
marks have shown that the developed approaches pose an improvement to the situation,
they have also shown that the computational extra work introduced to the learning pro-
cess impacts its overall runtime. While this thesis has not directly targeted this issue, the
problem is generally of good nature.
Most of the expensive computations (e.g. the computation of replacements) take place
in an offline scenario, meaning they only require access to local data such as the tentative
hypothesis and do not interact with the target system. This means the critical code paths
are not directly related to the active learning process and therefore generic techniques
for improving runtime – such as parallelization – can be applied: The computation of an
adaptive distinguishing sequence essentially reduces to a search problem. Since the data of
the tentative hypothesis is only accessed in a read-only manner, it can be easily distributed
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to multiple threads or even clusters and the search can run in parallel.
Even the single-threaded case may allow runtime improvements. In its submitted state,
the computation of adaptive distinguishing sequences, except for the case where the al-
gorithm of Lee and Yannakakis is applicable, is based on constructing state-splitting input
sequences by traversing the successor tree. There may exist more efficient data structures
and algorithmic approaches to compute similar results.
Eventually, the positive results presented in this thesis may motivate further investiga-
tions on this field of research.
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APPENDIXA
Benchmark Results
The parameterizations of the ADTLearner are described by the following scheme:
ADT[a|b_x|c_x], where
• a ∈ {NSE, SE} with
NSE no subtree extension heuristic and
SE applied subtree extension heuristic.
• b ∈ {NIR, IR} with
NIR no immediate replacement heuristic and
IR applied immediate replacement heuristic.
• c ∈ {NSR, LR, ER, SR} with
NSR no subtree replacement heuristic,
LR applied leveled replacement heuristic,
ER applied exhaustive replacement heuristic and
SR applied single replacement heuristic.
• and (if applicable)1 x ∈ {BE, ML, MS} with
BE best effort: use LY-algorithm or leveled BFS-search to compute ADSs,
ML minimum length: use successor-tree to compute minimum-length ADSs and
MS minimum size: use successor-tree to compute minimum-size ADSs.
The measured values are abbreviated as follows:
R Total amount of (unique)2 reset queries posed by the learner.
SQ Total amount of (unique)2 symbol queries posed by the learner.
CE Total amount of posed equivalence queries.
ADT_RN Total amount of reset nodes in the final ADT.
1Deactivated heuristics do not compute adaptive distinguishing sequences.
2All algorithms used a symbol query/membership oracle backed by a tree cache.
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A. Benchmark Results
ADT_RR Averaged number of reset nodes encountered by a leaf of the final ADT (effective
reset costs).
ADT_PR Total amount of proposed ADT-subtree replacements.
ADT_PRAN Total amount of hypothesis states referenced in proposed replacements.
ADT_PRS Total amount of symbol nodes in the proposed replacements.
ADT_ARS Total amount of symbol nodes in the accepted replacements.
ADT_ARR Total amount of reset nodes in the accepted replacements.
ADT_ARP Total amount of perfect (i.e. reset-free) accepted replacements.
ADT_ARA Total amount of accepted replacements.
OT_E Total amount of successful findings of an extending discriminator in the observation
tree.
OT_S Total amount of successful finding of a shorter discriminator than provided by the
current counterexample.
SIZ The size of the final hypothesis.
DUR The time (in milliseconds) taken by the learning algorithm (this excludes the time
taken for searching counterexamples).
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A. Benchmark Results
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A. Benchmark Results
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