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ABSTRACT
Accurate medical and health sciences problem solving relies upon a solid foundation of
basic sciences content knowledge, primarily physiology. Yet, due to its nature as a dynamic
system of interconnected, networked, concepts, physiology is often difficult for students to
master. The three studies in this dissertation explore the use of a cognitive tool, systems
modeling, to facilitate the development of an accurate mental model of physiology content
knowledge in undergraduate and graduate physiology students. In the first study, undergraduate
physiology student participation within online asynchronous peer group systems modeling
activities was associated with progressive improvement on multiple choice question answer
accuracy in the modeling condition versus the written discussion post condition. In the second
study, graduate physician assistant students ranked systems modeling to be the top strategy for
learning physiology content in the basic sciences year of study and the second to top strategy for
retaining that content into the clinical year. In the third study, graduate physician assistant
students demonstrated increased use of integrated core concept terms, after systems modeling
activity participation, when describing the pathophysiology threshold concept of inflammation in
writing. Together, these three studies provide evidence that the systems modeling strategy is an
effective cognitive tool that contributes to improved student learning and retention of physiology
content through visualization and subsequent refinement of the learner’s mental model of the
problem space.

xi

CHAPTER I
Graduating medical school seniors rank physiology and pathophysiology as two of the
top three most crucial basic medical sciences necessary to build foundational knowledge to
support clinical education (Carroll et al., 2017). Yet a study by the National Board of Medical
Examiners has shown significant declines in basic sciences knowledge between the Step 1 and
Step 2 exams (Ling et al., 2008). Of the basic medical sciences, physiology is particularly
challenging due to the cause-and-effect nature of its dynamic, interconnected systems (Michael,
2007; Slominski et al., 2019). Physiology can be defined as “a science explaining functional
organization” (Lemoine & Pradeu, 2018, p. 238). As a foundational medical and health sciences
basic science, the goal of physiology education is to facilitate deep understanding of dynamic
human systems for transfer to clinical application. However, to facilitate deep understanding we
must first determine the characteristics of understanding, in general, and assess the effectiveness
of the learning tools that enable the development of accurate mental models to support deep
conceptual understanding.
Wiggins and McTighe (2005, p. 7) state “to understand is to make connections and bind
together our knowledge into something that makes sense of things”. Through this definition, as
physiology is the study of the interconnected dynamic systems that support body function,
understanding of physiology would require a learner to build connections to make sense of these
systems. Therefore, in physiology education a main goal is to determine the means which
facilitate learning most effectively for deep understanding to support transfer of physiology
content knowledge into medical and health sciences clinical application. Determining how to
accurately assess and promote deep understanding of complex physiological concepts by learners
is the problem addressed by this dissertation.
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Introduction
Historically, a progression of theories has been proposed to support learning. From these
theories have emerged methods of instruction. Among the earliest forms of education, the
Socratic method of question-and-answer inquiry progressed into discussion and debate as a
means of promoting deep understanding in students (Novikoff, 2013). Over time, education
moved toward efficiency by minimizing student participation and increasing use of lectures by a
“sage on the stage” (Arvanitakis 2014; King, 1993). Still a common method of instruction,
lectures provide direct instruction whereby information is transferred from an expert to a learner
either verbally or in writing. However, effective direct instruction should not be presumed to
equate with passive reception of content. Direct instruction is most efficient when students have
the background knowledge necessary to assimilate the provided information accurately and
actively into their current schema to refine their mental models (Schwartz & Bransford, 1998).
In contrast with the sage on the stage, instruction may utilize a “guide on the side” (King,
1993). In this method, often called discovery learning or inquiry learning, students explore
content knowledge and discover guiding principles of the material through those explorations
rather than through direct instruction on those principles. When conducted in a group setting,
collaborative inquiry learning may be effective because learning within peer groups allows for
distribution of the cognitive load of difficult content, so long as learners have command of
sufficient background knowledge to support their mental model construction within the problem
space (Dillenbourg et al., 1996, Dillenbourg, 1999; Sweller et al., 2007). In this way, direct
instruction and inquiry learning are similar as both rely on learners entering into new content
areas with sufficient prior knowledge to support further study. New knowledge builds upon prior
knowledge. Additionally, social aspects add robustness to the learning experience. Constructivist
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learning theorist, Lev Vygotsky (1978) claimed that all meaning is socially constructed, therefore
learning does not occur in isolation. Although a study of nursing students across undergraduate
and graduate levels listed collaborative projects as the least preferred method of learning
(Hampton et al, 2017), analysis of forty years of problem-based learning methods in U.S.
medical schools has shown benefits (Neville, 2009).
A key component grounding inquiry-based learning is asking appropriate questions and
answering them in a way that supports progress within the problem space. According to Jonassen
(2011), questioning forms a foundational pillar of human reasoning. He asserted that questions
are born of cognitive disequilibrium and their asking provides insight into the causal reasoning of
the asker. Thus, question asking may indicate that content to be learned is in some way in
conflict with the learner’s prior conceptual understanding of that content. Tawfik et al. (2020)
provide further support for this view stating an “important yet overlooked component of
knowledge construction during problem solving is the ability to ask meaningful questions” (p.
653). The questions a learner asks can provide valuable insight into the state of their mental
models, with quality of questions demonstrating improved understanding even beyond the
quality of answers (Graesser & Olde, 2003). Miyake and Norman (1978) found that novices
asked more questions on easier content whereas experts asked more questions on difficult
content. Novices in their study did not ask questions on more difficult content because they
presumably did not understand the content well enough to develop questions. Thus, the level of
questions a learner asks can provide insight into their level of knowledge and the structure of
their current mental model of the concept under study. Because medical diagnosis and treatment
depend upon accurate questions and answers, learning through asking and answering questions is
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of benefit for refinement of learner mental models of disease states and appropriate treatments.
Students can be taught to ask good, “why”, questions with practice (Graesser et al., 1996).
Inquiry learning has strong advocates in science education based on the premise that
activity informs learning (Jonassen & Rohrer-Murphy, 1999) and that because science is
experiential, learning science requires experiences (Kuhn, 2007). Yet, students who experience
learning through inquiry sometimes fail to demonstrate evidence of consistent learning gains
(Kirschner et al., 2006; Mayer, 2004). Inquiry learning may be less effective in situations where
background knowledge is insufficient to support the cognitive load necessary to juggle the
mechanics of the inquiry process in addition to the demands of learning the new content (Klahr
& Dunbar, 1988; Sweller et al., 1998, 2019; van Merriënboer et al., 2003). Longer spans of
practice may increase familiarity with the inquiry process and thereby decrease demands on
working memory over time (Dean & Kuhn, 2007). Success within the inquiry process is also
increased with guiding structure, such as scaffolding (Paas & van Gog, 2006) to allow students
to be challenged within their zone of proximal development (Vygotsky, 1978). The most
reasonable approach to instruction, particularly in science, therefore, is likely to be a compromise
as “inquiry-based lesson series when preceded by direct instruction of scientific reasoning and
scaffolded with verbal support are most effective” (van der Graaf et al., 2019, p. 1119).
In health sciences education, particularly medical education, a melding of direct
instruction with inquiry-based learning has taken root over the past half century in the
widespread use of problem-based learning (Neville, 2009). In problem-based learning, peers
collaborate to explore content supporting a solution to a presented problem. Peer collaboration,
as a learning strategy, is most effective when it allows for the distribution of the cognitive load
inherent in understanding difficult content among members of the peer group (Dillenbourg et al.,
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1996; Dillenbourg, 1999; Sweller et al., 2019). In programs where a full problem-based learning
approach has not been implemented, case studies may be used to reap some of the benefits of
peer learning in more time-limited circumstances. As noted previously, inquiry learning carries a
high cognitive load. Therefore, the inquiry-based aspects of medical education are likely to be
enhanced by the distributed cognitive load made possible through peer collaboration. Yet,
success in this arena also requires sufficient background knowledge to anchor the development
of mental models adequate to support content learning (Sweller et al., 2007).
Because sufficient background knowledge facilitates successful learning through both
direct instruction and discovery learning, it is essential before we go further, to determine how
we may accurately determine the level of background knowledge held by students. At their roots,
medical and health sciences are problem solving fields. According to Jonassen (2011), the
process of problem solving requires two critical attributes. First, the learner must be able to map
the problem space within their own mental model of the scenario and second, the learner must be
able to manipulate that mental model in a way that illuminates the problem solution. Yet what
are these mental models? Mental models have been defined as “the mechanisms whereby
humans are able to generate descriptions of system purpose and form, explanations of system
functioning and observed system states, and predictions of future system states” (Rouse &
Morris, 1986, p. 351). For an instructor to facilitate this process with a learner, the learner’s
mental model must be made visible for review. Effective ways of demonstrating mental models
include diagrams such as concept maps and systems models (Jonassen, 2003). Learning occurs
when the learner’s mental model reconfigures to accurately assimilate new knowledge (Jonassen,
2011). This resulting assimilation supports deep understanding when the learned connections
make sense when viewed as a bridge to the whole (Wiggins & McTighe, 2005). This dissertation
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assesses the suitability of peer group collaborative systems modeling as a cognitive tool
(Jonassen, 2003) to enhance visualization of the accuracy and complexity of mental models as a
learner progresses towards deep understanding of threshold concepts in physiology.
Theoretical Framework
Threshold Concepts
In every field there are foundational concepts that must be accurately and deeply
understood before more advanced learning can occur. These concepts, big complex foundational
ideas, have been identified as threshold concepts (Land et al., 2005, 2014; Meyer & Land, 2005).
Land et al. (2014) describe the learning process of these threshold concepts as a progression
through a liminal tunnel. As students experience greater depth of knowledge and facility with a
concept, they may be visualized as passing through a formative tunnel from which they will
emerge as a person with deep understanding of that concept. Yet, the learning progress is not
necessarily linear. Within the liminal tunnel, learners may regress. They may oscillate between
understanding and confusion, or they may become stuck and unable to progress to full
understanding. Recognizing where a learner is within the tunnel, and guiding them toward their
emergence with deep understanding is a crucial function of the teacher (Land et al., 2014).
Learning isolated facts is typical of surface learning (Hay, 2007; Kumar & Sethuraman,
2013; Mirghani et al., 2014). Successful mastery of threshold concepts provides learners with
understanding deeper than the surface properties, and into the structural properties of a field.
Deeper understanding of structure improves the accuracy of mental models. Accurate mental
models are required for far transfer of the concepts toward solving later ill-structured application
problems (Jonassen, 2011). Mastery of threshold concepts is demonstrated when a learner is able
to accurately think both forwards and backwards through system function (Boersma et al., 2011;
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Michael, 2001), particularly in networked non-linear paths (Clement, 2000; Dauer et al., 2013).
Physiology learners tend to struggle with processes that are dynamic, rather than static
(Horrigan, 2018). Therefore, strategies that foster learner development of accurate physiology
threshold concept mental models of these core dynamic processes is necessary to support
progress toward deep conceptual understanding.
In a field such as physiology, where interconnected feedback loops abound, there is a
strong likelihood that learners will have difficulty traversing some of the necessary threshold
concept liminal tunnels. In this situation, it is crucial to build systematic knowledge upon
foundational threshold concepts such as homeostasis (Delaney et al, 2017; McFarland et al.,
2016; Neve et al., 2016), acid-base balance (Hoenig et al., 2013; Leehey and Daugirdas, 2016),
and inflammation (Chen & Quach, 2021). In physiology, as with any system, threshold concepts
are the framework upon which deep understanding builds. It is only with an accurate mental
model of the fundamental physiological networked pathways can a learner add understanding of
regulation complexity through feedback loops, buffers, input/output pathways, and material
sinks. Deep learning of foundational threshold concepts allows a learner to add additional details
through spiral revisiting of the concepts with new connections as their journey toward clinical
readiness progresses (Gagne, 2005). This spiral learning allows the learner to assimilate
knowledge gradually, with increasing complexity, to keep the learner challenged at the level of
their zone of proximal development (Vygotsky, 1978). At the curriculum level, utilizing a
framework of threshold concepts can provide unifying threads tying together concepts
throughout medical and health sciences programs with the benefit of helping learners to better
place course content into their developing mental models of physiological systems (Barradell &
Peseta, 2017; Giddens & Brady, 2007).
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Holism versus Reductionism
Konrad Lorenz, a zoologist and Nobel Prize winner in Physiology or Medicine, is quoted
as saying “Scientists are people who know more and more about less and less, until they know
everything about nothing”. In the early twentieth century, this view was shared by Paul Weiss, a
mechanical engineering student turned physical biologist, and Ludwig von Bertalanffy, a
philosopher turned theoretical biologist, both founders of modern systems thinking. Advances in
scientific tools, such as the electron microscope and the particle accelerator, in the early 1900s
enabled the visualization of processes at increasingly microscopic levels. This moved scientific
discovery in the direction of reductionism, whereby more and more was learned about smaller
and smaller slices of previously holistic topics. As physicists and chemists progressed with
success in their detailed mechanistic studies, biologists followed suit with mechanistic
hypotheses. Over time, this led to a tendency for biology instruction to become fragmented
through covering greater amounts of detailed material, but with less depth (Michael, 2001;
Rovick et al., 1999). Fragmented knowledge is antithetical to the development of accurate mental
models of integrated threshold concepts.
In 1925, Paul Weiss disproved a mechanistic view of butterfly behavior, demonstrating
instead the embedding of the behavior into a more holistic systems thinking network (Weiss,
1977). Likewise, von Bertalanffy (1972) argued that whereas it was logical that physics
processes could be broken into isolated mechanical chains, biology could not likewise be
reduced to its component steps. Therefore, biology was placed into the realm of dynamic systems
theory which asserted that the function and processes of living systems could not reasonably be
separated from their integration within their environment through matter exchange. Rather,
biology was embedded within an integrated system. Yet, despite these cautions and rationales,
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biology research continued down the path of reductionism with the rise of such fields as
molecular genetics. More recently, biology has found its way full circle with the reductionist
field of genomics supporting the development of a more holistic view of function in systems
biology, with systems biology often used as a new term for an old field: physiology (Strange,
2005). This change in focus is welcome as biological systems comprise extensive complexity
and interconnectedness, beyond what reductionist methods are capable of describing
(Mazzocchi, 2012).
General Systems Thinking
From the time a student is in elementary school their day is structured into different
subject areas: math, science, language, and the like. The distinction among these subjects is often
punctuated by ringing bells and a swapping of color-coded subject textbooks, folders, and
binders. This thinking may become so entrenched that it makes it difficult for students to
integrate their subject schemas as they progress into higher education. General systems theory
provides a means of connecting the scientific knowledge fragmented by reductionist techniques
into a holistic view. General systems theory itself is an exploration of the wholeness of science
(von Bertalanffy 1969, 1972). In his 1969 book, General System Theory, von Bertalanffy
described systems theory as a unifying theory with the goal of “developing unifying principles
running ‘vertically’ through the universe of the individual sciences” (p. 38). He proposed
systems thinking as a way of helping individuals to conceptualize cause and effect relationships.
Systems are, by their nature, non-linear. Their parts support the whole, with the actions of
the parts supporting the behavior of the system. The interactive nature of a system describes
inputs, outputs, and processes of any integrative network from business economics (Ackoff,
1981) through biology (Capra, 1996). When learners have access to causal mechanisms, it
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enhances their understanding of system interactions (Ahn et al., 1995) and helps them improve
the utility of their mental models. Therefore, facilitating the capacity of students for thinking in
systems provides a synthesis of concepts necessary for deep conceptual understanding (Hung,
2008; Modell et al., 2005).
Mapping strategies, such as concept mapping and systems modeling (see Figure 1), are
cognitive tools which facilitate the visualization of a student’s mental model into a concrete and
observable form (Gentner & Stevens, 1983; Jonassen 1992, 2003). Systems modeling, through
construction of causal loop diagrams, is a modeling method whereby integrated concepts of a
complex system are mapped as a network and linked by process and outcome arrows and then
designated as reinforcing or balancing loops by polarity signs, positive and negative respectively
(Richardson, 1995). Visualizing the elements and
connections of the particular mental model a student is
drawing upon is a way to both assess current understanding
and evaluate the necessity of providing instruction to close
any gaps and activate any required conceptual change.
Systems modeling, as a learning activity, occurs
Figure 1: Systems model example

when learners represent their understanding of a concept
through the construction of modeling diagrams – typically as causal loop diagram systems
models. The conditions under which the models are constructed may vary, such as on a computer
(Hung, 2008; Vattam et al., 2011) or by hand (Cox et al., 2018; Dauer et al., 2019). How the
models are assessed also varies – directly through some parameter of the model, for example the
ratio of links to nodes (Plate, 2010) or indirectly, for example through content tests (Ho et al.,
2014) or text analysis (Kim, 2015). The data analysis of systems models likewise varies, ranging
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from qualitative phenomenological interview thematic analysis (Fyrenius et al., 2007) to
quantitative analysis of pen strokes (Leenaars et al., 2013). This versatility of systems modeling
allows for its use not only in assessment of learning but also in organizing progress in the
development and changes in understanding as conceptual learning deepens and integration of
threshold concepts within a learner’s mental model expands.
Assessing the structure of systems models provides insight into the level of understanding
achieved by a learner at that point in time. Previous studies have shown that, during modeling,
naïve learners tend to draw linear models in contrast with content experts who draw more
interconnected models, thereby increasing their link (arrow) to node (term) ratio (Jeong & Lee,
2012). Understanding of network complexity is a hallmark of expertise (Dauer et al., 2019;
Mancinetti et al., 2019). Therefore, progressive documentation of changes in learner models
from linear to networked may illuminate the movement of that learner towards deeper content
understanding.
Physiology as a System
It is the nature of the human body to work as a system. Its parts generally cannot function
when separated from the whole. If the heart is removed from the human body, the kidneys will
quickly cease to function. Likewise, if the kidneys fail, the fluid balance of the heart very quickly
becomes unmanageable. Biological systems are defined by their wholeness, with the system only
functional when all parts work in concert (Capra, 1996). If one part of the system fails, the
function of the system as a whole is damaged. Therefore, to understand such a system requires
viewing it as a whole by understanding the causal connections linking its components (Hmelo et
al., 2000). It requires facility with compound reasoning, allowing a learner to move beyond
memorization of facts (Michael, 2007).
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The study of physiology is the study of systems: node concepts connected and regulated
through multiple interconnected networks and balancing/negative and reinforcing/positive
feedback loops (Colthorpe et al., 2018b; Michael 2007; Modell, 2000; Slominski et al, 2019).
Physiological system complexity is compounded by the multiple macro to micro levels of
organization connecting its components (Hmelo-Silver & Azevedo, 2006) and the non-linear
multidirectional dynamic feedback relationships across these multiple levels (Modell et al.,
2005). Adding to the complexity, the components of a physiological system are often
heterogenous. As an example, blood pressure regulation at the kidney includes input from the
autonomic nervous system in concert with multiple endocrine systemic responses and local blood
vessel diameter and pressure responses. In even this small segment of regulation,
interconnections occur among body-wide endocrine responses, local tissue macroscopic
responses, and intracellular microscopic components, and these changes further activate
feedback loops at the whole-body level. Deep understanding requires navigating these levels of
complexity inherent in physiological systems by developing mental models built on a framework
that connects component structures, behaviors, and functions across levels (Lira & Gardner,
2017). Understanding of complex physiological systems, such as the respiratory system, is
enhanced when model building is used to promote visualization of the complexity and
component interactions of the system (Hmelo et al., 2000). Yet, it is imperative that the models
students develop and utilize be accurate. Physiological systems require thinking in multiple
levels: micro, macro, and system, simultaneously. Any inaccuracies in mental modeling may
increase the likelihood a learner will encode misconceptions (Modell et al., 2005).
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Problem Solving
Real life problems are typically ill-structured with multiple possible solutions (Ertmer &
Newby, 1993; Jonassen, 2011). Medical diagnosis and treatment require problem solving of illstructured problems. As such, they require the application of accurate foundational basic sciences
knowledge at the structural, rather than at the surface level. For competent problem solving, a
learner must be able to mentally represent the problem space in a manipulatable mental model.
This representation must bring together the learner’s prior knowledge, prior experience with
similar problems, and cognitive skills such as causal and analogical reasoning (Jonassen, 2011).
Without these components, learners will need to exert significant effort before they can place the
problem adequately into an appropriate working problem space (Hung & Jonassen, 2006).
According to Jonassen (1992), cognitive tools are strategies that promote and facilitate
engagement of a learner within a thinking process. Cognitive tools help to reflect and amplify a
learner’s thought processes to help them construct and visualize their perception of a problem
space and solution. Thereby, cognitive tools can help to make mental models visible. The use of
cognitive tools helps the learner externalize their thought processes by offloading their mental
model into a physical form and subsequently decreasing their cognitive load within the problem
space (Jonassen, 2003). The use of modeling processes such as concept maps allows learners to
visualize node concepts and their connections. Adding network connections among concepts
allows for more dynamic complex system representation and feedback loops, as systems models
(Jonassen, 2003). Whereas novice models predominantly contain macro level, easily visualized
structures (Tripto et al., 2013), problem solving support of models is enhanced when complexity
is included as an outcome of deeper, more expert, understanding (Assaraf, 2013; Hmelo-Silver et
al., 2007; Verhoeff et al., 2018).
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Practice with solving similar problems, combined with fading guidance, contributes to
success in solving ill-structured problems, particularly if practice conditions are varied (Kalyuga
et al., 2003; van Merriënboer, 2013). Variable practice with fading guidance is a hallmark of
medical and health sciences clinical education, but it will be most effecting where deep
understanding of foundational basic sciences threshold concepts is in place. Without prior
foundational understanding, the cognitive load of adding the mental modeling and problemsolving requirements on top of learning the basic sciences concepts can be too great (Hung,
2008; Kirschner et al., 2006; Sweller et al., 1998, 2019; Vattam et al., 2011). This is particularly
true as the amount of health sciences content to be mastered continues to rapidly expand
(Mancinetti et al., 2019). Therefore, determination of effective strategies to improve medical and
health science student development of accurate basic sciences foundational mental models to
support clinical problem solving is of utmost importance.
Teaching and Learning Strategies
Thus far we have seen that learning physiology at a deep mastery level requires
functional understanding of complex, nested, interconnected, feedback loop physiological
systems. Yet, the question remains: How do we facilitate the progress of learners from where
they are to where they need to be? In this, we turn to systematic instructional design as our guide.
Embedded within the instructional design process are strategies useful for guiding student
learning toward specific goals. As we saw in the introduction to this dissertation, teaching
techniques vary along a spectrum from “sage on the stage” to “guide on the side” (King, 1993).
The choice of strategy is best determined only after analysis of the discrepancy between the
learner’s current and goal knowledge states. For students with a high level of background
knowledge, such as is expected for medical and health sciences students, peer collaboration
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strategies provide a benefit of distribution of cognitive load among members of the peer learning
group (Dillenbourg, 1996; Dillenbourg, 1999; Sweller et al., 2019). One of the contributing
benefits of peer collaboration instruction methods is the greater depth of knowledge, that peer
collaboration provides, albeit possibly at the expense of content breadth (Lujan & DiCarlo,
2006). Yet, this is also a criticism of the strategy in places where a broad breadth of factual
knowledge is required (Fyrenius et al., 2007).
Outside the classroom, the design of independent study is more difficult for instructors to
mandate, and learning challenges are likely to arise in this area. Copious research has
demonstrated that students prefer familiar learning strategies such as rereading and highlighting,
even when the results of higher yield strategies such as self-testing are demonstrated (Dobson &
Linderholm, 2015; Dunlosky, 2013; Hartwig & Dunlosky, 2012; Karpicke et al., 2009). As
justification, Kornell and Bjork (2007) found that students tend to study only until they perceive
that they understand a concept at the time of studying, disregarding the probability that their
knowledge is likely to degrade over time. Students also tend to choose strategies that they
perceive to be of benefit at the time of studying, rather than of benefit at the time of testing
(Miyatsu et al., 2018). Although introducing desirable difficulties (Bjork & Bjork, 2011) may
slow down studying, by emphasizing output strategies such as self-testing over input strategies
such as rereading, they induce encoding and retrieval effects that enhance retention beyond
quicker techniques. Thus, the more challenging study strategies of interleaving, spacing, and
self-testing increase long term retention but are less likely to be utilized in independent study
because students perceive that they are learning more when they are not struggling (Bjork, 1994).
These trends hold true for students of the medical and health sciences as well, thereby
contributing to the challenges of facilitating learning for retention. Both undergraduate anatomy
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and physiology students and graduate medical students showed higher performance when they
utilize self- testing, although this was correlational, so it is uncertain whether the strategy
improved scores or if those who were already likely to score better adopted the strategy (DunnLewis et al., 2016; West & Sadoski, 2011). Still, there is evidence that retrieval practice is
beneficial for students, particularly when the retrieval is combined with feedback (Dobson et al.,
2018; Larsen et al., 2008). Returning to Jonassen’s (1992, 2003) cognitive tools, an additional
benefit in health sciences education may be to utilize and promote teaching and learning
strategies that combine retrieval practice with mental modeling in the design and visualization of
mental models as mapped pathways and diagrams, such as systems models (Colthorpe, 2018a;
Husmann et al., 2016).
Conceptual Framework for the Three Studies of this Dissertation
Bringing the theoretical considerations above together in light of the work of this
dissertation, the problem explored is the challenge of facilitating the learner’s construction of an
accurate mental model of physiology basic medical science core concepts and application of this
mental model to far transfer for health sciences clinical application. Medical and health sciences
have a rich tradition of both direct instruction and discovery learning to draw upon. Yet, students
still report struggling with physiology content (Michael, 2007; Slominski et al., 2019).
Therefore, more research is needed into the means of helping students to build the accurate
mental models necessary for deep non-linear and interconnected understanding of physiology
concepts and for integrating those models into a conceptual framework sufficient to support
clinical practice. Accurate and workable physiology mental models require systemic
understanding which in turn requires successful mastery of threshold concepts upon which to
build networked, interconnected knowledge to facilitate far transfer to a clinical problem-solving

16

environment (see Figure 2). This dissertation includes three studies that demonstrate the power
of the cognitive tool, systems modeling, for the visualization and enhancement of dynamic nonlinear mental models of physiology content knowledge. In addition, one of the three studies
explores student perception of the effectiveness of systems modeling as a study strategy when
ranked against other individual and collaborative strategies such as self-explanation, group
discussion, practice testing, and highlighting and underlining course materials.

Figure 2: Conceptual framework for the three studies of this dissertation

Systems Modeling
Constructing models is beneficial for learning due to their capacity for allowing learners
to envision complexity that arises among the macro and micro levels, thereby illuminating any
misconceptions in their mental models that may lead them astray (Gentner & Stevens, 1983;
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Modell et al., 2005, 2015). This is particularly important in physiology due to the dynamic, nonlinear, interconnected nature of its content. Yet, before we can help learners to expand their
mental model of physiology knowledge, we must first determine their starting place. Learning
occurs when learners can draw upon their prior knowledge to process new knowledge into their
mental models to increase the complexity of their knowledge schema within long term memory
(diSessa & Sherin, 1998), allowing them to move beyond memorization toward understanding of
the intersecting connections within the biological system under study (Modell, 2000). In this
way, constructing models helps a learner to make their mental model visible so that their causal
understanding of the problem space is clear (Hung, 2008). When errors are found within a
visualized model, instructor intervention can occur to clarify and correct conceptual
misunderstandings (Jonassen et al., 2005).
As a cognitive tool, “A systems model is a conceptual, conjectural representation of the
dynamic relations among factors in a system, resulting in a simulation that imitates the
conditions and actions of it” (Jonassen, 2003, p. 375). System modeling as a mental model
visualization technique may be used to illustrate causal relationships among concepts and may be
expanded to include areas of accumulation and drain within the system (Lane, 2008). Systems
modeling is an active learning technique and allows students to visually demonstrate their
understanding of a networked concept (Dauer et al., 2013; Hung, 2008; Jeong 2010; Norman,
1983; Schaffernicht, 2019). As described by Lane (2008), two categories of systems models
provide different insights regarding system function. First, causal loop diagrams (CLD) focus on
links and feedback loops and do not generally attempt to quantify the variables, rather focusing
more on qualitative conceptual representations. In contrast, stock flow diagrams (SFD) are
constructed of standardized icons for areas of stocks and flow state variables. Stock flow
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diagram models may be developed within computerized systems that allow simulations to run to
generate precise measurement of flows to illuminate system function (Hung, 2008; Vattam et al.,
2011). Causal loop diagrams use more simplified arrow and polarity notation which allows them
to be generated more quickly as they do not require any specialized software (Cox et al., 2018;
Dauer et al., 2019). Modeling content as causal systems engages learners and allows them to
build functional conceptual mental models to support further learning (Jonassen, 2008).
However, a caution of model building for learning is that systems models, particularly the more
basic causal loop diagrams, are by necessity simplifications that are always incomplete relative
to the complete dynamic systems they represent (Sterman, 2002).
The studies in this dissertation used the CLD form of systems modeling as a mechanism
for visualizing mental models. In the CLD format, causal loop diagrams are constructed of
concept term nodes connected by directional arrows. The arrows are designated with polarity
signs, typically + or –, to denote whether the effect of the arrow relationship is stimulatory or
inhibitory, respectively (Richardson, 1995, 1997). When arrows form a loop, the loop is
categorized as balancing, or negative, feedback if the overall polarity of the loop is negative
because in this situation the actions of a positive polarity arrow will be reduced by a balancing
negative polarity response. For example, in endocrine physiology a rise in thyroid hormone
release from the thyroid gland, a positive effect, is balanced by feedback on the hypothalamus
gland to decrease thyroid releasing hormone secretion, thereby keeping the loop in check.
Therefore, loop polarity notation allows for high fidelity representation of real physiological
balancing processes, such as those that occur in renal dynamics (McDonnell et al, 2013). In
contrast, a reinforcing, or positive, feedback loop occurs when all arrows in the loop have
positive polarity arrows. In physiology, this is rare because the body primarily uses negative
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feedback to remain within the range of homeostasis. However, an example of positive feedback
does occur during labor when oxytocin release from the posterior pituitary gland stimulates
uterine contractions which in turn stimulates more oxytocin release to generate increasing force
of uterine contractions until childbirth is complete.
In medical and health sciences education, mental models facilitate evaluation of causal
connections regarding the mechanisms of disease processes (Thagard, 1998). Relating modeling
to testing, diagram completion was associated with increased physiology quiz scores among
medical students (Ho et al., 2014). However, although modeling was associated with increased
problem-solving assessment scores it was associated with no significant difference on medical
physiology multiple choice question assessment scores in a different study (Gonzalez et al.,
2008). Thus, further research is needed into the impact of mental model visualization on learning
outcomes. Systems modeling impacts on both quantitative and qualitative measures of content
mastery are investigated in the studies in this dissertation.
General Overview of the Research
Physiology, as explored in the frameworks discussion above, is a science characterized
by networks of dynamic, interconnected, feedback loops. A deep understanding of physiology is
required to support accurate medical and health sciences clinical problem solving. The cognitive
tool systems modeling (Jonassen 1992, 2003) provides a method for visualization of the learner’s
mental models to clarify their work within the problem space. The three studies conducted for
this dissertation explore the role of systems modeling in support of physiology content
acquisition and retention into clinical studies. They seek to provide insight into the problem
students face with gaining a deep understanding of physiology concepts (Michael, 2007;
Slominski et al., 2019). These studies include work contributed by both undergraduate and
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graduate health sciences students. All three studies were carried out by the author who was also
the instructor of the undergraduate and graduate students of physiology who contributed their
work. All studies were conducted with the approval of the university Institutional Review Board
protocols 201808-028, 201811-091, and 201904-286. Consent documents and instruments for
each study are found in appendices A through G.
The three studies are different in form. The first study is an empirical quantitative study
examining the impact of undergraduate student peer group systems modeling on multiple choice
question performance on the physiology threshold concepts of endocrine homeostasis, immune
inflammation, and acid-base balance. The second study is a survey of comparison ranking of
study strategies by graduate physician assistant students, in which systems modeling figured
prominently. The third is a word frequency and word association analysis exploring the role of
systems modeling in promoting progressive depth of understanding of the pathophysiology
threshold concept, inflammation, in graduate physician assistant students. All three studies
provide evidence that systems modeling is of benefit in enhancing understanding of physiology
core concepts as demonstrated by improved content competence informed by progressive
complexity and accuracy in visualized representations of learner’s mental models.
Study #1: Using systems modeling in facilitating undergraduate integration of physiological
concepts
This study examined the impact of participation in a series of undergraduate physiology
peer group online asynchronous systems modeling sessions on multiple choice question unit test
and final exam performance on questions covering related content. The research question of this
study was:
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•

Does participation in a systems modeling activity itself result in any impact on
multiple choice question exam scores over related content?

Methods
Participants in this study were drawn from five sections of an asynchronous online,
undergraduate, anatomy and physiology course at a local community college (n = 111) in the
spring, summer and fall terms of 2019. The study protocol was approved by the university
Institutional Review Board and only the data from students providing informed consent was
included in the study. Study design was a within subjects three period crossover design. In each
period, students participated in either a discussion board activity with text responses, one post
and two replies, or in a peer group systems modeling activity with one initial model post and two
corrections or additions to the model of other students. Three student peer groups in each section
participated in two systems modeling (M) activities and one written (W) activity in either a
MWM, MMW, or WMM sequence.
Upon completion of the course, student model drawings were analyzed for link:node
density scores, a measure of model complexity, and these scores were compared by one way
ANOVA with repeated measures to test question performance on both the unit test and final
exam. Additionally, test score results were analyzed by one way ANOVA for repeated measures
for a sequence effect.
Study #2: Ranked benefit of active study strategies among physician assistant students
In this study, physician assistant students were surveyed to determine which study
strategies ranked as most beneficial for promoting acquisition of physiology and
pathophysiology content knowledge during instruction and for facilitating retention of the
conceptual knowledge into the clinical year of study. To promote student progress through the
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liminal tunnel, we must first determine which study strategies are perceived beneficial for
learning. This perception is valuable prior to empirical study of strategies so that student opinion
of benefit can be used to inform later study design. The research questions of this study were:
•

How do students rank the usefulness of study strategies for learning new
physiology and pathophysiology content?

•

How do students rank the usefulness of study strategies for enhancing retention of
physiology and pathophysiology learned content into clinical study?

•

How does study strategy ranking of usefulness vary across admission category,
cohort year, and self-reported course grades?

Methods
Participants in this study were drawn from three cohorts of graduate physician assistant
students who consented to participate by voluntary and anonymous survey completion (n=64).
This study was approved by the university Institutional Review Board. Within the survey,
participants were asked to complete both Likert rating and ranking of the perceived benefit of
study strategies for both acquisition of physiology content knowledge and retention of that
knowledge into the clinical year. The survey invitation was sent to three cohorts of students
during their clinical year of study, eleven months after completion of the physiology and
pathophysiology courses, in November of 2018, 2019, and 2020. Survey responses were
analyzed by t-test comparison of mean ranking between the acquisition and retention conditions.
Responses were also analyzed by MANOVA to determine any differences indicated due to
differences in admissions category, cohort, and self-reported class grade.
Study #3: Exploring physician assistant student progressive conceptual representation of
inflammation through word frequency and word association analyses
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In this study, graduate physician assistant students were asked to voluntarily complete
two writing prompts regarding their understanding of the pathophysiology threshold concept
inflammation prior to and immediately after systems modeling activities at two points during the
curriculum, with a follow up data collection during the clinical year. The research questions of
this study were:
•

How do students organize their knowledge of the threshold concept of inflammation?

•

How does this knowledge organization change over time?

•

What evidence is provided of any conceptual change over time?

•

What evidence is provided for any change in depth of understanding over time?
Methods
Participants in this study were drawn from two cohorts of graduate physician assistant

students who consented to participate by voluntarily completing and submitting writing prompts.
This study was approved by the university Institutional Review Board. During their first year of
program study, in 2019 and 2020, participants were asked to complete writing prompts both
immediately prior to and following a peer group systems modeling activity. One activity was
completed during orientation week, prior to content instruction over inflammation. The second
activity was completed during fall on-campus didactic, after content instruction over
inflammation. A third, follow up, completion occurred during the second year fall on-campus
didactic, during the clinical year of study, in September of 2020 and 2021. Writing prompt
responses were analyzed by word frequency and word association algorithms for evidence of
change in the organization of understanding of integrative and systematic inflammation
mechanisms.
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Abstract
Methods: We performed a within-subjects three-period randomized control comparison of
systems modeling versus written discussion activities in an undergraduate online Anatomy and
Physiology course. Participants (n=111) were randomized to one of three groups with differing
treatment orders across three course units: endocrine (EN), immune (IM), and acid-base (AB).
Participants demonstrated content understanding either through constructing systems modeling
diagrams (M) or written discussion posts (W) in a MWM, MMW, or WMM sequence.
Results: Although the groups showed no significant difference in test performance in the EN
unit (mean difference, MD=-.036), the modeling group outperformed the writing group in the IM
unit (MD=.209) and widened the gap in the AB unit (MD=.243). On the final exam, performance
was again higher for the modeling group on AB content as mean difference increased to .306
despite the final exam content for AB being significantly more difficult when compared to other
units (modeling: F(2)=29.882, p<.001; writing: F(2)=25.450, p<.001). Additionally, final exam
scores for AB content were significantly correlated with model link proportion of correctness
(r=.245, p=.004), including measures of loop direction (r=.275, p=.024) and polarity (r=.271,
p=.027).
Conclusions: These results provide evidence that participation in systems modeling activities
may support improved student performance on related content exams.
Keywords: systems thinking, systems modeling, physiology, causal loop diagram, three-period
randomized design
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Introduction
Physiology students at all levels struggle with learning complex concepts such as acidbase physiology (Hoenig et al., 2013; Jhaveri et al., 2013; Leehey and Daugirdas, 2016). Rather
than simple cause-effect linear relationships, physiology instead entails non-linear, multidirectional, compound, feedback-loop dynamic interrelationships expanding across macroscopic
and microscopic body systems (Modell et al., 2005).
To fully comprehend complex physiological phenomena and mechanisms, students must
be able to conceptually articulate the interconnections among systems and cellular processes, and
also the nature and dynamicity of the multi-directional, compound feedback-loops supporting
them. Successful physiology students must develop a comprehensive mental model that depicts
the underlying mechanism of a physiological system, to enable effective reasoning through
related problems. Attempts to improve student mastery of complex physiological concepts,
include using interactive technologies (Longmuir, 2014; Taradi et al., 2005), problem-based
learning (Taradi et al., 2005), concept mapping (Colthorpe et al., 2018), and peer teaching
(Petersen et al., 2014). These instructional strategies are useful, but may not fully address the
root complex interrelationships contributing to the difficulty of learning highly integrative
content. Systems thinking and modeling is a cognitive scaffolding tool for facilitating complex
conceptual articulation, reasoning, and integration. Systems modeling specifically focuses on
depicting a phenomenon and visualizing the nature and dynamicity of multiple interrelationships
that govern behaviors of each component and the system as a whole. Hence, systems thinking
and modeling may be a promising alternative instructional strategy to effectively facilitate
student construction of integrated and effective conceptual mental models for complex
physiological concepts.

27

This current study investigated the role of systems thinking and modeling in facilitating
undergraduate students development of conceptual understanding of physiology concepts.
Literature Review
Challenges of learning physiology
Physiology is difficult for students to master because of the multi-level complex
interrelationships among the system and components. Students must therefore utilize compound
causal reasoning for understanding rather than relying on rote memorization for factual recall
(Michael, 2007). Additionally, misconceptions that arise from ambiguous terminology and
undergraduate textbook inconsistencies may thwart progress into advanced coursework (Cheng
and Durairajanayagam, 2012; Modell et al., 2015).
Modeling activities can reliably be used to illuminate student mental models. Concept
maps are used to demonstrate increases in complexity of mental models after content instruction
(Modell et al., 2005; Novak and Cañas, 2006) as well as to support meaningful learning and
critical thinking skills (Daley and Torre, 2010; Kaddoura et al., 2016; Pudelko et al., 2012).
Systems models, on the other hand, represented as causal loop diagrams, increase model realism
beyond that of concept maps by adding loop polarities, stocks, and flows (Cox et al., 2018; Dauer
et al., 2019; Hung, 2008; Vattam et al., 2011). Systems modeling, an application of general
system theory (von Bertalanffy, 1969) helps an individual conceptualize the underlying
mechanism of a system by analyzing the inter-cause-effect relationships among the system
components. Capra (1996) argued that the essential properties of a system are the wholeness of
the system itself, manifested in the emerging properties that only exist when all parts work
together. Moreover, the behaviors of a system are determined by the individual parts, the intercausal relationships among them, and the non-linear relationships between the parts and the
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whole (Ackoff, 1981; Capra, 1996). Also, description of connections as covariational causal
relationships and underlying mechanisms (Ahn et al., 1995) are two complementary ways in
which a phenomenon may be modeled quantitively and qualitatively. And, systems modeling
provides representation of a problem solver’s mental model (Norman, 1983) of that problem
space, helping to refine the problem solver’s conceptual framework of that domain.
The role of models in learning
To promote understanding of physiological concepts, general models play an important
role (Modell, 2005). Expression of mental causal models illuminates misconceptions and allows
students to clarify the complexity arising from simultaneous consideration of macro, micro, and
system level concepts and interactions (Modell et al., 2015). More abstract symbolic levels and
differences in modes and domains contribute additional complexity (Tsui and Treagust, 2013).
Parsing this complexity is crucial to navigating the connectedness inherent in structure, behavior,
and function frameworks of physiological systems (Lira and Gardner, 2017) to successfully
evaluate evidence to build mental causal networks for examining and explaining disease
processes (Thagard, 1998).
A variety of active learning and modeling activities are available to promote student
engagement with physiology content. Performance has shown to be improved for students who
mapped metabolic pathways (Colthorpe et al., 2018) as well as for undergraduate physiology
students who participated in small group discussions and free response writing activities
(Carvalho and West, 2011). A familiar method for eliciting mental models, concept mapping,
can illuminate progressive complexity in thinking over long time spans, such as throughout
primary and secondary education (Novak and Cañas, 2006) and among the three years of
residencies in pediatrics (West et al., 2000). An empirical study in medical physiology
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demonstrated that concept mapping resulted in increased problem-solving assessment scores
with no significant difference on multiple choice assessment scores, most clearly for students
performing in the lowest quartile (González et al., 2008).
While concept mapping has been used with encouraging results for meaningful learning,
concept maps are used primarily to organize information into nodes and linked propositions
(Kearney and Kaplan, 1997; Novak and Cañas, 2006) and as such have limited utility for
modeling the complex and nested feedback loops common in physiological systems. To better
model the dynamic nature of physiology, systems models have emerged as a promising cognitive
tool (Jonassen, 1992, 2003; Wilensky and Resnick, 1999). Systems models incorporate patterns
of reinforcing and balancing loops to predict interactions among the structures, behaviors, and
functions within a system (Vattam et al., 2011), lending themselves particularly well to
representations of phenomena whose behaviors are regulated by interacting and nested loops
(Schaffernicht, 2019). Systems models, also known as causal loop diagrams, can be completed
electronically to construct simulations (Hung, 2008), but also with paper and pencil to avoid the
increased cognitive load inherent in working with unfamiliar software tools (Cox et al., 2018;
Dauer et al., 2019).
When comparing novice and expert modeling of complex systems, novices tend to
emphasize macro level structures, presumably because they are easier to visualize (Tripto et al.,
2013). Experts, instead, emphasize system behaviors and functions, illustrating the complexities
that contribute to deeper understanding and more accurate prediction of the outcome of natural
phenomena (Assaraf et al., 2013; Hmelo-Silver et al., 2007; Verhoeff et al., 2018). Thus, systems
modeling may be considered as a cognitive scaffolding tool for facilitating students to gradually
deepen their understanding of physiology at a more complex level.
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In the construction of causal loop diagrams, link density provides a means of quantifying
causal understanding. Complexity of student generated models is associated with increased
causal understanding of system function (Dauer et al., 2013; Ifenthaler et al., 2011; Jeong and
Lee, 2012; Perkins and Grotzer, 2005). Feedback loops within a system may be
positive/reinforcing or negative/balancing, known as loop polarity (Richardson, 1995, 1997).
Using system models, loop polarity notation allows for higher fidelity representation of real
outcomes of physiological systems, such as those of renal dynamics (McDonnell et al., 2013).
Methods
Participants
Participants were drawn from five sections of an asynchronous online Anatomy and
Physiology II course offered at a small Midwest community college during the spring (two
sections), summer (one section), and fall (two sections) terms of 2019. Students were primarily
pre-nursing and pre-health sciences majors. All students completed all activities as a component
of normal course instruction. Contribution of their data to the study was voluntary, and
conformed to the protocol approved by the institutional review board.
Study Design
In this study, we employed a within-subjects three-period crossover design (Ebbutt,
1984) to explore the impact of systems modeling activities. Student groups were crossed over
with each group completing two systems modeling activities and one written response activity
covering case scenario content, in the MWM, MMW, and WMM formats (M = modeling activity
experimental groups, W = written response control group) across three units.
Instruments
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We sought to determine if participation in a systems modeling activity itself resulted in
any impact on multiple choice exam scores of related content. All diagrams were coded by the
first author using an adapted data collection and evaluation rubric derived from Plate’s Web
Causality Index (WCI) (Plate, 2010), as shown in Appendix C. Diagram complexity was
measured by the ratio of links to nodes and diagram correctness, link direction, polarity, and
mechanism proportion correctness score. Additionally, each unit was followed by a unit exam
that included six standardized topic questions. The same 18 questions (6 per unit) were in the
final exam and served as measurement of retention performance.
Procedure
All enrolled students were randomly placed into one of three groups (MWM, MMW, &
WMM) within each section. All participants were introduced to the basics of systems modeling
and causal loop diagram construction and completed a modeling activity during Unit 1 of the
course. During this preliminary exercise, each student posted a model to the group discussion
board, independently, and added a component or made a correction to the models of other
students within their group. Diagrams could be hand-drawn and uploaded as scans or completed
electronically. The first author gave corrective and supportive feedback on the structure and
content each diagram. This introduction activity was not included in the data collected.
The intervention was applied to endocrine (unit 3), immune (unit 6), and acid-base (unit
11) system units. During each of the intervention units, after a lecture about the topic was given
by the instructor, all three groups were given the same case study scenario related to the topic for
which they then described the physiological phenomenon and explained the mechanism. During
asynchronous group discussions, the systems modeling students studied then discussed the case,
compared their modeling diagrams, and aided one another with corrections and clarifications.
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The control group students also studied and discussed the case in their groups and completed
written posts about the case scenario. The systems modeling diagrams and written reports were
scored after activity completion. After the activity, all students completed an end-of-unit exam
that included six standardized multiple-choice questions pertaining to the topic. The same
standardized questions were repeated for all students on the final exam at the end of the course.
This procedure was applied to the endocrine, immune, and acid-base units with the three groups
rotating as the control group. The same procedure for the course was administered to all five
sections across three terms. No instructor feedback was provided to students during the case
study activities, to avoid a feedback effect.
Results
Scoring Exam scores and model diagrams were downloaded from Blackboard. Six questions of
each of the three unit exams were standardized for each student. The same eighteen questions
were again included on the final exam for each student.
Model diagrams from all five sections were blinded and coded by the first author. Two
diagrams were coded for each student, one for each experimental condition. A total of 204
models were coded, 69 for the endocrine system condition, 67 for the immune system condition,
and 68 for the acid-base system condition.
Student performance on exams Overall, the systems modeling students’ mean scores on the
end-of-unit exams, shown in Table 1 and Figure 3, were EN1, 5.164 (SD=.913); IM, 5.155
(SD=.804); and AB, 4.214 (SD=1.062). The control group students’ mean scores on the end-ofunit exams were EN, 5.200 (SD=.797); IM, 4.946 (SD=1.026); and AB, 3.971 (SD=1.071). The

1

EN = endocrine system unit; IM = immune system unit; AB = acid-base system unit
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systems modeling group underscored the control group initially in the EN unit exam (first trial,
mean difference=-.036). However, the modeling group outperformed the control group in IM
unit (second trial, mean diff.= .209) and continued to widen the difference in the AB unit (third
trial, mean diff.=.243). A similar pattern occurred in the final exam. The system modeling group
obtained mean scores of 5.480 (SD=.747) for EN, 5.268 (SD=.894) for IM, and 4.306
(SD=1.218) for AB. Conversely, the control group’s mean scores were 5.543 (SD=.701) for EN,
5.189 (SD=.877) for IM, and 4.000 (SD=1.219) for AB. The differences in the final exam mean
scores between the modeling and the control groups were -.063 for EN, .079 for IM, and .306 for
AB.
Table 1: Mean scores of systems modeling and written report groups

Unit Exam EN
Unit Exam IM
Unit Exam AB
Final Exam EN
Final Exam IM
Final Exam AB

Systems Modeling
Mean
SD
5.164
0.913
5.155
0.804
4.214
1.062
5.480
0.747
5.268
0.894
4.306
1.218

Written report
Mean
SD
5.200
0.797
4.946
1.026
3.971
1.071
5.543
0.701
5.189
0.877
4.000
1.219

UNIT EXAM MEAN SCORES
Modeling

Written

5.500

5.000
4.500
4.000
3.500
UNEXEN

UNEXIM

UNEXAB

Figure 3: Trends of unit exam mean scores
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Mean
Diff.
-0.036
0.209
0.243
-0.063
0.079
0.306

A series of independent sample t-tests were performed and showed that there were no
statistically significant differences between the two groups in the end-of-unit exams of EN,
t(106)=-.197, p=.844; IM, t(106)=1.163, p=.247; and AB, t(103)=1.102, p=.273, respectively.
Also, no statistically significant differences were found in the final exam between the modeling
and the control groups in the areas of EN, t(106)=-.421, p=.675; IM, t(106)=.436, p=.664; and
AB, t(106)=1.229, p=.222, respectively. A two-way ANOVA was conducted to test the
interaction between the intervention (systems modeling and written report) and the units (EN,
IM, and AB) on the students’ unit exam and final exam performance. No significant interaction
was found in either exam scores (Final exam, F(2)=.883, p=.415; Unit exam, F(2)=.533, p=.587).
However, one-way ANOVA tests for repeated measures were performed on the final exam for
both groups and found significant difference among units (system modeling group: F(2)=29.882,
p<.001; Written report group: F(2)=25.450, p<.001). The Bonferroni post hoc tests showed that
the same pattern for both systems modeling and written report groups that their final AB exam
score was significantly lower than their scores of EN and IM units (EN-AB, p<.001, IM-AB,
p<.001). This indicated the AB concept was significantly more difficult than the other two topics
for all students, regardless the treatment. Moreover, a one-way ANOVA for repeated measures
was performed to test the effect of treatment sequence (MWM, MMW, and WMM) on the final
exam. Again, no statistically significant difference was found among the three groups
(F(2)=2.033, p=.136; MWM group: n=37, mean score=14.649, SD=2.058; MMW group: n=36,
mean score=14.722, SD=1.980; WMM group: n=35, mean score=15.486, SD=1.755).
Systems modeling students’ performance on causal loop diagrams In general, the students’
quality of causal loop diagrams increased from EN to IM, however, dropped down in AB (see
Table 2 & Figure 4), which means the students’ modeling performance showed an increase-
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decrease trend. This pattern seemed to corroborate the performance on the exam of the three
topics. Pearson correlation coefficient tests were conducted on the systems modeling students’
quality of causal loop diagrams and their final exam performance. A number of significant
correlations were found between the final exam total score (which included questions that were
not related to the topics in the intervention) and ENNCauseNo, endocrine node number with one
or more cause, (r=-.263, p=.029), ENNCausePr, endocrine node proportion with more than one
cause, (r=-.238, p=.049), ENLinkPrTot, endocrine link proportion total, (r=.243, p=.044).
Another significant correlation was between IMLMechPr, immune link proportion correct in
mechanism being described, and AB final questions (r=.252, p=.045). None of the students’ AB
diagram components were significantly correlated with their final AB questions performance,
however, three of them significantly correlated with the total score of final exam (ABLDirecPr,
acid-base link proportion correct in direction, (r=.275, p=.024), ABLStInhPr, acid-base link
proportion correct in loop polarity, (r=.271, p=.027), and ABLinkPrTot, acid-base link
proportion total (r=.345, p=.004).

SYSTEMS MODELING PERFORMANCE METRICS
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NEffectNo

4.000

Links
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2.000

LStInhNo

1.000

LMechNo

0.000
EN

IM
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Figure 4: Systems modeling performance over three units
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Table 2: Systems modeling students causal loop diagram performance

EN
IM
AB

Nodes
NRelevNo
NCauseNo NEffectNo Links LDirecNo LStInhNo LMechNo
6.681
6.478
0.928
1.159 6.739
5.348
4.203
6.043
8.469
8.453
0.953
1.828 8.391
6.766
5.219
7.875
7.910
7.731
0.672
1.075 7.164
5.672
4.493
6.433

(NRelevNo = number of relevant nodes ; NCauseNo = node number with one or more cause ; NEffectNo = node
number with one or more effect; LDirecNo = number of links correct in direction ; LStInhNo = number of links
correct in loop polarity ; LMechNo = number of links correct in mechanism described)

Discussion
The results showed that systems modeling did not significantly enhance the students’
development of integrative physiological concepts when compared with their counterparts.
However, the trends of the two groups’ performance over time revealed some interesting
patterns. Throughout the course of the intervention, the systems modeling group underscored the
written report group in the first trial (EN unit). However, the systems modeling group
outperformed the control group in the second trial (IM unit) and widened the lead in the third
trial (AB unit). Particularly, acid-base was conceptually most difficult among the three topics for
all the participants as their AB scores were significantly lower than both their EN and IM scores.
Furthermore, systems modeling is somewhat counterintuitive (Sterman, 2002). Students would
need some practice in order to master the modeling concepts and techniques. The students’
systems modeling diagram data seemed to corroborate this speculation. The students’
performance on the systems diagram increased on most categories of the WCI scores from EN to
IM units, which may indicate an improvement in modeling skill. That the students’ AB WCI
score dropped could be due to the difficulty level of the topic. Therefore, it is possible that
familiarity and practice might have played a role in delaying the effects of systems modeling on
the students' integration of complex physiological concepts. This trend may signify systems
modeling’s potentially positive effects on students’ construction of physiological concepts,
suggesting it may be beneficial for studying complex and difficult topics.
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Further, most of the students' modeling diagram scores did not significantly correlate
with their performance on the corresponding sub-sets of questions in the final exam. However,
these components, especially performance on the AB modeling diagram, significantly correlated
with the overall final exam score, which included non-intervention related questions. This
interesting finding does not have an apparent explanation. One possible hypothesis may be that
systems modeling is a conceptualization reasoning scaffolding tool. It specifically focuses on
depiction of a system by articulating interrelationships explaining the underlying mechanism,
rather than the individual parts of the system. It may be that systems modeling helped the
participants integrate their learning and reflected the positive outcomes in a more holistic
manner. Further research will be needed for confirmation.
The overall findings in this study support the similar finding of diagram completion
relation to improved physiology quiz scores among medical students (Ho et al., 2014) while
further expanding its applicability to the undergraduate level. They also provide evidence of a
potential mechanism for addressing deficiencies in understanding of complex physiological
topics, such as acid-base physiology, that may hinder student progress into fields that rely upon
mastery of this challenging content (Leehey and Daugirdas, 2016).
Limitations
Because students were allowed to model any facet of the case scenarios, there was the
potential that their diagrams did not address the content specifically assessed in the exam
questions. This may have contributed to low correlation between complexity score and exam
score. An additional limitation may be that these students were all completing asynchronous
coursework online at one institution. This may limit its applicability across course delivery
modalities and at different institutions.
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Conclusion
These results provide evidence that systems modeling, through the construction of causal
loop diagrams, may potentially support improved student performance on related content
multiple-choice questions. It is particularly encouraging that the modeling process showed no
evidence of detrimental effect on learning, even though the technique was new to the Anatomy
and Physiology II course and students had not been previously exposed to the technique. As
high-stakes multiple-choice credentialing exams continue to expand their footprint in the health
sciences, it is imperative that teaching and learning techniques be identified that can best support
the development of accurate and accessible mental models in physiology in such a way that these
models can be reliably drawn upon by students under stressful testing conditions. Future studies
examining the causal links between systems modeling through causal loop diagrams, improved
understanding of complex integrative physiological concepts, and improved testing strategies
and scores will help to promote progress in this area.
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Abstract
Context: Physician assistant students must retain extensive physiology and pathophysiology
basic sciences knowledge into their clinical rotations. Identifying study strategies best able to
promote acquisition of content knowledge and foster content retention is crucial for maximizing
effectiveness of study time.
Methods: Three cohorts of physician assistant students (n=64) were surveyed to determine their
ranking of the most beneficial study strategies for facilitating acquisition of physiology and
pathophysiology content knowledge in the didactic year and retention of that knowledge into the
clinical year. Participants were asked to evaluate the benefit of each of fifteen study strategies,
by Likert rating, and also to rank the strategies relative to one another based on their evaluation
of helpfulness in meeting both the learning outcomes of physiology and pathophysiology content
and for retaining that content into the clinical year of study.
Results: Of the fifteen strategies ranked, students across cohorts, course grades, and admissions
entry paths consistently rated the active learning strategies of systems modeling (mean
rank=4.53, SD=3.06), self-explanation (mean rank=4.83, SD=3.09), and peer discussion (mean
rank=5.59, SD=3.88) as most beneficial for content acquisition with these three strategies also
ranking as the top three for promoting retention of content into the clinical year. In contrast, low
utility strategies of rereading the textbook and writing out notes verbatim from the book were
ranked as least beneficial. Exam specific strategies, such as practicing clicker questions and
blocking studying into the week prior to an exam were considered significantly less beneficial
for retention into the clinical year than for short term knowledge acquisition, likely due to their
perceived benefit for multiple-choice exam testing, but less so for clinical application of content.
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Conclusions: This study provides evidence that physician assistant students find active learning
strategies to be most beneficial for both acquiring physiology and pathophysiology content
knowledge and retaining it into the clinical year.

Introduction
Medical students rank physiology and pathophysiology among the most crucial basic
medical sciences necessary to build foundational knowledge to support clinical education
(Carroll et al., 2017). Yet a study by the National Board of Medical Examiners demonstrated
significant declines in basic sciences knowledge over time (Ling et al., 2008). Among the basic
medical sciences, learning physiology is particularly challenging due to its dynamic cause-andeffect nature of the interconnected systems (Michael, 2007; Slominski et al., 2019). Mastery of
physiology and pathophysiology content knowledge during didactic studies, and the application
of this knowledge to clinical scenarios is critical for all students of medical and health sciences,
including physician assistant students.
To foster retention of content learned during the first year of study for clinical application
in the second year, effective teaching and learning techniques are of the utmost importance. To
address this concern, study methods used by three cohorts of physician assistant students were
explored by survey to ascertain, based on the students’ experiences, which methods produced the
most beneficial effects on their learning into the clinical year, as reported one year after didactic
physiology and pathophysiology course completion. The purpose of this study was to rank and
quantify students’ evaluation of benefit of common study strategies for both learning physiology
information during the didactic year, and retaining that information into the clinical studies year.
The research questions addressed in this study were:
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•

How do students rank the usefulness of study strategies for learning new physiology
and pathophysiology content?

•

How do students rank the usefulness of study strategies for enhancing retention of
physiology and pathophysiology learned content into clinical study?

•

How does study strategy ranking of usefulness vary across admission category, cohort
year, and self-reported course grades?

Literature Review
Every field of study is built upon core foundational concepts through which a student
must be able to navigate in any direction for true understanding. Land and Meyer refer to these
fundamental ideas as threshold concepts (Land et al., 2005, 2014; Meyer & Land, 2005). In
physiology, they are called core concepts (Michael & McFarland, 2011, 2020). As students
progress in learning these concepts, Land et al. (2014) describe the journey as navigating through
a liminal tunnel during which students develop a mental model of the process under study. A
mental model of a system includes descriptions, explanations, and predictions of its behavior
(Johnson-Laird, 1983; Rouse & Morris, 1986). As learners knowledge advances and deepens,
their mental models gain complexity. The cognitive tool, systems modeling, helps students
visualize their mental models in a form that can be assessed and, if necessary, corrected
(Jonassen, 2003).
When studying, students tend to prefer and default to methods they feel have best served
them in the past. Among the techniques ranked most common among students, highlighting and
rereading focus primarily on memorization of content as presented verbatim in a textbook
(Dunlosky et al., 2013). This memorization approach is ineffective because it emphasizes
components of a system rather than behavior of the system as an interconnected whole (Assaraf
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et al., 2013). Focusing on isolated components of physiological systems is likely to lead to
content fragmentation (Michael, 2001; Rovick et al., 1999) which is inadequate to advance
students’ mental models to the level where they represent the underlying system intersecting
connections (Modell, 2000). Instead, study of biological systems benefits from a holistic rather
than a reductionist perspective (von Bertalanffy, 1969, 1972; Weiss, 1977). Holistic study
emphasizes networked connections within and among microscopic and macroscopic levels, as is
necessary for deep understanding of physiological and pathophysiological concepts (Capra,
1996; Hmelo-Silver & Azevedo, 2006; Michael, 2007; Modell et al., 2005; Slominski et al.,
2019). Therefore, study strategies that actively promote learning at a holistic level are likely to
be most effective.
The conceptual framework of this study considers the use of a variety of common active
learning strategies, including systems modeling (Hung, 2008; Jonassen, 2003, 2011), selfexplanation (Dunlosky et al., 2013), group collaboration (Dillenbourg et al., 1996; Dillenbourg,
1999; Sweller et al., 2019), and self-testing (Dobson & Linderholm, 2015; Johnson & Mayer,
2009; Karpicke et al., 2009; Larsen et al., 2008) along with those less active such as rereading
and highlighting (Dunlosky et al., 2013). Comparison among these allows determination of
which strategies students find beneficial for development of mental models used as they traverse
the liminal tunnel necessary for learning the complex and interconnected core threshold concepts
of physiology and pathophysiology.
Methods
Participants
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Eighty-nine physician assistant students over three cohort years, enrolled in the second
year of their master’s degree program at a Midwest public university were invited to participate
in a survey that asked them to compare how a list of study strategies had benefitted them in their
learning while in the program. Sixty-four students submitted the survey, a response rate of 72%.
Response rates per cohort are shown in Table 3. At the time of this study, students were
matriculated into the program through two different application pathways, known as entry points.
Entry point one applicants were drawn from a nationwide pool and typically had higher levels
and greater duration of previous health care
Table 3: Response Rate

Cohort: Graduating Year
Cohort
Response
Responses
Size
%
2019
24
32
75.0
2020
19
28
67.9
2021
21
29
72.4
Total
64
89
71.9

experience. Entry point two applicants typically
had less extensive previous health care
experience but were more likely to live in the
local region. The entry point designations were
solely for application purposes. Once

1
2

PA Program Entry Point
Cohort
Response
Responses
Size
%
44
62
71.0
20
27
74.1

matriculated into the program, all students in
each cohort were educated as a single group. The
distribution of responses across entry points is
shown in Table 3.

Instrument
The survey instrument included common study strategy statements, such as highlighting
and practice testing, study strategies used within the physiology course, such as systems
modelling and clicker practice questions, as well as additional study strategies categorized by
utility level (Dunlosky et al., 2013). Students were asked to rate their level of agreement with
each of fifteen study strategy statements on a 6-point Likert scale where 6 = strongly agree, 5 =
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agree, 4 = slightly agree, 3 = slightly disagree, 2 = disagree, 1 = strongly disagree as each
pertained to their study activities when they had been enrolled in the physiology and
pathophysiology courses during their didactic year of study. The survey statements are shown in
Table 4. The participants were then asked to rank the strategies from most helpful (1) to least
helpful (15) through a drag and drop priority ranking process in Qualtrics.
Procedure
Students were invited to participate in the study through email link to a Qualtrics survey
in mid-November of their cohort’s clinical year (2018, 2019, 2020 for the graduating classes of
2019, 2020, and 2021 respectively). One follow-up reminder email was sent to each cohort in
early January. During completion of the survey, administered once, during the clinical year of
study, participants were asked to evaluate and rank study strategies twice, first in reference to
how well they facilitated learning content during their didactic year physiology and
pathophysiology courses, and a second time in reference to how well the strategy helped them
retain the content, in their clinical studies. All survey responses were anonymous and no
identifying information was requested. Statistical analysis was conducted in R, version 3.6.3.
The protocol was approved by the university Institutional Review Board prior to the start of the
study.
Results
Mean Likert ratings for each study strategy statement for the physiology and
pathophysiology learning and clinical retention conditions were determined and then compared
by paired t-test for significant changes. Likewise, mean ranking positions of each study strategy
were also determined and then compared by paired t-test across the two conditions. Mean
differences across categories of entry point, class cohort, and self-reported course grades were
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analyzed by MANOVA with post hoc analysis by Tukey HSD where applicable. For the ranking
activity, students were asked to rank fifteen study strategies from most helpful (1) to least helpful
(15). Therefore, rankings with the lowest mean ranks were deemed most beneficial. In the
ranking activity, physician assistant students rated active, engaged, study techniques to be the
most beneficial for learning physiology. For example, in considering techniques used when
learning new content in physiology and pathophysiology, students rated “Constructing systems
diagrams drawings” (mean rank = 4.53, SD = 3.06) to be the most beneficial strategy, followed
by “Explaining a concept to myself in my own words” (mean rank = 4.83, SD = 3.09) and
“Working with a study group or partner to ask and answer ‘why’ questions” (mean rank = 5.59,
SD = 3.88). These three activities retained their top positions in promoting retention in the
clinical year, as shown in Table 4, with “Explaining a concept to myself in my own words”
gaining the top spot for promoting retention (mean rank = 4.02, SD = 2.58).
Table 4: Comparison of rank order means of study strategy helpfulness

Rank the following techniques in order from most
helpful (1) to least helpful (15)
Constructing systems diagram drawings
Explaining a concept to myself in my own words
Working with a study group or partner to ask and
answer "why" questions
Pausing during study to form a mental image of
the content
Listening to lecture recordings more than once
Repeatedly practicing collaborate (clicker)
questions
Analyzing rationales of why individual practice
question answer options were correct or
incorrect
Highlighting or underlining course materials
Developing questions to ask on the discussion
board
Blocking study of each chapter primarily within
one week of the exam covering that chapter
Spreading study of each chapter out over several
weeks

Didactic
M
4.53
4.83
5.59

Didactic
SD
3.06
3.09
3.88

Clinical
M
4.33
4.02
4.98

Clinical
SD
2.81
2.58
3.22

t, df = 52

5.85

3.04

6.02

3.19

-0.341

6.19
6.29

4.09
3.31

7.3
7.96

4.18
3.23

-2.491*
-3.867***

6.81

3.12

7.02

3.64

-0.312

6.81
7.66

3.72
4.08

7.54
8.09

3.97
4.14

-1.140
-1.46

9.63

3.41

10.98

2.83

-3.389***

10.1

3.26

10.91

3.06

-1.64
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0.63
2.207*
1.492

Drilling through vocabulary flashcards
Working through case study discussions with
peers
Writing out notes verbatim from the textbook
Rereading the textbook more than once
<.05 *; <.01**; <.001***

10.44
10.86

3.81
3.41

10.81
9.48

3.67
4.42

-0.933
2.724**

11.1
13.31

4.3
2.12

9.06
11.5

5.12
3.62

2.816**
3.488***

Of the three techniques ranked least beneficial, two were low utility strategies (Dunlosky
et al., 2013). The lowest ranked technique “Rereading the textbook more than once” (mean rank
= 13.31, SD = 2.12) and the second lowest, “Writing out notes verbatim from the textbook”
(mean rank = 11.1, SD = 4.3) are cognitively less active strategies than those ranked highest on
the list. The third strategy from the bottom “Working through case studies with peers” (mean
rank = 10.86, SD = 3.41) is considered a more cognitively challenging strategy, but it is also an
activity known to increase cognitive load if background knowledge is insufficient (Clark et al.,
2012).
Significant changes in rank between perception of benefit in the physiology and
pathophysiology learning condition compared with the clinical retention condition included a
drop in rank from 10th to 14th for “Blocking study of each chapter primarily within one week of
the exam covering that chapter (mean rank = 9.63, SD = 3.41 to mean rank = 10.98, SD = 2.83,
t(52) = 3.389, p<.001, d=0.43). Likewise, the Likert rating of the usefulness of this technique fell
from mean = 4.21, SD = 1.3 to mean = 3.49, SD = 1.36, t(58) = 4.138, p<.001, d=0.54.
“Repeatedly practicing collaborate questions” (referring to in-class Turning Point clicker
questions) also significantly dropped in rank from 6th in the learning condition to 8th in the
retention condition (mean rank = 6.29, SD = 3.31) to mean rank = 7.96, SD = 3.23, t(52) = 3.867,
p<.001, d=0.51). The Likert rating of this technique also fell from mean = 4.73, SD = 1.13 to
mean = 3.72, SD = 1.24, t(58) = 7.30, p<.001, d=0.85.
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MANOVA analysis for group differences of study strategy rank in the physiology and
pathophysiology learning condition showed no significant differences across entry point, cohort,
or self-reported class grade for any of the top five ranked strategies. For the bottom five ranked
study strategies, there were no significant differences in ranking for self-reported grades. Entry
point categories showed a significant difference in the perceived benefit of vocabulary flashcards
(F(1,57) = 9.09, p<.01, 2=0.16). Entry point one matriculants, those who with more previous
health care experience, found the technique significantly more beneficial (mean rank = 9.48, SD
= 3.98) than did the entry point two matriculants (mean rank = 12.47, SD = 2.46). Class cohorts
ranked blocked studying (cramming the week of an exam) consistently and significantly less
beneficial over time with the class of 2019 mean rank = 7.83, SD = 3.68, class of 2020 mean
rank = 10.22, SD = 3.17, and class of 2021 mean rank = 11.33, SD = 2.09, F(1,57) = 13.35,
p<.001, 2=0.23. Post hoc analysis via Tukey HSD indicated significant differences between the
classes 2020 and 2019 (mean difference, MD=2.40, padj<.05) and the classes of 2021 and 2019
(MD=3.51, padj<.01). The classes of 2021 and 2020 did not significantly differ upon post hoc
analysis. Class cohorts also ranked the benefits of rereading the textbook significantly different
overall (F(1,57) = 4.06, p<.05) but no pair differences were individually significant upon post
hoc analysis.
Discussion
Students across all participating admission entry points, cohort years, and self-reported
grades consistently ranked the active learning strategies systems modeling, self-explanation, and
small group or partner “why” discussions to be the most beneficial both in facilitating acquisition
of new physiology and pathophysiology content knowledge and in promoting content retention
into the clinical year. Conversely, students ranked study strategies that demanded less integrative
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cognitive activities, such as writing out notes verbatim from the textbook, rereading the textbook
more than once, and drilling through vocabulary flashcards, to be less beneficial for both initial
content learning and content retention.
Basic sciences courses in the health sciences, such as physiology, require higher order
mental processing of nested concepts and feedback loop regulation of these processes in order to
form an integrative working mental model. In learning situations where mastery of networked
information is crucial, active learning strategies such as systems modeling allow students a
means of qualitatively demonstrating their understanding (Jeong & Lee, 2012) and have been
shown to foster accurate mental model formation (Dauer et al., 2013). Although students may
initially struggle to accurately model complex systems (Hung, 2008), use of systems models
promotes understanding of complex physiological concepts such as renal dynamics (McDonnell
et al., 2013). Students in this study ranked systems modeling as the top technique for enhancing
acquisition of physiology and pathophysiology content knowledge, retaining its ranking near the
top for promoting retention. Although students in the first cohort were not explicitly taught
systems modeling techniques, by name, the second two cohorts of the study were explicitly
taught the technique. Even so, all three cohorts ranked systems modeling as a top study strategy
for both learning, and retaining, physiology and pathophysiology content whether explicitly
instructed in the technique or not.
Dunlosky et al. (2013) describe self-explanation as a moderate utility study strategy. If
systems modeling is a visual representation of an individual’s mental model of a system, selfexplanation can be deemed a verbal version of his/her mental model of the system (JohnsonLaird, 1983). Dunlosky et al. (2013) report wide effectiveness of the strategy to enhance
knowledge acquisition independent of time on task effects. However, they refrain from
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categorizing it as high utility because they assert the time requirements are exceptional. Yet, in
the current study, students rated self-explanation to be among the top ranked tasks, even ranking
it in the highest spot for enhancing content retention into the clinical year. Both the two top
ranked strategies, systems modeling and self-explanation, are visual and verbal representations
of the students’ mental model of the physiological system. The cognitive benefits of selfexplanation, either visual or verbal, may arise from stimulated rearrangement of the mental
model cause-effect relationships among the components of the physiological system as well as
examination of the logic of these component interconnections. These rankings provide evidence
that, though time consuming, the cognitive processing required for self-actively articulating the
complex, dynamic, non-linear inter-causal relationships in physiological systems benefits both
learning and retention of the content knowledge at the graduate health sciences level.
The study strategy “Working with a study group or partner to ask and answer ‘why’
questions” rounded out the top three strategies when ranked in order of perceived benefit for
learning new course content, a position it maintained in the retention condition. Peer
collaboration has been found to be of benefit as a strategy primarily in situations where content
imparts such a high cognitive load that distribution of processing that load among peers
contributes to enhanced understanding (Dillenbourg et al., 1996; Dillenbourg, 1999; Sweller et
al., 2019). As students in a cohort program progress together, it may be expected that they would
be comfortable distributing the learning load thus benefitting from the interaction to process and
retain the complex connections inherent in physiology and pathophysiology content.
Surprisingly, given the high ranking of group study described above, working through
case studies with peers ranked low in this study for the initial learning condition, although its
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perceived benefit did translate to a significantly higher rank for increasing content retention. This
may be due to a lack of confidence in diagnostic skills early in the program.
Additionally, students ranked practicing clicker questions as more beneficial for learning
physiology and pathophysiology content than for retaining it. This is likely because exams in the
courses were entirely multiple-choice questions and so the practice effect was seen as a benefit
for exam preparation (short-term retention), but less beneficial for promoting long-term content
retention over time into the clinical year.
In relating these results back to the research questions, students rated active learning
strategies such as systems modeling, self-explanation, and peer discussion as most beneficial for
both learning course content and retaining it into the clinical year. There was no evidence of
difference in preference of learning strategies across self-reported course grades. Entry point
category did show one significant difference with increased perceived benefit of vocabulary
flashcards for those with more health care experience. Cohorts also showed significant
differences in the perceived utility of blocked study within a week of an exam, or cramming,
with more recent cohorts perceiving less benefit from the strategy. Because MANOVA did not
show any category differences for the top ranked learning strategies, it suggests that students
across the variety of entry point pathways, cohort years, and self-reported grades largely found
active study strategies to be of more benefit for both learning new content and retaining that
content when compared to less cognitively demanding study strategies.
Conclusion
Physician Assistant students across three cohorts ranked active learning strategies as
consistently beneficial both for facilitating new physiology and pathophysiology knowledge
acquisition and retention of that knowledge into the clinical year. Additionally, they ranked
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passive, lower utility, strategies to be less beneficial both for knowledge acquisition and
retention. Because physiology is a crucial foundational science upon which health sciences
clinical knowledge is built, identification and promotion of study strategies helpful for concept
learning and retention is critical. The findings of this study support the use of active learning
strategies, such as the cognitive tool systems modeling (Jonassen, 2003) to foster deep
understanding of physiology and pathophysiology threshold concepts.
Limitations
The students surveyed were all enrolled in one institution and were taught two courses
during the didactic year by the instructor who also conducted this research. However, the survey
was administered eleven months after course grades had been submitted so there was presumably
little incentive for students to answer in any way they perceived to be of benefit to their grades or
progress in the program. Of additional concern, the survey was administered to each cohort only
once, in their clinical year of study. Therefore, their recollection of strategies used the prior year
when completing physiology and pathophysiology coursework may have faded. To counteract
this, students were given options to rank and were not allowed to add additional strategies.
Although this would presumably activate recall of the strategies retrospectively most beneficial,
it limited the ranking of strategies to only those provided. In future studies it may be of benefit to
allow students to add strategies of their own in addition to the list of those provided.
Additionally, this study did not explore the metacognitive or motivational aspects informing
student perception of study strategy helpfulness, nor did it evaluate strategy choice empirically
against exam performance. Future studies may benefit by investigating these components.
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Abstract
Context: Physiology and pathophysiology are core medical basic sciences. To best support
graduate health sciences clinical competency, a solid foundational understanding of physiology
and pathophysiology core threshold concepts is required. Yet, due to the nature of physiology
and pathophysiology as dynamic, nested, interconnected systems, it can be difficult for students
to represent and instructors to evaluate and correct the mental models upon which individual
students rely. Systems modeling, a cognitive tool, may be used to facilitate this mental model
visualization and evaluation process. Evidence of change may be represented verbally, in
writing, to illuminate model development. In this study, analysis of writing prompt completions
on inflammation, a pathophysiology threshold concept, served to illuminate changes in graduate
physician assistant student progress in mental model formation of physiology core concepts over
their first sixteen months of study.
Methods: Two cohorts of graduate physician assistant students were invited to voluntarily submit
completions of writing prompts covering inflammation causes and roles five times over the
course of their first sixteen months of study. The first session, during their first week in the
program, included two completions, one each prior to and immediately following a systems
modeling activity. The second session followed the same submission and activity process, in
month six of the program. A final collection occurred during their clinical rotations year, in
month sixteen of the program. Word frequency and word association analyses were conducted on
the prompts using the tm text mining package in R, to provide insight into changes in word use
and associations over time.
Results: Students included word frequencies and associations in their writing that demonstrated
increasing recognition of systems integration over time. Word frequency analysis provided
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evidence this was particularly apparent through increased use of systems process terms such as
homeostasis and stress in word prompt completions submitted immediately following systems
modeling activities. Word frequency and association analysis, using cluster dendrograms and
word clouds generated in R, showed that students increasingly included terms and associations
that emphasized cell-cell communication within and in conjunction with components of the
immune system. This provides evidence that their mental models were increasing in complexity
by incorporating these connections within and among systems, as expressed in their writing.
Conclusions: Graduate physician assistant students show increasing inclusion of dynamic
networked core concepts of physiology and pathophysiology, such as homeostasis and cell-cell
communication, in their mental models of inflammation over time. Integration of these concepts
is demonstrably enhanced by participation in systems modeling activities.

Introduction
Physiology, the study of the processes underlying the workings of the human body, forms
a core foundation upon which health sciences education is built. As health sciences students
move from introductory study toward more advanced study of physiology, they must transition
from what often begins as a superficial learning style heavily reliant on memorization of facts to
one that fosters deep learning of interconnected core concepts such as homeostasis, cell-cell
communication, and interdependence (Michael & McFarland, 2011, 2020). At the professional
graduate level, building conceptual connections requires delving deeply into core concepts to
recognize implications of disruptions to clinical scenarios, such as the challenges to homeostasis
resulting from inflammation and the ripples of inflammation’s impact throughout interdependent
systems. Advanced students may benefit from new learning strategies to support development of
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accurate core concept mental models. This study seeks to explore progress in core concept
mental model development by tracking the progressive expression of disruptions of homeostasis,
as inflammation, by physician assistant students prior to and immediately following participation
in group systems modeling activities.
The theoretical framework supporting formation of conceptual connections is informed
by general systems theory (von Bertalanffy, 1969). In his 1969 treatise, von Bertalanffy
described the aim of general systems theory to identify “unifying principles running ‘vertically’
through the universe of the individual sciences”, thus providing a unifying theory that “can lead
to a much-needed integration in scientific education” (p. 38). In this way, systems theory
underlies study of the health sciences in that the workings of the body as a whole cannot
realistically be separated into isolated functioning parts. Rather, each system reacts to and
influences other systems in turn. Interdependence, or systems integration, is a physiology core
concept that aligns with this view (Michael & McFarland, 2011, 2020).
Typically, in systems theory, the systems under study are modeled by mathematical
equation groups and/or through flow model diagrams. Flow diagrams include concept nodes
joined by connecting arrows to indicate the direction
of impact of the nodes upon one another. Systems
models expand upon these diagrams by also including
polarity indicators, positive or negative signs, to
Figure 5: Basic systems model with polarities

indicate a stimulatory or inhibitory impact of the flow
relationship connecting those node concepts (Figure 5).
Physiology is essentially the study of systems – node concepts connected by and
regulated through feedback loops. These loops and connections lead to increased perceptions of
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content difficulty (Colthorpe et al., 2018; Michael, 2007; Modell, 2000). At its core, physiology
is concerned with the homeostasis of body systems – their capacity for and mechanisms through
which body functions such as blood pressure and body temperature are maintained within a
range of parameters sufficient for sustaining life (Carpenter, 2004; Modell et al., 2015).
Homeostasis has accordingly been designated a core concept of physiology (Michael &
McFarland, 2011, 2020; Stanescu et al., 2020).
Physiologists rely heavily on the use of causal loop diagrams as models of systems to
support thinking and teaching the physiological mechanisms of homeostasis – for example, using
depictions of how specific hormones and neurotransmitters work as a system to impact nested
responses (Lira & Gardner, 2017). Accordingly, this study is supported by the foundation
provided by the unification of concepts promoted by general systems theory and the associated
systems modeling tools informed by this theory. During this study, students worked in groups to
construct causal loop diagrams as a cognitive tool (Jonassen, 2003) to support progressive
development of their mental models of inflammation. These mental models were drawn upon to
complete writing prompts with word choices and word associations analyzed over time for
insight into changes in mental model conceptual connections (Johnson-Laird, 1983).
The conceptual framework of this study is informed by the work in core, threshold,
concepts, and the role of these concepts in facilitating deep learning in physiology. Threshold
concepts are the big, often complex, ideas underlying deep conceptual understanding within a
discipline (Land et al., 2005, 2014; Meyer & Land, 2005). Likewise, core concepts are those big
ideas applied to the study of physiology (Michael & McFarland, 2011, 2020; Stanescu et al.,
2020). This study explores the progressive development of the mental model of the threshold
concept of inflammation (Chen & Quach, 2021) as a pathophysiological alteration of the core
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concept homeostasis as evidenced by progressive changes in word frequency and word
associations in written prompt completions submitted by physician assistant students five times
over sixteen months.
The research questions of this present study were, regarding physiological understanding
of the threshold concept of inflammation:
•

How do students organize their knowledge?

•

How does this organization change over time?

•

What evidence is provided of any conceptual change over time?

•

What evidence is provided for any change in depth of understanding over time?

Literature Review
This study utilizes the theoretical framework of general systems theory and the
conceptual frameworks of core and threshold concepts to support exploration of students’ use of
systems modeling activities to advance the depth and systematic understanding of a threshold
concept of pathophysiology, inflammation (Chen & Quach, 2021), as evidenced in writing
samples. Systems modeling, as a means of organizing and portraying mental models (Jonassen,
2003), serves to foster conceptual representation of content in a way that may then be translated
by students into their written explanations (Johnson-Laird, 1983). Short answer written prompt
completion was used for data collection in this study to facilitate timely and anonymous data
collection in a way that allowed for maximal participation (Harwood, 1996).
Threshold Concepts
Beyond facts, in every field of study there are threshold concepts of which a student must
have a deep level understanding before he or she can progress on to study of more complex
topics (Land et al., 2005; Meyer & Land, 2005). In physiology, these threshold concepts are
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called core concepts (Michael & McFarland, 2011, 2020; Stanescu et al., 2020). Gaining
competency in these topics is a process rather than an event. It is analogous to passing through a
transitional tunnel, called a liminal tunnel, wherein a learner may either progress, regress, or
oscillate between bouts of each, either moving forward, backward, or becoming stuck (Land et
al., 2014). Only upon successful emergence from the liminal tunnel can students fully participate
in advanced work in a topic of study. Preliminary work in recognizing threshold concepts in
health sciences education has identified challenges associated with determining difficulty due to
a lack of clarity surrounding concept vocabulary differences (Green et al., 2017). Yet, once
identified, core threshold concepts such as homeostasis (Delaney et al., 2017; Michael &
McFarland, 2011, 2020; Stanescu et al., 2020), parameters of ventilation, perfusion, and blood
pressure regulation (Horrigan, 2018), and inflammation (Chen & Quach, 2021), can be used as a
framework for a unified concept-framed curriculum (Barradell & Peseta, 2017; Giddens &
Brady, 2007; Michael & McFarland, 2020).
Systems Modeling
Cognitive tools, such as concept mapping and causal loop diagrams, are those which
facilitate the visualization of a student’s mental model into a concrete and observable form, in
this way shedding light on their progress through the liminal tunnel for that threshold concept
(Gentner & Stevens, 1983; Jeong & Lee, 2012; Jonassen, 2003; Novak & Cañas, 2006; Pudelko
et al., 2012). Systems modeling, through causal loop diagram construction, is a modeling method
whereby concepts of a complex system are mapped and linked by process and outcome arrows
and then designated as reinforcing or balancing loops by polarity signs, positive and negative
respectively (Hung, 2008; Richardson, 1995). Visualizing the elements and connections of the
particular mental model a student is drawing upon is a way to both assess current understanding
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and evaluate the necessity of providing instruction to close any gaps and activate any required
conceptual change. Mental models inform word choices and word associations (Johnson-Laird,
1983). Representing the mental model by a systems model using it to prime verbal expression is
explored in this study.
Need for Deep Learning
As the work on threshold concepts is relatively new, the research methodology is still
exploratory, relying heavily on Likert-based opinion surveys and qualitative interviews with
students and faculty (Horrigan, 2018), although active learning strategies followed by
conventional testing have also been utilized (Delaney et al., 2017). In physiology, core concepts
have been determined with faculty survey input in alignment with national and organizational
learning standards (Michael & McFarland, 2011, 2020; Stanescu et al., 2020). Before research in
facilitating learning through threshold concepts can truly take hold, understanding how threshold
concepts in a field are determined is a priority. Even among experts, areas to be emphasized are
subject to not only differences of opinion but also differences in vocabulary used to describe
them. For example, foundational terms such as “equilibrium” may represent different phenomena
when based in the context of biology versus chemistry and even different yet when faced in the
combined advanced study of each of these, biochemistry (Green et al., 2017). Mixed methods
research, comprised of surveys with follow up interviews, has been used to identify areas of
student difficulty, and thus potential threshold concept liminal tunnels, in physiology (Horrigan,
2018). Additional studies in this vein may provide further insight to help illuminate such
problem areas and thereby inform research into fundamental concepts, such as homeostasis, of
which deep understanding is absolutely essential for true deep learning of health sciences content
(Michael & McFarland, 2011, 2020; Modell et al., 2015; Neve et al., 2016).
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In this study, progressive understanding of the threshold concept of inflammation (Chen
& Quach, 2021) was evaluated in physician assistant students as demonstrated by word
frequency and word association analyses of written prompt responses completed prior to and
after systems modeling activities early, week one, and late, month six, in the didactic year, with
follow up completion of the prompts again in the clinical year, at month sixteen. Word frequency
and word association analysis of these written responses was used to identify themes that
illuminated the progression of understanding of inflammation throughout the students’ first
sixteen months of study. Small group systems modeling, in this context, was used to promote
clarity and depth of thought as collaborative groups allow for distributed cognitive load to
support use of a new technique for mental model development (Dillenbourg et al., 1996;
Dillenbourg, 1999; Sweller et al., 2019). Comparison of themes emerging pre and post modeling
activity illuminated changes in organization of mental knowledge schema resulting from
participation in the modeling activity.

Methods
Small writing assignments have been used to gather student demonstrations of understanding
in large lecture environments (Harwood, 1996). Small writing submissions allow for acquiring
focused input from large numbers of students relatively quickly. This study involved analysis of
written responses to open-ended writing prompts, a method chosen to maximize student
participation more quickly, albeit more superficially, than through interviews – yet with more
depth than would be allowed through a survey. Mental models inform word choices and word
associations (Johnson-Laird, 1983). Accordingly, individual writing prompts were completed
both prior to and after a group systems modeling activity to assess the impact of projection of the
mental model into a concrete systems model product on the word choices and word associations
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made within the written responses. Word frequencies and associations were analyzed in
aggregate for the submitted prompts both before and after systems modeling both early in the
program, prior to instruction, and six months later, after instruction. Writing prompt completions
were also collected during the clinical year of studies, at sixteen months, to evaluate any changes
that occurred in word choices and associations that could be attributed to exposure to the clinical
environment.
The study protocol was approved by the Institutional Review Board at the Midwest
university where the study was conducted. Writing responses were initially approved by the IRB
to be written on paper and placed immediately into a sealed envelope which would not be opened
until course grades had been submitted. For the second cohort, approval was granted from the
IRB for the writing prompts to be completed anonymously through Qualtrics due to COVID-19
no-paper protocols. All data collection occurred in accordance with these protocols.
Participants
Session
1: pre-activity
1: post-activity
2: pre-activity
2: post-activity
3: clinical

Responses
70
64
59
47
39

Table 5: Response rates

The study sample included two cohorts of physician assistant
students. There were thirty-five students in each cohort, a
potential 70 participants, but participation was voluntary and

final participant numbers for each data collection point ranged from 39 to 70, with participation
declining over time as shown in Table 5.
Data Collection
During the study, which included two yearly cohorts of graduate physician assistant
students, each participant completed written prompts regarding physiological mechanisms of
inflammation prior to and immediately following a systems modeling activity during their
orientation week in May and then again in November of 2019 or 2020. They completed the final
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set of written prompts during September of their clinical year, in 2020 or 2021. After completion
of data collection and submission of course final grades, writing prompts were unsealed and
evaluated for evidence of progressive changes in word frequency and associations as a metric of
deepening conceptual understanding of inflammation as a threshold concept.
When writing prompts were completed on paper, all students were instructed to turn in a
paper, but they were free to write “I don’t want to do this”, or some variation of this, on their
paper if they chose not to participate. When writing prompts were completed on Qualtrics
students were told to do something else on their computer if they did not want to participate so
the researcher could not tell from the front of the room if they were participating.
Two cohorts, each of thirty-five physician assistant students enrolled in graduate level
physiology and pathophysiology courses, were given the opportunity to participate in the study.
Each participant responded to two identical writing prompts five different times over the course
of 16 months. The protocol schedule of writing prompt completion was as follows:
•

Session 1 (week one): Students anonymously and individually completed two prompts,
listed below, both prior to and after a small group causal loop diagram systems modeling
activity on inflammation. This occurred prior to any formal instruction over
inflammation. Formal class instruction over inflammation occurred in June. As this was
prior to formal instruction in the content, small group systems modeling was used as a
means of activating prior knowledge before completion of the post-activity written
prompts.

•

Session 2 (month six): Students again anonymously and individually completed the same
two prompts, listed below, both prior to and after a whole class causal loop diagram
systems modeling activity on inflammation. This occurred after formal instruction over
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inflammation. During this second session, students had been exposed to formal
instruction over the concepts of inflammation, in June of the year, and subsequent
ongoing discussion of inflammation as a threshold concept of pathophysiology
throughout the remainder of the summer and fall terms.
•

Session 3 (month sixteen): Students again anonymously and individually completed the
same two prompts, listed below. Students in this follow up session were in their clinical
year of instruction and thus would presumably be exposed to inflammation concepts in
their clinical encounters.

Writing prompts:
1. The role of inflammation in the body is to…
2. Inflammation occurs when…
Data Analysis
Initially, the intent of this study was to analyze written response prompts through
qualitative thematic analysis for progressive theme development. However, due to the brevity
and similarity of prompt responses, word frequency analysis was instead utilized to compare the
progression in word choice over time. Word choices and word associations illuminate an
individual’s mental model of a concept (Johnson-Laird, 1983). Therefore, word frequency
analysis may be considered an appropriate technique for initial insight into text meaning (Archer,
2016; Luhn, 1958). Word frequency analysis is a form of text mining that allows a summary of
word choices and associations to provide insights into avenues of text meaning and relevance
(Archer, 2016). Text mining is not intended to replace qualitative thematic analysis, but rather to
provide an initial overview into a text corpus to illuminate potential threads of interest for
follow-up exploration and study. Automated word frequency analysis through text mining of a
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corpus of writing has been used to illuminate trends over time in medical and well-being
publication word choices including analysis of stress and well-being content in the articles
published in the Journal of Applied Psychology (Bliese et al., 2017), trends in word choices in
medical journal article titles (Chen et al, 2019), and in words used to describe caregiver
challenges in palliative care (Choi & Seo, 2019). For this current project, word frequency
analysis was completed in R version 3.6.3 using the tm text mining package (Feinerer et al.,
2008; Feinerer, 2020). The results were visualized as frequency distributions and also as word
clouds using the R wordcloud package (v2.6; Fellows, 2018) to highlight changes in word choice
over time.
In preparation for analysis, the written responses to each of the two prompts for each of
the five data collection periods was either transcribed (written submissions) or downloaded
(Qualtrics submissions) into Microsoft Excel then converted into a text file. This resulted in the
formation of ten text files, five per prompt, that were imported into the R tm package (v0.7-8;
Feinerer & Hornik, 2020) as two corpuses – one per prompt. Within R, numbers, punctuation,
and special characters were replaced with spaces during pre-processing (Gibbs, 2022; Maceli,
2016). Common stop words were removed and derivations of the words body, area, and occur
were added to the stop word list for removal due to their frequent appearance in the corpus as
descriptors. Derivations of the word inflammation were also removed as stop words due to the
tendency for students to use the word in restating the prompt, resulting in an inflation of its
frequency in the corpus. Next, words were stemmed to remove suffixes to cluster them to their
common root. For example, injury, injuries, and injured were all reduced to injur. Finally, any
excess white space was stripped from the corpus.
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After pre-processing was complete, the corpus was converted in R to a term-document
matrix. Word frequencies were reported for all terms occurring at least five times in the corpus.
The benchmark of five occurrences was chosen to account for sparsity and to decrease corpus
size while retaining association information (Feinerer, 2020). This allowed the algorithm to focus
on mining the most commonly used terms. Frequency distributions for the ten most commonly
used terms for each prompt were calculated and reported as relative frequency percentages to
facilitate comparison across collection points. Next, a cluster dendrogram was constructed from
the corpus of each prompt as a whole to facilitate visualization of words most typically used in
close association with one another. In a cluster dendrogram, terms more closely associated are
those most commonly phrased together. Cluster dendrograms provide a visual representation of
associations with a set of n items. To form cluster dendrograms for word associations, the R tm
package utilizes the Ward hierarchical grouping algorithm (Ward, 1963) whereby terms are
iteratively matched with those most frequently found phrased together until n-1 clusters are
formed. Cluster dendrograms are commonly used in visualizing genomics and bioinformatics
gene associations (Lesk, 2019) and can likewise be used to visualize other character string
associations, such as those found in linguistic phrases (Feinerer, 2020). Within a cluster
dendrogram, the height of the vertical line connecting clusters denotes their relationship with
lower vertical lines denoting more tightly associated clusters (Pai, 2021), those words that most
frequently are used together in the submitted written prompts. Finally, a word cloud was
generated separately for each of the ten text files in the corpus to allow visualization of changes
in frequency of word choice over time.
Results
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The most prevalent and significant core concepts in physiology include homeostasis, cellcell communication, and interdependence/systems integration (Michael & McFarland, 2011,
2020; Stanescu et al., 2020). This study provides evidence that graduate level physician assistant
students progressively incorporate these concepts into their mental models of inflammation
processes, and that systems modeling activities particularly promote the inclusion of networked
concepts of homeostasis and stress in their mental models. The increased inclusion of
homeostasis in mental models after systems modeling, independent from content instruction
timing, indicates that students have increased their awareness of the role of networked feedback
loops in inflammation regulation (Carpenter, 2004; Michael & McFarland, 2011, 2020; Modell
et al., 2015; Stanescu et al., 2020). Likewise, the increase in inclusion of the term stress indicates
increased awareness of the fundamental challenges inflammation places onto the compensatory
integrative mechanisms of homeostasis (Selye, 1976).
For the first writing prompt, “The role of inflammation in the body is to…” the most
commonly used word was heal. The use of this word was consistently high across sessions, but
increased to its greatest frequency during the final collection, which occurred during the students
clinical rotations. Other consistently frequent words were protect and infect (as a root of
infection, infects, infected). The frequency of the term infect was highest during both the preactivity and post-activity collections of the second session. The cluster dendrogram shows the
terms infect and protect as closely associated and heal also closely associated with their cluster.
Interestingly, the term homeostasi (as a root of homeostasis, homeostatic) was higher in the postsystems modeling condition than in the pre-systems modeling condition for both sessions one
and two. The cluster dendrogram, shown in Figure 6, shows homeostasi most closely associated
with instances of injuri (injury, injuries, injured).
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Table 6: Relative word frequencies for prompt 1 responses

heal
protect
infect
injuri
fight
cell
immun
respons
damag
homeostasi

1: Pre %
12
13
11
9
8
11
10
11
9
8

1: Post %
13
14
10
15
7
7
4
12
6
12

2: Pre %
12
15
15
10
14
8
8
5
10
3

2: Post %
14
14
16
8
14
10
10
2
7
8

Clin %
19
11
11
8
6
12
13
12
5
3

Total
70
67
62
50
49
48
44
40
37
34

Figure 6: Word associations for prompt 1 responses

For the second writing prompt “Inflammation occurs when…”, the most commonly used
word was injuri (injury, injuries, injured). The cluster dendrogram for prompt two, shown in
Figure 7, shows this term as high in frequency and distinct from the other clusters, indicating that
it was applied universally in association with other commonly used terms. Other frequently used
terms in completion of this prompt were infect and homeostasis. The term foreign had a very low
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frequency of use prior to instruction, in session one, compared with a higher relative frequency
in session two, post instruction. The cluster dendrogram shows that when the term foreign was
used, it was most closely associated with the term damag (damage, damaged). After the systems
modeling activity in session one, the terms injuri and stress appeared with greatly increased
frequency in the post-activity collection. In contrast, the terms cell and damag showed a
concomitant decrease.
Table 7: Relative word frequencies for prompt 2 responses

injuri
infect
homeostasi
cell
damag
tissu
respon
foreign
stress
disea

1: Pre %
19
13
14
12
10
8
12
4
3
6

1: Post %
29
16
9
3
3
5
8
0
21
5

2: Pre %
21
14
7
9
15
9
9
9
5
3

2: Post %
16
14
10
16
10
13
5
10
1
6

Figure 7: Word associations for prompt 2 responses
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Clin %
17
13
10
10
10
9
10
13
3
6

Total
103
70
50
49
47
44
43
35
32
26

Discussion
Due to the brevity and similarity of prompt completion wording, thematic analysis of the
written samples was not viable. Rather, word frequency and word association analyses were
evaluated for evidence of conceptual development of the threshold concept of inflammation in
physician assistant students in this study. To address the research questions:
Research Question 1: How do students organize their knowledge?
Over time, statements in response to both prompts one and two included increased
specific examples of cell-cell communication and systems interdependence, providing evidence
for deeper conceptual understanding of these physiology core concepts.
For prompt 1, students across all sessions predominantly viewed the role of inflammation
as to heal and protect the body against infection. Evidence for this is found in the top three words
used in answering this prompt: heal, protect, and infect. These statements expressed more
evidence of integration of core concepts as the study progressed.
•

Session one pre-activity typical statement: “signal the body to heal infection or
injury”, “Signal the body to start healing the process in the area of inflammation”, and
“to start the process of healing or correcting an imbalance in our body.”

•

Session two post-activity typical statements: “Inflammation protects and heals the
body, but also causes pathological changes to the body.”, “increase blood flow and
lymphocytes to site of injury to aide in healing and prevent further infection”, and
“initiate healing via macrophages”.

•

Session three clinical typical statements: “To bring cells to an area of injury to help
heal. This can also lead to negative effects on the body leading to stress.” And, “aide
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in healing after an insult. Inflammation increases blood flow to areas of injury which
increases the availability of resources for healing.”
For prompt 2, the most common word used across all sessions was injuri (injury, injuries,
injured). This provides evidence for the view that inflammation occurs when infection or injury
occurs. This outcome disrupts homeostasis. The top three words used in completing this prompt
were injuri, infect, and homeostasi. Over time, word prompt completions included increasing
evidence of the core concept cell-cell communication, particularly among components of the
immune system.
•

Session one pre-activity typical statements: “injury or illness has occurred”, “tissues
or cells are injured”, and “tissue injury or infection”.

•

Session two post-activity typical statements: “injury to tissue occurs (intrinsic or
extrinsic). The complement system is activated and then the clotting cascade.”,
“Injury disease incorrect/excessive body response foreign invaders”, and “the body
encounters some sort of cellular injury. It is activated when the immune cells sense a
foreign antigen.”

•

Session three clinical typical statements: “An injury occurs, foreign bodies are found
or introduced, abnormal cell growth”, “There is insult or injury to the body. Can also
occur when the body’s immune response starts attacking itself”, and “An injury has
happened. Homeostasis has been disrupted”.

Research Question 2: How does this organization change over time?
As with research question one, evidence for response to this research question is provided
in that students demonstrated change over time by increasing word choices and associations that
indicated expanded inclusion of cell-cell communication and systems integration core concepts

72

in their mental models of inflammation. Student responses included more specific references to
immune cell function and immune system interdependence with other body systems.
For prompt 1, students progressively increased their inclusion of the term heal over time,
with its maximal use during the clinical year session. This demonstrates a progressive
development of the realization that inflammation is a beneficial contributor to healing. Evidence
for this view can be found in the prominent inclusion of the term heal over time as shown in the
responses previously shared for research question one, and in the word clouds with particular
dominance of the term in the clinical session, E, as shown in Figure 8.

Figure 8: Word clouds of word frequencies in prompt 1 completions

Students progressively increased their use of the word foreign in answering prompt two,
as shown in Figure 9. The term was rarely used during session one, which was prior to
instruction over inflammation, but was frequently used in session two and the clinical year
session. This provides evidence that students gained a conceptual understanding of the impact of
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materials foreign to the body in initiating cell-cell communication and systems integration within
the body’s inflammation processes. Typical statements including this term include:
•

Session one pre-activity typical statement: “help fight infection or destroy foreign
microbes”

•

Session two post-activity typical statements: “A foreign substance comes into contact
with immune cells”, and “When phagocytes engulf foreign substances. It occurs with
tissue injury.”

•

Session three clinical typical statements: “Inflammation occurs when there is an
injury, infection, or foreign objects or substances present in the body or to the body
tissue”, “exposure to cells that appear foreign to our immune cells (ex: autoimmune
disease or organ transplant)”, and “foreign body/antigen/damage/stress or changes to
homeostasis”.

Figure 9: Word clouds of word frequencies in prompt 2 completions
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Research Question 3: What evidence is provided of any conceptual change over time?
After participation in the systems modeling activities in sessions one and two, students’
word frequency and word association choices showed clear trends toward increased inclusion of
the systems integration terms homeostasis and stress, providing evidence that the systems
modeling activity had effectively promoted reinforcement of conceptual connections in their
mental models of inflammation mechanisms. Additionally, as the use of process associated
terms, such as stress, increased the use of structure associated terms, such as cell and tissue,
decreased. The use of process terms over structure terms is a hallmark of growing expertise
(Hmelo-Silver et al., 2007; Lira & Gardner, 2017). These findings provide evidence for the use
of systems modeling as a cognitive tool of benefit in helping students to form conceptual
connections (Hung, 2008; Jeong & Lee, 2012; Jonassen, 2003; Lira & Gardner, 2017; Modell,
2000).
For prompt 1, systems modeling fosters alignment of mental models with core concepts
as evidenced by increased use of terms derived from the root homeostasi post-systems modeling
versus pre-systems modeling in both session one and session two. Homeostasis is a core concept
in physiology (Michael & McFarland, 2011, 2020; Neve et al., 2016, Stanescu et al., 2020).
•

Session one post-activity typical statements: “fight infection or tissue damage to bring
body to homeostasis”, “help keep the body in homeostasis, sending additional cells to
injury to repair”, “Return the body to homeostasis. It does this by activating a cascade
of factors that promote healing”, and “protect the body from some type of
incident/pathogen that is disrupting homeostasis”

•

Session two post-activity typical statements: “fight infection; clear out foreign
particles; maintain biological homeostasis”, and “maintain homeostasis! [underlined]”
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For prompt 2, post systems modeling in session one, students greatly increased their use
of the term stress from three instances pre-modeling to twenty-one instances post-modeling.
Concomitantly, they decreased the use of the terms cell and damag. In physiology, stress is a
mechanism that triggers adaptive body responses (Selye, 1976). The increased use of this term
post-modeling provides evidence that students were increasing the use of systematic process
terms, and decreasing their use of structure terms, in their mental models of the cause of
inflammation.
•

Session one post-activity typical statements: “injury of some form occurs, signals
release of histamines, cortisol, constant state of stress in body, state of homeostasis
not present”, “a tissue, cell or organ is no longer in homeostasis, which is usually
triggered by some type of trauma/outside source of injury, stress, chemical/ion
imbalance, or infection/pathogens”, “stress, damage, infection occurs, cytokines”, and
“Environmental or internal stressors cause cytokines and complement cascade to
vasodilate, increased vascular permeability, bring about pain, and secrete chemicals
inducing higher flow of rbcs [red blood cells] and wbcs [white blood cells]”.

Research Question 4: What evidence is provided for any change in depth of understanding
over time?
Unfortunately, the brevity and similarity of the prompt completion wording submitted did
not allow the depth of insight needed to address this research question. Rather, word frequency
analysis, as an analytical method, allows for only a cursory investigation into word choices as
they change over time. A series of interviews would be an appropriate follow up to this study, to
investigate the emergence of themes in greater depth as students progress in their understanding
of the physiological threshold concept of inflammation.
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Conclusions
Systems modeling is an effective strategy for expanding development of physiology core,
threshold, concepts in student mental models. The strongest evidence of realignment of student
mental models as a result of systems modeling comes from the greater inclusion of core concept
integrative terms, such as homeostasis and stress, in student written submissions. Over time,
students increased the frequency of these network process terms, particularly in writing
submitted immediately post-systems modeling activities. Additional evidence was provided by
expanded descriptions and increased specific examples of cell-cell communication among
immune system components in written prompts over the course of the study.
Word frequency analysis of written prompts is useful as an initial exploratory technique
prior to deeper qualitative thematic analysis through more intensive long form writing and
interviews. In this study, short written prompt completion answers were too brief and similar to
allow for full expression of developing themes. Rather, frequency of word choices was utilized
as a means of tracking the progress of student conceptualization of the threshold concept of
inflammation over time. The use of this analysis strategy provided insights into future avenues of
exploration through more comprehensive strategies.
Limitations
The study participants were enrolled in the author’s classes during the study. To
minimize positionality and bias, results were not accessed or evaluated until after term grades
were submitted. Additionally, when writing was collected in class (anonymously, in a closed
sealed envelope) each student was asked to submit a paper, even if blank, so that the author was
not aware of who was or was not participating. As the initial pre-COVID-19 writing samples
were written on paper during an in-person orientation session, all submissions were converted to
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typewritten format after course grades were submitted and prior to analysis to minimize any bias
due to handwriting, ink color, or other superficial characteristics. During COVID-19, responses
were submitted anonymously through Qualtrics, eliminating any potential handwriting bias.
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CHAPTER V: Conclusion

In this dissertation we have seen that although physiology core threshold concepts are
difficult to learn, due to the dynamic interconnected nature of their content, they include essential
foundational knowledge on which to build clinical studies success in the health sciences. Mastery
of this content can be enhanced through systems modeling. Early introduction to physiology
concepts often includes a reductionist emphasis on memorization of fragmented facts. Yet, a
working knowledge of physiology requires mastery of holistic interconnected networked mental
process models. Experts represent their knowledge as networked mental models that allow them
to move in multiple directions throughout the problem space, rather than focusing on content as a
list of isolated and fragmented facts to memorize, as is more typical of naïve learners (Dauer et
al., 2019; Jeong & Lee, 2012; Lira & Gardner, 2017; Mancinetti et al., 2019). In physiology,
expertise serves to support competence in foundational basic sciences on which clinical
proficiency is built. Increasing expertise synchronizes with expanded intricacy of mental models,
and inclusion of those models within a holistic, rather than reductionist, view of human body
function. Thus, the goal of physiology instruction is to lead students to evolve their linear factbased mental models into networked expert mental models.
The three studies of this dissertation provide evidence to support the use of systems
modeling as a beneficial cognitive tool effective for facilitating the transition of learner mental
models toward interconnected and networked understanding of physiology core threshold
concepts. Participants in the studies of this dissertation demonstrated progressive understanding
in these core threshold concepts of physiology with continued use of systems modeling as a
cognitive tool. Progress toward deep understanding of physiology concepts is crucial for health
sciences professionals, particularly in light of recent public health challenges, such as treatment
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of the organ devastation resulting from cytokine storm outcomes of coronavirus induced
inflammation, a pathophysiology threshold concept (Chen & Quach, 2021)
Systems modeling is a conceptualization strategy for visualizing the mechanisms of
connection of interrelated concept networks, represented as causal loop diagrams, with node
concepts connected by process arrows denoted with polarity indicators. In these studies, guiding
students to represent their mental models in systems modeling notation encouraged them to
visualize these models to reinforce accurate knowledge and identify areas of misconception in
need of correction. Working in peer groups allowed these students to distribute the cognitive
load of putting a new cognitive tool into practice (Pea, 1993; Hmelo-Silver et al., 2007; Schmidt
et al., 2007). The benefits were demonstrated by progressive improvement in test scores of
undergraduate students with continued use of the tool, and by increased inclusion of core concept
terms in graduate student writing samples after participating in systems modeling sessions.
For undergraduate pre-nursing and pre-health sciences students, systems modeling was
shown, in study one of this dissertation, to trend toward facilitating progressive integration of
threshold concepts into the mental models students draw upon when answering multiple choice
test questions. In this study, exam performance in the modeling condition was improved over the
written discussion response condition over time. This improvement was noted despite the
increased difficulty of the content, as evidenced by reduced exam scores over all groups on the
third study unit, covering acid-base regulation. Although acid-base regulation is particularly
difficult for students to master (Hoenig et al., 2013; Leehey and Daugirdas, 2016), those in the
systems modeling condition of this study scored higher on that content when compared to
students in the control, writing, condition. Interestingly, the gap in scores between the modeling
and writing conditions increased as the study progressed, suggesting a time effect whereby
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students may have been overcoming the cognitive load of learning the new technique and
incorporating it into their long-term study strategies. Although the trends noted in this study did
not reach the level of statistical significance, they were persistent and indicate a need for further
study in this area. Future studies may benefit from longer duration intervention to assess this
time effect more fully to separate any improvement in outcomes from increased cognitive load
inherent in learning a new strategy.
Among graduate physician assistant students, systems modeling was ranked as the top
beneficial study strategy for both learning and retaining physiology and pathophysiology content,
as demonstrated in study two of this dissertation. This ranking was apparent even for students
who were not explicitly taught systems modeling as a study technique. Additional active learning
strategies of self-explanation and group discussion were also highly rated as beneficial
techniques. Low yield (Dunlosky et al., 2013) strategies such as rereading and highlighting were
found to be less useful for learning and retaining graduate level physiology and pathophysiology
content. These results provide evidence for recommendations to promote active study strategies,
including systems modeling, self-explanation, and group asking and answering “why” questions
to enhance learning of integrated networked content.
Systems modeling participation promoted inclusion of core concepts content knowledge
in the mental models of graduate physician assistant students as evidenced by increased
frequency and associations of terms relevant to core concepts vocabulary included in written
prompts submitted after systems modeling activities, in study three of this dissertation. Core
concepts of homeostasis, interdependence, and cell-cell communication (Michael & McFarland,
2011, 2020) were especially prevalent post systems modeling as students increased inclusion of
specific descriptions of homeostatic processes and immune cell and component activation in
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writing prompts submitted immediately after systems modeling when compared with those
submitted prior to the activity. Additionally, students increased their inclusion of process terms
and decreased their use of structure terms post systems modeling, implying improved systems
thinking as a result of the systems modeling activity. The inclusion of specific relevant
descriptions and terms in their post-activity writing is evidence of inclusion of those concepts in
their developing mental models of inflammation pathophysiological processes.
The majority of literature, to date, exploring the impact of systems modeling on mastery
of networked biological concepts has been conducted with high school (Assaraf et al., 2013;
Verhoeff et al., 2008) and introductory level undergraduate students (Dauer et al., 2013, 2019).
The studies of this dissertation advance this field by demonstrating the benefit of systems
modeling for the study of physiology, a specialized area of biological science, in additional
populations. In undergraduate students, results supported increasing effectiveness of use of the
systems modeling strategy over time, providing evidence of progressive benefit with familiarity.
This time effect was also observed among graduate students as their written responses
demonstrated increased inclusion of physiology core concepts terminology and associations both
immediately after systems modeling and over time. Together, these studies expand the literature
of the known benefits of systems modeling as a cognitive tool supporting mental model
formation to undergraduate pre-health sciences and graduate physician assistant student
populations while also indicating a need for future exploration of the roles of distributed
cognition and duration effects in the use of this tool.
In the three of the studies in this dissertation, systems modeling was found to be
beneficial for fostering mental model development as evidenced by enhanced performance on
multiple-choice test questions for undergraduate students and increased inclusion of core concept
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terms in writing samples submitted by graduate students. Additionally, graduate students ranked
systems modeling among the top two beneficial strategies for promoting learning and retention
of physiology and pathophysiology concepts. Together, these studies provide evidence to support
promotion of systems modeling as a beneficial and productive strategy for students working to
progress from superficial to deep understanding of integrative networked concepts, such as those
found in the core threshold concepts of physiology. This impact was found to be of most benefit
when sufficient opportunity was provided for students to become comfortable using systems
modeling to support mental model restructuring. Therefore, it is likely that greater benefit could
be demonstrated with longer duration studies. Determining this duration impact is a goal of
future research.
Implications
Systems modeling, as the conceptual framework supporting this work, shows throughout
these three studies to provide both measured and perceived benefits to physiology content
learning and retention. Therefore, these findings provide support for the viability and promise of
future research into systems modeling impacts on mental model representation, visually and
verbally, as students build their knowledge base of physiology core threshold concepts. Based on
the findings of these studies, there is sufficient evidence to support further study of systems
modeling benefits to learning and retention over a longer time span, for additional core concept
content concentrations, and in additional populations. Additionally, newer techniques of data
exploration, such as cluster dendrogram word associations used in study three, provide
opportunities to expand representation of systems modeling impacts from the visual to the verbal
arena, as well as providing a means of ascertaining impact at a larger scale than individual
assessment of model maps allows.
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APPENDIX A: Study #1 Consent Form
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APPENDIX B: Study #1 Data Collection Form
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APPENDIX C: Causal loop diagram scoring example
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APPENDIX D: Study #2 Consent Form
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APPENDIX E: Study #2 Survey Instrument
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APPENDIX F: Study #3 Consent Form
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APPENDIX G: Study #3 Writing Prompts
Please complete each of the following prompts with at least a couple of full sentences each.
The intent of this exercise is to explore your understanding of inflammation. There are no set
correct answers to these prompts.

3. The role of inflammation in the body is to…

4. Inflammation occurs when…
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