Abstract. We study stochastic heat equations driven by a class of Lévy processes:
Introduction
In this paper, we study the following stochastic heat equation
where R d T := (0, T ) × R d for 0 < T < ∞. We assume that X t is a one-dimensional Lévy process satisfying some conditions on a probability space, which is explained in Section 2. We allow f and g to be random. To solve the problem (1.1), we may consider the following two problems Here, T t−s g(s, x) = Γ(t−s, ·) * g(s, ·)(x), where Γ(t, x) = (2πt) For the Brownian motion case, a theory was developed by N.V. Krylov [8] . Since the Burkholder-Davis-Gundy inequality implies
he showed that for 2 ≤ p < ∞ there is a positive constant c(p) independent of T such that
He proved this inequality by interpolating L 2 estimates via Plancherel's theorem and sophisticated BMO estimates. Using the properties of Sobolev spaces, it was generalized for
Here, the function space H k p (R d ) is the usual Sobolev space (see Section 2). For the general Lévy process case, a few results are known for these types of Sobolev estimates. In this case, instead of the Burkholder-Davis-Gundy inequality Kunita's inequality is applicable and it produces
The first term on the right-hand side is the same as in (1.5), but the second term on the right-hand side is new. Recently, Z. Chen and K. Kim [3] proved that for 2 ≤ p < ∞ and > 0, there is a constant c( , p, T ) > 0 such that
ds under some assumptions on Lévy measure. Now we state our main results. Proposition 1. Let 0 < T < ∞ and 1 < p < ∞. There are positive constants c 1 (p, T ) and c 2 (p) such that
To prove Proposition 1, we shall use the Littlewood-Paley theory and then prove variants of Hardy's inequality. Using (1.6), (1.7), Proposition 1 and the mapping properties of the pseudo-differential operators (I − ∆) s/2 and (−∆) s/2 (see (1) and (2) of Remark 1) , we can obtain our main theorem. Theorem 1. Let 0 < T < ∞ and 2 ≤ p < ∞ . If β 2 < ∞ and β p < ∞, then there are positive constants c 1 (p, T ) and c 2 (p) such that
, where β p is defined in (2.6) and stochastic Banach spaces
. A direct consequence of Theorem 1 is the following corollary which follows from the fact that 
.
The organization of the paper is as follows. In Section 2, we introduce precise definitions of function spaces and conditions concerning Lévy processes. In Section 3, we prepare basic lemmas for the heat kernel. In Section 4, we reduce Proposition 1 to Lemma 3. In Section 5, we prove our main Lemma 3. In Section 6, we prove Theorem 1. In Section 7, we apply our method to SPDE with fractional Laplace operator.
Preliminaries
2.1. Sobolev and Besov spaces. Let S := S(R d ) denote the class of Schwartz functions on R d . The space S := S (R d ) is the dual space, i.e., the space of continuous linear functionals on S. Given f ∈ S, we define the Fourier transform and the inverse Fourier transform of f by
The definition of Fourier transform is naturally extended to a tempered distribution f ; (see chapter 9 in [5] ). We define the operators
and the homogeneous Sobolev spaceḢ
where S /P denote the set of all tempered distributions modulo polynomials. Note that to avoid working with equivalence classes of functions we identify two distributions inḢ k p (R d ) whose difference is a polynomial.
Before we give the definition of Besov spaces, we prepare the setup. We fix a function ψ ∈ S(R d ) satisfying ψ(ξ) = 1 for |ξ| ≤ 1 and ψ(ξ) = 0 for |ξ| ≥ 2 and then define φ(ξ) = ψ(ξ) − ψ(2ξ). Note also that
and for all ξ = 0
and the homogeneous Besov spaceḂ
where * denotes the standard convolution in R d . We note that whenever φ ∈ S and f ∈ S , φ * f is a well defined function.
In particular, if 1 < p < ∞ and k is a nonnegative integer, then H k p (R d ) is the set of functions satisfying
f is a distributional derivative.
2.2. Stochastic Banach spaces. Let (Ω, F, {F t }, P) be a probability space, where {F t : t ≥ 0} is a filtration of σ-fields F t ⊂ F with F 0 containing all P-null subsets of Ω. Assume that a one-dimensional {F t }-adapted Lévy processes X t is defined on (Ω, F, P ). We denote the expectation of a random variable X(ω), ω ∈ Ω by E[X] or simply EX. We consider g as a Banach space-valued stochastic process and so (Ω × (0, T ), P, P ((0, T ])) is a suitable choice for their common domain, where P is the predictable σ-field generated by {F t : t ≥ 0} (see, e.g., pp. 84-85 of [7] ) and ((0, T ]) is the Lebesgue measure on (0, T ). We define the stochastic function space
with the norm
Lévy process.
A Levy process X t := X(t) is a stochastic process satisfying (L1) X(0) = 0 a.s., (L2) X(t) has stationary and independent increments, (L3) X(t) is stochastically continuous, i.e. for all a > 0 and for all s ≥ 0,
A process X t is cádlág if X t has left limit and is right continuous. Since every Lévy process has a cádlág modification that is itself a Lévy process (see Theorem 2.1.8 in [1] ), we may assume all Lévy processes X t are cádlág. Let t ≥ 0 and Borel sets A ∈ B(R d \ {0}). We denote
the intensity measure ν(A) = E[N (1, A)], and the compensated Poisson random measure
Note that ν(A) is the Lévy measure of X t . By the Lévy-Ito decomposition (see more details in [1] ), there exist a constant c ∈ R d and a positive-definite matrix A such that
where B t is a d-dimensional Brownian motion. If we denote c := c + ν({|z| ≥ 1}), we may write
Note that N (t, z) is martingale. Since the result for the Brownian motion is known, we assume that c = 0 and A = 0 for the simplicity. Finally, we denote (2.6)
Basic Heat Kernel Estimates
We give basic lemmas for the heat kernel that will be useful in the sequel. Notation 1. We denote f g if f ≤ cg for some positive constant c.
Lemma 1.
There exists a constant c > 0 such that for all j ∈ Z
where φ j is defined in (2.2) . The implicit constant depends only on the dimension d.
. By a simple scaling
Observe that
Carrying out the repeated integrations by parts gives
A direct computation shows that for some c > 0
We choose N > d so that
This completes the proof.
In fact, for k < 0, it is the convolution of a function with a tempered distribution, that is,
where ·, · means the duality paring between S (R d ) and S(R d ).
Lemma 2. There exists a constant c > 0 such that for all j ∈ Z
where φ * g(s, x) := φ * g(s, ·)(x). The implicit constant depends only on the dimension d.
Proof. We have
From the support condition (2.1),
Thus we have
Young's convolution inequality gives
and therefore the result follows from Lemma 1.
Proof of Proposition 1
First we consider (1.9). Using (2.3) we decompose
Using (4.1) and Minkowski's inequality, we have
By Young's inequality, the first term of right-hand side is dominated by
Using lemma 2, the second term of right-hand side is dominated by
Hence, we have
If we denote
then to prove (1.9), it suffices to show that
Now we consider (1.10). Using (2.4), we decompose
Using similar calculation with the above estimation, we obtain
Hence, to prove (1.10), it suffices to show that
We shall prove the inequalities (4.3) and (4.4) in Section 5.
Proof of Main Lemma
Lemma 3. For 0 < T < ∞ and 1 < p < ∞
Proof. We only prove (5.1) since the proof of (5.2) is almost the same. In order to use the decay of the function f j (t), we separate the indices of the summation as it is sufficient to prove the case k = 0, that is,
The solution u of (7.1) is represented by u(t, x) = t 0 P t−s g(s, x)dX s , where P t g(s, x) = p(t, ·) * g(s, ·)(x) with fundamental solution p(t, x) of the fractional Laplace equation which is given by p(t, x) = F −1 (e −t|ξ| 2α )(x).
By a slight modification of the proof of Proposition 1, one can prove the following estimate
