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ABSTRACT
The Korean Microlensing Telescope Network (KMTNet) will consist of three 1.6m telescopes each with a
4 deg2 field of view (FoV) and will be dedicated to monitoring the Galactic Bulge to detect exoplanets via
gravitational microlensing. KMTNet’s combination of aperture size, FoV, cadence, and longitudinal coverage
will provide a unique opportunity to probe exoplanet demographics in an unbiased way. Here we present
simulations that optimize the observing strategy for, and predict the planetary yields of, KMTNet. We find
preferences for four target fields located in the central Bulge and an exposure time of texp = 120s, leading to
the detection of ∼2,200 microlensing events per year. We estimate the planet detection rates for planets with
mass and separation across the ranges 0.1≤Mp/M⊕ ≤ 1000 and 0.4≤ a/AU≤ 16, respectively. Normalizing
these rates to the cool-planet mass function of Cassan et al. (2012), we predict KMTNet will be approximately
uniformly sensitive to planets with mass 5 ≤ Mp/M⊕ ≤ 1000 and will detect ∼20 planets per year per dex
in mass across that range. For lower-mass planets with mass 0.1 ≤ Mp/M⊕ < 5, we predict KMTNet will
detect ∼10 planets per year. We also compute the yields KMTNet will obtain for free-floating planets (FFPs)
and predict KMTNet will detect ∼1 Earth-mass FFP per year, assuming an underlying population of one such
planet per star in the Galaxy. Lastly, we investigate the dependence of these detection rates on the number of
observatories, the photometric precision limit, and optimistic assumptions regarding seeing, throughput, and
flux measurement uncertainties.
Subject headings: gravitational lensing: micro — planets and satellites: detection — planets and satellites:
fundamental parameters
1. INTRODUCTION
The past twenty years have witnessed a continual acceler-
ation of the pace of the discovery of planets orbiting other
stars, resulting in an explosion in the number of known exo-
planetary systems. To date, nearly ∼1800 planets have been
verified using five different techniques5. With these discov-
eries, first using results from high-precision Doppler surveys
(e.g., Cumming et al. 1999; Udry et al. 2003; Cumming et al.
2008; Bonfils et al. 2013) and then using results from Kepler
(e.g., Youdin 2011; Howard et al. 2012; Dong & Zhu 2013;
Dressing & Charbonneau 2013; Morton & Swift 2013; Pe-
tigura et al. 2013), we have been able to construct the first de-
tailed determinations of the demographics of exoplanets over
a broad range of planet masses and sizes based on large sam-
ples of detections. These results have revolutionized our view
of exoplanetary systems, demonstrating a broad diversity of
architectures (e.g., Mayor & Queloz 1995; Butler et al. 1999;
Lovis et al. 2006; Bakos et al. 2009; Charbonneau et al. 2009;
Mayor et al. 2009; Lissauer et al. 2011; Orosz et al. 2012;
Barclay et al. 2013) and revealing the ubiquity of small plan-
ets with masses below a few times that of Earth (Howard et al.
2012).
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As exciting as these results are, they are nevertheless paint-
ing an incomplete picture of the demographics of planetary
systems. In particular, the Doppler and transit methods are
restricted to relatively close orbits of less than a few AU, par-
ticularly for low-mass planets. However, there are substan-
tial reasons to believe that the physics of planet formation,
and thus the population of exoplanets, may be substantially
different in the outer regions of planetary systems that are
not currently being probed by these techniques. In particu-
lar, in a bottom-up picture of planet formation the location
of the “snow line” in the protoplanetary disks plays a crucial
role. The snow line demarcates the distance from the host
star at which it becomes cool enough for water to form as a
solid in a vacuum. Beyond the snow line the surface density
of solid material is expected to increase by a factor of two
to three (Lissauer 1987). This reservoir of solids is crucial
for planet formation, facilitating the growth of more massive
protoplanets and shorter formation time scales. In particular,
under the core accretion model of giant planet formation it
is thought that the majority of gas giants must form beyond
the snow lines in their protoplanetary disks (Ida & Lin 2005;
Kennedy & Kenyon 2008). Furthermore, it is likely that the
liquid water on habitable planets, thought to be a critical re-
quirement for habitability, originated from outside the snow
line and was subsequently delivered to such planets via dy-
namical processes (Alexander et al. 2012; Jacquet & Robert
2013). Thus, determining the demographics of planets be-
yond the snow line is integral for understanding both the for-
mation and habitability of planets (see Raymond et al. 2004
and references therein).
Aside from these more theoretically motivated arguments,
it is of interest to survey the outer regions of planetary sys-
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tems on purely empirical grounds. For example, of the four
giant planets in our solar system, current and near-future sur-
veys using the Doppler or transit method will be sensitive to
analogs of only Jupiter. As a result, it is currently unknown
how common systems of giant planets like our own are in the
Galaxy. More generally, protoplanetary disks are known to
extend out to ∼200–1100 AU (see Williams & Cieza 2011
and references therein), and thus we might expect planetary
systems to extend to such distant orbits as well. Direct imag-
ing surveys are potentially sensitive to planets on wider orbits
(e.g., Marois et al. 2008; Kalas et al. 2008; Lagrange et al.
2010), however with current instrumentation these surveys
can only detect relatively massive (& MJup) planets on rela-
tively wide (&10 AU) orbits, and then only in relatively young
(. Gyr) planetary systems.
Because microlensing is intrinsically sensitive to planets
with more distant orbits as well as very low-mass planets, it
provides a required complement to our present array of planet
detection methods, without which it is currently impossible
to obtain a complete picture of exoplanet demographics (see
Gaudi 2012 for a review). The images created during a mi-
crolensing event have an angular separation from the star that
is of order the angular Einstein ring,
θE ≡ (κMlpirel)1/2 , (1)
where Ml is the mass of the lens star, pirel is the relative lens-
source parallax, given by pirel = AU(D−1l −D−1s ), Dl and Ds are
the distances to the lens and source, respectively, and κ ≡
4G/(c2AU) = 8.144 mas/M. The presence of a planetary
companion to this lens star can induce a perturbation of one
of these images, resulting in a deviation in the light curve from
that which is expected from an isolated star (Mao & Paczynski
1991; Gould & Loeb 1992). Since the angular distance of the
planet from the host star must place it near these images in
order to create a significant perturbation, and because these
images are separated from the host star by ∼θE, microlensing
is naturally most sensitive to planets with separations of order
the physical Einstein ring radius at the lens,
RE ≡ DlθE. (2)
By coincidence, these distances are of order the location of the
snow line for a wide range of host star masses and distances
(Gould & Loeb 1992). Therefore, microlensing is an ideal
technique for probing exoplanet demographics at and beyond
the snow line.
However, there are several practical challenges associated
with conducting microlensing surveys for exoplanets. The
primary events are rare (one per star per ∼105 years) and,
for the most part, unpredictable. Moreover, θE is sufficiently
small that the individual images are unable to be resolved
(θE . mas for lens star masses and lens and source distances
that are typical for microlensing events toward the Galactic
Bulge), forcing microlensing searches to rely solely on the
time evolution of the integral flux of the images. Tens of mil-
lions of stars must thus be monitored on the time scales of
the primary events (of order 25 days) simply to find several
hundred events per year. Furthermore, only a handful of these
primary events contain planetary perturbations, and, with the
important exception of high-magnification events, these im-
age distortions are brief and unpredictable, so these primary
events must be monitored at even higher cadence.
Due to the relatively small detectors that were available at
the time when microlensing planet surveys were first initi-
ated, they followed a two-tiered strategy that was first advo-
cated by Gould & Loeb (1992). Survey telescopes with big-
ger apertures and the largest available fields-of-view (FoVs)
would monitor many tens of square degrees of high stellar
density, low extinction fields toward the Galactic Bulge with
cadences of once or twice per night. These cadences were suf-
ficient to detect and alert the primary events themselves, but
insufficient to accurately characterize planetary perturbations
on these events. Networks of smaller telescopes with more
readily available narrow-angle detectors would then monitor
a subset of the most promising of these alerted events with
the cadence and wider longitudinal coverage necessary to ac-
curately characterize these planetary perturbations.
The first planet found by microlensing was published by
Bond et al. (2004), and since then a total of 29 planets or-
biting 27 stars have been published6, primarily using vari-
ants of this strategy, including a Jupiter/Saturn analog (Gaudi
et al. 2008; Bennett et al. 2010), a system with two Jovian-
mass planets beyond the snow line (Han et al. 2013), and
two super-Earths (Beaulieu et al. 2006; Bennett et al. 2008).
The published microlensing planet detections have masses
Mp from 0.01 . Mp/MJup . 9.4 and semimajor axes a from
0.19. a/AU. 8.3. These detections have allowed for unique
constraints on the demographics of planets beyond the snow
line (Gould et al. 2010; Sumi et al. 2011; Cassan et al. 2012)
that are complementary to the constraints from other methods.
Nevertheless, there are several problems that confront cur-
rent microlensing surveys. The two-stage methodology intro-
duces biases due to its reliance on human judgment for the
selection of follow-up targets. Furthermore, the impact of mi-
crolensing exoplanet surveys has been limited by a relatively
low number of detections. It is difficult to improve on the
planet yield using the current observational approach because
its very design leads to the surveys missing the majority of
planetary perturbations. Thus, while microlensing has pro-
duced several interesting results, there is a strong need for
more detections and for these to be obtained in an unbiased
and automated fashion.
Recent technological developments have facilitated such a
transition. Large format detectors, with FoVs of a few square
degrees, on moderate aperture telescopes make it possible
to simultaneously image tens of millions of stars in a sin-
gle pointing. With such a system, one can dispense with the
two-tier strategy and instead enter into a “Next Generation”
observationally, whereby larger-aperture telescopes monitor a
significant fraction of the Bulge with a small number of point-
ings, thus achieving the cadence needed to detect the primary
microlensing events as well as the planetary perturbations.
Using these advances, exoplanetary microlensing has al-
ready begun an observational evolution. There are currently
three survey telescopes exclusively dedicated to monitor-
ing the Galactic Bulge to detect exoplanetary microlensing
events. The Optical Gravitational Lens Experiment (OGLE-
IV) telescope, located at Las Campanas Observatory in Chile,
has a 1.3m aperture, a 1.4 deg2 FoV, and attains field-
dependent observational cadences of 15–45 minutes (Udal-
ski 2003). The Microlensing Observations in Astrophysics
(MOA-II) telescope resides at Mt. John University Observa-
tory in New Zealand and has a 1.8m aperture, a 2.18 deg2
FoV, and a field-dependent cadence of 15–45 minutes (Bond
et al. 2001; Sumi et al. 2003). The Wise observatory near
6 From http://exoplanet.eu as of 29/May/2014
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Table 1
KMTNet Telescope Parameters
Clear aperture Throughput f ratio
[m] [%]
1.6 66.2a f/3.2
a For I-band and includes the effects of the
telescope optics, the central telescope ob-
scuration, and the I-band filter throughput.
Mitzpe Ramon, Israel (Gorbikov et al. 2010) has a 1m aper-
ture, a 1 deg2 FoV, and a constant cadence of ∼30 minutes
(Shvartzvald & Maoz 2012). These three observatories work
in concert to tile the Bulge, and they reduce data on daily
time scales and alert follow-up networks, including Micro-
FUN (Gould et al. 2006), PLANET (Beaulieu et al. 2006),
RoboNet (Tsapras et al. 2009), and MiNDSTEp (Dominik
et al. 2010). Together, this current observational approach
detects∼2000 microlensing events toward the Bulge each ob-
serving season along with of order 10 exoplanetary anomalies
from both single and multi-planet systems.
The Korean Microlensing Telescope Network (KMTNet)
represents the next stage of this observational transition.
KMTNet is a network of three survey telescopes to be ded-
icated to monitoring the Galactic Bulge during the microlens-
ing observing season, from early February through early
November. Each telescope has a 1.6m aperture and a 4 deg2
FoV. With these characteristics, KMTNet will provide near-
complete longitudinal coverage, and so nearly continuous ob-
servations, of the Bulge for a significant portion of the ob-
serving season and will obtain deeper photometry at a higher
cadence than the current network. KMTNet will thus signif-
icantly increase the number of known planets at planet-star
distances near and beyond the snow line.
Here we present the result of simulations that optimize the
observing strategy for KMTNet and predict the planet detec-
tion rates that the full KMTNet will obtain. In §2 we detail
the characteristics and implementation of KMTNet. We ex-
plain the details, ingredients, and methodology of our simula-
tions in §3. We vary observational parameters in an attempt
to converge on an optimal observing strategy in §4. In §5 we
use said observing parameters to compute fiducial planet de-
tection rates, including rates for free-floating planets (FFPs).
We then investigate the effects that varying different extrinsic
parameters has on our fiducial detection rates in §6. Finally,
we discuss our results in §7 and identify our assumptions and
how they affect our calculated detection rates.
2. THE KOREAN MICROLENSING TELESCOPE NETWORK
KMTNet will use microlensing as a tool with which to
probe the demographics of exoplanets near and beyond the
snow line. The full KMTNet will consist of three survey tele-
scopes that will be dedicated exclusively to monitoring the
Galactic Bulge in the Cousins I-band for exoplanetary mi-
crolensing events during the Galactic Bulge observing season,
approximately early February through early November. Each
telescope has a 1.6m aperture, a 4.0 deg2 FoV, and uses an
equatorial mount. Tables 1 and 2 list the parameters for the
telescope and camera, respectively.
The goal of the network will be to conduct a uniform survey
that has fewer selection biases and higher detection rates than
the current surveys. Consequently, KMTNet will maintain
a constant observational cadence across all target fields. The
first observatory will come online in August 2014 at Cerro
Figure 1. Location and chronology of the KMTNet sites as viewed from
the south pole. The corresponding wedges indicate the fraction of the night
during which the Bulge will be visible (airmass < 2.0 and nautical twilight)
from each site during the peak of the Bulge observing season (∼10/June).
The overlapping regions show when the Bulge will be visible from two ob-
servatories simultaneously on that date and correspond to the two bottom
curves in the left panel of Figure 2. This image was generated in part by
xplanet.
Tololo Inter-American Observatory (CTIO) near La Serena,
Chile, the second in December 2014 at South Africa Astro-
nomical Observatory (SAAO) at Sutherland, South Africa,
and the third in February 2015 at Siding Spring Observatory
(SSO) in Coonabarabran, Australia. Table 3 specifies the lo-
cation of each observatory. Figure 1 shows the location of
each of the three KMTNet observatories and also indicates
the fraction of the night during which the Bulge will be visi-
ble (airmass< 2.0 and nautical twilight) from each site during
the peak of the Bulge observing season.
The full network should first be on sky for much of the 2015
Bulge season and will have significant longitudinal coverage
for a sizable fraction of the year. Figure 2 shows the visibil-
ity of the Bulge following the observatory chronology both
including and excluding the effects of weather. KMTNet will
be able to view the Bulge with at least one telescope for>75%
of each day/night for roughly four and a half months from the
middle of April through the end of August (excluding the ef-
fects of weather). When the full KMTNet is online, the Bulge
will be continuously visible from at least one observatory for
∼35 days, from early June through early July. This represents
an unprecedented step forward in the ability of a dedicated
microlensing survey to obtain complete longitudinal cover-
age. Figure 2 also shows when the Bulge will be visible from
two observatories simultaneously.
3. SIMULATION OVERVIEW
The primary goal of this paper is to simulate a large number
of microlensing light curves that resemble, as closely as pos-
sible, those that KMTNet will obtain. From these simulated
microlensing events we can then determine the total number
of events (per year) that will result in planet detections, given
an assumed planet population. In order to accomplish this
we must estimate the contribution of each of our simulated
events to the total microlensing event rate, given realistic as-
sumptions about the population of lenses and sources toward
the target fields in the Galactic Bulge.
We estimate the event rate toward a given line of sight as
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Table 2
KMTNet Camera Parameters
FoV Plate scale Number of pixels Wavelength range Readout noise Full well depth tover QE
[deg2] [′′/pixel] [′′/mm] [106] [nm] [electrons rms] [electrons] [s] [%]
4 0.40 40 340 400-1000 5 80,000a 30b 70c
a For <3% nonlinearity.
b Encompasses readout time as well as telescope slew and settle time.
c For the detector in Cousins I-band.
Figure 2. The fraction of time that the Bulge is observable before (left) and after (right) accounting for weather, for different combinations of observatories for
the order in which the KMTNet sites will come online. We take the center of the Bulge to be (α,δ) = (18h, −29◦), which corresponds to (l,b)≈ (1.5◦, −2.7◦).
In the left panel we assume it is visible if it has an airmass < 2.0 and the Sun is at least 12 degrees below the horizon (nautical twilight). The upper three curves,
in green, blue, and purple, show when the Bulge will be visible from at least one observatory and they follow the order in which each site will come online. The
bottom two curves show when the Bulge will be visible from two observatories simultaneously. We have not included a line for CTIO+SSO because the coupling
of their longitudinal separation with our airmass cut sets an upper limit to their possible observational overlap of <0.01% for our assumed position of the Bulge.
In the right panel we additionally require that the weather is clear at that time, and thus this panel represents the convolution of the visibility of the Bulge, shown
in the left panel, with our assumed weather patterns for each observatory site, shown in Figure 6. Even when we include gaps in the data due to weather, we find
that the full network will have significant longitudinal coverage for a sizable fraction of the year, with the ability to view the Bulge with at least one telescope for
>50% of each day/night for about four and a half months, from the middle of April through the end of August.
Table 3
KMTNet Site Parameters
Site Longitude Latitude Altitude
[ddd:mm:ss.ss] [dd:mm:ss.ss] [m]
CTIO 70:42:06 -29:00:01.2 2400
SAAO 339:11:21.5 -32:22:46 1798
SSO 210:56:19.70 -31:16:24.10 1149
follows. Following Peale (1998), we consider a slab of thick-
ness dDl located a distance Dl from the observer. The number
of potential lenses dNl in this slab with mass within dMl of Ml
and within a solid angle dΩ is
dNl =
dnl(Ml ,Dl)
dMl
dMldV, (3)
where
dV = dΩdDlD2l (4)
is the volume element at a distance Dl and nl is the volume
number density of compact objects with mass within dMl of
Ml at a distance Dl .
We define a microlensing event to occur if a source at dis-
tance Ds passes within an angular separation of u0,maxθE of a
given lens, where u0,max is the impact parameter in units of θE.
Conventionally, the microlensing optical depth and event rate
are defined for u0,max = 1, which corresponds to a minimum
magnification of '1.34 for a single lensing mass and a point-
like source. However, microlensing events are detectable for
smaller magnifications with sufficiently high cadence and/or
sufficiently good photometric precision, so we will therefore
allow for an arbitrary value of the impact parameter. The
solid angle covered by a lens per unit time within which it
is possible for a microlensing event to happen is given by
2θEu0,maxµrel, where µrel is the geocentric relative lens-source
proper motion.
Thus, the microlensing event rate per solid angle dΩ, from
lenses located within dDl of Dl and with mass within dMl of
Ml , for sources at a distance Ds, and with relative lens-source
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proper motion within dµrel of µrel is
dΓ
dµreldMldΩdDldNs
=
dnl(Ml ,Dl)
dMl
D2l 2u0,maxθEµrel. (5)
Using equation (2) and the relation between µrel and the rel-
ative transverse velocity, vrel, between a given source and an
intervening lens,
vrel = µrelDl , (6)
we can rewrite this as
dΓ
dvreldMldΩdDldNs
=
dnl(Ml ,Dl)
dMl
2u0,maxREvrel. (7)
We next consider a distribution of source magnitudes and
distances. We adopt a luminosity function (LF) Φ∗, which
gives the number of sources with absolute magnitude within
dMI,s of MI,s per unit solid angle dΩ. As discussed further in
§3.1.1, we employ the LF of Holtzman et al. (1998), which
is an empirical determination of the number of stars per abso-
lute magnitude per solid angle toward Baade’s Window (BW).
We call this LF Φ∗,BW. To obtain the LF Φ∗ toward an arbi-
trary line-of-sight (l.o.s.), we use our Galactic density mod-
els, which are primarily based on the models of Han & Gould
(1995a,b, 2003) and discussed in §3.1.2, to compute ξ, the
ratio of the total integrated mass density along the l.o.s. to-
ward the given (l,b) to that toward BW, and assume that the
LF scales by that ratio,
Φ∗ = ξΦ∗,BW. (8)
We assume the areal LF Φ∗ applies at all Ds, but weight the
source distances by the fraction of sources fs at each distance,
given a volume density of sources ρs(Ds) as a function of Ds.
The volume element increases as D2s dDs, making the fraction
of sources within dDs of Ds
fs =
ρs(Ds)D2s dDs∫∞
0 ρs(Ds)D
2
s dDs
. (9)
Thus, each bin of the LF represents a population of sources
with fixed luminosity, and within each bin we allow for the
sources to be distributed across the full range of distances be-
ing considered. The differential number density of sources at
a distance Ds with a given luminosity is then
dNs = Φ∗ fsdMI,s. (10)
Combining this with equation (7), the differential event rate
for a population of lenses and sources is
dΓ
dvreldMldΩdDldDsdMI,s
=
dnl(Ml ,Dl)
dMl
2u0,maxREvrelξΦ∗,BW
ρs(Ds)D2s∫∞
0 ρs(Ds)D
2
s dDs
. (11)
The total event rate is then given by
Γ =
∫
dΓ
=
∫
dvrel
∫
dMl
∫
dΩ
∫
dDl
∫
dDs
∫
dMI,s
dΓ
dvreldMldΩdDldDsdMI,s
. (12)
However, we are interested in simulating individual events
and thus are interested in the differential contribution of each
event to the total event rate.
To estimate the microlensing event rates, we perform a
Monte Carlo (MC) simulation of a large number of microlens-
ing events. In general, there are two possible approaches to
creating an ensemble of microlensing events that accounts
for the various contributions to the differential event rate in
equation (11). One approach would be to draw the microlens-
ing event parameters according to their contributions to the
event rate. The second is to draw parameters from, e.g., uni-
form distributions, and then weight each event by equation
(11). We adopt a hybrid approach: we draw some variables
from our assumed input distribution functions while others are
drawn uniformly and weighted accordingly.
An outline of our MC simulation is as follows. We assume
a population of planetary companions with fixed mass Mp and
on a circular orbit with semimajor axis a. Then, we begin by
stepping through each absolute magnitude bin j of the LF. For
each bin j, we simulate a large number of MC trials NMC, j.
For the i-th MC trial we independently draw Dl,i and Ds,i uni-
formly, giving
dDldDs =
∆Dl∆Ds
NMC, j
, (13)
where∆Dl and∆Ds represent the full range of Dl and Ds be-
ing considered, respectively. We draw lens and source veloc-
ities from the distributions described in §3.1.2 and then com-
pute vrel,i from these velocities and Dl,i and Ds,i.
We assume that the mass function of lenses is independent
of location in the Galaxy, and thus separate the volume num-
ber density of lenses into two components,
dnl(Ml ,Dl)
dMl
dMl =
dN
dMl
nl . (14)
Here dN/dMl is the (normalized) mass function of lenses, i.e.,
the fraction of lenses with mass within dMl of Ml , and nl is the
number density at a distance Dl,i. Our models actually spec-
ify the mass volume density ρl , and therefore we substitute
nl = ρl/Ml and draw a value of Ml,i from Ml(dN/dMl), where
dN/dMl is the Gould (2000) mass function as described in
§3.1.3. From Ml,i, Dl,i, and Ds,i we compute RE,i accord-
ing to equation (2). We then evaluate ρl at the value of Dl,i.
Each event is randomly assigned a pair of Galactic coordi-
nates (li,bi) within the FoV of the detector. With Dl,i and (li,bi)
we use our Galactic models to compute ρl,i, the mass density
of lenses at Dl,i in the direction of (li,bi).
We similarly use our density models to compute ρs,i as well
as the total mass of sources, Ms,tot,i, across∆Ds toward (li,bi),
Ms,tot,i ≡
∫
∆Ds
ρs(Ds)D2s dDs. (15)
Combining equations (13) and (15) with ρs,i at Ds,i allows us
to specify equation (9) via
fs,i =
∆Dsρs,iD2s,i
NMC, jMs,tot,i
. (16)
Finally, the contribution to the event rate from the i-th MC
trial is then
∆Γi =
2∆Dl∆Ds
NMC, jMs,tot,i
u0,maxRE,ivrel,iρl,i(Dl,i)ρs,i(Ds,i)D2s,i
Ml,i
. (17)
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Fundamentally, equation (17) gives the weight of a microlens-
ing event that is taken to be representative of all possible
events with physical characteristics within the same infinites-
imal range of parameter values. This must be multiplied by
ξiΦ∗,BW, j to account for the number of sources toward that
(li,bi) with the same fixed luminosity. The total planet detec-
tion rate is given by summing across all MC trials, all LF bins,
and finally all target fields Nfld, yielding
Γtot = u0,maxΩFoV
Nfld∑
k
NLF bins∑
j
Φ∗,BW, j
NMC∑
i
ξi∆ΓiH(∆χ2pri >∆χ
2
pri,th) ·H(∆χ2fit >∆χ2fit,th), (18)
whereΩFoV represents KMTNet’s FoV. We have also included
two Heaviside step functions H(x). The first requires that the
improvement in χ2 for a microlensing fit relative to a constant
fit, ∆χ2pri, is larger than some minimum threshold ∆χ
2
pri,th in
order to detect the primary event. The second requires that
the improvement in χ2 for a binary-lens fit relative to a single-
lens fit ∆χ2fit is larger than some threshold ∆χ
2
fit,th in order to
subsequently detect the planetary signature. In practice, if we
are interested solely in the overall microlensing event rate, we
do not include the second step function. We also include a
few additional cuts on our events that we discuss below, but
do not specify explicitly here.
Our MC simulation includes many different ingredients, in-
cluding
• using Galactic models to generate populations of source
and lens stars with physical properties such as mass
densities, distances, velocities, masses, and apparent
magnitudes that match empirical constraints,
• populating each lens system with a planetary compan-
ion and assigning microlensing parameters in order
to compute the magnification of the given binary mi-
crolensing event as a function of time, accounting for
the effects of a source of finite size when appropriate,
• using realistic observing conditions to create “ob-
served” light curves for these binary microlensing
events by determining the photon rate normalization,
including all contributing sources of noise and back-
ground such as the Moon, the dark sky, the lens, and
unassociated blend stars, and modeling the effects of
visibility, gaps due to weather, and seeing at each site,
and
• implementing a detection algorithm for each light curve
to determine first whether the primary microlensing
event is detected and if so whether the signal of
the planetary perturbation is subsequently robustly de-
tected.
We thus divide the discussion of our simulation into these
four primary components. The first generates a population
of lens and source stars drawn from a Galactic model that
matches empirical constraints. In the second we compute pa-
rameters for binary microlensing events. For each of these
microlensing events we calculate the magnification as a func-
tion of time and then simulate realistic observing conditions
and effects, including all relevant sources of uncertainty in
Figure 3. The differential and cumulative luminosity function of Holtzman
et al. (1998) toward BW. The apparent magnitude assumes a distance of 8.2
kpc (Nataf et al. 2013) and an extinction of AI = 1. Here we see the bump
due to red clump giants at MI,s ≈ 0, which leads into the subgiant branch and
ultimately the main sequence, at MI,s ≈ 3. For MI,s & 4 (Is & 19) the source
population is dominated by main sequence stars.
the flux measurements, and compute the observed light curve.
Finally, we subject these simulated light curves to a series of
detection criteria. We describe the details of each of these
components in the subsequent subsections.
3.1. Galactic Model
The first step in our MC simulation is to generate microlens-
ing events with parameter distributions that are consistent
with those expected based on empirical constraints on Galac-
tic structure. As described in §3, we do this by drawing and
weighting individual event parameters by their contribution to
the total microlensing event rate. This requires the following
ingredients: a source LF, density distribution models for the
Galactic Disk and Bulge, models for the kinematics of Disk
and Bulge stars, and a mass function of lenses. Furthermore,
in order to predict the lens and source fluxes and the flux of
blended light, we must adopt an extinction map as well as a
mass-luminosity relation for the lenses. Finally, we must in-
clude a radius-luminosity relation to obtain the physical and
angular size of the sources.
3.1.1. Luminosity Function
We use the LF of Holtzman et al. (1998), who use Hub-
ble Space Telescope data to obtain Φ∗,BW, j(MI,s), the num-
ber density of stars for different bins, j, of absolute I-band
magnitude, MI,s, toward BW near the Galactic Bulge. Fig-
ure 3 shows both the cumulative and differential LF. For
the j-th bin we generate NMC, j microlensing events, where
NMC, j = CΦ∗,BW, j(MI,s)M
−1/2
p . We scale NMC, j with Φ∗,BW, j to
ensure that the number of simulated events is proportional to
the number of sources with a given absolute magnitude MI,s
and thus proportional to the event rate, thereby producing a
fixed fractional accuracy in the event rate per bin of MI,s of
Next Generation Microlensing Simulations 7
the LF. The scaling with M−1/2p arises from the fact that the
duration of a planetary perturbation is given by
∆tp ≈ q1/2tE, (19)
where q is the mass ratio of the lens system, given by
q =
Mp
Ml
. (20)
We consequently expect the observational coverage and thus
the planet detection rate to roughly scale as Mνp , where ν ≈
1/2. In reality, as we will discuss further in §5, the planet
detection rate scaling is closer to ν ≈ 3/4. Regardless, for
simplicity we scale our number of sampled events according
to our naive expectation that ν = 1/2.
3.1.2. Bulge and Disk Models
We base our Galactic Bulge model on that of Han & Gould
(1995a), derived from the “boxy” Gaussian triaxial G2 model
of Dwek et al. (1995), which has the functional form (see
equations (3) and (4) of Dwek et al. 1995)
ρB = ρ0,B exp(−0.5r2s ), (21)
where
rs =

[(
x′
x0
)2
+
(
y′
y0
)2]2
+
(
z′
z0
)4
1/4
. (22)
Here the origin is at the Galactic Center (GC) and the three
axes x′, y′, and z′ point along the three axes of the triaxial
Bulge. The values for the scale lengths of the three different
axes, x0, y0, and z0, as well as the normalization for the Bulge
stellar mass density, ρ0,B, are given in Table 4. We adopt the
values of the scale lengths from the 2.2 µm fit of Dwek et al.
(1995) (see their Table 1) but renormalize them to a Galacto-
centric distance RGC of 8.2 kpc (Nataf et al. 2013). We take
the position angle of the major axis of the triaxial Bulge to
be 25◦ (Nataf et al. 2013) and normalize the stellar mass den-
sity of the Bulge, which includes main sequence stars (MSSs),
brown dwarfs (BDs), and remnants—white dwarfs (WDs),
neutron stars (NSs), and black holes (BHs)—such that we ob-
tain a column density of stars, BDs, and remnants in the Bulge
toward BW equal to the value of 2086 M pc−2 obtained by
Han & Gould (2003).
For our Galactic Disk model we follow the prescription of
Han & Gould (1995b) and adopt the Bahcall (1986) model,
which has the form
ρD = ρ0,D exp
[
−
(
R−RGC
R0
+
z
z0,D
)]
, (23)
where R = (x2 +y2)1/2, R0 is the radial scale length of the disk,
z0,D is the vertical scale height of the disk, and ρ0,D is the mass
density in the Solar neighborhood, all of which are specified
in Table 4. The values for R0, RGC, z0,D, and ρ0,D come from
Han & Gould (1995a,b). This coordinate system has its origin
at the GC, and the x-axis points toward Earth, the y-axis to-
ward increasing Galactic longitude, and the z-axis toward the
North Galactic Pole.
We simulate microlensing events for two populations of
lens systems and assume the source is in the Bulge for both.
In the first case we assume the lens to also be located in the
Bulge and refer to these events as Bulge-Bulge (BB) events.
The second case consists of lens systems in the Disk and are
called Disk-Bulge (DB) events. In each case, we randomly
draw the Galactic coordinates (l,b) of the event from within
the FoV. We randomly draw the distance from the observer to
the lens, Dl , from the range
Dl,min ≤ Dl ≤ Dl,max, (24)
where Dl,min and Dl,max are different for BB and DB events.
Their values are specified in Table 4. We assume that all
sources are in the Bulge and so, for both BB and DB events,
draw the distance from the observer to the source, Ds, from the
same range as Dl for BB events. Events for which Dl ≥ Ds
are discarded. We compute the total mass of sources across
the full range of Ds toward the given (l,b), Ms,tot, according to
equation (15). Using the appropriate models for BB and DB
events, we then calculate the mass density of sources, ρs(Ds),
and lenses, ρl(Dl), along the l.o.s. to and at the distance of the
source and lens, respectively.
With Ds and Dl in hand we calculate vrel for each population
of lenses, BB and DB. We assume a Gaussian velocity distri-
bution for both the y- and z-direction of motion with mean and
dispersion adopted from Han & Gould (1995b) and listed in
Table 5. Finally, we add the two components in quadrature,
obtaining the relative velocity of the lens-source system in the
plane of the sky, vrel.
3.1.3. Lens Mass
We draw Ml from the mass function of Gould (2000).
Specifically, we adopt a power-law mass function of the fol-
lowing form
dN
dMl
∝
(
Ml
Mbrk
)
, Mbrk = 0.7M, (25)
where
 = −1.3 (0.03<
Ml
M
<Mbrk), (26a)
 = −2.0 (Mbrk <
Ml
M
. 100.0). (26b)
As in Gould (2000), we assume that all MSSs in the range 1<
Ml/M< 8 have become WDs, in the range 8<Ml/M< 40
have become NSs, and in the range 40<Ml/M < 100 have
become BHs, and adopt the same distributions for each class
of remnants, which are shown in Figure 4. We include all
classes of objects—BDs, MSSs, and stellar remnants—in the
calculation of the total microlensing event rate. However, we
only consider MSSs as planet hosts and thus exclude objects
with mass outside of the range 0.08<Ml/M < 1 as well as
WDs with masses in this range. We obtain MI,l , the absolute
magnitude of the lens, from Ml using a 1 Gyr isochrone of
Baraffe et al. (1998, 2002).
We have hitherto described the models and corresponding
parameters we use to determine ρs, ρl , Dl , Ds, Ms,tot, vrel,
and Ml . These are the physical characteristics of the lens and
source necessary to compute the weight of an individual mi-
crolensing event via equation (17), which describes the rate at
which events with parameters in the same infinitesimal range
occur.
3.1.4. Extinction Map
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Table 4
Density Model Parameters
Bulge Disk
x0 y0 z0 ρ0,B Dl,min Dl,max RGC R0 z0,D ρ0,D Dl,min Dl,max
[pc] [pc] [pc] [M pc−3] [pc] [pc] [pc] [pc] [pc] [M pc−3] [pc] [pc]
1580 620 430 1.25 4200 12200 8200 3500 325 0.06 0 12200
Table 5
Velocity Distribution Parameters
Location µvy,rel σ
2
vy,rel µvz,rel σ
2
vz,rel
Bulge −220(1−η) 82.52 · (1+η2) 0 66.32 · (1+η2)
Disk 200η 302 + (82.5η)2 0 202 + (66.3η)2
Note. — All values are in km s−1 and η ≡ DlDs .
Figure 4. Our input event rate distribution as a function of the lens mass Ml ,
which goes as M1/2l
dN
dMl
, adapted from Gould (2000). We draw Ml from the
mass range 0.03<Ml/M ≤ 10. We exclude BDs and remnants as planetary
hosts but include them in the total microlensing event rate.
The dust map we employ combines two different methods
of using red clump giants (RCGs) to determine the Galac-
tic extinction in the I-band, AI . The first is the Bulge RCG-
derived map of Nataf et al. (2013) that uses optical and near-
IR (NIR) photometry to derive AI for the inner Milky Way.
However, this map is incomplete in the region |b/deg|. 2 due
to high values of AI . We thus complement it with an extinction
map that uses mid-IR and NIR data (Majewski et al. 2011;
Nidever et al. 2012) to determine AK for |l/deg| ≤ 5 based
on the Rayleigh-Jeans Color Excess (RJCE) method. To con-
vert AK to AI we sample the overlap region of these two maps,
4595 points at the resolution of the optical map, and find a
best-fit slope of AI/AK = 4.78 (with an error in the mean of
±0.03) from the median RCG population of the RJCE map,
which we apply to the RJCE map. Our final dust map thus
covers a significant fraction of the inner Bulge and is shown
Figure 5. Our extinction map derived from red clump giants, which covers
a significant fraction of the inner Galactic Bulge. Extinction data come from
the I-band map of Nataf et al. (2013) and the mid-IR and NIR map of Majew-
ski et al. (2011); Nidever et al. (2012). Note the deleteriously high extinction
for |b| . 2. We have overlaid the OGLE-IV target fields, which are grey-
scaled according to cadence, with white representing occasional observations
and black representing 10–30 observations per night.
in Figure 5.
It should be noted that our resulting extinction map does
not contain any information about the distribution of the dust
along the l.o.s., forcing us to estimate AI specifically at Dl and
Ds for every (l,b) that we might sample. The optical map of
Nataf et al. (2013) explicitly and exclusively targets RCGs in
the Bulge, and we have utilized the RCG stellar population
of the RJCE map. While the median distance to the RCG
sample of the IR map lies ∼3 kpc in front of the Bulge (see
Figure 5 of Nidever et al. (2012)), we assume that the bulk
of the dust lies much nearer to the local Solar neighborhood,
making such an offset negligible. We can therefore estimate
the value of AI at a given distance D by adopting a model for
the dust distribution and normalizing to the total extinction
at the GC. Though for the bulk of microlensing events the
source will lie behind all of the extinction and the lens will
be faint, we include this treatment to account for those events
with sources on the near side of the Bulge and/or unusually
bright lenses.
To do so, we assume that our extinction map provides AI at
the distance of the Galactic Center, DGC = 8.2kpc, and that the
dust responsible for the total extinction toward a given l.o.s. is
distributed along that l.o.s. such that the component of this to-
tal extinction at a given distance D<DGC is given by the total
column density of dust to D. We assume the dust is distributed
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exponentially with vertical distance from the plane and inte-
grate the dust volume density along the l.o.s. to D in order to
obtain the column density. Then, in order to estimate AI along
a given l.o.s. at D, we take the extinction to be distributed as
AI = −2.5log[eτ (D)·κ], (27)
where τ is the optical depth to dust at D, which we take as
proportional to the dust column density, and κ is a normal-
ization factor. For a given (l,b) we first integrate along the
l.o.s. to DGC to obtain τ at the distance of the Bulge. We use
a dust distribution model that is distributed vertically with an
exponential profile but that is constant with radius at a given
height above the plane. We assume a vertical scale height of
125pc (Marshall et al. 2006). Given that we have assumed our
dust map to give AI at DGC, we interpolate across the map to
determine AI for the given (l,b) and compute κ, the value of
which is required to reproduce AI toward the given l.o.s. for
the optical depth τ (DGC). For a source at Ds, we subsequently
integrate our dust model along the l.o.s. once more, this time
to Ds, to obtain τ at Ds, and finally apply κ to get AI at Ds.
Given Ds, MI,s, and AI,s, we calculate the apparent magnitude
of the source, Is. We similarly compute the apparent magni-
tude of the lens, Il .
3.2. Microlensing Parameters
After the physical parameters of each lensing event and its
event rate contribution have been determined, we assign the
microlensing parameters, which we ultimately use to com-
pute the magnification of the source as a function of time.
First we calculate the basic single lens parameters. Then we
add a planetary companion to the lens star and determine the
static binary lens parameters. For all cases we do not consider
higher-order dynamical effects such as parallax, xallarap, or
lens orbital motion, in our simulations.
3.2.1. Primary Event
We refer to the magnification structure that arises from a
microlensing event that is due to a single lensing mass as the
primary event. There are four parameters that specify such a
single-lens primary event and allow for the derivation of the
magnification as a function of time. They are t0, the time
of closest approach of the source to the lens, u0, the angular
distance of the closest approach of the source to the lens, nor-
malized by θE, the Einstein crossing time tE, and ρ, the angular
size of the source star normalized to θE. In our simulations we
compute the annual planet detection rate, so we compute time
in the reference frame of a generic year and randomly draw t0
from the range
0.0≤ t0
days
≤ 365.25. (28)
We draw u0 randomly from the range
0.0≤ u0 ≤ u0,max, (29)
adopting a maximum impact parameter of u0,max = 3. The Ein-
stein crossing time tE is calculated as
tE ≡ θE
µrel
. (30)
The set of these three parameters, t0, u0, and tE, is sufficient
for microlensing events in which the source is point-like. For
the case of a single-lens event, the lens-source separation as a
function of time, u(t), is given by
u2(t) = u20 +
(
t − t0
tE
)2
. (31)
The magnification for a point-source is then (Paczynski
1986)
A[u(t)] =
u2 +2
u
√
u2 +4
. (32)
If the source passes sufficiently near the lens mass such that
there is a significant second derivative of the magnification
across its surface and the size of the source can be resolved,
the additional parameter ρ must be specified. We use the 10
Gyr isochrone of Girardi et al. (2000), assuming solar metal-
licity, to obtain a relation between MI,s and R∗. As mentioned
in Gaudi (2000), reasonable variations in age and metallic-
ity do not have appreciable effects on the conversion between
MI,s and R∗. We use R∗ to determine the physical size of the
source star, given its absolute magnitude from the LF. The
angular size of the source star normalized to θE is then
ρ =
θ∗
θE
, (33)
where
θ∗ =
R∗
Ds
. (34)
3.2.2. Binary Lens
The next step is to populate the lens system with a planet
and compute the three additional parameters that determine
a static binary lens. These are q, the mass ratio of the lens
system, s0, the instantaneous projected separation of the lens
components in units of θE at the time of the event, and α0, the
angle of the source trajectory with respect to the binary axis at
the time of the event. The binary axis points from the primary,
the lens star, to the secondary, the planet. The mass ratio of
the lens system is given by
q =
Mp
Ml
. (35)
We assume a circular orbit for the planetary companion and
compute s0 as
s0 =
a
RE
√
1− cos2ζ, (36)
where ζ is the angle between the semimajor axis a and the
plane of the sky. For randomly oriented orbits, cosζ is uni-
formly distributed. We therefore draw cosζ from a uniform
random deviate in the range [0−1]. The trajectory angle α0,
which specifies the direction of the lens-source relative mo-
tion, is measured counter-clockwise from the binary lens axis.
We draw α0 randomly from the range
0.0≤ α0 ≤ 2pi. (37)
3.2.3. Magnification Calculation
We then calculate the magnification of the source due to the
static binary lens system as a function of time. We first check
whether it is appropriate to make use of either of two approx-
imations that use a series of point-source calculations to ap-
proximate a source of finite size. In each case it is necessary
to solve a complex fifth-order polynomial, whose coefficients
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are given by Witt & Mao (1995), in order to obtain the magni-
fication of a point-like source due to a binary lens (PSBL). To
expedite this procedure we employ the root-solving method
of Skowron & Gould (2012), which is of order a few times
faster than the root-solving subroutine ZROOTS contained
within Numerical Recipes. This process allows us to circum-
vent using a computationally expensive algorithm to calculate
the full finite-source binary-lens (FSBL) magnification for the
vast majority of data points without loss of precision, in turn
boosting the number of light curves we can simulate per unit
time and improving our derived primary event and planet de-
tection rate statistics.
We employ a tiered magnification algorithm that balances
computational efficiency with robustness in order to effica-
ciously model the large number and wide variety of binary
lens systems our simulations generate. At a given time t
we first compute the PSBL magnification Apsbl. We also es-
timate the finite-source magnification using the quadrupole
approximation (Pejcha & Heyrovský 2009), which uses five
point-source magnification calculations—one at the center
of the source and four at equally spaced points along the
perimeter of the source—to approximate the magnification
of a source of extended size. If the fractional difference be-
tween the point-source and quadrupole approximations for
the magnification due to a binary lens is below the tolerance
δA ≡ |Aquad−ApsblAquad | ≤ Atol, where Atol = 10−5 is our arbitrary but
conservative choice, we adopt the quadrupole magnification
for that data point. Otherwise, we compute the magnification
using the hexadecapole approximation (Pejcha & Heyrovský
2009; Gould 2008), which approximates an extended source
using thirteen point-source magnification calculations—eight
equally spaced along the perimeter of the source, four equally
spaced along the perimeter defined by ρ/2, and one at the
center of the source. If the fractional difference between the
quadrupole and hexadecapole magnifications is below Atol we
use the hexadecapole magnification for that point.
If both the quadrupole and subsequently the hexadecapole
approximations fail the fractional tolerance criterion, the mag-
nification at that time t requires the use of a full FSBL mag-
nification computation. We utilize an inverse ray-shooting al-
gorithm that “shoots” rays from the images of the magnified
source on the image plane and computes the FSBL magnifica-
tion by using the binary lens equation to determine how many
of these rays can be traced back to the interior of the unmag-
nified source star on the source plane. In order to further ex-
pedite our inverse ray-shooting algorithm, we use the hexade-
capole approximation at each time to help determine the ap-
propriate geometry of our coordinate system. If Ahex satisfies
Ahex ≤ Athresh, we presume the resulting FSBL magnification
of the source will be sufficiently low that it is optimal to cre-
ate a grid in a rectangular coordinate system. If Ahex > Athresh,
the FSBL magnification is taken to be sufficiently high that a
grid in a polar coordinate system centered on the primary lens
mass is more appropriate, as the majority of the magnifica-
tion arises from two images that form extended arcs centered
on the more massive lens component at the distance ∼θE. In
this high-magnification regime we utilize a variable axis ra-
tio that decreases the grid resolution in the angular direction
relative to that in the radial direction to more accurately cap-
ture the image morphology and increase computational effi-
ciency without loss of precision, following Bennett (2010).
We adopt a threshold of Athresh = 100 based on the fact that
Bennett (2010) find that the precision of a polar-based algo-
rithm increases with the axis ratio for magnifications higher
than this. We set the resolution of each grid such that even
the largest numerical errors due to finite sampling from either
inverse ray-shooting algorithm are, fractionally, ≤10−4, more
than an order-of-magnitude below the fractional photometric
precision expected from KMTNet.
3.2.4. Finite Source Effects in the Single Lens Model
As described in §3.4.2, in order to determine whether a
given planetary perturbation is detectable, we fit our simulated
binary-lens lightcurve to a single lens model. Before doing
so, however, we must first determine whether or not we need
to consider finite-source effects in the comparison model. In
most cases, a point-source single-lens (PSSL) model provides
a sufficiently good approximation. However, if the source
passes very near to or over the primary lens, and the central
caustic due to the planet is sufficiently small, the resulting
light curve will closely resemble that due to a single lens with
finite-source effects (FSSL) and have no significant deviations
from the planet (at least during the peak of the event). Thus, if
one were to fit such a light curve to a PSSL model, one would
find large deviations, resulting in a spurious planet detection.
For each event, we first determine whether or not u0 ≥ 25ρ.
If so, then we assume that finite-source effects for a single lens
are completely negligible and therefore adopt a PSSL model
as the best-fit comparison, leaving t0, u0, and tE as free param-
eters and computing the magnification according to equation
(32). In particular, we do not include ρ as a free parameter
in this case. It is straightforward to demonstrate that, for a
single lens, the fractional deviation in magnification between
a point-like source and a finite source at the closest point of
approach u = u0 is . 2×10−4 for u0 ≥ 25ρ, assuming ρ 1.
This is well below the photometric precision achievable by
KMTNet.
If u0 < 25ρ, we determine whether or not the fractional
difference between the magnification for a point-like source,
computed according to equation (32), and that for a finite
source, computed numerically via the elliptic integrals given
in Witt & Mao (1994), is greater than our tolerance Atol for
at least one data point. If so, and if the primary event passes
the initial detection criteria, we use a FSSL model to fit to the
lightcurve, including ρ as a free parameter. If not, then we as-
sume finite-source effects are negligible, again adopt a PSSL
model, and do not include ρ as a free parameter.
3.3. Light Curve Creation
With all of the physical and microlensing parameters in
hand, the next task is to generate the light curve for each
event. This requires turning the magnification of the source
as a function of time into a measured flux by determining the
flux contributions of the lens, the source, and all sources of
blended and background light, accounting for the effects of
the Moon and weather, and accurately modeling the flux mea-
surement uncertainties.
3.3.1. Observational Parameters
For each observatory we divide a generic year into the total
number of possible data points, assuming a constant cadence
(the choice of which is discussed in §4). For each target field
we determine whether that field is observable for each of the
total possible data points from each observatory. The criteria
are that the field center be at or above an airmass of 2.0 and
that the Sun is at least 12 degrees below the horizon (nautical
twilight).
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Figure 6. The fraction of clear nights for each of the three KMTNet ob-
servatory sites as a function of time. These data were taken from Peale
(1997) and we assume the weather at La Silla is a good approximation for
the weather at the KMTNet observatory at CTIO.
We model the length of weather patterns as a Poisson pro-
cess and compute the cumulative distribution function (CDF)
of their duration as e−λ
∑k
i=0λ
i/i!. We adopt a mean weather
pattern coherence length of λ = 4 days and compute the CDF
to k = 20. Beginning with the first data point for each ob-
servatory, we randomly draw from the CDF to obtain the du-
ration of a given weather pattern at the given observing site.
Then, using the fraction of clear and cloudy nights for each
site, taken from Peale (1997) and shown in Figure 6, we ran-
domly draw to determine whether it will be cloudy or clear
for the weather pattern. Here we have assumed that the frac-
tion of clear nights at La Silla is a good approximation of
the same fraction for CTIO. If cloudy, we skip all data points
that occur during the pattern and repeat this process beginning
with the next data point after the weather pattern. Otherwise,
the weather for those data points is considered clear. Figure
2 shows the observability of the Bulge for the chronology of
the KMTNet sites, which convolves the visibility of the Bulge
with the distribution of clear nights at each site that is shown
in Figure 6.
For each observable data point we draw the seeing from
a Gaussian with site-dependent minimum, mean, and sigma
seeing values, listed in Table 6, and modify the seeing as
(airmass)0.6 (Woolf 1982), where airmass = sec(z) and z is the
zenith angle. We calculate the total background sky bright-
ness in I-magnitudes per square arcsecond, including the con-
tributions from the mean dark sky at zenith, which we assume
is µsky = 19.9 mag/′′ for each site, and the phase and dis-
tance of the Moon to the field center, according to the pre-
scription of Krisciunas & Schaefer (1991).
3.3.2. Flux Determination
The final photometric reduction pipeline that KMTNet will
implement is based on difference image analysis (DIA) pho-
tometry (Alard & Lupton 1998; Alard 2000). Aperture pho-
Table 6
Fiducial Site-dependent
Seeing Distribution
Parameters
Site min. µ σ
CTIO 0.8 1.4 0.26
SAAO 0.9 1.6 0.30
SSO 1.3 2.0 0.40
Note. — All values are in
arcseconds.
tometry breaks down in crowded stellar fields, and even the
approach of point-spread function (PSF) photometry becomes
quite difficult in the regime of extreme blending that is typi-
cal of the Galactic Bulge. To circumvent this issue, DIA con-
structs a reference template frame by combining the subset
of images with the best seeing and then measures the PSF
solely on this reference image. For each observation, it then
determines a convolution kernel that transforms the PSF of
the reference image into that of the given frame, “matching”
the two, and subtracts the given image from the convolved
reference image. Each resulting difference image thus yields
the difference in flux between the given observation and the
template image, which causes only photometrically variable
objects to have a non-zero difference flux. Performing PSF
photometry on the reference image then provides a flux zero-
point (see §3.1 of Hartman et al. 2004 for a more complete
discussion of DIA).
In the case of a microlensing event, the object flux that is
measured on the reference image includes the light from the
source, the lens, and any other interloping stars that are unas-
sociated with the event but still unresolved and thus blended
with the source. For typical Bulge fields with high stellar
density, there will also be a quasi-smooth background flux
produced by faint unresolved stars scattered across the en-
tire frame, even for a reference image with excellent seeing.
DIA treats this “sea” of unresolved stars in the same way it
does the Moon and the dark sky, fitting and subtracting these
smooth backgrounds from the reference image prior to the
measurement of the object flux. These sources of background
flux—the Moon, the dark sky, and the “sea” of faint unre-
solved stars—will thus not contribute to the flux measured on
the reference image. They will, however, still contribute to
the measured flux uncertainty for each individual frame in a
way that varies with the seeing of the image. Often there are
interloping stars blended with the event that are brighter than
the limiting magnitude that defines this “sea” of faint unre-
solved stars, so their brightness is not (entirely) subtracted off
with the smooth stellar background and so does not vary with
seeing from image to image.
We approximate these populations of unassociated and un-
resolved stars as a dichotomy between faint stars that con-
tribute solely to the noise of an individual flux measurement
and bright stars that contribute to the object flux as well as
the noise. Under this dichotomy we assume each microlens-
ing event to be blended with, on average, one bright interlop-
ing star as well as a smooth surface brightness of faint stars.
The flux from the interloping star will contribute to the object
flux measured on the reference frame as well as its uncer-
tainty, while the flux from the smooth stellar background will
only contribute to the flux measurement uncertainty in a man-
ner that depends on the seeing. To determine their respective
flux contributions, we estimate the apparent brightness above
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which there is, on average, one unassociated and unresolved
star per seeing disc. The first step in this process is to simulate
the construction of a reference image.
As shown in Table 6, CTIO will have the best seeing of
the three KMTNet sites, so we assume that the template will
be comprised entirely of images taken at CTIO. From 12 and
10 random light curves from 2011 and 2012 OGLE-IV data,
respectively, we find that the 1st percentile value of seeing
is 0.93′′, which we take as the seeing of the reference im-
age, σref. We make the approximation that all non-lens stellar
blend flux, resolved or unresolved, is due to stars at the dis-
tance of the Bulge and interpolate across our dust map to get
AI at the location of the event assuming a distance of 8.2kpc.
We then modify our LF to give the areal density of stars to-
ward a given l.o.s. as a function of apparent magnitude. To
do so, first we apply the 8.2 kpc distance to the Bulge and
the computed extinction. Then we use our Bulge model, de-
scribed in §3.1.2, to calculate the ratio of the stellar surface
density for a given l.o.s. to that of BW, ξ∗, the region for which
Holtzman et al. (1998) determined the LF.
Next we use a Moffat function to model the star’s light pro-
file (Moffat 1969). A Gaussian falls off more steeply at larger
radii and so is insufficient for capturing the full extension of
the wings of a realistic PSF. We find that adopting a Moffat
profile is crucial for regions of such high stellar density in the
Bulge. The intensity I as a function of radius r from the center
of the profile is
I(r) = I0
[
1+
( r
α
)2]−β
, (38)
where I0 is the intensity at the central peak, α is the width pa-
rameter, related to the full width at half maximum (FWHM),
i.e., the seeing, of the light profile via
α =
FWHM
2 ·
√
21/β −1
, (39)
and β is the atmospheric scattering parameter. From examin-
ing bright and isolated stars across a series of OGLE-III Disk
reference images, we find β = 3.0 to provide a good empir-
ical fit. Following the prescription of King (1983), we find
the effective area over which a star contributes noise to the
background to be
Ωeff =
5piα2
4
=
5pi ·FWHM2
16 · (21/3 −1) (40)
for β = 3.0. This corresponds to an increase in Ωeff by a factor
of∼1.7 when compared to a Gaussian with the same FWHM.
Using this and taking FWHM = σref to be the diameter of a
seeing disc, we start with the brightest bin of our LF and sum
across bins of decreasing brightness to obtain the cumulative
number of stars that fall in a seeing disc, according to
N∗,disc =
∑
j=1
10Φ∗,BW, j Ωeff ξ∗ dm. (41)
The apparent magnitude at which N∗,disc = 1 defines the cut-
off magnitude Icut. We take there to be one interloping star
brighter than Icut that is unresolved and unassociated but
blended with the event. We draw from the cumulative dis-
tribution N∗,disc to obtain Iint, the brightness of the interloping
blend star. Stars below Icut contribute to the blend flux with
a smooth surface brightness equal to the cumulative flux be-
low Icut divided by Ωeff. It should be noted that this approach
Figure 7. The distributions of the different sources of blend flux across the
final set of target fields for all three observatories. The top panel shows the
distribution of the apparent magnitude of the bright interloping blend star,
Iint. We see that, under our assumptions about and treatment of unassociated
but blended stars, there is a floor for the brightness of objects that KMTNet
will detect toward the Bulge at Iobj ≈ 20. The middle panel panel gives the
contributions to the total surface brightness from the Moon, the dark sky at
zenith, faint unresolved stars, and the additional smooth blend we include to
match the OGLE-III photometric uncertainties. These will contribute to the
noise of each data point, but not to the flux measurement itself. The contri-
bution from the Moon and the sky overwhelms that due to unresolved stars,
although the additional smooth blend is the dominant contributing source of
noise from the smooth backgrounds. In the bottom panel we sum the pho-
ton rate from all sources of background—the lens, the interloping blend star,
the Moon and sky, the faint sea of unresolved stars, and also the additional
smooth blend—and compare it to the photon rate of the source. In doing so
we see that KMTNet will be background-dominated.
will underestimate the number of blended interloping stars in
some cases but will overestimate the total blend flux. Figure
7 shows our resulting distributions of Iint and the background
surface brightness contributions from the Moon, the dark sky
at zenith, and faint unresolved stars for our final set of target
fields, discussed in §4.
For each data point, the total object flux is calculated as the
combination of the flux of the source, Fs, the lens, Fl , and the
interloping blend star, Fint,
Fobj(t) = FsA(t)+Fl +Fint, (42)
where A is the magnification at time t. The photometric un-
certainty is the combination of the Poisson photon uncertainty
of the number of all object photons collected in an exposure,
Nobj = γ˙objtexp, (43)
where γ˙obj is the combined photon rate of the magnified
source, the lens, and the interloping blend star and texp is the
exposure time, and the total smooth background
Nback = ω˙backΩefftexp, (44)
where ω˙back is the total photon rate per steradian of the Moon,
the dark sky, and the smooth stellar background. Here we
use the seeing of the individual data point as modified by the
airmass, described in §3.3.1, as the FWHM for equation (40).
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Figure 8. The result of matching the expected KMTNet photon rate nor-
malization to OGLE-III photometric data. The green line represents the 5th
percentile of the RMS seen in OGLE-III light curves and the blue points rep-
resent our simulated KMTNet photometric data assuming the same photon
rate normalization (2.11 ph s−1 at I = 22.0), aperture size (1.3m), and ex-
posure time (texp = 120s) as OGLE-III. We find that in order to match their
photometric uncertainties we have to including a fractional systematic error
floor of σsys = 0.004 mag, scale the flux measurement Poisson uncertainties
up by a factor of 1.3, and include an additional smooth background blend
component of µI,sm = 18.8 mag/′′. The OGLE-III data shown here are for
chip 5 from OGLE-III field 190, centered on (l,b)=(1.2136, -3.8694), near
BW.
The fractional Poisson photometric uncertainty σPoi is then
σPoi =
√
Nobj +Nback
Nobj
. (45)
We also include a fractional systematic uncertainty, σsys, to
account for the limit of precision with which it is possible
to measure even the brightest stars due to uncertainties from
scintillation, flat-fielding, the determination of the PSF on the
reference image, and other factors. The final fractional uncer-
tainty σobs on a given flux measurement is given by
σobs =
√
σ2Poi +σ2sys. (46)
To calibrate the expected KMTNet flux in a realistic fash-
ion we use OGLE-III photometric data. The 1.3m aperture of
OGLE-III obtains a photon rate of 2.11γ˙ for I = 22. We find
that this photon rate normalization alone does not account for
the photometric uncertainties seen in OGLE-III photometry.
We find that we are able to match the reported OGLE uncer-
tainties only by introducing an additional smooth blend com-
ponent of µI,sm = 18.8 mag/′′, scaling the resulting Poisson
uncertainty up by a factor of 1.3, and including a systematic
error floor of σsys = 0.004 magnitudes. Figure 8 shows an ex-
ample using data from chip 5 of OGLE-III field 190, centered
on (l,b) = (1.2136,−3.8694), near BW. Beyond exceptionally
high amounts of scattered light, we are unable to account for
the origin of the additional smooth background component
that contributes so significantly to the noise. Nevertheless, we
include µI,sm in our fiducial simulations to account for realis-
tic observational hurdles. We also use σsys = 0.004 mag as a
pessimistic assumption of what the precision limit of KMT-
Net might be and scale the Poisson photometric uncertain-
ties by the same factor of 1.3 as a conservative estimate. We
run another set of simulations, discussed in §6.3, in which we
remove this extra source of background, lower the value of
σsys, and make other optimistic assumptions in an attempt to
bracket our expectations of the detection yields that KMTNet
will obtain.
We base the final photon rate of KMTNet on OGLE-IV,
which obtains 3.24γ˙ for I = 22, higher than for OGLE-III due
to newer-generation CCD chips and an improved photometry
pipeline. Scaling this by the ratio of the KMTNet to OGLE
apertures, (1.6/1.3)2, yields a final photon rate normalization
of
γ˙ = 4.91 ph s−1 ·10−0.4(I−22.0). (47)
For both our fiducial and more optimistic simulation results
we do not include any scatter in the photometric measure-
ments and instead take them to be exactly equal to what is
expected for the binary-lens model. If we were to include
scatter, finding the best-fit FSBL model for each light curve
would be prohibitively time-consuming. Furthermore, adding
such noise to the measured fluxes would cause different sub-
sets of light curves to be scattered into and out of our sam-
ple of planet detections for each realization generated by the
simulations. We are interested in a more precise global es-
timate of the planet detection rate that KMTNet will obtain,
one that is not dependent on such fluctuations, and so do not
include any Gaussian (or otherwise) random noise in our sim-
ulated photometry. This is equivalent to assuming noise in
the photometry that is uncorrelated and scattered symmetri-
cally about the binary lens model and averaging over a large
number of realizations of our simulations. In such a case, for
each realization of the KMTNet detection rates, some detec-
tions would be scattered into, and others out of, the sample
due to the inclusion of symmetric photometric noise. On av-
erage, these competing effects would cancel out. Thus, by
not including any noise in our photometry we are both expe-
diting the fitting process—we know the best-fit FSBL model
exactly—and implicitly assuming our predictions for the de-
tection rates to be an average over a large number of realiza-
tions of our simulations that include uncorrelated symmetric
scatter, Gaussian or otherwise, in the photometry.
3.4. Detection Algorithm
A microlensing event will ultimately result in a planet de-
tection only if the initial increase in brightness due to the
primary event is detected and if the light curve subsequently
displays sufficiently significant deviations from a single-lens
microlensing event. There are several criteria that must be
satisfied for this to be true. The most important are that the
microlensing event itself must be detected and the perturba-
tion due to the planetary companion must distinguish itself
from a best-fit single-lens event, both according to predeter-
mined ∆χ2 thresholds. If a given microlensing event passes
these cuts, it is considered robustly detected and its event rate
is added to the total event rate of detected planets.
3.4.1. Detection of the Primary Event
Before a microlensing event can be probed for planetary
signatures, the initial increase in brightness due to the primary
microlensing event must be reliably detected. We establish
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three criteria to determine this. We first compute the error-
weighted mean flux of the light curve and subsequently the
difference in χ2 between this constant model and the best-fit
binary-lens model,∆χ2pri. Since we do not include any scatter
in our photometry, as discussed in §3.3.2, the best-fit binary-
lens model is simply the light curve itself, and this curve has
∆χ2 ≡ 0. Thus, ∆χ2pri is just the ∆χ2 of the constant (error-
weighted mean) model. For the microlensing event to be ini-
tially detected, ∆χ2pri must satisfy
∆χ2pri ≥∆χ2pri,th, (48)
where we choose a threshold of ∆χ2pri,th = 500. It should be
noted that there will be a subset of events that will pass this
threshold solely due to the planetary perturbation. For certain
low-magnification events the primary event will not be suf-
ficiently distinct from a constant model, given our choice of
∆χ2pri,th. However, a significant planetary signature can itself
increase ∆χ2pri to cause the microlensing event to be initially
detected, despite having a weakly magnified primary event.
FFPs represent the extreme limit of this case, when the signal
due to the planet is the sole source of magnification over the
course of the event. Our second criterion is that there must be
more than 100 points in the light curve, which we establish
as a crude proxy for the precise determination of the lensing
parameters. Thirdly, t0 must fall within the time coverage of
the light curve, which also improves upon the precision of the
parameters measured from the light curve. This final criterion
is not automatically satisfied due to the limited visibility of
the Bulge at the beginning and end of each year. If the event
satisfies all of these criteria, its event rate is added to the to-
tal microlensing event rate, which is given by equation (18)
without the second Heaviside step function. This is separate
from our final planet detection rate, as it considers solely the
identification of primary microlensing events, independent of
whether their planetary signature is ultimately detected.
3.4.2. Detection of the Planetary Perturbation
The next step is to search the primary event for the signature
of a planetary companion. First we use the input values for
t0, u0, and tE from the event and compute a comparison PSSL
light curve. We then compute the∆χ2 of the FSBL light curve
from this initial PSSL model, ∆χ2init. We discard events with
∆χ2init ≤∆χ2init,th, (49)
where we choose a threshold of ∆χ2init,th = 100. We make this
cut because we do not consider any events below ∆χ2init,th to
be robustly detected, and finding a best-fit model will only
decrease from the value of ∆χ2init that was found using the
values from the binary lens as input for the parameters t0, u0,
and tE. Moreover, finding a best-fit light curve is generally the
second-most computationally expensive operation, after the
FSBL magnification calculation, and extraneous fitting should
be avoided. Otherwise, if ∆χ2init > ∆χ
2
init,th, we determine
a best-fit PSSL or FSSL model, depending on the algorithm
described in §3.2.4.
In the case of a PSSL model, we must find the PSSL light
curve whose observed flux best matches that of the FSBL light
curve. The model flux is given by
F(t) = Fs ·A(t)+Fb (50)
where Fs is the base flux of the un-magnified source, A(t)
is the magnification, and Fb is the total blend flux. For a
single-lens microlensing event, F(t) is uniquely determined
by the five parameters t0, u0, tE, Fs, and Fb. The observed
flux is a linear function of Fs and Fb but is non-linear in t0,
u0, and tE, which together specify A(t). We use a downhill-
simplex method (Press et al. 1992) to explore the parameter
space for combinations of t0, u0, and tE. At each point of
the simplex, which represents a unique set of (t0, u0, tE), we
use matrix inversion to solve for Fs and Fb at each observa-
tory (Gould 2003). We determine the PSSL light curve that
yields the lowest ∆χ2fit between itself and the simulated light
curve and take that to be the best-fit PSSL model. The pro-
cedure is identical when finding the FSSL model except that
ρ is included as a fourth non-linear free parameter during the
downhill-simplex process. If the ∆χ2fit between this best-fit
model and the FSBL light curve is greater than ∆χ2fit,th, we
count the planetary event as being detected and its event rate
is added to the total event rate of detected planets, according
to equation (18). We adopt ∆χ2fit,th = 160 as our canonical
value (Bennett et al. 2003) and note that while this value is
appropriate for detections that arise from perturbations due
to the source passing over a planetary caustic, it is likely too
low for detections resulting from high-magnification events
(Gould et al. 2010; Yee et al. 2013). However, we aver this
to be a valid threshold since the vast majority of planet de-
tections will result from events with a peak magnification of
A. 100, as discussed in §5.2.
Figures 9–11 show a representative sample of light curves
for planet detections that are analogs of Solar System plan-
ets (in terms of planet mass and semi major axis). In all
cases we have included Gaussian scatter in the photometry
and have done so solely for the purposes of visualizing the
quality of data that KMTNet will actually obtain. Figure 9
shows a light curve for a planet of mass Mp ≈ 300M⊕ and
a ≈ 5AU, an analog of Jupiter. This illustrates the types of
perturbations that are common for planets of larger mass and
are characterized by longer time scales and lower amplitudes.
For such bright sources, likely giants, the cadence and preci-
sion of KMTNet will facilitate robust detections even for per-
turbations with such low amplitudes. Figure 10 shows a light
curve for an Earth analog. The planetary perturbation, while
short, is of sufficiently high amplitude that the detection is
clear, even given that the source is quite faint, with Is ≈ 21.
Finally, Figure 11 highlights a modest detection of a planet
that is an analog to Mars. In this case the combination of u0,
ρ, and q indicates that finite-source effects are important, and
in this case the best-fit is an FSSL model.
4. OBSERVATIONAL PARAMETER OPTIMIZATION
We use the simulations as described above to first determine
the optimal observing strategy for KMTNet. The parameters
over which we optimize are the locations of the target fields,
the number of target fields, Nfld, and the exposure time, texp.
KMTNet is designed to conduct a uniform survey to explore
exoplanet demographics in the regimes of parameter space to
which microlensing is most sensitive. Given its homogeneous
approach, we perform our optimizations assuming each field
to have the same value of texp, which we ultimately optimize.
First we determine the importance of field placement, then
we investigate trade-offs between different numbers of fields
as well as observational cadence.
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Figure 9. An example light curve for an analog of Jupiter. The top panel
shows the physical, lensing, and observational parameters for this event. We
have included Gaussian scatter in the photometry solely for the purposes of
visualizing the quality of data that KMTNet will actually obtain. This type
of perturbation, with a smaller amplitude and a longer time scale, is common
for larger planet masses. Even a perturbation with such a low amplitude is
robustly distinguished from the best-fit single-lens model due to the combi-
nation of KMTNet’s photometric precision and cadence, allowing for precise
and dense coverage of such deviations.
Figure 10. An example light curve for an analog of Earth. The top panel
shows the physical, lensing, and observational parameters for this event. We
have included Gaussian scatter in the photometry solely for the purposes of
visualizing the quality of data that KMTNet will actually obtain. This type
of perturbation, with a larger amplitude and a shorter time scale, is common
for smaller planet masses. Even a planet for an event with such a faint source
(Is ≈ 21) and short perturbation (∆tp ≈ 1d) can be robustly detected with
KMTNet’s photometric precision and cadence.
Figure 11. An example light curve for an analog of Mars. The top panel
shows the physical, lensing, and observational parameters for this event. We
have included Gaussian scatter in the photometry solely for the purposes of
visualizing the quality of data that KMTNet will actually obtain. Here the
best-fit single-lens model is for a source of finite size. Even such a low-mass
planet can be robustly detected given the photometric precision and cadence
of KMTNet.
4.1. Field Locations
There is an arbitrary number of possible tilings for a given
number of target fields. Fortunately, as we will show, the pre-
cise locations of the field centers do not significantly affect
the planet detection rate, provided that we restrict attention to
fields with high event rate and low extinction. For definite-
ness, we consider five tilings with a maximum of 13 fields
each. In choosing the field centers we avoid regions where
AI & 3.0 but we otherwise maximize event rates by choosing
regions with high stellar density and event rates. All fields are
chosen by-eye and generally constrained to be located within
our dust map, which encapsulates all high-cadence OGLE-
IV fields and the regions of highest measured microlensing
optical depth. Finally, we only consider tilings with non-
overlapping fields.
The locations of the field centers in the different tilings gen-
erally differ by shifts that are of order half the detector size,
or∼1◦. Determining the maximum planet yield across a large
grid of planet mass and separation pairings for each of the five
tilings would be prohibitively time-consuming. Therefore, we
instead use the total primary microlensing event rate down to
Is = 22 as a proxy for the planet detection rate. For each field
in each of these tilings we run 105 MC trials, drawing sources
and lenses from within the field and computing their parame-
ters and contributions to the event rate as described in §3. The
total event rate for all sources brighter than Is = 22 per field is
thus the product of the total event rate for all events, the solid
angle of the FoV, and the number density of source stars down
to Is = 22 for the (l,b) of each event,
Γtot,Is≤22 = ΩFoV
NMC∑
i=1
∆ΓiξiΦ∗,BW,Is≤22,i, (51)
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Figure 12. The cumulative microlensing event rate for sources with Is ≤ 22
as a function of number of fields Nfld for our five different tilings of 13 fields
each. While there is a slight preference for different tilings at certain fixed
numbers of fields, the differences between all tilings for a given value of Nfld
are nearly all within three sigma of the Poisson error on the rates. Given this,
we consider the event rates across all tilings to be essentially equivalent.
where, in ∆Γi (see equation (17)), we have taken u0,max = 1.
We then rank all fields within a given tiling by this event
rate. Figure 12 shows the cumulative event rate for each of
the five different tilings. While there is a slight preference for
different tilings at certain fixed numbers of fields, the differ-
ences between all tilings for a given value of Nfld are nearly
all within three sigma of the Poisson error on the rates. Given
this, we consider that the event rates across all tilings are es-
sentially equivalent. In other words, from our model and set
of assumptions there does not appear to be an optimal tiling of
target fields, provided they are chosen to lie within regions of
sufficiently low extinction and sufficiently high stellar density.
This is a consequence of KMTNet’s FoV, which is generally
larger than the features in the morphology of the optical depth
and stellar density in the regions of the Bulge we are consid-
ering. To converge on an optimal tiling we turn to the results
of Sumi et al. (2013), who use two years of MOA-II data to
measure the microlensing event rate and optical depth toward
the Bulge. They identify and model a peak in the event rate
per square degree per year that is located at (l,b)≈ (1.0,−2.5)
(see their Figures 3 and 12). The most highly ranked field for
tiling 4 is roughly coincident with this peak, so we thus se-
lect tiling 4 as our fiducial tiling and utilize it to conduct the
further optimizations.
In order to more robustly determine the ranking of the fields
within this tiling, we run our full simulation across a 3x3
grid of planet mass and planet-star separation, with each vari-
able equally separated in log-space. This grid specifically in-
cludes planet masses of log(Mp/M⊕) = 0.00,1.00, and 2.00
and planet-host star separations of log(a/AU) = 0.15, 0.40,
and 0.65 for each mass. In linear units this corresponds to
planet masses of Mp = 1, 10, and 100M⊕ and planet-host star
separations of a≈ 1.41, 2.51, and 4.47AU. We assume obser-
vations are only taken in one field, and then for each field in
Table 7
Fiducial Tiling of KMTNet Fields
Field Rank l b α δ
[deg] [deg] [deg] [deg]
1 1.0500 -2.3000 269.28090 -29.20837
2 -0.7846 -3.1263 269.04706 -31.20837
3 3.6969 -2.9066 271.36107 -27.20837
4 2.0361 -4.0408 271.57224 -29.20837
5 -2.6225 -3.9495 268.80282 -33.20837
6 -2.0000 3.8000 261.52480 -28.57250
7 -4.9212 -3.9919 267.44505 -35.20837
8 4.4500 3.3500 265.81065 -23.39383
9 5.7235 -4.1018 273.62035 -26.00837
10 0.2021 -4.8673 271.38545 -31.20837
11 4.0587 -5.2401 273.86816 -28.00837
12 -1.6355 -5.6909 271.19321 -33.20837
13 -6.6162 -5.0639 267.52308 -37.20837
Note. — The fields are ranked by primary event rate.
turn, we create and fit the light curves and implement the∆χ2
cuts discussed in §3.4. We then rank the fields according to
their primary event rate as well as their planet detection rate.
The rankings using the two different metrics are nearly identi-
cal, and for those field rankings that are not, the differences in
the rates between the two different fields with the same rank
are within one sigma of the Poisson uncertainty in the rates.
We ultimately select the primary event rate as our indicator
for field ranking and order the fields accordingly. These final
rankings and the corresponding coordinates are given in Table
7. Figure 13 shows the field locations of this tiling, overlaid
on our extinction map, with field rankings labeled.
4.2. Number of Fields
Now that a single tiling of target fields has been selected, we
determine the optimal number of fields, Nfld, within this tiling.
We run our full simulation over the same 3x3 grid of Mp and
a as in §4.1, again creating and fitting the light curves and im-
plementing the ∆χ2 cuts. We vary the total number of fields
from 1–13 and add fields according to the ranks determined
in §4.1, as shown in Table 7. We include the overhead time
for KMTNet of tover = 30s (Table 2). In addition, we assume
a fixed exposure time of texp = 120s. As a result, the cadence
tcad with which the light curves in a given field are sampled
increases with the number of fields Nfld as tcad = 150s Nfld.
Figure 14 shows the cumulative primary event rate and
planet detection rate as a function of the number of target
fields, the latter for three different planet masses. The cu-
mulative primary event rate increases monotonically with Nfld
as a power-law Nev ∝ Nαfld with α ≈ 0.45 for Nfld . 9, at
which point the slope becomes more gradual, α ≈ 0.069.
We find that the detailed behavior of the variation in the
planet detection rate with Nfld depends on the planet mass.
For Mp = 100M⊕, the planet detection rate increases almost
monotonically with additional target fields up until Nfld ≈ 11,
at which point the slope becomes negative and the number of
detected planets decreases with additional target fields. For
Mp = 10M⊕, the detection rate has approximately leveled off
by Nfld ≈ 5. For Mp = 1M⊕, the planet detection rate peaks at
Nfld ≈ 3–4 and decreases for Nfld > 4.
The behavior of the planet yield with the number of fields
can be understood by examining the two competing factors
that affect the planet detection rate. On one hand, the cumu-
lative primary event rate increases with Nfld for a fixed value
of texp, as shown in Figure 14. In other words, the total num-
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Figure 13. Our fiducial tiling of 13 KMTNet fields, ranked by their primary
event rate, overlaid on our extinction map.
Figure 14. The upper left panel shows the cumulative primary event rate as
a function of the number of fields Nfld for our fiducial tiling. Here the black
line shows the broken power-law fit, with a slope of α≈ 0.45 for 1≤Nfld ≤ 9
and α≈ 0.069 for 9≤ Nfld ≤ 13. The remaining three panels show the planet
detection rate for three different planet masses, summed across semimajor
axis a, as a function of Nfld. Here we have assumed a constant exposure
time of 120s and an overhead of 30s, and thus the cadence varies with the
number of fields as 150s Nfld. The cumulative primary event rate increases
with Nfld as a broken power-law with the shift in slope occurring at Nfld ≈ 9.
On the other hand, the behavior of the planet detection rate as a function of
Nfld shows a dependence on planet mass, reaching maxima at lower numbers
of target fields for planets of lower mass.
ber of primary microlensing events monitored and detected
increases monotonically as the number of fields increases, at
least up to Nfld = 13, and therefore there is a larger number of
primary events in which to detect perturbations from plane-
tary companions. On the other hand, each of these primary
light curves will be more poorly sampled, resulting in a de-
crease in the signal-to-noise ratio (i.e., ∆χ2fit) of the planetary
perturbations. According to equation (19), the planetary Ein-
stein ring crossing time∆tp for an Earth-mass planet orbiting
a 0.3M host star (q ∼ 10−5) for an event with a time scale
of tE = 20d is ∼90 minutes, and the durations of the plane-
tary perturbations are a factor of a few times larger than this.
Therefore, given the scaling of tcad with Nfld, this would lead
to many dozens of observations on a typical perturbation for a
single target field, but fewer than 10 observations for 13 target
fields.
To investigate these two contributions more quantitatively,
we first examine the dependence of the primary event rate
on Nfld. Revisiting the broken power-law behavior of Figure
14, we find that the cumulative primary event rate goes as
Nev = kF Nαfld, with a change in α at Nfld ≈ 9. For 1≤ Nfld ≤ 9,
kF ≈ 1140 and α ≈ 0.45. Over the range 9 ≤ Nfld ≤ 13 the
slope flattens to α ≈ 0.069, and the coefficient increases to
kF ≈ 2640. We see that α is always positive, indicating that in-
cluding additional target fields acts to increase the microlens-
ing event rate monotonically up to at least Nfld ≈ 13. How-
ever, the break at Nfld ≈ 9 indicates a transition to a regime
in which adding additional fields becomes significantly less
advantageous with regard to the total microlensing event rate,
because one must monitor fields with lower stellar density and
lower event rate. Over this entire range of Nfld, α < 1 because
we have ordered the fields by decreasing event rate.
To better understand the underlying ∆χ2fit distribution, we
run a set of higher-fidelity simulations across the same grid
of Mp and a for each number of fields. We increase NMC and
lower the primary event detection threshold to ∆χ2pri,th = 10
in order to increase the total number of simulated events and
decrease the statistical noise. Figure 15 shows the cumulative
microlensing event rate as a function of ∆χ2 for four values
of Nfld for each value of Mp, summed across a. We see that
above ∆χ2pri,th the ∆χ
2 distribution is well-characterized by a
power-law, such that the fraction of events with∆χ2fit above a
minimum value∆χ2min scales as fdet ∝
(
∆χ2min
)−β
with β > 0
up to some cutoff value, ∆χ2fit,cut, with the distribution drop-
ping off precipitously above this value due to finite-source ef-
fects. This cutoff occurs at lower values of ∆χ2fit for lower
planet masses because as q decreases, the presence of finite-
source effects increasingly hampers our ability to detect the
planetary signals.
Even conservative choices of ∆χ2fit,cut encapsulate ≥90%
of the primary event rate for each number of fields, so we
take the power-law regime to be a robust proxy for the to-
tal microlensing event rate. Because we assume a fixed texp,
tcad∝Nfld, which in turn implies that the number of data points
per unit of time, and thus∆χ2fit, is inversely proportional to the
number of fields∆χ2fit∝N−1fld . As a result, for our approximate
power law form for the cumulative distribution of ∆χ2fit, the
fraction of events with ∆χ2fit >∆χ
2
min scales as fdet ∝ N−βfld .
Finally, we can combine these two results to estimate the
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Figure 15. Primary event rate as a function of the final∆χ2 for each event,
summed across semimajor axis a, for four different numbers of fields using
a value of∆χ2pri,th = 10, denoted by the solid black line. Above∆χ
2
pri,th and
up until some ∆χ2fit cutoff, the event rate obeys a power law whose slope
increases in magnitude with decreasing planet mass. We find that the slope
of this power law increases with Nfld and is steeper for smaller planet masses,
indicating the increasing importance of finite-source effects.
total planet detection rate,
Ndet = Nev fdet ∝ Nα−βfld . (52)
Both α and β are positive for all values of ∆χ2, Nfld, and Mp
we examined. Thus, when α > β, including additional tar-
get fields will increase the planet detection rate, because the
loss in the number of detections due to the poorer sampling
of the planetary perturbations is more than compensated for
by the increase in the number of primary events. On the other
hand, if α < β, then adding more fields will result in a net de-
crease in the number of detected planets since the additional
fields have an optical depth that is sufficiently low that the
increase in the number of primary events they contribute is
overwhelmed by the decrease in planet detections due to the
poorer sampling. If α ' β, the total number of planet detec-
tions is essentially independent of the number of fields. Pic-
torially, we can understand the result of these two competing
effects by examining the morphology of Figure 15. As Nfld in-
creases, the overall∆χ2fit distribution gets shifted up to higher
event rates due to the increase in the number of detected pri-
mary events and to the left to lower values of ∆χ2fit due to the
increase in tcad and thus decrease in the number of data points
and resulting ∆χ2fit per light curve.
The value of β gradually increases as Nfld increases from
Nfld = 1 to Nfld = 13, steepening from β ≈ 0.3 to β ≈ 0.4 for
Mp = 100M⊕ over the range of Nfld, β ≈ 0.4 to β ≈ 0.5 for
Mp = 10M⊕, and β ≈ 0.56 to β ≈ 0.75 for Mp = 1M⊕. This
indicates that the drop-off of planet detection rate with ∆χ2fit
becomes more severe as Nfld increases and as Mp decreases.
Recalling that α≈ 0.45 for 1≤Nfld≤ 9 and α≈ 0.069 for 9≤
Nfld ≤ 13, we see that α< β for for the entire range of Nfld for
Mp = 1M⊕ and that α<β by Nfld≈ 5 for Mp = 10M⊕, causing
the planet detection rate to level off. For Mp = 100M⊕, the
balance is not reached over our range of Nfld. The expectations
based on these approximate analytic scalings are roughly in
accord with the detailed results shown in Figure 14.
Thus we conclude that there is no unique value for the op-
timum number of fields, because the choice that maximizes
the planet detection rate depends on the planet mass. Further-
more, there are additional considerations. In all cases, even
though the planet detection rate may remain roughly constant
or increase slightly as one increases the number of fields be-
yond 2–4, it is clear that these perturbations will be less well
sampled, and therefore less well characterized. Therefore, we
choose four target fields as our fiducial optimal value because
although the detection rates for massive planets may increase
slightly for a larger number of fields, the increase is modest,
the sampling of the perturbations is worse, and these detec-
tions will be less well characterized. Furthermore, we are
more interested in low-mass planets, whose detection rates
and characterizations will be improved for fewer fields.
4.3. Exposure Time
In the absence of overheads (e.g., detector readout time and
telescope slew and settle time), pixel saturation, and system-
atic precision limits, conservation of information dictates that
the exposure time should not affect the total microlensing rate
or the planet detection rate, provided that texp is sufficiently
shorter than the duration of typical magnification features.
However, in reality, the value of texp can significantly affect
both the number and type of microlensing events detected,
given the existence of overheads, saturation, precision lim-
its, and planetary signatures of varying durations. The choice
of texp is, then, a balance between number of data points per
light curve and the resulting uncertainties in the flux measure-
ment, both of which contribute to the ∆χ2 of the event and
ultimately the uncertainties in the derived parameters. We
now investigate the effect of varying texp for a fixed number of
fields. The combined slew, settle, and readout time for KMT-
Net will be tover = 30s, so we investigate the effect that choices
of texp within a factor of several of tover will have on the event
and detection rates.
We run our simulation across the same 3x3 grid of Mp and
a for a range of cadences. In §4.2 we found that a smaller
number of fields is preferable for planets with Mp . 10M⊕.
Higher-mass planets have only a slight increase in detection
rates with more target fields, and that boost would be miti-
gated to some extent by larger parameter uncertainties. We
thus explore cadences of 300, 600, 900, 1200, and 1500s for
1–6 fields.
Figure 16 shows how the primary event rate and planet de-
tection rate for each planet mass Mp, summed across semi-
major axis a, changes as a function of cadence and exposure
time for different numbers of fields. For Mp = 10 and 100M⊕
for Nfld & 4, the event rate increases with exposure time up
to texp ≈ 200s. For texp & 200s, the event rate begins to de-
crease. Smaller numbers of fields, specifically Nfld . 3, show
a steady decline of event rate with texp. For Mp = 1M⊕, the
same structure is present for Nfld & 4, but the decline with texp
for Nfld . 3 is less pronounced.
The drop in event rate as texp decreases for Nfld & 4 arises
from the fact that as texp approaches tover, the total time spent
on a given observation becomes dominated by overhead time,
so fewer photons are collected, driving the measured flux un-
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Figure 16. The upper two panels show the primary event rate as a function
of the cadence tcad (left) and the exposure time texp (right) for five values
of tcad. The lower three rows each represent the planet detection rate for a
different planet mass. Each line represents a different value of Nfld and is
color-coded according to the legend at the top. For all planet masses and
cadences there is a preference for 100. texp/s. 250, where there is a broad
maximum in event rate. In the panels on the right the lines for smaller values
of Nfld continue to gradually decay for higher values of texp.
certainties up and consequently lowering the ∆χ2. The drop
in event rate as texp/tover increases is slightly more subtle.
Though a larger texp decreases the number of data points per
light curve, information should be conserved, as the extant
data points would have reduced noise. However, this gain in
precision is bounded by both the saturation depth of an indi-
vidual pixel, which renders individual data points with suf-
ficiently high flux unusable, as well as the systematic error
floor, which establishes the lower precision limit of the pho-
tometry.
We note that since our simulation does not strongly prefer a
specific choice of texp, any value in the range ∼100–250s ap-
pears to produce equivalent microlensing event and planet de-
tection rates. Given that we do not find evidence for a sharply
optimal exposure time, we choose 120s (4× tover, correspond-
ing to a cadence of 10 minutes for 4 fields) as the fiducial ex-
posure time to minimize noise and maximize number of data
points.
5. FIDUCIAL SIMULATION RUN
Having converged on the field locations, Nfld, and the ex-
posure time texp, we run a set of simulations across a larger
9x17 grid of planet mass and planet-star separation, with
each variable again equally separated in log-space. This grid
spans the range −1.00 ≤ log(Mp/M⊕) ≤ 3.00 and −0.40 ≤
log(a/AU) ≤ 1.20, with 0.50 and 0.10 dex spacing, respec-
tively. In linear units, to which we will refer for the re-
mainder of the text, this corresponds to planet masses of
0.1≤Mp/M⊕ ≤ 1000 and planet-star separations of 0.398.
a/AU . 15.8. For the sake of brevity we will limit each
quoted linear value of Mp and a for all grid points to a maxi-
mum of three significant figures. This grid of Mp and a con-
stitutes our fiducial results, which we take to be a conserva-
tive estimate of the KMTNet event and planet detection rates.
For this final run we implement the methodology described
in Penny (2013) to expedite our simulations. Their Caustic
Region Of INfluence (CROIN) parametrization of binary mi-
crolensing events identifies an area centered on the planetary
caustics outside of which there will be no (detectable) devi-
ation due to the presence of a planetary companion. We use
their CROIN parametrization to avoid modeling events whose
source does not pass through the CROIN but we include high-
magnification events, which have u0 1. We also run a more
optimistic simulation on the same grid, discussed in §6.3, and
anticipate that these two will bracket the microlensing event
rates and planet detection rates that KMTNet will obtain.
After running our full grid of simulations, we find a hand-
ful of cases for which our magnification computation algo-
rithm, described in §3.2.3, fails, yielding data points with in-
correct FSBL magnification according to the known underly-
ing FSBL model. A systematic search reveals that this affects
.10 points for 28 total detections across the grid points for the
three lowest masses, Mp = 0.1, 0.316, and 1M⊕. The sum of
the detection rate for the affected events, from equation (18),
is ∼0.016 for Mp = 0.1M⊕, ∼0.20 for Mp = 0.316M⊕, and
∼0.32 for Mp = 1M⊕, which is only∼2%,∼4%, and∼2% of
the total planet detection rate for the respective planet masses.
Furthermore, after recomputing the magnification and refit-
ting the events we find that in all cases the fractional change
in the value of ∆χ2fit is .20%, and in all but three cases it is
.3%, with none of the events having new values of∆χ2fit that
are below our threshold of 160.
5.1. Planet Detection Rates
Figure 17 shows the annual planet detection rates as a func-
tion of semimajor axis for all planet masses. Here we assume
that each lens star hosts exactly one planet, of the specified
mass, at the specified separation. The detection rate for each
[Mp, a] grid point is calculated via equation (18) and is listed
in Table 8. We compute the uncertainty in the detection rate as
the Poisson fluctuation of each individual event, weighted by
its rate. Thus, the total detection rate for a given combination
of Mp and a is given by equation (18) and its corresponding
uncertainty by
σΓtot =
√√√√ Ndet∑
i=1
Γ2i . (53)
The peak in sensitivity occurs at a ≈ 2.5AU, with statisti-
cal fluctuations for lower planet masses due to low detection
rates. Under the assumption of one planet of the specified
mass, at the specified separation, per star, approximately 76%
of the total planet detections would have Mp & MJup, while
planets with Mp .M⊕ would constitute 4% of the detection
rate.
We then normalize our planet detection rates assuming
an underlying distribution of one planet per dex2 per star
in log(Mp) and log(a). The detection rate as a function of
log(Mp) is approximately a power-law with a slope of ∼0.7.
The slope becomes steeper for Mp .M⊕, likely due to finite-
source effects. We also rescale our planet detection rates ac-
cording to Cassan et al. (2012), who combine the three planet
detections found in PLANET data from 2002–2007 with pre-
vious estimates of the slope of the mass-ratio function (Sumi
et al. 2010) and its normalization (Gould et al. 2010) to derive
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Table 8
Fiducial Planet Detection Rates
a/AU Mp/M⊕ Mp/M⊕ Mp/M⊕ Mp/M⊕ Mp/M⊕ Mp/M⊕ Mp/M⊕ Mp/M⊕ Mp/M⊕
0.100 0.316 1.00 3.16 10.0 31.6 100. 316 1000
0.398 0.00 0.00 0.00 0.00 0.405 1.75 3.92 11.5 53.7
0.501 0.00 0.00 0.0298 0.127 0.994 4.62 8.25 26.6 70.3
0.631 0.00413 0.0221 0.0397 0.511 3.32 7.55 16.7 50.1 104
0.794 0.0100 0.0343 0.0996 1.19 6.75 14.4 37.4 83.9 147
1.00 0.0295 0.182 0.845 2.56 10.2 30.4 62.5 142 209
1.26 0.0256 0.167 1.89 7.89 22.8 38.1 92.4 172 263
1.58 0.0671 0.533 3.06 11.9 21.4 48.4 117 185 338
2.00 0.0788 0.604 2.71 11.9 31.4 54.1 141 243 441
2.51 0.0804 0.546 3.07 9.62 33.4 58.0 124 248 426
3.16 0.152 0.950 3.36 9.47 27.5 56.4 121 221 440
3.98 0.0838 0.616 2.07 7.75 20.9 41.8 103 188 364
5.01 0.0728 0.757 1.77 4.29 10.9 33.5 64.0 149 274
6.31 0.0495 0.272 1.01 2.76 8.19 18.7 42.5 113 188
7.94 0.0478 0.385 0.911 2.48 7.13 10.6 30.4 69.7 132
10.0 0.0373 0.176 0.738 1.03 3.87 7.52 23.6 37.0 88.3
12.6 0.0217 0.151 0.154 1.54 1.94 6.02 18.3 30.3 64.1
15.8 0.0153 0.146 0.242 0.455 1.44 2.91 10.5 18.0 45.4
Note. — Here we assume one planet per star at each grid point.
Figure 17. Planet detection rate as a function of semimajor axis a for dif-
ferent planet masses Mp for the full grid of our fiducial simulations. Here
we have assumed that each lens star hosts exactly one planet, of the specified
mass, at the specified separation. The detection rate increases with planet
mass and peaks at a semimajor axis of a ≈ 2.5AU for all planet masses,
falling off at higher and lower values of a.
a cool-planet mass function:
f [log (a), log (Mp)]≡ dNdetdlog (a) dlog (Mp)
= 10−0.62±0.22
(
Mp
95M⊕
)−0.73±0.17
. (54)
We saturate the cool-planet mass function in equation (54) at
5M⊕, corresponding to ∼2 planets per dex2, as a conserva-
tive approximation that is congruent with the fact that Cassan
et al. (2012) have no measurements below that mass. Fig-
ure 18 shows our planet detection rates as a function of Mp
Figure 18. Planet detection rate as a function of planet mass Mp, summed
across semimajor axis a, for the full grid of our fiducial simulations. The solid
black line represents an assumed planet frequency of one planet per dex2 per
star. The dashed black line represents our predictions for the detection rates
after normalizing to the cool-planet mass function of Cassan et al. (2012),
where we have saturated it at Mp = 5M⊕ (corresponding to ∼2 planets per
dex2). We see that the steep dependence that the detection rates have as a
function of mass assuming one planet per dex2 is nearly exactly canceled out
by the increasing frequency of planets with decreasing planet mass according
to the cool-planet mass function for Mp & 5M⊕. We find that KMTNet will
be approximately uniformly sensitive to planets with mass in the range 5 ≤
Mp/M⊕ ≤ 1000 and will detect∼20 planets per year per dex in mass across
that range. For lower-mass planets with mass in the range 0.1≤Mp/M⊕ < 5
we predict that KMTNet will detect ∼10 planets per year, the rate being
dominated by planets with mass near the upper end of this range.
assuming both an underlying planet population of one planet
per dex2 per star as well as our modified version of the cool-
planet mass function. Interestingly, the steep dependence that
the detection rates have as a function of mass assuming one
planet per dex2 is nearly exactly canceled out by the increas-
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Table 9
Normalized Planet Detection Rates
Mp/M⊕ Ndet a Ndet b
0.100 0.038 ± 0.005 0.08 ± 0.01
0.316 0.28 ± 0.02 0.57 ± 0.04
1.00 1.10 ± 0.05 2.3 ± 0.1
3.16 3.8 ± 0.1 7.8 ± 0.3
10.0 10.6 ± 0.3 13.2 ± 0.4
31.6 21.7 ± 0.6 11.6 ± 0.3
100. 50.8 ± 1 11.7 ± 0.3
316 99.5 ± 2 9.9 ± 0.2
1000 182 ± 4 7.8 ± 0.2
a Here we assume an underlying planet pop-
ulation of one planet per dex2 per star and the
rates are per year.
b Here we apply the cool-planet mass func-
tion of Cassan et al. (2012), where we have
saturated it at Mp = 5M⊕ (corresponding to
∼2 planets per dex2), and the rates are per
year.
ing frequency of planets with decreasing planet mass that is
found by Cassan et al. (2012). This causes the detection rates
to be relatively independent of mass for Mp & 5M⊕. Adopt-
ing equation (54) and saturating it at Mp = 5M⊕, we find that
KMTNet will be approximately uniformly sensitive to planets
with mass in the range 5 ≤ Mp/M⊕ ≤ 1000 and will detect
∼20 planets per year per dex in mass across that range. For
lower-mass planets with mass in the range 0.1≤Mp/M⊕ < 5
we predict that KMTNet will detect ∼10 planets per year, the
rate being dominated by planets with mass near the upper end
of this range. The detection rates as a function of Mp, assum-
ing both one planet per dex2 per star and also applying our
modified version of the cool-planet mass function, are given
in Table 9.
5.2. Parameter Distributions
Figure 19 shows the microlensing event rate as a function
of ∆χ2 for all planet masses. For all planet masses there is
a pileup in the rates just below ∆χ2fit,th, as expected. Above
∆χ2fit,th the distribution follows a power-law across several dex
of ∆χ2 before falling off steeply due to the prominence of
finite-source effects.
Figure 20 shows the planet detection rate as a function
of Ds and Dl for all planet masses. The mean value of Ds
for all planet detections is 8.7kpc, somewhat larger than our
adopted value of the Galactocentric distance, DGC = 8.2kpc.
We also find that the distribution of Dl varies as a function
of planet mass. Lower-mass planets are found around prefer-
entially closer lenses, with the average lens distance decreas-
ing from Dl ≈ 6.3kpc for Mp = 1000M⊕ to Dl ≈ 4.0kpc for
Mp = 0.1M⊕. For a fixed source distance Ds and lens mass Ml ,
smaller values of Dl increase the size of the Einstein ring θE,
from equation (1). The larger the size of θE, the less impor-
tant finite-source effects will be, accentuating the deviations
due to the presence of the planetary companion that are typ-
ically more subtle for lower-mass planets (i.e., lens systems
will smaller mass ratios, q). Consequently, as planet mass de-
creases, or more appropriately, as q decreases, detections will
occur for closer lens systems. The percentage of Bulge ver-
sus Disk lenses correspondingly also depends on planet mass.
The fractions of Bulge and Disk lenses are 52% and 48%, re-
spectively, for Mp = 1000M⊕. But as Mp decreases, the lens
population becomes increasingly dominated by Disk lenses,
Figure 19. Microlensing event rate as a function of∆χ2 for different planet
masses for our fiducial simulations, assuming one planet per star per dex2.
The solid black line shows our initial single-lens fitting threshold ∆χ2init,th =
100, above which the rates drops off sharply. The dashed black line denotes
our final best-fit detection threshold∆χ2fit,th = 160.
with the percentage reaching 68% for Mp = 0.1M⊕.
Figure 21 shows the planet detection rate as a function of
Il , Is, and ∆I ≡ Il − Is for all planet masses. The morphol-
ogy of the source brightness distribution roughly follows that
of the LF, shown in Figure 3. Only 6% of the detection rate
arises from sources with Is < 17, which we take as a crude cut-
off for giant stars. The majority of the detections will come
from fainter sources, with 64% having Is > 20. The bulk of
the detection rate for lower-mass planets comes from brighter
sources, for which the photometric precision is higher, on av-
erage, making it easier to robustly detect lower amplitude per-
turbations. However, the vast majority of detections will suf-
fer from severe blending, with 76% of detections coming from
events with a source that is fainter than the combination of the
lens plus the interloping blend star. Furthermore, a substan-
tial fraction of the lenses will be faint, with 3% of detections
havine Il ≥ 20, making it more difficult to follow-up the lens
systems and obtain direct flux measurements.
Figure 22 shows the planet detection rate as a function of
q and s0 for all planet masses. For a given planet mass, the
spread in q is slightly larger than one dex, corresponding to
the spread in the primary masses we consider. We find that
KMTNet will have moderate sensitivity down to mass ratios
as low as ∼10−6. For planets with mass Mp & 1M⊕, the dis-
tribution of s0 roughly follows a broken power-law with a
change in slope where the instantaneous projected separation
is approximately unity. For s0 < 1 the detection rate is a rela-
tively steep function of s0, scaling roughly as s30. On the other
hand for s0 > 1, the detection rate scaling is less steep, go-
ing roughly as s−20 . The asymmetry in this distribution arises
from the scaling of the size of the planetary caustic(s) with s0.
As shown in Han (2006), for s0  1 each of the two plane-
tary caustics expand as s30 and for s0 1 the single planetary
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Figure 20. Planet detection rate as a function of source distance Ds and
lens distance Dl for different planet masses for the full grid of our fiducial
simulations, assuming one planet per dex2 per star. The mean value of Ds for
all planet detections is 8.7kpc, somewhat larger than our adopted value of the
Galactocentric distance, DGC = 8.2kpc. We also find that the distribution of
Dl varies as a function of planet mass. Lower-mass planets are found around
preferentially closer lenses, with the average lens distance decreasing from
Dl ≈ 6.3kpc for Mp = 1000M⊕ to Dl ≈ 4.0kpc for Mp = 0.1M⊕. For a fixed
source distance Ds and lens mass Ml , smaller values of Dl increase the size
of the Einstein ring θE, from equation (1). The larger the size of θE, the less
important finite-source effects will be, accentuating the deviations due to the
presence of the planetary companion that are typically more subtle for lower-
mass planets (i.e., lens systems will smaller mass ratios, q). Consequently, as
planet mass decreases, or more appropriately, as q decreases, detections will
occur for preferentially closer lens systems. The percentage of Bulge versus
Disk lenses correspondingly also depends on planet mass. The fractions of
Bulge and Disk lenses are 52% and 48%, respectively, for Mp = 1000M⊕.
But as Mp decreases, the lens population becomes increasingly dominated by
Disk lenses, with the percentage reaching 68% for Mp = 0.1M⊕.
caustic shrinks as s−20 .
For low-mass planet with mass Mp . 1M⊕, the behavior
with s0 is qualitatively different from that for more massive
planets. In particular, for s0 < 1, the detection rate for low-
mass planets is strongly suppressed. This is a consequence
of finite-source effects. As shown in Gould & Gaucherel
(1997), when the source is larger than and fully encloses the
two triangular-shaped planetary caustics for s0 < 1, the frac-
tional difference in the magnification from the single lens is
zero, up to fourth order in the source size in units of the plan-
etary Einstein ring radius, ρp ≡ ρq−1/2. On the other hand,
when the source size is larger than and fully encloses the sin-
gle, diamond-shaped planetary caustic that exists for s0 > 1,
the fractional difference in the magnification is 2ρ−2p . There-
fore, in the presence of strong finite source effects, planetary
perturbations for s0 < 1 are much more strongly suppressed
than for s0 > 1 (Bennett & Rhie 1996). Furthermore, for suf-
ficient photometric precision and when ρp 1, the detection
rate for s0 > 1 perturbations may even be enhanced by finite-
source effects, because the cross section for detection is ∝ ρ
rather than∝ q1/2. This is likely the cause of the more gradual
fall-off of the detection rate for low-mass planets for s0 > 1.
Figure 23 shows the planet detection rate as a function of
Figure 21. Planet detection rate as a function of apparent source magnitude
Is, apparent lens magnitude Il , and their difference ∆I ≡ Il − Is for differ-
ent planet masses for the full grid of our fiducial simulations, assuming one
planet per dex2 per star. The morphology of the source brightness distribution
roughly follows that of the LF, shown in Figure 3. Only 6% of the detection
rate arises from sources with Is ≤ 17, which we take as a crude cut-off for gi-
ant stars. The majority of the detections will come from fainter sources, with
64% having Is ≥ 20. The bulk of the detection rate for lower-mass planets
comes from brighter sources, for which the photometric precision is higher,
on average, making it easier to robustly detect lower amplitude perturbations.
However, the vast majority of detections will suffer from severe blending,
with 76% of detections coming from events with a source that is fainter than
the combination of the lens plus the interloping blend star. Furthermore, a
substantial fraction of the lenses will be faint, with 3% of detections havine
Il ≥ 20, making it more difficult to follow-up the lens systems and obtain
direct flux measurements.
u0 for all planet masses. Using u0 as a proxy for peak mag-
nification and taking Amax ≈ u−10 , we find that 79% of events
will have Amax . 10 and 95% of events will have Amax . 100.
Thus, the majority of detections arise from events with rela-
tively low peak magnification, which has significant implica-
tions for the automated fitting routines that will be necessary
to model such large numbers of events expediently.
5.3. Free-floating Planets
We also explore the detection rates KMTNet will obtain for
FFPs. We run a set of simulations across the same mass range
as for bound planets, 0.1 ≤ Mp/M⊕ ≤ 1000, with the same
spacing. For these simulations, we assume the same velocity
distributions as in §3.1.2, applying the lens velocities to the
FFPs. Our sole detection criterion is that the ∆χ2 of each
FFP event from its flux-weighted mean brightness be greater
than 500:
∆χ2FFP ≥ 500. (55)
We choose a higher detection threshold for FFPs than for
bound planets because a much larger sample of light curves
must be searched over a longer time baseline for perturba-
tions from FFPs than bound planets. An example light curve
for an Earth-mass FFP is shown in Figure 24. As with the
light curves for bound planets, the scatter in the photometry
is Gaussian and is solely for the purposes of visualizing the
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Figure 22. Planet detection rate as a function of mass ratio q and instan-
taneous projected separation s0 for different planet masses for the full grid
of our fiducial simulations, assuming one planet per dex2 per star. The dis-
tribution of s0 roughly follows a broken power-law with a change in slope
where the instantaneous projected separation is approximately unity. These
scalings, s30 for s0 < 1 and s
−2
0 for s0 > 1, arise from the dependence of the
size of the planetary caustics on s0, as shown in Han (2006). This behavior
changes for low-mass planets with mass Mp . 1M⊕. While finite-source ef-
fects strongly suppress the detection rates for s0 < 1, they act to potentially
enhance the perturbation for s0 > 1, enhancing the resulting detection rate
(Bennett & Rhie 1996; Gould & Gaucherel 1997).
Table 10
Detection Rates for FFPs
Mp/M⊕ Ndet
0.100 0.043 ± 0.002
0.316 0.371 ± 0.009
1.00 1.47 ± 0.02
3.16 3.73 ± 0.05
10.0 8.6 ± 0.1
31.6 19.7 ± 0.2
100. 46.2 ± 0.5
316 103 ± 1
1000 223 ± 3
Note. — Here we assume
an underlying planet popula-
tion of one planet per star in
the Galaxy and the rates are
per year.
quality of data that KMTNet will actually obtain. The high
cadence of KMTNet produces densely sampled light curves
even for time scales as short as tE ≈ 0.1d. Figure 25 shows
the planet detection rates for FFPs as a function of Mp for all
planet masses, assuming an underlying planet frequency of
one such planet per star in the Galaxy. We find that the de-
tection rate as a function of planet mass to have a slope and
normalization similar to that for bound planets. The detection
rates are given in Table 10, and we predict that, assuming one
FFP per star in the Galaxy, KMTNet will detect ∼100 with
the mass of Jupiter per year and ∼1 with the mass of Earth.
Figure 23. Planet detection rate as a function of impact parameter u0 for
different planet masses for the full grid of our fiducial simulations, assuming
one planet per dex2 per star. The left-most solid black line marks a maximum
magnification of Amax ≈ 100 while the right-most solid black line denotes a
maximum magnification of Amax ≈ 10. We find that 79% of events will have
Amax . 10 and 95% of events will have Amax . 100. Thus, the majority of
detections arise from events with relatively low peak magnification.
Figure 24. An example light curve for an Earth-mass FFP. The top panel
shows the physical, lensing, and observational parameters for this event. We
have included Gaussian scatter in the photometry solely for the purposes of
visualizing the quality of data that KMTNet will actually obtain. This demon-
strates the ability of KMTNet to find FFPs down to the mass of Earth even
for events with low peak magnifications and short time scales.
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Figure 25. Planet detection rate for FFPs as a function of planet mass Mp.
Here we have assumed an underlying FFP frequency of one such planet per
star in the Galaxy. The distribution roughly follows the same power-law as
for bound planets, with a steeper slope for Mp . 1M⊕ due to the prominence
of finite-source effects.
6. EXTRINSIC PARAMETER VARIATION
While we have converged on an optimal set of observational
parameters, discussed in §4, there are other factors that will
also impact KMTNet’s detection rates. Here we examine the
dependence of the detection rates on the number of observa-
tories, to understand the gain in detection rates as the three
KMTNet telescopes successively come online, and the sys-
tematic error floor, ultimately set by the quality of the data
and the photometry pipeline that KMTNet will employ. Fi-
nally, we run a full grid of simulations with a more optimistic
set of assumptions regarding seeing distributions, the system-
atic error floor, the photon rate normalization, and the photo-
metric precision achieved. We believe that this last set of sim-
ulations in conjunction with our fiducial results will bracket
the detection rates that KMTNet will obtain.
6.1. Observatory Chronology
Figure 26 shows the planet detection rates as a function of
the number of observatories, following the order in which the
KMTNet telescopes will come online. The rates have been
summed across all semimajor axes. The rate of increase of
the number of detections shows a dependence on planet mass.
The fraction of planets that are detected by the first obser-
vatory and by the first and second observatories together de-
creases with the planet mass. For Mp = 1000M⊕, 66% of
the planet detections come from CTIO alone, and 86% come
from CTIO in conjunction with SAAO. For Mp = 1M⊕, only
43% of the detections come from CTIO alone, and the frac-
tion of detections that arise from CTIO and SAAO working
in concert has dropped to 73%. For high-mass planets with
Mp & 100M⊕, the planetary perturbation typically lasts sub-
stantially longer than a day (see, e.g., Figure 9), and thus can
be detected from a single site, given sufficient photometric
precision and good weather. In this regime, particularly given
Figure 26. Planet detection rate as a function of the number of observato-
ries for four different planet masses. The rates on the left-hand side of each
plot represent an assumed planet frequency of one planet per dex2 per star.
The rates on the right-hand side of each plot assume the cool-planet mass
function of Cassan et al. (2012), where we have saturated it at Mp = 5M⊕
(corresponding to ∼2 planets per dex2). The red dashed line denotes the
detection rates for our fiducial simulations, which includes all three observa-
tories. The fraction of planets that are detected by the first observatory and
by the first and second observatories together decreases with the planet mass.
For Mp = 1000M⊕, 66% of the planet detections come from CTIO alone,
and 86% come from CTIO in conjunction with SAAO. For Mp = 1M⊕, only
43% of the detections come from CTIO alone, and the fraction of detec-
tions that arise from CTIO and SAAO working in concert has dropped to
73%. For high-mass planets with Mp & 100M⊕, the planetary perturbation
typically lasts substantially longer than a day (see, e.g., Figure 9), and thus
can be detected from a single site, given sufficient photometric precision and
good weather. In this regime, particularly given the cadence and photometric
precision of KMTNet, adding additional observatories will only marginally
increase the total number of detected planets. On the other hand, planets
with mass Mp . 1M⊕ create perturbations that typically last a day or less
(see Figures 10 and 11), and thus for such low-mass planets it is more prob-
able for perturbations to be detected and observed by a single observatory,
approaching the limit that each observatory contributes and equal fraction of
the overall planet detection rate.
the cadence and photometric precision of KMTNet, adding
additional observatories will only marginally increase the to-
tal number of detected planets. On the other hand, planets
with mass Mp . 1M⊕ create perturbations that typically last
a day or less (see Figures 10 and 11), and thus for such low-
mass planets it is more probable for perturbations to be de-
tected and observed by a single observatory, approaching the
limit that each observatory contributes and equal fraction of
the overall planet detection rate. We conclude that, since the
detection rates for the three observatories become more nearly
independent as the planet mass decreases, having the full net-
work is critical for maximizing the low-mass planet yield.
6.2. Systematic Error Floor
Figure 27 shows the planet detection rate as a function of
the systematic error floor, summed across semimajor axis. We
step through the range 0.004 ≤ σsys/mag ≤ 0.02 in steps of
0.001 mag. The value adopted for our fiducial simulations is
0.004 mag, denoted by the dashed red line. Here we see that
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Figure 27. Planet detection rate as a function of the systematic error floor
for four different planet masses. The rates on the left-hand side of each plot
represent an assumed planet frequency of one planet per dex2 per star. The
rates on the right-hand side of each plot assume the cool-planet mass func-
tion of Cassan et al. (2012), where we have saturated it at Mp = 5M⊕ (corre-
sponding to ∼2 planets per dex2). The red dashed line denotes the detection
rates for our fiducial simulations, for which we use a systematic error floor of
0.004 mag. Here we see two trends. First, the slope of the decrease in detec-
tion rate as a function of the photometric precision limit increases as planet
mass decreases. Secondly, the morphology of that dependence becomes more
asymptotic and less linear as planet mass decreases.
the decrease in detections as a function of σsys depends on
mass. Over the range of systematic error floors we consider,
we find that the trend is relatively weak and consistent with
linear for planets with mass Mp ≥ 100M⊕. On the other hand,
for lower mass planets the trend is much stronger and appears
to exhibit an asymptotic behavior toward larger error floors.
In particular, the fraction of detections that remain even for
the highest value (0.02 mag) of the systematic floor is 86%
for Mp = 1000M⊕, but drops to 51% for Mp = 1M⊕.
This behavior is analogous to that seen in the distribution of
∆χ2 values for the detected planets shown in Figure 19, where
the low-mass planets produce perturbations with a steeper dis-
tribution of ∆χ2 than high-mass planets. Both trends are
likely a consequence of the underlying spectrum of planetary
perturbations that is being probed in the simulations. In par-
ticular, the bulk of the detections from high-mass planets arise
from perturbations that have lower amplitudes and longer time
scales. Such perturbations have very broad but shallow sig-
nals, and thus the detection rate is less sensitive to the pre-
cise value of systematic error floor or threshold ∆χ2. On the
other hand, the detectable signals from smaller-mass planets
are more often due to short-duration but high-amplitude per-
turbations. The spectrum of such perturbations is narrow and
steep, and thus the detection rate is more sensitive to the sys-
tematic error floor or detection threshold.
6.3. Optimistic Simulation Run
We also run a set of simulations across the same 9x17 grid
of Mp and a and with the same spacing, this time using a set
Table 11
Optimistic Site-dependent
Seeing Distribution
Parameters
Site min. µ σ
CTIO 0.5 0.80 0.16
SAAO 0.6 0.92 0.20
SSO 0.6 1.2 0.40
Note. — All values are in
arcseconds.
of more optimistic input assumptions to bracket the planet de-
tection rates that KMTNet will obtain. For these simulations
we
• decrease the assumed value of the systematic error
floor, from σsys = 0.004 mag to σsys = 0.002 mag,
• remove the extra component of the smooth background
of µI = 18.8 mag/′′, discussed in §3.3.2, that we had
previously included to match OGLE’s photometric un-
certainties, which were higher than expected due to ad-
ditional noise of unknown origin,
• adopt seeing distributions that approximate the native
seeing of each site, shown in Table 11, and
• implement a photon rate normalization, derived below,
that yields a photon rate of 9.25 γ˙ for I = 22.
Here we derive the simplified theoretical photon rate nor-
malization that we employ for the optimistic simulations. We
compute the rate of detected photons for a star with an appar-
ent magnitude of I = 22 as
γ˙I=22 = fI=22 ·Eλeff,I ·∆λI ·AKMTNet ·T E ·QE ·AE, (56)
where fI=22 is the flux per unit wavelength of a 22nd mag-
nitude star, Eλeff,I is the energy of a photon with a wave-
length equal to the effective wavelength λeff of the Cousins
I-band filter,∆λI is the width of the Cousins I-band filter, and
AKMTNet is the effective collecting area of KMTNet. The last
three terms encapsulate assumptions made about the photon
loss rate from the top of the atmosphere to the production of a
photoelectron. Here T E is the telescope efficiency, QE is the
I-band quantum efficiency of a given pixel on the KMTNet
CCD, and AE is the atmospheric extinction.
Using these and the flux received from a 0-magnitude
star through the Cousins I-band filter, fI=0 = 112.6 ·
10−11 erg s−1 cm−2 Å
−1
(Bessell et al. 1998), we obtain the flux
for a star with I = 22: fI=22 = 1.785 · 10−18 erg s−1 cm−2 Å−1.
From Bessell (2005) we obtain λeff,I = 7980Å, making Eλeff,I =
2.491 · 10−12 erg γ−1, and ∆λI = 1540Å. The effective diam-
eter of the clear aperture of each KMTNet telescope is 1.6m,
given in Table 1, yielding AKMTNet = 20106.2 cm2. Finally,
we adopt T E = 0.662, given in Table 1, and QE = 0.7, listed
in Table 2. While in reality AE depends on the airmass of a
given observation, we make the simplifying assumption that
it is constant and use a slightly pessimistic value of AE = 0.9.
Together these give a naive theoretical photon rate normaliza-
tion of
γ˙ = 9.25 ph/s ·10−0.4(I−22.0), (57)
which is a factor of ∼2 higher than the empirical rate and
which we use for our optimistic simulations.
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Figure 28. Planet detection rate as a function of planet mass Mp, summed
across semimajor axis a, for the full grid of our optimistic simulations. The
solid black line represents an assumed planet frequency of one planet per
dex2 per star. The dashed black line represents our predictions for the detec-
tion rates after normalizing to the cool-planet mass function of Cassan et al.
(2012), where we have saturated it at Mp = 5M⊕ (corresponding to∼2 plan-
ets per dex2). The grey points and lines represent the detection rates for our
fiducial simulations, also shown in Figure 18. As with our fiducial detec-
tion rates, we see that the steep dependence that the optimistic detection rates
have as a function of mass assuming one planet per dex2 is nearly exactly
canceled out by the increasing frequency of planets with decreasing planet
mass according to the cool-planet mass function for Mp ≥ 5M⊕. For the
highest-mass planets with Mp = 1000M⊕, the detection rate is roughly two
times larger for the optimistic simulations than for our fiducial simulations.
This boost factor increases monotonically as planet mass decreases, result-
ing in a gain in detection rate by a factor of ∼10 for the lowest-mass planets
with Mp = 0.1M⊕. This trend is likely a result of the evolution of the de-
pendence of the detection rate on the photometric precision limit shown in
Figure 26, given that the optimistic simulations have a systematic error floor
that is half of the value assumed for the fiducial simulations, coupled with the
improved photometric precision arising from the removal of the additional
smooth background component.
Figure 28 shows the planet detection rates as a function of
planet mass for our optimistic simulations, summed across
semimajor axis. For Mp = 1000M⊕ our optimistic assump-
tions result in an increase in planet detection rates by a fac-
tor of ∼2 over the fiducial results. This increase in the ra-
tio of detection rates rises to ∼4 for Mp = 1M⊕ and ∼10 for
Mp = 0.1M⊕. These results show that even modest improve-
ments in technology over that used by the extant generation
of observational microlensing that boost the photon rate, de-
crease the systematics, and limit the background noise lead
to an significant increase in KMTNet’s planet detection rates,
particularly for low-mass planets.
7. DISCUSSION
If our fiducial and optimistic simulations reasonably
bracket the expected KMTNet detection rates, we find that
KMTNet will substantially increase the annual detection rates
of exoplanets via gravitational microlensing. Adopting the
cool-planet mass function of Cassan et al. (2012) and leveling
it off at Mp = 5M⊕ (corresponding to∼2 planets per dex2), we
find that the slope of the mass function almost exactly cancels
Figure 29. Planet mass Mp as a function of semimajor axis a for known
exoplanets as of 29/May/2014. The data for planets discovered via transits or
RV come from http://exoplanets.org while the data for planets discovered via
microlensing, imaging, or timing come from http://exoplanet.eu. The thick
solid green line marks the KMTNet detection contour of 10 planets per year
while the thick dashed green line represents the KMTNet detection contour
for one planet per year, both assuming that each lens star hosts exactly one
planet, of the specified mass, at the specified separation. The thick horizontal
green dashed line denotes the mass at which KMTNet will detect one FFP
per year, assuming one such planet per star in the Galaxy. KMTNet will
significantly augment the number of known exoplanets near and beyond the
snow lines of their host stars, facilitating synoptic studies of exoplanet demo-
graphics across an unprecedented range in both planet mass and planet-star
separation.
the power-law slope of detections as a function of mass that
we find with our simulations. For Mp & 5M⊕, the regime in
which we believe our rates to be robust and less sensitive to
small number statistics, the detection rate is roughly flat, in-
dicating that KMTNet will detect approximately ∼20 planets
per year per dex in mass across this range. For lower-mass
planets with mass 0.1 ≤ Mp/M⊕ < 5, we predict KMTNet
will detect ∼10 planets per year.
Figure 29 shows all known exoplanets7, color-coded by dis-
covery technique. We overlay contours for our fiducial KMT-
Net detection rates of one and 10 planets per year for bound
planets, assuming that each lens star hosts exactly one planet,
of the specified mass, at the specified separation, and show
the planet mass at which the detection rate for FFPs is ap-
proximately unity, assuming one such planet per star in the
Galaxy. Even for our more conservative set of assumptions
we find that KMTNet’s annual detection rate will significantly
augment the sample of known planets at planet-star distances
near and beyond the snow line, and will do so even for planets
less-massive than Earth. This explosion in the microlensing
detection rate will complement the Kepler transiting planet
population, specifically at semimajor axes of a few AU all the
way down to Earth-mass planets, allowing for studies of the
demographics of exoplanets across a range of over four dex
in mass and three dex in separation. Furthermore, we predict
7 Data are taken from http://exoplanets.org and http://
exoplanet.eu as of 29/May/2014
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that KMTNet will have the ability to detect FFPs with mass
below that of the Earth, providing a statistically large sample
with which to improve our understanding of their prevalence
within the Galaxy.
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A. OPTICAL DEPTH COMPARISON
In this appendix we compare the optical depth predicted
by our Galactic model to that measured in recent microlens-
ing studies. Figure 30 shows the optical depth τ as a func-
tion of Galactic latitude as measured from RCG stars from
the MACHO (Popowski et al. 2005), OGLE-II (Sumi et al.
2006), EROS (Hamadache et al. 2006), and MOA-II (Sumi
et al. 2013) surveys, as well as a simple linear fit to these
combined data. To compare to these results, we also show the
optical depth produced by our model in the range −5.25 ≤
b/deg ≤ −1.75 with spacing of 0.25 degrees, averaging τ
across −1.0 ≤ l/deg ≤ 4.0, with 0.5 degree spacing, at each
value of b. Our gradient of τ with b is slightly less steep
than that found by a simple linear fit to the RCG microlens-
ing survey data. For the inner survey fields of b & −3, which
constitute the majority of the event rate, our model under-
estimates the optical depth as inferred from RCGs by up to
∼ 50%, and thus underestimates the event rate by a similar
factor. Also shown are the optical depths as measured using
all sources from the MOA-II survey (Sumi et al. 2013). At
higher Galactic latitudes of b∼ −1.5, these optical depths are
∼30-70% larger than the RCG optical depths measured in the
same fields, driven by the peak in the event rate per square
degree per year that they find at (l,b) ≈ (1.0,−2.5) (see their
Figures 3 and 12). While we acknowledge that these results
would affect our detection rates, we assert that it would not
have an impact with regard to the lack of a clear preference
for the tiling of the observational fields, because the shifts be-
tween the fields are not substantial and the tilings generally
cover similar regions of the inner Bulge. On the other hand, it
is possible that the steep gradient in the event rate implied by
these results would have an appreciable effect on our chosen
optimal number of fields. However, we argue that, given the
substantial uncertainties in the measured optical depths and
event rates, the prudent strategy is to initially monitor the four
fields we have advocated here. The results of this initial sur-
vey can then be used to more accurately determine the event
rate in these fields, and this information can then be used to
further optimize a second phase of the KMTNet survey. In-
Figure 30. Optical depth as a function of absolute Galactic latitude. All
points except the grey ones represent RCG-derived measurements of τ . The
dashed black line is a best-fit to the combined MACHO, OGLE, EROS, and
MOA data. The solid black line is the optical depth of our Galactic model,
in steps of 0.25 degrees in b, averaged over −1.0 ≤ l/deg ≤ 4.0, with 0.5
degree spacing. The discrepancy between our model and the best-fit would
correspondingly affect our event rates. The grey points show the optical depth
derived using all sources in the MOA-II catalog, and increases more steeply
toward higher Galactic latitude.
deed, it may be useful initially to monitor a dozen or so addi-
tional “outrigger” fields with a much lower cadence, in order
to map the event rate over a much larger area of the bulge.
B. ONLINE LIGHT CURVE ATLAS
In this appendix we describe a large-scale atlas of light
curves we have created to facilitate visualization of and im-
prove intuition about the planetary systems that we predict
KMTNet will detect. For each grid point combination of
planet mass Mp and planet-star separation a we have gener-
ated dozens of light curves from a random selection of the
detections. Figure 31 shows an example for a detection with
Mp = 0.5M⊕ and a = 2.51AU. Each figure has five panels.
The middle panel contains an overview of the light curve that
shows the overarching magnification structure of the primary
event and, when of sufficient amplitude, the deviation due to
the planet. We have included Gaussian scatter in the photom-
etry solely for the purposes of visualizing the quality of data
that KMTNet will actually obtain. The second panel from
the bottom shows the planetary perturbation in greater detail
with curves for three different models — the FSBL model
about which the data are scattered, the PSBL model to indi-
cate the effect a finite source has, and the best-fit single-lens
model, either PSSL or FSSL as determined by our simulation
in §3.2.4. The lowest panel shows the residuals and models
over the same temporal range as the second panel. The fourth
panel contains two plots that show an overview and a detailed
version of the geometry of the event, including the lensing
masses, the caustic(s), and the source trajectory and size. The
top panel shows the physical, lensing, and observational pa-
rameters for the event.
From Is, Il , Iint, and an estimate of the peak magnification
28 Henderson, et al.
Figure 31. An example light curve from our online atlasa. The middle
panel contains an overview of the magnification of the event as a function of
time, with the data color-coded to the respective observatories from which
they were taken. We have included Gaussian scatter in the photometry solely
for the purposes of visualizing the quality of data that KMTNet will actually
obtain. The second panel from the bottom highlights the planetary perturba-
tion in greater detail and also includes the curves for three different models.
The solid black line represents the FSBL model, about which the data are
scattered. The dashed dark grey line shows the PSBL model, indicating the
effect of a finite source. The dotted light grey line represents the best-fit
single-lens (SL) model, either PSSL or FSSL as determined by our simu-
lation in §3.2.4. The lowest panel shows the residuals and models over the
same temporal range as the second panel. The fourth panel contains two plots
that show an overview (left) and a zoomed-in version (right) of the geometry
of the event. Here the blue circles represent the primary lensing mass (left)
and planetary companion (right). The absolute sizes of the lensing masses are
arbitrary but the radius of the primary is fixed while the radius of the planet
scales as log(q). The origin is located at either the center of mass (if s0 < 1)
or photocenter (if s0 > 1) of the lens system. The orange curves represent the
caustic(s) while the black line and arrow together specify the source trajec-
tory. In the right plot of the fourth panel the purple open circle is the source,
scaled appropriately, centered on the time of the maximum deviation of the
observed light curve. The top panel shows the physical, lensing, and obser-
vational parameters for the event. We have generated dozens of such figures
for a random selection of planet detections for each grid point combination
of planet mass Mp and semimajor axis a.
aTo view the light curve atlas in its entirety, please visit http://www.
astronomy.ohio-state.edu/~henderson/kmtnet_lcatlas
from the bottom panel it is possible to estimate the max-
imum brightness of the event. It is also possible to esti-
mate by-eye from where the signal of the planet arises, both
in time and in the source plane with respect to the caus-
tics, and to estimate the ∆χ2. To view the light curve at-
las in its entirety, please visit http://www.astronomy.
ohio-state.edu/~henderson/kmtnet_lcatlas.
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