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Non-stationary financial time series with regime-switch-point inside are fre-
quently encountered by researchers, which pose difficulty in accurately estimating
the parameters when some parametric models are applied. This inaccuracy would
create non-ignorable risk in financial risk management when financial data are in
concern, especially at the time when market volatility is high. To deal with such
feature, the adaptive regime-switch-point detection technique is developed. Howev-
er, the existing approach is largely based on univariate time series and the model
set-up is rather restrictive. In this thesis, a new adaptive local model selection
technique is developed which is based on multidimensional time series, namely,
the realized covariance matrix process is modeled under the framework of adap-
tive local model selection. Concurrently with the local model selection procedure,
Summary vii
the dimension reduction technique (using the common principal component anal-
ysis) and a local adaptive VAR model are applied to the modeling of the realized
covariance matrix process. The combined approach generates satisfying model pa-
rameter estimation results and good financial risk metric measures when applied
to financial data set.
The work in this thesis contains two parts. First part (Chapter 1 and Chapter
2) discusses the non-stationary feature embedded in the financial time series and
establishes the dimension reduction and the adaptive VAR approaches under the
framework of the realized covariance matrix process modeling. For the dimension
reduction technique, first a vector series containing the driving factor of the realized
covariance matrix process is extracted from the realized covariance matrix process.
Through this procedure, effectively the dimension is reduced from d(d + 1)/2 to
just d (d is the dimension of the realized covariance matrix). Then the adaptive
local VAR model is applied to the vector series to dynamically determine the
past homogeneous time interval which contains no regime-switch-point. The aim
of the adaptive parameter estimation procedure is to achieve an optimal tradeoff
between small modeling bias and small estimate variability at the same time, which
is a key advantage of this approach over other convectional parameter estimation
methodologies.
The second part of the thesis deals with simulated data and real data set when
applied with the aforementioned dimension reduction and the adaptive local VAR
model. By comparing the parameter estimation and time series forecasting accu-
racy results of the proposed method to other conventional multivariate volatility
process models, both simulation and real data analysis unambiguously show the
superior performance of the adaptive local model selection technique over the rest
Summary viii
models. In addition, a financial risk measure (VaR) commonly adopted by finan-
cial institutes is calculated using real financial data set (Dow Jones 30 Industri-
al Average Index). The adaptive procedure clearly outperforms its non-adaptive
counterpart. All the data analysis results show that the proposed multidimen-
sional adaptive parameter estimation methodology is a promising aspect for future
development in other areas (such as bioinformatics, signal processing, etc) other
than its financial application exploited in this thesis.
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1CHAPTER 1
Introduction
Multivariate volatility models are important for both economic and econometric
reason. Knowledge of correlation structures is vital in many financial application-
s, such as asset pricing, optimal portfolio risk management, and asset allocation.
Generally speaking, multivariate volatility modeling improves decision tools in var-
ious financial areas. Moreover, as financial volatility change in similar way across
different assets and markets, modeling volatility in a multivariate framework can
lead to greater statistical efficiency compared with modeling each volatility process
individually.
However, similar to other financial time series, multivariate volatility process
2exhibits non-stationary features such as the volatility clustering effect and regime-
switch behavior induced by market fluctuations. If a parametric model is applied to
a multivariate volatility process under the stationarity assumption, it may generate
non-ignorable inaccuracy in its parameters estimation. The inaccuracy may create
significant impediment for risk management of financial institutions when the para-
metric model is used to generate value at risk (VAR), financial assets allocation
and so on. The existing method to overcome the problem is to apply a switch-
point-detection technique to identify a homogeneous interval where a stationary
parametric model can be applied. However, the technique is rather restrictive and
generally univariate-oriented. In this thesis, a new multivariate adaptive regime-
switch-point-detection technique is developed and applied to multivariate volatility
process (realized covariance matrix process), which generates good parameters esti-
mation and multi-step-ahead condition covariance matrix forecasting results using
both simulated and real data analysis, as compared to other conventional multi-
variate volatility models. It also demonstrates good performance in estimating the
VAR values for risk management purpose. Overall, the new adaptive technique
is a powerful tool in model parameter estimation and forecasting for covariance
matrix process under non-stationary circumstance.
In the following the conventional multivariate volatility models are discussed in
the first half of the introduction chapter and the rational of the proposed adaptive
3technique will be presented in the second half of the introduction chapter.
A general multivariate volatility model can be formulated as follows: for a
vector process such as stock daily returns {xt} with dimension d × 1. Equipped
with the σ field denoted by Ft−1 generated by the past information up to time
t− 1, define a finite vector of parameters by θ from a parameter space Θ, we can
write:
xt = µt + εt






t (θ) is a d×d positive definite matrix. In addition, the first two moments
of the d× 1 random vector zt are as follows:
E(zt) = 0
V ar(zt) = Id
where Id is the identity matrix of dimension d. Given the above set-up, it is
easy to show that the conditional variance matrix of xt is indeed Ht (we omit the
parameter set θ for simplicity):








As shown above, H
1/2
t is any d × d positive definite matrix such that Ht is
the conditional variance matrix of xt. To obtain H
1/2
t , the Cholesky factorization
technique may be applied. Both Ht and µt processes are modeled by the unknown
parameter vector θ, which can in most cases be split into two disjoint parts, one for
µt and one for Ht (note that although the Ht parameters generally do not affect
the conditional mean, the conditional mean parameters can enter the conditional
variance specification through the residuals). An exceptional case where this is
not true is that of GARCH-in-mean models, where µt is functionally dependent
on Ht. In this thesis, the focus is to model the covariance matrix process; hence,
the model of conditional mean vector process is taken for granted. For example,
it may be handled through a vectorial autoregressive moving average (VARMA)
specification applied to the process xt. Below I will describe several important
multivariate volatility models in the literature.
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1.1 Overview of multivariate volatility models
1.1.1 Vector volatility model
One category of multivariate volatility model attempts to write the conditional
covariance matrices in vector form and then apply a univariate GARCH-type model
to the vector process. One typical example is the VEC model of Bollerslev, Engle
and Wooldridge (1988). In the most general VEC model, as a direct extension
of the univariate GARCH model, each element of Ht is a linear combination of
the lagged squared errors, cross-products of errors and lagged values of its own
elements. The VEC(1, 1) model is defined as:






The notation vech(·) is the so-called ”vectorization” operator that stacks the
lower triangular portion of a d× d matrix as a d(d+ 1)/2× 1 vector. A and B are
square parameter matrices of order d(d+ 1)/2, and c is a (d+ 1)d/2× 1 parameter
vector.
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The major difficulty of applying the general VEC model is the over-parameterization
problem, which causes the estimation infeasible for high-dimension cases. For ex-
ample, the number of parameters is d(d + 1)(d(d + 1) + 1)/2 (e.g., for d = 3, it
is equal to 78), which implies that, in practice this model is useful only in the
bivariate case.
To overcome this problem, some restrictions on the parameter space have to
be imposed. Bollerslev et al. (1988) suggest the diagonal VEC (DVEC) model, in
which the A and B matrices are assumed to be diagonal, and each element hijt is
restricted to depend only on its own lag and on the previous value of εitεjt. This
restriction reduces the number of parameters to 3d(d + 1)/2 (e.g., for d = 3, it is
equal to 18). Even with this diagonality restriction, high-dimensional covariance
matrix modeling remains difficult to implement because the model is still heavily
parameterized.
Besides the over-parametrization problem, another drawback of the DVEC
model and VEC model is that the resulting conditional variance matrices may not
be positive definite. To ensure that the conditional variance matrices constructed
by the DVEC model are positive definite, there are certain conditions imposed on
the parameters. The necessary and sufficient conditions can be derived by express-
ing the model in terms of Hadamard products (denoted by ; if A = (aij) and
B = (bij) are both m × n matrices, then A  B is the m × n matrix containing
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element-wise products aijbij). Define the symmetric d× d matrices A∗,B∗ and C∗
as the matrices implied by the relations A = diag[vech(A∗)], B = diag[vech(B∗)]
and c = vech(C∗). The diagonal VEC model can thus be written as follows:
Ht = C
∗ + A∗  (εt−1ε′t−1) + B∗ Ht−1 (1.2)
Attanasio (1991) shows that Ht is positive definite for all t given that C
∗,
A∗, B∗ and the initial variance matrix H0 are all positive definite. The Cholesky
decomposition of A∗,B∗ and C∗ can be used to impose the conditions easily. It
is noted that for a simpler version of the DVEC model such that the A∗ and B∗
matrices are rank-one matrices, or a positive scalar times a matrix consisting of all
ones, the conditional covariance is also guaranteed to be positive definite.
To make it easier to guarantee the positivity of Ht in the VEC model without
imposing strong restrictions on the parameters, Engle and Kroner (1995) propose a
new specification for Ht in which the positiveness of Ht is easily guaranteed. This
is the so-called BEKK model (the abbreviation comes from the joint work on mul-
tivariate volatility models by Baba, Engle, Kraft and Kroner). The BEKK(1, 1, K)



















where C∗, A∗k and B
∗
k are d× d matrices but C∗ is upper triangular.
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The summation index K specifies the complexity of the model. It can be seen
that the BEKK model is a special case of the VEC model. One advantage of




k,11 and the diagonal
elements of C∗ are positive. However, the model contains many parameters that
have no direct impact on εt−1 or Ht−1. In other words, it is difficult to interpret
the parameters of the the BEKK model.
The number of parameters in the simplest BEKK(1,1,1) model is d(5d+ 1)/2.
It has been shown that many parameters of the BEKK model are statistically
insignificant, demonstrating the over-parametrization problem. One can impose
a diagonal restriction on A∗k and B
∗
k, similar to the DVEC model, to reduce this
number. The consequence is that the model is then transferred to a DVEC model
and becomes less general. The positiveness is guaranteed for the diagonal BEKK
(DBEKK) model, but not for the DVEC model. The DBEKK model has fewer
model parameters than the DVEC model does. This difference can again be easily
checked in the bivariate model: the DVEC model contains 9 parameters, whereas
the DBEKK model contains only 7 parameters. This is because the parameters
governing the dynamics of the covariance equation in the DBEKK model are the
products of two identical diagonal matrices. Similar to the scalar VEC model,
another way to reduce the number of parameters is to use a scalar form of the
BEKK model, that is to restrict A∗k and B
∗
k to be equal to a scalar times a matrix
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of ones.
Another concern of the VEC and BEKK models is the covariance stationarity.
It is required that the eigenvalues of A + B be less than one in modulus to achieve
the stationary condition. Given the VEC model specification, it can be shown
that the long-term unconditional variance matrix Σ (which is equal to E(Ht)) is
vech(Σ) = [Id∗ − A − B]−1c , where d∗ = d(d + 1)/2. Similar expressions can
be obtained for the BEKK model. The analytical expressions of the fourth-order
moments of the general VEC model are provided by Hafner (2003).
Kawakatsu (2001) uses the Cholesky factor GARCH model as a representation
of the VEC model rather than the BEKK model to guarantee the positivity of Ht.
Instead of modeling Ht directly, he specifies a model on Lt = H
1/2
t . In this way,
the resulting Ht is always positive definite with no restrictions imposed on the
parameters. The main drawbacks are that the order of the series in xt matters and
that it is hard to interpret the parameters under this scheme. The models proposed
by Gallant and Tauchen (2001) and Tsay (2002) adopt a similar approach which
is also based on the Cholesky decomposition of the covariance matrices Ht.
For other vector volatility models similar to the VEC and BEKK models, Risk-
metrics (1996) proposes the multivariate exponentially weighted moving average
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model (EWMA), which is an extension of the IGARCH-type model from the uni-
variate case. The motivation for the multivariate EWMA model is that practition-
ers often find that the volatility process under study is very close to the unit root
case. The model is defined as the follows:
hij,t = (1− λ)εi,t−1εj,t−1 + λhij,t−1
If we write the model in terms of VEC form in 1.1:
ht = (1− λ)ηt−1 + λht−1
which is a scalar VEC model. The decay factor λ is set to 0.94 for daily data and
0.97 for monthly data by Riskmetrics. The ease of implementation in practice is
the main merit of the model. However, It is difficult to justify the rule that every
component in a multivariate GARCH model follows the same dynamic regardless
of which data are used. In addition, the value of the decay factor is not estimated
but suggested by Riskmetrics, so it may not be suitable for every circumstance.
Overall, the vector volatility model, such as the VEC or even the BEKK model,
has the weakness of many unknown parameters needed to be estimated, even after
applying several restrictions, such as diagonalization. As a result, those models
are only feasible when the number of dimension of concern does not exceed 3 or 4.
Factor and orthogonal models bypass this difficulty by lowering dimensionality or
imposing a common dynamic on all of the elements of Ht, which results in more
parsimonious models.
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1.1.2 Factor GARCH (F-GARCH) model
Engle, Ng and Rothschild (1990) proposes that the co-movement of the asset
returns is driven by a small number of common underlying variables called ’factors’.
On the basis of this idea, Bollerslev and Engle (1993) specify a parametrization
to model the common factors in conditional variance Ht modeling. The factor
model proposed can be considered as a particular case of the BEKK model. In
the example of Lin (1992), the BEKK(1,1,K) model can be rewritten as a F-
GARCH model with K factors, denoted by the F-GARCH (1,1,K) model under
the condition that A◦k and B
◦
k are matrices of rank-one and have the same left and













0 for k 6= i




wkn = 1 (1.6)
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The conditional covariance matrix Ht can be written as the follows if we define
define Ω = C∗
′
C∗:


















The above K-factor GARCH specification implies that the time-varying part
of Ht has reduced rank K. However, the Ht remains of full rank d because Ω is
assumed to be positive definite. Restriction 1.6 is only needed for identification pur-
poses. The vector λk and the scalar w
′
kεt (denoted by fkt hereafter) are also called
the kth factor loading and the kth factor, respectively. The F-GARCH(1, 1, 1)
model has d(d+ 5)/2 parameters. In 1.7, the expression inside the brackets can be
replaced by other univariate GARCH specifications.































where the parameter vectors λk = (λk1, λk2, . . . , λkd)
′ and wk are d×1 vectors while
α2k and β
2




kHtwk, the 1.8 can be written
in a more familiar way as:




2t ∀i, j = 1, . . . , d (1.9)








k,t−1 k = 1, 2 (1.10)
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where τij = ωij − λ1iλ1jω1 − λ2iλ2jω2, ωk = w′kΩwk and ωij is the ijth element of
Ω. In this way, σkt is defined as a univariate GARCH(1, 1) model. The persistence




k) and can also be
interpreted as common persistence. In other words, the dynamics of the elements









where Ω∗ = Ω − λ1λ′1ω1 − λ2λ′2ω2. Note that Et−1(f1tf2t) = w′1Ωw2 because
w′kλl = 0 for k 6= l; see 1.5. This result implies that in the case of more than one
factor the conditional covariance between any pair of factors is time invariant.
Another way to express the two-factor model described is as the follows:
εt = λ1f1t + λ2f2t + et
where et denotes the innovations with constant variance matrix and uncorrelated
with either of the two factors. Each factor fkt has zero conditional mean, and its
conditional variance resembles a GARCH(1, 1) process. Hence, the K-factor model
can be expressed as:
εt = Λft + et (1.12)
where Λ is a matrix of dimension d×K and ft is a K×1 vector. A factor is defined
as observable if it is specified as a function of εt. For example, in 1.8, the factor
fkt is observable since it is defined as w
′
kεt.
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The full-factor multivariate GARCH (FF-GARCH) model introduced by Del-
laportas and Politis (2003) is a variant of the F-GARCH model discussed above.
The definition of the full-factor model is given below:
Ht = WΣtW
′ (1.13)
where W is a d×d triangular parameter matrix with diagonal elements of all ones
and the matrix Σt = diag(σ
2




i,t is the conditional variance of
the ith factor; namely, the ith element of W−1εt can be separately defined as any
univariate GARCH model. In general the W is similar to Λ in 1.12 but with a
factor dimension of d rather than K.
By construction, Ht is always positive definite. It is noted that the order in
the time series xt is relevant due to the triangular structure of W. The condition
that the diagonal elements of W are all 1 reduces the number of parameters that
must be estimated if σ2it contains a constant term.
Rigobon and Sack (2003) propose a structural form of the multivariate GARCH
model where the conditional variances of the innovations are jointly specified. The
structural form implies a number of conditions on the functional form of the condi-
tional variances of the innovations, which results in less parametrization than the
corresponding VEC model counterpart. The detailed model specification is as the
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follows:








Ψ is a vector of constants, Φ(L) is a lag function that controls the lags of the
endogenous variables xt, zt denotes the exogenous variables and ηt represents the
’structural shocks’ to the system for which a structural multivariate GARCH model
is specified.
The orthogonal GARCH (O-GARCH) model is similar to the latent factor
model as it constitute the linear combination of several univariate models, each of
which each is a standard or non-standard GARCH-type model, such as EGARCH,
APARCH, FIGARCH and so on. Under the framework of the O-GARCH model,
the observed data are assumed to be generated by an orthogonal transformation of
d (or fewer) univariate GARCH processes. The linear transformation matrix is the
orthogonal matrix obtained from the eigenvectors of the population unconditional
covariance matrix of the standardized returns. The most general assumption re-
garding the transformation matrix is that it must be invertible. The O-GARCH
model can be considered as a factor model with the univariate GARCH-type pro-
cess as its factors.
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In the model set-up of Kariya (1998) and Alexander and Chibumba (1997), the
d× d time-varying variance matrix Ht is generated by m ≤ d univariate GARCH
models. The O-GARCH (1, 1,m) model is defined as:
V−1/2εt = ut = Λmft (1.14)
where V = diag(v1, v2, . . . , vd), vi the population variance of εit, and Λm is the
linear transformation matrix with dimension d×m given by:
Λm = Pmdiag(l
1/2
1 . . . l
1/2
m )
with l1 ≥ . . . ≥ lm > 0 being the m largest eigenvalues of the population correlation
matrix of ut, and Pm being the d×m matrix of associated (mutually orthogonal)
eigenvectors. The vector ft = (f1t . . . fmt)
′ is a random process such that:
Et−1(ft) = 0 and V art−1 = Σt = diag(σ2f1t, . . . , σ
2
fmt)
σ2fit = (1− αi − βi) + αif 2i,t−1 + βiσ2i,t−1 i = 1, . . . ,m
Hence,
Ht = V art−1(εt) = V1/2VtV1/2 where Vt = V art−1(ut) = ΛmΣtΛ′m
The parameters of the model are V,Λm and the parameters of the GARCH factors
(αi’s and βi’s). The number of parameters for the O-GARCH model is d(d+ 5)/2
(if m = d). Normally V and Λm are replaced by their sample counterparts, and
PCA is applied to the standardized residuals uˆt to determine m. It has been
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shown in Alexander (2001) that the main strength of the O-GARCH model is its
use of a small number of principal components compared with the original large
dimension of asset returns. However, the resulting conditional covariance matrix
has reduced rank (if m < d), which may cause problems if the inverse of Ht needs
to be computed.
A further relaxation can be made regarding the orthogonality condition as-
sumed in the O-GARCH model. In van der Weide (2002) propose the generalized
orthogonal GARCH (GO-GARCH) model, where the matrix Λ in the relation
ut = Λft is assumed to be square and invertible rather than orthogonal. The ma-
trix Λ hence has d2 parameters and need not to be triangular as specified in the
model of Vrontos et al. (2003) in the definition 1.13.
The GO-GARCH(1, 1) model is defined as in 1.14, where m = d and Λ is
a nonsingular matrix of parameters. Hence, the implied conditional correlation





t where Jt = (Vt  Im)1/2 and Vt = ΛΣtΛ′
Van der Weide (2002) uses the decomposition Λ = PL1/2U for the matrix Λ as the
parameterization, where the matrix U is orthogonal and P and L are as defined
in the O-GARCH model 1.14. The O-GARCH model with m = d corresponds to
the particular choice of U = Id. In general, U can be expressed as the product of
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Gij(δij) − pi ≤ δij ≤ pi i, j = (1, 2, . . . , n)
where Gij(δij) performs a rotation in the plane spanned by the ith and jth vectors













and G23 has the block with cosδ23 and sinδ23 functions in the lower right corner.
All of the d(d− 1)/2 rotation angles are parameters to be estimated.
For the implementation issue, van der Weide (2002) uses the sample counter-
parts of P and L in a first-step estimation. The remaining parameters in U are
estimated together with the parameters of the GARCH factors in a second step.
However, it is worth noticing that MGARCH-in-mean models cannot be estimated
with (G)O-GARCH due to the two-step estimation procedure. Alternative imple-
mentation suggests that the elements in the matrix Λ can be estimated together
with the GARCH parameters of the factors in a single step.
Because the (G)O-GARCH models are special cases of the F-GARCH models,
naturally they are nested in the BEKK model category. Hence the BEKK model’s
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properties are inherited by the (G)O-GARCH models. For example, the stationari-
ty of the (G)O-GARCH model is guaranteed if the m univariate GARCH processes
are stationary.
Another topic which is related to the (G)O-GARCH model is the model pro-
posed by Fan, Wang and Yao (2008). Fan et al. (2008) propose an alternative
approach by assuming that the innovation process is a linear combination of con-
ditionally uncorrelated components (CUC). Instead of using the principal compo-
nents, which are unconditionally uncorrelated, as the O-GARCH model, the CUCs
are estimated to be as conditionally uncorrelated as possible. The proposed method
is conceptually similar to the F-GARCH model and the (G)O-GARCH model, but
the emphasis is on removing the lagged cross-covariance terms of the covariance
matrix. One mis-specification of the O-GARCH model is that it treats all prin-
cipal components (PCs) as conditionally uncorrelated random variables. Because
PCs are actually unconditionally uncorrelated, such a mis-specification may lead
to non-negligible errors in the fitting. Fan et al. (2008) assumes that the variance
of the multivariate time series Var(xt) = Id, where Id is the d× d identity matrix.
In practice, xt is usually replaced by S
−1/2xt, where S is the sample covariance
matrix of xt. It is assumed that each component of xt is a linear combination of
d conditionally uncorrelated components Z1t, . . . , Ztd that satisfy the conditions
1.1 Overview of multivariate volatility models 20
E(Zti|Ft−1) = 0, V ar(Zti) = 1, and:
E(ZtiZtj|Ft−1) = 0 for all i 6= j.
If Zt = (Zt1, . . . , Ztd)
′, the above setting is equivalent to
xt = AZt (1.15)
for a constant matrix A. Necessarily, Var(xt) = A
′Var(Zt)A = AA′ = Id. Hence,
A is a d× d orthogonal matrix with d(d− 1)/2 free elements and Zt = A′xt. Put
Var(Zt|Ft−1) = diag(σ2t1, . . . , σ2td),
i.e., σ2tj = Var(Ztj|Ft−1). It is easy to see that once σ2tj has been specified, where
σ2tj refers to the volatility of the jth CUC, for j = 1, . . . , d, volatilities for any
portfolios can be deduced accordingly. For example, for any portfolios ξt = b
′
1xt
and ηt = b
′












where (b1j, . . . , bdj) = b
′
jA (j = 1, 2). Hence, the CUC decomposition 1.15 facili-
tates parsimonious modeling for d-dimensional multivariate volatility processes via
d univariate volatility models. In this way, the number of parameters involved is
reduced substantially.
The assumption that Var(xt) = Id is not essential. It is introduced to reduce the
number of free parameters in A from d2 to d(d−1)/2. This approach similar to the
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independent component analysis (ICA) that performs a principal components anal-
ysis to reduce a d2-dimensional optimization problem to a d(d− 1)/2-dimensional
one.
The application of the independent component analysis to multivariate volatili-
ty modeling also applied to the F-GARCH model and (G)O-GARCH models. Mul-
tivariate volatility modeling via ICA was first introduced by Matteson and Tsay
(2009). The independent components (ICs) are estimated via a linear transforma-
tion of the innovation vector and are estimated to be as independent as possible
for a particular sample. Each IC is then fitted to a univariate GARCH model,
and the covariance matrix can be recovered accordingly by the transformation ma-
trix. The stronger assumption of mutually independent components (compared
with the principal components which are uncorrelated with each other) simplifies
estimation and component model selection. Another merit of the ICA model is
that it is relatively simple to estimate high-dimensional processes because each IC
can be modeled individually. Furthermore, the model allows exact or stochastic
parameterizations and permits the flexible conditional distribution assumption for
ICs. The implied correlation matrix evolves over time without explicit modeling.
Additionally, the estimated covariance matrix is positive definite at every time
point. However, the overall performance of the ICA multivariate volatility model
is similar to the CUC method proposed by Fan et al. (2008) and the dynamic
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conditional correlation (DCC) model which will be discussed in the following.
1.1.3 Conditional correlation multivariate volatility model
All of the above mentioned models are either vector multivariate volatility mod-
els (VEC and BEKK models) or a linear combination of the univariate GARCH
models (F-GARCH model, (G)O-GARCH and ICA models). Alternative ap-
proaches utilize the following specification:
Ht = DtRtDt (1.16)
Where Dt is a diagonal matrix with the conditional standard deviation of the
returns as its diagonal elements, that is, Dt = diag{√σ11,t, . . . ,√σdd,t}, where the
σij,t denotes the (i, j)th element of Ht and Rt is the correlation matrix. According
to the above specification, the multivariate volatility modeling can be divided into
2 steps. The first step is to model the elements of the Dt matrix and the second
step is to model the correlation matrix Rt. The constant conditional correlation
(CCC) model of Bollerslev (1990) and the dynamic conditional correlation (DCC)
model of Tse and Tsui (2002) and Engle (2002) are typical representations of
the multivariate volatility model in this category. Below are the detailed model
definitions.
The general methodology of the approach is to specify the conditional variance
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matrix in a hierarchical way. First, a GARCH-type model such as an EGARCH
model is specified for each conditional variance. Second, based on the conditional
variance obtained, the conditional correlation matrix dynamic can be modeled
accordingly.
Bollerslev (1990) proposes a specification of MGARCH models of this cate-
gory in which the conditional correlations are constant and hence the resulting
conditional covariances are proportional to the corresponding conditional standard
deviations. This specification reduces the number of parameters that must be es-
timated and thereby simplifies the estimation procedure considerably. The CCC
model is defined as follows:










11t . . . h
1/2
ddt ) (1.18)
hiit can be defined as any univariate GARCH model, and
R = (ρij)
is a symmetric positive definite matrix with ρii = 1,∀i. That is, R is the correlation
matrix containing the constant conditional correlations ρij. The simplest CCC
model has a GARCH(1, 1) specification for each diagonal element in Dt:
hiit = ωi + αiε
2
i,t−1 + βihii,t−1 i = 1, . . . , d
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The number of parameters for the CCC model is d(d + 5)/2. The sufficient
and necessary condition for the positive definite of Ht is that all the d conditional
variances are positive and R is positive definite. On the basis of the specification
of 1.17, the unconditional variances are easy to compute in the univariate case, but
the unconditional covariances are difficult to obtain due to the nonlinearity in 1.17.
In the standard CCC model, every conditional covariances is separately computed,
whereas the extended CCC model proposed by He and Terasvirta (2002b) uses a
VEC-type formulation for (h11t, h22t, . . . . , hddt)
′, to allow for interactions among
the conditional variances.
The strong assumption that the conditional correlations are constant may seem
to be unrealistic in many empirical applications. Christodoulakis and Satchell
(2002), Engle (2002) and Tse and Tsui (2002) propose a generalization of the CCC
model by specifying a dynamic to the conditional correlation. The model is then
called the dynamic conditional correlation (DCC) model. The main difficulty is
that one must ensure that the time-dependent conditional correlation matrix is
positive definite for all t. The DCC models guarantee this by imposing simple
conditions on the parameters.
The Fisher transformation of the correlation coefficients is applied for the DCC
model proposed by Christodoulakis and Satchell (2002). The specification of the
correlation coefficient is ρ12,t = (e
2rt − 1)/(e2rt + 1), where rt is the standardized
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residual defined as ε1tε2t/
√
h11th22t using any GARCH-type model. The positive
definiteness of the conditional correlation matrix is guaranteed by the Fisher trans-
formation. The drawback is that this model is only applicable to the bivariate case.
The DCC models of Tse and Tsui (2002) and Engle (2002) are genuinely multidi-
mensional and are suitable for high-dimensional data sets. The DCC model of Tse
and Tsui (2002) as denoted by DCCT (M), is defined as:
Ht = DtRtDt (1.19)
where Dt is defined in 1.18, hiit can be defined as any univariate GARCH model
and
Rt = (1− θ1 − θ2)R + θ1Ψt−1 + θ2Rt−1 (1.20)
In 1.20, the restrictions on θ1 and θ2 are θ1 + θ2 < 1, and θ1 and θ2 are non-
negative. R is a symmetric d× d positive definite parameter matrix with ρii = 1,
and Ψt−1 is the d × d correlation matrix of ετ with the time span of M for τ =


























and Lt−1 = (ut−1, . . . , ut−M) is a d×M matrix with ut = (u1tu2t . . . udt)′.
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To ensure that Ψt−1 is positive definite and therefore also of Rt, a necessary
condition is that M ≥ d. It can be seen that Rt is itself a correlation matrix if
Rt−1 is also a correlation matrix (the diagonal element ρiit = 1 ∀i is guaranteed).
The DCC model of Engle (2002) is denoted as DCCE. A DCCE(1, 1) model is
defined as in 1.19 with
Rt = diag(q
−1/2




11,t . . . q
−1/2
dd,t )) (1.22)
where the d× d symmetric positive definite matrix Qt = (qij,t) is given by:
Qt = (1− α− β)Q + αut−1u′t−1 + βQt−1 (1.23)
with ut as in the DCC model of Tse and Tsui (2002). Q is the d× d unconditional
variance matrix of ut. The condition imposed on α and β is they are non-negative
scalar parameters satisfying α + β < 1.
Q can be estimated or replaced by its empirical counterpart. The difference
between DCCT and DCCE models can be shown as below using the bivariate case
as an example. The correlation coefficient for the DCCT (M) model is as follows:












and for the DCCE(1, 1) model
ρ12t =
(1− α− β)q12 + αu1,t−1u2,t−1 + βq12,t−1√
((1− α− β)q11 + αu21,t−1 + βq11,t−1)((1− α− β)q22 + αu22,t−1 + βq22,t−1)
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From the above two expressions, it can be shown that the DCCE model does not
formulate the conditional correlation as a weighted sum of past correlations as the
DCCT model does. Instead, the matrix Qt is written like a GARCH-type equation
and then converted to a correlation matrix. To check whether it is empirically
relevant for the DCC model under the constant correlation assumption, one can
impose the restriction of θ1 = θ2 = 0 or α = β = 0 to the DCCE model and DCCT
models, respectively.
DCC models can be consistently estimated in two steps, which makes this
approach particularly feasible for handling high dimensional problems. The main
drawback of the DCC model are the common dynamics imposed on the correlation
matrix. In this respect, several variants of the DCC model are proposed in the
literature. For example, Billio, Caporin and Gobbo (2003) argue that the common
dynamics imposed on all of the elements of the conditional correlation matrix
are not desirable. To solve this problem, they propose a block-diagonal structure
where the dynamics are constrained to be identical only within each block. The
block members have to be defined as a priori, which may be cumbersome in some
applications. Pelletier (2003) proposes a model where the conditional correlations
are modeled under a switching regime scheme driven by an unobserved Markov
chain so that the correlation matrix is constant in each regime but may vary across
regimes. Another extension proposed by Engle (2002) consists of changing 1.23
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into:
Qt = Q (ii′ −A−B) + A ut−1u′t−1 + BQt−1
where i is a vector of ones and A and B are d×d matrices of parameters. The price
to pay for this approach is that increases the number of parameters considerably,
but the matrices A and B could be defined to depend on a small number of
parameters (e.g., A = aa′).
To summarize, DCC models open the door to using flexible GARCH speci-
fications in the variance part. As the conditional variances and the conditional
means can be estimated using d univariate GARCH models, one can easily extend
the DCC-GARCH models to more complex GARCH-type structures. For exam-
ple, one can also formulate the bivariate CCC FIGARCH model of Brunetti and
Gilbert (2000) as a model under the DCC family. However, even with a common
dynamic imposed on the correlation matrix, the parameter estimation burden in
the DCC framework is still heavy when the underlying process dimension is high.
1.1.4 Alternative multivariate volatility models
Besides the vector volatility models (VEC, BEKK), F-GARCH model, (G)O-
GARCH model and the models focusing on correlation modeling (CCC, DCC),
other multivariate volatility models include the copula model of Patton (2000) and
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the multivariate stochastic volatility models (see e.g., Harvey, Ruiz and Shephard
(1994)). The copula model makes use of the theorem of Sklar (1959), which states
that any d-dimensional joint distribution function may be decomposed into its d
marginal distributions, and a copula function that completely describes the depen-
dence between the d variables. See Nelson (1991) for a comprehensive introduction
to copulas.
Patton (2000) and Jondeau and Rockinger (2001) propose the copula GARCH
models, in which a conditional copula function is specified, extending the con-
ditional dependence beyond conditional correlation. The copula function can be
rendered time-dependent by specifying its parameters as a function of past data.
For the parameter estimation methodology, similar to the DCC model of Engle
(2002), the copula-GARCH models can be estimated using a two-step maximum
likelihood approach. This approach suitable for the bivariate case where flexi-
ble joint distributions are allowed. Its usefulness in higher dimensions is yet to
be studied. In particular, the dynamics of the copula function would need to be
constrained to make the parameter estimation feasible.
For the multivariate stochastic volatility (SV) models, the conditional variance
matrix depends on some unobservable or latent processes rather than on past ob-
servable information. A multivariate SV model is typically specified as d univariate
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SV models for the conditional variances:
εit = σizitexp(0.5hit) i = 1, . . . , d t = 1, . . . , T
where σi is a parameter. The innovation vector zt = (z1t, . . . , zdt)
′ has E(zt) =
0 and Var(zt) = Σz, and the vector of volatilities ht = (h1t, . . . , hdt)
′ follows a
VAR(1) process ht = Φht−1 + ηt where ηt is i.i.d. ∼ N(0,Ση). If the off-diagonal
elements of Ση are not all zeros, the elements of ht are not mutually independent.
In this model, the dynamics of the covariances depends on the dynamics of the
corresponding conditional variances; in other words, there is no direct specification
of changing covariances or correlations. The main drawbacks of SV models include
the complexity of estimation and the lack of guarantee that the covariance matrix
is positive definite.
A more general model that nests several of the previously mentioned multivari-
ate models is the general dynamic covariance (GDC) model proposed by Kroner
and Ng (1998). The choice of a multivariate volatility model can lead to substan-
tially different conclusions, especially if forecasting of the covariance matrices is
involved. In Bauwens, Laurent and Rombouts (2006), the GDC model is extended
to cover models with dynamic conditional correlations. The detailed GDC model
is defined as:
Ht = DtRtDt + ΦΘt
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where
Dt = (dijt), diit =
√
θiit ∀ i, dijt = 0 ∀i 6= j
Θt = (θijt)
Rt is specified as DCCT (M), see 1.20 and 1.21 or as DCCE(1, 1), see 1.22 and
1.23.
Φ = (φ)ij, φii = 0 ∀i, φij = φji







ai, gi, i = 1, . . . , d are d × 1 vectors of parameters, and Ω = (wij) is positive
definite and symmetric. Elementwise we have:
hiit = θiit ∀i and hijt = ρijt
√
θiitθjjt + φijθijt i 6= j
where the θijt are given by the BEKK formulation in 1.3. The GDC model contains
several MGARCH models as special cases. To show this a proposition from Kroner
and Ng (1998) is adapted. Consider the following set of conditions:
(i) θ1 = θ2 = 0 (DCCT ) or α = β = 0 (DCCE);
(ii) R = Id (DCCT ) or Q = Id (DCCE);
(iii) ai = αili and gi = βili ∀i where li is the ith column of a (d × d) identity
matrix, and αi and βi, i = 1, . . . , d are scalars;
(iv) φij = 0 ∀i 6= j;
(v) φij = 1 ∀i = j;
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(vi) A = α(wλ′) and G = β(wλ′) where A = [a1, . . . , ad] and G = [g1, . . . , gd] are
d× d matrices, w and λ are d× 1 vectors, and α and β are scalars.
The GDC model reduces to different multivariate GARCH models under dif-
ferent combinations of these conditions. Specifically, the GDC model becomes:
• the DCCT or the DCCE(1, 1) model with GARCH(1,1) conditional vari-
ances under conditions (iii) and (iv);
• the CCC model with GARCH(1,1) conditional variances under conditions
(i), (iii) and (iv);
• a restricted DVEC(1,1) model under conditions (i), (ii) and (iii);
• the BEKK(1,1,1) model under conditions (i), (ii) and (v);
• the F-GARCH(1,1,1) model under conditions (i), (ii) (v) and (vi).
Condition (ii) is used as an identification restriction for the VEC, BEKK and
F-GARCH models. Because the GDC model is an encompassing model, it requires
a large number of parameters (i.e., [d(7d−1)+4]/2). For example, in the bivariate
case, there are 11 parameters in Θt, 3 in Rt and 1 in Φ, which makes a total of 15.
This is less than for an unrestricted VEC model (21 parameters), but more than
for the BEKK model (11 parameters).
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Most of the above-mentioned multivariate volatility models utilize the multi-
variate normal distribution assumption in their Gaussian quasi-maximum likeli-
hood estimation. This idea is typically justified by the proof of Jeantheau (1998)
on the strong consistency of the Gaussian quasi-maximum likelihood for multi-
variate GARCH models. However, consistent estimates of the first two conditional
moments may not be sufficient for some applications and may induce non-negligible
bias in small samples. It may be necessary to relax the distributional assumption,
at the expense of inconsistent estimates. In particular, the excess kurtosis or skew-
ness commonly observed in the unconditional moments of asset returns can be
accounted for by a flexible distribution without significantly increasing the estima-
tion burden. However, few multivariate extensions along this line are tractable.
1.2 The realized covariance matrix model and
the new techniques applied
One difficulty in modeling multivariate volatility is that its process is gener-
ally unobservable on the market and considered as a latent process. Due to the
availability of high-frequency data, the so-called realized covariance matrix can be
constructed and modeled directly as an observable process. Andersen, Bollerslev,
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Diebold and Labys (2003) shows that the realized covariance matrix has great po-
tential for practical modeling and forecasting of large covariance matrices that are
relevant in asset pricing, asset allocation and financial risk management applica-
tions.
In the case of realized covariance matrix modeling, a daily measure of variances
and covariances is computed as an aggregate measure from intraday returns. More
specifically, a daily realized variance for day t is computed as the sum of the squared
intraday equidistant returns for that trading day. Once such daily measures have
been obtained, they can be modeled, e.g., for a prediction purpose. A good feature
of this approach is that unlike MGARCH and multivariate stochastic volatility
models, the d(d + 1)/2 covariance components of the conditional variance matrix
(or, rather, the components of its Cholesky decomposition) can be forecasted inde-
pendently, using the same number of univariate models. As shown by Andersen et
al. (2003), although the use of the realized covariance matrix facilitates rigorous
measurement of conditional volatility in much higher dimensions than is feasible
with MGARCH or multivariate SV models, it does not allow the dimensionality
to become arbitrarily large. Indeed, to ensure the positive definiteness of the re-
alized covariance matrix, the number of assets (d) cannot exceed the number of
intraday returns for each trading day. The main concern of this model is that the
intraday data remain relatively costly and are not readily available for all assets,
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However, this is generally no longer a significant problem. Another concern is that
the large amount of intraday returns is usually retrieved from the raw data files
supplied by the exchanges or data vendors. On the contrary, working with daily
data is relatively simple, and the data are broadly available. However, current IT
advancements make the two approaches indistinguishable.
1.2.1 Dimension reduction
To model the realized covariance matrix process, one major barrier that still
cannot be bypassed is the curse of dimensionality. For example, there are d(d+1)/2
variances and covariances for a d-dimensional process, e.g., 55 for d = 10. This is
also the main reason why many multivariate extensions of the univariate GARCH
model such as the VEC model and the BEKK model cannot be implemented easily
in practice. This is also the difficulty faced by the realized covariance approach.
The details of the dimension reduction techniques are described in the following.
For the dimension reduction technique applied to the realized covariance matrix,
Tao, Wang, Yao and Zou (2011) propose a model where a factor model is applied
to the daily realized covariance matrix process to generate a vector process with
a much smaller dimension which represents the dominant factors in the volatility
process. The vector autoregressive (VAR) model is then applied to the estimated
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volatility factor vector series which is simple enough in terms of implementation.
The model set-up is as the follows:
Let Σx denote the two-scale-realized-covariance-matrix (TSRV, which will be
discussed in detail in Chapter 2) process and N be the number of the covariance
matrices. The TSRV series is then can be represented as follows using the factor
realized covariance model:
Σx(`) = AΣf (`)A
′ + Σ0, ` = 1, . . . , N (1.24)
Where Σf (`) are r×r positive definite matrices and treated as the factor volatility
process, and r is a fixed small integer (much smaller than d), Σ0 is a d×d positive
definite constant matrix and A is a d × r factor loading matrix. Effectively, the
daily dynamic structure of the matrix process Σx is assumed to be driven by a
lower-dimensional latent process Σf (`). The detailed model implementation is
described in the real data analysis section.
In this thesis, a similar approach of Tao et al. (2011) is adopted to tackle
the dimensionality problem. The common principal component (CPC) analysis
algorithm proposed by Flury (1988) is applied to the daily realized covariance
matrix process. The definition is as follows:
For N d× d covariance matrices H1, . . . ,HN , we have
Ht = CΛtC
′ (1.25)
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Where C = (γ1, . . . , γd) is an orthogonal d × d matrix with γi, i = 1, . . . , d are
eigenvectors and Λt = diag(λt1, . . . , λtd), t = 1, . . . N are matrices of eigenvalues.
Basically, the CPC algorithm decomposes the daily realized covariance matrices
into two parts: the same common eigenvector matrix C for all of the realized co-
variance matrices and different eigenvalue matrices Λt for each individual realized
covariance matrix. Essentially, all of the dynamics of the realized covariance ma-
trix process are pushed into the diagonal eigenvalue matrix process which can be
vectorized. Hence with the CPC algorithm, the dimensionality of the multivariate
volatility model is effectively reduced from d(d + 1)/2 to d. As a result, a simple
model can be applied to the resulting d-dimensional eigenvalue vector series. The
CPC algorithm will be discussed in detail in section 2. Now, the question is how to
model the eigenvalue vector series adequately to reflect the properties embedded
inside the multivariate volatility process.
1.2.2 Structural break and the adaptive procedure
Similar to the univariate volatility process, one prominent property of the real-
ized covariance matrix process is that the elements of the matrix exhibit significant
autocorrelations, typically with a hyperbolically decaying pattern. The property
is also inherited by the eigenvalue vector series obtained from the CPC algorithm.
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Figure 1 is the ACF plot of the covariance series for 2 Dow Jones Industry Average
Component stocks (Alcoa and AIG) extracted from the realized covariance matrix
process. Figure 2 is the ACF plot for the first eigenvalue series obtained from the
CPC algorithm.
Figure 1.1 ACF plot up to 100 lags for the covariance series between DJ 30 com-
ponents stocks Alcoa and AIG for the time period from 01/01/1993 to 31/12/2005.
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Figure 1.2 ACF plot up to 100 lags for the first eigenvalue series obtained from
the CPC algorithm applied to the realized covariance matrix process of 15 DJ 30
components stocks for the time period from 01/01/1993 to 31/12/2005.
Both plots clearly show long memory patterns. However, the feature embedded
in the multivariate volatility process is less explored in the literature. The VEC
model, which is a straight extension of the univariate GARCH model combining
contemporaneous marginal estimates of the conditional variances and covariances,
lacks the long memory property of the realized covariance matrix process. The
(G)O-GARCH model extracts the unconditional uncorrelated components and ap-
plies a univariate GARCH model (a short memory model) to each component; it
also does not take the long memory property into account. The model of Fan et
al. (2008) is an extension of the (G)O-GARCH model, for which the conditional
uncorrelated components are obtained and the univariate GARCH model is then
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applied to the components. This approach can generate better fitting results but
fails to address the long memory problem. For the DCC model, short memory
models are explicitly specified for both the conditional volatility and conditional
correlation dynamics in the model set-up. Basically the long memory phenomenon
exhibited by the covariance elements in the realized covariance matrix is rarely
accounted for in the multivariate volatility modeling framework.
There is another explanation for the long memory feature exhibited in Figures
1 and 2. As mentioned by Chen, Ha¨rdle and Pigorsch (2010), the long memory
pattern may be due to the structural shifts or breaks throughout time, rather than
the existence of a true long-term dependency structure. The so-called ’dual views’
on the long memory pattern exhibited by the univariate volatility process can be
extended to the multivariate volatility case. In the literature, such structural shifts
or breaks have long been observed in macroeconomics and financial time series
data, including, but not limited to, GDP data (McConnell and Perez-Quiros 2000),
money demand (Wolters, Terasvirta and Lu¨tkepohl 1990), stock prices, (Andreou
and Ghysels 2002), and exchange rates (Herwatz and Reimers 2001). Beltratti and
Morana (2004) even argued for a causal relationship between shocks and structural
changes in macroeconomic and financial indicators. The above mentioned literature
clearly indicates that detecting the switch points or breaks in a financial time series
is crucial in the realized covariance matrix process modeling to improve the model
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performance. However, all of the above mentioned multivariate volatility models
are under the time-homogeneous framework, including the models of Fan et al.
(2008) and Tao et al. (2011). It is hence the object of this thesis to investigate this
regime-switching view on the long memory pattern of the realized covariance matrix
process. Below is an example showing the non-stationarity (structural break) in
the eigenvalue series obtained from the CPC algorithm:
Figure 1.3 the eigenvalue time plot of stock Alcoa obtained from the CPC al-
gorithm
In the literature of modeling the non-stationary features of financial time series,
one approach lies in relaxing the assumption of time homogeneity and allowing
some or all model parameters to vary over time (Chen and Tsay, 1993, Cai et
al., 2000, and Fan and Zhang, 2008). Without structural assumptions about the
transition of model parameters over time, time-varying coefficient models have to
be estimated non-parametrically, e.g. under the identification condition that their
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parameters are smooth functions of time (Cai et al., 2000). Some univariate time
series examples include Fan and Gu (2003), Dahlhaus and Rao (2006) and Cheng,
Fan and Spokoiny (2003). If a parameter transition structure is given, such as the
transition of regimes are governed by a Markov chain, Pelletier(2003) proposed a
one-step maximum likelihood parameter estimation approach under the framework
of Regime Switching Dynamic Correlation (RSDC). The model does not suffer from
a curse of dimensionality and it allows analytic computation of multi-step ahead
conditional expectations of the variance matrix. However, the number of regimes
needs to be determined as a prior information and it is a hard problem to tackle.
Another approach is based on the assumption that a time series can be locally,
i.e. over short periods of time, approximated by a parametric model. The main
idea consists of using a simple parametric model for describing the conditional
distribution of the returns but allowing the parameters of this distribution to be
time-dependent. The basic assumption of local time homogeneity is that the vari-
ability in returns is much higher than the variability in the underlying parameter
which allows for estimating this parameter from the most recent historical data.
As suggested by Spokoiny (1998), such a local approximation can form a starting
point in the search for the longest period of stability (homogeneity), i.e. for the
longest time interval in which the series is described well by the parametric model.
In the context of the local constant approximation, this strategy was employed for
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volatility modeling by Ha¨rdle et al. (2003), Mercurio and Spokoiny (2004) and
Spokoiny (2009a). Basically this approach can be divided into two categories, one
is local change point analysis as in Mercurio and Spokoiny (2004) and Spokoiny
(2009a), and the other is local model selection as in Cˇ´ızˇek, Ha¨rdle and Spokoiny
(2009). Below are some brief descriptions for the two categories.
Mercurio and Spokoiny (2004) proposed a local adaptive volatility estimation
(LAVE) of the unknown volatility from the conditionally heteroscedastic returns
under the assumption that the volatility process is constant locally. The method
is based on pointwise data-driven selection of the interval of homogeneity for every
time point. Extending this approach but holding the same local constant volatility
framework, Spokoiny(2009a) proposed a new procedure is in the way of testing
the homogeneity of the interval candidate. Spokoiny(2009a) followed Grama and
Spokoiny (2008) and systematically applied the approach based on the local multi-
scale change point analysis. It means that for every historical time point, the author
tests on a structural change at this point for the corresponding scale. Previously the
change-point-detection problem for financial time series was considered in Mikosch
and Starica (2000a), but they focused on asymptotical properties of the test if
only one change point is present. Kitagawa (1987) applied non-Gaussian random
walk modeling with heavy tails as the prior for the piecewise constant mean for
one-step-ahead prediction of nonstationary time series. However, it requires some
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essential amount of prior information about the frequency of change points and
their size. The new approach proposed in Spokoiny(2009a) does not assume smooth
or piecewise constant structure of the underlying process and does not require any
prior information.
It can be seen that the local constant volatility assumption adopted in Mercu-
rio and Spokoiny (2004) and Spokoiny(2009a) is rather restrictive. In contrast to
the local constant approximation of the volatility of a process, the main benefit of
Cˇ´ızˇek, Ha¨rdle and Spokoiny (2009) consists in the possibility to apply the method-
ology to a much wider class of models and to forecast over a longer time horizon.
As mentioned, approximating the mean or volatility process by a constant is in
many cases too restrictive or even inappropriate and it is fulfilled only for short
time intervals, which precludes its use for longer-term forecasting. On the contrary,
parametric models like GARCH mimic the majority of stylized facts about finan-
cial time series and can reasonably fit the data over rather long periods of time
in many practical situations. Allowing for time dependence of model parameters
offers much more flexibility in modeling financial time series, which can be both
with or without structural breaks since global parametric models are included as
a special case.
Moreover, the adaptive local parametric modeling adopted in Cˇ´ızˇek et al. (2009)
unifies the change-point and varying-coefficient models. First, since finding the
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longest time-homogeneous interval for a parametric model at any point in time cor-
responds to detecting the most recent change-point in a time series, this approach
resembles the change-point modeling as in Bai and Perron (1998) or Mikosch and
Starica (2000a,2004), for instance, but it does not require prior information such
as the number of changes. Additionally, the traditional structural-change tests
require that the number of observations before each break point is large (and can
grow to infinity) as these tests rely on asymptotic results. On the contrary, the pro-
posed pointwise adaptive estimation does not rely on asymptotic results and does
not thus place any requirements on the number of observations before, between
or after any break point. Second, since the adaptively selected time-homogeneous
interval used for estimation necessarily differs at each time point, the model coef-
ficients can arbitrarily vary over time. In comparison to varying-coefficient models
assuming structural breaks in the form of sudden jumps in parameter values.
It can be seen that the local model selection adopted in Cˇ´ızˇek et al. (2009) is
an extension of the local change point analysis in Mercurio and Spokoiny (2004) and
Spokoiny(2009a) with new techniques developed. Cˇ´ızˇek, Ha¨rdle and Spokoiny(2009)
concentrates on the change-point estimation of financial time series, which are often
modeled by data-demanding models such as GARCH. While the benefits of a flex-
ible change-point analysis for time series spanning several years are well known,
its feasibility (which stands in the focus of this work) is much more difficult to
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achieve. In Cˇ´ızˇek et al. (2009), at each time point, the procedure starts from a
small interval, where a local parametric approximation holds, and then iteratively
extends this interval and tests it for time-homogeneity until a structural break is
found or data exhausted. Hence, a local model selection procedure has to be ini-
tially estimated on very short time intervals (e.g. 10 observations). Using standard
testing methods, such a procedure might be feasible for simple parametric models,
but it is hardly possible for more complex parametric models such as GARCH that
generally require rather large samples for reasonably good estimates.
Concerning the aforementioned difficulties in implementing a local change point
analysis in complex volatility model such as GARCH, Cˇ´ızˇek et al. (2009) uses an
alternative and more robust approach to local change-point analysis that relies on
a finite-sample theory of testing a growing sequence of historical time intervals on
homogeneity against a change-point alternative. The proposed adaptive pointwise
estimation procedure applies to a wide class of time-series models, including AR
and heteroscedasticity models. In the paper, from comparing the performance
of the proposed local model selection procedure to the parametric (G)ARCH by
means of simulations and real-data applications, the author’s conclusion is two-
fold: on one hand, the adaptive pointwise estimation is feasible and beneficial also
in the case of data-demanding models such as GARCH; on the other hand, the
adaptive estimates based on various parametric models such as constant, ARCH
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or GARCH models are much closer to each other (while being better than the
usual parametric estimates), which eliminates to some extent the need for using
too complex models in adaptive estimation.
In this thesis, an extension of the local model selection framework adopted
in Cˇ´ızˇek et al. (2009) as it can be seen it has numerous advantages compared
to time-varying parameter and local change point analysis. Our aim is to gen-
eralize this approach so that it can identify intervals of homogeneity for complex
heteroscedasticity model such as the multivariate volatility model. Although seem-
ingly straightforward, due to the fact that the underlying time series is a multi-
variate realized covariance process, extending Cˇ´ızˇek et al. (2009) procedure to the
local parametric modeling is a non-trivial problem, which requires new tools and
techniques. For example, the dimension reduction technique, local adaptive VAR
process and numerous other techniques are adopted.
To capture the structural shifts or breaks embedded inside the realized covari-
ance matrix process, we need to model the non-stationarity, such as the structural
changes or shifts in the eigenvalue vector series obtained from the CPC algorithm.
Complex stationary multivariate models can be incorporated, which may help to
model extreme events that may have occurred. However, this step could easily
result in over-parameterization and difficulty in estimation. One alternative way
to account for those dramatic changes is to resort to non-stationary time series
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models. An interesting question that arises once one relaxes the assumption of
stationarity is whether a complex multivariate model is still needed to model the
non-stationary process accurately or whether it is sufficient to adhere to some par-
simonious models within a local homogeneous framework for conceptually simpler
and better understanding. In particular, in this study the adaptive VAR model is
proposed because first the model is simple enough, and second, under the local ho-
mogeneous assumption, it can deliver satisfying estimation results compared with
other more complex models under the global stationarity assumption.
To model the evolution of the eigenvalue vector process obtained from the
CPC algorithm in a local stationary VAR model framework, the parameters are
allowed to change over time. The aim is to find for each time point the largest
past time interval that includes all of the eigenvalues driven by a VAR process
with approximately constant parameters. This is called the ’adaptive procedure’
performed at each point of time. The time interval is selected based on a sequential
testing procedure to provide the prescribed performance. It is worth noting that,
unlike the rolling window technique, where the window size is fixed, the time
intervals in the proposed adaptive approach are identified for each time point and
hence do not have a unique fixed interval length. The time-dependent parameters
are then estimated from the selected past interval. The proposed adaptive VAR
model, which is simple enough with only a linear form and bypasses the difficulty
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of parameter estimation of many existing multivariate volatility models, is flexible
enough to detect various kinds of structural changes with different magnitudes and
types, e.g., abrupt or smooth (which will be shown in the simulation section). The
only assumption needed in the adaptive VAR model is that local homogeneous
intervals with reasonable length (i.e., not too short) always exists in which the
parameters of the VAR model can be estimated with reasonable accuracy.
In the literature on modeling the volatility process using adaptive procedures,
the most relevant study to ours is Chen et al. (2010), where the daily realized
volatility is modeled by the localized realized volatility model (LRV). The local
homogeneous interval is determined by the adaptive procedure using sequential
testing of the log-likelihood difference. In this thesis, first, the realized covariance
matrix process is modeled by the combination of CPC and an adaptive VAR mod-
el, which is a novel approach. Second, the multidimensional adaptive procedure
is applied instead of the univariate adaptive procedure to model the realized co-
variance matrix process in the framework of the local VAR model. Third, for the
local VAR model, another innovation is the selection of lag order p. To the best
of my knowledge, the selection of lag order in local univariate or multivariate time
series models is still an open question. Previous studies either rely on some cri-
teria that often require intensive computation, e.g., the best possible accuracy of
prediction (Fan and Gu 2003), or assume the availability of the lag value (Chen et
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al. 2010). A different strategy is employed here. The sequential testing procedure
is conducted for the choice of homogeneous intervals with an information criterion
that considers the impact of the lag order in a natural way. Among many options,
the Bayesian information criterion (BIC) is used. The adoption of BIC helps to
estimate the length of the homogeneous interval and the time-varying VAR pa-
rameters (including the time-varying lag order) simultaneously over the selected
time interval, which is an improvement over the existing LRV model of Chen et al.
(2010), where the lag order p is kept fixed. For the adaptive VAR model adopted
in this thesis, besides determining the lag order p in the VAR model, the BIC is
also used in the sequential testing procedure as the switch point detection tool
instead of the log-likelihood difference criterion used in Chen et al. (2010). This
new feature improves the statistical efficiency of the adaptive procedure. The de-
tails of the adaptive VAR procedure will be discussed in Chapter 2, and the new
theoretical results corresponding to this approach are provided in Chapter 5.
The remainder of the thesis is organized as follows. In Chapter 2, I will present
the detailed methods used in the thesis. The methods chapter is divided into 3 sub-
sections. In the first section, the realized covariance matrix construction method
will be discussed in detail. The second section focuses on the CPC algorithm,
and the last section is the major part of the methods section, in which the adap-
tive VAR procedure and its theoretical properties will be discussed thoroughly.
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In Chapter 3, I will compare the performance of the proposed adaptive method
with its non-adaptive counterpart based on several simulation scenarios and real
data set. The performance of the proposed CPC + adaptive VAR model with
its non-adaptive counterpart and other stationary multivariate volatility models
are compared, such as the factor realized volatility model proposed by Tao et al.
(2011), the (G)O-GARCH model and the DCC model. In particular, I will test
whether our adaptive approach can provide better results compared with other
multivariate volatility models in terms of forecasting the daily realized covariance
matrices and projecting value at risk (VaR) values for different forecasting hori-
zons. Chapter 4 concludes the thesis and Chapter 5 is the Appendix chapter which




In this chapter, the realized covariance matrix construction methodology, the
CPC algorithm and the adaptive VAR model will be discussed in detail in 3 sepa-
rate sections.
2.1 Realized covariance matrix
In this thesis, the realized covariance matrix is computed as a daily aggregate
measure of variances and covariances from stocks’ intraday returns. In this way,
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the daily covariance process becomes an observable process that can be modeled di-
rectly. The daily realized covariance matrix can also serve as a common benchmark
to compare the forecasting performance of various multivariate volatility models
under the framework of realized covariance matrix process modeling. In addition,
the elements in the realized covariance matrix can be modeled independently us-
ing the same number of univariate volatility models, although this approach is not
explored in this thesis.
The high frequency intraday returns used to construct the daily realized covari-
ance matrix have the following problems:
• Non-synchronous trading may induce serial correlations even when the un-
derlying intraday returns are i.i.d.
• Microstructure noise, attributed to:
– Price discreteness: intraday data, even if very frequent, are still dis-
crete points.
– Bid-ask spread: separate trading prices for buyers and sellers.
– Information asymmetry of market participants.
• The resulting realized covariance matrix may not be positive-definite.
In literature there are many methods proposed to construct realized covariance
matrix. In the paper of Zhang (2009), a two-scale-realized-covariance (TSCV)
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method with the previous-tick sampling method is used to compute the daily re-
alized covariance matrix. Barndorff-Nielsen et al. (2008) propose the method of
Realized Kernels (RK) with a Refreshing Time scheme. The Pre-Averaging (PA)
technique is introduced by Podolskij et al. (2009) and the Quasi-Maximum Like-
lihood Estimator (QMLE) with Generalized Sampling Time is applied to realized
covariance matrix construction in Aı¨t-Sahalia et al. (2010). A similar approach of
the TSCV method is adopted in the thesis since it can solve the non-synchronous
trading and microstructure noise problems simultaneously. The following provides
a simple description of the realized covariance matrix construction methodology.
Suppose for two asset price processes X and Y , both in logarithmic scales, each
with n and m observations in [0, T ]. Let:
N = n+m
Consider a subset of [0, T ] that satisfies the following:
VN ⊂ [0, T ]; 0, T ∈ VN , also VN is finite for each N
Denote the elements in VN , VN = {ν0, ν1, . . . , νMN} as νi , with ν0 = 0 and νMN = T ,
where MN is the sampling frequency. A simple case of ν would be a regular grid,
where the elements are equally spaced out in time.
Let τn and sm denote the sets of observations in the price processes X and Y ;
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the previous ticks are then defined as
ti = max{τ ∈ τn : τ ≤ νi} si = max{θ ∈ sm : θ ≤ νi}
Hence the tis and the sis are the sampling points in X and Y , respectively, accord-
ing to the previous-tick sampling scheme.








(Xti −Xti−K )(Ysi − Ysi−K )
The previous-tick two-scales-realized-covariance (TSCV) can be defined by:











where cN is a constant that can be tuned for small-sample precision as cN =
1 + o(M
−1/6
n ) (see, in particular, Section 4.2 of Zhang, Mykland and Aı¨t-Sahalia
(2005)), nK = (MN − K + 1)/K, and similarly for nJ . The two scales K and J
are chosen such that 1 ≤ J  K. Specifically, for the asymptotics, we require
K = KN = O(N
2/3). J can be fixed or go to infinity with N . In the classical two
scales setting, J = 1. Zhang (2009) shows that, with the TSCV estimator, both
the Epps effect (non-synchronicity) and the effect of microstructure noise can be
simultaneously canceled (to the first order).
To ensure that the resulting covariance matrix is positive definite, the nearest
covariance matrix calculation technique (Qi and Sun 2006) is applied.
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From now on, the daily realized covariance matrix process is modeled as an
observable process. The multivariate volatility model is then built based on the
realized covariance matrix process.
2.2 Common principal components analysis
As mentioned in Tao et al. (2011), to deal with multivariate volatility matri-
ces, dimension reduction is of critical importance in model parameters estimation.
Instead of using the factor models employed in Tao et al. (2011), the CPC algo-
rithm (Flury 1988) is applied to the daily realized covariance matrix process. In
the following, I briefly present the algorithm by which the eigenvector matrix C
and eigenvalue matrix Λt are obtained.
Let H be the (unbiased) sample covariance matrix of an underlying d-variate
normal distribution Nd(µ,H) with sample size n. The distribution of nH has
n− 1 degrees of freedom and is known as the Wishart distribution:
nH ∼ Wd(H, n− 1)




where Γ is the gamma function. Hence, for a given Wishart matrix processHi, i =
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1, . . . , N with sample size ni and distribution Wd(Hi, ni − 1), i = 1, . . . , N , the
likelihood function can be written as:









(ni − 1)H−1i Hi
)}
|Hi|−1/2(ni−1)
where c is a constant independent of the parameters Hi. Maximizing the likelihood
is equivalent to minimizing the function:





ln |Hi|+ tr(H−1i Hi)
}
Assuming that the CPC decomposition holds, i.e., in replacing Hi by CΛiC
′, after
some manipulations, one obtains:











where the λij are the diagonal elements in the matrix Λi and the vectors γj in C
are set to orthogonal to each other. Orthogonality of the vectors γj is achieved
using the Lagrange method, i.e., by imposing the d constraints γ′jγj = 1 using the
Lagrange multipliers µj, and the remaining d(d − 1)/2 constraints γ′hγj = 0 for
h 6= j using the multiplier 2µhj. This procedure yields:













Taking partial derivatives with respect to all λim and γm, it can be shown that










γj = 0 m, j = 1, . . . , d, m 6= j
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This system can be solved using:
λim = γ
′




0 m 6= j
1 m = j
Flury (1988) proves the existence and uniqueness of the maximum of the like-
lihood function and a numerical algorithm. After obtaining the γj, j = 1, . . . , d,
the common component C can be constructed, and the CPC decomposition of the
covariance matrix process Hi, i = 1, . . . , N can be thereby obtained.
After obtaining the eigenvalue matrices, a log-transformation is applied to the
diagonal elements of the matrix Λt. There are two purposes for this manipulation.
First, the resulting vector is more similar to a multivariate normal distribution
(which will be illustrated in the real data analysis section), which can generate a
better fitting to the VAR model; second, the logarithm transformation guarantees
the positivity of the eigenvalue vector elements, which in turn guarantees that the
resulting realized covariance matrices are positive-definite.
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2.3 Adaptive vector autoregressive model
After applying the CPC algorithm, the vector autoregressive model (VAR)
used in Tao et al. (2011) is applied to the vectorized eigenvalue matrix Λt. Since
the pioneering work of Sims (1980), the VAR model has been one of the most
commonly applied models in the field of time series analysis (Scott Hacker and
Hatemi-J 2008). The VAR model allows for interaction between the variables of
interest. Each variable in the model has its own equation, which, when estimated, is
a linear regression of the variable on the past values of itself and all other variables
in the model. The definition of a VAR(p) model for a dynamic process X at time
t is:
Xt = bt +
pt∑
j=1
BjtXt−j + t, t ∼ i.i.d.(0,Σt) (2.1)
Where Xt = vech (Λt) ∈ Rd: d dimensional vector and vech(·) denotes the vec-
torization operator. bt is a d× 1 vector, Bjt is a d× d matrix, Σt is a covariance
matrix of t and pt denotes the lag order. All parameters can be dynamical-
ly estimated over time. The parameter set of the VAR(p) model is defined as
θt = {bt,B1t, . . . ,Bpt,Σt, pt}.
The VAR model used in Tao et al. (2011) is under the stationary assump-
tion without verification. In reality, structural changes or breaks can occur, as
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seen from the non-stationary pattern exhibited in Figure 1.2.2. Hence, the adap-
tive VAR is proposed to capture the phenomenon of the eigenvalue vector se-
ries. In this section, the methodology of estimating the underlying parameter set
θ∗t = {w∗t ,B∗1t, . . . ,B∗p∗t,Σ∗t , p∗t} using the adaptive VAR model will be discussed
in detail. The focus is on how to determine the local homogeneous interval length
using the sequential testing procedure.
2.3.1 Estimation and test of homogeneity
Given a VAR process X with dimensionality d, to find the estimate of the
underlying parameter set θ∗t = {b∗t ,B∗1t, . . .B∗p∗t,Σ∗t , p∗t} in a parameter space (Θ)
at time t, the quasi-maximum likelihood estimate (quasi-MLE) approach with the
assumption of multivariate Gaussian errors is employed. The log-likelihood for
model 2.1 on a local estimation interval It at time t of length N : X1, . . . ,XN , is
LIt(θ
∗
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The parameter space (Θ) is defined as the follows: the set Θ has a compact space
in Rd for b∗ and a compact product space in Rd × Rd for {B∗1, . . .B∗p∗ ,Σ∗}. The
space does not contain |Σ∗| = 0.
Given the parameter space as above, the quasi-MLE estimate θ˜It of the param-
eter set θ∗ by maximizing the log-likelihood LIt(θ
∗) is:














One critical issue in VAR model parameter estimation is how to determine the
lag order p. In this thesis, the BIC criterion is incorporated to determine the lag
p in the adaptive procedure. the BIC formula for the VAR model on the local
interval It is as follows:
BICIt(p) = (d
2p+ d) ln(N)− 2LIt(θ˜)





t} by θ˜It based on a local interval It at time t, an exact (non-asymptotic)
exponential risk bound. More precisely, the risk is measured by the log-likelihood
difference defined as: LIt(θ˜It , θ
∗) = LIt(θ˜It) − LIt(θ∗). In the context of the VAR
model, the log-likelihood difference is defined as the follows:
LIt(θ˜It , θ






























The expression can also be understood as the log-likelihood difference between the
true parameter θ∗ and the quasi-MLE estimate θ˜It . By definition, this value is
non-negative and represents the deviation of the maximum of the log-likelihood
process from its value at the ’true’ underlying parameter set θ∗. Hence, LIt(θ˜It , θ
∗)
represents the accuracy of estimation of the parameter θ∗ by θ˜. Below is a theorem
that relates this log-likelihood difference bound to the Kullback-Leibler informa-
tion :
Theorem 2.1. Adopting the setting of VAR model, for every θ ∈ Θ the
fitted log-likelihood difference LIt(θ˜It , θ
∗) = LIt(θ˜It) − LIt(θ∗) with LIt(θ˜It) =
maxθ∈Θ LIt(θIt) satisfies:
LIt(θ˜It , θ
∗) = NK (θ˜It , θ
∗)
WhereK (θ, θ′) is the Kullback-Leibler information for the two multivariate normal
distributions with parameters θ and θ′ : K (θ, θ′) = Eθ log(dPθ/dPθ′) and N is the
number of data points in the interval It.
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Based on Theorem 2.1, the followings are two theorems which give the upper
bound of the log-likelihood difference:
Theorem 2.2 Adopt the setting of the VAR model and assume θ˜It , θ
∗ ∈ Θ.





for some λ > 0 ∀ t ∈ N . Then there is a constant µ0 > 0 such that for any
θ˜It , θ






≡ Eθ∗ exp {µ0NK (θ, θ∗)} ≤ 1 (2.2)
and
Pθ∗(LIt(θ˜It , θ
∗) > z) ≤ 2e−µ0z (2.3)
Based on Theorem 2.2, the following theorem holds:
Theorem 2.3 Assume θ˜It , θ
∗ ∈ Θ and 2.2. Then for any r > 0, there is a
constant µ0 such that
Eθ∗|LIt(θ˜It , θ∗)|r ≡ Eθ∗|NK (θ˜It , θ∗)|r ≤ τrµ−r0 ≡ Rr(θ∗). (2.4)
Where K (θ˜It , θ





∗) is a constant depending on θ∗.
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All the proofs of Theorem 2.1, 2.2 and 2.3 can be found in Section 5.
As shown in Theorem 2.3, the expected log-likelihood difference between the
true parameter θ∗ and the quasi-MLE estimate θ˜I has an upper bound. The upper
bound can be viewed as a ’risk’ of the estimation process. Hence, when it is
observed that the estimation risk is intolerably high, it is better to abandon the
local homogeneity assumption. As a result, the log-likelihood difference can be
adopted to detect regime-switching points.
The upper bound of the log-likelihood difference as stated in the Theorem 2.3
can be proven; see Section 5. The conclusion is that the log-likelihood difference
is bounded by a constant Rr(θ
∗) depending on θ∗:
Eθ∗|θ˜It , LIt(θ∗)|r ≤ Rr(θ∗) (2.5)
The bound simply means that if the VAR process is generated with a constant
parameter set θ∗, then for a particular past time interval It, the expected log-
likelihood difference between the quasi-MLE estimate θ˜It and the true underlying
parameter set θ∗ fulfills the risk bound 2.5. This bound is non-asymptotic and
allows us to construct a confidence interval that can be used to identify the homo-
geneous interval length using the sequential testing procedure.
In practice, the risk bound Rr(θ
∗) is unknown but can be computed empiri-
cally. It can also serve as an indicator of the distance between a local quasi-MLE
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estimate θ˜It and the true underlying parameter set θ
∗ in the local interval It. Under
the local parametric assumption, which assumes that the data points in the local
interval It may not be generated from θ
∗ but can be effectively approximated by
a parametric model using the approximating parameter set θ∗, the estimation risk
using the quasi-MLE estimates is upper-bounded. Therefore, the quasi-MLE esti-
mates θ˜It can be viewed as a good representatives of the approximating parameter
set θ∗. However, the local parametric assumption may not always hold because
regime-switching-point may exist in the local interval It. Well-established results
(’oracle’ properties of the estimated parameters) have demonstrated that the local
parametric assumption is supported as long as the so-called small modeling bias
condition (SMB) if fulfilled, and the quasi-MLE estimates θ˜It can still be used as
a good estimator of the approximating parameter set θ∗; see Chen and Spokoiny
(2009). The problem is how to identify the optimal length of the local interval for
which the SMB condition is fulfilled while minimizing the variation of the parame-
ter estimates. Belomestny and Spokoiny (2007) shows that an optimal choice of an
interval of local homogeneity which fulfills the SMB condition can be obtained via
an adaptive procedure (striking a balance between estimation bias and variation
in parameter set estimation). In this thesis the adaptive estimation procedure (the
sequential testing procedure) searches for an interval of homogeneity over which
the process is well approximated by a parametric model (modeling bias is small,
so the SMB condition is fulfilled) while simultaneously requiring that the variation
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of parameter estimates to be minimized. The modeling bias can be measured by
the log-likelihood difference for consecutive homogeneous interval candidates as a
proxy because the best approximating parameter set θ∗ is unknown in general.
Because the BIC criterion incorporates the log-likelihood plus a value depending
on p, it can replace the log-likelihood difference in the adaptive procedure to im-
prove the statistical efficiency. Details of the ’oracle’ results and the properties of
the estimation using the adaptive procedure will be discussed in the theoretical
property section. The adaptive VAR procedure basically try to find the ’adaptive’
parameter set estimate that fulfills the local SMB condition so that it possesses
the ’oracle’ properties. The detailed adaptive procedure and its application to the
VAR model are discussed in the next section.
2.3.2 Adaptive identification of the interval of homogeneity
This section presents the proposed adaptive pointwise estimation procedure.
At each point t, we aim at estimating the unknown parameters θ∗t from historical
data. This procedure repeats for every current time point t as new data arrive.
At the first step, the procedure selects on the base of historical data an interval
It of homogeneity in which the data do not contradict the parametric model 2.1.
Afterwards, denoting the ’adaptive estimate’ obtained from the adaptive procedure
based on the local interval as widehatθIt , the local quasi-MLE estimation is applied
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using the selected historical interval It to obtain the adaptive estimate θ̂It = θ˜It .
That is, the homogeneity of the first interval is automatically accepted. From now
on, we consider an arbitrary, but fixed time point t.
There is a great flexibility for choosing the candidate homogeneous interval. In
this thesis, suppose that a growing set I1t ⊂ I2t ⊂ · · · ⊂ IKt of historical interval-
candidates Ikt = [t−nk+1, t] with the right-end point t is fixed and nk is the interval
length. The smallest interval I1t is accepted automatically as homogeneous. Then
the procedure successively checks every larger interval Ikt on homogeneity using the
test statistic L|(Ikt , θ˜kt , θ̂k−1t )|r. The selected interval Ît corresponds to the largest
accepted interval I k̂t with index k̂ such that
L|(Ikt , θ˜kt , θ̂k−1t )|r ≤ ζk k ≤ k̂ (2.6)
and L|(Ik+1t , θ˜k+1t , θ̂kt )|r > ζk̂+1, where r is a parameter and ζk is the critical values
which will be specified in Section 2.3.3. This procedure then leads to the adaptive
estimate θ̂t = θ˜
k
t corresponding to the selected interval Ît = I
k̂
t
The complete description of the procedure includes two steps. (A) Fixing the
set-up and the parameters of the procedure. (B) Data-driven search for the longest
interval of homogeneity.
(A) Set-up and parameters:
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1. Select specific parametric model for the underlying financial time series. In this
thesis, VAR model is chosen to model the extracted vector series obtained from
the CPC algorithm.
2. Select the set It = (I
1
t , . . . , I
K
t ) of interval-candidates.
3. Select the critical values ζ1, . . . , ζK in 2.6. The detailed selection procedure
is described in the later section using Monte Carlo simulation technique. The
parameter r also needs to be fixed.







1. Test the hypothesis H0,k of no change point within the interval I
k
t using test
statistics 2.6 and the critical values ζk obtained in (A3). If a change point is
detected (H0,k is rejected), go to (B3); otherwise proceed with (B2).
2. Set θ̂kt = θ˜
k
t . Further, set k := k + 1. If k ≤ K, repeat (B1); otherwise go to
(B3).
3. Define Ît = I
k−1
t = ’the last accepted interval’ and θ̂t = θ˜
k−1
t . Additionally, set
θ̂kt = · · · θ̂Kt = θ̂t if k ≤ K.
In step (A), one has to select three main ingredients of the procedure. First,
the VAR model used locally to approximate the vector series has to be specified
in (A1). Next, in step (A2), the set of intervals It = {Ikt }Kk=1 is to be fixed, each
interval with the right-end point t, length nk. Our default proposal is to use a set
of intervals that is commonly seen in the investment universe since investors are
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often concerned with some special investment horizons for their investments. The
length n1 of interval I
1
t should take into account the parametric model selected in
(A1). The reason is that I1t is always assumed to be time-homogeneous and n1
thus has to reflect flexibility of the parametric model; e.g. while n1 = 20 might
be reasonable for the GARCH(1,1) model, n1 = 5 could be a reasonable choice for
the locally constant approximation of a volatility process. For our case, since the
underlying financial time series is of dimension 15, the first assumed homogeneous
interval length is chosen to be 1-year (250 days) to achieve an optimal trade-off
between the accuracy in parameters estimation and the homogeneity assumption.
Finally, in step (A3), one has to select the K critical values ζk in 2.6 for the LR
test statistics L|(Ikt , θ˜kt , θ̂k−1t )|r, k ≤ K. The critical values ζk will generally depend
on the parametric model describing the null hypothesis of time-homogeneity, the
set It of intervals I
k
t , and additionally, the parameter r which determines the usual
significance level of the testing procedure. All these determinants of the critical
values can be selected in step (A) and the critical values are thus obtained before
the actual estimation takes place in step (B). Due to its importance, the method
of constructing critical values {ζk}Kk=1 is discussed separately in later section.
The main step (B) performs the search for the longest time-homogeneous in-
terval. Initially, I1t is assumed to be homogeneous. If I
k−1
t is negatively tested on
the presence of a structural break, one continues with Ikt by employing test in step
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(B1), which checks for a potential structural break for interval Ikt . If no structural
break is found, then Ikt is accepted as time-homogeneous in step (B2); otherwise
the procedure terminates in step (B3). We sequentially repeat these tests until
we find a structural break or exhaust all intervals. The latest (longest) interval
accepted as time-homogeneous is used for estimation in step (B3). Note that the
estimate θ˜kt defined in (B2) and (B3) corresponds to the latest accepted interval
Ikt after the first k steps, or equivalently, the interval selected out of I
1
t , . . . , I
k
t .
Moreover, the whole search and estimation step (B) can be repeated at different
time points t without reiterating the initial step (A) as the critical values ζk depend
only on the approximating parametric model and interval lengths nk, not on the
time point t.
Each step relies on the critical values, and a set of other parameters, such as
the lengths of the K candidate homogeneous intervals. In the next section, I will
discuss the choice of those parameters and the implementation details.
2.3.3 Choice of parameters and implementation details
As shown in the previous section, the step (A) involves the selection of a set
of parameters, such as the set of intervals, the power parameter r and the critical
values {ζk}. In the following, I will address the choice of these parameters and
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discuss the computation of the critical values via Monte Carlo simulations.
Set of candidate intervals As discussed, the choice of candidate intervals is
partially motivated by the practical consideration of investors’ special investment
horizons. In this thesis, a finite set with K = 9 intervals composed of the following
interval lengths is considered:
{1y, 1.5y, 2y, 2.5y, 3y, 3.5y, 4y, 4.5y, 5y}
Where ’y’ refers to one year (250 days). In other words, I1t = [t − 1y, t), I2t =
[t− 1.5y, t), . . . , I9t = [t− 5y, t). For the length of the first homogeneous candidate
interval, since the research object is a time series with 15 dimensions, the minimum
number of data points (i.e., days) necessary to obtain an estimate for the VAR
model is 124. To obtain a reasonably accurate estimate of the parameter set, the
first interval length is chosen to be 1 year (250 days).
Selection of the lag order As mentioned previously, the lag order p of the
VAR model is dynamically determined at each point in time, which enhances the
flexibility of the local model selection procedure. The lag p of the VAR model
is selected locally using the BIC criterion. At each point in time, the optimal
length of the interval is selected by the adaptive procedure. In the process of the
adaptive procedure, the lag order p˜k, k = 1, . . . , K for each candidate homogeneous
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interval is determined for the quasi-MLE estimation until the optimal length of
the homogeneous interval is determined by the adaptive procedure. The final local
VAR model is formulated based on the selected homogeneous interval and the
selected lag order p̂ corresponds to the homogeneous interval selected.
This approach has advantages over the approach adopted in Chen et al. (2010),
where the adaptive procedure is applied to the localized realized volatility model
(LRV) for the univariate realized volatility modeling. In that paper, the author
assumes a constant lag p for the LAR process. On the other hand, the approach
adopted in this thesis, with lag order p dynamically estimated, is able to detect
the changes in lag order p for the VAR process.
Parameter r r describes the power of the loss function. A specific choice is sub-
jective and depends on the particular application at hand. Taking a large r would
result in an increase of the critical values and, therefore, improves the performance
of the method in the parametric situation at cost of some loss of sensitivity to
parameter changes. Belomestny and Spokoiny (2007) suggests choosing r = 1/2 to
provide stable performance and minimize the computation error in Monte Carlo
simulation. Their recommendation is employed in the adaptive procedure.
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Critical values The presented method of choosing the interval of homogeneity Ît
can be viewed as multiple testing procedure. The critical values for this procedure
are selected using the general approach of testing theory: to provide a prescribed
performance of the procedure under the null hypothesis, i.e. in the pure parametric
situation. It means that the procedure is trained on the data generated from the
pure parametric time-homogeneous model from step (A1). The correct choice in
this situation is the largest considered interval IKt and a choice I
k̂
t with k̂ < K can
be interpreted as a false alarm. We select the minimal critical values ensuring a
small probability of such a false alarm. Our condition slightly differs though from
the classical level condition because we focus on parameter estimation rather than
on hypothesis testing.
In the pure parametric case, the ’ideal’ estimate corresponds to the largest con-
sidered interval IKt . Due to Theorem 2.3, the quality of estimation of the parame-
ter θ∗ by θ˜ can be measured by the log-likelihood LIt(θ˜It , θ
∗), which is stochastically
bounded with exponential and polynomial moments: Eθ∗|θ˜It), LIt(θ∗|r ≤ Rr(θ∗).
If the adaptive procedure stops earlier at some intermediate step k < K, we s-
elect instead of θ˜Kt another estimate θ̂t = θ˜
k
t with a larger variability. The loss
associated with such a false alarm can be measured by the value LIKt (θ̂, θ˜IKt ) =
LIKt (θ˜IKt ) − LIKt (θ̂). The corresponding condition bounding the loss due to the
adaptive estimation reads as (see subsection ’Theoretical properties’ for details):
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Eθ∗t |L(IKt , θ˜Kt , θ̂Kt(ζ1,...,ζK))|r ≤ Rr (2.7)
This is in fact an implicit condition on the critical values {ζk}Kk=1, which ensures
that the loss associated with the false alarm is at most the same magnitude as the
log-likelihood loss of the ’ideal’ or ’oracle’ estimate θ˜Kt for the parametric situation.
The constant r corresponds to the power of the loss in 2.7. The value of the above
risk bound can be determined empirically. By mimicking the environment of the
sequential testing by replacing the unknown hypothetical VAR(p∗) parameter set
θ∗ with the most recently available optimal adaptive estimate θ̂t, then by the risk
bound in 2.7, the critical values can be determined step by step for each candidate
interval Ik in the process of estimating the adaptive estimate of the parameter set
θ∗ through the simulated vector processes. The critical values obtained in this way
will generate adaptive estimates which possess the ’oracle’ properties.
A condition similar to 2.7 is imposed at each step of the adaptive procedure.
The estimate θ̂kt coming after the k steps of the procedure should satisfy
Eθ∗ |L(It, θ˜kt , θ̂kt )|r ≤ ρRr k = 1, . . . , K (2.8)
where ρ = k−1
K−1 . The ρ fraction is motivated by prior research which shows that
an increase in sample size implies an increase of bias due to the increase in the
degrees of freedom. To account for the effect of the increasing bias, the risk bound
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for each candidate interval is hence modified.
The process of determining the critical value {ζ}Kk=1 is step by step, starting
from the the 2nd smallest interval Ik=2t . The existence of the critical values is
guaranteed because if all of the critical values are set to be ∞, then, for all of
the candidate intervals, θ̂kt = θ˜
k
t holds. Hence, all of the log-likelihood differences
between the quasi-MLE and the adaptive estimates for different intervals will be 0,
well below the risk bound. The critical values can be gradually decreased from the
initial value set initially; thus, the values of Eθ∗|L(I lt , θ˜lt, θ̂lt(ζ1,ζ2,...,ζk))|r, l = k, . . . , K
will gradually increase, until their values reaches the risk bound set. The process
is then terminated, and the corresponding critical values can be obtained. The
critical values will be the minimum values that just fulfill the risk bounds for
different candidate intervals.
Hypothetical parameters It can be seen that critical values depend on the
hypothetical parameter set θ∗ used for generating the homogeneous VAR process.
There are two ways of selecting θ∗: a global selection where θ∗ is estimated over
the full sample period or an adaptive selection using the rolling window approach.
Chen et al. (2010) suggests that using the rolling window approach will slightly
enhance the predicability of the model. In this thesis, global selection for the
hypothetical parameter set θ∗ is used.
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The hypothetical parameter set θ∗ is chosen to be the quasi-MLE estimate of a
VAR(2) model fitted to the real data set: the eigenvalue vector series obtained from
the realized covariance matrix series of 15 DJ30 component stocks over the period
from 1/1/1993 to 31/12/2005, a total of 3276 days. The estimated parameter
values are as the following:
bˆ = (−1.84 − 1.47 − 1.19 − 1.00 − 1.58 − 0.64 − 0.10
− 0.43 − 1.52 − 0.85 − 2.07 − 1.60 − 1.01 0.01 − 0.16)′
B̂1, B̂2 and Σ̂ can be represented as the follow:
Figure 2.1 The value distribution of the two coefficient matrices B̂1 and B̂2
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Figure 2.2 The value distribution of the correlation matrix Σ̂
On the basis of the parameters specified, the VAR(2) processes can be generated
using Monte Carlo simulation.
The stationarity condition for the simulated VAR(2) model has been checked.
The result shows that the process generated using the specified parameter set fulfills
the weak stationary condition specified in Ruey (2005).
In the following are the table and figure showing the critical values calculated
by Monte Carlo simulation using the specified parameter values:
Intervals 1.5y 2y 2.5y 3y 3.5y 4y 4.5y 5y
Critical Values 12.40 9.64 8.08 7.16 7.08 5.88 5.24 4.88
Table 2.1 Critical values calculations for different periods
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Figure 2.3 The set of the critical values for VAR(2) model. The computation
of the critical values is based on the parameter set estimated from a global fitting
of the real data set. The set of candidate homogenous interval lengths is given on
the X-axis.
It is noted that the above obtained critical values are just one example cor-
responding to the particular homogeneous interval set chosen and the data series
in concern. Generally speaking, for different data set in concern, different critical
values will be generated hence the robustness of the critical values is ensured.
After obtaining the critical values ζ1, ζ2, . . . , ζk, the adaptive procedure can be
applied to both simulated and real data sets. The simulated and real data results
will be presented in their respective sections. In the next section, the theoretical
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properties of the adaptive procedure will be discussed. I will discuss the small
modeling bias condition (SMB) in detail and show that under the SMB assumption,
the adaptive estimate θ̂ has the desired ’oracle’ properties.
2.3.4 Theoretical properties
In this section, the basic results describing the quality of the proposed adaptive
procedure are collected. The definition of the procedure ensures that the presence
of switch points or breaks will be detected by judging whether the bound 2.8 (the
SMB condition) is fulfilled. It is claimed that the adaptive estimate still possesses
’good’ (oracle) properties even if the multidimensional time series can only be
approximated locally by a parametric model (because of the breaks or structural
changes). Therefore, the local ’nearly parametric’ process is defined, for which
an analogy for Theorem 2.3 is derived. Later, certain ’oracle’ properties of the
proposed adaptive procedure are proven.
Small modeling bias condition This section discusses the concept of a ’nearly
parametric’ case. The observed multidimensional time series Xt may only be locally
approximated by some parametric model Xt(θ) in a local interval I (such as the
VAR model with approximating parameter set θ). To measure the distance of
an observed process from a parametric model, the following random quantity is
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where K (υ, υ′) denotes the Kullback-Leibler distance between two density func-
tions Pυ and Pυ′ . In the parametric case, where the multidimensional time series
can be perfectly modeled by a parametric model with Xt = Xt(θ
∗), it is clear that
∆Ik(θ
∗) = 0. To characterize the ’nearly parametric’ case, the small modeling bias
(SMB) condition is introduced, which simply means that, for some θ ∈ Θ, ∆Ik(θ)
is bounded by a small constant with a high probability. Informally, this means
that the ’true’ model can be well approximated for the interval Ik by a parametric
model with the parameter set θ. The best parametric fit to the underlying VAR
model can be defined by minimizing the value of E∆Ik(θ) over θ ∈ Θ, and the
quasi-MLE estimate θ˜Ik can be viewed as its estimate.
The following theorem claims that the results on the accuracy of estimation
given in Theorem 2.3 can be extended from the parametric case to the more
general ’near parametric’ situation under the SMB condition.
Theorem 2.4. Let for some θ ∈ Θ and some ∆ ≥ 0
E∆Ik(θ) ≤ ∆ (2.9)
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Then it holds for an estimate θ˜ constructed from the observations {Xt}t∈Ik that
E log
(
1 + %(θ˜, θ)/Eθ%(θ̂, θ)
)
≤ 1 + ∆
where %(θ˜, θ) be any loss function for an estimate θ˜.
This general result can be applied to the quasi-MLE estimation with the loss
function LI(θ˜I , θ), yielding the following corollary:




1 + |LIk(θ˜Ik , θ)|r/Rr(θ)
)
≤ 1 + ∆
where Rr(θ) is the parametric risk bound from 2.5.
The above theorem shows that, under the ’near parametric’ assumption (the
SMB condition), the estimation loss |LIk(θ˜Ik , θ)|r of the quasi-MLE estimate nor-
malized by the parametric risk Rr(θ), is stochastically bounded by a constant
proportional to exp(∆). If ∆ is not large, this result extends the parametric risk
bound 2.4 to the ’near parametric’ situation under the SMB condition.
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The ’oracle’ choice and the ’oracle’ result Corollary 2.5 suggests that the
’optimal’ or ’oracle’ choice of the interval Ik from the set I1, . . . , IK for parameter
estimation can be defined as the largest interval for which the SMB condition 2.9
still holds (for a given small ∆ > 0). For such an interval, one can neglect the
deviation of the underlying process from a parametric model with a fixed parameter
set θ. Therefore, it is claimed that the choice k∗ is the ’oracle’ choice if there exists
θ ∈ Θ such that
E∆Ik∗ (θ) ≤ ∆ (2.10)
Unfortunately, the value ∆ is unknown and hence the oracle choice cannot be
implemented. The proposed adaptive procedure tries to mimic the oracle using
sequential testing of homogeneity. The final oracle results claim that the adaptive
estimate provides the same (in order) accuracy as the oracle estimate.
By construction, the adaptive procedure described in this chapter provides the
prescribed performance if the underlying process follows the parametric model
2.1. Now, condition 2.9 combined with Theorem 2.6 below implies similar per-
formance in the first k∗ steps of the adaptive estimation procedure for the more
general ’near parametric’ case (the SMB condition).
Theorem 2.6 Let θ ∈ Θ and ∆ > 0 be such that E∆Ik∗ (θ) ≤ ∆ for some
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|LIk∗ (θ˜Ik∗ , θ)|r
Rr(θ)
)
≤ 1 + ∆, E log
(
1 +




Similar to the parametric case, under the SMB condition E∆Ik∗t (θ) ≤ ∆, any
choice k̂ < k∗ made by the adaptive procedure can be viewed as a false alarm.
Theorem 2.6 documents that the loss induced by such a false alarm at the first
k∗ steps and measured by LIk∗ (θ˜Ik∗ , θ̂Ik∗ ) is of the same magnitude as the loss
LIk∗ (θ˜Ik∗ , θ) of estimating the parameter set θ under the SMB condition 2.10 by
θ˜Ik∗ . Thus, under 2.10, applying the adaptive procedure during steps k ≤ k∗ does
not induce larger errors of estimation than the quasi-MLE approach itself does.
All of the proof details will be presented in Chapter 5.
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CHAPTER 3
Simulation and Real Data
Results
3.1 Simulation results
The simulation section is to testify the ability of the adaptive procedure to
detect the switch points inside a financial time series if exist. In addition, the
accuracy of parameter estimation and forecasting ability of the adaptive procedure
are compared to the non-adaptive procedure. In this section, the focuses of the
study are on the performance of the adaptive VAR model (no CPC algorithm effect
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is considered in this section).
3.1.1 Adaptive VAR approach: sudden change
In this subsection, the adaptive procedure is applied to simulated dimension 15
time series with artificially inserted switch points to check whether the adaptive
procedure can detect the switch points or not. All the simulating parameters are
estimates form real data sets. Four switching scenarios are studied: changing
AR parameter matrix B, changing intercept b, changing covariance matrix Σ of
residuals and changing all the parameters together. Each simulated path consists
of 2850 data points, where the first 1250 points are used to initialize the VAR model
regression (initializing data set) and the rest are used as test sample (test data set).
The initializing data set is a homogenous 1250-data-point series which corresponds
to the longest homogenous interval length. The test data set is a non-homogenous
1600-data-point series used for testing the switch points detection ability of the
adaptive procedure. The position of switch point in the test data path is the 100th
data point of the test data set, followed by a homogeneous interval of 1500 data
points. The parameter set θ = {bˆ, B̂, Σ̂, pˆ} used in generating the simulation paths
are estimated from the real data set of the year 2000 and the year 2005.
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Here is the detailed switching scenario: the first 1350 data points of the sim-
ulated data series are generated using the parameter set estimated from the real
data set of the year 2000. That is, the entire initializing data set and the first
100 data points in the test data set is generated homogeneously. Starting from
the 100th data point of the test data set, the simulated data series is generated
using the parameter set estimated from the real data set of the year 2005. That
is, the remaining 1500 data points in the test data set are homogeneous but with
a different generating parameter set. In the following is a plot illustration of the
sudden change scenario:
Figure 3.1 Sudden change scenario parameter value change scheme
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There is sufficient distance between the parameters used for realizing the pa-
rameter switching scenarios. The Euclidean distances between the estimated pa-
rameters of the year 2000 and the year 2005 are 10.19, 0.93, 0.34 for parameters
bˆ, B̂ and Σ̂ respectively. The element-wise difference is also significant. For ex-
ample, the (1, 1) position of the B̂2000 is 0.46 while the value is 0.17 for matrix
B̂2005 correspondingly. In the following is a summary of the 8 switching scenarios
investigated in the this thesis:
• Sudden change of B̂ (Scenario 1).
• Sudden change of bˆ (Scenario 2).
• Sudden change of Σ̂ (Scenario 3).
• Sudden change of all three parameters together (Scenario 4).
For each switching scenario, 100 paths are generated using the VAR model with
the stipulated parameter switching scheme. The mean value of the selected lengths
of homogenous interval for the 100 simulated paths are recorded. The results are
displayed in Fig 3.2 to Fig 3.5 as below:
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Figure 3.2 Scenario 1: change B. The solid line is the mean value of the length
of selected homogenous interval and the vertical lines represent the position of
change points
Figure 3.3 Scenario 2: change Σ. The solid line is the mean value of the length
of selected homogenous interval and the vertical lines represent the position of
change points
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Figure 3.4 Scenario 3: change b. The solid line is the mean value of the lengths
of selected homogenous interval and the vertical lines represent the position of
change points
Figure 3.5 Scenario 4: change all. The solid line is the mean value of the lengths
of selected homogenous interval and the vertical lines represent the position of
change points
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There are two prominent features in the above plots. Firstly there are lags
before the switch points are detected. Secondly after the first jump-down, the
plots show a staircase pattern. For the explanations of the first phenomenon, it
is because in the sequential testing procedure, the length of selected homogeneous
intervals are discretely determined, such as 250-day, 375-day, 500-day and so on.
After passing the regime-switching point, the sequential testing procedure needs
a period of certain length to achieve the ’differentiability’ between the first two
candidate intervals, namely, the 250-day interval and the 375-day interval. At the
position near the switch point, the difference between the data in these two intervals
is not significant (the 250-day interval consists mostly the data before the switch
point and the same for the 375-day interval). The homogeneity hypothesis hence
cannot be rejected by the sequential testing procedure. After a certain period,
such as approximately 150 days after the switch point in Figure 3.3, the difference
between the first two candidate intervals become significant (the majority of the
data in the 250-day interval come from the data after the switching while the
majority of the data in the 375-day interval belong to the data set before the
switch point). The sequential testing procedure hence can detect the difference
and reject the homogeneity hypothesis. As a consequence, the selected length of
homogenous interval jumps down to 250-day quickly. For the explanations of the
staircase shape of the plot after the first jump-down, the same logic can be applied.
Take the same example of the Figure 3.3 plot, after jumping down to the 250-day
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homogeneous interval, it stays at the 250-day level for approximately 200 days
before it jumps to the next homogenous interval level 375-day. That is because the
sequential testing procedure needs a period of certain length after the first jump-
down to achieve the ’similarity’ of the first two candidate homogenous intervals.
At the position near the first jump-down (jump from 1250-day to 250-day for the
selected homogenous interval length), the difference between the 250-day interval
and the 375-day interval is significant hence the sequential testing procedure always
reject the homogeneity hypothesis. After a certain period, such as about 200 days
after the first jump-down in Figure 3.3, the difference between the 250-day and
375-day interval becomes nonsignificant, hence the sequential testing procedure
does not reject the 375-day homogeneity hypothesis and the selected length of
homogeneous interval is 375-day. However, the difference between the 375-day
and the 500-day intervals is still significant and then the final selected length of
homogeneous interval is 375-day. By a similar argument, it is understood that the
plot stays at the 375-day level for a while before it can jump to the next level (500-
day). That is how the staircase shape is formed. Generally speaking, It can be seen
that the adaptive VAR model can adequately identify the positions of switching
points inside a multidimensional financial time series.
In the followings are the accuracy comparisons of the parameters estimations
as well as forecasting results for different change scenarios and different forecast
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horizons using the dynamic VAR using rolling-window approach (at every point of
time, the VAR model is estimated based on a fixed length of past interval. In our
study, the window size is 1250) and the adaptive VAR model:
Change Scenario ‖b∗ − bˆ‖ ‖B∗ − B̂‖ ‖Σ∗ − Σ̂‖
Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR
b change 3.74 2.85 0.58 0.42 0.31 0.15
B change 8.15 4.55 0.64 0.46 0.44 0.24
Σ change 2.00 2.70 0.27 0.36 0.16 0.12
All change 5.18 2.78 0.70 0.47 0.19 0.13
Table 3.1 Parameters estimation accuracy comparison for the dynamic VAR
against the adaptive VAR, where the bold figures indicate that the adaptive VAR
outperforms the dynamic VAR (or same).
Change Scenario 1-day ahead forecasting 5-day ahead forecasting 10-day ahead forecasting
Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR
b change 2.00(6.76%) 1.99(6.74%) 2.45(8.29%) 2.40(8.10%) 2.60(8.81%) 2.53(8.58%)
B change 2.05(3.75%) 2.02(3.70%) 2.58(4.71%) 2.51(4.59%) 2.79(5.08%) 2.70(4.91%)
Σ change 1.91 (5.14%) 1.92 (5.17%) 2.17 (5.85%) 2.17 (5.86%) 2.17 (5.85%) 2.17 (5.86%)
All change 1.99(6.33%) 1.96(6.24%) 2.58(8.26%) 2.49(7.93%) 2.83(9.08%) 2.62(8.37%)
Table 3.2 Forecasting ability comparison for the dynamic VAR against the adap-
tive VAR, where the bold figures indicate the adaptive VAR outperforms the dy-
namic VAR (or same), the figures in bracket are percentage errors.
It can be seen in most cases the adaptive procedure has better accuracy in
terms of parameters estimation and forecasting ability compared to the dynamic
counterpart. Even for the few bold figures cases, the adaptive procedure has a
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better precision in estimating the parameter changed in that particular scenario.
For the forecasting ability the performance of the adaptive procedure and the
dynamic procedure is fairly close.
3.1.2 Adaptive CPC VAR approach: smooth change
In the previous section I have studied the scenarios that the parameters sud-
denly change their values at certain time points. In this section, on the contrary,
the scenarios of smooth change in the parameter values are studied, which is, the
parameter value of interest gradually changes to a new level through a number of
steps after the switch point.
For example, the scenario of change parameter B, firstly a homogeneous inter-
val of 1350 data set is generated, from which the first 1250 data points are the
initializing data set and the remaining 100 data points belong to the test data
set. At the 100th data point of the test data set the parameter value B gradually
changes from B0 to B100 over the range from the 100th to the 200th data points,
and then stays at the new level for the remaining 1400 data points in the test data
set. In the following is a plot illustration of the smooth change scenario:
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Figure 3.6 Smooth change scenario parameter value change scheme
To implement the smooth change scenarios, two types of parameters change
are considered. Scenario 1 parameter change is to perform the eigenvalue decom-
position to the parameter matrices B0 and Σ0 estimated from the real data set
of the year 2000. After obtaining the 15 eigenvalues of the two matrices, the first
eigenvalue is smoothly changed through 100 steps to get B100 and Σ100 (add 0.0018
for B and add 0.004 for Σ each step). Scenario 2 parameter change is to smoothly
change all the 15 eigenvalues obtained (add 0.001 for B and add 0.002 for Σ each
step). The beginning parameter (B0, Σ0) and the ending parameters (B100, Σ100)
used in the smooth change scenarios try to mock the real parameter values esti-
mated from the real data of the year 2000 and year 2005. 100 paths are simulated
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for each type of the smooth change scenario for both the parameters B and Σ. The
purpose of performing the 2 types of parameter change is to test the sensitivity of
the adaptive procedure towards 2 types of parameter value change scenarios.
The average value of the estimated lengths of homogeneous interval (solid line)
for 100 simulated paths are displayed in the following figures with the true switch
point indicated by a dashed vertical lines. The results are displayed in Fig 3.7 to
Fig 3.10 as the followings:
Figure 3.7 Scenario 1 change of B. The solid line is the mean value of the length
of selected homogeneous interval and the vertical lines represent the position of
parameter change begins
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Figure 3.8 Scenario 2 change of B. The solid line is the mean value of the length
of selected homogeneous interval and the vertical lines represent the position of
parameter change begins
Figure 3.9 Scenario 1 change of Σ. The solid line is the mean value of the lengths
of selected homogeneous interval and the vertical lines represent the position of
parameter change begins
3.1 Simulation results 97
Figure 3.10 Scenario 2 change of Σ. The solid line is the mean value of the
lengths of selected homogeneous interval and the vertical lines represent the posi-
tion of parameter change begins
Similar conclusions as the sudden change scenarios can be drawn from the
above 4 plots. All the plots show lags before the switch point is detected and
there is a staircase pattern after the first jump-down position. However, there is a
difference between the pattern of smooth change scenario and the sudden change
scenario. The lagging period of smooth change scenario is longer compared to the
sudden change scenario before the switch points is detected. For the explanation
of the longer lagging period, it is because that the adaptive procedure may need
a longer period to detect the difference for a small smooth change in parameter
value. Generally speaking, the adaptive VAR model can adequately identify the
positions of smooth change points inside a multidimensional financial time series.
3.1 Simulation results 98
In the followings are the accuracy comparisons of the parameters estimation
as well as forecasting results for different smooth change scenarios and forecasting
horizons using the dynamic VAR and the adaptive VAR procedure:
Change Scenario ‖bˆ− b∗‖ ‖B̂−B∗‖ ‖Σ̂−Σ∗‖
Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR
B change (scenario 1) 3.39 5.93 0.51 0.49 3.93 1.39
B change (scenario 2) 6.53 3.48 0.44 0.42 0.47 0.21
Σ change (scenario 1) 2.35 2.22 0.42 0.39 0.25 0.15
Σ change (scenario 2) 2.77 2.45 0.31 0.33 0.26 0.16
Table 3.3 Parameters estimation accuracy comparison for the dynamic VAR
against the adaptive VAR, where the bold figures indicate the adaptive VAR out-
performs the dynamic VAR (or same).
Change Scenario 1-day ahead forecasting 5-day ahead forecasting 10-day ahead forecasting
Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR
B change (type 1) 2.24 (1.46%) 2.25 (1.46%) 4.50(2.62%) 4.41(2.59%) 7.71(4.10%) 7.41(4.00%)
B change (type 2) 2.02(3.95%) 2.02(3.95%) 2.91(5.63%) 2.83(5.49%) 3.41(6.57%) 3.25(6.28%)
Σ change (type 1) 2.08 (6.60%) 2.08 (6.60%) 2.54(8.08%) 2.53(8.04%) 2.61(8.30%) 2.61(8.28%)
Σ change (type 2) 2.58 (8.21%) 2.59 (8.21%) 3.01 (9.57%) 3.01 (9.57%) 3.05 (9.69%) 3.06 (9.70%)
Table 3.4 Forecasting ability comparison for the dynamic VAR against the adap-
tive VAR, where the bold figures indicate the adaptive VAR outperforms the dy-
namic VAR (or same), the figures in bracket are percentage errors.
From the above tables the similar conclusion can be drawn as the sudden change
scenarios have revealed. In most cases the adaptive procedure has better accuracy
in terms of parameters estimation and forecasting ability compared to the dynamic
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counterpart. Even for the few bold figures cases, it is observed that the adaptive
procedure still has a better precision in estimating the parameters under smooth
change in that particular scenario. For the forecasting ability the adaptive proce-
dure is comparable with the dynamic procedure.
The homogeneous scenario where there are no parameter changes along the
time series is also studied. Below is the graph of the lengths of the homogeneous
interval selected by the adaptive procedure using 100 iterations:
Figure 3.11 No change scenario: the solid line is the mean value of the lengths
of selected homogeneous interval.
The comparison between the adaptive VAR and the dynamic VAR in terms
of parameters estimation and forecasting ability is summarized in the following
tables:
3.1 Simulation results 100
‖bˆ− b∗‖ ‖B̂−B∗‖ ‖Σ̂−Σ∗‖
Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR
1.96 1.98 0.27 0.27 0.07 0.07
Table 3.5 Parameters estimation accuracy comparison for the dynamic VAR
against the adaptive VAR, where the bold figures indicate the adaptive VAR out-
performs the dynamic VAR (or same).
1-day ahead forecasting 5-day ahead forecasting 10-day ahead forecasting
Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR Dynamic VAR Adaptive VAR
1.95 (5.26%) 1.95 (5.26%) 2.24(6.04%) 2.24(6.04%) 2.24(6.05%) 2.24(6.05%)
Table 3.6 Forecasting ability comparison for the dynamic VAR against the adap-
tive VAR, where the bold figures indicate the adaptive VAR outperforms the dy-
namic VAR (or the same), the figures in bracket are percentage errors.
From the above results, it is not surprising to see that for one case the dynamic
VAR has a better performance compared to the adaptive procedure since it always
use the correct homogeneous length of interval, in our case the window size of 1250
data points. However, it can be seen that the adaptive VAR procedure is just
trailing for a small margin due to the fact that in most cases it selects the correct
length of homogeneous interval.
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3.2 Real data analysis
In this section the CPC + adaptive VAR model is applied to the realized covari-
ance matrix process for the Dow Jones 15 components stocks for the time period
from 1/1/1993 to 31/12/2005, a total of 3276 days. Firstly the CPC algorithm is
applied to the realized covariance matrix process to obtain the eigenvalue vector
series. The eigenvalue vector series are then log-transformed and used as the input
data for the adaptive VAR model. In the following table is the descriptive statistics
for the log-transformed eigenvalues vector series obtained from the CPC algorithm:
3.2 Real data analysis 102
Series Number Mean S.D. Skewness Kurtosis
log λ1 -8.64 0.64 0.37 3.23
log λ2 -9.02 0.66 0.43 3.65
log λ3 -7.45 0.89 0.22 2.79
log λ4 -8.80 0.71 0.20 3.51
log λ5 -8.86 0.71 0.11 3.79
log λ6 -8.74 0.77 0.15 4.16
log λ7 -9.13 0.90 -0.23 4.76
log λ8 -8.50 0.81 0.28 3.90
log λ9 -8.88 0.71 0.19 4.06
log λ10 -9.24 0.78 0.19 3.26
log λ11 -9.18 0.72 0.17 5.19
log λ12 -9.22 0.67 -0.48 4.85
log λ13 -9.17 0.81 -0.16 5.14
log λ14 -9.01 0.86 0.00 3.60
log λ15 -8.94 0.90 -0.32 3.47
Table 3.7 Descriptive statistics for the log-transformed eigenvalue vectors
The purpose of performing log-transformation to the 15 eigenvalues series is
to make them more close to normal distribution. The VAR model can then have
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a better fitting using the data set after the transformation. In addition, the log-
transformation guarantees the positiveness of the resulting eigenvalue series and
hence the positive-definite of the realized covariance matrix process is also ensured.
To show the necessity of performing log-transformation, 2 eigenvalue series are
selected (one is with the largest kurtosis before log-transformation and one is with
average kurtosis among the 15 eigenvalue series before transformation) to compare
their kernel densities before and after log-transformation to the standard normal
distribution density. Here is plot showing the comparison results:
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Figure 3.12 The kernel density plots for the 2 selected eigenvalue series before
and after log-transformation, with the standard normal distribution density plot
as the comparison benchmark. In the upper panel is the eigenvalue series with
the largest kurtosis before log-transformation and the one in the lower panel is the
one with average kurtosis before transformation. The dashed line represents the
kernel density of the eigenvalue series without log-transformation and the dotted
line represents the kernel density of the eigenvalue series after log-transformation.
The solid line is the density of the standard normal distribution for comparison
purpose.
It can be seen that after log-transformation, the 2 eigenvalues series are indeed
more close to normal distribution.
The ACF plot for each of the 15 eigenvalue series is shown as the following:
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Figure 3.13 The ACF plot for the 15 eigenvalue series
and the cross correlation matrix’s color representation is as the following:
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Figure 3.14 The color representation of the cross correlation matrices (lag 1 and
lag 2) for the 15 eigenvalue series
From the graph of the ACF plots for the 15 eigenvalue series, it clearly demon-
strates the long memory pattern within each series. The cross correlation matrix
shows that the dependence among the 15 series is also significant. The skewness,
kurtosis as well as the kernel density plots indicate that the log-transformed eigen-
value is not very far away from normal distribution. All the above mentioned
properties provide justifications for the use of the VAR model, in which the value
of one component depends on the values of itself and other lagged components.
Before applying the VAR model, the CPC algorithm has to be applied first to
obtain the vector process. Hence the accuracy of the CPC algorithm is of critical
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importance. To measure the accuracy of the CPC algorithm, the component-
wise root mean square error (RMSE), the absolute Euclidean distance between the
recovered covariance matrix and the original estimated realized covariance matrix
as well as the Euclidean error in percentage scale (percentageEE), are calculated.









where σˆ and σ∗ are the elements in the covariance matrix recovered by the CPC
algorithm and the original estimated realized covariance matrix, respectively.
The Euclidean error in percentage scale is calculated as the following:
PercentageEE = ||Σ∗ − Σ̂||/||Σ∗||
The Σ̂ and Σ∗ are the covariance matrix recovered by the CPC algorithm and
the original estimated realized covariance matrix, respectively. The following table
summaries the results:
RMSE Norm difference (absolute) Norm difference (percentage)
2.3545 2.3605 42.78%
Table 3.8 Different error measures due to the CPC algorithm
The overall average error percentage for the CPC algorithm is 42.78%, indicat-
ing that applying the CPC algorithm to the realized covariance matrix process has
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some inaccuracy involved. However, the average error percentage for the diagonal
elements in the recovered realized covariance matrix is just 22.69%. On the other
hand, the average error percentage for randomly generated matrices using CPC
algorithm is 15.54%. Given the fact that the realized covariance matrix is heavily
diagonal dominated (the average ratio of the diagonal element to the non-diagonal
element is 22.34, means that the off-diagonal elements of the realized covariance
matrix is much smaller than its diagonal elements), in general it is considered that
the performance of the CPC algorithm applied to the realized covariance matrix is
in line with general situation and the inaccuracy is mainly due to the off-diagonal
elements which are relatively insignificant by themselves.
Besides the error due to the CPC algorithm, the error due to the VAR model
fitting is also studied. The similar methodology used in the CPC error calculation
is adopted to calculate the percentage error for the VAR model fitting. Here is
the error in percentage scale plot for the estimated 3276 vectors obtained from the
VAR regression:
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Figure 3.15 The error in percentage scale for the estimated eigenvalue vectors
obtained from the VAR regression
From the above figure it can be seen that the period with large regression
error is between the year 1999 and the year 2001. It coincides with the periods
of forming and bursting of the ’dot com’ bubble on the American stock market as
well as the 911 terrorist attack. Those turbulence may contribute to the volatility
of the market which leads to large regression errors.
The overall error percentage for the VAR regression for all the eigenvalues
vectors is 5.34%, which is much smaller than the error in percentage scale of the
CPC algorithm. All the results indicate that the use of the adaptive VAR procedure
is adequate for the eigenvalue vector series after applying the CPC algorithm to
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the realized covariance matrix process.
3.2.1 Factor realized covariance model
To compare the performance of the above mentioned CPC + adaptive VAR
approach to other alternative multivariate volatility models, the factor realized
covariance model proposed in Tao et al. (2011) is implemented in this section for
this purpose. To reduce the effective number of entries in the realized covariance
matrix and connect high-frequency volatility matrix estimation with low-frequency
volatility dynamic models, Tao et al. (2011) proposed a factor model as follows:
Let Σx denotes the two scales realized covariance matrix process of the 15 Dow
Jones Industrial Average Index Components stocks, which can be represented as
the following:
Σx(`) = AΣf (`)A
′ + Σ0, ` = 1, . . . , N (3.1)
Where Σf (`) are r×r positive definite matrices and treated as the factor volatility
process and r is a fixed small integer (much smaller than d), Σ0 is a d× d positive
definite constant matrix, A is a d×r factor loading matrix and N is the number of
the realized covariance matrices. This effectively assumes that the daily dynamic
structure of the matrix process Σx is driven by a lower-dimensional latent process
Σf (`).
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The next step is to determine the factor loading matrix A. The estimator Â is
obtained using the r orthonormal eigenvectors of Sx, corresponding to the r largest









Consequently the estimated factor volatilities are:
Σ̂f (`) = Â
′Σx(`)Â, ` = 1, . . . , N
and the estimator for Σ0 in model 3.1 may be taken as:
Σ̂0 = Σx − ÂÂ′ΣxÂÂ′
To determine the number of loading factors r, based on the available 3276 real-
ized covariance matrices, the eigenvalues and eigenvectors of the sample variance
matrix Sx are evaluated. The 15 largest eigenvalues, are plotted in the following
figure for the 15 Dow Jones component stocks.
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Figure 3.16 The 15 eigenvalues of the sample variance matrix Sx
The plot shows that the largest eigenvalue of the 15 stocks is much larger than
the rest 14 eigenvalues. Hence the first column of the eigenvector matrix is select
as the loading factor matrix Â and the Σ̂f (`) is just a univariate time series. The
AR model selected from the BIC criterion can be fitted to the time series Σ̂f (`)
using the univariate time series obtained from the factor model.
The forecasting performance comparison for this model with the adaptive CPC
+ VAR model and non-adaptive CPC VAR model, as well as other multivariate
volatility models (DCC and OGARGH) will be presented in the next subsection.
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3.2.2 Forecasting ability comparison: the CPC + adaptive
VAR approach v.s. non-adaptive approach and other
multivariate volatility models
In this subsection the results from the CPC + adaptive VAR approach are
compared to the non-adaptive counterpart as well as other multivariate volatility
models to show the advantage of employing the adaptive procedure in the realized
covariance matrix process modeling.
In the following is the plot showing the lengths of homogeneous interval estima-
tion using the eigenvalue vector series obtained from the realized covariance matrix
process for 2025 days (from 11/12/1997 to 30/12/2005). Since the lag order p is
also dynamically estimated for each point of time, the plot for the estimated lag
order is also displayed.
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Figure 3.17 Real data analysis: the lengths of homogeneous interval and the
selected lag order for the adaptive VAR model applied to the eigenvalue vector
series from the real data set.
The one-day ahead realized covariance matrix forecasting performance for the
CPC + adaptive VAR model and its various counterparts for the same time pe-
riod is also studied. The input data set used is the same eigenvalue vector series
obtained from the daily realized covariance matrix process of the Dow Jones 15
components stocks for the same time period. The comparison benchmark is cho-
sen to be the dynamic VAR(1) model with different sizes of rolling window and
various other multivariate volatility models (factor realized covariance model men-
tioned above with 1250-day rolling window size, DCC and O-GARCH with 500-day
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rolling window size). The distances between the one-day ahead forecasted covari-
ance matrix and the underlying estimated realized covariance matrix for all these
models are computed and summarized in the following table:
Mean squared error Standard deviation Euclidean Distance
Adaptive approach 2.91e-006 1.36e-005 9.06e-004
Rolling window(1250) 3.02e-006 1.42e-005 9.22e-004
Rolling window(1000) 3.00e-006 1.42e-005 9.17e-004
Rolling window(750) 2.96e-006 1.40e-005 9.11e-004
Rolling window(500) 2.93e-006 1.38e-005 9.08e-004
Rolling window(250) 2.89e-006 1.34e-005 9.06e-004
Factor 2.81e-006 1.20e-005 8.98e-004
DCC 2.63e-006 1.07e-005 10.03e-4
O-GARCH 4.13e-006 1.76e-005 12.13e-4
Table 3.9 One-day ahead realized covariance matrices forecasting results
From the table above, it can be seen except for the 250-day rolling window size
VAR(1) model, the adaptive VAR model outperforms all the other rolling window
VAR(1) models, as well as the O-GARCH model. In terms of the MSE error
measure, DCC approach is better than the adaptive approach, while in terms of
the Euclidean error measure, the adaptive procedure is better. The factor model
seems to be the best model in this study.
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3.2.3 Value at risk (VaR) comparison: the CPC + adaptive
VAR approach v.s. non-adaptive approach and other
multivariate volatility models
Due to the fact that the CPC VAR model with or without adaptive procedure
proposed in this paper is based on the realized covariance data, while other conven-
tional multivariate volatility models such as DCC and O-GARCH models are based
on the daily return data, it is hence unfair to compare the model accuracy by just
calculating the distance between the forecasted covariance matrix and the realized
covariance matrix. In order to compare various models based on a fair benchmark,
the value at risk (VaR) estimation is chosen as a measure of performance for all
multivariate volatility models mentioned.
VaR is so far the most widely used risk measure by financial institutions. With
a target probability α ∈ (0, 1) and a forecasting time horizon [t, t + h], VaR is
defined as a threshold value such that the probability that the mark-to-market
loss on the portfolio over the given time horizon exceeds this value is the given
probability level:
VaRαt+h = − inf{c ∈ IR : P (rt+h ≤ c|Ft) ≥ α}
where Ft represents the past information at time t. The target level α is often to
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be set between 0.1% to 5% for different purposes such as regulatory requirement
and internal supervisory.
To get the forecasted VaR values using different multivariate volatility models,
firstly the forecasted covariance Σt is to be calculated, and then the forecasted
return vector rt of stocks is obtained using the following formula:
rt = Σtεt
where the εt is a random vector following the multivariate normal distribution (in
this study). To simplify the matter, an equal weight of stock holding scheme is
assumed and hence the forecasted portfolio return rp can be calculated from the
return vector rt. The different scenarios of return vector rt can be generated by
simulating the εt repeatly. The α% VaR value corresponds to the α percentile of
the portfolio return rp calculated from different scenarios of simulated stock return
vectors rt.
After obtaining the forecasted VaR values using different multivariate volatility
models, the backtesting procedure is carried out to see whether the different multi-
variate volatility models can generate the desired exceedance target rate by looking
back into the past time interval to calculate the real exceedance rate. In addition,
various statistical tests, such as the Christofferson test, the Ljung test and the
dynamic quantile test are applied to the results to compare the performance of the
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VaR models constructed by different multivariate volatility models.
The purpose of choosing VaR as the fair benchmark is because no matter what
the input data set (the daily returns or the realized covariance matrices) the dif-
ferent multivariate volatility models use, as long as the resulting forecasted VaR
value can generate a better backtesting result compared to the others, it can be
concluded that the very multivariate volatility model has a superior performance
in terms that it has a better ability to capture the risk factors embedded in the
financial time series.
In the following are the backtesting results of the VaR estimation using fore-
casting time horizons of 1 day, 5 days and 10 days. The time period used in the
VaR calculation is from 22/12/1994 to 07/12/1998, a total length of 1000 days.
The target level of exceedance is set to 2 levels : 1% and 0.5%. The statistical
tests applied to the backtesting results include the Christofferson test, the Ljung
test and the dynamic quantile test. The purpose of applying multiple statistical
tests is to enhance the reliability of the backtesting results. The residuals used in
the various multivariate volatility models are the standard normal random variable
N(0, 1). Below are the 1-day-ahead VaR backtesting results for 1% and 0.5% target
exceedance levels. The backtesting results of the adaptive procedure (ADA) are
compared to the dynamic rolling window VAR approach (VAR), O-GARCH mod-
el, DCC model as well as the factor model. The results are arranged in ascending
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order by the absolute distance measured by |α∗%− αˆ%|:
h = 1, Target level = 1% h = 1, Target level = 0.5%
εt Method αˆ% C’s test DQ LB Method αˆ% C’s test DQ LB
N(0,1)
OGARCH 2.11 19.16 49.36 21.45 OGARCH 1.78 4.09 53.07 31.98
DCC 2.80 45.46 59.41 15.88 Factor 2.13 23.31 57.34 40.77
Factor 2.92 51.95 75.13 27.13 DCC 2.15 19.16 48.43 20.60
ADA 3.32 69.23 111.93 26.91 ADA 2.38 31.05 82.95 55.75
VAR 3.41 76.43 130.13 35.49 VAR 2.84 48.02 92.06 37.64
Similarly below are the backtesting results for the 5-day-ahead VaR estimation:
h = 5, Target level = 1% h = 5, Target level = 0.5%
εt Method αˆ% C’s test DQ LB Method αˆ% C’s test DQ LB
N(0,1)
OGARCH 2.11 9.28 47.56 19.76 OGARCH 1.76 17.75 72.88 17.57
Factor 2.21 22.16 48.44 19.12 Factor 1.74 36.66 133.05 34.20
DCC 2.20 37.78 56.83 18.94 DCC 2.29 65.45 123.56 20.89
ADA 2.62 37.78 59.12 19.43 Adaptive 2.23 65.87 149.77 25.10
VAR 2.91 49.54 69.79 14.55 VAR 2.57 83.86 159.20 20.78
Below are the backtesting results for the 10-day-ahead VaR estimation:
h = 10, Target level = 1% h = 10, Target level = 0.5%
εt Method αˆ% C’s test DQ LB Method αˆ% C’s test DQ LB
N(0,1)
OGARCH 2.23 10.84 47.01 18.44 OGARCH 1.67 15.34 130.32 33.11
Factor 2.20 22.16 30.72 14.21 Factor 1.65 32.02 80.22 20.09
DCC 2.35 25.37 48.60 16.57 DCC 1.81 41.56 131.01 28.07
ADA 2.74 41.53 66.49 14.45 ADA 2.27 65.87 116.43 15.38
VAR 3.20 62.72 65.52 13.13 VAR 2.42 77.67 115.61 13.69
From the above backtesting results, it can be seen that all the statistics show
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that the VaR estimation using N(0, 1) as the residuals are not appropriate. This
may due to the fact that the financial returns distribution normally has a fatter
tail compared to the normal distribution, which creates more exceptions relative
to the target level specifies. However, it still can be observed from the order of
the various multivariate volatility models that the CPC + adaptive VAR model
has a superior performance compared to its non-adaptive counterpart. It also can
be seen that all the multivariate volatility models based on the realized covariance
matrix (factor model, adaptive and non adaptive CPC VAR models) has relatively
poorer backtesting results compared to the multivariate volatility models based
on the daily returns (DCC and OGARCH models). In other words, there may be
an advantage to model the multivariate volatility process using the daily returns




In this thesis, a new multivariate volatility model based on the daily realized
covariance matrix is proposed. The model is equipped with good properties of
the ease of implementation (CPC algorithm to reduce dimension) and the quick
response to market change (the multivariate adaptive procedure to detect regime-
switch-point). It can be seen that both simulation and real data studies show the
superior performance of this model compared to other conventional multivariate
volatility models such as the O-GARCH model, DCC model or the factor realized
covariance model. It is also noticed that the ability to quickly adapt to the market
shift is very crucial for a model judging from the improvement in the covariance
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forecasting ability and VaR calculation accuracy obtained from the application of
the adaptive procedure.
However, there are still room for improvements for the CPC + adaptive VAR
model. In this study, the candidate homogenous intervals are fixed and hence
it is considered as a local model selection procedure. It can be more flexible
by upgrading the model to the local change point model where the homogenous
interval length is not fixed. It is also noted that the VaR backtesting results for
this model are not as good as other models such as the DCC model. This may
due to the inaccuracy of the CPC algorithm. It may be desirable to have a more




From the literature of linear regression analysis, it is known that the least-
squares fitting is a maximum likelihood estimation of the fitted parameters if the
measurement errors are independent and normally distributed with constant stan-
dard deviation. The result can be readily extended to the setting of VAR model,
where the regression parameters b˜, B˜1, . . . , B˜p are estimated using the least square
method and the covariance matrix estimate Σ˜ is calculated from the resulting
residuals. Since the least square estimates and the quasi-MLE estimates are con-
sistent, in this section, for the simplicity of notation, the log-likelihood difference
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LIt(θ˜It , θ
∗) is denoted by LIt(Σ˜It ,Σ
∗) through the proof of Theorem 2.1 to The-
orem 2.3 since all the information of other parameters are incorporated in Σ˜I and
Σ∗.
Theorem 2.1 Adopting the setting of VAR model, for every Σ∗ the fitted likeli-
hood difference LIt(Σ˜It ,Σ
∗) = LIt(Σ˜It)−LIt(Σ∗) with LIt(Σ˜It) = maxΣIt∈Θ LIt(ΣIt)
satisfies:
LIt(Σ˜It ,Σ
∗) = NItK (Σ˜It ,Σ
∗)
Where K (Σ˜It ,Σ
∗) is the is the Kullback-Leibler information for the two mul-
tivariate normal distributions with variance covariances matrices Σ˜It and Σ
∗ :
K (Σ˜It ,Σ
∗) = EΣ˜It log(dPΣ˜It/dPΣ
∗). NIt is the number of data points in the
local interval It.
Proof of Theorem 2.1
By definition:
LIt(Σ˜It ,Σ
∗) = LIt(Σ˜It)− LIt(Σ∗)
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Theorem 2.1 is proven.
Theorem 2.2: Assume Θ. Adopt the setting of the VAR model. Let εt be i.i.d.




} ≤ ∞ (5.1)
for some λ > 0 ∀ t ∈ NIt . Then there is a constant µ0 > 0 such that for any
Σ˜It ,Σ















∗) > z) ≤ 2e−µ0z (5.3)
Proof of Theorem 2.2





⊆ {LIt(Σ†,Σ∗) > z} ∪ {LIt(Σ†,Σ∗) > z}
















Under the measure PΣ∗ , the term a
∗′
t Σ




ε′tεt = ||εt||2, leading to the formula:
2LIt(Σ˜It ,Σ














with some constant C > 0, the original equation is:
2LIt(Σ˜It ,Σ











































C · |Σ∗|/|Σ˜| − 1
}
Denote v = 1−C · |Σ∗|/|Σ˜|, then the function f(v) = [2z−NIt log ((1− v)/C))] /v
attains its minimum at some point v† = 1− C · |Σ∗|/|Σ†| satisfying the equation:
2z/NI +
v†


















1− C · |Σ∗|/|Σ†|
}
⊆ {LIt(Σ†,Σ∗) > z}
















C · |Σ∗|/|Σ†| − 1
}
⊆ {LIt(Σ†,Σ∗) > z}
for some |Σ†| < C · |Σ∗|.
Hence Lemma 1 is proven.













As shown in the proof of Lemma 1:
2LIt(Σ˜It ,Σ












with u = |Σ∗|/|Σ˜| · C − 1. For any µ such that maxIt | − uµ| ≤ λ this yields by






= µNIt log((1 + u)/C)− µNItu




There is a well-known result as the following:
Lemma 2 If there exists a constant H > 0 and a random variable X such that
E exp {tX} <∞ ∀|t| < H, then there exist a constant g > 0 and a positive T > 0,
such that
E exp {t(X − EX)} ≤ exp{gt2} ∀|t| ≤ T
Since the proof is obvious, we ignore the detail proof.
Apply the Lemma 2, utilizing the assumptions that E exp {λ||εt||2} <∞ for some




{−uµ(||ε||2 − 1)} ≤∑
It
κ0u2µ2



















log(1 + u∗)− u∗ + κ0µu∗2
}− µNIt logC
Where u∗ is the upper bound for |u|. The condition (Θ) ensures that u = u(|Σ˜|) =
|Σ∗|/|Σ˜| · C − 1 is bounded by some constant u∗ for all Σ˜ ∈ Θ. The expression
log(1 + u)− u+κ0µu2 is negative for all |u| ≤ u∗ and sufficiently small µ yielding
5.2.
Here is a simple proof for f(u) = log(1+u)−u+κ0µu2 is negative for all |u| ≤ u∗.




− 1 + 2κ0µu
Equal the above expression to 0, there are two solutions:
u = 0, u =
1− 2κ0µ
2κ0µ
It can be seen that the derivative of f(u) is negative for all values u ∈ [0, (1 −
2κ0µ)/(2κ0µ)]. In addition, since f(0) = 0 and for sufficient small µ, the interval
in which the function f(u) is decreasing can be arbitrarily large. Hence as long as
there is an upper bound u∗ ≥ u ∀u = |Σ∗|/|Σ˜|·C−1, the function f(u) is decreasing





















The inequality 5.2 is established.
The Tchebychev’s exponential inequality states that for a random variable w > 0
and a constant v > 0, for any value z, the following relationship holds:
P(w > z) = P {exp(vw) > exp(vz)} ≤ E {exp [v(w − z)]}
Apply the Tchebychev’ exponential inequality here, for some µ0 > 0, we have:
PΣ∗(LIt(Σ˜It ,Σ



















∗) > z) ≤ e−µ0z
For all Σ˜It .





⊆ {LIt(Σ†,Σ∗) > z} ∪ {LIt(Σ†,Σ∗) > z}
for some fixed Σ†,Σ† depending on z. Finally we have:
PΣ∗(LIt(Σ˜It ,Σ
∗) > z) ≤ 2e−µ0z (5.5)
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Hence upper bound of the probability 5.3 is proven.
Theorem 2.3 Assume (Θ) and condition 5.1. Then for any r > 0, there is a
constant µ0 such that:
EΣ∗ |LIt(Σ˜It ,Σ∗)|r ≡ EΣ∗|NtK (Σ˜It ,Σ∗)|r ≤ τrµ−r0 ≡ Rr(Σ∗). (5.6)
Where K (Σ˜It ,Σ





∗) is a constant.
Proof of Theorem 2.3

















∗) > z) ≤ 2e−µ0z
Hence


















Hence Theorem 2.3 is proven. The upper bound has been established for the
log-likelihood ratio for multivariate case as shown in 5.6.
In the following proofs the risk bound of parametric case is extended to the general
’near parametric’ situation under the small modeling bias condition.
Theorem 2.4 Let for some θ ∈ Θ and some ∆ ≥ 0
E∆Ik(θ) ≤ ∆ (5.7)
where ∆Ik(θ) =
∑
t∈IkK {Xt,Xt(θ)}, Xt is the observable multidimensional time
series and Xt(θ) is some local parametric approximation of Xt. It holds for an
estimate θ̂ constructed from the observations {Xt}t∈Ik that
E log
(
1 + %(θ̂, θ)/Eθ%(θ̂, θ)
)
≤ 1 + ∆
Where %(θ̂, θ) is some loss function.
Proof of Theorem 2.4
Lemma 3 Let P and P0 be two measures such that the Kullback-Leibler divergence
E log(dP/dP0) satisfies E log(dP/dP0) ≤ ∆ < ∞ for some ∆. Then for any
random variable ζ with E0ζ <∞, it holds that E log(1 + ζ) ≤ ∆ + E0ζ
Proof of Lemma 3 By simple algebra one can check that for any fixed y the
maximum of the function f(x) = xy − x log x+ x is attained at x = ey leading to
the inequality xy ≤ x log x− x + ey. Using this inequality and the representation
E log(1 + ζ) = E0 {Z log(1 + ζ)} with Z = dP/dP0, we obtain:
E log(1 + ζ) = E0 {Z log(1 + ζ)}
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≤ E0(Z logZ − Z) + E0(1 + ζ)
= E0(Z logZ) + E0ζ − E0Z + 1
It remains to note that E0Z = 1 and E0(Z logZ) = E logZ.
Lemma 3 is applied with ζ = %(θ̂, θ)/E%(θ̂, θ) yields the result of the Theorem
2.4 in view of

















Hence Theorem 2.4 is proven. Theorem 2.4 extends the parametric risk bound
in 5.6 to the ’near parametric’ situation under the SMB condition.




1 + |LIk(θ˜Ik , θ)|r/Rr(θ)
)
≤ 1 + ∆
where Rr(θ) is the parametric risk bound from 2.4.
Proof of Corollary 2.5 It is Theorem 2.4 formulated for %(θ̂, θ) = LI(θ̂, θ).
Theorem 2.6 Let θ ∈ Θ and ∆ > 0 be such that E∆Ik∗ (θ) ≤ ∆ for some k∗ ≤ K.




|LIk∗ (θ˜Ik∗ , θ)|r
Rr(θ)
)
≤ 1 + ∆, E log
(
1 +




where ρ = k
∗−1
K−1 .
Proof of Theorem 2.6 The first inequality follows from Corollary 2.5 under
134
the SMB condition 2.10 is fulfilled for k ≤ k∗, the second one from condition 2.8,
Hence the Theorem 2.6 is proven.
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