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Featured Application: An analysis of the optimal ventilation level in naturally ventilated
classrooms under COVID-19 pandemic requirements.
Abstract: The present paper aims to show a mathematical understanding of the effect of ventilation
rate over building energy consumption. Moreover, as a case study to show this methodology,
a proposal was analyzed of modifying the teaching period to reach a maximum increase of air changes
in school buildings, to allow adherence to the COVID-19 pandemic requirements in the Galicia region,
with lower energy consumption. In this sense, to analyze the energetic implication of this proposal,
the building construction was defined, modeled in accordance with the ISO Standard 13790 and
implemented in accordance with the Monte Carlo method. Results showed the probability of energy
consumption as a Weibull model. Furthermore, a map of different Weibull models in accordance
with different ventilation rates was developed. The constants of the Weibull models allow to identify
normal distributions of the probability density functions of energy consumption, especially the ones
with lower energy consumption. As a consequence, these constants are a better parameter to identify
the optimal ventilation rate for each season in search of a healthy indoor ambience, which is of interest
for a future design guide. Finally, the main results showed a reduction of energy consumption at a
higher ventilation rate in the summer season. As a consequence, the necessity of modifying teachings
periods, as an adequate procedure to prevent more COVID infections, is concluded.
Keywords: ventilation; energy; COVID-19; procedure; building; ISO
1. Introduction
Indoor ambiences are controlled to reach an adequate thermal comfort, ensuring healthy conditions.
In this sense, in mild climates with high relative humidity, such as in the Galicia region, there is no
need of complex Heating Ventilation and Air Conditioning Systems (HVAC) in most public buildings,
such as schools and offices. Most of the time, solely a hot water system fed by a fuel oil boiler is
employed during the coldest winter days, with an average relative humidity of 80%. Moreover,
the ventilation rate is manually controlled by opening windows in accordance with common sense and
the occupant’s perception of indoor air quality. This perception, in accordance with previous research
works [1], depends on the time that an occupant stays in that indoor environment, which reaches the
lowest perception of air quality after some minutes in that environment. As a consequence, the need
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for natural ventilation and air renovation arises, most of the times in public buildings, when the level
of indoor quality has worsened significantly.
ASHRAE [2] has proposed increasing the ventilation rate due to the COVID-19 pandemic. In this
sense, “transmission of COVID-19 through the air is sufficiently likely that airborne exposure to the virus
should be controlled. Changes to building operations, including the operation of heating, ventilating,
and air-conditioning (HVAC) systems, can reduce airborne exposures” [2]. All these changes must be
done in agreement with the ASHRAE Standard 62.1-2019. In particular, some designer guidelines for
general schools proposed by the ASHRAE recommend that relative humidity in the winter season must
not decrease below 50% due to that it increases the probability of COVID-19 propagation, which is
not a problem for the humid region of Galicia. Moreover [3], it recommends installing CO2 sensors
at the occupied zone that warn against underventilation and, during the epidemic, to change the
default limits to 800 ppm (warning) and 1000 ppm (alarm). Moreover, if mechanical ventilation is not
employed, it is proposed to employ HEPA air purifiers. Despite this, an adequate air renovation and
dilution of contaminants are required. As a consequence, it is recommended to ensure that the airflow
patterns in classrooms are adjusted to minimize occupant exposure to particles [2]. As a consequence,
different laminar air movements are required to prevent aerosols, which create a high to spread the
COVID-19 through air flow [4]. Moreover, all these comments are in agreement with the World Health
Organization (WHO) [5] proposing to increase ventilation when the climate allows.
Finally, energy consumption is one of the most important factors to be considered during the
designing of new constructions, and these need to be improved in the existing buildings, as was shown
in recent research works [6–11]. In this sense, there are a lot of software resources that can be used
to estimate building energy consumption during the full year and different standards for building
energetic qualification [12,13]. One of the main objectives of the International Energy Agency [14] is
to obtain new methodologies for defining better alternatives for preventing energy consumption in
buildings; there is currently a knowledge gap in this field. Currently, there is no real understanding of
the ventilation in buildings, which reduces the options of improvement proposals. As a consequence,
the aim of this work is to analyze the energetic effect of the air changes in buildings and to identify
the guide parameters to increase the ventilation rate. In particular, a case study of this procedure in a
Galician school building, in accordance with the pandemic requirements, was shown. In this sense,
a calculation procedure based on ISO Standard 13790 was developed in accordance with the Monte
Carlo method [15–17] with the aim to obtain an original result not shown by software resources of
building energy rating; additionally, a probabilistic model for energy use was employed in accordance
with a Weibull distribution [18–22]. Furthermore, this probabilistic model will be employed to define
the expected energy consumption at different ventilation rates and weather conditions and to identify
the better options to reach a healthy indoor ambience with lower energy consumption.
2. Materials
2.1. Climatic Data
Climatic data were collected through a sampling process in 50 weather stations located in central
and remarkable points in Galicia. These weather stations sample temperature, relative humidity,
and wind speed variables with a sampling frequency from about 5 to 10 min [12,23] and an error
margin of 0.1 ◦C, 0.2%, and 0.1 m/s, which can be considered acceptable. Moreover, these weather
stations were chosen for the purpose of this study because they ignore buildings and other conditions
that could possibly interfere with the data.
2.2. School Buildings
The school building selected for this case study is placed in Galicia, in the northwest of Spain.
In this school building, the average classroom occupation level is 25 occupants, with an average
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floor area of 50 m2, in accordance with the COVID-19 pandemic requirements based on the Galician
Ministry recommendations.
The school was built using concrete with walls of two brick layers thick, and an internal air barrier.
The floor is in direct contact with the ground, and not insulated. Concurring with earlier research
works [24], the internal heat capacity of the building was calculated in accordance with the EN ISO
13790 standard, and the resulting value was found to be 150 kJ/(m2 K). This value corresponds to a
medium heavy structure. Finally, the U-value for the windows is 1.8 W/m2K, in accordance with the
low emissive and double-glazed windows.
In line with previous research works on thermal inertia, typical wall constructions were defined,
and minimum and maximum wall thermal inertia were defined in accordance with the standards.
In light of this, values between 150 kJ/(m2 K) and 400 kJ/(m2 K) were selected to be employed in the
next simulation processes.
Finally, this classroom has natural ventilation through windows that can be opened manually,
reaching an average ventilation level of 0.8 air changes per hour in winter and summer seasons.
This value was obtained with the tracer gas decay method, employing SF6 as sampled gas. The geometry
of the typical school building is shown in Figure 1, and shows two zones: the professor’s zone and the
student’s zone.
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2.3. Internal Heat Gains
The proposed values of internal heat gains in the EN ISO 13790 standard can be used if no
national data are available. Therefore, the simulations were adapted to the actual situation. The sum
of the internal heat gains from occupants, lighting, and devices gives the annual internal heat gains,
which are proposed in the standard, as constant values 5.7 W/m2 for school buildings. In our case
study, concurring with previous research works [25], the real annual internal heat gain was analyzed
and fixed at 44 kWh/m2 year.
2.4. HVAC System Set Point Temperature
The heating system typically employed in Galician classrooms consist of a central heating system
consisting of a fuel boiler that heats water at 80 ◦C and, once mixed with return water, is circulated in
different classrooms. In particular, the building objective of this study is heated continuously for about
4 h, which represents part of the working period. In this sense, in accordance with the ISO Standard
recommendations for this region, the set point of heating and cooling is 18 ◦C and 23 ◦C, respectively,
to maintain better thermal comfort while maintaining low energy consumption.
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3. Methods
As was commented before, the methodology employed in the present study aims to define
the probability density function of energy consumption during the winter and summer seasons in
buildings. With this information, different ventilation levels of the classroom in the Galician region
will be analyzed to identify the real effects and requirements of a COVID-19 pandemic situation.
Despite the fact that all the methods are explained in this section, an in-depth definition of the
Monte Carlo method over ISO 13790, taking as reference some residential building, can be seen in
previous work [26]. Moreover, in this previous research, the results obtained with this methodology
were validated with respect to the certified energy rating software resources.
3.1. ISO 13790 Standard
This ISO 13790 Standard was developed by the European Committee for Standardization (CEN),
in collaboration with the International Organization for Standardization (ISO) to define the calculation
methodology of the energy consumption and carbon dioxide emissions in buildings. Despite the fact
that ISO employs different levels of calculation complexity, for the present paper, the annual energy
use method was employed.
The process begins with a selection of the main variables that must be considered in the building’s
energy consumption. In this sense, variables such as indoor air temperature in winter and summer
seasons, building thermal inertia, air changes and the number of occupants were selected in accordance
with ISO Standard 13790 and adjusted to the values of a real building [27–33]. From any modification
of these values, when the outdoor air temperature is entered in a random way in accordance with the
Monte Carlo Method procedure, the probability distribution of the expected energy consumption due
to each building modification is obtained. In the base case, the number of air changes was 0.8, thermal
inertia was 150 kJ/m2 K, and the number of occupants was 25. At the same time, the average outdoor
temperature conditions were defined in accordance with the ISO Standard indications for the region
objective of this study. The heating and cooling systems, with set point temperatures of 18 ◦C and
23 ◦C, were identified with energy performance indices of 0.7 and 2.55, respectively. Subsequently,
once the random input data were entered, the corresponding histograms were developed, as shown in
Figure 2, and the probability density function of heating and cooling energy consumption for different
air change values was defined, as shown in Figures 3–8. Finally, it is of interest to highlight that, as
shown in previous works, the effect of thermal inertia does not exist in these kinds of yearly studies
about energy consumption.
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3.2. Calculation Process: Number of Iterations
The random process was developed in Visual Basic for Applications for each different curve to
obtain an adequate determination factor during the curve fitting process. In this sense, the Monte
Carlo method predicts the estimation of the total error (ε), which is proportional to the number of






where σ is the standard deviation of the random variable and N is the number of iterations.
For instance, in the present case study, the standard deviation of the outdoor temperature was
1.45 ◦C in the summer and 2.09 ◦C in the winter season and the minimum number of iterations required
for an error less than 2% was calculated. As a consequence, the minimum number of iterations
proposed for each season was 166 in winter and 86 in summer season. Due to the fact that the ISO
procedure needs few calculations and the curve fitting needs the highest number of values possible,
an iterative process was developed with more than 60,000 iterations.
However, after a curve fitting in accordance with more than 60,000 mathematical models, a Weibull
density distribution was selected in accordance with the determination factor obtained. The curve
fitting process was done with the CFtool of Matlab software. Despite this, the codification was
implemented by the authors to develop this task automatically, and to order the obtained curves by its
determination factor. Within the 10 more accurate equations obtained, the Weibull model was selected
due to its well-known relation with processes that change its probability density function during its
life, as it used to be in maintenance models.
As a consequence, this adequate curve fitting could be identified by a determination factor of 0.90
between the simulated data and the values defined by the Weibull model of Equation (2):

































where x is the input variable and a0, b0, c0, d0, and e0 are the model constants.
4. Results and Discussion
Once the Monte Carlo Method was applied in the calculation procedure defined by the building
Standard ISO 13790, with more than 60,000 runs, the frequency of each different value was defined,
as shown in Figure 2.
This histogram could be curve fitted for each different study in accordance with the Weibull
distribution model of Equation (2) with an adequate determination factor, as can be observed in
Figure 3.
After simulating the actual conditions, based on the values obtained from weather stations in
Galicia and ISO 13790 standards indications, and in accordance with the yearly variation of the average
temperature in winter and summer season of 0.5 ◦C and 1 ◦C [34], the Monte Carlo method was applied
again with this temperature increase in the mean outdoor temperature. As a consequence, Figures 4–8
were obtained.
As an initial comparative parameter between Weibull models, we can use the value of the model
constants shown in Tables 1 and 2 obtained from a curve fitting process for heating and cooling
seasons at different average air temperatures and air changes. At the same time, the point of maximum
probability value of each cumulative curve is of real interest, due to that it is the highest energy
consumption possible; moreover, the maximum of the probability density function has been analyzed,
as it represents the more frequent value of energy consumption.
Appl. Sci. 2020, 10, 7169 9 of 13











a0 b0 c0 d0 e0 r2
5.44 0.5 Average 3.363271 2.661263 9.437849 1.011474 0 0.92
5.10 0.5 +0.5 ◦C 1.854899 2.080979 2.565297 2.295291 1.007102 0.97
4.80 0.5 +1 ◦C 1.854899 2.080979 2.565297 2.295291 1.007102 0.97
15.72 0.8 Average 3.090611 8.386542 32.028872 1.010309 0 0.93
15.68 0.8 +0.5 ◦C 3.304539 8.415014 29.33913 1.012122 0 0.90
15.65 0.8 +1 ◦C 3.124542 8.369421 30.40935 1.010302 0 0.90
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a1 b1 c1 d1 e1 r2
15.97 0.5 Average 2.794215 2.479324 8.207154 5.324309 1.06168 0.91
16.34 0.5 +0.5 ◦C 3.618063 7.566651 29.62327 1.013869 0 0.83
16.94 0.5 +1 ◦C 3.273713 7.46334 24.62232 1.0127 0 0.84
5.30 0.8 Average 3.668553 9.12329 −2.019566 3.309106 1.0585379 0.95
5.45 0.8 +0.5 ◦C 3.273713 7.46334 24.62232 1.0127 0 0.84
5.52 0.8 +1 ◦C 1.973009 4.136657 0.203551 1.313985 1.085427 0.81
1.18 1.0 Average 2.734177 3321.353 −3.61981 3.85073 3.236254 0.99
3.16 1.0 +0.5 ◦C 3.077777 13.48641 45.60571 1.011666 0 0.92
4.38 1.0 +1 ◦C 3.050013 13.48202 45.16667 1.011673 0 0.92
0.36 2.0 Average 1.449848 347.4151 −0.27093 0.463775 3.049235 0.99
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In this sense, in Figure 3a the curve of the probability density function of the heating energy
consumption after a 0.5 ach shows a more probable energy consumption of 2.89 kWh/m2 with a
frequency of 3.39% of the cases. Despite this, the energy consumption may reach 9.03 kWh/m2, as we
can see at the end of this same curve. If we now employ the cumulative curve of Figure 3b and we
locate the cut of the 0.5 ach curve with the 100% cumulative probability, it can be concluded that all the
energy consumption after a 0.5 ach will be equal to or lower than 9.03 kWh/m2.
Despite the fact that these are really interesting parameters, a representative value is needed. As a
consequence, numerical integration of the probability density functions led us to define the average
energy consumption for each case. If we analyze the effect of the augmentation of 0.5 ◦C of the outdoor
air temperature over this initial situation, see Figures 5 and 6 and Table 1, low modification can be
observed with respect to the base case of the heating energy consumption under 0.5 ach. In particular,
from these figures it can be observed that the highest energy consumption for the lowest air changes of
0.5 ◦C is about 9.03 kWh/m2, like in previous cases. Despite this, its probability is reduced as outdoor
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temperature increases. For example, it is about 4.02% when the outdoor air increase from 0.5 ◦C to 1 ◦C.
Thus, it can be concluded that this effect is being diffused when the number of air changes increases.
When we analyze the effect of air changes over the heating energy consumption, we can conclude
from Figure 4a that when the number of air changes increases, the heating energy consumption
increases. For example, in Figure 4a, we can see that the most probable energy consumption for 0.5
air changes is about 2.72 kWh/m2 for a probability of 3.65%. At the same time, for two air changes,
we have a probability of 3.09% for a heating energy consumption of 14.15 kWh/m2.
Despite the fact that the summer season is a holiday, cooling systems may be added to classrooms
due to the expected need to reduce pandemic infections in this hot period. As a consequence, the cooling
energy demand estimated for that period was defined.
From Tables 1 and 2, it can be concluded that for the heating season, the energy consumption
increases when the air changes increase. At the same time, the increment of outdoor temperature
implies a reduction of the heating energy. In the cooling season, the energy consumption decreases
at the same time that air changes increase. Moreover, it can be observed that energy consumption
will increase at the same time that outdoor temperature increases. Despite this, the cooling energy
consumption is, overall, reduced for that climatic region. Therefore, it might be interesting to consider
changing part of the winter teaching period to the summer season due to the high energy saving and
reduced possibility of contagion.
As the aim of this work is to define the optimal moment and the exact increment of the number
of air changes to lower energy consumption, this will be solved numerically and by the proposed
Weibull model constants. To solve it numerically, two models were obtained by curve fitting from the
information shown in Tables 1 and 2. The first model, Equation (3), is for the heating period (HE) and
was obtained with a determination factor of 0.95:
HE = 15.7− 24.9·ACH − 9.6·∆t + 27.8·ACH2 + 11.1·∆t2 − 7.38·ACH·∆t (3)
where ACH refers to the air changes (h−1) and ∆t is the increase in temperature with regards to the
seasonal average value (◦C).
When the minimum of this function was solved numerically, a minimum energy consumption
of 6.20 kWh/m2 was obtained during the winter when the air changes are 0.52 h−1 and there is an
increment of 0.60 ◦C with respect to the average seasonal value. The maximum of this function,
with 77 kWh/m2, was obtained at the average winter temperature and the number of air changes is
2 ach. This maximum energy consumption corresponds with the proposed option to prevent COVID
infections during the winter season. As a consequence, since the objective is to increase the number
of air changes, the same analysis was done in the summer season to define the cooling energy (CE)
model, defined by Equation (4). This model was obtained with a determination factor of 88.15:
CE = 29.35− 35.41·ACH + 1.24·∆t + 10.56·ACH2 − 0.68·∆t2 + 0.62·ACH·∆ (4)
where ACH refers to the air changes (h−1) and ∆t is the increase in temperature with regards to the
seasonal average value (◦C).
Based on this cooling model, the minimum energy consumption is identified with an increment of
0.15 ◦C of the seasonal average temperature and with 1.67 ach air changes. As a consequence, this is
the better solution for a compatible increment of air changes in accordance with COVID requirements
and a lower energy consumption.
The previous resolution is just a numerical resolution of the problem, but it does not let researchers
understand the reason why this is the optimal ventilation period compared to alternative options. As a
consequence, an analysis of the Weibull model constants was done.
From Tables 1 and 2, it can be observed that most of the determination factors present a high value,
showing a good agreement between the Weibull model and the probability of energy consumption.
In this sense, it can be observed that the constants “e0” and “e1” (shape parameter) can be related
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with each type of curve and, as a consequence, its corresponding energy consumption. In particular,
when the “e” constant reaches a zero value, the curve is exponential and, when it is near to 3.5, a normal
distribution is expected and the energy consumption is at a minimum. This is due to that the area
below the curve is smaller in a normal distribution with respect to an exponential or a lognormal curve.
Finally, if the “e” constant increases to a value over 3.5, the energy consumption tends to increase.
Another interesting conclusion that can be obtained from these tables is that a temperature
increase of 0.5 ◦C or 1 ◦C in winter season makes the “e0” constant grow towards a normal distribution
and, as a consequence, the energy consumption is reduced. The inverse effect is observed in the
summer season, when the temperature increase reduces the “e1” value and, as a consequence, increases
energy consumption.
Based on this analysis, the optimal ventilation rate is identified when the “e” constant is near 3 in
two cases in the summer season. These two cases are at an average outdoor temperature condition and 2
and 1 ach, respectively. As a consequence, these two are the first and second optimal energetic solutions
for this problem, since in these cases a normal distribution is expected, and the exact ventilation rate
must be selected in accordance with the ventilation needs. It is interesting to highlight that this normal
distribution is due to a high number of iterations with a reduced difference between outdoor and
indoor conditions. As a consequence, this objective can be obtained with different building design
parameters, and can thus function as a new way to guide HVAC operators and designers to produce
more optimized buildings.
This result is in agreement with the previous numerical resolution and, as a consequence, it can
be concluded that these constants are a good guide to define the conditions with a lower energy
consumption in accordance with different requirements.
In our particular case study, it is of interest to the autonomous community of Galicia to calculate
the exact energy saving if they do change the teaching periods. In particular, the increase of the heating
energy consumption when the air changes increase from their actual 0.8 ach to 2 ach in the winter
season. As a consequence, if we employ the more unfavorable increase of energy consumption in
the winter season, identified as the highest augmentation in energy consumption defined by Table 1,
57.24 kWh/m2 is obtained. This increase in energy consumption does not reflect a relevant change for
any outdoor air temperature increase. If a Heating Ventilation and Air Conditioning system (HVAC) is
employed for conditioning the classes in the summer period, an increment of the energy consumption,
at the time to increase the air changes from 0.8 ach to 2 ach, of 0.36 kWh/m2 was obtained. As a
consequence, it can be concluded that a decrement of the energy consumption of 72.6 kWh/m2 when
part of the winter teaching months is replaced to summer teaching months.
Finally, due to that the summer season are mild in the Galicia region and that this calculation
considers a HVAC system to cool indoor ambience, if this equipment depreciates because it is not
really employed, the energy saving will increase up to 72.96 kWh/m2. As a consequence, changing
the teaching months to the summer season and increasing the air changes is an interesting method to
reduce the pandemic virus. This will be improved by the fact that in the summer months, a reduced
risk of contagion of COVID-19 is expected.
5. Conclusions
In the present paper, a new method to understand building energy consumption and selecting the
optimal period to increase the air changes in accordance with different needs is shown. In particular,
results showed that the Monte Carlo method applied over ISO 13790 standards are a useful tool to define
the probability of building energy consumption. Furthermore, it was obtained that the probability of
building energy consumption can be defined by a Weibull model. After analyzing these Weibull model
constants, the shape factor “e” lets us identify the conditions at which the probability density function
is a normal distribution. This normal distribution is one with a lower energy consumption and can be
identified by an “e” of 3.5, which is a useful tool for buildings and HVAC designers.
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In particular, this methodology was employed to analyze the case study of energy saving when
some teaching periods are changed from winter to summer seasons. It was obtained that, due to the
mild Galician climate, this alternative is an adequate proposal to prevent COVID infections.
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