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Abstract
A recent variant of time reversal imaging is employed for reconstructing images of a closed crack, based on
both the fundamental and the second harmonic components of the longitudinal scattered field due to an
incident longitudinal wave. The scattered field data are generated by a finite element model that includes
unilateral contact with Coulomb friction between the crack faces to account for the Contact Acoustic Non-
linearity. The closure state of the crack is controlled by specifying a pre-stress between the crack faces. The
knowledge of the scattered field at the fundamental (incident) frequency and the second harmonic frequency
for multiple incident angles provides the required inputs for the imaging algorithm. It is shown that the
image reconstructed from the fundamental harmonic closely matches the image that is obtained from scat-
tering data in the absence of contact, although contact between the crack faces reduces the amplitude of
the scattered field in the former case. The fundamental harmonic image is shown to provide very accurate
estimates of crack length for low to moderate levels of pre-stress. The second harmonic image is also shown
to provide acceptable estimates of crack length and the image is shown to correlate with the source location
of second harmonic along the crack, which becomes increasingly localized near the crack tips for decreasing
levels of pre-stress. The influence of the number of sensors on the image quality is also discussed in order to
identify the minimum sensors number requirement. Finally, multiple frequency imaging is performed over a
fixed bandwidth to assess the potential improvement of the imaging algorithm when considering broadband
information.
Keywords: Nonlinear Acoustics, Time Reversal Imaging, Second harmonic, Finite Element, Closed crack
1. Introduction
Early detection and characterisation of structural damage is of prime interest for eﬀective structural
integrity management. Nonlinear ultrasonics has attracted considerable attention recently because it oﬀers
∗Corresponding author
Email address: philippe.blanloeuil@rmit.edu.au (P.Blanloeuil)
Preprint submitted to Wave Motion June 10, 2016
*Manuscript (Clear)
Click here to view linked References
the possibility of detecting various forms of material and structural damage earlier than can be achieved by
conventional linear ultrasonics. The present work is concerned with cases where the source of nonlinearity can
be attributed to localised contact within planar defects such as cracks and delaminations, which is referred
to as contact acoustic nonlinearity (CAN) [1–5], as distinct from cases where the nonlinearity is distributed
throughout the bulk of the material, due, for example, to distributed fatigue damage [6–9]. The focus of
current research has evolved from simply aiming to detect the presence of CAN to the more ambitious aim
of imaging the damage, i.e. being able to locate and size the damage, and, ultimately, of assessing the
severity and the structural significance of the damage. This paper combines a recent comparative evaluation
of imaging algorithms [10, 11] with a high-fidelity computational model of CAN [12–14], with the objective
of assessing the image quality that can be achieved when using as input data either the fundamental or the
second harmonic component of the scattered field due to a toneburst excitation. The resulting images can
be expected to provide a benchmark for what could be achieved in practice, where it is not always possible
to satisfy the imaging requirements of a full-view configuration, or of adequate sampling of the scattered
field, and where the input data is inevitably contaminated by measurement noise.
Three imaging algorithms were rigorously evaluated and compared in [10], viz. (i) generalised diﬀraction
tomography [15–17], also known as linearised inverse scattering [18]; (ii) beamforming [19–21], also known
as delay-and-sum [22], synthetic aperture focusing technique (SAFT) [23, 24], total focusing method [25–27];
and (iii) reverse time migration [28–30] or time reversed imaging [31–33]. It was noted in [10] that only
(i) has a rigorous mathematical basis, whereas (ii) and (iii), though widely used in practice, are based on
heuristic arguments. A modified form of reverse time migration was formulated in [10] and recommended for
practical application because it combines the ease of implementation of (ii) and (iii) with the correct point-
spread-function of (i). This modified time reversal (MTR) algorithm was further investigated in [11, 34, 35],
and it will be used in the present work.
Previous attempts at nonlinear ultrasonic imaging can be divided into two groups depending on whether
the image reconstruction process involves (i) a point by point scanning of the ultrasonic response at every
point (or pixel) within a prescribed imaging domain, usually (but not necessarily) using a laser vibrome-
ter [36–47], or (ii) implementing an imaging algorithm that uses as input the measurements recorded by a
sensor array deployed around and outside the imaging domain [48–65]. The present work belongs to the
second group, which is of greater interest for structural health monitoring based on built-in sensor arrays.
Nevertheless, it is pertinent to comment briefly on some aspects of the work in the first group, to further
clarify the diﬀerence with the present work. In [37–42], time reversal is used as an experimental technique
to achieve array focusing at a given point, the response at that point being then measured directly and
processed to extract the value of the image at that point. The premise in this approach is that the chosen
measure of nonlinearity that is being used to construct the image will attain a maximum value at the location
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of the source of nonlinearity. However, the computational results presented in [40] indicate that this premise
is not verified, because the maximum is found at 3mm away from a crack, which is the only source of CAN in
the model. This highlights the value of simulations in guiding the design and interpretation of experiments.
It is also noted that the MTR algorithm entails a synthetic focusing (based on time reversal), rather than
the operation of a time reversal mirror to achieve a physical focusing, as used in [39, 40] and related work.
Several strategies have been proposed for nonlinear ultrasonic imaging within the second group, i.e.
where the image is constructed via an algorithm utilising remotely acquired data. Kazakov et al. [53] and
Jiao et al. [54] employed conventional imaging techniques (B-scan and beamforming, respectively), but with
a superimposed low-frequency vibration. The imaging strategy is that the response from linear scatterers is
not aﬀected by the vibration, whereas the response from nonlinear scatterers depends on the instantaneous
stress level during the vibration cycle, so that by subtracting images obtained at the peak and at the trough
of the vibration cycle, one is left with an image of only the nonlinear scatterers, because the image of linear
scatterers would cancel out during the subtraction. A related strategy is proposed by Potter et al. [56] who
note that the response of a nonlinear scatterer to a parallel (i.e. simultaneous) transmission from a phased
array, with appropriate time delays to focus on a chosen location, is diﬀerent from the sum of the responses
using sequential transmission, because the nonlinear response does not vary linearly with the amplitude
of the input excitation. However, their approach for exploiting this diﬀerence involves choosing a suitable
delay time that represents a compromise between maximising the response amplitude and establishing diﬀuse
field conditions due to multiple boundary reflections. This choice would appear to require a trial-and-error
approach. Ohara et al. [57–59] have proposed phased-array imaging of the subharmonic response generated
by partially closed cracks in fatigue-cracked specimens when the input amplitude exceeds a threshold of
around 50 nm, and they demonstrated an enhanced selectivity by subtracting images obtained at diﬀerent
values of applied load. In a recent extension of that approach, the MUSIC (Multiple Signal Classification)
algorithm was used to obtain sharper images [60]. The strategy pursued in the present work is most closely
related to that originally proposed in [61, 62], which is to use a higher harmonic component of the scattered
field as the input to an imaging algorithm based on time reversal. However, [61] does not provide an
explicit imaging condition, whereas [62] employs the DORT (French acronym for Decomposition of the Time
Reversal Operator) algorithm which is appropriate for well-resolved point-like scatterers, i.e. scatterers that
are individually small compared with the wavelength, and spaced suﬃciently far apart for multiple scattering
contributions to be negligible; (see [66] for a brief review). By contrast, the MTR algorithm is suitable for
extended scatterers, albeit subject to the applicability of the distorted-wave Born approximation [16].
Theoretical analyses of CAN have often been based on simplified models for the contact dynamics that
have nevertheless provided valuable insights for designing and interpreting experimental studies [1–5]. How-
ever, several more detailed models have also been studied, based on diﬀerent computational approaches, viz.
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(i) hypersingular integral equations [67, 68]; (ii) time-domain finite diﬀerence [69, 70]; and (iii) finite-element
(FE) method [12, 14, 40, 71]. The present work uses the open source FE package Plast2 [72, 73] as already
used in [12, 14], which has the particularity to make use of the Lagrange multipliers method to solve the
contact problem in a robust way.
As noted earlier, the objective of this work is to document the imaging performance that can be achieved
by using either the fundamental or the second harmonic component of the scattered field as input to the MTR
imaging algorithm. The presentation is organised as follows. Section 2 describes the imaging configuration
and Section 3 the imaging algorithm. The FE model is presented in Section 4 followed by a verification
of certain properties of the scattered field that are exploited for imaging purposes. This FE model is for
a 2D plane strain analysis, but it seems reasonable to expect that the general results summarised in the
conclusion, Section 6, will also apply for Lamb wave imaging, thereby providing a valuable extension to
nonlinear imaging of recent advances in linear Lamb-wave imaging [11, 17, 74–76]. The MTR algorithm
may also provide an attractive alternative to the probabilistic RAPID algorithm [77, 78] that has been used
in [65] for imaging surface corrosion based on the nonlinear component of Rayleigh-wave scattering detected
by a surface-mounted active sensor array.
2. Problem statement
An homogeneous isotropic material is considered in a 2D configuration. This configuration is useful for
deriving the imaging algorithm [10, 15, 18]. In the present work, this configuration corresponds to a section
of a large width bulk solid. This solid contains a crack closed by a superimposed compressive stress σ0.
The origin of the coordinate system is chosen to coincide with the center of the crack, as shown in Fig. 1.
An imaging domain is defined around the defect and is indicated by the gray area in Fig. 1. N sensors are
distributed along a closed curve Γ that encloses the imaging domain. For simplicity, a circular sensors array
of radius R is considered in this work.
In the FE model described later in Section. 4.1, an incident longitudinal plane wave of angular frequency
ω1 is generated in the far field and propagates such that the incident wave vector is collinear with
−−→
XjO.
In other words, the propagation path from the sensor Xj to the origin defines the direction of propagation
for the incident plane wave. For the sake of simplicity, Xj is referred to an actuator in the following. The
incident wave interacts with the closed crack where unilateral contact with Coulomb friction is considered
to model CAN. This interaction results in the scattering of diﬀerent waves that are recorded by N sensors
Xi, which are in this case proper point-like receivers.
For a given incident wave, the scattered field consists of longitudinal waves and shear waves as indicated
in Fig. 1. Because of the CAN, each of these scattered waves has an enriched frequency content that contains
the incident frequency ω1 (fundamental harmonic) and multiples of the incident frequency ω2, ω3, ... (higher
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Figure 1: Schematic of the imaging problem where the closed crack (dashed line) is located at the origin of the
coordinate system. Sensors (solid circles) are placed around the imaging domain, which is defined by the gray square.
A plane longitudinal wave is incident along the direction
−−→
XjO, and the sensors Xi record the scattered waves for a
complete range of scattering angles.
harmonics) [14].
The objective of this paper is to use either the fundamental or the second harmonic of the scattered
field to reconstruct an image of the closed crack by means of time reversal imaging. The scattered field u is
extracted from a two-step procedure in which the solid is first interrogated without the crack to obtain the
baseline uB , and a second time with the crack to obtain the total field uT . Considering the wave emission
from Xj , the scattered field for each receiver Xi is then defined as the diﬀerence between the total field and
the baseline:
u(Xj , Xi, t) = uT (Xj , Xi, t)− uB(Xj , Xi, t) (1)
For simplicity, only the longitudinal scattered waves are considered here and the mode converted shear
waves are disregarded. This assumes that the longitudinal scattered waves can be separated from the
scattered shear waves for sensors Xi in the time domain. The incident wave is taken to be a 5-cycle
tone-burst defined by a Hann window. The same duration Hann window is used to isolate the scattered
longitudinal waves based on the knowledge of the time of flight of the longitudinal wave from the origin to
the receiver. The scattered longitudinal field is denoted:
uL(Xj , Xi, t). (2)
At this stage, the displacement field of the longitudinal scattered wave is expressed in the Cartesian
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coordinate system, with components ux and uy. In a polar coordinate system, a longitudinal wave scattered
from the origin generates mostly radial displacements ur. Tangential displacements are also generated due
to Poisson’s eﬀect. In the imaging algorithm introduced later, the radial component uLr is considered as
the quantity defining the scattering of a longitudinal wave. This choice is possible based on the following
assumptions: (i) the longitudinal wave can be separated from the shear wave, and (ii) the scattered displace-
ments created by the longitudinal wave are collinear with the radial direction and the associated tangential
displacement is negligible. The possibility of time gating the scattered longitudinal waves, and the quality of
the radial displacements corresponding to the scattered longitudinal waves, will be discussed in section 4.2.
The problem considered here is to reconstruct the defect based on the knowledge of the scattered field
at all receivers for all actuators considered successively:
uLr (Xj , Xi, t), 1 ≤ i, j ≤ N (3)
3. Modified Time Reversal imaging
The data collected from N ×N actuator-receiver pairs is used to reconstruct the defect image using time
reversal imaging algorithm. Although the scattered field data is necessarily recorded in the time domain, the
imaging algorithms are more easily derived and implemented in the frequency domain [10]. Therefore, the
first step prior to applying the imaging formula consists in converting the scattered field to the frequency
domain by applying the Fourier transform. The scattered field (for the radial displacement) is thus denoted
uˆLr (Xj , Xi, ω). (4)
The knowledge of the scattering data from all actuator-receiver pairs enables one to construct the so-called
multi-static data matrix [10] K at frequency ω defined by:
Kij(ω) = uˆLr (Xj , Xi, ω), 1 < j, i < N. (5)
i.e. Kij(ω) denotes the value of the Fourier transform at frequency ω for the scattered field at Xi due to
an input at Xj , with the further restriction in the present work that only the longitudinal component of the
scattered displacement field is being used for the purposes of imaging. The multi-static matrix thus contains
all information resulting from the interaction between the incident waves and the crack, and therefore is the
core input for the imaging algorithm.
Fig. 2 introduces the diﬀerent notations required to derive the imaging formulae. A circular array of
sensors and a square imaging domain are considered, their respective centers are concurrent with the crack
center, which defines the origin of the coordinate system. The sensor positions are defined using polar
coordinates (ρ, φ) relative to an imaging point x, as shown in Fig. 2(b).
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Figure 2: Configuration of the sensors, closed crack and imaging domain, with the incident plane wave (a), and the
definition of the polar coordinates of sensors relative to an imaging point x (b).
Considering a 2D acoustic model where the time dependence is chosen to be e−iωt, the waves propagating
from a point source satisfy the following 2D scalar wave equation, which is given in the frequency domain:
∇2uˆ+ k2uˆ = −pˆ(ω)δ(x−Xj), (6)
where k = ω/c denotes the wavenumber in the background medium with c being the phase velocity of the
considered wave, and pˆ(ω)δ(x−Xj) describes a point-like source at actuator Xj . The incident field received
at x from the source Xj is given by
uˆ(x,Xj , ω) = pˆ(ω)G(x,Xj , ω), (7)
where G(x,Xj , ω) is the Green’s function for frequency ω, which is by definition the solution for the wave
propagation due to a point-like Dirac excitation. To satisfy the Sommerfeld radiation condition, the Green’s
function for this propagation problem is given by [15, Chapter 6]:
G(x,Xj , ω) =
i
4
H
(1)
0 (k|x−Xj |), (8)
where, H(1)0 denotes the zero order Hankel function of the first kind, and |x − Xj | corresponds to the
propagation distance from the source to the considered point x.
As noted in section 2, the incident wave in the FE model is generated as a plane wave propagating along
the direction
−−→
XjO, rather than a point source as assumed in the acoustic model. This is appropriate for
modelling Fig. 2(a) provided that the source point Xj can be considered to be in the far field relative to the
imaging domain, which is assumed to be the case in the present work. By definition, this incident plane wave
does not present any cylindrical spreading and is assumed to maintain a constant amplitude. Thus, only the
phase diﬀerence between the actuator Xj and the imaging point x needs to be considered to describe the
propagation of the incident wave, i.e. the incident wave is given by:
uˆI(x,Xj , ω) = eikr cos(α−θ) (9)
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where r is the distance between the origin and the imaging point, and α, θ are respectively the angular
coordinates for the imaging point and the actuator, as shown in Fig. 2. In the following, the notation
G(x,Xj , ω) = uˆI(x,Xj , ω) will be used to account for the propagation of the incident wave.
Considering the propagation from the imaging point x to the receiver Xi, the definition of the Green’s
function defined by Eq. 8 is correct. For large argument k|x −Xi| ≫ 1, the asymptotic expansion of the
Hankel function [79] leads to the following expression:
G(x,Xi, ω) ≃
√
i
8pik|x−Xi|e
ik|x−Xi|, for k|x−Xi| ≫ 1. (10)
In practice, this formula provides an excellent approximation even for |x−Xi| ≥ 2λ, where λ is the wavelength
of the considered wave [10]. This requirement is satisfied in the present work, so that Eq. 10 will be used to
describe the propagation from the imaging point to the receiver for the imaging algorithm.
Rose at al. have derived a general time reversal imaging formula based on the acoustic model and a cross-
correlation imaging condition [10]. The multi-static data is assumed to be known, and the reconstructed
image is given by:
STR(x, ω) = 8pik
∫ 2pi
0
{∫ 2pi
0
K∗ijG(x,Xi, ω)ρidφi
}
G(x,Xj , ω)ρjdφj , (11)
where the asterisk denotes the complex conjugation. For theoretical purposes, this first imaging formula
assumes a continuous sensor distribution. The terms ρi, ρj and φi, φj are respectively the distances and the
incline angles between the imaging point x and the sensors Xi and Xj , as defined in Fig. 2.
Unlike diﬀraction tomography, Eq. 11 can be applied for near-field imaging. However, to ensure that
Eq. 11 correctly reduces to diﬀraction tomography in the far field limit, Rose et al. have proposed a Modified
Time Reversal formula [10] given by:
SMTR(x, ω) = 8k4
∫ 2pi
0
{∫ 2pi
0
K∗ijG(x,Xi, ω)| sin(φi − φj)|ρidφi
}
G(x, Xj , ω)ρjdφj , (12)
where the term | sin(φi − φj)| arises from the Jacobian of the transformation [15, Chapter 6] between the
integration variables in k-space and the angles φi, φj defined in Fig. 2.
In practice, there is a discrete distribution of sensors, and the double integral in Eq. 12 is evaluated as a
double sum:
SMTR(x, ω) =
32pi2k4
N2
N∑
i=1
N∑
j=1
K∗ijG(x,Xi, ω)G(x,Xj , ω)| sin(φi − φj)|ρiρj . (13)
As introduced previously, this work intends to image a closed crack using either the fundamental harmonic
or the second harmonic contained in the scattered waves. The considered frequency components being
diﬀerent, the wave numbers have to be modified accordingly in the imaging formula. The wavenumber in
Eq. 10 is chosen equal to k = ω1/c or k = ω2/c respectively for the imaging based on the fundamental
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frequency ω1 and second harmonic frequency ω2 = 2ω1, where c denotes the longitudinal wave velocity. The
wavenumber of the incident wave in Eq. 9 is always k = ω1/c. The longitudinal wave velocity is defined by:
c =
√
(1− ν)E
(1 + ν)(1− 2ν)ρ , (14)
where ν,E and ρ are respectively Poisson’s ratio, the Young’s modulus and the density of the material.
In the following, the imaging based on the fundamental harmonic is referred as ”fundamental harmonic
imaging” whereas the imaging based on the second harmonic is denoted by ”second harmonic imaging”. The
two corresponding formula are given by:
SMTR(x, ω1) =
32pi2k4
N2
N∑
i=1
N∑
j=1
K∗ij(ω1)G(x,Xi, ω1)G(x,Xj , ω1)| sin(φi − φj)|ρiρj (15a)
SMTR(x, ω2) =
32pi2k4
N2
N∑
i=1
N∑
j=1
K∗ij(ω2)G(x,Xi, ω2)G(x,Xj , ω1)| sin(φi − φj)|ρiρj (15b)
where SMTR is a complex value that corresponds to the damage intensity. Note that the imaging algorithm
can be formulated for any higher harmonic or side-band frequency components generated in case of nonlinear
wave modulation. The choice of the second harmonic for the present study follows partly from previous
work [13, 14] characterising the scattering patterns of second and third harmonics, and partly from the
expectation that the second harmonic may suﬃce for characterising CAN.
In this paper, the image intensity at location x and frequency ωi is defined as the absolute value of SMTR
normalized by its maximal amplitude:
IMTR(x, ωi) =
|SMTR(x, ωi)|
max |SMTR(x, ωi)| , i = 1, 2. (16)
The MTR imaging formula has been defined, with Green’s functions adjusted to the considered problem.
The next section introduces the FE model that enables to treat the nonlinear interaction between an incident
plane wave and a closed crack.
4. Finite Element modeling and validation
This section describes firstly the FE model used to model the nonlinear interaction between the incident
plane wave and the closed crack and secondly validates the assumptions regarding the scattered longitudinal
wave field.
4.1. FE model
A plane strain 2D FE model is set up to tackle the nonlinear interaction between an incident longitudinal
plane wave and a closed crack. As done previously in [14], the CAN is taken into account by unilateral
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contact with Coulomb’s friction and the FE code Plast2 [72, 73] is used to solve the problem. This model
enables to compute the acoustic field scattered by the crack for various angles of incidence, which eventually
provides the multi-static data matrix used as an input for the imaging algorithm introduced in section 3.
The particular configuration of the FE model is shown in Fig. 3. A square aluminum solid is considered,
with mechanical properties defined by the Young’s modulus E = 69 GPa, the Poisson’s coeﬃcient ν = 0.33
and the density ρ = 2700 kg.m−3. This solid contains a crack of length d = 10 mm that may be tilted by
an angle α, and whose center defines the origin of the coordinate systems. Perfectly Matched Layers (PML)
of 10 mm thickness are set around the solid to prevent reflections, thereby simulating an infinite medium.
A longitudinal plane wave of frequency f1 = 1 MHz and amplitude A = 10 nm is generated in the solid by
imposing normal displacements on the top face. This wave is a 5-cycle sinusoidal tone burst windowed by
a Hann window. It propagates at the velocity c = 6153 m/s, which gives a wavelength of λ ≃ 6 mm. In
aluminum, the maximal value of the stress |σyy| generated by the incident wave is approximatively 1 MPa.
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Figure 3: Modeling of a wave interacting with a crack orientated by the angle α. The length of the crack is d = 10 mm.
The crack is represented by the thick dashed line and a pre-stress σ0 is applied on the interface. The numerical output
is defined on a circle of radius R = 25 mm.
The incident wave interacts with the crack, which is modeled as a contact interface, where a potential
compressive pre-stress σ0 ≤ 0 is considered to close the interface. A coeﬃcient of friction µ = 0.3 is considered
if not stated otherwise. The contact interface is modeled using unilateral contact law with Coulomb friction
which represents a simplified model of the contact interface that captures the essential contribution of contact
dynamics to the scattering response as done previously in [14, 68]. The contact equations are recalled here
for completeness.
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The two faces of the crack are denoted by i = 1, 2 respectively for the top and bottom face. As proposed
in [73], let be ui the displacement and ni the outward normal vector of the face i of the crack. The normal
jump of displacements is then defined by:
[un] = u1 · n1 + u2 · n2 = (u1 − u2) · n1 (17)
The incident wave creates stresses represented by the Cauchy stress tensor σ(ui). Denoting by σn(ui) its
normal component and by τ(ui) its tangential component on the crack faces, the unilateral contact law
taking into account σ0 is given by the following equation:
σn(ui) + σ0 ≤ 0
[un] ≤ 0
(σn(ui) + σ0).[un] = 0
(18)
The first equation states that only a compression can be transmitted through the interface. The normal
stress σn is allowed to be positive although the crack is closed as long as σn ≤| σ0 |. When σn = −σ0 the
interface opens. The second line corresponds to the nonpenetration condition. Finally, the third line, or
complementary equation, indicates that the contact interface is either open or closed.
Denoting µ the friction coeﬃcient and [ut] the tangential jump of displacements, the Coulomb’s law is
used for the tangential behavior. The pre-stress σ0 is also introduced in the classical law:
| τ(ui) |≤ µ | σn(ui) + σ0 |
If | τ(ui) |< µ | σn(ui) + σ0 | ⇒ sticking: [ut] = 0
If | τ(ui) |= µ | σn(ui) + σ0 | ⇒
 sliding: ∃α ≥ 0; [ut] = −ατ(u
i)
τ(ui) = ±µ | σn(ui) + σ0 |
(19)
The shear stress τ has to be equal to µ | σn + σ0 | to generate sliding. When sliding occurs, the value of the
shear stress now depends on the total normal stress σn + σ0.
The contact equations Eq. 18 and 19 have to be verified at each node belonging to the contact interface, at
each time step. In Plast2, the contact algorithms are based on the forward Lagrange multipliers method [80]
which enables the use of Lagrange multipliers in a time explicit integration. More precisely, the contact
equations are respectively satisfied a time t and t + ∆t. To make this possible, the contact equations are
solved using a Gauss-Seidel iterative solver. The global method is thus semi-implicit. This method has been
demonstrated to be robust [73]. The advantage of using the Lagrange multipliers is that the contact laws
are strictly verified at each time step, which is of primary importance for modeling the contact dynamics
generated by the incident wave propagation.
The spatial discretization is essential in the FE method. In order to have an accurate solution for the new
higher frequency components generated by the CAN, the corresponding wavelengths have to be suﬃciently
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discretized. If i is the number of the highest harmonic considered, then the corresponding wavelength λi
has to be divided by at least 10 elements [81]: λi/amax ≥ 10 where amax is the maximal element dimension.
That means that the FE mesh has to be defined depending on the highest frequency of interest. In this work,
the fundamental and the second harmonic are considered. Accordingly, the maximal size of the elements
is amax = 0.2 mm which means that the wavelength of the second harmonic is divided in 15 elements
(λ2/amax ≃ 15). The mesh is refined at the vicinity of the crack tips because of stress singularities, with
minimal size of the elements of amin = 0.07 mm. Having an accurate estimation of the stress concentration
at the crack tip is essential in fracture mechanics but beyond the scope of this study. The mesh is made
only of fully integrated quadrangle elements of type Q1 [82]. The software Plast2 uses a time explicit
integration scheme and therefore the time step is subject to the Courant-Friedrichs-Lewy stability condition
∆t ≤ amin/c, where amin corresponds to the smallest element dimension and c to the longitudinal wave
velocity in the medium (Eq. 14). Convergence studies have been carried out in time and space to ensure
that convergence was achieved.
An imaging domain of 25× 25 mm2 is selected. To obtain an accurate reconstruction of the defect, the
Nyquist sampling criterion must be satisfied, which states that the number of sensors N must be at least
equal to 2kR0, where R0 is the approximate radius of the imaging area. Following this requirement, the
number of sensors is set to N = 74 considering the wavenumber of the second harmonic, and the diagonal
of the imaging domain as R0 [10]. Those 74 sensors are equally distributed on a circle of radius R = 25 mm
centered on the origin.
In the previous sections, it has been explained that various angles of incidence are considered depending on
which sensor is chosen to define the excitation. With the current FE model, instead of defining a plane wave
coming from diﬀerent directions, the excitation is always generated on the top face, but the configuration is
altered so that the crack is tilted by an angle α that matches the angle of incidence defined by
−−→
XjO. This
approach is shown in Fig. 4.
L-Wave
Xj
Xj
Xi
Xi
O Ox x
y y



Figure 4: Definition of crack rotation to achieve various angles of incidence corresponding to each actuator Xj .
12
To make this possible without re-meshing the solid each time, a specific strategy was adopted to define
the crack orientation as a simple input parameter of the FE model. Basically, the mesh is divided in two
sections, one being a disk of radius R = 25 mm that contains the crack, the second being the square solid
from which the inner disk has been removed. To model a particular angle of incidence, the inner disk is
rotated by an angle α and put back inside the outer domain, the two parts being connected by a perfect tied
contact interface that ensures continuity of displacements and stresses. Thus, it is very convenient to modify
the crack orientation. This additional contact interface is evaluated only at the first iteration and therefore
does not increase the computation cost of the simulation. Finally, the definition of this circular interface is
convenient for the definition of 74 point-like sensors at a distance of R = 25 mm from the origin, which is
simply done by selecting 74 equi-spaced nodes belonging to the outer face.
The scattered field is defined as the diﬀerence between the total field and the incident field (obtained
without the crack). Therefore, two simulations have to be run to compute the scattered wave field: with
and without the crack. The displacements recorded at the selected output nodes for each simulation are
subtracted to obtain the scattered near field solution. Displacements are projected in the polar coordinate
system and the longitudinal wave is selected with a Hann window of the same duration as the incident pulse.
Only the radial displacement is used in the imaging algorithm. These signals are converted in the frequency
domain using the FFT algorithm and the complex values are selected at the fundamental frequency and at
the second harmonic. Considering all actuator-receiver pairs, two sets of data are obtained, which enables
one to construct the multi-static data matrix for the fundamental harmonic and for the second harmonic,
and hence to reconstruct two images in accordance with Eq. 15.
4.2. Verification of the hypothesis regarding the scattered field
The radial displacement created by the scattered longitudinal wave is used to construct the input for
the imaging algorithm. As mentioned in section 2, this is based on the following assumptions regarding the
scattered field: (i) the longitudinal wave can be separated from the shear wave in the time domain ; (ii)
radial displacements do correspond to induced longitudinal displacements. This section demonstrates that
these two conditions are verified and that the radial displacements give a suﬃciently accurate description
of the scattered longitudinal waves, which in turn justifies the use of the acoustic model for deriving the
imaging algorithm in section 3.
Fig. 5(a) shows a snapshot of the total displacement field after the interaction of the incident wave with
a crack tilted by α = 25◦. Although the baseline field has not been removed, one can clearly notice the
scattered longitudinal wave followed by the mode converted shear wave. The two scattered pulses propagate
with diﬀerent velocities and with the maximum amplitudes along diﬀerent directions. The array of sensors is
marked by the dotted circle, and the output node marked by the solid red disk is selected to plot time history
displacements. As shown in Fig. 5(a), this node receives successively displacements from the two scattered
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modes. The corresponding displacements are plotted in Fig. 5(b). More precisely, the Cartesian displacement
components ux and uy as well as the corresponding polar displacement components ur and uθ are shown
for this output node. As expected, the two waves generate both ux and uy displacements. However, it can
be seen that the two pulses are clearly separated. Furthermore, the radial component corresponds only to
the longitudinal wave whereas the tangential component corresponds mainly to the shear wave. Note that it
is expected that the longitudinal wave generates some tangential displacements due to the Poisson’s eﬀect.
Thus, these results confirm that it is possible to separate the scattered modes in our case, and that the radial
component corresponds mainly to the longitudinal wave.
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Figure 5: (a) Total displacement ∥uT ∥ field after interaction with the crack, at t = 13.6 µs. (b) displacement time
signals extracted from the selected node marked by the solid red disk in (a), in Cartesian and polar coordinates.
However, the scatterer being a crack of finite length, scattered waves do not have circular wave fronts in
the near field that matches the curvature of the sensor array. Therefore, the scattered longitudinal waves
produce pure radial displacement only at the center of the scattered wave beam, whereas the angle between
the radial direction and the displacement increases on going away from the direction of propagation. By
contrast, the non-plane wave condition of the scattered longitudinal waves may introduce shear deformation
that contributes to the computed radial component without corresponding to longitudinal wave motion. In
the following, the radial displacement is compared with the first strain invariant to address these two issues.
The first strain invariant is independent of shear deformation by definition, and therefore corresponds only
to motion induced by the propagation of scattered longitudinal waves. Moreover, the first strain invariant
is independent of the coordinate system.
The following general expressions are adopted for displacements,ux(x, y, t) = Ae
i(kxx+kyy)e−iωt
uy(x, y, t) = Bei(kxx+kyy)e−iωt
(20)
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In the following, the space and time dependence are omitted. The first strain invariant εx+ εy is then given
by:
εx + εy = i(kxux + kyuy) (21)
with kx = k cos θ and ky = k sin θ, where k is the wave number of the longitudinal wave and θ gives the
direction of propagation. This strain field εx + εy is generated only by a pure compression wave (i.e. a
longitudinal wave).
On the other hand, the radial displacement is expressed as a function of ux and uy as follows:
ur = uxcosθ + uy sin θ (22)
Comparing Eqs. 21 and 22, it can be seen that for a longitudinal wave specified by Eq. 20, the expression
for the radial displacement ur is proportional to the strain field εx + εy. If the proportionality between the
two quantities can be demonstrated with the numerical output data, then the second assumption would be
validated, viz. radial displacements computed from the output data do correspond to motion induced by
the scattered longitudinal waves and can therefore be used for the imaging. Furthermore, the first strain
invariant could be used as well for the imaging and would produce similar reconstruction of the defect to
those obtained in the following sections.
For this comparison between the strain invariant and the radial displacement, 12 sensors are selected to
capture the scattered longitudinal waves, 6 for the transmitted wave and 6 for the reflected wave, which
covers an angular aperture of 30◦ as shown in Fig. 6. This is done successively for a horizontal crack and a
crack tilted by 25◦. Radial displacements are easily computed from scattered displacements ux and uy but
strains values are not provided as an output of the FE code. Therefore, they need to be computed with
a independent post-processing procedure. Thus, 8 additional nodes are considered around each of the 12
sensors Xi to define a 3-by-3 nodes grid, as shown in Fig. 6. The scattered displacements ux and uy are
recorded for each of the 9 nodes of the grid and strains are computed for each Xi using a second order finite
diﬀerentiation. Note that the displacements have to be previously interpolated at each time step on a regular
grid before computing the strains since the FE mesh is non-regular. The obtained strains are summed and
then are compared to the radial displacement.
Fig. 7 shows a time signal example of the first strain invariant and the radial displacement for an output
node located at (0 mm,-25 mm) in case of an horizontal crack. The scattered longitudinal wave is considered
and the signals are normalized by their respective maximum of amplitude. This example shows a good
proportionality between the two quantities, with a coeﬃcient of correlation of 0.92. Table 1 gives the
coeﬃcient of correlation of the two signals for the 12 selected sensors, both for a horizontal crack and a tilted
crack. The coeﬃcients of correlation are close to 1 for all cases, which demonstrates the proportionality
between the two signals. The signal arriving around 18 us in Fig. 7 can be attributed to internal crack
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Figure 6: Definition of the reception arcs for strain and radial displacement computation, for a horizontal crack (black)
and a crack tilted by 25◦ (red). Selection of a 3×3 node grid (black circle) around receiver Xi to compute the strains
and the radial displacements. Displacements are interpolated on the inside regular grid (black triangle) to compute
the strains.
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Figure 7: First strain invariant εx+εy and radial displacement ur generated at the position (0 mm,-25 mm) by the longitudinal
wave scattered by a horizontal crack. Strains and displacements are normalized by their respective maximum amplitude.
dynamics, whereby diﬀraction of the incident pulse generates Rayleigh waves emanating from each crack
tip and travelling towards the other tip. On arrival at the other tip, these Rayleigh waves are themselves
diﬀracted, generating bulk waves, after a time delay corresponding to the Rayleigh wave travel time across
the crack. These later contributions are removed from the radial displacement signals by time gating for the
purposes of imaging.
The preceding results confirm that the longitudinal scattered wave can be separated from the shear waves
in the time domain. Furthermore, the radial displacement and the first strain invariant computed from the
numerical results are close, which confirms that radial displacement can be used for the imaging based on the
scattered longitudinal waves in this numerical work. Note that the first strain invariant would be preferred if
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α = 0◦ 0.89 0.89 0.91 0.93 0.94 0.95 0.90 0.91 0.92 0.93 0.94 0.95
α = 25◦ 0.98 0.98 0.98 0.98 0.99 0.99 0.92 0.92 0.93 0.94 0.95 0.96
Table 1: Coeﬃcients of correlation between the radial displacement and the first strain invariant for two crack
orientations considering 30◦ coverage of the forward and backward scattered waves with 12 sensors.
one considers potential application with Lamb waves since this quantity is actually measured by conventional
piezoelectric sensors [83]. However, strain computation introduces additional steps in a numerical approach
and requires additional data storage. For these reasons, radial displacements are selected in this work. The
next section presents the imaging results for diﬀerent cases.
5. Results and discussion
5.1. Closed crack imaging from fundamental and second harmonic scattering
The FE model and the MTR imaging algorithm are used to reconstruct the defect image based on
the longitudinal wave scattering, using either the fundamental frequency or the second harmonic. The
corresponding images are referred to as ”fundamental harmonic image” and ”second harmonic image”.
Fig. 8(a) shows the fundamental harmonic image of the closed crack where a pre-stress σ0 = −0.3 MPa
and a coeﬃcient of friction µ = 0.3 are considered. The crack is marked by the white dashed line and one
can see that the main peak of the reconstructed image matches clearly the actual defect. Side-lobe peaks
of decreasing amplitude are observed parallel to the crack. Fig. 8(b) gives the profiles of the reconstructed
image respectively for y = 0 mm and then x = 0 mm. Following [34], a pragmatic approach for estimating
the crack size in the reconstructed image is to consider the spacing between the half-amplitude points along
the y = 0 mm profile. This procedure is illustrated in the top half of Fig. 8(b). The result in the present
case is a crack length of 9.8 mm, which agrees closely with the actual crack length of 10 mm.
The profile at x = 0 mm shown in Fig. 8(b) is plotted together with the function |pi/(2k)J20 (ky)|, where
J0 is the Bessel function of the first kind and k = 2piω1. This function is the so-called point spread function
(PSF), which gives the reconstructed image profile of a point scatterer obtained using the considered imaging
algorithm [10]. It can be seen that the spacing of the side-lobes agrees quite well between the two curves.
The interpretation of this result is that the image for a crack is like that for point scatterers smeared along
a line segment, so that the side-lobes add up and appear as sidebands parallel to the crack.
The MTR algorithm is now used to construct the second harmonic image of the closed crack. The contact
parameters are not modified and the reconstructed image is shown in Fig. 9(a). The reconstructed defect
shows a main peak centered at the origin and two secondary peaks near the crack tips. The profile at
y = 0 mm and x = 0 mm are plotted in Fig. 9(b). The crack size is still accurately estimated at half of the
maximum amplitude. The side-lobes again follow the |pi/(2k)J20 (ky)| function where k = 2piω2, although the
17
(a) (b)
−0.015 −0.01 −0.005 0 0.005 0.01
0
0.5
1
x (m)
I M
TR
 
 
IMTR,y=0
−0.015 −0.01 −0.005 0 0.005 0.01
0
0.5
1
y (m)
I M
TR
 
 
IMTR,x=0
|pi J02(ky)/2k|
A
B
Figure 8: (a) fundamental harmonic image of the closed crack for 74 sensors and the following contact parameters:
σ0 = −0.3 MPa and µ = 0.3. (b) profiles of the reconstructed image at y = 0 mm and x = 0 mm.
agreement is less accurate in this case. Nevertheless, the main lobe matches the theoretical profile, which is
the most important feature of the PSF for imaging performance [10].
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Figure 9: (a) second harmonic image of the closed crack for 74 sensors and the following contact parameters: σ0 =
−0.3 MPa and µ = 0.3. (b) profiles of the reconstructed image at y = 0 mm and x = 0 mm.
The use of the second harmonic for the imaging oﬀers a potential for a baseline free method for detection
and characterization of closed cracks, because the second harmonic is only generated by the nonlinear
interaction with the crack and is not present in the incident wave. Thus, the extraction of the second
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harmonic from the scattered field uˆ(Xj , Xi, 2ω1) = uˆT (Xj , Xi, 2ω1) − uˆB(Xj , Xi, 2ω1) after the baseline
subtraction is not required. The scattered amplitude of the second harmonic can actually be extracted
directly from the total field as uˆT (Xj , Xi, 2ω1). Fig. 10 shows an example resulting from this approach for
the contact parameter σ0 = −0.3 MPa and µ = 0.3. it can be seen that the image reconstructed from the
second harmonic without performing a baseline subtraction is identical to the one obtained previously in
Fig. 9. However, whereas this works quite well in the case of this numerical work where the level of second
harmonic contained in the incident wave is only due to the finite duration of the excitation and therefore is
negligible, strategies should be developed to take into account the eﬀect of electronic and material nonlinearity
that also generates second harmonic in the incident wave in practical application. Alternatively, it could
be interesting to apply the MTR imaging method to side-band frequency components generated in case of
nonlinear wave modulation.
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Figure 10: (a) second harmonic baseline free image of the closed crack for 74 sensors and the following contact
parameters: σ0 = −0.3 MPa and µ = 0.3. (b) profiles of the reconstructed image at y = 0 mm and x = 0 mm.
The MTR imaging algorithm reconstructs the source of the wave scattering. Considering possible ex-
perimental application, the method would allow one to perform an in-situ imaging of the defect. Therefore,
the external laser vibrometer scanning of the sample done in previous time reversal applications [36–47] to
detect the re-focusing of the second harmonic would not be necessary. Fig. 9 and Fig. 10 indicate that the
second harmonic is not equally generated along the crack unlike the fundamental in Fig. 8, but preferentially
generated at the center of the crack and near the crack tips. It is noted that the three peaks profile oberved
in the present second harmonic images are obtained for a 10 mm long crack. This result may not hold
for other geometries and further work is required to establish whether the image obtained for longer cracks
will also show three peaks, or whether the central peak may split into two or more peaks depending on the
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crack length relative to the wavelength. Furthermore, it is known that compressive load applied to a contact
interface directly impacts the reflection and transmission coeﬃcients, as well as the generation of second
harmonic [84]. The eﬀect of static load is investigated in the next section.
5.2. Influence of contact parameters
The objective in this section is to assess the influence of the pre-stress parameter σ0 on the reconstructed
images. In particular, it is of interest to compare the fundamental harmonic image for no pre-stress (σ0 =
0 MPa) with the “linear” image, which is defined to be the reconstructed image in the absence of contact
between the crack faces. More precisely, the contact laws are deactivated, so that the two faces of the crack
do not interact. This corresponds to an open crack, like a slit, where the gap is just larger than the incident
wave amplitude (a few nm), thereby removing CAN whilst maintaining the linear scattering response since
the geometrical diﬀerences are negligible.
The linear image is shown in Fig. 11(a) and the two profiles at y = 0 mm and x = 0 mm are shown in
Fig. 11(b) together with the corresponding profiles for the fundamental harmonic image with no pre-stress
at the crack (σ0 = 0 MPa). By comparing the profiles, it can be seen that the image obtained from the linear
scattering is almost identical to the image obtained from the fundamental harmonic with no pre-stress. Crack
face contact does occur in the latter case, resulting in a non-zero second harmonic scattered field which leads
to a reconstructed image similar to that shown in Fig. 9. Thus, it seems that the introduction of contact does
not appreciably change the scattering behavior of the fundamental harmonic. However, the curves presented
in Fig. 11(b) are normalized and do not show the possible diﬀerence of amplitude of the reconstructed peaks.
Table 2 gives the raw amplitude (before normalization) of the main peak of the linear image on one hand,
and the raw amplitude of the main peak of the fundamental and second harmonic images on the other hand.
Including contact actually modifies the scattering of the fundamental harmonic by reducing substantially its
amplitude although the profiles of the linear image and the fundamental harmonic image are similar. As
expected, the introduction of contact generates second harmonic, but the amplitude of the reconstructed
peak in the second harmonic image is almost two orders of magnitude smaller than the amplitude of the
main peak in the fundamental harmonic image. Thus the introduction of contact does modify the scattering
of the longitudinal wave. Considering the crack only, contact allows energy to be transfered through the
interface, contrary to pure reflection in the case of an open crack. This leads to a reduction of the amplitude
of the scattered waves. Nonlinear eﬀects are small so that they do not change radically the motion of the
crack faces. This explains why the reconstructed profiles for the linear image and the fundamental harmonic
image with σ0 = 0 MPa are not fundamentally diﬀerent.
Scattering by the crack and harmonic generation are directly impacted by the stress state at the crack
interface [84]. In the following, CAN is considered and the defects are reconstructed for several values of
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Figure 11: (a) reconstruction of the crack from the scattered longitudinal waves in the case of a linear interaction
(no contact) between the incident waves and the crack using 74 sensors. (b) profiles of the reconstructed image at
y = 0 mm and x = 0 mm for linear image (L) as well as for the fundamental harmonic image obtained for a pre-stress
σ0 = 0 MPa and a coeﬃcient of friction µ = 0.3 (NL).
Linear image
Nonlinear image
Fundamental harmonic Second harmonic
Raw amp. (a.u.) 7.86e-9 3.73e-9 6e-11
Table 2: Amplitude of the main peak for the linear image, the fundamental harmonic image and the second harmonic
image.
the applied compressive stress σ0, with σ0 ∈ [−0.5,−0.3,−0.1, 0] MPa and a coeﬃcient of friction of 0.3.
The following three quantities are extracted for examining the properties of the reconstructed image: (i) the
crack length estimation, both for the fundamental and the second harmonic images; (ii) the ratio between
the main peak and the first side-lobe, respectively identified by A and B in Fig. 8(b) for the fundamental
harmonic image and in Fig. 9(b) for the second harmonic image; (iii) the ratio between the main peak and
the secondary peak at the crack tips in the case of the second harmonic image. These peaks are identified
by A and C in Fig. 9(b).
Fig. 12(a) and (b) shows respectively the evolution of the error made on the crack length estimation and
the ratio of the diﬀerent peaks as a function of the applied load. For the images based on the fundamental
harmonic, the crack length estimation obtained from half the maximum amplitude at y = 0 mm are excellent,
with a maximum error of -2.5% for σ0 = 0 MPa. The crack length estimation based on the second harmonic
are correct for intermediate load levels, with an error up to 13% at σ0 = −0.5 MPa. However the estimation
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fails in the case of a stress-free crack because the reconstruction includes additional peaks of high amplitude
around the crack tips.
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Figure 12: Eﬀect of the applied pre-stress on the crack on (a) the relative percentage error in the estimation of crack
length, based on the fundamental and second harmonic images and (b) the amplitude ratio between the main peak
and the first side-lobe (A/B) for the fundamental and second harmonic images and between the main peak and the
secondary peak (A/C) for the second harmonic image.
Regarding the side-lobes along the y direction, Fig. 12(b) shows that their amplitude increases as the
pre-stress becomes stronger for both the fundamental and second harmonic images. For σ0 = −0.5 MPa, the
amplitude of the main peak and the first pair of side-lobe are almost equal at x = 0 mm. Therefore, as the
load increases, it becomes more delicate to identify the defect as the peak of highest amplitude. Note that
away from the axis x = 0 mm, the diﬀerence between the main peak and the side-lobes remains important.
It has been demonstrated that the compression decreases the scattering of the fundamental harmonic [84].
For σ0 = −0.5 MPa the crack is still temporarily open during the interaction with the incident wave, since
the maximum stress σyy generated the incident wave is 1 MPa, but the amplitude of the scattered wave is
too weak to obtain a clear reconstruction of the defect. As the compressive load increases, the crack becomes
a weak scatterer and the MTR algorithm is found to under-perform. It is noted that the present results are
obtained for scattered field data at a single input frequency. It is possible that better lateral resolution may
be obtained by averaging the image over a finite frequency bandwidth. Such averaging has been found to
sometimes improve the image quality for linear imaging [35, 74], depending on the actual bandwidth that is
employed, and this strategy should be further investigated in future work.
The same result is observed for the second harmonic images when the compression is equal to -0.5 MPa.
By contrast, the reduction of the compressive stress enhances the secondary peaks near the cracks tips, which
get greater than the central peak for σ0 = 0 MPa. As the pre-stress gets smaller, the crack tends to open
freely at the center and contact-induced second harmonic tend to be preferentially generated near the crack
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tips. To demonstrate that the increase of the secondary peaks amplitude is linked to a modification of the
second harmonic generation along the contact interface, the FFT is applied to the time history of the nodal
displacements along the crack, in the case of an incident wave propagating along the normal direction to
the crack. This provides the values of the fundamental and second harmonics directly generated along the
crack, as shown in Fig. 13(a) and (b) for pre-stress σ0 = −0.3 MPa and σ0 = 0 MPa respectively. It can be
seen that when no compressive stress is applied, there is a higher relative level of second harmonic near the
crack tips. This correlates with the second harmonic images, and the increase of peak amplitudes near the
crack tips.
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Figure 13: Evolution of the first and second harmonic as well as their ratio along the crack for a normal incidence and
for a pre-stress of (a) σ0 = −0.3 MPa and (b) σ0 = 0 MPa. The coeﬃcient of friction is 0.3.
The MTR algorithm performs well for low compressive stress levels, but when the load increases the
crack becomes a weak scatterer and this algorithm is then of limited eﬃciency whatever harmonic is used.
Nevertheless, the main peak of the image provides a very good estimation of the crack location and size.
In case of larger compression stress, other methods better suited for weak scatterer, such as the Diﬀraction
Tomography, could provide a better result. Finally, it was found that varying the coeﬃcient of friction had a
negligible influence in this case, where longitudinal wave are considered for the incident and scattered waves.
5.3. Influence of the number of sensors
The imaging algorithm used in this work supposes that the number of sensors N is suﬃcient to fulfill
the Nyquist sampling criterion with respect to the imaging domain dimensions. Therefore, considering a
25× 25 mm2 imaging domain and a wavelength λ2 ≃ 3 mm for the second harmonic, the number of sensors
was set to 74. This relatively large number needs to be reduced for practical application of the method.
In this section, the quality of the defect reconstruction is evaluated as the number of sensors is reduced.
However, following the approach proposed in [35], a re-sampling of the multi-static K matrix is performed
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to maintain 74× 74 cells, thus ensuring that the Nyquist criterion is still observed. The re-sampling is done
using the cubic smoothing spline Matlab interpolation function (csaps).
Fig. 14(a) and (b) show respectively the fundamental and the second harmonic images of the defect using
38 equi-spaced sensors, with the same contact conditions as in Fig. 8 and Fig. 9. The image reconstructed
from the fundamental harmonic using 38 sensors is identical as the image obtained previously for 74 sensors.
The image generated from the second harmonic is again similar to the one obtained with 74 sensors, with
the diﬀerence that the secondary peaks near the crack tips are slightly enhanced.
(a) (b)
Figure 14: (a) fundamental and (b) second harmonic reconstruction image of the closed crack for 38 sensors and the
following contact parameters: σ0 = −0.3 MPa and µ = 0.3.
The two profiles of the reconstructed images are analyzed as done previously, to estimate the crack length
and to evaluate the ratio between the main peak and the side-lobes or the secondary peaks in the case of
the nonlinear image. Fig. 15(a) and (b) show the evolution of the error made on the crack length estimation
and the ratio between the diﬀerent peaks as a function of the number of sensors. It can be seen that the
characteristics of the fundamental harmonic image are almost constant when at least 20 sensors are used,
with still a good crack length estimation when only 10 sensors are used, provided that the up-sampling
procedure is applied. The image reconstructed from the second harmonic is more sensitive to the number of
sensors, and the amplitude of the secondary peaks near the crack tips varies when the number of sensors is
less than 40. Above this number, the characteristics of the image are consistent.
This requirement of a higher number of sensors can be attributer to a more directional scattering of the
second harmonic due to a shorter wavelength. The enhancement of the directivity of the second harmonic is
demonstrated by comparing theK matrix obtained from the fundamental and the second harmonic. Fig. 16
(a) and (b) show the density plots of the absolute value of theK matrix obtained from the fundamental and
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Figure 15: Eﬀect of the number of sensors on (a) the estimation of the crack length, based on the fundamental and
second harmonic images and (b) the amplitude ratio between the main peak and the first side-lobe (A/B) for the
fundamental and second harmonic images and between the main peak and the secondary peak (A/C) for the second
harmonic image.
the second harmonic respectively, where each pixel corresponds to the absolute amplitude of the scattered
field at the frequency ω1,2 for each emitter-receiver pair (Xj , Xi). By plotting the amplitude of the K
matrix, one can know which sensors are preferentially receiving the scattered waves for each actuator. It
can be seen that in the case of the second harmonic (Fig. 16(b)), the peaks of amplitude are much narrower
than in the case of the fundamental harmonic (Fig. 16(a)). For a given actuator, only a few sensors receive
scattered signals containing the second harmonic, which indicate a more directional scattering. Thus, using
equi-spaced sensors, a larger number is required to ensure an adequate sampling of the second harmonic
scattered field.
5.4. Multi-frequency imaging
The preceding results are based on the single-frequency algorithms given by Eqs. 15 (a, b). This is a
conventional and frequently used approach for diﬀraction tomography and related imaging algorithms [10, 15–
18, 74–76]. However, the input tone burst has a finite bandwidth, so that scattered field data is available
over a frequency band, rather than just a single frequency. The algorithms in Eqs. 15 (a, b) can be readily
extended to make use of this data simply by integrating the reconstructed image over the available bandwidth.
Such multi-frequency reconstructions have been previously explored for Lamb wave imaging [35, 74], but
this did not always result in improved image quality. The objective in this section is to examine the imaging
performance of multi-frequency (finite bandwidth) imaging for both the fundamental and second harmonic
imaging.
Figure 17 shows the frequency spectrum for the 5-cycle tone burst that is used in the present work, cf.
Sec. 4.1. The half-amplitude bandwidth is indicated by dashed vertical lines as ∆f ≃ 400 kHz. Fig. 17
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Figure 16: Density plots of the absolute value of multi-static K matrix for (a) the fundamental harmonic and (b) the
second harmonic. The contact parameters are: σ0 = −0.3 MPa and µ = 0.3.
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Figure 17: Spectrum of the incident wave and scattered longitudinal wave signals. Spectra are normalized by the
incident wave spectrum maximal amplitude. The scattered wave displacements are recorded at (0 mm, -25 mm) in
the case of an horizontal crack, with σ0 = −0.3 MPa.
also displays the scattered field spectrum for a representative observation point at (0 mm, -25 mm), showing
broad peaks around the fundamental (1 MHz) and second harmonic (2 MHz) frequencies. To construct
a multi-frequency fundamental image, Eq. 15(a) is integrated over the bandwidth ∆f around 1 MHz, as
indicated in Fig. 17, and the image is normalized in accordance with Eq. 16. Similarly, a multi-frequency
second harmonic image is constructed by integrating Eq. 15(b) over a frequency band of the same width
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∆f around 2 MHz, which is also indicated by dashed vertical lines in Fig. 17. In both cases, data from 74
sensors is used to ensure adequate sampling.
Figures 18 (a) and (b) show respectively the single frequency image and the multi-frequency image
corresponding to the fundamental harmonic, for a representative example with contact parameters σ0 =
−0.1 MPa and µ = 0.3. Fig. 19 (a) and (b) show the results for the single and multi-frequency image
for the second harmonic, under the same conditions. For the example of the fundamental harmonic, the
multi-frequency imaging results in a 50% increase of the ratio between the main peak amplitude A and
the second highest peak amplitude B along the y axis as defined in Fig. 8, in comparison with the single
frequency image. The signal-to-noise ratio is thus improved, while the lateral definition of the image along
x is marginally altered, with a crack length estimation dropping from 9.8 mm to 9.7 mm. For the second
harmonic case however, the A/B ratio actually decreases by 5% when considering the multi-frequency data,
which means that the quality if the image slightly decreases. The crack length estimation is not modified in
this case.
(a) (b)
Figure 18: Fundamental harmonic reconstruction image of the closed crack using (a) a single frequency data and (b)
a multi-frequency data, for 74 sensors and the following contact parameters: σ0 = −0.1 MPa and µ = 0.3.
The above results showed that taking into account the frequency bandwidth information may improve
the image quality, mainly as regard the signal-to-noise ratio. But the improvement is not systematic de-
pending on the considered harmonic and comes with potential reduction in accuracy regarding the crack
length estimation. However, these results are given for a specific load case and sensors configuration. For
completeness, the crack length estimation and the peak amplitude ratio A/B and A/C, as defined in Fig. 9,
are shown in Fig. 20 for diﬀerent loads and in Fig. 21 for diﬀerent number of sensors. The results obtained
with the multi-frequency approach correspond to the red dashed curves, whereas the previous results shown
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(a) (b)
Figure 19: Second harmonic reconstruction image of the closed crack using (a) a single frequency data and (b) a
multi-frequency data, for 74 sensors and the following contact parameters: σ0 = −0.1 MPa and µ = 0.3.
in Fig. 12 and 15 for a single frequency imaging are plotted in solid black curves.
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Figure 20: Comparison between single frequency imaging (solid black lines) and multiple frequency (M. F.) imaging
(dashed red lines) regarding the eﬀect of the number of sensors on (a) the estimation of the crack length, based on the
fundamental and second harmonic images and (b) the amplitude ratio between the main peak and the first side-lobe
(A/B) for the fundamental and second harmonic images and between the main peak and the secondary peak (A/C)
for the second harmonic image.
The multi-frequency imaging improves the signal-to-noise ratio (A/B) for the fundamental harmonic
images over the whole load range and provides similar crack length estimations as the single frequency
approach. However, this is not true for the second harmonic images, especially for low load levels, where
the side-lobe ratio (A/B) is lower than the one obtained with the single frequency imaging. For the second
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Figure 21: Comparison between single frequency imaging (solid black lines) and multiple frequency (M. F.) imaging
(dashed red lines) regarding the eﬀect of the number of sensors on (a) the estimation of the crack length, based on the
fundamental and second harmonic images and (b) the amplitude ratio between the main peak and the first side-lobe
(A/B) for the fundamental and second harmonic images and between the main peak and the secondary peak (A/C)
for the second harmonic image.
harmonic, the secondary peak ratio (A/C) at σ0 = −0.5 MPa is larger when using the multi-frequency
approach, which leads to a largely increased error in crack length estimation in that case.
Regarding the eﬀect of the number of sensors, side-lobe ratio (A/B) is better when using the multi-
frequency approach, provided that at least 30 sensors are used. In that case, the crack length estimation are
slightly worse for the fundamental harmonic and slightly better of the second harmonic. For a small number
of sensors, the benefit of multi-frequency imaging is not sensible in terms of signal-to-noise ratio and more
importantly the crack length estimations based on the second harmonic degrade compared with the single
frequency imaging.
The multi-frequency imaging approach may improve the robustness of the imaging algorithm when using
the fundamental harmonic, but care must be taken when considering the second harmonic. The choice of
the bandwidth window may also have an influence on the results and should be investigated.
6. Conclusion
It is recognized that closed cracks are diﬃcult to detect due to their weaker scattering relative to fully
open cracks. By contrast CAN may be activated at a closed crack, which generates higher harmonics. In this
work, linear and nonlinear scattering responses generated by the propagation of incident plane longitudinal
waves have been used to reconstruct images of the crack through the Modified Time Reversal imaging
algorithm.
It has been shown that a clear image of the defect can be reconstructed from the scattering of the
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fundamental harmonic, giving an excellent estimation of the crack length. The present work is also the
first time that the second harmonic component of the nonlinear scattered field has been used (in conjunction
with a rigorous imaging algorithm and the correct theoretical sampling requirement) to reconstruct an in-situ
image of a realistic defect. This nonlinear image can be used for two purposes. First it enables to detect the
crack and estimate its size as well as the classical imaging based on the fundamental harmonic but without
requiring external scanning of the sample. The fundamental and second harmonic images are quite diﬀerent,
since the first one shows one main peak centered on the crack whereas the second one shows generally three
peaks, one centered on the crack and two around the crack tips. It has been shown that these peaks identify
the locations of the source of the second harmonic. Therefore, the nonlinear imaging can bring some benefit
in the understanding of the harmonic generation due to CAN. Second, this oﬀers potential application for
baseline-free imaging because of the second harmonic in the signal can be attributed to CAN. Finally, the
use of both the fundamental and second harmonic can be done simultaneously to take advantage of the two
images and improve the characterization of closed cracks.
One of the main parameters influencing the scattering and the generation of higher harmonic by a closed
crack is the applied compressive load. When the load increases, the crack closes and becomes a weak scat-
terer and the quality of the images degrades, both from fundamental and second harmonic. However, the
crack length estimation is still good when considering the main peak of the reconstructed image. Investi-
gating other imaging methods best suited for weak scatterer may be of interest in a future work. For low
level of compressive load, the crack tips are highlighted by the nonlinear image. The level of CAN can be
closely controlled in the FE model by varying the compressive pre-stress. This forward modeling should
prove valuable for implementing and interpreting inverse modeling of CAN for practical cases of structural
damage, such as plasticity-induced fatigue crack closure [58, 59]. The requirement regarding the number
of sensors can be overcome if the multi-static matrix is re-sampled. It has been shown that 10 sensors are
enough for the imaging based on the fundamental harmonic. The imaging based on the second harmonic
still requires a higher number of equally spaced sensors because of the shorter wavelength and the higher
directivity of the scattered second harmonic. Finally, a multi-frequency imaging approach has been consid-
ered to include information over a finite bandwidth representative of the employed tone-burst. The obtained
results are compared with the single frequency imaging results and it is shown that while multi-frequency
imaging provides some improvement for the fundamental harmonic imaging, there does not appear to be an
improvement for second harmonic imaging.
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