The current algorithm for selecting a population pharmacokinetic/pharmacodynamic model is based on the well-established forward addition/backward elimination method. A central strength of this approach is the opportunity for a modeller to continuously examine the data and postulate new hypotheses to explain observed biases. This algorithm has served the modelling community well, but the model selection process has essentially remained unchanged for the last 30 years. During this time, more robust approaches to model selection have been made feasible by new technology and dramatic increases in computation speed. We review these methods, with emphasis on genetic algorithm approaches and discuss the role these methods may play in population pharmacokinetic/ pharmacodynamic model selection.
Introduction
Population pharmacokinetic/pharmacodynamic (PK/PD) model building is the process by which theoretical understanding of the pharmacology of a drug and empiric analysis of experimental data yields a set of equations that describes the pharmacokinetics and/or pharmacodynamics of a population of subjects taking a drug. In a more general sense, PK/PD model building is an optimization problem. The goal of this optimization problem is to find the model (e.g. number of compartments, variance terms, lag time, indirect response model, covariates, mixture models etc.) that best describes the data according to some objective (e.g. goodness of fit) or subjective (e.g. it is biologically reasonable) criteria.
Historically, the algorithm used for PK/PD modelling building begins by testing a trivial model (often a one compartment, first order absorption model, with no covariates) and then sequentially adding single features to that model and testing if that addition results in a significantly better description of the data.This process has been used since the software package NONMEM® 1 (Nonlinear Mixed Effect Model) was released in the late 1970s. Figure 1 shows a diagram of the model building algorithm from a recent NONMEM manual. 2 This step wise, or forward addition approach to model building, is well established in linear [1] and logistic regression [2] . Mixed effect models, however, are more complex than linear models.
The model building process for mixed effects pharmacokinetic models typically starts with selecting structural model features such as compartments and lag times. With the basic structure of the model set, a similar step wise addition algorithm is then used to add covariates.The decision about whether to include a feature (a compartment, a lag time or a covariate) is typically based on a combination of objective criteria (most importantly an improvement in the goodness of fit criteria) and subjective criteria (does the addition improve some bias seen in 1 NONMEM is the property of Icon PLC. diagnostic plots) for the models with vs. without the additional features. While this sequential approach to model building has been used historically, there is no statistical basis for this particular sequence. Rather, the addition of statistical components at the end of the model building process is due to the finding that, in early versions of NONMEM, adding additional variance features added greatly to the computational time. Also, the run time costs on the shared mainframe originally used to run NONMEM at UCSF in the 1970s were lower if the executable file was smaller. This provided a practical, rather than statistical, advantage to having fewer random effects because the size of many of the large arrays in NONMEM depends on the number of random effects. 3 This algorithm has remained largely unchanged for more than 30 years despite the fact that at least some of the rationale for it has long since changed.
This PK/PD model building algorithm is, in many ways, analogous to the parameter optimization algorithm used in many of the population pharmacokinetic software packages. For example, the minimization algorithm, which is used for the minimization step in NONMEM [3] , starts with initial estimates for all parameters and then makes a small change in the value of each parameter. The 'goodness' (minus twice the log likelihood of the data given the model, −2ll, in this case) of the resulting model is then calculated. The search then moves in the direction of values in which the goodness of fit statistic is better. This continues until no further improvement is seen. Analogously, the traditional step wise PK/PD model building algorithm starts with an initial model which is usually very simple. The algorithm then makes a small change in the model, usually adding a single effect (e.g.a peripheral compartment, a single covariate relationship) and calculates the 'goodness' (by objective and subjective criteria) of the resulting model. Changes that significantly improve the model are retained and the process is repeated until no further significant improvement is seen. This step wise approach to model optimization is referred to as'hill climbing' because, as in the case of parameter estimation, the optimization algorithm is constantly moving in the direction of the highest rate of improvement in the'goodness'of the model.
It is well established that the selection of appropriate initial estimates are important in non-linear regression to avoid local minima. Because of its similarity to gradientbased parameter optimization, the minima found using 'hill climbing' model structure optimization also depends on the initial starting point. Figure 2 demonstrates the risk of arriving at a local minimum. The algorithm finds the slope of the objective function at the initial estimate and proceeds downhill, ultimately arriving at a minimum. However, whether the minimum is the global minimum or a local minimum depends on the initial guess. Any change in the sign of the gradient between the initial estimates and the global minimum will provide an effective barrier (a 'peak' , or in multiple dimension, a 'ridge') to the exploration of the region around the global minimum, as crossing that region would require the algorithm to move uphill, rather than downhill.Typically (although not always the case) the closer the initial estimates are to the global minimum, the more likely that the assumption of a monotonically downhill objective function surface is met. This assumption of a monotonically downhill objective function surface is known as the convexity assumption [3] , that no matter where you start, it will always be continuously downhill to the global minimum. For relatively simple models, especially with rich data, there are methods for obtaining initial estimates (e.g. curve stripping). However, adequate initial estimates for complex models is a challenge. Frequently the best solution is simply to try many initial estimates and chose the set that results in the best goodness of fit. For complex models, there is no way of knowing if the resulting minimum is a global or local minimum without testing every possible scenario.
Similarly, there is risk of being caught in a local minimum in a hill climbing search algorithm in a discrete search space, especially if the starting point of the search is far from the global minimum. The fundamental assumption behind a hill climbing algorithm is the independence of the different effects in the search space [4] . This independence between effects is the correlate of the convexity assumption in gradient-based optimization. For example, in the case of PK/PD models, the central assumption is that volume will be (or will not be) a function of weight regardless of presence of other features (number of compartments, variance terms, lag time, mixture models etc.), and so it does not matter when this effect is tested (e.g. before or after the number of compartments, before or after the variance terms, etc.), the result will be the same. Importantly, this assumption, like the convexity assumption in real space, has been shown to be incorrect [5] . Also, the structural model search is typically started at a point of convenience (a trivial model) rather than, as in the case of parameter estimation, near the anticipated global minimum, resulting in a higher likelihood that the convexity assumption is not met. Unlike the common practice of using multiple initial estimates for parameter estimation, in traditional model selection, it is uncommon to start the model search from multiple initial models.
An important difference between parameter estimation in NONMEM and the process of searching for the optimal structural model is that the parameter space is generally the set of positive real numbers while the model structure space is discrete valued. That is, a model cannot include fractions of compartments (e.g. 1.462 compartments) but the number of compartments must be an integer (such as a one or two compartment model). Similarly a between subject variance term is either present or absent. Because the structural search space is discrete, there is no gradient along which to search. Therefore, different search algorithms must be used.
The discrete search space algorithms are divided into local search and global search.The distinction being based on whether any given model is compared only with model(s) similar to it or to model(s) that may be very different. Global search algorithms tend to be much more robust to local minima.The local search algorithms include:
• Hill climbing [4] • Tabu search [6] In the hill climbing algorithm, the assumption is that if a feature is found to be valuable in one model, it is valuable in all other models and does not need to be tested again, that is, the convexity assumption. For example, if weight is found to be a predictor of volume in a one compartment model, the hill climbing algorithm assumes that weight will be similarly predictive of volume in a two compartment model.The hill climbing algorithm is a type of'greedy algorithm' [7] . The definition of a greedy algorithm is 'An algorithm that always takes the best immediate or local solution while finding an answer' . 4 Greedy algorithms proceed rapidly to the nearest local optimum. Locating the global optimum with a greedy algorithm depends entirely on starting the search within some local area that it is convex to the global minimum, that is there are no 'ridges' between the initial model and the global minimum, which would prevent the search from proceeding in that direction. If this is not the case, greedy algorithms may find less-than-optimal solutions. The hill climbing algorithm is the most efficient search algorithm. It will arrive at the final model with the fewest number of evaluations because of the assumption that each hypothesis need only be tested a single time. The computational time required for a hill climbing search increases only linearly with the size of the search space. 
Figure 2
Effect of initial parameter estimate on parameter identification.The quasiNewtonian algorithm proceeds locally downhill. If inappropriate initial estimates are provided the algorithm will find a local minimum rather than a global minimum
The list of global search algorithms commonly used to search discrete space includes:
• Exhaustive search • Simulated annealing [8] • Particle swarm optimization [9, 10] • Genetic algorithm (GA) [11] In an exhaustive search, every possible combination of features is tested. The assumption is that testing a feature in one model is completely uninformative about the value of that feature in any other model. For example, finding that weight is a predictor of volume in a one compartment model provides no information about whether it will be a predictor in a two compartment model. An exhaustive search is a completely robust search and is guaranteed to find the best solution. However, the exhaustive search is limited by computational time which increases exponentially with the size of the search space.
Other global search methods (e.g. simulated annealing, GA and particle swarm optimization) fall between these two extremes of hill climbing and exhaustive search in terms of the assumptions, the robustness of the search, and the computational burden. For example, if a GA finds weight to be a useful predictor of volume in one model this suggests, but does not guarantee, that weight is predictive of volume in other models. This hypothesis must be tested in many (usually thousands) of other models before being accepted or finally rejected. Among the global search algorithms, the GA was chosen as an approach for model selection in population PK/PD model building. The reasons for this selection include 
Genetic algorithm
GA is an attempt to reproduce the naturally occurring processes of evolution and survival of the fittest to find a near optimal solution [11] . To implement a GA, the model is coded as a binary string.This coding for an example population pharmacokinetic model is depicted in Figure 3 . In the case of population pharmacokinetics, the search space consists of all the candidate model features that would be considered feasible. These might include:
• Number of compartments (the first 'gene' , two bits in Figure 3 )
• Covariates and different forms of covariate relationships (e.g. exponential, linear or power functions, the remaining 'genes' , one or two bits in Figure 3 
Figure 3
Coding of model features and translation into a model. If only two options are examined for a feature (e.g. the effect of gender on clearance) only 1 bit will be needed for that gene. If more than two options are examined (e.g. 4 for the basic structure, number of compartments) more than 1 bit is required for that gene. In these cases more than one bit will be needed. The number of bits required for a set of candidate features will be Nbits ≥ ln / ln (2) where Nbits is the number of bits required and N is the number of options. If there are five options, three bits will be needed. Table 1 gives examples of how candidate model features might be coded into a bit string and the corresponding NONMEM/NMTRAN code for those features. Once the search space is defined, a 'population' of models is created by randomizing the bits in the each genome in the population to 0 s and 1 s. Each bit string is then decoded into the corresponding NONMEM control file that represents each model, creating several hundred models with randomly selected features. These models are then run in NONMEM. For a simple GA, two operations, crossover and mutation, are applied to these parent candidate models to create the next generation of candidate models [10] . The crossover operator creates two new candidate models from two parent models by randomly selecting a location on the bit string of the parents (same location on both parents) and swapping all of the bits after that location between the two parents to create two new candidates. As described in the next section, the selection of a parent candidate from the pool of possible candidates is based on its NONMEM output where candidate models that are more desirable have a higher likelihood of being selected for crossover. The mutation operator randomly changes a bit value in a candidate model (i.e. 0 become 1 and vice versa).
Fitness Much like the goodness of fit metric drives the parameter optimization in non-linear regression, an objective measure of model 'goodness' drives the search for the optimal model structure in global search algorithms. In GA this measure of model 'goodness' is called the fitness, from the same term used in population ecology [12] to describe how well an organism is adapted to the environment. More specifically, in population ecology the fitness is defined as the number of copies of an organism's genome that are expected to contribute to the next generation (and to subsequent generations). A fitness greater than 1 suggests that genetic material of that individual will tend to increase in frequency in the population while a fitness less than 1 suggests that genetic material of that individual will eventually be eliminated from the population.
In using a GA to search for the optimal model, the organisms are individual models and the algorithm works with a 'population' of individual models. Each organism (model) will have some objective measure of fitness (a function of overall model goodness) that will drive the number of copies of that model's genome that are contributed to the next generation of models. In GA the fitness function is problem specific. In the case of mixed effects models, there are a number of common metrics used to measure 'goodness' of a model. These include:
• Goodness of fit measures (usually −2ll) • Parsimony, measured as the number of estimated fixed (theta) and random (omega and sigma) effect parameters • Other 'quality of solution' metrics such as successful convergence,positive definite covariance matrix (e.g.successful covariance step in NONMEM) lack of estimation correlations between parameters and suitable condition number (ratio of largest to smallest eigenvalues) • Cross validation −2ll [13] [14], • Normalized prediction distribution errors (NDPE) global P value [15] • Lack of correlation between covariates that are predictive of the same parameter • Clinical significance of covariate effects
Single objective GA
In the simplest implementation of GA, these measures of model goodness can be combined into a single value for fitness.The objective function from NONMEM (-2ll) serves as the basis for the fitness, with user defined penalties added to this for the other desired qualities of a model. For example, if the objective of the modelling exercise was simulation, rather than hypothesis testing, the penalty for additional estimated parameters (the parsimony penalty) might be small, perhaps 2 points as used in the Akaike information criteria [16] . Similarly, if the user is not concerned about having a successful covariance step, the penalty for this would be set to 0 or, in the other extreme, if there are scenarios that are not biologically plausible (e.g. a certain combination of covariates), these can simply not be included in the search space. Figure 4 shows the overall process. The algorithm is initiated by randomly creating an initial population of models. Typically, many of these initial models will be very poor, often resulting in numerical problems, and may not converge successfully. The fitness for each model in the population of model is calculated.'Parent' models can then be randomly selected with replacement from the population, proportional to the model fitness. The random selection with replacement is essential, as this permits especially fit (good) models to enter into the next generation multiple times, and the low fitness models to gradually be removed from the population. The 'parent' models are then paired off. Crossover between the parents and mutations are then applied, resulting in two new models for the next generation. In this way, the better models enter into subsequent generations with a higher frequency, and are recombined, and mutated to create potentially still better models.
For a search of model for NONMEM, the single objective fitness function is defined as: 
where −2ll is the objective function from NONMEM (either from a single minimization run or cross validation), Nθ is the number of estimated theta elements, Pθ is the penalty for each estimated Theta element, Nω is the number of estimated Omega elements, Pω is the penalty for each estimated omega element, Nσ is the number of estimated sigma elements, Pσ is the penalty for each estimated Sigma elements, PConvergence is the penalty applied if the model fails to converge, PCovariance is the penalty applied if the model fails the covariance step, PCorrelation is the penalty applied based on the diagonal elements of the correlation matrix, PCondition# is the penalty applied based on the condition number, PNDPE is a penalty dependent on the global P value of NPDE, PParameter is a penalty dependent on the correlation coefficients of all covariates predicted a given parameter and PSignificance is a penalty applied for any covariate effects that fail a test of clinical significance. All penalties except −2ll are optional and the specific values of penalties are defined by the user. For example, PCondition# can be set to 100 if the condition number exceeds 1000; but the penalty and form of the condition number threshold are adjustable and are set by the user.
Niching
A common characteristic of a simple GA is too rapid convergence.This limits the ability of the GA to explore further the global search space because of the lack of diversity in the population of models. This diversity serves as a substrate for recombination. Diversity in the population of 
Figure 4
Simple genetic algorithm. The algorithm is initialized with a random population. 'Parents' for the next generation are selected (with replacement) for the next generation proportional to the user defined 'fitness' of the model.These 'parent' models are then paired off and undergo crossover and mutation to form the next generation of models models is maintained by a technique called niching. In niching a penalty is applied to a group of models that are similar. A niche is then defined as the subset of the population of models that differ at less than a specified number of bits, called the niche radius.The user selects the number of niches, typically about four. The niches are determined by selecting the best model in the population as the first niche. All models that are within that radius are assigned to the first niche. Then the next best model that is not currently in a niche is selected, and all models that are within the radius are assigned to that niche. The penalty is applied to all the models in the niche, and the size of the penalty is determined such that the fitness of the best model in the niche remains better than the fitness of all models that are not in the niche. The addition of niche penalties permits the gradual elimination of the least fit models, preservation of many moderately fit models and prevents the best fitting models from rapidly dominating the population.
Elitism
Because parent models are selected randomly, with a probability of selection that depends on their fitness, it is possible that the best model may actually not be chosen as a parent for the next generation. This is addressed by simply insuring that the best model will be preserved intact (without crossover or mutation) into the next generation, a method known as elitism.
Hybrid GA
GA has been shown to be effective at finding generally good models. However, finding the last few changes that result in a truly optimal model can be difficult for GA. This issue is addressed by using a combination of the GA global search algorithms and a local search algorithm (see Figure 5 ). In this hybrid approach, GA is run for a number of (e.g. 3-10) generations after which a local search is performed, starting with the best model in each niche. The local search is similar to the traditional manual model building. A new population of models is created by systematically reversing each bit in the genome of the best model in each niche. That is, if a genome is 100 bits long, 100 models will be created, each differing from the initial model at 1 bit. If four niches are used, 400 models will result, 100 from the best model in each niche. Each model is run and the fitness is calculated. If one or two models from the hill climbing step have a better fitness than the base models, the best model is substituted for the base model and another step in the local hill climbing search is performed. If more than two models are better than the base model, a local exhaustive search is done. For the local exhaustive search, all bit changes that result in a better model (up to 6) are examined in all combinations. If there are 6 bit changes that result in a better model, 64 (2 6 ) models will result. If the local exhaustive search is performed, the best model from that search is then used for the next local hill climbing step. This process is repeated until no further improvement is seen. Once no further improvement is seen, the best models from the hill climbing/local exhaustive search are added to the existing population and the search returns to GA for another iteration of the global search/local search hybrid approach. In this way, a number of distinct, but fairly good regions for the search space are explored in detail every three generations. This is in contrast to the traditional hill climbing approach, which starts at a single point that is chosen for convenience (e.g. one compartment, no covariates), rather than being an particularly good model. The initiation of the hill climbing search at multiple, reasonably good points in the search space greatly improves the likelihood of finding the global minimum.
Implementation of single objective, hybrid GA
The model building performance of the single objective hybrid GA was compared with traditional methods in a blinded, retrospective crossover study [17] . A summary of the results is given in Table 2 . The primary criterion for evaluation of the models was the Akaike information criteria (AIC) although neither the traditional model building nor the GA method specifically targeted AIC. All analyses were designed to find 'good' models by traditional objective criteria. These results suggest that the hybrid GA algorithm was in all cases at least as effective at finding models with a lower AIC.
In addition, to the AIC results, the traditional model building method was not able to find a model that converged in four of the seven analyses without fixing the absorption rate constant. With the value for absorption rate fixed to a literature value, two of the analyses did not result in a successful covariance step. In contrast, the GA was able to select a model that had a successful convergence and successful covariance step without fixing any parameters in all cases.
In general, the single objective hybrid GA and traditional model building approaches found similar models structures and the GA approach tended to include more covariates than the traditional approach. The compartment structure was the same for six of seven analyses with one exception (risperidone) where GA found a two compartment model while the traditional approach found a one compartment model. The AIC for the GA risperidone model was 278.1 lower (better) than the risperidone model found by the traditional approach. For covariate inclusion, the GA approach found a total of 23 covariates among the seven analyses while the traditional approach found a total of 13. Seven of these covariates were common to both approaches.
Multi-objective GA
In PK/PD model building, some of the desired model characteristics (e.g. parsimony) may conflict with other desirable characteristics (e.g. minimized log-likelihood). The single objective optimization attempts to balance these individual objectives using penalty functions to weight individual objectives. A significant disadvantage to this approach is that the final model selected will depend on the weighting scheme for which the selection is ad hoc and subjective. Rather than combining individual objectives into a single composite objective function, multi-objective GA (MOGA) compares candidate models by each of the individual objectives and searches for non-dominated models [18] . 
Figure 5
Hybrid global search algorithm, combining GA, hill climbing and exhaustive search. This allows detailed exploration of a number of local regions in the search space identified by GA. This addition greatly improves the search algorithm, alternating between an efficient algorithm (hill climbing) and a completely robust algorithm (exhaustive search) One model dominates another when it is not worse on all objectives and better on at least one. For example, for model A to dominate model B, model A must have a −2ll at least as low, the same number or fewer parameters, the same or better quality of the solution etc. and be better on at least one criteria. For one model to dominate another means that, by objective criteria, there is no justification for not preferring that model, it is at least as good in all ways and better in at least one. Because of the tradeoffs between criteria, it is unrealistic to search for dominant models, there will never be a single model that dominates all models in the search space. For example, a model that has a −2ll value lower than all the other models will also not have fewer parameters.
Rather than searching for dominant models, we search for models that are not dominated, that is, there is no model that by objective measures is unquestionably better than this model. There will usually be many such models. A candidate model in which there is no other candidate model that is better or equal in all criteria is called Pareto optimal and the set of Pareto optimal candidates comprise the Pareto optimal set. An advantage of the Pareto optimal set is it allows the user to examine all models that are, by objective criteria, unsurpassed (i.e. nondominated), and to select from among those on subjective criteria (biological plausibility, diagnostic plots). In PK/PD model building, objectives that can be used in the multiobjective optimization include the NONMEM objective function, number of estimated parameters, convergence, covariance, and correlation test results and global adjusted P value from NPDE.
Implementation of multi-objective, hybrid GA
The multi-objective, hybrid GA has been implemented for the building the PK model for three different compounds and the resulting models compared with the single objective, hybrid GA and traditional methods for three compounds in a retrospective crossover study [19] . As with the traditional model building approach and the single objective GA approach, the multi-objective method could vary the ADVAN/TRANS structure of the model, the inclusion of inter-occasion variability and block structure, the inclusion of covariates the functional form and the form of the residual variability. In the multi-objective GA, candidates were evaluated along four dimensions: NONMEM objective function, number of estimated parameters, sum of the convergence, covariance step, and correlation test and global adjusted P value from NPDE. For all three compounds, the multi-objective GA found models that passed the convergence, covariance and correlation tests and with equal (1 compound) or lower (2 compounds) NONMEM objective function values than with the traditional model building approach. Compared with the single objective, hybrid GA, the multi-objective hybrid GA Pareto optimal candidate with the same number of model parameters had similar NONMEM objective function values (within 5 points) for all three compounds.
Finding solutions vs. generating understanding
GAs have been applied to many optimization problems including protein folding [20, 21] , facial recognition, 5 gene expression analysis [22] , and integrated circuit design [23] . In pharmacokinetics, GAs are used in complex systems for parameter estimation when greedy algorithms are not sufficiently robust [24] . However, most of these examples are simply search algorithms that are not intended to create understanding. Schmidt & Lipson [25] observed 'Despite the prevalence of computing power, the process of finding natural laws and their corresponding equations has resisted automation. A key challenge to finding analytic relations automatically is defining algorithmically what makes a correlation in observed data important and insightful' . Schmidt & Lipson went on to describe a paradigm in which natural laws could be discovered with a combination of automated search and human insight. The approach consisted of using multi-objective GA to analyze the motion of several physical systems including a single pendulum, double pendulum and spring mounted single and double masses on an air track. Data were collected on the motion of these systems. Multi-objective genetic programming was then used to assemble equations using only fundamental mathematical symbols (+, -, *, /, cosine, sine, exponentiation) without any human intervention and to find the parameters of these equations. Multi-objective genetic programming was able to find the correct analytic solution, as systems of differential equations in all cases. In the case of the double pendulum (the most complex system), the algorithm found a Pareto set with 10 models that best described the data empirically. These 10 models were then presented to the user to evaluate for theoretical plausibility. The analytically correct equations were found among these 10 models. This approach (human selection and interpretation from among multiple models) has also proven useful in making predictions for weather [26] and has been demonstrated by Chaturvedula et al. for population pharmacokinetic modelling [27] .
Mode of use
It is the exception when data analysis alone is able to generate insight about natural processes [28] . The traditional approach to creating understanding is to use theoretical knowledge to create candidate models and then to evaluate and compare how consistent those models are with data. Despite the findings of Schmidt & Lipson [25] in a physics experiment, it is unlikely that understanding and insight can be created from pharmacokinetics data sets without human intervention.The paradigm of humans creating hypotheses based on understanding of pharmacology, then testing those hypotheses with data does not change when moving from a local search algorithm to a global search algorithm.
The incorporation of knowledge of the pharmacology of a drug into either a local or a global search algorithm starts with defining the search space. Specifically, if an effect has no possible basis in biology, it should not be examined in a traditional local search algorithm or a global search algorithm. Conversely, if a feature is well established to have an effect (e.g. creatinine clearance effect on amino glycoside clearance), potentially that effect need not be tested at all, but simply included in the model. Later in the analysis, if inclusion of a candidate feature that is biologically plausible (e.g. weight as a predictor of volume of distribution) results in infeasible parameter estimates (e.g. a negative relationship between weight and volume of distribution), the causes of such a relationship must be examined and (probably) the model modified so that the parameter value is biologically plausible.
In addition to the initial search space definition, there are opportunities to interact with the global search algorithm. The most obvious is simply if the search is consistently resulting in implausible models, the search should be stopped, the implausible models examined and modified appropriately. These modifications can then be incorporated in a new search space and the search begun again. Alternatively, if the data clearly show results inconsistent with the theoretical model, perhaps the theoretical model should be re-evaluated.
In addition, the traditional model building algorithm includes a backward elimination step. In this approach, the statistical threshold for a model feature being accepted is relatively low (often P < 0.05). The low threshold for inclusion results in a relatively large (many features) model. In order to correct for multiple comparison, typically, the features in this model are individually removed and retested at a higher threshold (often P < 0.01), an algorithm known as backward elimination (last step in Figure 1 ). Global search is well suited to this approach as first described by Chaturvedula et al. [27] . This approach might be called GA/backward elimination (GABE), where the traditional forward addition model building stage is replaced by the global search. As in the traditional forward addition/ backward elimination, the threshold for inclusion of an effect in the model should be relatively low for the GA model selection. This will result in a larger model, some features of which may not meet statistical thresholds, be clinically important or be considered important in the model for other reasons.These features can be removed in the backward elimination step of the GABE algorithm, a process that should include human evaluation for biological plausibility.
Practical issues
The most important practical issue with any automated algorithm is the temptation to accept the results blindly. Global search methods do not substitute for the thoughtful examination of the data, and the incorporation of pharmacologic understanding into model selection. They simply automate the actual search part, not the intellectual part. The available software for global search in pharmacokinetics makes available the results with basic diagnostics for all models that are run presented in a large spreadsheet. Any of these models can be examined, modified and rerun prior to selecting the 'final' model.
Related to the temptation to accept blindly the algorithm results is the range of modelling exercises that can be addressed by automated methods. Automated global search algorithms are best suited when most hypotheses can be stated initially. However, every automated analysis should include examination of the results for sources of bias, and consideration of how to expand the search space to include any new hypotheses from that examination. Sometimes, hypothesis creation (especially in the case of pharmacodynamic models) is nearly iterative. A model is constructed and run. Once the model is run, diagnostics demonstrate sources of bias. Biologically sound hypotheses to explain these biases are generated and a new model is created and run, at which time diagnostics are used to generate new hypotheses. It would be difficult to use automated search algorithms in these cases, since relatively few hypotheses are available at the outset with which to construct a search space.
The second issue with global search algorithms is the high computational load.This should be examined in comparison with the high modeler effort required to actually type, run and examine the output from the models. Two thousand hours of computer time is much less expensive than 200 hours of modeller effort. The current price for Linux CPU time on Amazon compute cloud is $0.06 h −1 .
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It should be noted that methods exist to automated stepwise modeling for covariates (SCM in Perl speaks NONMEM 7 ). Another significant issue with global search algorithms is the likelihood that examining thousands of models increases the risk of an inflated alpha error. It remains unclear how much of an issue this is, but initial results suggest that this 'over modelling' problem can be managed with appropriate parsimony penalties, and penalties for clinical significance and correlated covariates on a single parameter [29] . Cross validation is another approach to managing inflated alpha error rates [13, 30] that seems especially promising and is available in the current GA application.
The application of a population PK/PD model to the drug development process has been limited by the time and expense of the analyses. Automated global search methods promise to decrease both dramatically, making it realistic to have population pharmacokinetic models available for decision making while the decisions are still being made. A typical automated analysis includes about 12 000 unique models, many more than a traditional analysis. If the run time for a model is 10 to 20 min, and 48 cores are available (eight six core machines), this suggests time for the analysis of 2 to 4 days, rather than the traditional several weeks. Other computational models where hundreds of CPUs were readily available (e.g.cloud computing) could reduce this even further.
Conclusions
The approach to model selection in population PK/PD has changed little in the past 30 years.This approach arose out of a combination of statistical theory (forward addition/ backward elimination in linear regression) and practical considerations (that the inclusion of random effects dramatically increased run time and cost). Of these two sources of the algorithm, the basis in forward addition/ backward elimination is limited by the failure of the assumption of convexity, and the run time issue with variance terms has yielded to a dramatic increase in computer speed in the last 30 years. Global search algorithms not only have proven to be more robust, but, in some cases, when combined with human input to be capable of uncovering basic principles of nature [25] . 8 
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