■ Listenersʼ perception of acoustically presented speech is constrained by many different sources of information that arise from other sensory modalities and from more abstract higherlevel language context. An open question is how perceptual processes are influenced by and interact with these other sources of information. In this study, we use fMRI to examine the effect of a prior sentence fragment meaning on the categorization of two possible target words that differ in an acoustic phonetic feature of the initial consonant, VOT. Specifically, we manipulate the bias of the sentence context (biased, neutral) and the target type (ambiguous, unambiguous). Our results show that an interaction between these two factors emerged in a cluster in temporal cortex encompassing the left middle temporal gyrus and the superior temporal gyrus. The locus and pattern of these interactions support an interactive view of speech processing and suggest that both the quality of the input and the potential bias of the context together interact and modulate neural activation patterns. ■
INTRODUCTION
To comprehend the intended message of a speaker, listeners must transform the acoustic input into meaningful sounds, words, and concepts. In some cases, the acoustic information may be degraded or ambiguous, which makes it difficult for the listener to correctly identify the speech content. Other sources of information are often available and may be used to resolve ambiguity in the acoustic speech signal. A range of factors, from articulatory gestures to more abstract linguistic context, has been shown to constrain the interpretation of ambiguous speech (Borsky, Tuller, & Shapiro, 1998; Ganong, 1980; McGurk & MacDonald, 1976) . Understanding how these various factors influence and constrain perception is crucial to developing an ecologically valid understanding of the mechanisms involved in speech perception.
Until recently, functional neuroimaging studies have mainly focused on the constraints on speech perception processes placed by other sources of sensory information. Results of studies examining the effects of visually presented articulatory gestures on acoustic phonetic perception suggest that this visual information impacts speech perception processing at early stages in the speech processing stream (Hertrich, Mathiak, Lutzenber, & Ackerman, 2009; Pekkola et al., 2005; Calvert, 2001) . However, there is debate about whether more abstract linguistic properties such as meaning may also affect early stages of perception or whether such effects are because of postperceptual processes (e.g., executive processes; Norris, McQueen, & Cutler, 2000) .
The effect of the lexical status of an auditory stimulus on phonetic perception has played an especially important role in this debate McQueen, Norris, & Cutler, 2006; Norris, McQueen, & Cutler, 2003; Norris et al., 2000) . The "Lexical Effect" or "Ganong Effect" is a well-established behavioral effect that demonstrates how lexical bias can impact acoustic phonetic categorization (Miller & Dexter, 1988; Fox, 1984; Ganong, 1980) . When an ambiguous sound such as one between a /k/ and a /g/ is paired with a syllable that forms either a real word or a nonword, "kiss" or "giss," the initial sound is more likely to be perceived consistent with the phonetic category that forms a real word (Ganong, 1980) . Most models of speech perception assume a hierarchically organized system in which acoustic information is mapped in stages onto phonetic categories and abstract phonological units, which are subsequently mapped onto lexical representations and ultimately semantic meaning and abstract concepts (Norris et al., 2000; Protopapas, 1999; Gaskell & Marslen-Wilson, 1997; McClelland & Elman, 1986) . However, models differ in the degree to which higher levels of the hierarchical structure interact with lower levels. Two influential and competing hierarchical models, namely, MERGE (Norris et al., 2000) and TRACE (McClelland & Elman, 1986) , have accounted for the lexical effect, although they do so through different mechanisms.
MERGE is a strictly feedforward model that accounts for the lexical effect through postperceptual processes in which decision-making processes feed back to modify prelexical processing and acoustic phonetic selection during categorization (McQueen et al., 2006; Norris et al., 2000) . In contrast, TRACE is an interactive model that accounts for the lexical effect through the inherent bidirectional interactions between lexical and prelexical levels (McClelland & Elman, 1986) . A third computational approach, predictive coding has recently served as a framework for speech perception and also suggests that top-down processes can influence lower-level processes (Gagnepain, Henson, & Davis, 2012; Sohoglu, Peelle, Carlyon, & Davis, 2012; Wild, Davis, & Johnsrude, 2012; Spratling, 2008) . In this view, predictions about incoming sensory input modulate subsequent responses to the sensory information. Myers and Blumstein (2008) used fMRI in an attempt to distinguish between MERGE and TRACE by examining the neural structures and pattern of activation associated with the lexical effect. Both temporal and frontal structures have been implicated in acoustic phonetic categorization with responses in temporal structures attributed to sensorybased acoustic phonetic processing and those in frontal structures attributed to executive processes (Myers, Blumstein, Walsh, & Eliassen, 2011; Tsunada, Lee, & Cohen, 2011; Binder, Liebenthal, Possing, Medler, & Ward, 2004) .
Such a strict dichotomy between structure and function, that is, temporal/sensory processes and frontal/executive processes may be too simplistic. Indeed, Noppeney, Phillips, and Price (2004) using a semantic judgment task have suggested that temporal lobe structures are implicated in executive processes as well. Nonetheless, it is the case that most speech perception findings have been interpreted within the framework of the temporal/sensory and frontal/ executive dichotomy. In particular, Myers and Blumstein (2008) reasoned that modulation of activation in frontal cortex would be consistent with a decision-making component, whereas changes in activation in temporal cortex would suggest perceptual components of the lexical effect. Their results showed that, in addition to activation changes in frontal structures, significant clusters emerged in both the left and right superior temporal gyri (STG) that were sensitive to lexically biased shifts in phonetic category for the ambiguous stimulus. This modulation of activation in the STG was used as evidence against a purely postperceptual account of lexical information on prelexical processing and as evidence for direct interactions between lexical and prelexical processes.
Lexical influences on the perception of phonetic categorization have also been examined with EEG and magnetoencephalography (Gow, Segawa, Ahlfors, & Lin, 2008) . In a study by Gow et al. (2008) , a Grainger causality analysis was performed to determine whether lexical information influenced the categorization of a /s/-/∫/ continuum. They found that the timing of the influence of lexical information in posterior STG activation coincided with the timing of lexical processing and, similar to Myers and Blumstein (2008) , concluded that higher-level lexical processes modulate lower-level phonetic perception.
Sentence context may place qualitatively different constraints on acoustic phonetic perception than the lexical status of an acoustically presented stimulus (Connine, 1987 ). An open question is whether these "higher levels" or more abstract sources of information might also affect phonetic perception at early stages of prelexical processing. In a behavioral study, Borsky et al. (1998) examined the categorization of a minimal word pair in different sentence contexts where the distinguishing feature between two words was the VOT of the initial consonant. They showed that sentence context affected listenersʼ perception of a boundary value and hence ambiguous acoustic phonetic distinction (Borsky et al., 1998) . In contrast to the lexical effect where there is only one valid lexical choice, the sentence context effect biased the categorization of two valid lexical entries. As a consequence, changes in phonetic perception were mediated by the processing of sentence meaning.
Several recent studies have investigated the neural systems that underlie the impact of sentence information on perception by orthogonally manipulating sentence context and the intelligibility of the speech signal and examining these effects on sentence comprehension. Sentence context has been examined by varying the cloze probability of the last word of the sentence (Obleser & Kotz, 2009) , by varying the syntactic complexity of the sentence (Obleser, Meyer, & Friederici, 2011) , or by comparing anomalous and nonanomalous sentences (Davis, Ford, Kherif, & Johnsrude, 2011) . To date, most studies have employed a global distortion manipulation of intelligibility that affects the entire acoustic stimulus, such as noise-vocoded speech (Davis et al., 2011; Obleser & Kotz, 2009 Friederici, Kotz, Scott, & Obleser, 2010) . Interactions between sentence context and intelligibility have resulted in modulation of activity in either frontal and/or temporal regions (Davis et al., 2011; Obleser & Kotz, 2011; Friederici et al., 2010) . Two of the studies also examined the relative timing of the responses and found later responses in frontal areas compared with temporal areas (Davis et al., 2011; Obleser & Kotz, 2011) . However, interpretations of these similar findings differ. On the one hand, changes in temporal areas have been taken as evidence for the influence of higherlevel processes on lower-level perceptual processes (Obleser & Kotz, 2009 ). On the other hand, earlier responses in temporal versus frontal areas have been used to argue for a bottom-up only feedforward view of speech processing (Davis et al., 2011) .
Most detailed computational accounts of speech processing go only as far as lexical levels of representations and have not incorporated higher levels of linguistic processing such as sentence meaning. The predictions of these models can be extended to these levels, however. Top-down computational models of speech perception including interactive models such as TRACE (McClelland & Elman, 1986) and predictive coding models (Gagnepain et al., 2012; Sohoglu et al., 2012) would predict that the processing of sentence meaning trickles down to and influences lower levels of representation. In this way, sentence meaning would interact with lower level of processing and affect acoustic phonetic processing McClelland & Elman, 1986) . Such a functional architecture would predict that neural areas found to be engaged in the processing of phonetic information, such as temporal structures, should be modulated by the bias of the sentence context and hence should show differential influences of sentence bias on an ambiguous versus unambiguous lexical target.
The aim of the current study is to investigate the potential role of top-down effects, specifically sentence context on speech perception using fMRI. However, rather than focusing on global distortions of the speech signal and examining effects of such distortions on sentence comprehension, we acoustically manipulated a phonetic feature ( VOT) to produce ambiguous and unambiguous target word stimuli and investigated the effects of a prior sentence context on phonetic perception. In this way, it is possible to examine the interaction between sentence context as a function of the ambiguity of the acoustic signal and consider the extent to which higherlevel sources of information (meaning/sentence context) influence and potentially interact with lower-level (acousticphonetic) perceptual processes.
To this end, we will use fMRI to examine those neural areas that show an interaction between "top-down" sentence context information (neutral vs. biased) and phonetic perception (ambiguous vs. unambiguous). The question of interest is whether such sentence context information modulates the perception of acoustic phonetic category structure ([g]-[k] ) of an ambiguous and unambiguous target word and what neural areas are recruited under such conditions. Specifically, listeners will hear one of three sentence fragment contexts (goatbiased, coat-biased, and neutral), which will be paired with one of three targets that differ only in the acoustic phonetic feature of the initial consonant, VOT (ambiguous, unambiguous "coat," unambiguous "goat"), and will be asked to categorize the target stimulus as either "coat" or "goat."
METHODS

Materials
Sentence Fragments
In creating the sentence fragments, it was necessary to ensure that the selected verbs either biased listeners to "coat" or to "goat" and, in the case of the neutral sentences, did not favor either "coat" or "goat" stimuli. To that end, in two separate pilot studies each consisting of eight participants, a total of 112 verbs were presented in sentences of the form "he verb the ___" in a sentence completion task. Participants were instructed to read the sentence and fill in the last word of the sentence with either "goat" or "coat," whichever word they considered to be most appropriate for each sentence context. From these, 24 sentences that were completed with "coat" 100% of the time were chosen for the coat-biased sentence fragment context condition, and 24 sentences that were completed with "goat" 100% were chosen for the goat-biased sentences context condition (see Appendix). For the neutral sentence fragment context, 24 sentences were selected in which on average responses were 50% "goat" and 50% "coat" (see Appendix). Each sentence fragment to be used in the experiment was then digitally recorded four times spoken by a male speaker of English (PA). One recording deemed by the experimenter (SG) to be the clearest production was selected for each fragment.
Target Stimuli
The same native English male speaker who produced the sentence fragments also produced multiple tokens of the words "coat" and "goat." From these, one "coat" and "goat" token was selected to create a nine-step VOT continuum. To this end, the onset (burst and transitions) of the "coat" stimulus was appended to the vowel and final consonant of the "goat" stimulus. To create the continuum, the aspiration noise in "coat" was cut in approximately 10-msec steps while adding vowel pitch periods also in approximately 10-msec steps from "goat" starting after the two first transitional pitch periods. In this way, all stimuli on the continuum were of 437-msec duration. To avoid the introduction of clicks and spectral discontinuities, the aspiration noise that was excised was taken from the middle of the aspiration noise. This procedure resulted in a VOT continuum that ranged from 12 to 92 msec.
A total of three stimuli were selected from the continuum based on a pilot experiment with 10 participants: two good exemplars, one for [k] (with a VOT of 70 msec) and the other for [g] (with a VOT of 21 msec), and one boundary value stimulus (with a VOT of 40 msec) for which the phonetic identity of the initial stop consonant (and hence the word) was ambiguous (see Figure 1 ). The three selected tokens were then appended to three sentence fragment contexts: coat-biased (e.g., he wore the _), goat-biased (e.g., he fed the _), and neutral (e.g., he saw the _). Twenty milliseconds of silence were added to the end of each of the 72 sentences fragments. Both the unambiguous "goat" token and the unambiguous "coat" token were identified as "goat" and "coat," respectively, 100% of the time in all sentence contexts. For the ambiguous token, the percentage of "goat responses" was 55% in the neutral sentence context, 60% in the goatbiased sentence context, and 45% in the coat-biased sentence context.
fMRI Experiment
Participants Twenty-one right-handed native English speakers with normal hearing (11 men, mean age = 24.4 years, SD = 3.4 years) participated in the study and were paid $25/hr for their participation. Three participants were eliminated from the imaging analysis because of excessive movement during scanning and one participant was eliminated because of headphone malfunction leaving a total of 17 participants (nine men, mean age = 24.5 years, SD = 3.6 years) whose data were used in both the behavioral and fMRI analyses.
Behavioral Procedure
Participants heard a sentence from one of the three sentence fragment contexts followed by either the ambiguous target or one of the two unambiguous targets in three experimental runs. Each run included 72 pseudorandomly presented trials consisting of an equal number of each Sentence Context (goat-biased, coat-biased, neutral) paired with each of the three target stimuli (unambiguous goat, unambiguous coat, and ambiguous goat/ coat). A different random order of the pairings was chosen for each of the three runs. Figure 2 shows an illustration of the experimental design.
Participants were instructed to press one button if they heard the word "goat" and another if they heard the word "coat" and to respond as quickly as possible without sacrificing accuracy. Word response and RT data were collected.
Scanning Protocol
MRI data were collected using a 3-T Tim Trio fMRI scanner equipped with a 32-receiver channel head coil. For each subject, high-resolution anatomical scans were acquired for anatomical coregistration (repetition time = 1900 msec, echo time = 2.98, inversion time = 900 msec, field of view = 256, 1 mm 3 isotropic voxels). Functional images were acquired using an echoplanar sequence (repetition time = 2000 msec, echo Waveforms and spectrograms for the three target stimuli (unambiguous "goat," unambiguous "coat," and ambiguous "goat/coat"). time = 28 msec, field of view = 192 mm, 3 mm isotropic voxels) in thirty-three 3-mm 3 thick slices. A sparsesampling design was utilized in which the acquisition of each volume was followed by a 2-sec silent gap that contained the auditory stimuli presented through MRcompatible in-ear headphones. Across the experiment, an equal number of three different jitter times were selected (4, 8, or 12 sec) and were counterbalanced across conditions and runs. Each of the three runs consisted of 146 EPI volumes collected over 9 min and 44 sec, yielding a total of 438 volumes.
Image Analysis
The Analysis of Functional NeuroImages software (AFNI) was used to analyze the imaging data (Cox, 1996) . The functional images were corrected for head motion by aligning all volumes to the fourth collected volume and using a six-parameter rigid body transform (Cox & Jesmanowicz, 1999) . The functional images were aligned with the structural images in Talairach space and resampled to 3 mm 3 . Spatial smoothing was performed using a 6-mm FWHM Gaussian kernel. A general linear model (GLM) analysis was used on each participantʼs EPI data to estimate each individualʼs hemodynamic response during each stimulus condition. The six output parameters of the motion correction were included as covariates in the GLM. Stimulus presentation times were included with stereotypic gamma-variate hemodynamic response curves provided by AFNI. No-response trials and outliers were censored from the GLM analysis. The coefficients from the GLM analysis were then converted to percent signal change units.
Analysis of Results
Behavioral Results
Categorization results. Table 1 shows the behavioral categorization results. As can be seen, the biased sentence contexts affected acoustic phonetic perception and consequently the categorization of the ambiguous target. As expected, the unambiguous target was categorized consistently as either "coat" or "goat" irrespective of sentence fragment context. In contrast, relative to the neutral context, there were more "goat" responses in the goat-biased sentences and more "coat" responses in the coat-biased sentences. To determine the statistical reliability of these effects, an ANOVA and follow-up individual t tests were conducted. A one-way ANOVA on the ambiguous target with Sentence Context as a factor (goat-biased, coat-biased, and neutral) and percent "goat responses" as a dependent measure showed a significant main effect of Sentence Context, F(2, 32) = 4.93, p = .014. Follow-up t test comparisons showed that the categorization of the ambiguous target was significantly different in the goatbiased compared with the coat-biased sentence context, t(16) = 2.51, p = .02, replicating the main finding in the literature (Borsky et al., 1998) . Comparisons of each coatbiased and goat-biased sentence contexts to the neutral sentence context, however, revealed a significant difference in categorization only for the goat-biased sentence context, t(16) = 2.18, p = .04, not for the coat-biased sentence context, t(16) = −1.62, p = .13 (prior behavioral research, Borsky et al., 1998 , did not include a neutral sentence context condition). Given that a significant difference emerged between the neutral and the goat-biased comparison, all other analyses focused on the neutral and goat-biased sentence fragment context and ambiguous [g]/[k] and unambiguous "goat" target stimuli.
RT results. Table 2 shows RT latencies as a function of Target Type (ambiguous, unambiguous "goat") and Sentence Context (neutral, goat-biased). As can be seen, there were slower RT latencies for the ambiguous compared with the unambiguous target and RT latencies were similar across the sentence context conditions. A two-way ANOVA confirmed these results. There was a main effect of Target Type, F(1, 16) = 56.59, p < .001, no main effect of Sentence Context, F(1, 16) = 1.54, p = .23, and no interaction between Target Type and Sentence Context, F(1, 16) = 0.70, p = .42. The main effect for Target Type confirms earlier findings that response latencies are longer for boundary value stimuli compared with endpoint stimuli in phonetic categorization tasks (Blumstein, Myers, & Rissman, 2005; Liebenthal, Binder, Spitzer, Possing, & Medler, 2005; Pisoni & Tash, 1974) . The failure to show a sentence context effect indicates that there is no difference in task difficulty as a function of Sentence Context. Ambiguous "goat/coat" 60 (8) 72 (7) 66 (7) Unambiguous "goat" 100 ( However, to examine the effects of sentence context on auditory word recognition, it is necessary to investigate those neural areas that showed a two-way interaction. All contrasts were corrected for multiple comparisons. A Monte Carlo simulation was used to determine the minimum cluster size at p < .05 with a voxel-wise threshold of p < .01. All reported clusters are greater than 34 contiguous voxels (see Table 3 ). Clusters are thresholded at a voxel-level threshold of p < .01 and a cluster-level threshold of p < .05 with a minimum of 34 contiguous voxels.
fMRI Results
Several clusters in bilateral frontal, temporal, and parietal cortex showed a main effect of Target Type (see Table 3 ). Some areas showed increased activation for the ambiguous stimulus, and others showed increased activation for the unambiguous stimulus. Bilateral frontal areas including a cluster, with a peak of activation in the middle frontal gyrus extending into the inferior frontal gyrus, showed greater activation for the ambiguous compared with the unambiguous stimuli, suggesting that greater resources are recruited for processing the ambiguous stimuli. Greater activation for the unambiguous compared with the ambiguous target emerged in the superior temporal, middle temporal, and temporo-parietal areas indicating that they responded more strongly to the unambiguous, hence better exemplar stimulus. Figure 3 shows these results. The angular gyrus, bilaterally, also showed greater activation for the unambiguous compared with the ambiguous target consistent with previous reports that this area may be tuned to the goodness of the phonetic category stimulus (Blumstein et al., 2005) .
Only frontal areas showed a significant main effect of Sentence Context (see Table 3 ). In particular, as shown in Figure 4 , the left inferior frontal gyrus and the left superior frontal gyrus showed greater activation for the goat-biased compared with the neutral context.
A Sentence Context × Target Type interaction yielded one significant cluster in left temporal cortex (see Table 3 ). Figure 5 shows that peak activation was in the middle Figure 3 . Sagittal views of frontal and temporal activation for the main effect of Target Type. The image on the left shows a cut out at slice x = −50 to depict left hemisphere activation. The image on the right shows a cut out at slice x = 50 to depict right hemisphere activation. The color scheme represents the t value threshold for the contrasts (Ambiguous targetUnambiguous "goat" target) and (Unambiguous "goat" target-Ambiguous target). temporal gyrus extending into the STG ( Figure 5 , Cluster 1). Figure 6 shows the percent signal change across the stimulus conditions within this cluster. Post hoc t tests on the percent signal change in this region for each target type revealed a decrease in percent signal change that approached significance for the ambiguous target in the "goat-biased" sentence context compared with the neutral context, t(16) = −2.02, p = .06. In contrast, for the unambiguous goat target stimulus, the goat-biased sentence context yielded a significantly greater percent signal change compared with the neutral sentence fragment contexts, t(16) = 3.68, p = .002.
To determine whether any additional clusters would emerge in the Sentence Context × Target Type interaction with a reduced cluster threshold, we restricted the search space to cerebral cortical areas implicated in language processing including the inferior frontal gyrus, the middle frontal gyrus, the middle temporal gyrus, the STG, the supramarginal gyrus, and the angular gyrus. Results showed an additional cluster of 24 voxels (see Figure 5 , Cluster 2) at a voxel threshold of p < .01 in the STG. Analysis of the percent signal change within this cluster, as shown in Figure 6 , indicates that there is a similar pattern of results to those found in the middle temporal gyrus (MTG)/STG cluster. Namely, there was a significant decrease in percent signal change for the ambiguous target in the goat-biased sentence compared with neutral sentence context, t(16) = −2.28, p = .04, and a significant increase in percent signal change for the unambiguous target in the goat-biased sentence context compared with the neural context, t(16) = 2.77, p = .01.
To determine whether the BOLD response was influenced by RT differences, we conducted the same fMRI analysis as above using RT as a nuisance regressor. The same significant clusters emerged in the main effect of Sentence Context and in the Sentence Context × Target Type interaction results. In the case of the main effect of Target Type, the same clusters emerged as described in Table 3 with the exception of the right precentral gyrus cluster, which no longer reached significance. 
DISCUSSION
To better understand the complex interactions that naturally take place in language processing, it is important to understand how different sources of information constrain and influence perception. In this study, we examined how abstract information, such as the meaning of a sentence context, constrains the selection of an acoustic stimulus that is phonetically ambiguous between two words and affects the neural pattern of activation. Specifically, we used a sparse-sampling fMRI design to investigate the neural areas, which showed an interaction between two factors: the type of sentence context (neutral vs. biased) and the type of target (ambiguous vs. unambiguous). Consistent with the behavioral literature (Borsky et al., 1998) , our results showed a significant effect of sentence context on the ambiguous lexical target with a significant change in word categorization as a function of the biasing context. In the original paper, Borsky et al. (1998) used two biasing contexts, one toward "coat" and one toward "goat." However, they did not use a third neutral condition. Such a condition allows for determining whether the sentence context indeed shifts the perception of the ambiguous stimuli in both directions. For this reason, the current study utilized a third, neutral condition, in addition to the coat-biased and goat-biased conditions. Behavioral analysis revealed that the effect of sentence context on the perception of an acoustically ambiguous word target was significant only for the goat-biased context and not the coat-biased context. Asymmetries in the perception of a voiced-voiceless continuum have been shown under a number of conditions, including lexical bias (Burton & Blumstein, 1995) and speaking rate (Kessinger & Blumstein, 1997) . Therefore, we focused our imaging analyses on the neutral and goat-biased sentence conditions, which showed significant behavioral perceptual differences.
Of most importance in answering the question about the influence of sentence context on phonetic perception is identifying those neural areas that showed a significant Sentence Context by Target Type interaction. However, before considering those findings in detail, we first identified those neural areas that showed significant changes in brain activation as a result of each independent factor, Target Type and Sentence Context.
Looking at Target Type, the patterns of activation showed a network of brain areas involved in processing the acoustic-phonetic properties of speech including temporal, frontal, and parietal structures. Greater activation for acoustically ambiguous compared with unambiguous target stimuli emerged in frontal areas including the middle frontal gyrus and extending into the inferior frontal gyrus, consistent with findings showing increased neural resources recruited for poor acoustic phonetic exemplars than for good ones (Blumstein et al., 2005; Binder et al., 2004) . In addition, a network of temporal and parietal areas implicated in acoustic phonetic processing showed greater activation for the unambiguous compared with the ambiguous target. These results are consistent with earlier findings showing increased activation in the STG for between-category compared with within-category changes (Desai, Liebenthal, Waldron, & Binder, 2008; Obleser et al., 2006) . Modulation of activation in the angular gyrus has also emerged as a function of the "goodness" of the phonetic category exemplar (Blumstein et al., 2005) .
The influence of sentence context and the general effects of a biased sentence context revealed significantly greater activation for the biased compared with the neutral sentence context in two frontal structures, the inferior frontal gyrus, and the superior frontal gyrus. According to recent work, the inferior frontal gyrus may be involved in the unification of lexical and sentence level information (Snijders, Petersson, & Hagoort, 2010; Snijders et al., 2009 ). Therefore, increased activation for the biased versus neutral sentence context in these regions may reflect the unification of a goat-biased context with the "goat" percept.
The primary goal of this study was to examine those neural areas showing the effects of higher-level sentence meaning on acoustic phonetic perception. To this end, we looked for those neural areas that showed a Sentence Context × Target Type interaction as this interaction reflects changes in phonetic perception as a function of the sentence context. fMRI analysis revealed a significant interaction effect between Sentence Context and Target Type in one significant cluster that encompassed portions of the left MTG and the left STG. Percent signal change in this cluster showed that this region was differentially modulated by sentence context for both the ambiguous and unambiguous targets. In particular, for the unambiguous target ("goat"), there was a significant increase in percent BOLD signal for the biased context ("goat") compared with the neutral sentence fragment context. In contrast, for the ambiguous target there was a decrease in percent BOLD signal change response for the biased ("goat") compared with neutral sentence fragment context.
Both the MTG and the STG are thought to play a crucial role in semantic and phonological aspects of language processing, respectively (Binder, Desai, Graves, & Conant, 2009; Hickok, 2009; Hickok & Poeppel, 2007) . In particular, damage to the MTG leads to auditory comprehension deficits (Dronkers, Wilkins, Van Valin, Redfern, & Jaeger, 2004) . Consistent with these findings, the middle temporal gyrus is considered to be a key structure in semantic memory retrieval and is thought to provide an interface between lexical and semantic information (Hickok, 2009; Snijders et al., 2009 ). The STG, on the other hand, is involved in perceptual aspects of speech processing (Hickok & Poeppel, 2007) ; posterior portions of the STG elicit responses that vary according to acoustic phonetic category information typically showing greater activation for between-category differences compared with within-category differences (Desai et al., 2008; Joanisse, Zevin, & McCandliss, 2007) .
The hypothesized relative contributions of the MTG and STG to language processes suggest that "top-down modulation" may contribute to the pattern of results found in the current experiment. The sentence meaning bias presumably increases activation of the congruent lexical item, which in turn influences the activation of the phonetic category representation of the congruent target stimulus. As a consequence, there should be fewer neural resources needed to perceptually resolve the acousticphonetic ambiguity of the target stimulus. Consistent with this interpretation is the presence of an additional cluster in the STG, which did not survive the cluster size correction threshold for the whole brain. This area, which generally responds to phonetic category information (Hickok, 2009; Desai et al., 2008) , showed the same pattern of activation as the significant cluster in MTG/STG. Taken together, these findings suggest that the higher level sentence context modulated earlier stages of speech processing.
In recent work using resting state functional connectivity and diffusion tensor imaging structural analyses, Turken and Dronkers (2011) showed that the MTG is both functionally and anatomically connected to the STG. Given the known anatomical and functional connections between the MTG and STG and the hypothesized contributions of each of these regions to semantic and phonological processing, these areas may either be simultaneously engaged in the processing of congruent information or interacting with one another to integrate congruent sources of meaning and acoustic information.
Our current findings suggest that these modulatory effects of sentence context on phonetic perception are because of interactions between the two sources of information (i.e., bottom-up and top-down processes), and they challenge a strictly feedforward only computational account. In a recent study, Davis et al. (2011) examined the effects of sentence context (coherent vs. anomalous sentences) and intelligibility (degraded vs. normal) on neural activation patterns during a passive listening task and found interactions between these two factors in both frontal and temporal areas. Examining the average hemodynamic responses in frontal and temporal areas, they found that responses in frontal regions occurred later than those in STG. Davis et al. (2011) used this as evidence to argue against "top-down" modulation of activation in temporal cortex and suggest that the relatively delayed timing in frontal cortex compared with superior temporal cortex was more compatible with a feedforward account of speech perception processing. However, in a later series of studies, Davis and his colleagues proposed that interactive effects of sentence context and speech intelligibility are more consistent with top-down models. They further argue that predictive coding top-down models provide a better account than other top-down models such as TRACE (Gagnepain et al., 2012; Sohoglu et al., 2012; Wild et al., 2012) .
Although the purpose of this article was not to test specific computational implementations of the influence of higher-level information on lower-level perception, the nature of the modulatory effects that emerged in the current study cannot be easily explained by current top-down models of speech perception including either predictive coding or TRACE.
Predictive coding is based on the calculation of prediction errors generated by a comparison between topdown prediction of the expected sensory input and the actual sensory input (Gagnepain et al., 2012; Sohoglu et al., 2012; Spratling, 2008; Summerfield & Koechlin, 2008) . Thus, the greater the difference between the expectations of the higher level information and the actual sensory input, the greater the activation. Presumably, this would result in greater activation when there is a greater difference between the predictions of the sentence context information and the congruency of the acoustic phonetic input.
A predictive coding account does predict our findings of greater activation for the ambiguous target in the neutral sentence context compared with the biased sentence context because in this case there is a greater prediction error in the neutral sentence context. However, in contrast to the predictions of predictive coding, the pattern of the interaction effect in the current study showed increased activation for the unambiguous target in the biased sentence context compared with the neutral sentence context. In a predictive coding account, there should be reduced activation for the unambiguous target in the biased sentence context compared with the neutral sentence context because there is no prediction error generated by the biased context and the congruent unambiguous target.
The TRACE model also cannot account for the current pattern of the interaction results. In contrast to predictive coding and consistent with our findings, TRACE would predict increased activation for the unambiguous target in the biased compared with the neutral sentence context because top-down information boosts the activation of the unambiguous target stimulus. However, TRACE fails to predict our finding of a relative decrease in activation for the ambiguous target in the biased compared with neutral sentence context because the neutral sentence context is unable to resolve the ambiguity of the sensory input, and hence there should be less activation (rather than increased activation as we found) for the ambiguous target in the neutral compared with the biased context.
The pattern of the interaction effects that did emerge in the current study suggests that both the quality of the input and the potential bias of the context together interact and modulate neural activation patterns. This points to an interactive model where both sources of information are independently weighted, with the final pattern of activation produced by the integration of these two sources of information. Future research requires the development of such a model. Indeed, the results of the current study point to the potential importance of relating measures of neural activity to computational simulations to inform and shape models of the functional architecture of language and other cognitive systems.
Many studies have provided evidence for top-down modulation in speech perception by demonstrating that temporal areas are sensitive to manipulations of intelligibility (Davis & Johnsrude, 2003; Poldrack et al., 2001) . There is even evidence in the literature that demonstrates modulation of activity in neural areas recruited for early auditory processing (i.e., Heschlʼs gyrus) through top-down modulation (Gagnepain et al., 2012; Kilian-Hutten, Valente, Vroomen, & Formisano, 2011; Poghosyan & Ioannides, 2008; Pekkola et al., 2005; Jancke, Mirzazade, & Shah, 1999) .
In the visual domain hierarchical organization, interactive processes, and top-down modulation have also been considered and have provided interesting insights and connections into other domains including the auditory processing of language (Sharpee, Atencio, & Schreiner, 2011; Bar, 2007; Rauschecker & Tian, 2000) . Taken together, these findings challenge feedforward only models of both auditory and visual processing. That the functional and neural architecture of the processing of language may similarly require both feedforward and feedback mechanisms is not surprising and is consistent with the view that the neural systems underlying language are built off of domain general computational and neural properties.
Our results suggest that the MTG/STG is integrating the two sources of information through both bottomup and top-down processing and that this area responds in a manner that is sensitive to the congruency of the two sources of information. Consistent with this finding, a number of previous studies have shown that acoustically presented speech with visually presented written or gestural congruent information results in enhanced responses in the STG (van Atteveldt, Formisano, Goebel, & Blomert, 2004; Calvert, 2001; Raij, Uutela, & Hari, 2000) . Congruency and word meaning similarly boost activation in the MTG (Tesink et al., 2008; Rodd, Davis, & Johnsrude, 2005) . Results of the current study showed a relative increase in activation when information was maximally congruent: when the unambiguous target was coupled with the congruent sentence context compared with the neutral sentence context. In contrast, a relative decrease in activation emerged when an ambiguous target was coupled with a goat-biased sentence context compared with a neutral sentence context. Taken together, these findings suggest that context alone does not drive the neural activation patterns, but rather that context differentially shapes the response in a manner that also depends on the quality of the acoustic speech signal.
Conclusions
To our knowledge, our results provide the first evidence for "localized" interactions in temporal cortex between meaning context and acoustic information. A differential modulation of neural responses for ambiguous and unambiguous target stimuli as a function of sentence context encompasses regions in temporal cortex, which have previously been implicated in perceptual and semantic processing. We argue that listenersʼ perception of speech is constrained by converging sources of information in a manner that is most consistent with the quality of the acoustic-phonetic input interacting with semantic expectations from prior context. This manifests in a modulatory effect that weights both acoustic input and semantic context and integrates this information in relation to their congruency.
