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Abstract
This paper studies finding the K nearest neighbors (KNN) of all points in a dataset. Typical solutions
to KNN searches use indexing to prune the search, which reduces the number of candidate points that
may be within the set of the nearest K points of each query point. In high dimensionality, index searches
degrade, making the KNN self-join a prohibitively expensive operation in some scenarios. Furthermore,
there are a significant number of distance calculations needed to determine which points are nearest to
each query point. To address these challenges, we propose a hybrid CPU/GPU approach. Since the CPU
and GPU are considerably different architectures that are best exploited using different algorithms, we
advocate for splitting the work between both architectures based on the characteristic workloads defined
by the query points in the dataset. As such, we assign dense regions to the GPU, and sparse regions
to the CPU to most efficiently exploit the relative strengths of each architecture. Critically, we find that
the relative performance gains over the reference implementation across four real-world datasets are a
function of the data properties (size, dimensionality, distribution), and number of neighbors, K.
Index Terms
GPGPU, In-memory database, K Nearest Neighbors, KNN self-join, Query Optimization
I. INTRODUCTION
The performance of data-intensive computations such as K nearest neighbor (KNN) searches are often
limited by the memory bottleneck. The high aggregate memory bandwidth of graphics processing units
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2(GPUs) (e.g., 900 GiB/s on the Nvidia Volta [1]) results in roughly an order-of-magnitude increase in
memory bandwidth over the CPU. Therefore, GPUs are well-suited for data-intensive workloads. While
the host-GPU interconnect is a bottleneck, new interconnects such as NVLink [2] will ameliorate this
problem.
We study the KNN self-join problem, which is outlined as follows: given a database of points, find
all of the K nearest neighbors of each point. We focus on the self-join because it is a common scenario
in scientific data processing workflows (e.g., within an astronomy catalog, find the closest five objects
of all objects within a feature space [3]). KNN searches are used in many applications, such as the
k-means [4], and Chameleon [5] clustering algorithms. Consequently, KNN searches have been well
studied [6]–[8], including algorithms designed for the GPU [9]. GPU algorithms typically fall into three
classes in descending order of prevalence: (i) those minimally involving the host (e.g., on-GPU KNN
searches [9]); (ii) those that closely integrate an algorithm between the host and GPU to concurrently
exploit both resources (e.g., hybrid CPU/GPU index searches [10]); and (iii) those that split the work
between both resources that use algorithms and optimizations tailored to their specific architectures.
Algorithms of type (i) and (ii) are most prevalent. However, type (iii) above is the least common,
as it requires splitting the total workload as a function of the architecture, algorithm, and workload
characteristics. We focus on (iii) above — a hybrid CPU/GPU approach that assigns query points to the
CPU or GPU to find their respective KNN.
An advantage of our proposed approach is that each query point (or unit of work), can be executed
on the architecture most favorable to its characteristic workload, thus improving performance over CPU-
or GPU-only approaches. Our algorithm, HYBRIDKNN-JOIN, leverages an efficient distance similarity
join algorithm for the GPU to process high density regions, and a parallel CPU KNN algorithm for
processing low density regions. A key advantage of our algorithm is that new advances in CPU- or
GPU-only approaches can be substituted into the hybrid framework to further improve performance. In
this context, we make the following contributions:
• We propose a hybrid CPU/GPU approach for solving the KNN self-join problem that combines a
distance similarity join for the GPU with a multi-core CPU KNN algorithm.
• We present a method for dividing the query points between CPU and GPU architectures as a function
of data dependent properties (e.g., distribution, dimensionality, and size).
• The GPU component of our HYBRIDKNN-JOIN algorithm solves the KNN problem using range
queries. We show how to select a query distance, , such that the GPU join task is likely to find
at least K neighbors for each query point.
3• We optimize task granularity on the GPU by ensuring that resources remain saturated despite changing
workloads based on the total workload assigned to the GPU.
• We achieve performance gains over the parallel reference implementation on four real-world datasets.
Paper organization: Section II presents the related work; Section III outlines the problem; Section IV
recaps leveraged GPU self-join literature; Section V presents the hybrid KNN self-join and optimizations;
Section VI evaluates our approach; and Section VII concludes the paper.
II. BACKGROUND
Related categories of work include: KNN algorithms, range queries and join operations, and indexing
techniques for the CPU and GPU. We give an overview of each below, but note that due to the extensive
range of literature, we cannot possibly discuss all of these areas in a sufficient level of detail.
KNN Searches and Join Algorithms – KNN searches are a fundamental unsupervised algorithm for
machine leaning and data mining. Consequently, there have been many works on optimizing the KNN
search and join [6]–[9], [11]–[14] and we only describe a sample of the literature below.
An R-tree is used to find the KNN in [6] that uses a branch-and-bound recursive algorithm that first
gets an estimate of the KNN and then performs backtracking on subtrees to find the exact neighbors.
Backtracking in tree-based solutions is used to ensure that at least K nearest neighbors are found, such
as in the GPU KNN algorithm [9].
While the E2LSH [12] algorithm performs range queries within a search distance, and is not designed
for KNN, it can be used to find the nearest neighbor by constructing several data structures corresponding
to increasing search radii, querying them in ascending order by distance, and selecting the first non-empty
result [15].
The Approximate Nearest Neighbors (ANN) algorithm can be used to efficiently find both the ap-
proximate and the exact neighbors [7]. Approximate solutions are motivated by prohibitively expensive
high-dimensional searches, and therefore, an approximate solution may reach a trade-off between tolerable
incorrectness and computation time. Related to ANN is the Fast Library for ANN (FLANN) [8], which
uses several algorithms, and in particular, achieves good performance using a randomized kd-forest,
where the trees are searched in parallel. While FLANN outperforms ANN for one scenario in [8], the
comparison was between a parallel (FLANN) and sequential algorithm (ANN). Since ANN is an optimized
algorithm, we parallelize and compare our work to ANN, and as we will discuss later, we incorporate it
into HYBRIDKNN-JOIN.
Distributed Memory KNN Searches – Distributed-memory approaches have been proposed to improve
the performance of KNN searches. For instance, MapReduce [16] implementations for KNN joins [17],
4[18] have been proposed. The authors in [17] optimize the mapping function to prune distance calculations,
which reduces the cost of the shuffling operation and computation. The authors in [18] propose exact
and approximate KNN join solutions, where they show that in their approximate solution, only a linear
number of reducers are needed, which is needed to achieve good scalability. In contrast to scaling out
the computation using distributed memory, we scale up the computation using the GPU.
Indexing Techniques – Central to our approach is using an appropriate index for the architecture.
Indexes for the CPU have been designed to be work-efficient, such as index-trees (e.g., kd-trees [19],
quad-trees [20], and R-trees [21]), and they are constructed as a function of the data distribution. In
contrast, there are data-oblivious methods, such as statically partitioned grids [22].
With the proliferation of general purpose computing on graphics processing units (GPGPU) there has
been debate whether the community should use the tree-based approaches on the GPU, or use data-
oblivious methods. The disadvantage of index-trees is that they contain many branch instructions, which
can reduce the parallel efficiency of the GPU due to the SIMD architecture. An R-tree for the GPU was
presented in [23], which was optimized to reduce thread divergence. Later, the same authors showed that
it is better to perform the tree traversal on the CPU and perform the scanning of the leaf nodes on the
GPU [10]. While the approach in [10] requires both the CPU and GPU, it demonstrates that the GPU
can be best leveraged through the use of regularized instructions, and thus low thread divergence. Since
data-oblivious approaches may be better suited to the GPU, we use a non-hierarchical indexing technique
for our GPU join operation.
Range Queries and Joins – Our hybrid approach uses range queries on the GPU to perform KNN
searches. A join operation with a distance predicate can be implemented as several range queries. The
multi-core CPU join algorithm [24] uses a non-materialized grid, and exploits the data distribution to
efficiently perform a similarity join over a search distance, , and the algorithm was shown to outperform
the E2LSH [12], and LSS [25] algorithms. A GPU self-join was presented in [22] that was shown to be
efficient on low-dimensional data, and then the same authors advanced several optimizations for targeting
high dimensional data in [26]. These works were shown to generally outperform the work of [24]. We
leverage some of the optimizations in these previous self-join works [22], [26] as they are effective for
executing range queries that can be used to solve KNN searches on the GPU.
III. PROBLEM STATEMENT
The KNN self-join is outlined as follows. Let D be a database of n dimensional points (or feature
vectors) denoted as pi ∈ D, where i = 1, 2, . . . , |D|. For each point in the database, pi ∈ D, we find its
K nearest neighbors, excluding the point itself. To compute the distance between two points, pa and pb,
5we use the Euclidean distance as follows: dist(pa, pb) =
√∑n
j=1(pa(xj)− pb(xj))2, where xj denotes
the point’s coordinate in dimension j. We assume an in-memory scenario where the entire database fits
within the global memory of a GPU, and the entire result set (the K nearest neighbors of each point) fits
within main memory on the host; however, the entire result set may exceed GPU global memory capacity.
The KNN self-join is denoted as D ./KNN D. However, the KNN self-join problem and optimizations
are also directly applicable to the case where there are two datasets R and S that are joined, RnKNN S.
IV. RECAP OF PREVIOUS SELF-JOIN WORK
The GPU component of HYBRIDKNN-JOIN leverages two previous works [22], [26]. The performance
of join operations and range queries are a function of dimensionality. In low dimensionality, points are
typically found in close proximity of each other at small distances; however, at higher dimensionality,
the hypervolume increases, which causes the points to be located at larger distances from each other.
Therefore, in low dimensionality, after searching an index, there are many candidate neighbors to filter to
determine which ones are within . In high dimensionality, index searches become more exhaustive, and
search performance may approximate that of a brute force search. This well-known problem is known
as the curse of dimensionality [27].
Gowanlock & Karsin presented an efficient GPU self-join implementation [22], that was limited to
2 ≤ n ≤ 6 dimensions. The authors modified an efficient indexing scheme and used a batching scheme
from [28], in addition to advancing a technique to reduce the number of duplicate computations. Later,
Gowanlock & Karsin implemented a self-join that targeted the challenges of high dimensionality [26].
This included a point coordinate reordering strategy to optimize the discriminatory power of the index,
an approach that decreased the number of indexed dimensions, and a method used to decrease the
number of point comparisons, which was particularly useful when indexing fewer than n dimensions.
Both low- and high-dimensional approaches were shown to outperform the state-of-the-art multi-core
parallel approach of [24] across many experimental scenarios. In what follows, we give an overview of
the self-join components from [22], [26], that we utilize to efficiently solve the KNN-join.
A. Indexing Technique
We use a grid-based indexing scheme for the GPU from previous work, and present a brief overview
below (see [22], [28] for more details). To summarize, a grid with cells of length  is utilized. To
accommodate high-dimensional search spaces, the index only stores non-empty grid cells. If the entire
bounding hypervolume were to be partitioned into grid cells, the number of cells may exceed the memory
capacity of the GPU. The non-empty cell ids are stored in a lookup array B. The points that are found
6within each grid cell are stored in G as minimum and maximum ranges in a point lookup array A. This
lookup array contains the index values of the points in the database D. A range query search around a
query point proceeds as follows: (i) the cell of the query point is computed from the point’s coordinates;
(ii) the adjacent cell id ranges of the point in each dimension are obtained (e.g., in 2-D there are 9 total
grid cells that may contain points within ); (iii) the linear cell coordinate is computed from an adjacent
n-dimensional cell, and this linearized id is searched for in B using a binary search to determine if the
cell is non-empty; (iv) assuming a non-empty cell is found, the cell is located in G, which contains
minimum and maximum ranges in a point lookup array A; (v) these ranges are used to find the points
in D, and distance calculations are performed between the query point and all of the points in the cell;
(vi) the results of those points within  of the query point are obtained, and the search proceeds to the
next adjacent cell in step (iii). The space complexity of the index is O(|D|). This small fraction of the
total memory capacity of the GPU allows for larger datasets and result set sizes to be processed.
B. Batching Scheme
We give a brief overview of the GPU batching scheme in [22] and [28]. The size of the total result set
for a join operation, which contains the neighbors of each point within a distance , can be significantly
larger than the size of the dataset, |D|. Thus, to process large datasets or values of , a batching scheme
is needed to incrementally process the join, by querying a fraction of D, returning the result, and then
querying another fraction of D, and so on, until all points have been processed. Since multiple batches
are needed, we select a number of batches to execute by first computing the join on a fraction of the
points in D, and return the total number of points within  (a single integer), which yields an estimate,
e, of the total result set size. Given a buffer size of bs (the size of a buffer to store the result set of
a batch), we compute the total number of batches to be nb = de/bse. When executing the self-join,
we never have a buffer overflow, and do not need to rely on failure-restart strategies that can waste
computation. Furthermore, we use 3 CUDA steams, corresponding to a minimum of nb = 3, which
overlaps the execution of the batches to exploit the bidirectional bandwidth over PCIe, and allow for
concurrent host-side tasks with GPU computation. This hides communication and host-side operation
overheads. In our experiments, we use bs = 108 (each CUDA stream is assigned a buffer of size bs for
the result set).
C. Index Dimensionality Reduction
In [26], a technique is proposed to index m < n dimensions of the data, i.e., if m = 3 and n = 6,
then the 6 dimensional data is indexed and projected in 3 dimensions. By indexing m < n dimensions,
7the index search for nearby points is less expensive, but results in larger candidate sets to filter, as the
search is less selective. When filtering the candidate set, the distance is computed using the n-dimensional
coordinate of each point, and the correctness of the result is not compromised. This trade-off is particularly
important in high dimensions, as index searches become more exhaustive. Without this optimization, the
self-join would have been prohibitive on the high dimensional datasets in [26].
D. Reordering Data by Variance
To maximize the discriminatory power of the index, it is important to consider the distribution of the
data in each dimension. As an example, if there are n = 3 dimensions, and the data in j = 1, j = 2,
and j = 3 is uniformly distributed within the ranges [0, 1], [0, 0.01], and [0.2, 0.6], respectively, then
the dimensions that yield the largest discriminatory power are j = 1 and j = 3. Thus, if we index
m = 2 instead of n = 3 dimensions (Section IV-C), then we should index on dimensions j = 1 and
j = 3, and leave j = 2 un-indexed, as it provides little discriminatory power (all of the points are found
within a small region). We use the approach in [26] that reorders the data by variance in each dimension,
such that we select dimensions to index that optimize the efficacy of index searches. Similarly, one could
perform a principle component analysis, or use a histogram-based approach [24] to optimize index search
performance. All of these techniques exploit the statistical properties of the data to improve performance,
which is necessary when processing high dimensional data. We refer to this optimization as REORDER.
E. Short Circuiting the Distance Calculation
As the distance between points is being computed, the computation will quit early if the distance
exceeds . This optimization is important in high dimensions, as the number of operations needed to
compute the distance between points increases with dimensionality [26]. We refer to this optimization as
SHORTC.
V. HYBRIDKNN-JOIN AND OPTIMIZATIONS
A. Overview: Splitting Work Between Architectures
As discussed in Section I, we focus on a hybrid CPU/GPU approach that performs the KNN search
that maps pi ∈ D to be processed by the CPU or GPU.
A range query finds all points, pi ∈ D, within a search distance, , of a query point. Thus, to construct
a KNN-join using a range query, there are several facets of the problem to consider. The  search distance
is required to ensure that the nearest points from a query point are found. For a given search that returns
> K neighbors, the distances between points are compared to determine which of the points are nearest
8to the query point. However, while a range query will return all points within , there is no guarantee
that all (or any) of the points will have K neighbors. In principle, the selection of  could be large such
that all points have at least K nearest neighbors; however, this would lead to significant computational
overhead, as some points in the dataset may find a large fraction of the entire dataset necessitating a
significant number of distance calculations.
(a) Dense Region: Good for GPU(b) Sparse Region: Good for CPU
Fig. 1: Example query points assigned to either the GPU or CPU and possible indexing strategies for
each. (a) The GPU is proficient at processing high density regions with a non-hierarchical grid. (b) The
CPU is proficient for low density regions with a tree-based index (kd-tree partitioning is shown).
Figure 1 shows an example of a spatially partitioned space with query points shown in red. In
Figure 1 (a), there are many nearby neighbors; therefore, given a value of K, there are a significant number
of distance calculations and filtering needed to find the K nearest neighbors. However, in Figure 1 (b),
the query point is located in a sparse region. Thus, a large range query would be needed to find at least
K neighbors. Spatially partitioning the data using a grid in Figure 1 (a) is reasonable, as it is likely K
neighbors will be found by checking adjacent cells (e.g., assume K = 3). In contrast, in Figure 1 (b), the
grid is not effective. Had a grid been used, the adjacent cells would not contain any nearby points. In this
case, a data-aware index (e.g., kd-tree [19] partitioning shown in Figure 1 (b)) is better suited to finding
data in sparse regions. Furthermore, as there are fewer points nearby the query point in Figure 1 (b),
there is a low degree of candidate point filtering overhead.
Given this illustrative example, the GPU and associated indexing scheme in Section IV-A is good for
processing the scenario in Figure 1 (a) due to the large amount of filtering overhead needed (the massive
parallelism of the GPU is well-suited to distance calculations), and low index search overhead; whereas
the scenario in Figure 1 (b) is good for finding the KNN on the CPU due to the low degree of filtering
overhead and associated data-aware indexing scheme for low density regions.
Algorithm designs for the CPU and GPU are often at cross-purposes with each other. To minimize the
response time, or to be time-efficient, CPU algorithms are often designed to be work-efficient, whereas
an algorithm for the GPU may be less work-efficient, but be more time-efficient than an algorithm for the
9CPU. For example, the CPU range queries that are needed for the KNN search often use tree-based indexes
to reduce the number of distance comparisons between nearby points, at the expense of many branch
instructions needed for tree traversals. This is work-efficient, as the number of distance calculations are
minimized. In contrast, the GPU can be less work-efficient, performing many more distance calculations
than the CPU, but use an index with fewer branch conditions and lower discriminatory power than the
CPU. For a given query point, the GPU may be more time-efficient than the CPU despite its less work-
efficient range query implementation. Therefore, the motivation for splitting the work between CPU and
GPU is based on the suitability of each architecture to find the KNN of a given query point.
B. Hybrid KNN-Join
As discussed above, we split the work between the CPU and GPU to exploit their respective archi-
tectures. The GPU is good at concurrently processing large batches of queries where the kernel has a
regularized instruction flow and can exploit the high memory bandwidth and massive parallelism afforded
by the architecture. The CPU is much better at processing irregular instruction flows, and thus, is well-
suited to tree-based indexes that are comprised of many branch instructions in comparison to the GPU.
We denote the query points pi ∈ D assigned to the CPU and GPU as QCPU and QGPU respectively,
where |QCPU |+ |QGPU | = |D|.
Regarding the CPU KNN algorithm that we employ, we use the publicly available1 Approximate Nearest
Neighbors (ANN) implementation for the CPU [7] that uses a kd-tree index. The algorithm is efficient
for both approximate and exact solutions to the KNN problem, and we execute the algorithm such that
we obtain the exact nearest neighbors. We refer to the approach that we use in HYBRIDKNN-JOIN as
EXACT-ANN. We parallelize the algorithm using a shared-nothing MPI implementation. We simply have
each process rank construct its own index of D, and then each rank finds the nearest neighbors of a
fraction of the points in QCPU , as assigned to the ranks in a round robin fashion.
Our GPU approach uses a single range query distance  to find a number of nearby points that may
satisfy the KNN query for the points in QGPU . However, unlike tree-based approaches that perform
backtracking [9] such that they guarantee K neighbors are returned, we allow for the scenario where
some of the searches of the points in QGPU fail (i.e., they find < K nearest neighbors). Otherwise, by
allowing each query point in QGPU to use a different or expanding search radius, the performance of
the GPU kernel will degrade due to divergent execution pathways. We refer to the GPU component of
HYBRIDKNN-JOIN as GPU-JOIN.
1The publicly available ANN algorithm can be found here: http://www.cs.umd.edu/∼mount/ANN/.
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As will be elaborated below, query points that fail the KNN search on the GPU would be better
suited for execution on the CPU. Consequently, we assign these failed GPU query points to the CPU for
subsequent execution by EXACT-ANN.
C. GPU-JOIN: Selection of the Search Distance
The input parameter to a KNN search is K; however, a range query needs an  search distance. While
analytically defining a good value of  may be feasible in low dimensionality on datasets with well-
known distributions, real-world and high-dimensional datasets often have data distributions that make an
analytical approach intractable. Thus, we use a lightweight empirical technique to find a good value of
 to use for the range query. We motivate the problem of selecting  below.
1) Motivating Example – KNN Failure and the Search Distance: Consider a search distance, default,
that on average finds K neighbors per pi ∈ D. As this is an average distance, some points may find a
large number of neighbors, and some points may find few or none. Consider that if we use a search radius
default for all range queries, the total result set size |R|, will be |R| = |QGPU | · (K + 1). Consider a
dataset with |D| = |QGPU | = 106 points (thus executing all of the query points on the GPU), and K = 5.
We select the range query distance  = default such that the total result set size is |R| = |D| · (K + 1).
We examine the fraction of D that has found at least K neighbors using a pathological scenario outlined
as follows: (i) we allow a fraction of points to only find themselves (thus finding no neighbors); and,
(ii) another fraction of points finds K neighbors and some number of extra neighbors (e.g., the range
query returns 10 instead of K = 5 neighbors for a subset of QGPU ).
Figure 2 shows the fraction of the points in the dataset that have at least K neighbors. In the example,
ideally, we find exactly K = 5 neighbors for each point; therefore there are no extra neighbors found
per point (shown as the 0 extra neighbors bar in Figure 2). Thus, in this idealized case, we solve the
KNN search by a single range query for each point. This is unrealistic, given that some range queries
will find more than K neighbors for a subset of the points.
If a fraction of points find K neighbors and 1 extra neighbor per point (e.g., they all return 6 neighbors),
then the total fraction of the dataset |D| that satisfies the KNN query is only ∼80%. This scenario is also
optimistic, as some range queries may return a much larger number of neighbors. If each point having
at least K neighbors finds 20 extra neighbors, then the fraction of the dataset that has found at least K
neighbors is only 20%. Thus, if we select  = default, then we are unlikely to solve a large fraction of
QGPU . Consequently, we advocate for selecting a range query distance  > default, such that we satisfy
finding KNN for a large fraction of QGPU .
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Fig. 2: The fraction of D that satisfies the KNN query given a fixed result set size, |R|, assuming two
populations of pi ∈ D: (i) points only find themselves and no neighbors; (ii) points find K and some
extra number of neighbors.
2) Empirically Selecting the Search Distance: We rely on the execution of two GPU kernels (unrelated
to the previous work in Section IV) that sample the dataset to determine a good value of , which are
described as follows.
First, we simply sample D, and compute the mean distance between points, denoted as mean. Next,
we define a number of bins, nbins, that store the frequency of the distances between pairs of points that
fall within the distance bin, where the width of each bin is mean/nbins. We then select a fraction of the
total points in the dataset and compute the distance between each of these points and every other point
in D, and store the distances in the respective bin, where any distance > mean is not stored. We use this
distance cutoff because performing a range query using a distance of mean will return a large fraction of
the total dataset (far more than any reasonable value of K). We compute the cumulative number of points
in each bin. Let Bd denote the distance bins, where d = 1, 2, . . . , nbins. Each Bd stores: (i) its distance
range denoted as [Bstartd ,Bendd ), where Bstartd = d − 1 · (mean/nbins), and Bendd = d · (mean/nbins);
(ii) the number of points found within its distance range [Bstartd ,Bendd ), denoted as Bnd ; (iii), and the
cumulative number of points in the bin (including bins with points at lower distances), denoted as Bcd,
where Bcd =
∑d
a=1 Bna .
This yields a relationship between the search distance and the average number of neighbors. This is
similar to the procedure used to create a K-distance diagram that can be used in other contexts, such as
selecting a value of  to be used in the DBSCAN clustering algorithm [29].
We denote the value of  corresponding to the query distance that yields K cumulative neighbors as
default, i.e., default = (Bstartd + Bendd )/2, where Bcd−1 < K ≤ Bcd.
We select a range query distance that considers the following: (i) increasing  increases the probability
of finding at least K neighbors with a range query, and thus increases the number of query points
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that can be successfully processed by the GPU instead of the CPU; and (ii) increasing  too much
can be computationally expensive, as many points may be found within  which causes a significant
amount of filtering overhead. We parameterize the selection of  as follows using a parameter β that
increases  as a function of the cumulative neighbors, Bcd. Let β = (Bstartd + Bendd )/2, where Bcd−1 <
[K + (100K −K)β] ≤ Bcd. Thus, if β = 0, then β = default.
We use a grid-based index for the GPU (Section IV-A) where the grid cell length is the same as the
search radius. We assume that we want to select a search distance such that on average the number of
neighbors found by a search with β are located within a single cell. Therefore, we select  = 2β , such
that the distance β is circumscribed within a cell (this holds for any dimension concerning an n-sphere
and n-cube). Assuming that the data is uniformly distributed, this means that there is a high probability
of a range query finding at least K neighbors within a cell, as β was derived experimentally to find the
average cumulative distance that finds at least K neighbors. Figure 3 shows a 2-D example of the β
range query circumscribed within a cell, and the final value of .

β
Fig. 3: A 2-D example of the search radius  derived from β , where the β radius probabilistically
contains at least K neighbors.
As we will see in the next section, we discuss how we split the work between the CPU and GPU,
where cells containing a sufficient number of points are assigned to the GPU. As we increase β, then
we create more opportunities to successfully solve the KNN query on the GPU for a larger fraction of
pi ∈ D. Thus, β impacts whether the CPU or GPU processes a given query.
D. Dividing the Work Between the CPU and GPU
The GPU should execute range queries for points in dense regions, and the CPU should perform the
KNN search in sparse regions (Figure 1). To determine if a point pi ∈ D should be executed on the CPU or
GPU, we use the grid index of length  that will be sent to the GPU (described in Sections IV-A and V-C2).
We approximate the lower bound on the minimum number of points needed to be within a cell such
that we assign a query point to the GPU. We find which cell a point falls within (this has already been
computed when constructing the index). We use the distance β described above (see Figure 3). Assuming
the points are uniformly distributed within the cell, and the query point is located at the center of the
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cell, the minimum number of points needed to have at least K neighbors requires considering the ratio
of the volume of the n-cube to the n-sphere as the volume of the circumscribing n-cube is larger than
the n-sphere. Therefore, at minimum, > K points in the cell are probabilistically needed to ensure that
at least K neighbors may be found within β . The minimum number of points needed in a cell, nmin,
are as follows:
nmin = ((2β)n ·K) ·
(
pin/2(β)n
Γ(n2 + 1)
)−1
. (1)
Note the following: (i) when indexing m < n dimensions (Section IV-C), then the dimensionality n
becomes m in Equation 1; and, (ii) this is the lower bound on nmin because the range query distance
 was defined to be  = 2β . Thus, while we require nmin points within a cell, the range query of  is
larger and has a greater chance of returning more neighbors than a search with β .
We define a point threshold using nmin. Let nthresh = nmin + (10nmin − nmin)γ. Given a query
point found in cell C with |C| points, we assign the query point pi ∈ D to the GPU as follows:
pi ∈ QGPU ⇐⇒ |C| ≥ nthresh. The γ parameter allows us to select query points to send to the GPU
if they are located in dense regions. If γ = 1, then the expected number of neighbors within β needs to
be at least 10K. If γ = 0, then only K expected neighbors are needed. The points assigned to the CPU,
QCPU , are simply the points not assigned to the GPU, QCPU = pi /∈ QGPU .
E. GPU KNN Failure and Point Reassignment to the CPU
Each query point in QGPU may not find at least K neighbors within the  range query, as QGPU are
only probabilistically likely to have at least K neighbors. For instance, a query point may be located on
the edge of the grid, where there are fewer adjacent cells containing neighbors. Furthermore, since the
points in real-world datasets are unlikely to be uniformly distributed, it is possible that many of the points
within a cell will be outside of . Since we do not have a clairvoyant method of knowing whether each
query point assigned to the GPU will satisfy the KNN query, if a point does not find at least K neighbors,
the points are reassigned to the CPU to be executed by EXACT-ANN after it has completed processing
QCPU . These query points that failed finding K neighbors should have been initially assigned to CPU;
however, the method outlined in Section V-D is intended to be a lightweight method for splitting the
work between CPU and GPU resources. More sophisticated methods could be employed at the expense of
additional initial computation costs; however, probabilistic approaches cannot guarantee finding at least
K neighbors. Figure 4 shows an example where K = 2 and the query point (red) only finds 1 neighbor.
In this case, the red query point is assigned to the CPU for subsequent execution.
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Depending on the dataset, the reassignment of failed GPU query points to the CPU may never occur.
Also, β and γ can be selected such that we are able to assign the GPU query points that have a very
high probability of finding ≥ K neighbors.

Fig. 4: Example where K = 2, and a query point (red) only finds 1 neighbor. The query point fails
satisfying the KNN query on the GPU and is subsequently assigned to the CPU.
F. Large Workloads and the Division of Work
HYBRIDKNN-JOIN is intended to be used when there is a large amount of work (e.g., large datasets,
K, high dimensionality). Small workloads should be directly executed on the CPU. Given the choice of
β and γ parameters (Sections V-C2 and V-D), the work may be biased towards executing on the GPU.
Consider a large workload where the number of query points assigned to the GPU is much larger than
the CPU, |QGPU |  |QCPU |. This means that the GPU has far more work to execute than the CPUs.
To avoid idle CPU cores, we set a minimum number of queries assigned to the CPU so that CPU cores
are not idle for the majority of the execution. We set a parameter ρ in the range [0, 1], that denotes the
minimum fraction of the work assigned to the CPU, |QCPU | ≥ ρ|D|. If the values of γ and β yield
|QCPU | < ρ|D|, then query points are reassigned from QGPU to QCPU , and they are those found within
cells with the least number of points in QGPU , and are thus likely to be those with the smallest amount
of work.
Observe that in the case where |QCPU |  |QGPU |, we do not force a minimum number of queries to
be executed on the GPU. This is because the total workload is likely to be small (Section V-D); therefore,
the GPU should not be utilized. Setting a lower limit on the number of query points assigned to the CPU
means that fewer points in QGPU are likely to fail execution on the GPU (Section V-E), as the points
reassigned to QCPU are those that are found in lower density regions.
G. GPU: Optimizing Task Granularity
In the self-join work that we leverage [22], [26], a single thread is assigned to each point in the dataset,
where the thread finds all points within  of its assigned point. This approach was reasonable because the
total number of threads is |D|. When executing the range queries across multiple batches (Section IV-B)
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Fig. 5: Example of using multiple threads to compute the distances between points in 2 dimensions. The
query point is shown in red, and the cell with the dashed blue outline contains six points, where three
threads process the six points.
the number of threads per batch is typically sufficient to saturate the GPU’s resources. However, when
performing HYBRIDKNN-JOIN, |QGPU | ≤ |D|; therefore, if we assign one thread per point in QGPU ,
then the GPU’s resources may be underutilized. Furthermore, the GPU hides high memory latency by
performing fast context switching between resident threads, and needs at least a factor of a few more
threads than cores to saturate the resources.
We divide the work of the distance calculations between multiple threads as assigned to each point in
QGPU . The key idea is to increase the granularity of the parallel tasks. Figure 5 shows an example of
using multiple threads per query point. The query point (red) is shown in the middle cell and an adjacent
cell (dashed blue outline), where the distances between the query point and the six points are computed.
Instead of using one thread per point, this example shows three threads each computing the distances
between two points.
We describe two approaches for assigning threads to points and discuss the benefits and disadvantages
of each.
• Static number of threads per point (TSTATIC) – Assign a static number of threads to each point for
performing the distance calculations. One thread per point, which can saturate the resources when
|QGPU | is large. A benefit of TSTATIC is that the number of threads per point can be selected to
reduce intra-warp thread divergence. For instance, if 32 threads per point are selected, then a warp will
compute the distance between a given point and its neighboring points. There should be low divergence
because each thread is taking nearly the same execution pathway. The drawbacks are: (i) if the number
of threads that are selected is too high, then there is overhead of launching the threads; and (ii) many
of the query points may not require a large number of threads as there are too few neighbors (these
threads will have little work).
• Dynamic number of threads per point (TDYNAMIC) – Assign a lower bound on the total number of
threads to use at each kernel invocation. These threads are then evenly divided and assigned to the
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query points to perform the distance calculations. The advantage of this approach is that the GPU is
guaranteed to execute at least a particular number of threads. The drawback of the approach is that a
dynamic number of threads per point may not evenly divide into the warps like the static partitioning
strategy, thus increasing divergence in the kernel. Similarly to TSTATIC, since the threads are evenly
divided amongst the points in QGPU , then the approach may be excessive for points residing in sparser
regions.
H. Algorithm Overview
We outline HYBRIDKNN-JOIN as follows in Algorithm 1. We begin by getting the process rank and
importing the data on lines 2–3. We use an MPI implementation and have 1 master GPU rank and several
CPU ranks which begin their primary execution on lines 4 and 15, respectively. The GPU rank initalizes
the result set (line 5), and then reorders the data by variance (Section IV-D) on line 6. Next, we select the
value of  to be used for GPU-JOIN (Section V-C) on line 7, and then construct the index as a function
of , and the number of indexed dimensions m (Sections IV-A and IV-C) on line 8. Next, we split the
work between CPU and GPU (Section V-D) on line 9. Using the batch estimator, the number of batches
is computed on line 10 (the batch estimator determines the total number of batches so that GPU-JOIN
can process result sets larger than global memory, see Section IV-B).
The algorithm loops over all of the batches (line 11). At each iteration, the GPU join kernel is executed
(line 12), which computes the result set for a single batch. On line 13 the result of the join operation
is filtered (the result is in the form of key/value pairs which are filtered to reduce duplicate keys), and
checked to ensure that each point in QGPU contains at least K neighbors. On line 14, after all of the
batches have been computed, those query points executed on the GPU that have < K neighbors are
assigned to the query set, QFail, to be executed by the CPU.
While the GPU is computing QGPU , the CPU processes are computing QCPU beginning on line 16.
Any query points in QFail are executed on lines 17–18.
We describe the GPU join kernel here, but refer the reader to [22] for more detail. To adapt the self-join
kernel [22] for the purposes of HYBRIDKNN-JOIN, we make two minor modifications. First, we add a
query set, as we do not want to compare all points to each other, as range queries are only needed for
those points in QGPU . Second, we allow multiple threads to process an individual point (Section V-G).
In the GPU join kernel shown in Algorithm 1, the result set is initialized (line 21), and then the global
thread id is computed (line 22). Next, the query point assigned to the thread is stored (line 23), and a
loop iterates over all adjacent cells (lines 24–25). The point assigned to the thread is compared to all
points in the adjacent cells, where a result is stored when a point is found to be within  of the query
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Algorithm 1 HYBRIDKNN-JOIN Algorithm
1: procedure HYBRIDKNN-JOIN(n, m, K, bs)
2: myRank ← getRank()
3: D ← importData()
4: if myRank = GPU Master Rank then . GPU Rank
5: KNNresult ← ∅
6: D ← reorderVariance(D)
7: ← selectEpsilon(D)
8: G← constructIndex(D, m, )
9: QCPU , QGPU ← splitWork(D, G)
10: nb ← computeNumBatches(bs, QGPU , )
11: for i ∈ 1, 2, . . . ,nb do
12: kernResult[i] ← GPUJoinKernel(D, QGPU , G, n, m, , i)
13: KNNresult ← KNNresult ∪ filterKeys(kernResult[i])
14: QFail ← findFailedPnts(KNNresult, QGPU )
15: else . CPU Ranks
16: KNNresult ← KNNresult ∪ ExactANN(QCPU , myRank)
17: if |QFail| > 0 then
18: KNNresult ← KNNresult ∪ ExactANN(QFail, myRank)
19: return
20: procedure GPUJOINKERNEL(D, Q, G, n, m, )
21: resultSet ← ∅
22: gid ← getGlobalId()
23: queryPoint ← getPoint(gid, Q)
24: adjCells ← getAdjCells(G, m, queryPoint)
25: for cell ∈ adjCells.min,. . . ,adjCells.max do
26: pntResult ← pntResult ∪ calcDistancePts(queryPoint, cell, n, )
27: resultSet ← resultSet ∪ pntResult
28: return resultSet
point (lines 26–27). The result is stored as key/value pairs, where the key is the query point id, and the
results are both the point id within  of the key, and the distance between the points.
If more than one thread is used to compute the distance between a query point and points in neighboring
cells, then each thread only computes a fraction of the total points in the cell on line 26 (illustrated in
Figure 5).
In the pseudocode, we omitted the minor synchronization tasks between the GPU and CPU. In
particular, the CPU processes cannot begin execution of EXACT-ANN until the work has been split
between CPU and GPU (line 9), and the CPU processes cannot return until after QFail has been generated
(line 14), and processed (lines 17–18).
Some of the tasks in Algorithm 1 execute concurrently. First, multiple batches are used to incrementally
perform the join (Section IV-B). We use 3 CUDA streams (and threads on the host) to overlap data
transfers to and from the GPU and to filter the result set of the join operation (lines 11–13). There
is one GPU process (to execute lines 4–14), and several CPU processes that execute EXACT-ANN on
lines 15–18.
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VI. EXPERIMENTAL EVALUATION
A. Datasets
We utilize real-world datasets in the evaluation. We summarize the data characteristics in Table I. All
datasets were obtained from the UCI ML repository [30]. The datasets are as follows: (i) Color Histogram,
CHist, 32-D image features; (ii) Supersymmetry Particles, SuSy, 18-D – properties of 5 million particles
from the Large Hadron Collider [31]; (iii); Song Prediction Dataset, Songs, 90-D – features of songs,
with 415,345 points [32]; and (iv) Free Music Archive, FMA, 518-D – features of songs with 106,574
tracks (points) [33].
TABLE I: Dataset, num. data points, |D|, and dimension, n.
Dataset |D| n Dataset |D| n
SuSy 5× 106 18 Songs 515,345 90
CHist 68,040 32 FMA 106,574 518
The datasets have been selected because they encompass several application scenarios and KNN
workloads. The major data characteristics that impact the amount of work required of any KNN search
is the dimensionality (n), number of data points (|D|), and data distribution. These datasets span a
range of these properties, and provide a good testbed for comparison between methods. We note that
HYBRIDKNN-JOIN is designed for large workloads that can concurrently exploit both multi-core CPUs
and the GPU; however, we also test our approach on smaller workloads (CHist and FMA are small,
where the latter is of high dimensionality).
B. Experimental Methodology
All HYBRIDKNN-JOIN CPU code is written in C++, compiled using the GNU compiler (v. 5.4.0) with
the O3 compiler flag. The GPU code is written in CUDA v. 9. We use OpenMPI v. 3.1.1 for parallelizing
host-side tasks. Our platform consists of an NVIDIA GP100 GPU with 16 GiB of global memory, and
has 2× E5-2620 v4 2.1 GHz CPUs, with 16 total physical cores. We configure HYBRIDKNN-JOIN
to use 16 processes ranks in total (1 for GPU-JOIN, and 15 for EXACT-ANN), corresponding to the
number of physical cores. The GPU-JOIN kernel uses 256 threads per block, and is executed with 64-bit
floats. In all experiments, we exclude the time needed to load the dataset or construct the index (we will
elaborate on this in Section VI-C). The response time of the main operation (performing the KNN search
on the CPU and GPU) is measured after the indexes have been constructed by the EXACT-ANN process
ranks. With the exception of loading the dataset and indexing, all other components of the algorithm are
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accounted for in the response time measurements. All response time measurements reported are averaged
over 3 trials. Optimizations, parameters and algorithms are summarized in Table II.
TABLE II: Optimizations, parameters, and algorithms.
Optimization/
Parameter/
Algorithm
Description
n The dimensionality of the data.
m Number of indexed dimensions in the GPU-JOIN indexing scheme, where m < n.
REORDER Reorders data by variance to improve index pruning power.
SHORTC Short circuits the distance calculation when the running total distance exceeds .
β Parameter in the range [0, 1]. Increasing β increases the size of  in the grid. A larger value assigns
more points to be processed by the GPU.
γ Parameter in the range [0, 1] that defines a threshold number of points that are needed within a cell
containing a query point such that the point is assigned to the GPU. A larger value increases the
density of points needed for GPU execution.
ρ Parameter in the range [0, 1] that defines the minimum number of query points assigned to the CPU.
TSTATIC A static number of threads assigned to each query point on the GPU for distance calculations.
TDYNAMIC A minimum total number of threads are used per kernel invocation which are assigned to each query
point on the GPU for distance calculations.
EXACT-ANN Parallel CPU component of HYBRIDKNN-JOIN.
GPU-JOIN GPU component of HYBRIDKNN-JOIN.
HYBRIDKNN-JOIN The proposed CPU/GPU approach.
REFIMPL Parallel CPU-only reference implementation used to compare against HYBRIDKNN-JOIN.
GPU-JOINLINEAR Self-join GPU brute force implementation.
C. REFIMPL: CPU-Only Parallel Nearest Neighbor Reference Implementation
As discussed in Section V-B, we parallelize ANN for the CPU [7], but obtain the exact neighbors.
We compare HYBRIDKNN-JOIN to the parallelized ANN without the GPU, denoted as REFIMPL. It is
similar to the parallel EXACT-ANN algorithm in Section V-B, but executed with an additional process
rank, and the query set contains all of D (not QCPU ). There is no communication between processes and
results are written to main memory using MPI shared memory support. We let pk denote the MPI ranks,
where k = 0, 1, . . . , |p| − 1, where |p| is the total number of MPI ranks. Thus, rank pk is assigned point
pi if i mod |p| = k, and each rank finds the KNN for |D|/|p| points (assuming |D| evenly divides |p|).
The round robin distribution of points to ranks yields near-ideal load balancing. We execute REFIMPL
on 16 ranks/processes.
As described above for HYBRIDKNN-JOIN, we do not include the time to index because parallel
index construction is not the focus of ANN [7]. We only consider the time to perform the KNN search
after index construction.
Figure 6 plots the speedup of REFIMPL on SuSy and FMA, which are the lowest and highest dimensional
datasets that we consider. REFIMPL achieves speedups between 10.04× (FMA), and 12.26× (SuSy) on
our 16 core platform. This is a reasonable level of scalability given that REFIMPL performs many memory
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operations, particularly when traversing its kd-tree index, which may limit scalability due to the memory
bottleneck.
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Fig. 6: Scalability (Speedup vs. |p|) of REFIMPL on the lowest (SuSy) and highest (FMA) dimensional
datasets considered where K = 5. REFIMPL achieves good scalability on the 16 core plotform, achieving
a speedup up to 12.26× on SuSy.
D. GPU-JOINLINEAR: Brute Force Self-Join Lower Bound
Index performance degrades in high dimensionality. To assess GPU-JOIN index efficacy, our brute
force O(|D|2) algorithm assigns one thread to each query point which then performs a linear search to
find all other points in D of . We only include the kernel execution time, and the time to allocate buffers
on the host and device, but exclude the time to filter the neighbors of each point, and the time to return
results to the host. By not returning result set batches to the host, we can execute a single kernel, which
yields a lower bound response time. In principle, finding all of the neighbors of each point can then be
used to find the KNN for any value of K; however, in practice a brute force approach can simply limit
the result set size by only storing results within  (as is the case for GPU-JOIN).
Figure 7 shows the brute force response time on three of the datasets for three values of  (the 
values are representative of those used in GPU-JOIN when we compare our approach to the reference
implementation). The figure shows that performance is independent of , as all points are compared to
each other.
E. Results
1) GPU Kernel Task Granularity: GPU-JOIN uses a number of threads to process each point (Sec-
tion V-G). The number of batches, nb, needed to compute the join across all QGPU determines the number
of query points executed per batch. We compare TSTATIC and TDYNAMIC performance using values of
K that saturate GPU resources. On small datasets the response time can be dominated by overheads,
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Fig. 7: Response time vs.  on CHist, Songs, and FMA. We normalize  to the median value to show
that performance is independent of  across all  values.
and we cannot observe large differences in kernel performance. These overheads include: host-GPU data
transfers, pinned memory allocation, selecting , and REORDER. These overheads (non KNN self-join
tasks) are amortized on large workloads.
TABLE III: Response time (s) of HYBRIDKNN-JOIN configured with TSTATIC and TDYNAMIC with
a varying number of threads. To assess kernel performance, HYBRIDKNN-JOIN is configured with the
default parameters: α = β = γ = 0.
Dataset K TSTATIC (Threads) TDYNAMIC (Min. Threads)
1 8 32 105 106 107
SuSy 1 756.72 238.47 624.42 756.95 280.99 529.93
CHist 10 1.44 1.08 1.33 1.10 1.39 3.45
Songs 1 1022.04 1023.25 1025.65 1023.91 1022.55 1025.69
FMA 10 20.03 12.29 12.28 12.36 12.28 13.30
From Table III, we find that on the Songs dataset, the performance across all kernel configurations
is consistent, which shows that even when assigning one thread per query point, the GPU resources
are saturated. However, using TSTATIC and assigning one thread leads to poor performance on the
other datasets (SuSy, CHist, and FMA). TSTATIC with 8 threads per query point outperforms the other
configurations, achieving a speedup on SuSy over TDYNAMIC with 106 threads of 1.18×. Furthermore,
on the Songs and FMA datasets, 8 threads per point is within 1% of the response time of the best kernel
configurations. TSTATIC generally outperforms TDYNAMIC because in the latter kernel, a query point
can span multiple warps, and there is more thread divergence. Using 8 threads per query point reduces
divergence, as a fixed number of query points (32/8=4) occupy a warp. In all that follows, we configure
HYBRIDKNN-JOIN to use TSTATIC with 8 threads per point. However, we note that on Songs and FMA,
using TDYNAMIC would not significantly degrade performance.
2) Workload Division: We begin by examining the effect of the β and γ parameters and leave ρ
unconstrained (ρ = 0). Recall that when splitting the work between the CPU and GPU, β increases the
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 grid cell size, such that more points fall within each cell and this enables more query points to be
sent to the GPU (Section V-C), and γ increases the density of nearby points needed to compute a query
point on the GPU (Section V-D). In all that follows, we use the REORDER and SHORTC optimizations.
Using GPU-JOIN, we index m = 6 dimensions on all datasets, thus reducing the number of indexed
dimensions compared to the data dimensionality.
Figure 8 plots the response time to find the K nearest neighbors shown vs. β for a range of γ values
on all datasets. We select K such that the overheads of using the GPU and preprocessing steps are mostly
amortized (as discussed in Section VI-E1). On the SuSy, CHist, and FMA datasets in Figure 8 (a), (b), (d),
we observe that performance significantly degrades with β. Increasing β increases the GPU-JOIN  value,
which increases the search distance and amount of work needed to find neighboring points. On the SuSy,
CHist, and Songs datasets, Figure 8 (a), (b), (c), the best value of γ is in the range [0.6, 1.0] (we omit
lower γ values, as the curves overlap). The exception is on the FMA dataset (Figure 8 (d)), where γ = 0
yields the best performance. This dataset has n = 518 dimensions. Therefore, a low value of γ sends
more query points to the GPU, which is effective at computing the large number floating point operations
(FLOP) needed for data of high dimensionality (computing the distance between a pair of points requires
3n FLOP).
The best value of β = 1 on Songs. A substantial fraction of QGPU fail to find at least K neighbors
using GPU-JOIN, and they are sent to the CPU for subsequent processing (Section V-E). These failures
are wasted work; therefore, as β increases on the Songs dataset, a larger fraction of QGPU find at least
K neighbors, and there is less wasted work.
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Fig. 8: Response time vs. parameter β for a range of values of γ. The effects of setting a minimum
number of points to be processed by the CPU are excluded (ρ = 0).
We examine the effects of the ρ parameter. On large workloads, the GPU is likely to be assigned
the vast majority of the query points, subsequently leaving the CPU cores idle. Thus, the ρ parameter
increases |QCPU | to balance the work between EXACT-ANN, and GPU-JOIN. Increasing ρ can degrade
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performance, as query points that would be best executed on the GPU are forced to execute on the CPU.
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Fig. 9: Response time vs. parameter β for a range of values of ρ where γ = 0.6.
Figure 9 plots the response time vs. β for a range of ρ values (ρ = 1 means that all points execute
using EXACT-ANN, and ρ = 0 means that there is not minimum fraction of queries executed by EXACT-
ANN). We examine the SuSy and Songs datasets because they show opposite trends in terms of β and
ρ. Figure 9 (a) on SuSy shows that β = 0 and ρ = 0.6 − 0.8 yields the best performance. In contrast,
we find that on the Songs dataset in Figure 9 (b), β = 1 and ρ = 0 − 0.2 yields the best performance,
which is is in contrast to the other datasets. On the Songs dataset, a small fraction of the query points
should be forced to execute on the CPU; also, a large β decreases the number of query failures on the
GPU (Section V-E).
Parameter selection summary– Our examination of the β, γ, and ρ parameters demonstrates the chal-
lenges of understanding the amount of work required to find the KNN of each point in high dimensions.
There is not a universal set of parameter values that can be selected to achieve good performance on all
datasets. We motivate the use of some parameters as follows.
•β – Controls the amount of work executed by GPU-JOIN, which increases with β and decreases the
fraction of queries that fail to find at least K nearest neighbors. Since  is selected to obtain at least K
neighbors on average when β = 0, increasing β may inadvertently decrease GPU-JOIN performance. To
compute a good set of parameters, a small and large value of β should be considered.
•γ – Controls the threshold density of points needed to execute a query point using GPU-JOIN. Increasing
γ decreases |QGPU |. The GPU should process dense data regions, and high dimensionality datasets
(requiring many FLOP). To enable these scenarios, high and low values of γ should be considered.
•ρ – Forces a minimum fraction of points to be processed by EXACT-ANN. If ρ = 0, then on large
workloads the majority of the points may be sent to the GPU, and the CPU will be underutilized. Also,
in cases where the CPU is unsuited to the workload, it is best that the value of ρ be low. ρ impacts load
balancing between GPU-JOIN and EXACT-ANN.
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We perform a grid search over the parameter space. Given the above observations, we only select two
values for each of the β and γ parameters. We will show that a single value of ρ can be selected and
then we can analytically determine a better value of ρ as a function of the CPU and GPU queries.
We test β = {0, 1}, γ = {0, 0.8}, and ρ = {0.5}, and permute each set, thus testing a total of 4
sets of parameter values. While some of this information has been shown in Figures 8 and 9, Table IV
highlights the total response time when using these permutations of parameters.
TABLE IV: The response time (s) is shown, where we arbitrarily select ρ = 0.5. The two best times are
shown in bold.
β γ SuSy K = 1 CHist K = 10 Songs K = 1 FMA K = 10
0.0 0.0 165.13 0.93 1064.36 14.65
0.0 0.8 165.64 0.90 1065.49 23.48
1.0 0.0 1746.46 6.14 747.66 57.01
1.0 0.8 1724.61 6.28 748.49 55.72
When executing HYBRIDKNN-JOIN, we also record two values that will be used to optimize ρ. Let
T1 and T2 be the average time needed to find the KNN of a point in QCPU (EXACT-ANN) and in
QGPU (GPU-JOIN), respectively. The T1 and T2 values exclude all times associated with overheads and
preprocessing steps, and are simply obtained when executing HYBRIDKNN-JOIN (e.g., on the scenarios
in Table IV).
We arbitrarily select ρ = 0.5; however, this may yield a large load imbalance between GPU-JOIN and
EXACT-ANN. To achieve good load balancing, we want to select ρ such that both components complete
their respective workloads at roughly the same time. Assuming we have executed HYBRIDKNN-JOIN
and have obtained T1 and T2, we model the value of ρ needed to achieve good load balancing, and denote
it as ρModel, as follows. First, observe that:
|D| = |QCPU |+ |QGPU |, (2)
ρModel = |QCPU |/|D|. (3)
To achieve good load balancing, we select ρModel such that:
T1 · |QCPU | = T2 · |QGPU |. (4)
From Equations 2 and 4,
|QCPU | = (T2 · |D|)/(T1 + T2). (5)
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From Equations 3 and 5, we obtain:
ρModel = T2/(T1 + T2). (6)
Equation 6 yields the value of ρ needed to achieve good load balancing between the CPU and GPU
components of HYBRIDKNN-JOIN, assuming T1 and T2 have been obtained for an arbitrarily selected ρ
value. Equation 6 makes two implicit assumptions: (i) while we only consider the number of queries in
QGPU that find at least K neighbors in the calculation of T2, ρModel assumes that no queries fail to find
at least K neighbors; and (ii) the average time to solve a query (T1 and T2 derived from an arbitrary
selection of ρ) will be the same after selecting ρModel. This is an unlikely scenario, as EXACT-ANN or
GPU-JOIN may be assigned a large fraction of queries that lead to more or less work on average than
the original assignment of queries used to derive T1 and T2. Thus, ρModel may not achieve near-ideal
load balancing in practice. An alternative to deriving ρModel from analytical arguments is performing a
grid search on ρ (like β and γ), but this would increase the search space, and thus preprocessing.
TABLE V: Quantifying ρModel to improve load balancing. The total response time with ρ and ρModel is
shown in bold face.
K β γ Initial Time (s)
with ρ = 0.5
T1 (s) T2 (s) ρModel Time (s) with
ρModel
Speedup using
ρModel
SuSy 1 0.0 0.0 165.13 2.948×10−5 5.474×10−5 0.650 131.31 1.26
CHist 10 0.0 0.0 0.93 1.160×10−5 1.188×10−5 0.506 0.90 1.03
Songs 1 1.0 0.8 748.49 2.610×10−3 4.624×10−4 0.151 462.87 1.62
FMA 10 0.0 0.0 14.65 2.126×10−4 1.487×10−4 0.412 12.30 1.19
Table V shows the parameters that yield good performance from Table IV, and the calculation of
ρModel. Table V also compares the total response time using the arbitrarily selected ρ = 0.5 and ρModel.
Using ρModel improves performance, achieving a speedup over using ρ = 0.5 of up to 1.61× on the Songs
dataset. Therefore, the performance of HYBRIDKNN-JOIN is strongly dependent on the load balancing
properties of ρ. In Table V on CHist, the speedup is 1.03×, as the workload is too small to utilize the
GPU (and little performance gain is achieved from using ρModel). We will show that larger values of K
benefit from utilizing the GPU.
Selecting the best set of parameters using the above grid search and subsequent analytical selection of
ρ is computationally expensive. Table VI shows the same experiment in Table IV, but we only process a
fraction of the queries, i.e., |QCPU |+ |QGPU | = f · |D|, where f is the fraction of processed queries. We
can recover the best parameters shown in Table IV on a lower computational budget by only processing
a fraction of the dataset (compare bold face values in Tables IV and VI). We sample 1% of the queries
for SuSy, Songs, and 3% for CHist, and FMA, where the latter two datasets have the fewest number of
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points, and thus need a larger sample size because of the overheads (discussed in Section VI-E1). Thus,
we can select good parameters using an inexpensive approach for a given dataset and value of K.
Comparing Tables IV and VI, we can see that the response times in the latter table on SuSy and Songs
are not 1% of the former table (or 3% of CHist and FMA). This is due to the initial overheads that
are not amortized when processing a fraction of the dataset. However, when using larger values of K
when sampling the dataset to find good parameter values, we find that much more of this overhead is
amortized. Low values of K are more difficult to quantify parameters for due to these overheads, as will
be shown in Section VI-E3.
TABLE VI: The same as Table IV, where the best parameters are recovered using a smaller computational
budget.
β γ SuSy K = 1 f = 0.01 CHist K = 10 f = 0.03 Songs K = 1 f = 0.01 FMA K = 10 f = 0.03
0.0 0.0 30.05 0.24 21.98 5.09
0.0 0.8 30.00 0.23 21.85 4.83
1.0 0.0 48.51 0.96 18.43 10.35
1.0 0.8 48.71 0.99 18.56 10.52
3) Comparison with the Reference Implementation: We compare the performance of HYBRIDKNN-
JOIN to REFIMPL. Recall that the major difference between EXACT-ANN and REFIMPL is that the latter
executes using an additional processes. We showed in Section VI-E2 that we can select good parameter
values with a low computational budget. We begin by determining good parameter values across a range
of values of K. We compute ρModel for selected values of K by sampling the datasets using f , as
described in Section VI-E2. We could derive good parameter values without sampling the dataset (set
f = 1), and obtain more accurate values of ρ at the expense of increased overhead. However, we aim
to estimate the parameter values without expensive parameter selection preprocessing. We find that good
parameter values may be weakly dependent on K; therefore, the parameter selection step can be computed
with low overhead and be used in all executions of HYBRIDKNN-JOIN for different values of K.
Figure 10 plots the value of ρModel vs. K for each dataset. We execute HYBRIDKNN-JOIN on the
datasets and denote the following execution parameters as (β, γ, ρ, f ): SuSy (0, 0, 0.5, 0.02), CHist
(0, 0, 0.5, 0.5), Songs (1, 0.8, 0.5, 0.02), FMA (0, 0, 0.5, 0.5). Note that like the procedure outlined in
Section VI-E2, we select ρ = 0.5 and then compute a good value for ρModel. On the SuSy, CHist, and
FMA datasets, we use β = 0 and γ = 0 (these values yield good performance in Table IV). Figure 10
shows that on SuSy, CHist, and FMA, the value of ρModel is consistent when K & 25. This shows that
on these datasets and range of K values, the performance of EXACT-ANN and GPU-JOIN degrades
at the same rate with increasing K. ρModel increases with K on Songs, implying that as the workload
increases, a larger fraction of the dataset should be processed by EXACT-ANN to achieve good load
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balancing. We used f = 0.02 on SuSy and Songs, and f = 0.5 on CHist and FMA, because the latter
datasets are smaller and the response time may be dominated by overheads (as described above).
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Fig. 10: ρModel vs. K for all datasets. The vertical line at K = 25 shows where the value of ρModel is
roughly independent of K when K & 25 for SuSy, CHist, and FMA.
Figure 11, plots the response time vs. K across all datasets and compares HYBRIDKNN-JOIN to RE-
FIMPL and GPU-JOINLINEAR. We find that HYBRIDKNN-JOIN outperforms REFIMPL across roughly
all values of K on each dataset. However, there is a large difference in the relative speedup between
approaches across the datasets. As expected, the lower the value of ρ, the greater the performance
gain, as a larger fraction of the dataset is processed by the GPU. For example, SuSy has ρ = 0.7,
and the speedup over REFIMPL ranges between 1.25× and 1.35× (Figure 11 (a)). In contrast, Songs has
ρ = 0.32−0.58, and the speedup ranges between 1.61× and 2.56× (Figure 11 (c)). GPU-JOINLINEAR is
substantially slower than HYBRIDKNN-JOIN and REFIMPL. We configured REFIMPL with the derived 
value (Section V-C) corresponding to the median K in the plots on each dataset. However, the performance
of GPU-JOINLINEAR is independent of  (Figure 7).
VII. DISCUSSION AND CONCLUSIONS
In this paper, we demonstrate a hybrid CPU/GPU approach to the KNN self-join problem. However, we
depart from traditional heterogeneous approaches, which include: (i) a producer-consumer model where
the computation is split between the CPU and GPU; or (ii) using a work queue to assign query points
to the CPU or GPU. Instead, we split the work between the CPU and GPU components based on the
characteristics of the workload. This allows us to assign query points to each architecture as a function of
which architecture (and associated algorithm) is best suited to the workload. We find that some datasets
are more efficiently executed on the CPU or GPU components of HYBRIDKNN-JOIN.
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Fig. 11: Response time vs. K comparing HYBRIDKNN-JOIN to REFIMPL. Values of ρ are derived from
Figure 10. ρ is constant for each value of K on the SuSy, CHist, and FMA datasets; whereas, ρ varies with
K on the Songs dataset. The response time of HYBRIDKNN-JOIN excludes the preprocessing parameter
search step. The  used for GPU-JOINLINEAR is the derived  for the median value of K.
To exploit both architectures using the EXACT-ANN and GPU-JOIN components of HYBRIDKNN-
JOIN, we quantify the workload based on data density and load balancing using several parameters. Due
to associated problems with high dimensional data, the parameters that lead to good performance need
to be quantified experimentally, and cannot be entirely derived analytically. We find that we can recover
these parameters using a small grid search using a fraction of the points in the dataset, and thus on a
low computational budget. Therefore, the HYBRIDKNN-JOIN parameters that impact performance (β,
γ, and ρ) can be first computed as a function of K on each dataset, and then the parameters can be used
for all future executions. The best parameters were independent of K with the exception of one dataset
(Songs).
Since the parameters split the dataset into two sets of query points to be executed by the CPU and
GPU based on the workload, our hybrid approach is able to accommodate new algorithmic advances
proposed by the community.
Future work includes a distributed-memory implementation, and applying the lessons learned from
data-intensive workload characterization to other data analysis problems.
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