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n-CLUSTER TILTING SUBCATEGORIES FROM GLUING SYSTEMS OF
REPRESENTATION-DIRECTED ALGEBRAS
LAERTIS VASO
Abstract. We present a new way to construct n-cluster tilting subcategories of abelian categories.
Our method takes as input a direct system of abelian categories Ai with certain subcategories and,
under reasonable conditions, outputs an n-cluster tilting subcategory of an admissible target A of
the direct system. We apply this general method to a direct system of module categories modΛi
of representation-directed algebras Λi and obtain an n-cluster tilting subcategory M of a module
category mod C of a locally bounded Krull–Schmidt category C. In certain cases we also construct an
admissible Z-action of C. Using a result of Darpo¨–Iyama, we obtain an n-cluster tilting subcategory
of mod(C/Z) where C/Z is the corresponding orbit category. We show that in this case mod(C/Z) is
equivalent to the module category of a finite-dimensional algebra. In this way we construct many new
families of representation-finite algebras whose module categories admit n-cluster tilting modules.
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2 LAERTIS VASO
1. Introduction
1.1. Motivation. Let k be a field and Λ be a finite-dimensional k-algebra. One of the main aims of
representation theory is to describe the category modΛ of finite-dimensional (right) Λ-modules. Since
it is generally impossible to achieve this aim, one usually restricts either to specific classes of algebras
or to specific subcategories of the module category. One such restriction on the side of algebras is
to assume that there only exist finitely many indecomposable Λ-modules up to isomorphism; in this
case Λ is called representation-finite. In particular, if {M1, . . . ,Mk} is a complete and irredundant
collection of representatives of indecomposable Λ-modules andM =
⊕k
i=1Mi, then modΛ is equivalent
to the additive closure add(M) of M in modΛ. A fundamental result in this case is the Auslander
correspondence [Aus74, Section III.4] which gives a bijection between representation-finite algebras up
to Morita equivalence and Auslander algebras, that is algebras Γ with gl. dim(Γ) ≤ 2 ≤ dom. dim(Γ), up
to Morita equivalence, where gl. dim is the global dimension and dom. dim is the dominant dimension.
The bijection of the Auslander correspondence is given by M 7→ EndΛ(M). Hence Auslander
algebras can be seen as algebras given by the additive generator of a module category. In this sense
Auslander–Reiten theory can be seen as generalizing some of the properties of Auslander algebras to
general module categories. In particular in the case of representation-finite algebras, Auslander–Reiten
theory gives a complete description of modΛ, see for example [ARS95, ASS06].
One way to restrict to a subcategory of the whole module category is via Iyama’s higher dimensional
Auslander–Reiten theory [Iya07, Iya08], which can be seen as a generalization of the above situation.
In this theory one changes focus from modΛ to a functorially finite subcategoryM⊆ modΛ such that
M = {X ∈ modΛ | ExtiΛ (X,M) = 0 for all 1 ≤ i ≤ n− 1}
= {X ∈ modΛ | ExtiΛ (M, X) = 0 for all 1 ≤ i ≤ n− 1},
called an n-cluster tilting subcategory. In this setting one can construct a higher dimensional analogue
of Auslander–Reiten theory inside M. In particular, there exists a higher Auslander correspondence
[Iya07, Theorem 0.2] between algebras whose module categories admit an n-cluster tilting subcategory
with finitely many indecomposable modules and algebras Γ with gl. dim(Γ) ≤ n + 1 ≤ dom. dim(Γ).
Both the higher Auslander correspondence and higher dimensional Auslander–Reiten theory restrict
to their classical versions when n = 1. Notice also that a module category may admit n-cluster
tilting subcategories for different values of n; in fact modΛ itself is always the unique 1-cluster tilting
subcategory.
LetM⊆ modΛ be an n-cluster tilting subcategory. If M≃ add(M) for some M ∈ modΛ then M
is called an n-cluster tilting module. Clearly if n = 1 then a 1-cluster tilting module exists if and only
if Λ is representation-finite. If n ≥ 2 it is an open question whether there exists an n-cluster tilting
subcategory with no additive generator. Furthermore, due to the homological nature of n-cluster tilting
subcategories, an important role is played by the global dimension d := gl. dim(Λ). In particular if
M = add(M) is given by a d-cluster tilting module M , then M is unique and given by
M = add{τ−id (Λ) | i ≥ 0},
where τ−d = τ
−Ω−(d−1) denotes the inverse d-Auslander–Reiten translation, see Section 2.1.
Finding an algebra Λ whose module category admits an n-cluster tilting module is a challenging
problem, even in the much more studied case of n = 1 where many families of representation-finite
algebras have been classified (e.g. [Gab72, Rie80, Fis86, BR81]). The case n = d has attracted the
most attention (e.g. [IO13, HI10, CIM19, Vas19]), but the cases n ∈ dZ (e.g. [JKPK19]) and d = ∞
(e.g. [EH08, DI20]) have also been studied. The case n ∤ d was studied in [Vas18]. We briefly recall
the methods of [DI20] and [Vas18] which are particularly important for this paper.
1.2. Previous work. By abstracting the above situation further, one defines n-cluster tilting sub-
categories for any abelian category. In particular, let C be a locally bounded k-linear Krull–Schmidt
category. Then mod C is an abelian category which in general is not equivalent to a category of mod-
ules over an algebra. By applying the classical theory of Galois covering in this setting, a method
of constructing n-cluster tilting subcategories was introduced in [DI20]. This method takes as input
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a locally bounded k-linear Krull–Schmidt category C admitting an n-cluster tilting subcategory M
and an admissible group of automorphisms G of C and, under reasonable compatibility conditions
between G and M, produces a new n-cluster tilting subcategory of the module category mod(C/G)
of the orbit category C/G [DI20, Theorem 2.14]. Notice that although mod C may not be equivalent
to a module category of an algebra, it may happen that mod(C/G) is equivalent to modΛ for some
finite-dimensional algebra Λ, thus landing back to the world of algebras.
Next, let Λ be a representation-directed algebra, that is a representation-finite algebra with no
oriented cycles in its Auslander–Reiten quiver, see [Rin16, 2.4]. Since Λ is representation-finite, n-
cluster tilting modules and n-cluster tilting subcategories coincide. It is not difficult to see that if
there exists an n-cluster tilting subcategory of Λ, then it is unique and it is given by
M = add{τ−in (Λ) | i ≥ 0}.
A characterization of n-cluster tilting modules of representation-directed algebras was proved in [Vas19,
Theorem 1], based on, among other things, results in [Iya06]. This characterization states that M is
an n-cluster tilting subcategory if and only if the following two conditions are satisfied.
(1) τn :MP →MI and τ
−
n :MI →MP induce mutually inverse bijections, where MP respec-
tivelyMI denote the set of isomorphism classes of indecomposable nonprojective respectively
noninjective Λ-modules in M.
(2) For all i ∈ {1, . . . , n− 1} and all M ∈ MP and N ∈ MI we have that the i-th syzygy Ω
i(M)
and the i-th cosyzygy Ω−i(N) are indecomposable.
Based on this result, another method of constructing n-cluster tilting modules for representation-di-
rected algebras was introduced in [Vas18] called gluing. First, based on the above characterization, one
generalizes the notion of n-cluster tilting modules and n-cluster tilting subcategories to the notion of
n-fractured modules and n-fractured subcategories, see [Vas18, Definition 3.10]. This notion is based on
considering suitable subcategories PL, IR ⊆ modΛ which substitute for the classes of projective and
injective Λ-modules. More precisely, if PL = add(TL) and IR = add(TR) for some suitably chosen
modules TL and TR, then add{τ−in
(
TL
)
| i ≥ 0} is an n-fractured subcategory if and only if the
following two conditions are satisfied.
(1) τn : MPL → MIR and τ
−
n : MIR → MPL induce mutually inverse bijections, where MPL
respectively MIR is the set of isomorphism classes of indecomposable Λ-modules not in P
L
respectively not in IR.
(2) For all i ∈ {1, . . . , n− 1} and all M ∈ MPL and N ∈ MIR we have that Ω
i(M) and Ω−i(N)
are indecomposable.
Then an n-fractured subcategory is an n-cluster tilting subcategory if and only if TL ∼= Λ and TR ∼=
D(Λ), where D = Homk(−,k) is the standard duality between modΛ and modΛ
op.
Next one introduces a gluing procedure which takes as input two representation-directed algebras
A and B, together with a certain A-module and a certain B-module and produces a new representa-
tion-directed algebra B ⊲ A. The representation theory of B ⊲ A can be completely described by the
representation theory of A and B. If moreover modA and modB each admit an n-fractured module
MA and MB, and some reasonable compatibility restrictions between MA and MB are satisfied, then
mod(B ⊲ A) also admits an n-fractured module MB△A [Vas18, Theorem 3.16]. It is shown in [Vas18]
that in many cases MB△A is an actual n-cluster tilting module.
1.3. The results of this paper.
1.3.1. A motivating example. Our aim is to combine the results of both [DI20] and [Vas18] to present
a new method of constructing n-cluster tilting subcategories of abelian categories. Let Q be a quiver,
4 LAERTIS VASO
let R ⊆ kQ be an admissible ideal and let A = kQ/R. Assume moreover that Q is of the form
Q′
where Q′ is not empty and is a linearly oriented quiver of Dynkin type A. Assume also that
no path in belongs to R. For an integer z ∈ Z, let Q[z] be a copy of Q with vertices and
arrows labelled as follows.
(Q[z])0 = {i[z] | i ∈ Q0},
(Q[z])1 = {α[z] : i[z]→ j[z] | α ∈ Q1 with α : i→ j}.
Denote by R[z] the ideal of kQ[z] corresponding to the ideal R of kQ. We set A[z] := kQ[z]/R[z].
Clearly A[z] is canonically isomorphic to A.
In this case, the gluing A[1] ⊲ A[0] is by definition equal to kQ1/R1 where Q1 is the quiver
Q′[0] Q′[1]
.
and R1 is generated by all elements in kQ[0] that lie in R[0], all elements in kQ[1] that lie in R[1], as
well as all paths from Q′[0] to Q′[1]. By repeating this procedure infinitely many times, we may then
consider the infinite quiver Q˙ given by
Q′[−2] Q′[−1] Q′[0] Q′[1] Q′[2] (1.1)
Since this is now an infinite quiver, we cannot speak of a finite-dimensional path algebra over Q˙.
However, we can consider instead the path category kQ˙ and the two-sided ideal R˙ ⊆ kQ˙ generated
by all elements in kQ[z] that lie in R[z] and all paths Q′[z]→ Q′[z + 1] for z ∈ Z. In some sense this
path category can be thought of as the infinite gluing · · · ⊲ A ⊲ A ⊲ A ⊲ · · · . Moreover, if modA has an
n-fractured subcategoryM satisfying certain symmetry conditions, thenM induces a subcategory M˙
of mod(kQ˙/R˙) which can be thought of as an analogue of an n-fractured subcategory. Under certain
conditions, the subcategory M˙ is an actual n-cluster tilting subcategory. The study of this situation
is the main motivation for this paper.
1.3.2. The general situation. As a first step, we generalize the above situation. Let G be a directed
tree, that is G is a directed graph where the underlying undirected graph is acyclic. We also assume
that every vertex in G is the source and target of finitely many arrows in G. We denote the set of
vertices of G by VG and the set of arrows of G by EG. We also denote by IG be the directed set of
finite connected subgraphs of G.
We start by decorating each vertex v ∈ VG by a representation-directed bound quiver algebra
Λv = kQv/Rv in such a way that if e : u→ v is an arrow of G, then the algebra Λ〈u,v〉 := Λu ⊲ Λv =
kQ〈u,v〉/R〈u,v〉 is well-defined. We also introduce assumptions which have the effect that for every
H ∈ IG, we may perform the gluings induced by the arrows of H in any order to obtain a representa-
tion-directed algebra ΛH = kQH/RH . This is the data of a gluing system (Λv)v∈VG ; for the complete
definition see Definition 4.8. Such a system comes equipped with canonical algebra epimorphisms
FHK : ΛK ։ ΛH for all finite connected subgraphs H ⊆ K of G. Furthermore, the category modΛH
can be described completely via the categories modΛv for v ∈ VH . To apply our methods to a potential
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limit ΛG of this system, we would like to be able to describe modΛG via the categories modΛH for
H ∈ IG.
One way to do this is the following. Consider the (potentially infinite) quiver Q˙ obtained after
performing the (potentially infinitely many) gluings induced by the arrows of G. We may consider its
path category kQ˙. We show that the union R˙ =
⋃
H∈IG
RH ⊆ kQ˙ is a two-sided ideal of kQ˙. By the
definition of the ideal R˙ it is not too difficult to see that mod(proj(kQ˙/R˙)) can be described via the
categories modΛH for H ∈ IG. In particular, if G is finite, we have modΛG ≃ mod(proj(kQ˙/R˙)). In
this way we may consider proj(kQ˙/R˙) as a suitable candidate for the limit of the system (Λv)v∈VG ;
we will soon make this more precise.
Assume now that the module category modΛv of each algebra Λv in our gluing system admits an
n-fractured subcategoryMv ⊆ modΛv, and that again these n-fractured subcategories are compatible
with the gluing. This is the data of an n-fractured system, see Definition 4.27. By gluing the n-
fractured subcategories of modΛv for v ∈ VH , the category modΛH obtains an n-fractured subcategory
MH . Furthermore, by construction, the restriction of scalars functor FHK∗ : modΛH → modΛK
satisfies FHK∗(MH) ⊆ MK for H,K ∈ IG with H ⊆ K. This data gives rise to a subcategory
M˙ ⊆ mod(kQ˙/R˙). In general M˙ is not an n-cluster tilting subcategory. To remedy this we introduce
the notion of complete n-fractured systems, see Definition 4.27. We have the following theorem, which
is a special case of Theorem 4.29.
Theorem 1.1. Let L = (Λv)v∈VG be a gluing system and (Mv)v∈VG be a complete n-fractured system
of L. Then M˙ ⊆ mod(kQ˙/R˙) is an n-cluster tilting subcategory.
In the above we have considered the category mod(kQ˙/R˙) which, in general, is not the module
category of a finite-dimensional algebra. To deal with this situation we first prove our results in an
abstract categorical setting where we consider modules over categories instead of modules over algebras.
Starting with a gluing system (Λv)v∈VG we obtain an algebra ΛH for every H ∈ IG and an al-
gebra epimorphism FHK : ΛK → ΛH for every H,K ∈ IG with H ⊆ K. Furthermore, these epi-
morphisms satisfy FHK ◦ FKL = FHL for every H,K,L ∈ IG with H ⊆ K ⊆ L. In particular,
the pair (ΛH , FHK )H,K∈IG is an inverse system in the category of finite-dimensional algebras. Since
modΛH ≃ mod(proj ΛH) for every H ∈ IG, we may consider the category projΛH as a categor-
ical replacement for the algebra ΛH . Similarly, we may consider the extension of scalars functor
F ∗HK : projΛK → projΛH as a replacement of the algebra epimorphism FHK : ΛK → ΛH for
H,K ∈ IG with H ⊆ K. Note that we do not have a strict equality F
∗
HK ◦ F
∗
KL = F
∗
HL. How-
ever, in Section 4.1.2 we define natural isomorphisms θHKL : FHK ◦ FKL ⇒ FHL. Then the triple
(projΛH , FHK , θHKL)H,K,L∈IG can be thought of as an inverse system over IG, up to natural isomor-
phism.
This motivates us to consider the general situation where we study an inverse system (Ci, Fij , θijk)
of Krull–Schmidt categories over a directed set I, see Definition 3.2. This situation is more technical
than usual inverse systems because of the introduction of natural isomorphisms θijk : Fij ◦ Fjk ⇒ Fik
satisfying certain compatibility conditions. To avoid set theoretic issues, we consider this inverse
system in the category of small categories Cat. It turn out that the categorical inverse limit of such
a system is too big for our purposes. However, we find a subcategory C˙ of the inverse limit, suitable
for our purposes, called the firm source, see Definition 3.11. The firm source C˙ comes equipped with
canonical functors Φ˙i : C˙ → Ci and natural isomorphisms Θ˙ij : Fij ◦ Φ˙j ⇒ Φ˙i. In particular we have
the following theorem.
Theorem 1.2. Let (Ci, Fij , θijk) be a Cat-inverse system over a directed set I. If all Ci are Krull–
Schmidt categories, then the firm source C˙ is a Krull–Schmidt category.
Theorem 1.2 follows by Corollary 3.13. In fact we further prove that we can describe indecomposable
objects in C˙ using indecomposable objects of Ci. In particular, we show in Corollary 4.15 that the firm
source of the system (projΛH , FHK , θHKL)H,K,L∈IG is equivalent to proj(kQ˙/R˙). It is in this sense
that we may formally consider proj(kQ˙/R˙) as the limit of the system (Λv)v∈VG .
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Next, we want to generalize the notion of n-fractured subcategories in the abstract setting. In a
sense, an n-fractured subcategory can also be thought as a subcategory which is close to being n-cluster
tilting but it fails to have the correct extensions with a few indecomposable modules. In Definition 3.18
we mimic this property of n-fractured subcategories to define a generalization of complete n-fractured
systems in the abstract case of abelian categories; we call such a system an asymptotically weakly
n-cluster tilting system. We obtain the following general result.
Theorem 1.3. Let (C˙, Φ˙i, Θ˙ij) be the firm source of the Cat-inverse system (Ci, Fij , θijk) over a
directed set I and let (Mi) be an asymptotically weakly n-cluster tilting system of (mod Ci, Fij∗, θijk∗). If
mod C˙ is locally bounded and Mi is functorially finite for every i ∈ I, then M˙ := add{Φ˙i∗ (Mi) | i ∈ I}
is an n-cluster tilting subcategory of mod C˙.
Theorem 1.3 is a special case of Corollary 3.21. In particular, for a gluing system, the firm source
proj(kQ˙/R˙) is always locally bounded and each MH is functorially finite since ΛH is representation-
finite for every H ∈ IG. Hence Theorem 1.1 is a corollary of Theorem 1.3.
1.3.3. A motivating example revisited. Although starting from a complete n-fractured system we obtain
an n-cluster tilting subcategory in mod(kQ˙/R˙), this is not, in general, an n-cluster tilting subcategory
of the module category of a finite-dimensional algebra. To remedy this, we use the results of [DI20]
we apply an orbit construction to mod(kQ˙/R˙). First assume that G is the graph
· · ·
α−3
−−→ −2
α−2
−−→ −1
α−1
−−→ 0
α0−−−→ 1
α1−−−→ 2
α2−−−→ · · · .
Then (A[z])z∈VG is a gluing system of G where A[z] is as in Section 1.3.1. Moreover, in this case the
infinite quiver Q˙ is as in (1.1). There is an admissible Z-action on kQ˙/R˙ defined by letting k ∈ Z map
a path in k-steps to the right in Q˙. This Z-action on kQ˙/R˙ induces a Z-action on proj(kQ˙/R˙), which
satisfies the conditions of [DI20, Theorem 2.13] and so it gives rise to an n-cluster tilting subcategory
M˜ of mod
(
proj(kQ˙/R˙)/Z
)
. We then show the following theorem.
Theorem 1.4. There is an equivalence of categories mod
(
proj(kQ˙/R˙)/Z
)
≃ mod(kQ˜/R˜) where
kQ˜/R˜ is a finite-dimensional bound quiver algebra. In particular, mod(kQ˜/R˜) admits an n-cluster
tilting subcategory M˜.
Theorem 1.4 follows by Corollary 5.12. In this way we obtain an n-cluster tilting module of a finite-
dimensional algebra. Moreover, this new algebra is not, in general, representation-directed, although
it is still representation-finite.
In fact our results are quite more general and we apply them to some more classes of gluing systems,
giving us many more examples of n-cluster tilting modules. In all cases the input should be a class of
representation-directed algebras whose module categories admit n-fractured subcategories. Many such
algebras where produced in [Vas19] and [Vas18] inside the class of Nakayama algebra. In Proposition
6.2 we classify the radical square zero path algebras where the underlying graph of the quiver is starlike,
whose module categories admit an n-cluster tilting subcategory. These algebras give, in themselves,
more examples of n-cluster tilting subcategories. By gluing them finitely many times appropriately we
get a large class of examples of finite-dimensional algebras, whose module categories admit an n-cluster
tilting subcategory. In particular we have the following theorem.
Theorem 1.5. For all s, t ∈ Z≥0 there exists a bound quiver algebra Λ = kQ/R such that Q has s
sources and t sinks and such that modΛ admits an n-cluster tilting subcategory.
The proof of Theorem 1.5 is constructive; for examples see Example 6.4 and Example 6.15. Most
(but not all) of our examples are given by radical square zero algebras. This is not because of some
obstacle for other classes of algebras, it is rather that radical square zero algebras are easier to compute
with and the class of radical square zero algebras is closed under the operations of gluing.
This paper is organized as follows. In Section 2 we establish notation and recall some basic facts
about modules over categories. In Section 3 we define asymptotically weak n-cluster tilting systems
and show that, under reasonable conditions, they give rise to n-cluster tilting subcategories. Although
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the nature of these results is quite technical, the proofs are straightforward. We include however
most of the details to avoid ambiguities. In Section 4 we show how a complete n-fractured system
of representation-directed algebras gives rise to an asymptotically weak n-cluster tilting system. In
Section 5 we start by considering finitely many gluings and then proceed to the infinite case. We
then recall and apply the main result of [DI20] to obtain finite-dimensional algebras with n-cluster
tilting modules. In Section 6 we apply the above methods to specific examples of bound quiver
algebras. Many examples are computed explicitly and we obtain new families of finite-dimensional
algebras whose module categories n-cluster tilting modules. We also include an index of definitions
and notation used in this paper.
2. Preliminaries
2.1. Background and notation. Throughout this paper, n denotes a positive integer and k denotes
a field.
We start by setting up notation and recalling some background on categories and functor categories.
We denote by Modk the category of k-vector spaces with morphisms given by linear maps. In this
paper by a (k-)algebra Λ we mean a basic finite-dimensional unital associative algebra over k and
by Λ-module we mean a right Λ-module. We denote by ModΛ the category of Λ-modules and by
modΛ the full subcategory of finitely generated Λ-modules. We denote by projΛ and inj Λ the full
subcategories of modΛ consisting of projective and injective modules, respectively.
Let C be a category. We denote by obj(C) the collection of objects in C and for an object x in C
we simply write x ∈ C instead of x ∈ obj (C). For x, y ∈ C we write C (x, y) for the set of morphisms
f : x→ y. We say that C is a small category if obj(C) is a set and we say that C is skeletally small if the
class of isomorphism classes of objects in C is a set. For functors F,G : C → D between categories and
a natural transformation η from F to G we sometimes write η : F ⇒ G. If C is isomorphic respectively
equivalent to a category D, we write C ∼= D respectively C ≃ D.
Let M be a full subcategory of a category C and let x ∈ C. A right M-approximation of x is a
morphism f : m → x with m ∈ M such that all morphisms f ′ : m′ → x with m′ ∈ M factor through
f . We say that M is contravariantly finite in C if every x ∈ C has a right M-approximation. The
notions left M-approximation and covariantly finite are defined dually. We say thatM is functorially
finite in C if M is both contravariantly finite and covariantly finite.
We say that a category C is k-linear (respectively preadditive) if for every x, y ∈ C the set of
morphisms C(x, y) is a k-vector space (respectively abelian group) and composition of morphisms is
k-bilinear (respectively bilinear). We say that a functor F : C → D between k-linear (respectively
preadditive) categories is k-linear (respectively additive) if the induced map on objects F : C(x, y)→
D(F (x), F (y)) is a k-module homomorphism (respectively group homomorphism) for every x, y ∈
C. All functors between k-linear (respectively preadditive) categories are assumed to be k-linear
(respectively additive). We say that C is Hom-finite if C is a k-linear category and the dimension of
C(x, y) is finite for every x, y ∈ C. We say that C is an additive category if C is preadditive and admits
all finite products. If C is an additive category and x, y ∈ C, then the direct sum of x and y denoted
by x⊕ y is the product of x and y.
Let M be a collection of objects in an additive category C. We denote by add(M) the additive
closure of M, that is the smallest full subcategory of C containing M and being closed under direct
sums, direct summands and isomorphisms. IfM is a subcategory of C, we set add(M) := add(obj(M)).
Let C be a skeletally small additive category. A nonzero object x ∈ C is called indecomposable if
x ∼= a ⊕ b implies a ∼= 0 or b ∼= 0. We denote by ind C a chosen set of representatives of isomorphism
classes of indecomposable objects in C. We say that C is a Krull–Schmidt category if each object in C
is isomorphic to a finite direct sum of indecomposable objects in C having local endomorphism rings.
There is an equivalent way to characterize a Krull–Schmidt category. We say that a category C
has split idempotents if for every idempotent e ∈ C(x, x) there exists an object y ∈ C and morphisms
f ∈ C(x, y) and g ∈ C(y, x) such that g ◦ f = e and f ◦ g = idy. We say that a ring R is semiperfect if
there exists a decomposition 1R =
∑k
i=1 ei of identity where ei are idempotents such that eiej = 0 for
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i 6= j and eiRei is a local ring. Then a skeletally small additive category C is a Krull–Schmidt category
if and only if it has split idempotents and C(x, x) is a semiperfect ring for all x ∈ C.
Let C be a skeletally small k-linear category. A (right) C-module is a k-linear functor M : Cop →
Modk. We denote by Mod C the category of all C-modules with morphisms given by natural trans-
formations. For M,N ∈ Mod C we write HomC (M,N) instead of Mod C (M,N). If C is moreover a
Krull–Schmidt category, then the support of a module M ∈ Mod C is defined to be
supp (M) = {x ∈ ind C |M (x) 6= 0} ⊆ ind C.
A C-module M : Cop → Modk is called finitely presented if there exists an exact sequence
C (−, y)→ C (−, x)→M → 0
in Mod C. We denote by mod C the full subcategory of Mod C consisting of finitely presented modules.
The full subcategory of mod C consisting of all projective objects is denoted by projC and the full
subcategory of mod C consisting of all injective objects is denoted inj C. By Yoneda’s Lemma we have
the fully faithful Yoneda functor hC : C → mod C given by x 7→ C(−, x) and f ∈ C(x, y) 7→ f ◦ − :
C(−, x)→ C(−, y) which restricts to an equivalence between C and projC. In particular we have that
mod C has enough projective objects. With this setup, for an algebra Λ we can identify modΛ with
mod(projΛ).
Let C be a skeletally small k-linear Hom-finite Krull–Schmidt category. It is easy to see that
mod C is closed under cokernels in ModC and by the Horseshoe Lemma it follows that mod C is closed
under extensions in Mod C. However, it is not true in general that mod C is closed under kernels.
Recall from [AR74] that C is called a dualizing k-variety if the functors D : ModC → Mod (Cop) and
D : Mod (Cop) → Mod C given by D = Homk(−,k) induce dualities D : mod C → mod (C
op) and
D : mod (Cop)→ mod C. In this case mod C is closed under kernels in Mod C since mod (Cop) is closed
under cokernels in Mod (Cop). Hence if C is a dualizing k-variety, then mod C is closed under kernels,
cokernels and extensions in Mod C and so it is an abelian subcategory of Mod C. It follows that in this
case mod C has enough injective objects and that complete sets of representatives of indecomposable
projective and injective objects in modC are then given by
ind(proj C) = {C (−, x) ∈ mod C | x ∈ ind C} and ind(inj C) = {DC (x,−) ∈ mod C | x ∈ ind C} .
For more details on dualizing k-varieties, we refer to [AR74, Section 2].
Let C be a a skeletally small k-linear Krull–Schmidt category. We say that C is locally bounded if
for all x ∈ ind C we have ∑
y∈indC
(dimk C (x, y) + dimk C (y, x)) <∞.
Clearly if C is locally bounded, then C is Hom-finite. In this case, the objects in mod C are precisely
the finite-length ones, that is modules for which a composition series exists, i.e. a finite filtration such
that the quotient of any two consecutive terms is simple. Therefore supp(M) is a finite set for all
M ∈ mod C and the functor D : Mod C ←→ Mod (Cop) restricts to a duality D : mod C ←→ mod (Cop)
satisfying D ◦D ∼= idmod C . Hence a locally bounded category is always a dualizing k-variety.
Next we recall some background on the representation theory of finite-dimensional algebras. A
quiver Q = (Q0, Q1, s, t) is a quadruple consisting of a set Q0 of vertices, a set Q1 of arrows and
two maps s, t : Q1 → Q0 called source map and target map. We say that Q is finite if both Q0 and
Q1 are finite sets. A subquiver of a quiver Q is a quiver Q
′ with Q′0 ⊆ Q0, Q
′
1 ⊆ Q1 and such that
s
∣∣
Q′0
= s′ and t
∣∣
Q′1
= t′; it is called full if every arrow α ∈ Q1 with s(α), t(α) ∈ Q
′
0 is in Q
′
1. For a
vertex i ∈ Q0, the outgoing degree of i, denoted by δ
+(i), is the number of outgoing arrows starting
at i and the ingoing degree of i, denoted by δ−(i), is the number of ingoing arrows ending at i. In
other words we have δ+(i) = |{s−1(i)}|, and δ−(i) = |{t−1(i)}|. The degree of i is then the number
δ(i) := δ+(i) + δ−(i). If δ(i) < ∞ for every vertex i ∈ Q0 then we say that Q is locally finite. All
quivers considered in this paper will be locally finite. For a quiver Q and l ≥ 1, a path of length l
in Q is a sequence of arrows p = α1 · · ·αl, such that t(αk) = s(αk+1); we define s(p) = s(a1) and
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t(p) = t(αl). We denote a path p from a vertex i to a vertex j in Q by i
p
 j. We also assign a trivial
path ǫi of length 0 to each vertex i ∈ Qi.
Throughout, we denote by
−→
Ah the quiver 1
α1−→ 2
α2−→ 3 −→ · · · −→ h− 1
αh−1
−→ h.
Using quivers one can define bound quiver algebras and their representations . For details on bound
quiver algebras, their representations and their connection to the representation theory of finite-di-
mensional k-algebras, as well as the notation we use, we refer to [ASS06, Chapters II-III].
Let Q be a quiver. We denote by RQ the ideal of kQ generated by Q1 and call it the arrow ideal of Q.
Contrary to the usual notation, we denote admissible ideals of the path algebra kQ by R. Throughout
all ideals of quiver path algebras are assumed to be admissible. We identify kQ/R-modules with
representations of the bound quiver (Q,R). For a representation M of kQ/R we denote the support
of M by supp(M) := {i ∈ Q0 |Mi 6= 0}.
Let Λ be a k-algebra. Given a subcategory A of modΛ, we denote by Sub(A) the subcategory of
modA containing all submodules of modules in A and by Fac(A) the subcategory of modA containing
all factor modules of modules in A. For M ∈ modΛ we denote by Ω(M) the syzygy of M , that is the
kernel of P ։M , where P is the projective cover of M and by Ω−(M) the cosyzygy of M , that is the
cokernel of M →֒ I where I is the injective hull of M . Note that Ω(M) and Ω−(M) are unique up to
isomorphism. The projective dimension of M , denoted by proj. dim(M), is defined to be
proj. dim(M) =
{
k, if there exists k ∈ Z with Ωk(M) nonzero and Ωi(M) = 0 for i > k,
∞, otherwise.
The injective dimension inj. dim(M) of M is defined dually. The global dimension gl. dim(Λ) of Λ is
defined to be
gl. dim(Λ) = sup{proj. dim(M) |M ∈ modΛ}.
We denote by τ and τ− the Auslander–Reiten translations , see [ASS06, Definition IV.2.3]. Following
[Iya08], we denote by τn and τ
−
n the n-Auslander–Reiten translations defined by τn(M) = τΩ
n−1(M)
and τ−n (M) = τ
−Ω−(n−1)(M). If X ⊆ Λ, we denote by 〈X〉 the two-sided ideal of Λ generated by X .
We denote the Auslander–Reiten quiver of Λ by Γ(Λ). When drawing Γ(Λ) in examples, we label the
vertex [M ] for an indecomposable M ∈ modΛ using the composition series of M . For more details on
classical Auslander–Reiten theory we refer to [ASS06, Chapter IV].
A directed graph is a quiver with no multiple arrows between two vertices. Recall that by our
conventions all quivers are locally finite and so all directed graphs are locally finite too. If G is a
directed graph, we write VG instead of G0, we write EG instead of G1, we say “subgraph” instead of
“subquiver” and we say “walk” instead of “path”. If V ⊆ VG is a collection of vertices in G, then the
subgraph induced in G by V , denoted by 〈V 〉, is the full subgraph of G with vertex set V . We say that
G is a directed tree if G is connected and the underlying undirected graph is acyclic.
2.2. Induced functors between module categories. We briefly recall some facts about induced
functors between module categories; for more details we refer to [Kra99]. For the rest of this section,
let F : C → D be a functor between skeletally small k-linear Krull–Schmidt categories. Then F induces
an exact functor F∗ : ModD → Mod C given by F∗(M) = M ◦ F . This functor has a right adjoint
F ! : Mod C → ModD, given by
F !(M)(y) = HomC (D (F (−), y) ,M) ,
for every M ∈ Mod C and y ∈ D. Moreover F∗ has a left adjoint as well. To describe the left
adjoint, first recall that there exists a unique, up to natural isomorphism, tensor product bifunctor
−⊗C − : Mod C ×Mod (C
op)→ Modk characterized by
(i) M ⊗C C(x,−) ∼=M(x) and C(−, x)⊗C N ∼= N(x), and
(ii) M ⊗C − and −⊗C N have right adjoints,
for every M ∈ Mod C, N ∈ Mod (Cop) and x ∈ C. Then the left adjoint F ∗ : Mod C → ModD is given
by
F ∗(M)(y) =M ⊗C D (y, F (−)) ,
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for every M ∈ Mod C and y ∈ D. It follows that F ∗ is right exact and preserves projectives and F ! is
left exact and preserves injectives. In particular, we have that F ∗ ◦ hC = hD ◦ F and F
∗ restricts to a
functor mod C → modD. However, the functors F∗ and F
! do not restrict to functors between mod C
and modD in general. In this paper we are interested in the cases where these functors do indeed
restrict to functors between mod C and modD.
Definition 2.1. Let F : C → D be a functor between skeletally small k-linear Krull–Schmidt cate-
gories. We say that the functor F is coherent preserving if the functors F∗ and F
! restrict to functors
between modC and modD.
The following proposition collects some basic properties of the above functors.
Proposition 2.2. Let F : C → D be a functor between skeletally small k-linear Krull–Schmidt
categories.
(a) If F is dense, then F ∗|projC : projC → projD is dense and F∗ : ModD → Mod C is faithful.
(b) If F is full, then F ∗|proj C : projC → projD is full.
(c) If F is dense and full, then F ∗ : mod C → modD is dense and F∗ : ModD → Mod C is fully
faithful.
(d) If F is coherent preserving, then the following conditions are equivalent.
(i) F∗ : modD → mod C is fully faithful.
(ii) the counit of the adjunction (F ∗, F∗) is an isomorphism F
∗F∗(M)
∼
−→ M for all M ∈
modD.
(iii) the unit of the adjunction
(
F∗, F
!
)
is an isomorphismM
∼
−→ F !F∗(M) for allM ∈ modD.
Proof. (a) Let us first show that F ∗ is dense. Let P ∈ projD. Then P ∼= D(−, y) for some y ∈ D.
Since F is dense, there exists an x ∈ C such that F (x) ∼= y. Then C(−, x) ∈ projC and
F ∗ (C(−, x)) = F ∗ ◦ hC(x) = hD ◦ F (x) = D(−, F (x)) ∼= D(−, y) ∼= P,
which shows that F ∗ is dense.
To show that F∗ is faithful, let η, ξ ∈ HomD(M,N) for some M,N ∈ ModD be such that
F∗(η) = F∗(ξ). We need to show that ηy = ξy for all y ∈ D. Since F is dense, there exists an
x ∈ C such that F (x) ∼= y. Let s : F (x)→ y be an isomorphism. Then by naturality of η and
ξ, and since ηF = F∗(η) = F∗(ξ) = ξF we have
ηy ◦M(s) = N(s) ◦ ηF (x) = N(s) ◦ ξF (x) = ξy ◦M(s),
from which it follows that ηy = ξy since M(s) is an isomorphism.
(b) Let P,Q ∈ projC. Then we have that P ∼= C(−, x) and Q ∼= C(−, x′) for some x, x′ ∈ C and so
it is enough to show that the induced map
F ∗ : HomC (C(−, x), C(−, x
′)) −→ HomD (D(−, F (x)),D(−, F (x
′)))
is surjective. By the Yoneda embedding, every η ∈ HomD (D (−, F (x)) ,D (−, F (x
′))) is of the
form η = g ◦ − for some g ∈ D(F (x), F (x′)). Since F is full, it follows that g = F (f) for some
f ∈ C(x, x′). Then f ◦ − ∈ HomC (C(−, x), C(−, x
′)) and
F ∗(f ◦ −) = F ∗ ◦ hC(f) = hD ◦ F (f) = F (f) ◦ − = g ◦ −,
which shows that F ∗ is full.
(c) By (a) and (b) we have that the functor F ∗|proj C : projC → projD is dense and full. Let
M ∈ modD. Then there exists an exact sequence
D(−, y2)
g
−→ D(−, y1) −→M −→ 0
in ModD. In particular, we have M ∼= coker(g). Since F ∗|projC is dense and full, there exist
x1, x2 ∈ C and f ∈ C(x2, x1) such that F
∗ (C(−, x1)) ∼= D(−, y1), F
∗ (C(−, x2)) ∼= D(−, y2) and
F ∗(f) ∼= g. Consider the exact sequence
C(−, x2)
f
−→ C(−, x1) −→ coker(f) −→ 0
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in ModC. By applying the right exact functor F ∗ we get the right exact sequence
D (−, F (x2))
F∗(f)
−→ D((−, F (x1)) −→ F
∗(coker(f)) −→ 0
where
F ∗(coker(f() ∼= coker(F ∗(f)) ∼= coker(g) ∼=M,
which shows that F ∗ : mod C → modD is dense.
By (a) we have that the functor F∗ is faithful. To show that the functor F∗ is full, let
η ∈ HomC (M ◦ F,N ◦ F ) for some M,N ∈ ModD. We need to find η ∈ HomD(M,N) such
that F∗ (η) = η. Let y ∈ D. Since F is dense, there exists an x ∈ C such that F (x) ∼= y and
an isomorphism s : F (x) → y. Define ηy = N(s) ◦ ηx ◦M(s)
−1. It is straightforward to show
that ηy is independent of the choice of x and s and that η ∈ HomD(M,N).
(d) Since F is coherent preserving, we have the adjoint pairs (F ∗, F∗) and
(
F∗, F
!
)
of functors
between mod C and modD. The equivalence of (i) and (ii) follows from [Mac98, Theorem
IV.3.1] and the equivalence of (i) and (iii) from the dual statement. 
In the case of dualizing k-varieties we also have the following proposition.
Proposition 2.3. Let C and D be two dualizing k-varieties.
(a) For every M ∈ mod C we have an isomorphism HomC (M,DC(x,−)) ∼= DM(x), which is
natural in x.
(b) Let F : C → D be a functor. Then F ! (DC(x,−)) ∼= DD (F (x),−).
(c) For every M ∈ mod C we have that F !(M) is finitely presented.
Proof. (a) Since D : mod C → mod (Cop) is fully faithful, we have a bijection
DM,N : HomC(M,N)
∼
−→ HomCop(DN,DM)
for every M , N ∈ mod C. In particular, for N = DC(x,−) we have DN ∼= C(x,−) for every
x ∈ C. Then
HomCop (C(x,−), DM) = HomCop (C
op(−, x), DM) ∼= DM(x).
Since the functor D induces a natural isomorphism between the bifunctors HomC(−,−) and
HomCop(D(−), D(−)), the above bijection is natural in M and so we conclude that we have
an isomorphism
HomC (M,DC(x,−)) ∼= DM(x)
natural in x.
(b) For every y ∈ D we have
F ! (DC(x,−)) (y) = HomC (D (F (−), y) , DC(x,−)) ∼= DD (F (x), y)
by (a). Hence the functors F ! (DC(x,−)) and DD (F (x),−) are isomorphic, as required.
(c) Since C is a dualizing k-variety, the C-module M has an injective resolution in mod C. Let
0 −→M −→ DC (x1,−) −→ DC (x2,−) (2.1)
be the beginning of an injective resolution of M . By (b) we have that applying the functor F !
to (2.1) we get an injective resolution
0 −→ F !(M) −→ DD (F (x1) ,−) −→ DD (F (x2) ,−) ,
from which it follows that F !(M) ∈ modD. 
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3. Admissible targets of asymptotically weakly n-cluster tilting systems
We begin with some motivation for the notions of this section. Recall from [HJV20, Definition 2.5]
that (A,MA) is an n-homological pair if A is a finite-dimensional k-algebra and MA ⊆ modA is an
n-cluster tilting subcategory and that a morphism of n-homological pairs f : (A,MA)→ (B,MB) is
an algebra morphism f : A→ B such that f∗(MB) ⊆MA.
Motivated from the notion of n-fractured subcategories for representation-directed algebras in
[Vas18], let us consider the following generalization of an n-cluster tilting subcategory of modA. Let
M′A ⊆ modA be a subcategory, not necessarily abelian. Let also MA ⊆ M
′
A be such that MA is
functorially finite in M′A and such that
MA = {x ∈M
′
A | Ext
i
A (x,MA) = 0 for 1 ≤ i ≤ n− 1}
= {x ∈M′A | Ext
i
A (MA, x) = 0 for 1 ≤ i ≤ n− 1}.
Then we call (A,M′A,MA) an n-fractured triple. For an explicit case that is of interest to us we refer
to Proposition 4.25. Note that forM′A = modA we obtain thatMA is an n-cluster tilting subcategory.
A morphism of n-fractured triples f : (A,M′A,MA)→ (B,M
′
B,MB) is then a morphism f : A→ B
of algebras such that f∗ (M
′
B) ⊆M
′
A and f∗ (MB) ⊆MA.
Consider now an infinite sequence of morphisms of n-fractured triples fi : (Ai+1,M
′
i+1,Mi+1) →
(Ai,M
′
i,Mi) for i ∈ Z≥0 and assume that fi : Ai+1 → Ai is an algebra epimorphism. In particular, we
have an inclusion of module categories fi∗(modAi) ⊆ modAi+1 which restricts to inclusions fi∗(M
′
i) ⊆
M′i+1 and fi∗(Mi) ⊆Mi+1. Informally, we may think of all three sequences of subcategories (modAi),
(M′i) and (Mi) as getting bigger as i→∞. Let us denote
A := lim
i→∞
(modAi) , M
′ := lim
i→∞
(M′i) , M := lim
i→∞
(modMi) .
Still informally, we get a triple (A,M′,M) with M ⊆ M′ ⊆ A and we may ask whether this is an
n-fractured triple in some appropriate sense. More importantly, we are interested in the situation
M′ = A, since in this case we may get that M is an n-cluster tilting subcategory.
It turns out that the informal situation described above is not true in general. The limit A is, in
general, too big. However, in some cases we may replace A by an appropriate smaller subcategory
A ⊆ A satisfying M ⊆M′ ⊆ A which we call an admissible target. Given that the infinite sequence
fi : (Ai+1,M
′
i+1,Mi+1) → (Ai,M
′
i,Mi) is growing fast enough, the above situation gives an n-
fractured triple (in an appropriate sense) (A,M′,M) with A =M′. In particular M is an n-cluster
tilting subcategory of A.
The above definitions comes from the world of algebras and modules over algebras, but there is
no reason one cannot consider skeletally small k-linear Krull–Schmidt categories and modules over
skeletally small k-linear Krull–Schmidt categories instead. Indeed the theory can be developed more
easily in that case since limits of categories have a description better suited to our computations. To
return to the world of algebras we use the equivalence modA ≃ mod(projA).
Our first aim in this section is to construct a direct system of abelian categories, called asymptotically
weakly n-cluster tilting, modelling the above situation. Under certain assumptions we can find an n-
cluster tilting subcategory in an admissible target of such an asymptotically weakly n-cluster tilting
system. Notice that a limit of the direct system is not an admissible target in general. In subsection 3.1
we define admissible targets, in subsection 3.2 we provide a general method of constructing admissible
targets and in subsection 3.3 we define asymptotically weakly n-cluster tilting systems and provide the
main result for this section.
3.1. Admissible targets. To avoid set theoretic issues, we consider limits over systems of small
categories and functors between them. We denote by Cat the category of small categories with
morphisms given by functors. Using the usual strict definition of inverse limits in the category Cat
does not produce the intended results. Instead we require that the compatibility conditions for the
connecting functors hold up to a natural isomorphism.
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Definition 3.1. A directed set (I,≤) is a set I with a preorder ≤ such that every pair of elements in
I has an upper bound.
For the rest of this section we fix a directed set (I,≤).
Definition 3.2. (a) An inverse system of categories over I is a triple (Ci, Fij , θijk)I where
(i) Ci is a category for every i ∈ I,
(ii) Fij : Cj → Ci is a functor for every i, j ∈ I with i < j, and
(iii) θijk : Fij ◦ Fjk ⇒ Fik is a natural isomorphism for every i, j, k ∈ I with i < j < k,
such that the diagram
Fij ◦ Fjk ◦ Fkl Fik ◦ Fkl
Fij ◦ Fjl Fil
θijkFkl
Fijθjkl θikl
θijl
commutes for every i, j, k, l ∈ I, with i < j < k < l, i.e.
θijl ◦ (Fijθjkl) = θikl ◦ (θijkFkl) . (3.1)
A Cat-inverse system over I is an inverse system of categories (Ci, Fij , θijk)I over I where all
Ci are small categories.
(b) A source of the inverse system of categories (Ci, Fij , θijk)I over I is a triple (C,Φi,Θij)I where
(i) C is a category,
(ii) Φi : C → Ci is a functor for every i ∈ I, and
(iii) Θij : Fij ◦Φj ⇒ Φi is a natural isomorphism for every i, j ∈ I with i < j,
such that the diagram
Fij ◦ Fjk ◦ Φk Fik ◦ Φk
Fij ◦ Φj Φi
θijkΦk
FijΘjk Θik
Θij
commutes for every i, j, k ∈ I, with i < j < k, i.e.
Θij ◦ (FijΘjk) = Θik ◦ (θijkΦk) . (3.2)
A Cat-source is a source (C,Φi,Θij) where C is a small category.
(c) A morphism of sources G : (C,Φi,Θij)I → (D,Ψi,Ξij)I of the inverse system (Ci, Fij , θijk)I of
categories over I is a functor G : C → D such that Φi ◦G = Ψi for all i ∈ I and ΘijG = Ξij for
all i, j ∈ I with i < j.
(d) The category of Cat-sources over the inverse system of categories (Ci, Fij , θijk)I over I, denoted
by S (Ci, Fij , θijk)I, is the category where objects are Cat-sources of (Ci, Fij , θijk)I, morphisms
are morphisms of sources and composition is defined as composition of functors.
(e) An inverse limit of the inverse system of categories (Ci, Fij , θijk)I over I, denoted by
lim
←−I
(Ci, Fij , θijk), is a terminal object in S (Ci, Fij , θijk)I. In other words, it is a Cat-source
(C,Φi,Θij)I, such that for every Cat-source (D,Ψi,Ξij)I, there exists a unique functor G :
D → C satisfying Φi ◦G = Ψi for all i ∈ I and ΘijG = Ξij for all i, j ∈ I with i < j.
The notions of direct system of categories over I, Cat-direct system over I, target , Cat-target ,
morphism of targets , category of Cat-targets and direct limit are defined dually.
When the directed set I is clear from context, we do not write I as a subscript and we simply say
“inverse system (of categories)” instead of “inverse system (of categories) over I”. Note that in many
references it is common to use “inverse system” for “inverse system over N” or “inverse system over
Z”. In this paper we do not make any such assumption on I. Since an inverse limit is a terminal
object in a category, if an inverse limit exists it is unique up to a unique isomorphism. Hence we use
the definite article “the” when referring to an inverse limit that exists. Moreover, in the following we
simply say “let lim
←−
(Ci, Fij , θijk) = (C,Φi,Θij) be an inverse limit” instead of “let (C,Φi,Θij) be an
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inverse system of categories with inverse limit lim
←−
(Ci, Fij , θijk)”. We use similar conventions for direct
systems.
Remark 3.3. (a) Notice that a morphism of sources G : (C,Φ,Θij) → (D,Ψi,Ξij) is a functor
G : C → D that satisfies some additional properties. In particular, if C and D are small
categories, then functors from C to D form a set. Hence the category of Cat-sources is well
defined.
(b) We remark that condition (iii) of Definition 3.2(a) is not used throughout this paper. However,
notice that if (Ci, Fij , θijk) is an inverse system of categories, and if (C,Φi,Θij) is a source of this
inverse system, then condition (iii) of Definition 3.2(b) implies that condition (iii) of Definition
3.2(a) holds for every xl in the image of Φl. Hence, if we want to find a source that is as big
as possible, then condition (iii) of Definition 3.2(a) is necessary.
As an example, assume that we have an inverse system (Ci, Fij , θijk) of categories where
condition (iii) of Definition 3.2(a) does not necessarily hold. Assume moreover that I has a
maximal element v and all functors Fij are surjective on objects and on morphisms. In this
setting it makes sense that we would like the triple (Cv, Fiv, θijv) to be a source of the inverse
system. But this is true if and only if condition (iii) of Definition 3.2(a) holds.
(c) We also remark that the only notions of direct systems that are used in this paper are those
of a direct system of categories over I and target of a direct system of categories over I.
Inverse limits of Cat-inverse systems always exist. To show this, let us first give a definition.
Definition 3.4. The concrete inverse limit of a Cat-inverse system (Ci, Fij , θijk) is a triple (C,Φi,Θij)
where
(i) C is the category given by the following data.
• Objects in C are pairs of sequences
(
{xi}i∈I , {fij}i<j∈I
)
, which we simply write as
(xi, fij), where xi ∈ Ci and fij : Fij(xj) → xi is an isomorphism for all i, j ∈ I with
i < j, such that the diagram
Fij ◦ Fjk (xk) Fij (xj)
Fik (xk) xi
Fij(fjk)
(θijk)xk fij
fik
(3.3)
commutes for all i, j, k ∈ I with i < j < k, i.e.
fij ◦ Fij (fjk) = fik ◦ (θijk)xk . (3.4)
• Morphisms from (xi, fij) to (yi, gij) are sequences {si}i∈I, which we simply write as (si),
such that si ∈ Ci (xi, yi) and such that the diagram
Fij (xj) Fij (yj)
xi yi
Fij(sj)
fij gij
si
(3.5)
commutes for all i, j ∈ I with i < j, i.e.
si ◦ fij = gij ◦ Fij(sj) (3.6)
• Composition of morphisms is defined componentwise, that is if (si) ∈ C ((xi, fij) , (yi, gij))
and (ri) ∈ C ((yi, gij) , (zi, hij)), then (ri) ◦ (si) = (ri ◦ si) ∈ C ((xi, fij) , (zi, hij)).
(ii) Φi : C → Ci is the functor defined on objects by Φi ((xi, fij)) = xi and on morphisms by
Φi ((si)) = si, for all i ∈ I.
(iii) Θij : Fij ◦ Φj ⇒ Φi is the natural isomorphism defined by (Θij)(xi,fij) = fij , for all i, j ∈ I
with i < j.
As the following proposition shows, the concrete inverse limit is the inverse limit.
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Proposition 3.5. Let (C,Φi,Θij) be the concrete inverse limit of a Cat-inverse system (Ci, Fij , θijk).
Then lim
←−
(Ci, Fij , θijk) = (C,Φi,Θij).
Proof. It is straightforward to check that C is a category, that Φi : C → Ci are functors and that
Θij : Fij ◦ Φj ⇒ Φi are natural isomorphisms. To show that (C,Φi,Θij) is a source of (Ci, Fij , θijk),
we have to check that (3.2) is satisfied. For every (xi, fij) ∈ C we have
(Θij ◦ (FijΘjk))(xi,fij) = (Θij)(xi,fij) ◦ (FijΘjk)(xi,fij)
= fij ◦ Fij
(
(Θjk)(xi,fij)
)
= fij ◦ Fij (fjk)
= fik ◦ (θijk)xk (by (3.4))
= fik ◦ (θijk)Φk(xi,fij)
= (Θik)(xi,fij) ◦ (θijkΦk)(xi,fij)
= (Θik ◦ (θijkΦk))(xi,fij) ,
and so Θij ◦ (FijΘjk) = Θik ◦ (θijkΦk), as required. That C is a small category follows since
obj(C) ⊆
(∏
i∈I
obj(Ci)
)
×

 ∏
i<j∈I
Ci (−,−)

 .
Hence (C,Φi,Θij) is a Cat-source of (Ci, Fij , θijk).
It remains to show the universal property of (C,Φi,Θij). Let (D,Ψi,Ξij) be another Cat-source of
(Ci, Fij , θijk). Define a mappingG : D → C byG(x) =
(
Ψi(x), (Ξij)x
)
for all x ∈ D and G(f) = (Ψi(f))
for all f ∈ D(x, y). It is straightforward to show that G is indeed a functor. Then, for all i ∈ I and for
all x ∈ D, we have
Φi ◦G(x) = Φi
(
Ψi(x), (Ξij)x
)
= Ψi(x),
while for all f ∈ D(x, y) we have
Φi ◦G(f) = Φi (Ψi(f)) = Ψi(f),
which shows that Φi ◦G = Ψi. Moreover, for all i, j ∈ I with i < j and all x ∈ D we have
(ΘijG)x = (Θij)G(x) = (Θij)(Ψi(x),(Ξij)x)
= (Ξij)x ,
which shows that ΘijG = Ξij . Hence G is a morphism of sources.
It remains to show that G is unique. Let G′ : D → C be a functor satisfying Φi ◦ G
′ = Ψi for all
i ∈ I and ΘijG
′ = Ξij for all i, j ∈ I with i < j. Let x ∈ D and write G
′(x) = (yi, gij) ∈ C. Then
Ψi(x) = Φi ◦G
′(x) = Φi (yi, gij) = yi,
while
(Ξij)x = (ΘijG
′)x = (Θij)G′(x) = (Θij)(yi,gij) = gij ,
from which it follows that G′(x) =
(
Ψi(x), (Ξij)x
)
= G(x). Now let f ∈ D(x, y) and write G′(f) =
(fi)). Then
Ψi(f) = Φi ◦G
′(f) = Φi ((fi)) = fi,
and so G′(f) = (Ψi(f)) = G(f). Hence G = G
′ and so G is unique. 
As explained, we are not interested in computing direct limits. Instead, the following class of direct
systems and targets is suitable for our purposes.
Definition 3.6. Let (Ai, Gij , ζijk) be a direct system of categories where all Ai are abelian and all
Gij are fully faithful exact functors. An admissible target of the direct system (Ai, Gij , ζijk) is a target
(A,Ψi, Zij) together with adjunctions (Li,Ψi) and (Ψi, Ri) such that the following conditions hold.
(i) The category A is abelian and the functors Ψi are fully faithful.
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(ii) For all x ∈ A there exists a t ∈ I such that for every u > t we have that the unit of the ad-
junction (Lu,Ψu) and the counit of the adjunction (Ψu, Ru) are isomorphisms when evaluated
at x. In particular, we have ΨuLu(x) ∼= x and ΨuRu(x) ∼= x.
(iii) For all x ∈ A and k > 0 there exists a t ∈ I such that for every u > t and z ∈ Au we have
ExtrA(x,Ψu(z))
∼= ExtrAu (Lu(x), z) for all 0 < r < k.
(iv) For all y ∈ A and k > 0 there exists a t ∈ I such that for every u > t and z ∈ Au we have
ExtrA(Ψu(z), y)
∼= ExtrAu (z,Ru(y)) for all 0 < r < k.
Remark 3.7. Note that if (A,Ψi, Zij) is an admissible target, then the functors Ψi are exact since
they admit both a left and a right adjoint. Moreover, since Ψi is fully faithful, we have that if z ∈ Ai,
then LiΨi(z) ∼= z and RiΨi(z) ∼= z.
Conditions (iii) and (iv) of Definition 3.6 are close to the notion of k-homological embedding in the
sense of [Psa14, Definition 3.6]. More precisely, assume that for all x ∈ A and k > 0 there exists t ∈ I
such that for every u > t the functor Lu is a (k + 1)-homological embedding. Then condition (iii) of
Definition 3.6 holds and similarly for condition (iv).
In the next section we develop a general way of constructing admissible targets.
3.2. Construction of admissible targets. To construct an admissible target of a direct system of
categories we start from a Cat-inverse system. Let (Ci, Fij , θijk) be a Cat-inverse system where each
Ci is a small k-linear Krull–Schmidt category with concrete inverse limit (C,Φi,Θij). We can then
consider the direct system of the module categories mod Ci with Fij∗ as connecting functors. Our aim
is to find an admissible target of this direct system of categories.
Since an admissible target is an abelian category, we may construct it by considering a category of
modules over an appropriate dualizing k-variety. It turns out that in general the concrete source C
is not even a Krull–Schmidt category. However, there is always a subcategory C˙ ⊆ C which is Krull–
Schmidt and moreover such that (C˙, Φ˙i, Θ˙ij) is a Cat-source of (Ci, Fij , θijk), where Φ˙i and Θ˙ij are
the restrictions of Φi and Θij on C˙. We call (C˙, Φ˙i, Θ˙ij) the firm source. We show that the firm source
satisfies many nice homological properties. In particular, we show that if C˙ is a dualizing k-variety,
then (mod C˙, Φ˙i∗, Θ˙ij∗) is an admissible target of (mod Ci, Fij∗, θijk∗).
It is not difficult to see that at least some properties of the categories Ci and the functors Fij are
inherited by the category C and the functors Φi respectively, as the following results show.
Proposition 3.8. Let (C,Φi,Θij) be the concrete inverse limit of the Cat-inverse system (Ci, Fij , θijk).
If all Ci are k-linear additive categories and all Fij are k-linear functors, then C is a k-linear additive
category and all Φi are k-linear functors.
Proof. Let x, y ∈ C where x = (xi, fij) and y = (yi, gij). Let s, r ∈ C(x, y) where s = (si) and r = (ri)
and let a ∈ k. We define addition and k-multiplication in C(x, y) by
s+ r := (si + ri) and a · s := (asi).
It is straightforward to check that this definition turns C into a k-linear category and that the functors
Φi are k-linear. In particular C is preadditive. To show that C is additive, we need to show that every
pair of objects in C has a product and C has a zero object. The pair (0i, 0ij) where 0i ∈ Ci is a zero
object and 0ij : Fij(0j)→ 0i is the unique isomorphism can be easily shown to be a zero object in C.
To show that every pair of objects in C has a product, let x, y ∈ C where x = (xi, fij) and y = (yi, gij).
Since Fij : Cj → Ci is an additive functor, we have that
(
Fij (xj ⊕ yj) , Fij
(
πxj
)
, Fij
(
πyj
))
is a product
of Fij (xj) and Fij (yj). Hence there exists a unique morphism fij ⊕ gij : Fij (xj ⊕ yj)→ xi ⊕ yi such
that both squares of the diagram
Fij (xj) Fij (xj ⊕ yj) Fij (yj)
xi xi ⊕ yi yi
fij
Fij(pixj ) Fij(piyj )
fij⊕gij gij
pixi piyi
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commute. It is a long but straightforward process to show first that x⊕ y := (xi ⊕ yi, fij ⊕ gij) is an
object in C, then that πx := (πxi) is a morphism in C ((xi ⊕ yi, fij ⊕ gij) , (xi, fij)) and πy := (πyi) is a
morphism in C ((xi ⊕ yi, fij ⊕ gij) , (yi, gij)) and finally show that (x⊕ y, πx, πy) is a product of x and
y, the details of which are left to the reader. 
Lemma 3.9. Let (C,Φi,Θij) be the concrete inverse limit of the Cat-inverse system (Ci, Fij , θijk).
Assume that all Ci have split idempotents, and let x = (xi, fij) ∈ C and e = (ei) ∈ EndC (x) be an
idempotent. Then the following statements hold.
(a) For every i ∈ I we have that ei : xi → xi is an idempotent.
(b) For every i ∈ I, let si : xi → yi and ti : yi → xi be such that ti ◦ si = ei and si ◦ ti = idyi .
Then y = (yi, si ◦ fij ◦ Fij (tj)) is an object in C.
(c) Set s := (si) and t := (ti). Then s : x→ y and t : y → x are morphisms in C such that t◦ s = e
and s ◦ t = idy. In particular, the category C has split idempotents.
Proof. (a) We have (ei) = (ei) ◦ (ei) = (ei ◦ ei) which implies that ei = ei ◦ ei for all i ∈ I and so
ei ∈ EndCi (xi) is an idempotent.
(b) Let i, j ∈ I with i < j. Set gij := si ◦ fij ◦ Fij (tj). To show that (yi, gij) is an object in C we
need to show that gij : Fij (yj) → yi is an isomorphism and that (3.4) is satisfied for gij . To
show that gij is an isomorphism, one can easily verify that g
−1
ij = Fij (sj) ◦ f
−1
ij ◦ ti using (3.6).
To show that (3.4) is satisfied, we compute for every i < j < k in I that
gij ◦ Fij (gjk) = si ◦ fij ◦ Fij (tj) ◦ Fij (sj ◦ fjk ◦ Fjk (tk))
= si ◦ fij ◦ Fij (tj ◦ sj) ◦ Fij (fjk) ◦ (Fij ◦ Fjk) (tk)
= si ◦ fij ◦ Fij (ej) ◦ Fij (fjk) ◦ (Fij ◦ Fjk) (tk)
= si ◦ ei ◦ fij ◦ Fij (fjk) ◦ (Fij ◦ Fjk) (tk) (by (3.6))
= si ◦ fij ◦ Fij (fjk) ◦ (Fij ◦ Fjk) (tk)
= si ◦ fik ◦ (θijk)xk ◦ (Fij ◦ Fjk) (tk) (by (3.4))
= si ◦ fik ◦ Fik (tk) ◦ (θijk)yk (naturality of θijk)
= gik ◦ (θijk)yk .
Hence indeed y := (yi, gij) ∈ C.
(c) To show that s is a morphism we need to show that (3.6) is satisfied. For every i < j in I we
have
gij ◦ Fij (sj) = si ◦ fij ◦ Fij (tj) ◦ Fij (sj) = si ◦ fij ◦ Fij (ej) = si ◦ ei ◦ fij = si ◦ fij ,
by using (3.6) for e : x → x. Similarly, to show that t is a morphism, for every i < j in I we
have
ti ◦ gij = ti ◦ si ◦ fij ◦ Fij (tj) = ei ◦ fij ◦ Fij (tj)
= fij ◦ Fij (ej) ◦ Fij (tj) = fij ◦ Fij (ej ◦ tj)
= fij ◦ Fij (tj) ,
again by using (3.6) for e : x→ x. Hence s and t are morphisms in C. Finally, we have
t ◦ s = (ti) ◦ (si) = (ti ◦ si) = (ei) = e, and
s ◦ t = (si) ◦ (ti) = (si ◦ ti) = (idyi) = idy,
which proves that C has split idempotents. 
In general, it is not true that objects in C have semiperfect endomorphism rings even if objects in
Ci have semiperfect endomorphism rings. Hence the property of being a Krull–Schmidt category is not
inherited by C. Note that Lemma 3.9 is a first step towards constructing a Krull–Schmidt subcategory
of C. The following technical lemma is the next step.
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Lemma 3.10. Let (C,Φi,Θij) be the concrete inverse limit of the Cat-inverse system (Ci, Fij , θijk).
Let x, y ∈ C and t ∈ I. Assume that the induced map
Ftu : Cu (Φu(x),Φu(y))→ Ct (Ftu ◦ Φu(x), Ftu ◦ Φu(y))
is bijective for all u > t. Then the following statements hold.
(a) The induced map
Fuv : Cv (Φv(x),Φv(y))→ Cu (Fuv ◦ Φv (x) , Fuv ◦ Φv (y))
is bijective for all v > u > t.
(b) The induced map
Φu : C (x, y)→ Cu (Φu(x),Φu(y))
is bijective for all u > t.
Proof. (a) Let v, u ∈ I with v > u > t. Notice first that since
Fuv ◦ Φv(x) = Fuv(xv) ∼= xu = Φu(x) and Fuv ◦ Φv(y) = Fuv(yv) ∼= yu = Φu(y),
and since the induced map
Ftu : Cu (Φu(x),Φu(y))→ Ct (Ftu ◦ Φu(x), Ftu ◦ Φu(y))
is bijective by assumption, it follows that the induced map
Ftu : Cu (Fuv ◦Φv(x), Fuv ◦ Φv(y))→ Ct (Ftu ◦ Fuv ◦ Φv(x), Ftu ◦ Fuv ◦ Φv(y))
is also bijective. Moreover, since θtuv : Ftu ◦ Fuv ⇒ Ftv is a natural isomorphism, we get a
bijective map of sets
G : Ct (Ftu ◦ Fuv ◦ Φv(x), Ftu ◦ Fuv ◦ Φv(y))→ Ct (Ftv ◦ Φv(x), Ftv ◦ Φv(y))
defined by
G(f) = (θtuv)yv ◦ f ◦
[
(θtuv)xv
]−1
.
By naturality of θtuv, it follows that the diagram of maps
Cv (Φv(x),Φv(y)) Cu (Fuv ◦ Φv (x) , Fuv ◦ Φv (y))
Ct (Ftv ◦ Φv(x), Ftv ◦ Φv(y)) Ct (Ftu ◦ Fuv ◦ Φv(x), Ftu ◦ Fuv ◦ Φv(y))
Fuv
Ftv Ftu
G
commutes. Since the maps Ftv, Ftu and G are bijective, it follows that Fuv is also bijective.
(b) Let us write x = (xi, fij) and y = (yi, gij) and let u ∈ I with u > t. Let us first show that the
induced map Φu : C (x, y)→ Cu (Φu(x),Φu(y)) is injective. Let s, r ∈ C (x, y) with s = (si) and
r = (ri) and assume that Φu(s) = Φu(r). We show that s = r. Since we have Φu(s) = Φu(r),
it follows that su = ru. Then, for v > u, we have from (3.6) that
guv ◦ Fuv(sv) = su ◦ fuv = ru ◦ fuv = guv ◦ Fuv(rv).
Since guv is an isomorphism, it follows that Fuv(sv) = Fuv(rv). Since sv, rv ∈ Cv (xv, yv) =
Cv (Φv(x),Φv(y)) and Fuv : Cv (Φv(x),Φv(y)) → Cu (Fuv ◦ Φv (x) , Fuv ◦ Φv (y)) is bijective by
(a), we conclude that sv = rv.
Next, let i ∈ I and let v ∈ I be such that v > i and v > u. Then, using sv = rv and equation
(3.6), we have
si = giv ◦ Fiv(sv) ◦ f
−1
uv = giv ◦ Fiv(rv) ◦ f
−1
uv = ri,
and so s = (si) = (ri) = r, which proves injectivity.
Let us now show surjectivity. Let su ∈ Cu (Φu(x),Φu(y)). We construct a morphism s ∈
C(x, y) such that Φu(s) = su. For v > u, consider the morphism
g−1uv ◦ su ◦ fuv ∈ Cu (Fuv (xv) , Fuv (yv)) .
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By (a), there exists a unique morphism f ∈ Cv (xv, yv) such that
Fuv(f) = g
−1
uv ◦ su ◦ fuv. (3.7)
We set sv := f . Let w > v in I. A straightforward computation using (3.4), (3.7) and naturality
of θuvw shows that the diagram
Fvw (xw) Fvw (yw)
xv yv
Fvw(sw)
fvw gvw
sv
(3.8)
commutes. Next, let w, v, i ∈ I be such that w > v > i. Another straightforward computation
using commutativity of (3.8), (3.4) and naturality of θivw shows that
giv ◦ Fiv (sv) ◦ f
−1
iv = giw ◦ Fiw (sw) ◦ f
−1
iw .
We set si := giv ◦ Fiv (sv) ◦ f
−1
iv , and it readily follows that s := (si) is a morphism in C(x, y)
satisfying Φu(s) = su, which proves surjectivity of Φu. 
Definition 3.11. Let (C,Φi,Θij) be the concrete inverse limit of the Cat-inverse system (Ci, Fij , θijk).
We say that an object x ∈ C is firm if there exists a t = t(x) ∈ I such that for all u > t and all a, b ∈ Cu
the induced maps
Ftu : Cu (Φu(x), b)→ Ct (Ftu ◦ Φu(x), Ftu(b)) , and
Ftu : Cu (a,Φu(x))→ Ct (Ftu(a), Ftu ◦ Φu(x))
are isomorphisms. We define C˙ to be the full subcategory of C containing all firm objects in C, we
denote Φ˙i := Φi
∣∣
C˙
and Θ˙ij := Θij
∣∣
C˙
and we call (C˙, Φ˙i, Θ˙ij) the firm source of the inverse system
(Ci, Fij , θijk).
Notice that while the firm source is clearly a Cat-source of the Cat-inverse system, in general it is
not an inverse limit. The following proposition collects some basic properties of C˙.
Proposition 3.12. Let (C,Φi,Θij) be the concrete inverse limit of theCat-inverse system (Ci, Fij , θijk).
(a) Let e ∈ EndC(x) be an idempotent and s ∈ C(x, y) and r ∈ C(y, x) be such that r ◦ s = e and
s ◦ r = idy. Then x ∈ C˙ implies y ∈ C˙.
(b) Let x ∈ C˙ and let t = t(x) ∈ I be as in Definition 3.11. Then the induced map Φ˙u : EndC˙(x)→
EndCu(Φ˙u(x)) is bijective for all u > t.
(c) If all Ci are k-linear additive categories and all Fij are k-linear functors, then C˙ is a k-linear
additive category and all Φ˙i are k-linear functors.
Proof. (a) Let x ∈ C˙ and t = t(x) ∈ I be as in Definition 3.11. Let u > t. It is enough to show
that the induced maps
Ftu : Cu (Φu(y), b)→ Ct (Ftu ◦ Φu(y), Ftu(b)) , and
Ftu : Cu (a,Φu(y))→ Ct (Ftu(a), Ftu ◦ Φt(y))
are bijective for all a, b ∈ Cu. Let us only show that the first map is bijective; the other map
can be similarly shown to be bijective.
To show injectivity, let f, g : Φu(y)→ b be such that Ftu(f) = Ftu(g). Then
Ftu (f ◦ su) = Ftu(f) ◦ Ftu (su) = Ftu(g) ◦ Ftu (su) = Ftu (g ◦ su) ,
and since the map Ftu : Cu (Φu(x), b) → Ct (Ftu ◦ Φu(x), Ftu(b)) is bijective by assumption, it
follows that f ◦ su = g ◦ su. Hence
f = f ◦ idΦu(y) = f ◦ su ◦ ru = g ◦ su ◦ ru = g ◦ idΦu(y) = g,
which proves injectivity.
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Next, we show surjectivity. Let h ∈ Ct (Ftu ◦ Φu(y), Ftu(b)). Then we have h ◦ Ftu (su) ∈
Ct (Ftu ◦ Φu(x), Ftu(b)). Since the map Ftu : Cu (Φu(x), b)→ Ct (Ftu ◦ Φu(x), Ftu(b)) is bijective
by assumption, it follows that there exists a unique p ∈ Cu (Φu(x), b) such that Ftu(p) =
h ◦ Ftu (su). Then p ◦ ru ∈ Cu (Φu(y), b) and
Ftu (p ◦ ru) = Ftu(p) ◦ Ftu (ru) = h ◦ Ftu (su) ◦ Ftu (ru) = h ◦ Ftu (su ◦ ru)
= h ◦ Ftu
(
idΦu(y)
)
= h ◦ idFtu◦Φu(y) = h,
which proves surjectivity.
(b) Follows immediately by Lemma 3.10(b).
(c) By Proposition 3.8, we have that C is a k-linear additive category and all Φi are k-linear
functors. Since C˙ is a full subcategory of C and Φ˙i = Φi
∣∣
C˙
it follows that C˙ is a k-linear
category and all Φ˙i are k-linear functors. To show that C˙ is additive, let x, y ∈ C˙ and let
t(x), t(y) ∈ I be as in Definition 3.11. Let t ∈ I be such that t > t(x) and t > t(y). Let u > t.
It is enough to show that the induced maps
Ftu : Cu (a,Φu(x⊕ y))→ Ct (Ftu(a), Ftu ◦ Φt(x⊕ y)) , and
F := Ftu : Cu (Φu(x⊕ y), b)→ Ct (Ftu ◦ Φu(x⊕ y), Ftu(b)) ,
are bijective for all a, b ∈ Cu. Let us only show that F is bijective; the other map can be
similarly shown to be bijective. Since F and Φu are additive functors, we may write F as
F =
(
F xtu 0
0 F ytu
)
,
where
F xtu : Cu (Φu(x), b)→ Ct (Ftu ◦ Φu(x), Ftu(b)) , and
F ytu : Cu (Φu(y), b)→ Ct (Ftu ◦ Φu(y), Ftu(b))
are the corresponding induced maps for x and y. Since x, y ∈ C˙ and u > t > t(x) and
u > t > t(y), we have that F xtu and F
y
tu are bijective. It follows that F is bijective, as required.
Hence x ⊕ y ∈ C˙ and so C˙ is an additive category. Since all Φi are additive functors, it
immediately follows that all Φ˙i are additive functors. 
In particular, we have the following corollary.
Corollary 3.13. Let (C,Φi,Θij) be the concrete inverse limit of the Cat-inverse system (Ci, Fij , θijk).
If all Ci are Krull–Schmidt categories, then C˙ is a Krull–Schmidt category. In particular, for every
x ∈ C˙, if t = t(x) ∈ I is as in Definition 3.11, then for every u > t we have that x is indecomposable if
and only if Φ˙u(x) is indecomposable.
Proof. By Proposition 3.12(c) it follows that C˙ is additive. Since all Ci have split idempotents, the
category C has split idempotents by Lemma 3.9(c). Hence C˙ has split idempotents by Proposition
3.12(a). Moreover, the induced map Φ˙u : EndC˙(x)→ EndCu(Φ˙u(x)) is additive by Proposition 3.12(c),
is a ring morphism since Φ˙u is a functor and is bijective by Proposition 3.12(b). Hence it is a ring
isomorphism and in particular EndC˙(x)
∼= EndCu(Φ˙u(x)) is a semiperfect ring for every x ∈ C˙. Hence
C˙ is a Krull–Schmidt category.
In particular, since C˙ is Krull–Schmidt, we have that x is indecomposable if and only if EndC˙(x) is
a local ring. This statement is true if and only if EndCu(Φ˙u(x)) is a local ring, which is true if and
only if Φ˙u(x) is indecomposable, since Cu is a Krull–Schmidt category. 
For the rest of this section we fix a Cat-inverse system (Ci, Fij , θijk), where all Ci are small k-linear
Krull–Schmidt categories and all functors Fij are k-linear, and we denote its firm source by (C˙, Φ˙i, Θ˙ij).
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Such a system induces functors
Mod Cj Mod Ci ,
Fij∗
F ∗ij
F !ij
for all i < j, where
(
F ∗ij , Fij∗
)
and
(
Fij∗, F
!
ij
)
are adjoint pairs. If moreover the functors Fij are
coherent preserving, the above diagram restricts to
mod Cj mod Ci ,
Fij∗
F ∗ij
F !ij
for all i < j and again
(
F ∗ij , Fij∗
)
and
(
Fij∗, F
!
ij
)
are adjoint pairs. Moreover, for every i < j < k we
have Fik∗ ∼= (Fij ◦ Fjk)∗ = Fjk∗ ◦Fij∗, that is we have a natural isomorphism θijk∗ : Fjk∗ ◦Fij∗ ⇒ Fik∗
defined via (θijk∗)M = Mθijk for all M ∈ mod Ci. It is easy to see that the triple (mod Ci, Fij∗, θijk∗)
is a direct system of categories.
Now notice that C˙ is a small k-linear Krull–Schmidt category by Proposition 3.12(c) and Corollary
3.13(c). Hence we also have functors
Mod C˙ Mod Ci ,
Φ˙i∗
Φ˙∗i
Φ˙!i
for all i ∈ I, where (Φ˙∗i , Φ˙i∗) and (Φ˙i∗, Φ˙
!
i) are adjoint pairs. If moreover the functors Φ˙i are coherent
preserving, the above diagram restricts to
mod C˙ mod Ci ,
Φ˙i∗
Φ˙∗i
Φ˙!i
for all i ∈ I and again (Φ˙∗i , Φ˙i∗) and (Φ˙i∗, Φ˙
!
i) are adjoint pairs. Moreover, for every i < j we have
Φ˙i∗ ∼= (Fij ◦ Φ˙j)∗ = Φ˙j∗ ◦ Fij∗, that is we have a natural isomorphism Θ˙ij∗ : Φ˙j∗ ◦ Fij∗ ⇒ Φ˙i∗ defined
via (Θ˙ij∗)M =MΘ˙ij for all M ∈ mod Ci. It is easy to see that the triple (mod C˙, Φ˙i∗, Θ˙ij∗) is a target
of the direct system of categories (mod Ci, Fij∗, θijk∗). In this case, objects of mod C˙ can be described
using objects of mod Ci in the sense of the following lemma.
Lemma 3.14. Let i ∈ I and M ∈ mod C˙.
(a) Let ηi be the unit of the adjunction (Φ˙∗i , Φ˙i∗) where Φ˙
∗
i : Mod C˙ → ModCi and Φ˙i∗ : Mod Ci →
Mod C˙. Then there exists a t ∈ I such that for all u > t we have that ηuM is an isomorphism.
In particular, we have Φ˙u∗Φ˙
∗
u (M)
∼=M .
(b) Assume that C˙ is a dualizing k-variety. Let ǫi be the counit of the adjunction (Φ˙i∗, Φ˙
!
i) where
Φ˙i∗ : Mod Ci → Mod C˙ and Φ˙
!
i : Mod C˙ → Mod Ci. Then there exists a t ∈ I such that for all
u > t we have that ǫuM is an isomorphism. In particular, we have Φ˙u∗Φ˙
!
u (M)
∼=M .
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Proof. (a) We first prove the result for M = C˙(−, y) ∈ mod C˙. For all i ∈ I we have
Φ˙∗i (C˙(−, y)) = Φ˙
∗
i ◦ hC˙(y) = hCi ◦ Φ˙i(y) = Ci(−, Φ˙i(y)),
and so
Φ˙i∗Φ˙
∗
i (C˙(−, y)) = Φ˙i∗(Ci(−, Φ˙i(y))) = Ci(Φ˙i(−), Φ˙i(y)).
Then the component of the unit ηi of the adjunction (Φ˙∗i , Φ˙i∗) at C˙(−, y) is given by the map(
ηi
C˙(−,y)
)
x
: C˙(x, y)→ Ci(Φ˙i(x), Φ˙i(y))
with
(
ηi
C˙(−,y)
)
x
= Φ˙x,yi . Since y ∈ C˙, for u > t we have that the induced map Φ˙
x,y
u : C˙(x, y)→
Cu(Φ˙u(x), Φ˙u(y)) is bijective by Lemma 3.10(b). It follows that for u > t the map
(
ηu
C˙(−,y)
)
x
is bijective, and hence ηu
C˙(−,y)
is an isomorphism.
Now let M ∈ mod C˙ be arbitrary. Then there exist y1, y2 ∈ C˙ such that there exists an exact
sequence
C˙(−, y2)→ C˙(−, y1)→M → 0
in Mod C˙. Let t ∈ I be such that t > t(y1) and t > t(y2). Then for every u > t we have that
ηu
C˙(−,y1)
and ηu
C˙(−,y2)
are isomorphisms. Since for every i ∈ I the functor Φ˙i∗ is exact and the
functor Φ˙∗i is right exact, for u > t we get a commutative diagram
C˙(−, y2) C˙(−, y1) M 0 0
Φ˙u∗Φ˙
∗
u
(
C˙(−, y2)
)
Φ˙u∗Φ˙
∗
u
(
C˙(−, y1)
)
Φ˙u∗Φ˙
∗
u (M) 0 0 ,
ηu
C˙(−,y2)
ηu
C˙(−,y1) η
u
M
where the two leftmost downwards arrows are isomorphisms and the rows are exact. The result
follows by the Five Lemma.
(b) If C˙ is a dualizing k-variety, then every M ∈ mod C˙ admits an injective presentation. Since
Φ˙!i(DC˙(x,−))
∼= DCi(Φ˙i(x),−) by Proposition 2.3(b), the result follows by applying the dual
arguments to (a). 
Lemma 3.14 states that a given finitely presented C˙-module is preserved, up to isomorphism, under
the functors Φ˙i∗Φ˙
∗
i and Φ˙i∗Φ˙
!
i for a sufficiently high i. We can use this result to compute extensions
between modules in mod C˙ as in the following proposition.
Proposition 3.15. Assume that all functors Φ˙i are dense. Then the following statements hold.
(a) For all M ∈ mod C˙ and k > 0 there exists a t ∈ I such that for all u > t and L ∈ mod Cu we
have Extr
C˙
(M, Φ˙u∗(L)) ∼= Ext
r
Cu(Φ˙
∗
u(M), L) for all 0 < r < k.
(b) Assume that C˙ is a dualizing k-variety. Then for all N ∈ mod C˙ and k > 0 there exists a t ∈ I
such that for all u > t and L ∈ mod Cu we have Ext
r
C˙
(
Φ˙u∗(L), N
)
∼= ExtrCu
(
L, Φ˙!u(N)
)
for all
0 < r < k.
Proof. (a) Let M ∈ mod C˙ and let
Pk → · · · → P1 → P0 →M → 0 (3.9)
be the start of a projective resolution of M in mod C˙. We first claim that there exists t ∈ I
such that for all u > t and 0 ≤ j ≤ k we have Φ˙u∗Φ˙
∗
u (Pj)
∼= Pj and such that
Φ˙∗u(Pk)→ · · · → Φ˙
∗
u(P1)→ Φ˙
∗
u(P0)→ Φ˙
∗
u(M)→ 0 (3.10)
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is the start of a projective resolution of Φ˙∗u(M) in mod Cu. To see this, notice that the Yoneda
embedding hC˙ : C˙ → mod C˙ identifies C˙ with proj C˙. Hence there exists a complex yk → · · · →
y1 → y0 in C˙ such that
C˙(−, yk)→ · · · → C˙(−, y1)→ C(−, y0) (3.11)
is isomorphic to Pk → · · · → P1 → P0 as it appears in (3.9). By Lemma 3.14(a), for each 0 ≤
j ≤ k there exists a tj = t(yj) ∈ I such that for all u > tj we have Φ˙u∗Φ˙
∗
u(C˙(−, yj))
∼= C˙(−, yj).
We choose t such that t > tj for all 0 ≤ j ≤ k. It remains to show that (3.10) is a projective
resolution of Φ˙∗u(M) in mod Cu for u > t. Notice that since u > t(yj), by Lemma 3.10 we have
that the induced map Φ˙
z,yj
u : C˙(z, yj)→ Cu(Φ˙u(z), Φ˙u(yj)) is bijective for all z ∈ C˙. Moreover,
for all 0 ≤ j ≤ k we have
Φ˙∗u(C˙(−, yj)) = Φ˙
∗
u ◦ hC˙(yj) = hCu ◦ Φ˙u(yj) = Cu(−, Φ˙u(yj)).
Hence by applying Φ˙∗u to (3.9) we get a sequence isomorphic to
Cu(−, Φ˙u(yk))→ · · · → Cu(−, Φ˙u(y1))→ Cu(−, Φ˙u(y0))→ Φ˙
∗
u(M)→ 0.
This sequence is exact at Cu(−, Φ˙u(y0)) and Φ˙
∗
u(M) since Φ˙
∗
u is right exact. To show exactness
at the other positions, let xu ∈ Cu. We need to show that the sequence
Cu(xu, Φ˙u(yj+1))→ Cu(xu, Φ˙u(yj))→ Cu(xu, Φ˙u(yj−1))
is exact for j ∈ {1, . . . , k − 1}. Since Φ˙u is dense, there exists an x ∈ C˙ such that Φ˙u(x) ∼= xu.
But then, since u > t, we have the commutative diagram
C˙(x, yj+1) C˙(x, yj) C˙(x, yj−1)
Cu(Φ˙u(x), Φ˙u(yj+1)) Cu(Φ˙u(x), Φ˙u(yj)) Cu(Φ˙u(x), Φ˙u(yj−1)) ,
∼= ∼= ∼=
where the top row is exact by exactness of (3.11). Since Φ˙u(x) ∼= xu, it follows that (3.10) is
the start of a projective resolution of Φ˙∗u(M) and the claim is proved.
Now let L ∈ mod Cu. By applying HomC˙(−, Φ˙u∗(L)) to (3.9) and using the fact that Φ˙
∗
u is
left adjoint to Φ˙u∗ we have the following isomorphism of complexes
0 HomC˙(P0, Φ˙u∗(L)) HomC˙(P1, Φ˙u∗(L)) HomC˙(Pk, Φ˙u∗(L))
0 HomCu(Φ˙
∗
u(P0), L) HomCu(Φ˙
∗
u(P1), L) HomCu(Φ˙
∗
u(Pm), L) .
= ∼= ∼= ∼=
Since Extr
C˙
(M, Φ˙u∗(L)) is the cohomology of the top row at position r and Ext
r
Cu(Φ˙
∗
u(M), L)
is the cohomology of the bottom row at position r, the result follows.
(b) Proved using dual arguments and Lemma 3.14(b). 
As a corollary of the above statements, we have the following.
Corollary 3.16. Let (Ci, Fij , θijk) be a Cat-inverse system, where all Ci are dualizing k-varieties
and all Fij are coherent preserving k-linear functors. Assume that C˙ is a dualizing k-variety and
all functors Φ˙i are dense, full and coherent preserving. Then (mod C˙, Φ˙i∗, Θ˙ij) together with the
adjunctions (Φ˙∗i , Φ˙i∗) and (Φ˙i∗, Φ˙
!
i) is an admissible target of (mod Ci, Fij∗, θijk∗).
Proof. Since all Ci are dualizing k-varieties, it follows that mod Ci is an abelian category for all i ∈ I.
The functors Fij∗ are always exact and since Φi ∼= Fij ◦ Φj , it follows that all functors Fij are dense
and full. Hence by Proposition 2.2(c) the functors Fij∗ : mod Ci → mod Cj are fully faithful.
By the same argument, the functors Φ˙i∗ are also fully faithful, so condition (i) of Definition 3.6 is
satisfied. Moreover condition (ii) is satisfied by Lemma 3.14 and conditions (iii) and (iv) are satisfied
by Proposition 3.15. 
24 LAERTIS VASO
3.3. Asymptotically weakly n-cluster tilting systems. Let A be an abelian category. For x, y ∈
A we set
Extk∼lA (x, y) :=
l⊕
i=k
ExtiA(x, y).
Clearly Extk∼lA (x, y) = 0 if and only if Ext
i
A(x, y) = 0 for all k ≤ i ≤ l. We begin by recalling the
following definition.
Definition 3.17 ([Iya07]). Let A be an abelian category. A full subcategoryM of A is called weakly
n-cluster tilting if
M = {x ∈ A | Ext1∼n−1A (x,M) = 0}
= {x ∈ A | Ext1∼n−1A (M, x) = 0}.
If moreoverM is functorially finite, then M is called n-cluster tilting.
The following definition is the main object for this section.
Definition 3.18. Let (Ai, Gij , ζijk) be a direct system of categories where all Ai are abelian and all
Gij are exact fully faithful functors. For every i ∈ I, letMi be a full subcategory of Ai. We call (Mi)
an asymptotically weakly n-cluster tilting system if the following conditions hold.
(i) Ext1∼n−1Ai (Mi,Mi) = 0.
(ii) For every j > i we have Gij (Mi) ⊆Mj.
(iii) If x ∈ Ai and Ext
1∼n−1
Aj
(Gij(x),Mj) = 0 for all j > i, then x ∈Mi.
(iv) If x ∈ Ai and Ext
1∼n−1
Aj
(Mj, Gij(x)) = 0 for all j > i, then x ∈Mi.
An asymptotically weakly n-cluster tilting system of a direct system of categories (Ai, Gij , ζijk)
gives rise to a weakly n-cluster tilting subcategory of any admissible target of (Ai, Gij , ζijk) as the
following theorem shows.
Theorem 3.19. Let (Mi) be an asymptotically weakly n-cluster tilting system of a direct system
of categories (Ai, Gij , ζijk) and let (A,Ψi, Zij) together with adjunctions (Li,Ψi) and (Ψi, Ri) be an
admissible target of (Ai, Gij , ζijk). Set
M := add {Ψi (Mi) | i ∈ I} .
Then M is a weakly n-cluster tilting subcategory of A. In particular, if M is functorially finite in A,
then M is an n-cluster tilting subcategory of A.
Proof. First we claim that for all mi ∈Mi and mj ∈Mj we have
Ext1∼n−1A (Ψi(mi),Ψj(mj)) = 0. (3.12)
By condition (ii) in Definition 3.6 applied to Ψi(mi), there exists a t ∈ I such that for all u > t we
have
ΨuLuΨi(mi) ∼= Ψi(mi). (3.13)
If moreover we let u > i and u > j, then we also have
Ψi(mi) ∼= ΨuGiu(mi) and Ψj(mj) ∼= ΨuGju(mj), (3.14)
since (A,Ψi, Zij) is a target of (Ai, Gij , ζijk). In particular, by (3.13) and (3.14) we have
ΨuLuΨi(mi) ∼= Ψi(mi) ∼= ΨuGiu(mi),
which implies that LuΨi(mi) ∼= Giu(mi), since Ψu is fully faithful and so it reflects isomorphisms.
Hence for u > i we have shown that LuΨi(mi) ∼= Giu(mi). Now let t
′ be as in condition (iii) of
n-CLUSTER TILTING FROM GLUING SYSTEMS OF REPRESENTATION-DIRECTED ALGEBRAS 25
Definition 3.6 applied to Ψi(mi) and let u be greater than t, t
′, i and j. Then we have
ExtrA (Ψi(mi),Ψj(mj))
∼= ExtrAu (Ψi(mi),ΨuGju(mj))
∼= ExtrAu (LuΨi(mi), Gju(mj))
∼= ExtrAu (Giu(mi), Gju(mj))
= 0,
where the last equality follows by conditions (i) and (ii) of Definition 3.18. This proves (3.12). But
then, by (3.12), it follows that
M⊆ {x ∈ A | Ext1∼n−1A (x,M) = 0}, and
M⊆ {x ∈ A | Ext1∼n−1A (M, x) = 0}.
Hence it remains to show the reverse inclusions.
We first show the inclusion {x ∈ A | Ext1∼n−1A (x,M) = 0} ⊆ M. Let x ∈ A be such that
Ext1∼n−1A (x,M) = 0. We need to show that x ∈ M. Let t ∈ I be such that condition (ii) and
condition (iii) for k = n of Definition 3.6 applied to x are both satisfied. Fix i > t and pick j > i. We
claim that
Ext1∼n−1Aj (GijLi(x),Mj) = 0. (3.15)
To show this claim, notice first that since j > i > t, we have
ΨjGijLi(x) ∼= ΨiLi(x) ∼= x ∼= ΨjLj(x),
and so GijLi(x) ∼= Lj(x) since Ψj reflects isomorphisms. Hence to prove (3.15), it is enough to show
that for all r ∈ {1, . . . , n− 1} we have
ExtrAj (Lj(x),Mj) = 0. (3.16)
Let mj ∈Mj . For all r ∈ {1, . . . , n− 1}, we have by condition (iii) of Definition 3.6 that
ExtrAj (Lj(x),mj)
∼= ExtrA (x,Ψj(mj)) = 0,
where the last equality holds since Ext1∼n−1A (x,M) = 0. Hence we have shown (3.16) and so (3.15)
holds. Since j > i was arbitrary, it follows that (3.15) holds for every j > i and so by condition (iii) in
Definition 3.18, we have that Li(x) ∈ Mi. But then x ∼= ΨiLi(x) ∈M, as required.
Finally, the remaining inclusion {x ∈ A | Ext1∼n−1A (M, x) = 0} ⊆ M is shown using dual arguments
as well as condition (iv) of Definition 3.6 and condition (iv) of Definition 3.18. 
For the rest of this section we fix an asymptotically weakly n-cluster tilting system (Mi) of a direct
system of categories (Ai, Gij , ζijk) and an admissible target (A,Ψi, Zij) of (Ai, Gij , ζijk) together with
adjunctions (Li,Ψi) and (Ψi, Ri). We further setM := add {Ψi (Mi) | i ∈ I}. We continue this section
by giving a sufficient condition for the subcategory M to be functorially finite.
Proposition 3.20. (a) Assume that for all x ∈ A there exists a t ∈ I such that for all u > t the
following condition holds.
• If fu : mu → Lu(x) is a right Mu-approximation, then Guv(fu) : Guv(mu) → GuvLu(x)
is a right Mv-approximation of GuvLu(x) for every v > u.
Let x ∈ A. Let u ∈ I be such that u > t and u > t(x), where t(x) is as in condition
(ii) of Definition 3.6 applied to x. If fu : mu → Lu(x) is a right Mu-approximation, then
Ψu(fu) : Ψu(mu) → ΨuLu(x) is a right M-approximation of ΨuLu(x). If moreover Mi is
contravariantly finite for every i ∈ I, then M is contravariantly finite.
(b) Assume that for all x ∈ A there exists a t ∈ I such that for all u > t the following condition
holds.
• If fu : Ru(x)→ mu is a left Mu-approximation, then Guv(fu) : GuvRu(x)→ Guv(mu) is
a left Mv-approximation of GuvRu(x) for every v > u.
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Let x ∈ A. Let u ∈ I be such that u > t and u > t(x), where t(x) is as in condition
(ii) of Definition 3.6 applied to x. If fu : Ru(x) → mu is a left Mu-approximation, then
Ψu(fu) : ΨuRu(x) → Ψu(mu) is a left M-approximation of ΨuRu(x). If moreover Mi is
covariantly finite for every i ∈ I, then M is covariantly finite.
(c) Assume that the conditions of (a) and (b) hold. Then M is functorially finite.
Proof. (c) follows immediately from (a) and (b). We only prove (a); the proof of (b) is similar. Denote
by ηi : idA ⇒ ΨiLi the unit of the adjunction (Li,Ψi). Let x ∈ A and let u ∈ I be such that u > t
and u > t(x). Then Lu(x) ∈ Au and η
u
x : x → ΨuLu(x) is an isomorphism. Let fu : mu → Lu(x) be
a right Mu-approximation of Lu(x). We need to show that Ψu(fu) : Ψu(mu) → ΨuLu(x) is a right
M-approximation of ΨuLu(x).
To prove this, let f ′ : m′ → ΨuLu(x) be a morphism in A with m
′ ∈ M. We need to show that f ′
factors through Ψu(fu). Without loss of generality, we may assume m
′ ∼= ψi(mi) for some mi ∈ Mi.
Let t(m′) ∈ I be as in condition (ii) of Definition 3.6 applied to m′ and let v ∈ I be such that v is
bigger than t(m′), u and i. In particular, since v > u > t(x), we have an isomorphism(
(Zuv)Lu(x)
)−1
◦ ηux ◦ (η
v
x)
−1
◦ΨvLv
(
(ηux)
−1
)
: ΨvLvΨuLu(x)→ ΨvGuvLu(x).
Since Ψv is full and faithful, we set
s := Ψ−1v
((
(Zuv)Lu(x)
)−1
◦ ηux ◦ (η
v
x)
−1 ◦ΨvLv
(
(ηux)
−1
))
: LvΨuLu(x)→ GuvLu(x).
Next, we claim that Lv(m
′) ∈ Mv. To see this, we first have that η
v
m′ : m
′ → ΨvLv(m
′) is an
isomorphism since v > t(m′). Moreover, since v > i, we have Ψi ∼= Ψv ◦Giv and so
ΨvLv(m
′) ∼= m′ ∼= Ψi (mi) ∼= Ψv ◦Giv (mi) .
Since Ψv is fully faithful, it reflects isomorphisms and so Lv(m
′) ∼= Giv (mi). But mi ∈ Mi and so
Lv(m
′) ∼= Giv (mi) ∈Mv by condition (ii) of Definition 3.18, as claimed.
Next, since v > u > t we have that Guv(fu) : Guv(mu) → GuvLu(x) is a right Mv-approximation
of GuvLu(x). Since Lv(m
′) ∈ Mv and we have a morphism s ◦ Lv(f
′) : Lv(m
′) → GuvLu(x), there
exists a morphism gv : Lv(m
′)→ Guv(mu) such that
Guv(fu) ◦ gv = s ◦ Lv(f
′). (3.17)
We set g′ : m′ → Ψu(fu) to be the morphism g
′ := (Zuv)mu ◦Ψv(gv)◦η
v
m′. We claim that Ψu(fu)◦g
′ =
f ′. Indeed we compute
Ψu(fu) ◦ g
′
= Ψu(fu) ◦ (Zuv)mu ◦Ψv(gv) ◦ η
v
m′
= (Zuv)Lu(x) ◦ΨvGuv(fu) ◦Ψv(gv) ◦ η
v
m′ (naturality of Zuv)
= (Zuv)Lu(x) ◦Ψv (Guv(fu) ◦ gv) ◦ η
v
m′
= (Zuv)Lu(x) ◦Ψv (s ◦ Lv(f
′)) ◦ ηvm′ (3.17)
= (Zuv)Lu(x) ◦
(
(Zuv)Lu(x)
)−1
◦ ηux ◦ (η
v
x)
−1 ◦ΨvLv
(
(ηux)
−1
)
◦ΨvLv(f
′) ◦ ηvm′ (definition of s)
= ηux ◦ (η
v
x)
−1
◦ΨvLv
(
(ηux)
−1
)
◦ΨvLv(f
′) ◦ ηvm′
= ηux ◦ (η
v
x)
−1
◦ΨvLv
(
(ηux)
−1
)
◦ ηvΨuLu(x) ◦ f
′ (naturality of ηv)
= ηux ◦ (η
v
x)
−1
◦ ηvx ◦ (η
u
x)
−1
◦ f ′ (naturality of ηv)
= f ′,
as required. Therefore Ψu(fu) : Ψu(mu)→ ΨuLu(x) is a right M-approximation.
If moreoverMi is contravariantly finite for every i ∈ I, then we show thatM is contravariantly finite.
Let x ∈ A and let u ∈ I be such that u > t and u > t(x). SinceMu is contravariantly finite, there exists
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a rightMu-approximation fu : mu → Lu(x) of Lu(x). It follows that Ψu(fu) : Ψu(m)→ ΨuLu(x) is a
rightM-approximation of ΦuLu(x). Since u > t(x), it follows that ΨuLu(x) ∼= x. Hence by composing
Ψu(fu) with an isomorphism ΨuLu(x)
∼
→ x we obtain a right M-approximation of x. Since x was
arbitrary, it follows that M is contravariantly finite. 
We finish this section with the following case which is of special interest to us.
Corollary 3.21. If A is a locally bounded category andMi is functorially finite for every i ∈ I, then
M is an n-cluster tilting subcategory of A.
Proof. By Theorem 3.19 it is enough to show that M is functorially finite. By Proposition 3.20(c) it
is enough to show that conditions (a) and (b) of Proposition 3.20 hold. Let us show that condition (a)
holds; condition (b) can be shown similarly to hold.
Since A is Krull–Schmidt it is enough to show that condition (a) of Proposition 3.20 holds for
indecomposable objects in (a). Let x ∈ indA. Since A is locally bounded, the set Ax := {y ∈ indA |
A(x, y) 6= 0 or A(y, x) 6= 0} is finite. Hence by Definition 3.6(ii) and (iii) there exists a t such that for
every u > t we have ΨuLu(y) ∼= y for every y ∈ A
x and ExtrA (x,Ψu(z))
∼= ExtrAu (Lu(x), z) for every
z ∈ Au and for all 0 < r < n. Note in particular that x ∈ A
x.
Now let u > t and assume that fu : mu → Lu(x) is a right Mu-approximation. Let v > u. It
is enough to show that Guv(fu) : Guv(mu) → GuvLu(x) is a right Mv-approximation of GuvLu(x).
Let f ′v : m
′
v → GuvLu(x) be a morphism with m
′
v ∈ Mv. We want to show that f
′
v factors through
Guv(fu). Without loss of generality, we may assume that m
′
v is indecomposable. Since Ψv : Av → A
is fully faithful, it follows that Ψv(f
′
v) : Ψv(m
′
v) → ΨvGuvLu(x) is nonzero. Since ΨvGuvLu(x)
∼=
ΨuLu(x) ∼= x, we have that Ψv(m
′
v) ∈ A
x. We claim that LuΨv(m
′
v) ∈Mu.
To show this, let w > u, let 0 < k < n and let mw ∈Mw. Since w > u > t and since Ψv(m
′
v) ∈ A
x,
we have
ΨwGuwLuΨv(m
′
v)
∼= ΨuLuΨv(m
′
v)
∼= Ψv(m
′
v)
∼= ΨwLwΨv(m
′
v),
which implies, since Ψw is fully faithful, that
GuwLuΨv(m
′
v)
∼= LwΨv(m
′
v). (3.18)
Then we have
ExtkAw (GuwLuΨv(m
′
v),mw)
∼= ExtkAw (LwΨv(m
′
v),mw) (by (3.18))
∼= ExtkA (Ψv(m
′
v),Ψw(mw)) (since w > t and Ψv(m
′
v) ∈ Ax)
∼= 0.
Hence Ext1∼n−1Aw (Guw (LuΨv(m
′
v)) ,Mw) = 0 for every w > u and so by Definition 3.18(iii) it follows
that LuΨv(m
′
v) ∈Mu. By applying the functor LuΨv to the diagram
Guv(mu) GuvLu(x)
m′v
Guv(fu)
f ′v
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in Av, we get the diagram
LuΨvGuv(mu) LuΨvGuvLu(x)
LuΨv(m
′
v)
LuΨu(mu) LuΨuLu(x)
mu Lu(x)
LuΨvGuv(fu)
LuΨv(f
′
v)
∼= ∼=
∼=
fu
∼=
(3.19)
in Au, where all isomorphisms are natural and the outer square commutes. It follows that there exists
a morphism g : LuΨv(m
′
v) → LuΨvGuv(mu) such that LuΨvGuv(fu) ◦ g = LuΨv(f
′
v). Moreover,
since ΨvGuvLuΨv(m
′
v)
∼= ΨuLuΨv(m
′
v)
∼= Ψv(m
′
v), and since Ψv reflects isomorphisms, it follows that
GuvLuΨv(m
′
v)
∼= m′v. Applying the functor Guv to (3.19), we get a diagram
GuvLuΨvGuv(mu) GuvLuΨvGuvLu(x)
GuvLuΨv(m
′
v)
m′v
Guv(mu) GuvLu(x) ,
GuvLuΨvGuv(fu)
GuvLuΨv(f
′
v)
Guv(g)
∼=
f ′v
∼=
Guv(fu)
∼=
where the top triangle, the right square and the outer square all commute. It follows that f ′v factors
through Guv(fu) as required, which completes the proof. 
4. Asymptotically weakly n-cluster tilting systems from representation-directed
algebras
In this section we present a way of constructing asymptotically weakly n-cluster tilting systems
that satisfy the requirements of Theorem 3.19. This construction is based in the notion of gluing of
representation-directed algebras that was introduced in [Vas18]. To this end we recall the basic idea
of that construction; for more details and proofs we refer to [Vas18].
4.1. Gluing systems of representation-directed algebras and admissible targets. We con-
struct a direct system of categories with an admissible target based on the theory developed on Section
3.2 and the notion of gluing of representation-directed algebras.
4.1.1. Gluing of representation-directed algebras. In this section, all algebras are assumed to be rep-
resentation-directed, unless stated otherwise. To simplify the exposition, we assume that all algebras
are given by quivers with relations. The first important notion is that of an abutment.
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Definition 4.1. [Vas18, Proposition 2.6] Let A = kQA/RA be a representation-directed algebra given
by a quiver with relations such that QA is of the form
1 2 3 · · · h− 1 h ,
α1 α2 α3 αh−2 αh−1
Q′
A
and no path of the form αi · · ·αj with 1 ≤ i ≤ j ≤ h − 1 is in RA. In this case, we say that the
indecomposable projective module P = P (1) corresponding to the vertex 1 is a left abutment and we
call ht(P ) = h the height of P . We say that a collection {P1, . . . , Pk} of left abutments is independent
if supp(Pi) ∩ supp(Pj) = ∅ for i 6= j. The notions of a right abutment , the height of a right abutment
and independent collection of right abutments are defined dually.
Remark 4.2. Let A = kQA/RA be a representation-directed algebra. In particular QA is acyclic and
so without loss of generality we may assume that A is as in Definition 4.1. Then we have the following
observations.
(a) The indecomposable projective A-module corresponding to the vertex k is a left abutment of
height h− k+1 for all k ∈ {1, . . . , h}. In particular, left abutments of height 1 are exactly the
simple projective A-modules.
(b) We set
PA = P := add(A), P
ab
A
= P
ab
:= add {P ∈ P | P is a left abutment of A} ,
IA = I := add(D(A)), I
ab
A
= I
ab
:= add {I ∈ I | I is a right abutment of A} .
Define the preorder ≤ on P
ab
by
P ≤W if and only if supp(P ) ⊆ supp(W )
for left abutments P,W ∈ P
ab
. We say that a left abutment W ∈ P
ab
is maximal if W ≤W ′
for some W ′ ∈ P
ab
implies W ∼=W ′. Similarly we define ≤ and maximal elements on I
ab
. We
set
P
mab
A
= P
mab
:= add
{
P ∈ P
ab
| P is maximal
}
, Pmabind = P
mab
∩ ind(A),
I
mab
A
= I
mab
:= add
{
I ∈ I
ab
| I is maximal
}
, Imabind = I
mab
∩ ind(A).
In particular, we have that if P,W ∈ P
ab
and P ≤ W , then {P,W} is not an independent
collection of left abutments. It follows that if A admits exactly m maximal left (respectively
right) abutments up to isomorphism, then any independent collection of left (respectively right)
abutments has at most m elements.
(c) [Vas18, Definition 2.11] There is a canonical k-algebra epimorphism πP : A → k
−→
Ah given by
identifying the full subquiver of QA containing the vertices {1, . . . , h} with the quiver
−→
Ah.
In other words, if ǫ1, . . . , ǫh are the primitive idempotents of A corresponding to the vertices
1, . . . , h, and if ǫ =
∑h
i=1 ǫi, then πP is the quotient map πP : A→ A/〈1− ǫ〉. We call πP the
footing at P and similarly we define the footing πI for a right abutment I.
Next we recall the notion of gluing along abutments. Although gluing can be defined more generally,
when the algebras are given by quivers with relations the following definition is enough.
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Definition 4.3. [Vas18, Lemma 2.21] Let A = kQA/RA be a representation-directed algebra given
by a quiver with relations of the form
a1 a2 a3 · · · ah−1 ah ,
α1 α2 α3 αh−2 αh−1
Q′
A
where no path of the form αi · · ·αj with 1 ≤ i ≤ j ≤ h − 1 is in RA, and B = kQB/RB be a
representation-directed algebra given by a quiver with relations of the form
b1 b2 b3 · · · bh−1 bh
β1 β2 β3 βh−2 βh−1
Q′
B
,
where no path of the form βi · · ·βj with 1 ≤ i ≤ j ≤ h−1 is in RB. Then P = PA(1) is a left abutment
of height h and I = IB(h) is a right abutment of height h. The gluing of A and B along P and I,
denoted by Λ := B P ⊲I A, is defined to be the algebra Λ = kQΛ/RΛ given by a quiver with relations
where QΛ is the quiver
1 2 3 · · · h− 1 h,
λ1 λ2 λ3 λh−2 λh−1
Q′
A
Q′
B
,
and RΛ is generated by all elements in RA and RB as well as all paths starting from Q
′
A
and ending
in Q′
B
, under the identifications ai = bi = i and αi = βi = λi.
More precisely, we can express the quiver QΛ using the quivers QA and QB as follows:
(QΛ)0 =
(
(QB)0
∐
(QA)0
)
/ ∼0, and
(QΛ)1 =
(
(QB)1
∐
(QA)1
)
/ ∼1,
where ∼0 and ∼1 are the equivalence relations generated by
ai ∼
0 bi for 1 ≤ i ≤ h, and
αi ∼
1 βi for 1 ≤ i ≤ h− 1,
or equivalently
a ∼0 b for all a ∈ supp(P ), b ∈ supp(I) with ht(PA(a)) + ht(IB(b)) = h+ 1, and (4.1)
α ∼1 β for all α ∈ (QA)1, β ∈ (QB)1 with s(α) ∼
0 s(β). (4.2)
In particular, we have that QA and QB are full subquivers of QΛ. Using this description, we set
ǫA :=
∑
i∈(QA)0
ǫi for the sum of all primitive idempotents of Λ corresponding to the vertices of QA,
and similarly we set ǫB :=
∑
i∈(QB)0
ǫi. With this notation, it follows that
RΛ = 〈RA +RB + (1Λ − ǫB)kQΛ (1Λ − ǫA)〉. (4.3)
In the following remark we collect the basic properties of gluing that we need.
Remark 4.4. Throughout this remark let Λ = B P ⊲I A.
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(a) [Vas18, Definition 2.19] The algebra Λ is the pullback of the diagram A
piP−→ k
−→
Ah
piI←− B. That
is we have a pullback diagram
Λ B
A k
−→
Ah ,
Λ
Api
Λ
Bpi
piI
piP
(4.4)
where all arrows are epimorphisms and ΛAπ can be seen as identifying the full subquiver of QΛ
corresponding to QA with QA while
Λ
Bπ can be seen as identifying the full subquiver of QΛ
corresponding to QB with QB. In other words
Λ
Aπ is the quotient map
Λ
Aπ : Λ→ Λ/〈1−ǫA〉 = A
and similarly for ΛBπ.
(b) By the pullback diagram (4.4), we have the following functors defined by ΛAπ and
Λ
Bπ on the
corresponding module categories.
modΛ modA
Λ
Aπ∗
Λ
Aπ
∗
Λ
Aπ
!
and modΛ modB .
Λ
Bπ∗
Λ
Bπ
∗
Λ
Bπ
!
In particular, it is easy to see that if M is a representation of A, then ΛAπ∗(M) is the represen-
tation of Λ given by extending M to QΛ by putting 0 on all vertices and arrows of QΛ which
lie outside QA. Similarly for representations of B viewed as representations of Λ through
Λ
Bπ∗.
With this fact and Definition 4.3 we can compute the image of indecomposable projective
A-modules and B-modules under the functors ΛAπ∗ and
Λ
Bπ∗. We see that
Λ
Bπ∗(ǫiB)
∼= ǫiΛ
for all i ∈ QB and
Λ
Aπ∗(ǫiA)
∼= ǫiΛ for all i ∈ QA \ {1, . . . , h}; a dual statement holds for
indecomposable injective modules. Moreover, we also have
Λ
Aπ
∗ (ǫiΛ) = ǫiΛ⊗Λ Λ/〈1− ǫA〉 ∼= ǫiΛ/〈1− ǫA〉 =
Λ
Aπ(ǫiΛ) =
{
ǫiA, if i ∈ (QA)0,
0, otherwise,
and similarly
Λ
Bπ
∗ (ǫiΛ) ∼=
{
ǫiB, if i ∈ (QB)0,
0, otherwise.
(c) [Vas18, Corollary 2.44] Using (b) and Definition 4.1 we can easily find the (maximal) left
abutments of Λ: they are, up to isomorphism, either of the form ΛAπ∗(WA) for a (maximal) left
abutment WA of A or of the form
Λ
Bπ∗(WB) for a (maximal) left abutment WB of B. More
precisely, every (maximal) left abutment of B gives rise to a unique (maximal) left abutment
of Λ of the same height and every (maximal) left abutment of A, except for those that are
supported on a subset of {1, . . . , h}, gives rise to a unique (maximal) left abutment of Λ of the
same height. In particular, if WA is a (maximal) left abutment of A which is independent from
P , then ΛAπ∗(WA) is a (maximal) left abutment of Λ. A dual result holds for right abutments.
(d) [Vas18, Example 2.20] Let A and B be as in Definition 4.3. Then Q′A = ∅ if and only if
A = k
−→
Ah and in this case it readily follows that B
P ⊲I k
−→
Ah = B; similarly Q
′
B = ∅ if and
only if B = k
−→
A h and then k
−→
Ah
P ⊲I A = A. We call a gluing of either of these forms a trivial
gluing.
(e) [Vas18, Lemma 2.32] Let i, j ∈ (QΛ)0. Assume that ǫjΛǫi 6= 0. Then it follows that there is a
nonzero path from j to i in Λ. By the shape of QΛ, it follows that we cannot have j ∈ (Q
′
B)0
and i ∈ (Q′A)0. Moreover, by the relations RΛ it follows that we cannot have j ∈ (Q
′
A)0
and i ∈ (Q′B)0. Hence we either have i, j ∈ (QA)0 and ǫjΛǫi
∼= ǫjAǫi or i, j ∈ (QB)0 and
ǫjΛǫi ∼= ǫjBǫi.
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The representation theory of Λ = B P ⊲I A can be understood through the representation theory of
A and B. To see how, we first give a representation theoretic characterization of abutments.
Proposition 4.5. [Vas18, Proposition 2.13] Let A be a representation-directed algebra and let P = P1
be an indecomposable projective A-module. Then P is a left abutment of height h if and only if there
exist indecomposable projective modules P2, . . . , Ph such that
P△ :
[Ph] [τ− (Ph)] [τ−2 (Ph)] [τ−(h−3) (Ph)] [τ
−(h−2) (Ph)] [τ
−(h−1) (Ph)]
[Ph−1] [τ− (Ph−1)] [τ−(h−3) (Ph−1)] [τ
−(h−2) (Ph−1)]
[P3] [τ− (P3)] [τ−2 (P3)]
[P2] [τ− (P2)]
[P1]
is a full subquiver of Γ(A), there are no other arrows in Γ(A) going into P△ and, moreover, all northeast
arrows are monomorphisms, all southeast arrows are epimorphisms and all modules in the same row
have the same dimension. In particular, τ−i (Ph) is the simple top of Ph−i for 1 ≤ i ≤ h− 1. We call
P△ the foundation of P .
A dual statement to Proposition 4.5 holds for right abutments. If I is a right abutment, we denote by
△I the foundation of I. Notice that we can identify the quivers P△ and △I with the Auslander–Reiten
quiver Γ(K
−→
Ah). If P is a left abutment of A and I is a right abutment of A, we also set
FP := add
(
{X ∈ modA | X indecomposable and [X ] ∈ P△}
)
, and
GI := add
(
{X ∈ modA | X indecomposable and [X ] ∈ △I}}
)
.
It readily follows that a collection of left abutments {P1, . . . , Pk} is independent if and only if FPi ∩
FPj = {0} for i 6= j and a collection of right abutments {I1, . . . , Ik} is independent if and only if
GIi ∩ GIj = {0} for i 6= j.
Using Proposition 4.5 we can easily describe the Auslander–Reiten quiver of the gluing Λ of two
algebras A and B.
Proposition 4.6. [Vas18, Corollary 2.41] Let Λ = BP ⊲IA be the gluing of two representation-directed
algebras A and B along the abutments P and I. For the Auslander–Reiten quiver of Λ we have, as
quivers, Γ(Λ) = Γ(B)
∐
△ Γ(A), where the righthand side denotes the amalgamated sum under the
identification △ = P△ = △I . Moreover, in this identification, the vertex [M ] in Γ(A) corresponds to
the vertex [ΛAπ∗(M)] in Γ(Λ) and the vertex [N ] in Γ(B) corresponds to the vertex [
Λ
Bπ∗(N)] in Γ(Λ).
Hence to draw the Auslander–Reiten quiver of Λ, one draws the Auslander–Reiten quiver of B
where the vertex [N ] is replaced by [ΛBπ∗(N)], then one extends this quiver at △
I = P△ by drawing the
Auslander–Reiten quiver of A where the vertex [M ] is replaced by [ΛAπ∗(M)]. It follows immediately
that Λ is also a representation-directed algebra.
We illustrate the above notions by an example.
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Example 4.7. Let B be given by the quiver with relations
1 2 3 4
5 6 7 .
1′ 2′ 3′
Then the left abutments are PB(5) ≥ PB(6) ≥ PB(7) with heights 3, 2 and 1 respectively. The right
abutments are IB(3) ≥ IB(2) ≥ IB(1) with heights 3, 2 and 1 respectively and IB(3
′) ≥ IB(2
′) ≥ IB(1
′)
with heights 3, 2 and 1 respectively. The only maximal left abutment is PB(5) and the maximal right
abutments are IB(3) and IB(3
′). Hence there is no independent collection of left abutments with more
than one element, while the collections {IB(3), IB(3
′)} and {IB(1), IB(2
′)} are examples of independent
collections of right abutments. Looking at the Auslander–Reiten quiver Γ(B) of B, we can make the
same observations via Proposition 4.5:
7
6
7
5
6
7
6
5
6
4
5
6
5
4
5
3′
5
4 3′
5
3′
4
2′
3′
3
4
1′
2′
3′
2′
3
1′
2′
2
3
1′
2
1
2
3
1
2
1 .
Let A be given by the quiver with relations
0 1 2 3 .
The Auslander–Reiten quiver Γ(A) of A is
3
2
3
1
2
3
2
1
2
0
1
2
1
0
1
0 .
Then P = PA(1) is a left abutment of height 3. By setting I = IB(3) we have that the gluing
Λ = B P ⊲I A is defined and Λ is given by the quiver with relations
1 2 3 4
5 6 7 .
1′ 2′ 3′
0
We see that the left abutments ofB remain left abutments of Λ: ΛBπ∗(PB(5))
∼= PΛ(5),
Λ
Bπ∗(PB(6))
∼=
PΛ(6) and
Λ
Bπ∗(PB(7))
∼= PΛ(7) are all left abutments. Left abutments of A, however, correspond to
the vertices {1, 2, 3} which are glued and so they stop being left abutments: for example PA(2) is a
left abutment of A but ΛAπ∗(PA(2)) is not a left abutment of Λ.
On the other hand, right abutments of A remain right abutments of Λ: ΛAπ∗(IA(0))
∼= IΛ(0),
Λ
Aπ∗(IA(1))
∼= IΛ(1) and
Λ
Aπ∗(IA(2))
∼= IΛ(2) are all right abutments. Similarly, the right abutments of
B which do not have a support intersecting {1, 2, 3} remain right abutments of Λ: ΛBπ∗(IB(1
′)) ∼= IΛ(1
′),
Λ
Bπ∗(IB(2
′)) ∼= IΛ(2
′) and ΛBπ∗(IB(3
′)) ∼= IΛ(3
′) are all right abutments, but the right abutments of B
with support a subset of {1, 2, 3} are not right abutments of Λ.
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By Proposition 4.6, the Auslander–Reiten quiver Γ(Λ) of Λ is
7
6
7
5
6
7
6
5
6
4
5
6
5
4
5
3′
5
4 3′
5
3′
4
2′
3′
3
4
1′
2′
3′
2′
3
1′
2′
2
3
1′
2
1
2
3
1
2
1
0
1
2
0
1
0 ,
where we can verify again which abutments of A and B give rise to abutments of Λ.
4.1.2. Gluing systems of representation-directed algebras. In this section we construct a direct system
of categories with an admissible target arising from a collection of representation-directed algebras
which we iteratively glue. Let us first introduce some notation. Let G be a directed tree, that is a
locally finite connected directed graph where the underlying undirected graph is acyclic. If H is a
connected subgraph of G, then clearly H is also a directed tree. We define IG to be the set of all
finite connected full subgraphs of G. Clearly ⊆ is a partial order on IG and if H1, H2 ∈ IG then, by
connectedness of G, there exists a finite connected subgraph H of G such that H1 ⊆ H and H2 ⊆ H .
In particular, (IG,⊆) is a directed set.
We have the following definition.
Definition 4.8. A gluing system on a directed tree G is a triple (Λv, Pe, Ie)v∈VG,e∈EG , where
• for each vertex v ∈ VG, we have that Λv = kQv/Rv is a representation-directed algebra, and
• for each arrow e : u→ v ∈ EG, we have that Pe is a left abutment of Λv with footing πPe and
Ie is a right abutment of Λu with footing πIe ,
such that
(i) the collection Pt−1(v) is independent for every v ∈ VG and the collection Is−1(v) is independent
for every v ∈ VG,
(ii) for each arrow e : u → v of G we have that the abutments Pe and Ie have the same height
he. In particular, the algebra Λ〈u,v〉 := Λu
Pe ⊲Ie Λv = kQ〈u,v〉/R〈u,v〉 is defined and we have a
pullback diagram
Λ〈u,v〉 Λu
Λv k
−→
A h ,
〈u,v〉
〈v〉
pi
〈u,v〉
〈u〉
pi
piIe
piPe
(4.5)
and
(iii) there exists no infinite path of the form v0 → v1 → v2 → · · · or · · · → v−2 → v−1 → v0 in G
such that all corresponding gluings are trivial.
Condition (iii) of Definition 4.8 is included for technical reasons; see Lemma 4.12.
Let (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a directed tree G. Let e : u→ v ∈ EG be an arrow.
Then this arrow corresponds to a gluing of Λu and Λv over some abutments Pe and Ie, both of the
same height he. Following (4.1) and (4.2), we set
a ∼0e b for all a ∈ supp(Pe), b ∈ supp(Ie) with ht(PΛv (a)) + ht(IΛu(b)) = he + 1, and
α ∼1e β for all α ∈ (QΛv )1, β ∈ (QΛu)1 with s(α) ∼
0
e s(β).
n-CLUSTER TILTING FROM GLUING SYSTEMS OF REPRESENTATION-DIRECTED ALGEBRAS 35
Conditions (i) and (ii) of a gluing system allow us to glue over two arrows in G in any order. More
precisely let u, v, w ∈ VG be three vertices such that 〈u, v, w〉 is connected. In particular, since G is a
directed tree, we have that 〈u, v, w〉 is one of the following graphs
(C1) u
e1−→ v
e2−→ w,
(C2) u
e1←− v
e2−→ w,
(C3) u
e1−→ v
e2←− w.
Assume that we are in the case (C1). Consider the diagrams
Λ〈u,v〉 ⊲ Λw Λ〈u,v〉 Λu
Λv kAhe1 ,
Λw kAhe2
〈u,v,w〉
〈w〉
pi
〈u,v,w〉
〈u,v〉
pi
(2)
〈u,v〉
〈v〉
pi
〈u,v〉
〈u〉
pi
(1) piIe1
piIe2
piPe1
piPe2
Λu ⊲ Λ〈v,w〉 Λu
Λ〈v,w〉 Λv kAhe1 ,
Λw kAhe2
〈u,v,w〉
〈v,w〉
pi
〈u,v,w〉
〈u〉
pi
(4) piIe1
〈v,w〉
〈w〉
pi
〈v,w〉
〈v〉
pi
(3) piIe2
piPe1
piPe2
where all squares (1),(2),(3) and (4) are pullbacks. In particular, the algebra Λ〈u,v〉 ⊲ Λw is the gluing
of Λw and Λ〈u,v,〉 along Pe2 and
〈u,v〉
uπ∗ (Ie2 ) while the algebra Λu ⊲ Λ〈v,w〉 is the gluing of Λ〈v,w〉 and
Λu along
〈v,w〉
〈w〉π∗(Pe1) and Ie1 . Notice that the fact that
〈u,v〉
〈u〉π∗(Ie2 ) is a right abutment of Λ〈u,v〉 with
footing πIe2 ◦
〈u,v〉
〈v〉π and that
〈v,w〉
〈w〉π∗(Pe1 ) is a left abutment of Λ〈v,w〉 with footing πPe1 ◦
〈v,w〉
〈v〉π follows
from Remark 4.4(c). A straightforward computation shows that Λ〈u,v〉 ⊲ Λw and Λu ⊲ Λ〈v,w〉 can both
be thought of as the limit of the diagram
Λu
Λv kAhe1 ,
Λw kAhe2
piIe1
piIe2
piPe1
piPe2
with the obvious choice of morphisms. In particular, if ι : Λ〈u,v〉 ⊲ Λw → Λu ⊲ Λ〈v,w〉 is the unique
isomorphism induced by the universal property of the limit, then we have
〈u,v,w〉
〈u〉π ◦ ι =
〈u,v〉
〈u〉π ◦
〈u,v,w〉
〈u,v〉π, (4.6)
〈v,w〉
〈v〉π ◦
〈u,v,w〉
〈v,w〉π ◦ ι =
〈u,v〉
〈v〉π ◦
〈u,v,w〉
〈u,v〉π, (4.7)
〈v,w〉
〈w〉π ◦
〈u,v,w〉
〈v,w〉π ◦ ι =
〈u,v,w〉
〈w〉π. (4.8)
We denote this common limit by Λ〈u,v,w〉 and we denote the connecting morphisms by
〈u,v,w〉
〈u〉π : Λ〈u,v,w〉 → Λu, (4.9)
〈u,v,w〉
〈v〉π : Λ〈u,v,w〉 → Λv, (4.10)
〈u,v,w〉
〈w〉π : Λ〈u,v,w〉 → Λw, (4.11)
where each of these is defined by (4.6), (4.7) and (4.8) respectively. In particular, we have formulas
〈u,v,w〉
〈u〉π =
〈u,v〉
〈u〉π ◦
〈u,v,w〉
〈u,v〉π, (4.12)
〈u,v,w〉
〈v〉π =
〈u,v〉
〈v〉π ◦
〈u,v,w〉
〈u,v〉π =
〈v,w〉
〈v〉π ◦
〈u,v,w〉
〈v,w〉π, (4.13)
〈u,v,w〉
〈w〉π =
〈v,w〉
〈w〉π ◦
〈u,v,w〉
〈v,w〉π, (4.14)
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In this case we can compute the quiver Q〈u,v,w〉 of Λ〈u,v,w〉 in two ways, depending on whether we
glue first at e1 and then at e2 or vice versa. It is easy to see that the quiver is the same independently
of the order of the gluings. In particular for k ∈ {0, 1}, we have that(
Q〈u,v,w〉
)
k
=
(
(Qu)k
∐
(Qv)k
∐
(Qw)k
)
/ ∼k〈u,v,w〉, (4.15)
where ∼k〈u,v,w〉 is the equivalence relation generated by ∼
k
e1 and ∼
k
e2 . In particular, we have that Qu,
Qv and Qw are full subquivers of Q〈u,v,w〉. Using this description, we set
ǫu =
∑
i∈(Qu)0
ǫi, ǫv =
∑
i∈(Qv)0
ǫi, ǫw =
∑
i∈(Qw)0
ǫi,
and it follows by applying (4.3) twice that
R〈u,v,w〉 = 〈Ru +Rv +Rw +
(
1〈u,v,w〉 − ǫu − ǫw
)
kQ〈u,v,w〉
(
1〈u,v,w〉 − ǫv − ǫw
)
+
(
1〈u,v,w〉 − ǫu − ǫv
)
kQ〈u,v,w〉
(
1〈u,v,w〉 − ǫu − ǫw
)
〉.
(4.16)
A similar calculation in the cases (C2) respectively (C3) shows that we can compute the successive
gluings induced by e1 and e2 in any order as the limits of the diagrams
Λu kAhe1
Λv
Λw kAhe2 ,
piPe1
piIe2
piIe1
piPe2
Λw Λu
kAhe2 Λv kAhe1 ,
piIe2 piIe1
piPe2 piPe1
respectively. Notice that in this case it is important that the abutments Ie1 and Ie2 respectively Pe1
and Pe2 are independent, since this ensures that they remain abutments when viewed as modules over
the glued algebra; see also Remark 4.4(c). By the above discussion we see that we can perform the
gluings induced by two arrows in a gluing system in any order. Then Λ〈u,v,w〉 and the connecting
morphisms are defined similarly and satisfy the formulas (4.12), (4.13) and (4.14) as well as the quiver
of Λ〈u,v,w〉 is given by (4.15) and the ideal R〈u,v,w〉 is given by
R〈u,v,w〉 = 〈Ru +Rv +Rw +
(
1〈u,v,w〉 − ǫv − ǫw
)
kQ〈u,v,w〉
(
1〈u,v,w〉 − ǫu − ǫw
)
+
(
1〈u,v,w〉 − ǫu − ǫv
)
kQ〈u,v,w〉
(
1〈u,v,w〉 − ǫu − ǫw
)
〉,
in case (C2) and by
R〈u,v,w〉 = 〈Ru +Rv +Rw +
(
1〈u,v,w〉 − ǫu − ǫw
)
kQ〈u,v,w〉
(
1〈u,v,w〉 − ǫv − ǫw
)
+
(
1〈u,v,w〉 − ǫu − ǫw
)
kQ〈u,v,w〉
(
1〈u,v,w〉 − ǫu − ǫv
)
〉.
in case (C3). In particular, we can write the ideal R〈u,v,w〉 in all three cases (C1), (C2) and (C3) by
the formula
R〈u,v,w〉 =
〈
Ru +Rv +Rw +
∑
e∈{e1,e2}
(
1〈u,v,w〉 − pe
)
kQ〈u,v,w〉
(
1〈u,v,w〉 − qe
)〉
, (4.17)
where
pe =
∑
x∈{u,v,w}
x 6=t(e)
ǫx and qe =
∑
x∈{u,v,w}
x 6=s(e)
ǫx.
Notice also that by Proposition 4.6 the gluing of two representation-directed algebras is again a rep-
resentation-directed algebra. Using these facts, if H is a finite connected full subgraph of G, then we
can generalize Definition 4.3 by a straightforward induction on the number of vertices of H .
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Definition 4.9. Let (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a directed tree G and let H ∈ IG
be a finite connected full subgraph of G. The gluing algebra over H is defined to be the algebra
ΛH = kQH/RH obtained by performing the gluings induced by the edges EH of H in any order. For
each v ∈ VH we define the idempotent ǫv =
∑
i∈(Qv)0
ǫi ∈ ΛH . Then ΛH/〈1− ǫv〉 = Λv and we denote
the projection morphism ΛH → ΛH/〈1− ǫv〉 by
H
vπ.
Let H ∈ IG. By repeatedly applying formula (4.15) we can describe the quiver QH . In particular,
for k ∈ {0, 1} we have
(QH)k =
( ∐
v∈VH
(Qv)0
)
/ ∼kH , (4.18)
where ∼kH is the equivalence relation generated by the equivalence relations ∼
k
e for all e ∈ EH . In
particular, for every v ∈ VH we have that Qv is a full subquiver of QH . It follows by repeatedly
applying (4.17) that
RH =
〈∑
v∈VH
Rv +
∑
e∈EH
(1H − pe)kQH (1H − qe)
〉
, (4.19)
where
pe =
∑
v∈VH
v 6=t(e)
ǫx, and qe =
∑
x∈VH
x 6=s(e)
ǫx.
Remark 4.10. Throughout let (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a directed tree G and
H ∈ IG.
(a) The algebra ΛH can be seen as the limit of a diagram in the following way. First we define
the index category J = J(H) as follows. For every vertex v ∈ VH , we have one corresponding
object v ∈ J and for every arrow e ∈ EH , we have one corresponding object he ∈ J and
two morphisms ge : s(e) → he and fe : t(e) → he. Notice that there is no need to define
composition in J since the only compositions appearing in J involve identity arrows. Next,
we define a functor F : J → k-Alg, the category of finite-dimensional unital associative k-
algebras, by F (v) = Λv and F (he) = kAhe on objects of J and F (fe) = πPe and F (ge) = πIe
on non-identity morphisms of J . Then ΛH is the limit of the diagram F : J → k-Alg.
(b) If H,K ∈ IG and H ⊆ K, then clearly
(
ΛK ,
K
vπ
)
is a cone to the diagram F from (a). Then
there exists a unique morphism ι : ΛK → ΛH such that
K
vπ =
H
vπ ◦ ι. We can compute ι in the
following way. First, notice thatQH is a full subquiver ofQK . Then for ǫH =
∑
i∈(QH)0
ǫi ∈ ΛK
we have ΛH = ΛK/〈1−ǫK〉. We set
K
Hπ : ΛK → ΛH to be the quotient map ΛK → ΛK/〈1−ǫK〉.
Then by using the formulas (4.12), (4.13) and (4.14) inductively, for every v ∈ VH we have
K
vπ =
H
vπ ◦
K
Hπ, (4.20)
showing that ι = KHπ. Clearly, if H,K,L ∈ IG with H ⊆ K ⊆ L, then we have
L
Hπ =
K
Hπ ◦
L
Kπ. (4.21)
(c) If H,K ∈ IG and H ⊆ K, then the algebra epimorphism
K
Hπ : ΛK → ΛH defines functors
modΛK modΛH ,
K
Hπ∗
K
Hπ
∗
K
Hπ
!
which satisfy similar properties to the functors in Remark 4.4(b). In particular we have that
if M is a representation of ΛH , then
K
Hπ∗(M) is the representation of ΛK given by extending
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M to QK by putting 0 on all vertices and arrows of QK which do not lie in QH . Moreover, we
also have
K
Hπ
∗ (ǫiΛK) ∼=
{
ǫiΛH , if i ∈ (QH)0,
0, otherwise.
(d) Let i, j ∈ (QH)0 and assume that ǫjΛHǫi 6= 0. By inductively applying the argument of Remark
4.4(e), it follows that there exists a vertex v ∈ VH such that i, j ∈ (Qv)0 and ǫjΛHǫi
∼= ǫjΛvǫi.
By Remark 4.10(b) it follows that
(
ΛH ,
K
Hπ
)
is a usual inverse system over IG in k-Alg. We want
to use this inverse system to define a Cat-inverse system over IG. First, for H ∈ IG we define a
small category CH . Consider the category projΛH . This is a skeletally small category. To see this let
CH ⊆ projΛH be the full subcategory with direct summands of Λ
n
H for some n ∈ N as objects, that is
obj(CH) = {M ⊆ Λ
n
H | n ∈ N and there exists N ⊆ Λ
n
H with M ⊕N = Λ
n
H} .
Then CH is a small subcategory equivalent to projΛH . We denote by ιH : CH → projΛH the inclusion
functor and by qH : projΛH → CH a quasi-inverse to ιH . Notice that a complete set of representatives
of indecomposable objects in CH is given by
ind(CH) = {ǫiΛH ⊆ ΛH | i ∈ (QH)0}.
Next, for H ⊆ K in IG we set
FHK := qH ◦
K
Hπ
∗ ◦ ιK : CK → CH .
Notice that FHK is an additive functor since it is the composition of additive functors. If i ∈ (QH)0,
we have canonical isomorphisms
FHK (ǫiΛH) = qH ◦
K
Hπ
∗ ◦ ιK (ǫiΛK) = qH ◦
K
Hπ
∗ (ǫiΛK) = qH (ǫiΛK ⊗ΛK ΛH)
∼= qH (ǫiΛH) = qHιH (ǫiΛH) ∼= ǫiΛH .
In this case we set δiHK : FHK (ǫiΛK) → ǫiΛH to be the composition of these isomorphisms. If
i ∈ (QK)0 \ (QH)0, then we have FHK (ǫiΛK) = 0.
Finally, for H ⊆ K ⊆ L we define a natural isomorphism θHKL : FHK ◦ FKL ⇒ FHL via the
sequence of natural isomorphisms
FHK ◦ FKL = qH ◦
K
Hπ
∗ ◦ ιK ◦ qK ◦
L
Kπ
∗ ◦ ιL
∼= qH ◦
K
Hπ
∗ ◦ idprojΛK ◦
L
Kπ
∗ ◦ ιL
= qH ◦
K
Hπ
∗ ◦ LKπ
∗ ◦ ιL
∼= qH ◦
(
K
Hπ ◦
L
Kπ
)∗
◦ ιL
= qH ◦
L
Hπ
∗ ◦ ιL by (4.21)
= FHL.
Proposition 4.11. The triple (CH , FHK , θHKL) is a Cat-inverse system over IG. Moreover, the firm
source C˙ of the Cat-inverse system is a Krull–Schmidt category.
Proof. That the triple is a Cat-inverse system over IG follows since it is easy to see that (3.1) holds
using (4.21). That C˙ is a Krull–Schmidt category follows by Corollary 3.13(c) since CH is a Krull–
Schmidt category for each H and the functors FHK are additive. 
For the rest of this section, we fix a gluing system (Λv, Pe, Ie)v∈VG,e∈EG on a directed tree G. Our
next aim is to study the firm source (C˙, Φ˙H , Θ˙HK) of the induced Cat-inverse system (CH , FHK , θHKL)
over IG. Before we proceed, notice that if H,K ∈ IG with H ⊆ K, then QH is a full subquiver of QK
by (4.18), hence kQH is a subspace of kQK and RH ⊆ RK by (4.19). We set Q˙ :=
⋃
H∈IG
QH . By the
definition of a gluing and gluing system it is clear that every vertex in Q˙ is the source and target of
at most finitely many arrows and so Q˙ is a quiver. Notice in particular that if i ∈ Q˙, then i ∈ (QH)0
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for some H ∈ IG and by (4.18) it follows that i ∈ (Qv)0 for some v ∈ VH . For a vertex i ∈ Q˙ we set
V (i) := {v ∈ VG | i ∈ (Qv)0}.
We begin with a technical lemma which makes use of condition (iii) in Definition 4.8.
Lemma 4.12. Let i ∈ Q˙. Then V (i) is a finite set and 〈V (i)〉 is a connected graph.
Proof. Let us first show that 〈V (i)〉 is connected. We first prove a more general claim. Let v0, . . . , vk+1
be a sequence of vertices in G connected by arrows e0, . . . , ek as in v0
e0←→ v1
e1←→ v2
e2←→ · · ·
ek−1
←−−→
vk
ek←→ vk+1 where ←→ denotes an arrow in either direction. Then we claim that if i ∈ (Qv0) and
i ∈
(
Qvk+1
)
0
, it follows that i ∈ (Qvk)0. To see this, notice that Λ〈v0,...,vk,vk+1〉 = Λ〈v0,...,vk〉 ⊲ Λvk+1
or Λ〈v0,...,vk,vk+1〉 = Λvk+1 ⊲ Λ〈v0,...,vk〉, depending on the orientation of ek. Since i ∈ (Qv0)0, it follows
that i ∈
(
Q〈v0,...,vk〉
)
0
. Since the gluing is done over an abutment of Λvk and i ∈
(
Qvk+1
)
0
, it follows
that i ∈ (Qvk)0 as claimed.
Now, let u, v ∈ V (i) and let H ∈ IG be such that u, v ∈ VH . Then there exists a walk u
e0←→ w1
e1←→
. . .
ek−1
←−−→ wk
xk←→ v in H . Since i ∈ (Qu)0 and i ∈ (Qv)0, it follows by our claim that i ∈ (Qwk)0.
In particular wk ∈ V (i). Continuing inductively, we have w1, . . . , wk ∈ V (i) and so there is a walk
between u and v in 〈V (i)〉. Since u and v were arbitrary, it follows that 〈V (i)〉 is connected.
Let us now show that V (i) is finite. Since 〈V (i)〉 is connected, and since G is locally finite, it is
enough to show that there is no infinite sequence of vertices {vk}k≥0 in G connected by arrows {ek}k≥0
as in
v0
e0←→ v1
e1←→ v2
e2←→ · · ·
ek−1
←−−→ vk
ek←→ vk+1
ek+1
←−→ · · · (4.22)
and such that i ∈ (Qvk)0 for every k ≥ 0. If there is a subgraph vm−1 → vm ← vm+1 in (4.22), then(
Qvm−1
)
∩
(
Qvm+1
)
= ∅ by Definition 4.8(i) and hence we may assume that every arrow in (4.22) is
oriented towards the right.
Since i ∈
(
Qvk−1
)
0
∩ (Qvk)0 we get i ∈ supp(Pek−1) and i ∈ supp(Iek) for all k ≥ 1. Since Pek−1 is
a left abutment of Λvk and Iek is a right abutment of Λvk it follows that for every k ≥ 1, the algebra
Λvk is isomorphic to k
−→
A hk/Rk for some hk ≥ 1. Define
xk := |{u ∈
−→
Ahk | there exists a path from u to i in k
−→
A hk}|.
Clearly xk ≥ 1 for all k ≥ 1. By Definition 4.3, since i ∈
(
Qvk−1
)
0
∩ (Qvk)0, we have that xk ≤ xk−1
with equality if and only if the gluing is trivial. Since xk ≥ 1, this implies that infinitely many of the
gluings in (4.22) are trivial, which contradicts Definition 4.8(iii). 
Another technical lemma in a similar spirit is the following.
Lemma 4.13. Let H,K ∈ IG with H ⊆ K. Let i ∈ (QH)0 and j ∈ (QK)0. Let FHK be the induced
map
FHK : CK(ǫiΛK , ǫjΛK)→ CH(FHK (ǫiΛK) , FHK (ǫjΛK)).
(a) If j 6∈ (QH)0, then CH(FHK (ǫiΛK) , FHK (ǫjΛK)) = 0.
(b) If j ∈ (QH)0, then FHK is bijective.
In particular, the induced map FHK is always surjective.
Proof. Since FHK = qH ◦
K
Hπ
∗ ◦ ιK and qH and ιK are fully faithful functors, it is enough to study the
map
K
Hπ
∗ : CK (ǫiΛK , ǫjΛK)→ CH (ǫiΛK ⊗ΛK ΛH , ǫjΛK ⊗ΛK ΛH) . (4.23)
(a) If j 6∈ (QH)0, then FHK (ǫjΛK) = ǫjΛK ⊗ΛK ΛH
∼= ǫjΛH = 0.
(b) Assume that j ∈ (QH)0. Since H ⊆ K, we have that QH ⊆ QK . We first claim that every
path p in QK from j to i lies in QH . Assume to a contradiction that there exists a path p
in QK from j to i such that p does not lie in QH . Since QH is a full subquiver of QK , there
exists a vertex k ∈ (QK)0 and a path j  k  i in QK such that k 6∈ (QH)0. Let vj ∈ VH be
a vertex such that j ∈ (Qvj )0 and vk ∈ VK be such that k ∈ (Qvk)0. Since k 6∈ (QH)0, we have
that vk 6∈ VH . Since K is connected, there exists a walk w in K from vj to vk. Since K is a
directed tree, this walk w is unique. Moreover, since there exists a path j  k in K the walk
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w is oriented as vk → · · · → vj by the definition of gluing. Similarly, if vi ∈ VH is a vertex such
that i ∈ (Qvi)0, there exists a walk w
′ in K of the form vi → · · · → vj . Since H is connected,
there exists a (potentially empty) walk w′′ between vi and vj . But then by concatenating the
walks w, w′ and w′′ it follows that K is not a directed tree, which is a contradiction.
By the above claim it follows that we have ǫjkQKǫi = ǫjkQHǫi. Using (4.19) one can also
check that ǫjRHǫi = ǫjRKǫi. Next, employing the identifications
CK (ǫiΛK , ǫjΛK) ∼= ǫjΛKǫi, and
CH (ǫiΛK ⊗ΛK ΛH , ǫjΛK ⊗ΛK ΛH)
∼= CH (ǫiΛH , ǫjΛH) ∼= ǫjΛHǫi,
we find that the map KHπ
∗ is given by mapping a path in QK from j to i to the corresponding
path in QH . Since
ǫjΛKǫi = ǫj(kQK/RK)ǫi = ǫj(kQH/RH)ǫi = ǫjΛHǫi,
the result follows. 
Now we are ready to describe the indecomposable objects of C˙ as well as the morphisms between
them.
Proposition 4.14. (a) Let i ∈ Q˙0. Then the pair P (i) = (P (i)H , pHK) where
P (i)H =
{
ǫiΛH , if i ∈ (QH)0,
0, otherwise,
pHK =
{
δiHK , if i ∈ (QH)0,
0, otherwise,
defines an indecomposable object in C˙.
(b) We have P (i) ∼= P (j) if and only if i = j.
(c) If x ∈ C˙ is indecomposable, then x ∼= P (i) for some i ∈ Q˙0.
(d) Let i, j ∈ Q˙0. Then the induced map
Φ˙H : C˙(P (i), P (j))→ CH (ǫiΛH , ǫjΛH)
is bijective for every H such that i, j ∈ (QH)0.
(e) C˙ is locally bounded.
(f) mod C˙ is locally bounded.
Proof. (a) Let us show first that P (i) is an indecomposable object in C˙. First let us show that it
is an object in the concrete inverse limit C, that is let us check that P (i) satisfies Definition
3.4(i). Let H,K ∈ IG with H ⊆ K. If i 6∈ (QH)0, then it follows by the definition of FHK
that FHK (ǫiΛK) = 0 and so pHK = 0 is indeed an isomorphism FHK (P (i)K) → P (i)H . If
i ∈ (QH)0, then i ∈ (QK)0 and so pHK = δ
i
HK : FHK (ǫiΛK) → ǫiΛH is an isomorphism
by definition. It remains to show that (3.4) is satisfied. This follows by a straightforward
computation using the fact that both the maps δiHK and the natural isomorphism θHKL were
constructed by making canonical choices.
Next let us show that P (i) ∈ C˙, that is that P (i) is firm. By Lemma 4.12 it follows that
〈V (i)〉 ∈ IG. We set T := 〈V (i)〉. We show that T ∈ IG satisfies the condition of Definition
3.11. Since T = 〈V (i)〉, we have that i ∈ (QT )0. Now let H ∈ IG be such that T ⊆ H . We
need to show that for all a, b ∈ CH , the induced maps
FTH : CH (ΦH(P (i)), b)→ CT (FTH ◦ ΦH(P (i)), FTH(b)) , and
FTH : CH (a,ΦH(P (i)))→ CT (FTH(a), FTH ◦ ΦH(P (i)))
are bijective. Let us show that the first map is bijective; the other can be similarly shown
to be bijective. Without loss of generality, assume that b is indecomposable. Then b = ǫjΛH
for some j ∈ (QH)0 and ΦH(P (i)) = ǫiΛH by definition of P (i). Hence CH(ΦH(P (i)), b) =
CH(ǫiΛH , ǫjΛH). By Lemma 4.13, the map FTH is surjective. Moreover, by the same lemma, it
is enough to show that if CH(ǫiΛH , ǫjΛH) ∼= ǫjΛHǫi 6= 0, then j ∈ (QT )0. Assume ǫjΛHǫi 6= 0.
Then it follows by Remark 4.10(d) that there exists a vertex v ∈ VH such that i, j ∈ (Qv)0.
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But then v ∈ V (i) and so i, j ∈ (QT )0, as required. This shows that P (i) is firm and hence
P (i) ∈ C˙.
Finally, we need to show that P (i) is indecomposable. But this follows immediately by
Corollary 3.13(c) since for H ⊃ T we have ΦH(P (i)) = ǫiΛH which is indecomposable.
(b) Clearly i = j implies that P (i) ∼= P (j). On the other hand, if P (i) ∼= P (j), then ǫiΛH ∼= ǫjΛH
for some H ∈ IG with H > T (i) and H > T (j). But then it follows that i = j since ǫi
respectively ǫj are the idempotents corresponding to the vertices i respectively j of QH .
(c) Now, assume that x = (xH , fHK) ∈ C˙ is indecomposable. We show that x ∼= P (i) for some
i ∈ Q˙0. Since x is firm, there exists T = T (x) ∈ IG as in Definition 3.11. Let T
′ > T .
By Corollary 3.13(c) we have that Φ˙T ′(x) is indecomposable and so Φ˙T ′(x) ∼= ǫiΛT ′ for some
i ∈ (QT ′)0. We claim that x
∼= P (i). Let H ∈ IG. By taking K ∈ IG large enough, it is not
difficult to show that
Φ˙H(x) ∼= FHK ◦ Φ˙K(x) = FHK (ǫiΛK) ∼=
{
ǫiΛH , if i ∈ (QH)0,
0, otherwise.
Similarly we pick sT ′ : ǫiΛT ′ → ǫiΛT ′ to be any isomorphism and we extend it to an isomor-
phism s : x→ P (i) which shows that x ∼= P (i).
(d) Since P (i) is indecomposable, there exists a T = T (P (i)) as in Definition 3.11. Let H ∈ IG be
such that i, j ∈ (QH)0 and let K ∈ IG be such that K ⊃ H and K ⊃ T . Then we have the
isomorphism Φ˙H ∼= FHK ◦ Φ˙K and the induced map
Φ˙K : C˙(P (i), P (j))→ CK (ǫiΛK , ǫjΛK)
is bijective by Lemma 3.10(b). Moreover, the map
FHK : CK (ǫiΛK , ǫjΛK)→ CH(FHK (ǫiΛK) , FHK (ǫjΛK)) ∼= CH (ǫiΛH , ǫjΛH)
is bijective by Lemma 4.13(b). It follows that Φ˙H is bijective, as required.
(e) Since {P (i)}i∈Q˙0 is a complete set of representatives of indecomposable objects in C˙, it is
enough to show that for i ∈ Q˙0 there are only finitely many j ∈ Q˙0 such that C˙ (P (i), P (j)) 6=
0 or C˙ (P (j), P (i)) 6= 0. Assume that C˙ (P (i), P (j)) 6= 0, and let H ∈ IG be such that
i, j ∈ (QH)0. Then by (b) we have that
0 6= C˙ (P (i), P (j)) ∼= CH (ǫiΛH , ǫjΛH) = HomΛH (ǫiΛH , ǫjΛH)
∼= ǫjΛHǫi,
and so by Remark 4.10(d) there exists a vj ∈ VH such that i, j ∈
(
Qvj
)
0
and ǫjΛHǫi ∼= ǫjΛvǫi.
In particular, we have vj ∈ V (i). Hence C˙(P (i), P (j)) 6= 0 implies that j ∈
⋃
v∈V (i) (Qv)0.
Since V (i) is a finite set by Lemma 4.12 and (Qv)0 is finite by assumption, it follows that
{j ∈ Q˙0 | C˙(P (i), P (j)) 6= 0} is a finite set. Similarly we show that {j ∈ Q˙0 | C˙(P (j), P (i)) 6= 0}
is also finite.
(f) Since the map
HomC˙
(
C˙(−, P (i)), C˙(−, P (j)
)
→ C˙ (P (i), P (j))
defined by η 7→ ηx(idP (i)) is an isomorphism and since C˙ is locally bounded, it follows that
mod C˙ is also locally bounded. 
Next we show that we can think of C˙ as the (potentially infinite) quiver with relations obtained by
performing the (potentially infinitely many) gluings induced by the edges EG of G. Recall that if Q
is a quiver, then the path category kQ of Q is the k-linear category with obj (kQ) = Q0, where the
morphism space kQ(i, j) for i, j ∈ kQ is the k-vector space spanned by all paths from i to j in Q,
under the assumption that there is a trivial identity path if i = j and where composition is given by
concatenation.
In particular, since RH ⊆ RK forH ⊆ K, it is not difficult to see that R˙ =
⋃
H∈IG
RH is a two-sided
ideal of the path category kQ˙. Hence the k-linear category kQ˙/R˙ is well-defined.
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Corollary 4.15. There is an equivalence of categories proj(kQ˙/R˙) ≃ C˙.
Proof. Throughout we use the identification mod(kQ˙/R˙) ≃ rep(Q˙, R˙). We define a functor F :
mod C˙ → mod(kQ˙/R˙). For a C˙-module M ∈ mod C˙, we define a representation F (M) ∈ rep(Q˙, R˙)
as follows. Let i ∈ Q˙0. We define (F (M))i := M(P (i)). Let α : j → i be an arrow in Q˙ and
let H ∈ IG be such that i, j ∈ (QH)0. Then Φ˙
−1
H (α) ∈ C˙(P (i), P (j)) is well-defined by Proposition
4.14(d). Moreover, if H ′ ∈ IG is another graph such that i, j ∈ (QH′)0, then by taking K ∈ IG with
H ⊆ K and H ′ ⊆ K and using the fact that C˙ is a firm source it easily follows that Φ˙−1H′ (α) = Φ˙
−1
H (α)
and so Φ˙−1H (α) is independent of H . We define (F (M))α := M(Φ˙
−1
H (α)). Next, let η : M → N be
a morphism in HomC˙(M,N). We define (F (η))i : (F (M))i → (F (N))i by (F (η))i := ηP (i). It is a
straightforward verification to see that F is an equivalence of categories that restricts to an equivalence
proj(C˙) ≃ proj(kQ˙/R˙). Since we have an equivalence proj(C˙) ≃ C˙, the result follows. 
Our next aim is to prove that (mod C˙, Φ˙H∗, Θ˙HK∗) together with the adjunctions (Φ˙
∗
H , Φ˙H∗) and
(Φ˙H∗, Φ˙
!
H) is an admissible target of (mod CH , FHK∗, θHKL∗). To show this, we need to first show that
the functors Φ˙H are coherent preserving for all H ∈ IG. For this we need to study the functors Φ˙H∗
and Φ˙!H . That the functor Φ˙
!
H preserves finitely presented modules follows from Proposition 2.3(c).
For the functor Φ˙H∗ we have to work a bit more. First we have the following two technical lemmas
dealing with indecomposable projective modules.
Lemma 4.16. Let i ∈ Q˙0 and assume that 〈V (i)〉 ⊆ H ⊆ K for some H,K ∈ IG. Then the following
statements hold.
(a) If j ∈ (QK)0, then ǫiΛKǫj =
{
ǫiΛHǫj, if j ∈ (QH)0,
0, otherwise.
(b) FHK∗ (ǫiΛH) = ǫiΛK .
(c) Φ˙H∗(ǫiΛH) = C˙ (−, P (i)).
Proof. (a) Assume that ǫiΛKǫj 6= 0. Then by Remark 4.10(d) there exists a vertex v ∈ VG such
that i, j ∈ (Qv)0. In particular, v ∈ V (i) ⊆ H and so j ∈ (QH)0. The result follows by
Proposition 4.14(d).
(b) Follows immediately by [ASS06, Lemma 2.4] and Remark 4.10(c).
(c) Notice that we can consider ǫiΛH =Mi as a module in mod CH via the equivalence mod CH ≃
mod(projΛH) ≃ modΛH . In particular, we have Mi (ǫjΛH) = ǫiΛHǫj . Then let us evaluate
both sides of (c) on an indecomposable object P (j) ∈ C˙. By picking K big enough so that
j ∈ (QK)0 and H ⊆ K we have by Proposition 4.14(d) that C˙(P (j), P (i))
∼= ǫiΛKǫj . Then we
compute
Φ˙H∗(ǫiΛH) (P (j)) =Mi
(
Φ˙H(P (j)
)
=
{
ǫiΛHǫj , if j ∈ (QH)0,
0, otherwise,
(a)
= ǫiΛKǫj
and we see that both sides of (c) agree on objects. Similarly it is easy to see that they agree
on morphisms. 
Lemma 4.17. Let H ∈ IG and M ∈ mod CH . Let
⊕
i∈I (ǫiΛH)
si be a projective cover of M for some
I ⊆ (QH)0. If K ∈ IG is such that H ⊆ K and 〈V (I)〉 ⊆ K, then
⊕
i∈I (ǫiΛK)
si is a projective cover
of FHK∗(M).
Proof. Let rad(M) be the radical of M . Then M/ rad(M) ∼=
⊕
i∈I(SH(i))
si where SH(i) is the simple
representation of ΛH corresponding to the vertex i ∈ (QH)0. By [ASS06, Lemma III.2.2] and a direct
computation it follows that rad (FHK∗(M)) ∼= FHK∗ (rad(M)). Since moreover FHK∗ is exact and
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additive, we have
FHK∗(M)/ rad (FHK∗(M)) ∼= FHK∗(M)/FHK∗ (rad(M))
∼= FHK∗ (M/ rad(M))
∼= FHK∗
(⊕
i∈I
(SH(i))
si
)
∼=
⊕
i∈I
(FHK∗(SH(i)))
si
∼=
⊕
i∈I
(SK(i))
si ,
from which it follows that PK(M) =
⊕
i∈I (ǫiΛK)
si is a projective cover of FHK∗(M). 
With this we are ready to prove the main result about the functor Φ˙H∗.
Lemma 4.18. If M ∈ mod CH , then Φ˙H∗(M) is finitely presented.
Proof. Let P (M) =
⊕
i∈I (ǫiΛH)
si be a projective cover ofM for some I ⊆ (QH)0. LetK ∈ IG be such
that H ⊆ K and 〈V (I)〉 ⊆ K. Then by Lemma 4.17 we have that FHK∗(P (M)) ∼=
⊕
i∈I (ǫiΛH)
si is a
projective cover of FHK∗(M). Let p : FHK∗(P (M)) → FHK∗(M) be a minimal epimorphism and let
N = ker(p). Let P (N) =
⊕
j∈J (ǫjΛK)
tj be a projective cover ofN for some J ⊆ (QK)0. Let L ∈ IG be
such that K ⊆ L and 〈V (J)〉 ⊆ L. Then by Lemma 4.17 we have that FKL∗(P (N)) ∼=
⊕
j∈J (ǫjΛL)
tj
is a projective cover of FKL∗(N) and that FKL∗ (FHL∗(P (M)) ∼=
⊕
i∈I (ǫiΛL)
si is a projective cover
of FKL∗ ◦ FHK∗(M). It follows that⊕
j∈J
(ǫjΛL)
tj −→
⊕
i∈I
(ǫiΛL)
si −→ FKL∗ ◦ FHK∗(M) −→ 0 (4.24)
is the start of a projective resolution of FKL∗ ◦ FHK∗(M). Moreover, for every k ∈ I ∪ J we have
〈V (k)〉 ⊆ L and hence Φ˙L∗ (ǫkΛL) = C˙ (−, P (k)) by Lemma 4.16(c). Hence by applying the exact
functor Φ˙L∗ to (4.24) we get the exact sequence⊕
j∈J
(C˙(−, P (j)))tj −→
⊕
i∈I
(C˙(−, P (i))si −→ Φ˙L∗ ◦ FKL∗ ◦ FHK∗(M) −→ 0,
which shows that Φ˙L∗ ◦ FKL∗ ◦ FHK∗(M) is finitely presented. But Φ˙L∗ ◦ FKL∗ ◦ FHK∗(M) ∼= Φ˙L∗ ◦
FHL∗(M) ∼= Φ˙H∗(M), and so Φ˙H(M) is finitely presented. 
We are now ready to prove that a gluing system gives rise to an admissible target.
Proposition 4.19. Let (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a directed tree G and let
(C˙, Φ˙H , Θ˙HK) be the firm source of the induced Cat-inverse system (CH , FHK , θHKL) over IG. Then
(mod C˙, Φ˙K , Θ˙HK) together with the adjunctions (Φ˙
∗
H , Φ˙H∗) and (Φ˙H∗, Φ˙
!
H) is an admissible target of
(mod CH , FHK∗, θHKL∗).
Proof. It is enough to check that the conditions of Corollary 3.16 are satisfied. By the equivalences
mod CH ≃ mod(projΛH) ≃ modΛH .
we have that CH is a dualizing k-variety and by the commutativity of the diagrams
modΛH modΛK
mod CH mod CK
fHK∗
≃ ≃
FHK∗
and
modΛH modΛK
mod CH mod CK
≃ ≃
f !HK
F !HK
it follows that FHK is a coherent preserving k-linear functor. Since C˙ is locally bounded by Proposition
4.14(e), it follows that C˙ is a dualizing k-variety. Let H,K ∈ IG with H ⊆ K. Then FHK : CL →
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CH is dense because if ǫiΛH is an indecomposable object in CH , then i ∈ (QH)0 ⊆ (QK)0 and so
FHK(ǫiΛK) = ǫiΛH . Moreover, the functor FHK is full by Lemma 4.13. Finally the functor Φ˙H is
coherent preserving by Proposition 2.3(c) and Lemma 4.18. 
4.2. n-fractured systems of representation-directed algebras. In this section we extend the
definition of gluing systems in a way compatible with the notion of fracturings developed in [Vas18] to
construct an asymptotically weakly n-cluster tilting system. Using Theorem 3.19 we show that this
extension of the definition induces an n-cluster tilting subcategory in the admissible target determined
by the gluing system.
4.2.1. Gluing of n-fractured subcategories of representation-directed algebras. Throughout this section
let A and B be representation-directed algebras.
We start by recalling the notions of fracturings and n-fractured subcategories introduced in [Vas18].
Recall that if P is a left abutment of A, then the quiver P△ is the same as the Auslander–Reiten
quiver Γ(k
−→
A h) of k
−→
A h. Hence we can formally view direct sums of modules appearing in
P△ as
k
−→
Ah-modules. With this observation, we have the following definition.
Definition 4.20. [Vas18, Definition 3.4] LetW be a maximal left abutment of A of height h. Let T (W )
be an A-module such that all its indecomposable summands are isomorphic to modules appearing in
W△. Then T (W ) is called a fracture if it is a tilting module when viewed as a k
−→
Ah-module.
Dually we define a fracture T (J) for a maximal right abutment J . Before we proceed, let us introduce
one more piece of notation. Let U and V be subcategories of a Krull–Schmidt category A. We set U\V
to be the additive closure of all indecomposable objects x ∈ U such that x 6∈ V .
Next, we need the notion of a fracturing. A left fracturing of A is an A-module constructed in the
following way. First, we assign a fracture T (W ) to each maximal left abutmentW of A. Then the direct
sum of all these fractures is a left fracturing of A. More formally we have the following definition.
Definition 4.21. [Vas18, Definition 3.7] A left fracturing TL of A is an A-module of the form
TL =
⊕
W∈Pmabind
T (W )
where T (W ) is a fracture of W . We set PL := add
{
P
\P
ab , TL
}
. We define a right fracturing and the
subcategory IR similarly. A fracturing of A is a pair (TL, TR) where TL is a left fracturing and TR
is a right fracturing.
Let TL be a left fracturing of A. For a maximal left abutment W of A and a left abutment P with
P ≤ W , we choose a submodule T (P ) of T (W ) such that T (P ) ∈ FP and T
(W ) = T (P ) ⊕ Q where no
indecomposable direct summand of Q is in FP . In particular T
(P ) is isomorphic to the direct sum of all
indecomposable summands of T (W ) that appear in P△. Notice that T (P ) is unique up to isomorphism.
Similarly we define T (I) for a right abutment I ≤ J .
Now let TLA and T
L
B be left fracturings of A and B respectively. Let P be a left abutment of A and
I be a right abutment of B such that ht(P ) = ht(I) and set Λ = B P ⊲I A. By Remark 4.4(c) the
maximal left abutments of Λ are either of the form ΛBπ∗(WB) for some maximal left abutmentWB of B
or, if not, they are of the form ΛAπ∗(WA) for some maximal left abutment WA of A. Moreover, in both
cases, it follows by Proposition 4.6 that ΛBπ∗
(
T (B)
)
is a fracture of ΛBπ∗(WB) and that
Λ
Aπ∗
(
T (A)
)
is
a fracture of ΛAπ∗(WA). Hence if WΛ is a maximal left abutment, then we can define a fracture T
(WΛ)
∗
of Λ by
T
(WΛ)
∗ :=
{
Λ
Bπ∗
(
T (WB)
)
, if WΛ ∼=
Λ
Bπ∗(WB),
Λ
Aπ∗
(
T (WA)
)
, otherwise.
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Notice that T (WΛ) is well-defined by Remark 4.4(c). With this definition we define a left fracturing
of Λ by setting
TLΛ :=
⊕
WΛ∈Pmabind
T
(WΛ)
∗ . (4.25)
Dually, given right fracturings TRA and T
R
B of A and B we can define a fracture T
(JΛ)
∗ for a maximal
right abutment JΛ of Λ and then define a right fracturing T
R
Λ of Λ. Then, by the above considerations
it follows that (TLΛ , T
R
Λ ) is a fracturing of Λ, which we call the gluing of the fracturings (T
L
A , T
R
A ) and
(TLB , T
R
B ) at P and I and we denote it by (T
L
Λ , T
R
Λ ) = (T
L
B , T
R
B )
P ⊲I (TLA , T
R
A ).
Before we give our next definition, we need the following generalization of [Vas19, Theorem 1].
Proposition 4.22. Let M be a subcategory of modA and (TL, TR) be a fracturing of A. Then the
conditions (a) and (b) are equivalent.
(a) (a1) PL ⊆M.
(a2) τn and τ
−
n induce mutually inverse bijections
ind
(
M\PL
)
ind
(
M\IR
)
.
τn
τ−n
(a3) Ωi(M) is indecomposable for all indecomposable M ∈ M\PL and 0 < i < n.
(a4) Ω−i(N) is indecomposable for all indecomposable N ∈M\IR and 0 < i < n.
(b) (b1) PL ⊆M.
(b2) Let M ∈ ind
(
M\PL
)
. Then τn(M) ∈ M. Moreover, for every X ∈ modA we have
Ext1∼n−1(M,X) 6= 0 if and only if Ext1∼n−1A (X, τn(M)) 6= 0.
(b3) Let N ∈ ind
(
M\IR
)
. Then τ−n (N) ∈ M. Moreover, for every Y ∈ modA we have
Ext1∼n−1A (Y,N) 6= 0 if and only if Ext
1∼n−1
A (τ
−
n (N), Y ) 6= 0.
Proof. This is a straightforward generalization of the equivalence of (a) and (b) in [Vas19, Theorem 1]
using the fact that Ext1∼n−1A
(
T (W ), T (W )
)
= 0 for every W ∈ Pmabind . 
Definition 4.23. [Vas18, Definition 3.10] Assume that (TL, TR) is a fracturing of A and let M be a
full subcategory of modA. ThenM is called a (TL, TR, n)-fractured subcategory if any of the equivalent
conditions of Proposition 4.22 hold.
Remark 4.24. This definition generalizes the notion of an n-cluster tilting subcategory for repre-
sentation-directed algebras. In particular M is an n-cluster tilting subcategory if and only if it is
(TL, TR, n)-fractured and TL ∼= Λ and TR ∼= D(Λ) hold or equivalently if and only if PL = P and
IR = I. For more details on this, we refer to [Vas19, Theorem 1] and [Vas18, Proposition 3.11].
We also have the following proposition.
Proposition 4.25. Let (TL, TR) be a fracturing of A and letM⊆ modA be a (TL, TR, n)-fractured
subcategory. Then
M =
{
X ∈ add{modA\ Sub(TL), T
L} | Ext1∼n−1A (X,M) = 0
}
=
{
X ∈ add{modA\Fac(TR), T
R} | Ext1∼n−1A (M, X) = 0
}
.
Proof. This is a straightforward generalization of the implication (a) and (b) implies (c) in [Vas19,
Theorem 1]. 
Before giving the next result, let us introduce one more piece of notation. For a module M we write
M ∼= P ⊕M where M has no projective indecomposable direct summand and M ∼= M ⊕ I where M
has no injective indecomposable direct summand.
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For technical reasons, we focus on the case n ≥ 2 which imposes no restriction since 1-cluster tilting
subcategories are trivially classified.
We are interested in knowing when gluing two algebras whose module categories admit n-fractured
subcategories gives an algebra whose module category also admits an n-fractured subcategory for the
glued fracturings. The following theorem gives the answer to this question.
Theorem 4.26. [Vas18, Theorem 3.16] Let n ≥ 2. Let A be a representation-directed algebra with a
fracturing (TLA , T
R
A ) and let MA ⊆ modA be a (T
L
A , T
R
A , n)-fractured subcategory. Let W ∈ modA be
a maximal left abutment and let P ∈ FW be a left abutment of height h. Moreover, let B be a repre-
sentation-directed algebra with a fracturing (TLB , T
R
B ) and let MB ⊆ modB be a (T
L
B , T
R
B , n)-fractured
subcategory. Let J ∈ modB be a maximal right abutment and let I ∈ GJ be a right abutment of height
h. Set Λ := B P ⊲I A. If T
(W )
A ∈ FP and T
(J)
B ∈ GI and furthermore
Λ
Aπ∗
(
T
(P )
A
)
∼= ΛBπ∗
(
T
(I)
B
)
, (4.26)
then (TLΛ , T
R
Λ ) = (T
L
B , T
R
B )
P ⊲I (TLA , T
R
A ) is a fracturing of Λ and MΛ = add
{
Λ
Aπ∗(MA),
Λ
Bπ∗(MB)
}
⊆
modΛ is a (TLΛ , T
R
Λ , n)-fractured subcategory.
The easiest case of applying Theorem 4.26 is when both MA and MB are actual n-cluster tilting
subcategories and P and I have height 1, that is they are simple projective and simple injective modules
respectively. In this case, it follows that the assumptions of Theorem 4.26 are trivially satisfied.
Furthermore, in this case, it is shown in [Vas18, Corollary 3.17] that MΛ is an actual n-cluster tilting
subcategory. For a generalization, see Proposition 5.1.
Let (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system. Our next step is to consider for each v ∈ VG an
n-fractured subcategory Mv ⊆ modΛv such that that for every e : u → v in EG, the conditions
of Theorem 4.26 are satisfied. Before give the precise definition, let us introduce one more piece of
notation. Let e : u→ v be an arrow in G. We denote by We the unique (up to isomorphism) maximal
left abutment of Λv such that Pe ≤ We. Similarly we denote by Je the unique (up to isomorphism)
maximal right abutment of Λu such that Ie ≤ Je.
Definition 4.27. Let n ≥ 2. Let L = (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a directed tree G.
For every v ∈ VG, let
(
TLv , T
R
v
)
be a fracturing of Λv and Mv be a (T
L
v , T
R
v , n)-fractured subcategory
of modΛv. We call (Mv)v∈VG an n-fractured system of L if for every arrow e : u → v in EG we have
that
(i) T
(We)
A ∈ FPe and T
(Je)
B ∈ GIe , and
(ii)
〈u,v〉
〈u〉π∗
(
T
(Pe)
A
)
∼=
〈u,v〉
〈v〉π∗
(
T
(Ie)
B
)
.
In particular, we have that (TL〈u,v〉, T
R
〈u,v〉) :=
(
TLu , T
R
u
)
⊲
(
TLv , T
R
v
)
is a fracturing of Λ〈u,v〉 and
M〈u,v〉 := add
{
〈u,v〉
〈v〉π∗ (Mv) ,
〈u,v〉
〈u〉π∗ (Mu)
}
⊆ modΛ〈u,v〉
is a (TL〈u,v〉, T
R
〈u,v〉, n)-fractured subcategory of modΛ〈u,v〉. If moreover for every v ∈ VG we have that
(iii) for each maximal right abutment J of Λu such that T
(J)
u is not injective, there exists one arrow
e ∈ EG with source u such that Je ∼= J , and
(iv) for each maximal left abutment W of Λv such that T
(W )
v is not projective, there exists one
arrow e ∈ EG with target v such that We ∼=W ,
then we say that the n-fractured system (Mv)v∈VG is complete.
Conditions (i) and (ii) of an n-fractured system allow us to glue n-fractured subcategories over
two arrows in G in any order. More precisely, let u, v, w ∈ VG be three vertices such that 〈u, v, w〉 is
connected. A case by case analysis of the graphs (C1), (C2) and (C3) shows that the two different
fracturings obtained depending on the order of the gluing coincide. More generally, if H ∈ IG we
denote by
(
TLH , T
R
H
)
the fracturing of ΛH obtained by repeatedly performing the gluings of fracturings
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induced by the edges EH of H in any order. Similarly we denote by MH the
(
TLH , T
R
H , n
)
-fractured
subcategory of modΛH defined by MH = add
{
H
vπ∗ (Mv) | v ∈ VH
}
.
If (Mv)v∈VG is an n-fractured system of a gluing system L = (Λv, Pe, Ie)v∈VG,e∈EG , we set
M˙ := add
{
Φ˙v∗(Mv) | v ∈ VG
}
⊆ mod C˙.
Our aim is to show that if the n-fractured system (Mv)v∈VG is complete, then M˙ is an n-cluster
tilting subcategory of mod C˙. We start with the following proposition.
Proposition 4.28. Let n ≥ 2, let L = (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a directed tree G
and let (Mv)v∈VG be an n-fractured system of L.
(a) For every H ∈ IG, we have Ext
1∼n−1
ΛH
(MH ,MH) = 0.
(b) Let H,K ∈ IG with H ⊆ K. Then
K
Hπ∗(MH) ⊆MK .
If moreover the system (Mv)v∈VG is complete, then the following also hold.
(c) IfM ∈ modΛH and Ext
1∼n−1
ΛK
(
K
Hπ∗(M),MK
)
= 0 for allK ∈ IG withH ⊆ K, thenM ∈MH .
(d) IfM ∈ modΛH and Ext
1∼n−1
ΛK
(
MK ,
K
Hπ∗(M)
)
= 0 for allK ∈ IG withH ⊆ K, thenM ∈MH .
Proof. (a) Follows from Proposition 4.25 since MH is a
(
TLH , T
R
H , n
)
-fractured subcategory of
modΛH .
(b) Using (4.21) we have
K
Hπ∗(MH) =
K
Hπ∗
(
add
{
H
vπ∗(Mv) | v ∈ VH
})
= add
{
K
Hπ∗
H
vπ∗(Mv) | v ∈ VH
}
= add
{
K
vπ∗(Mv) | v ∈ VH
}
⊆ add
{
K
vπ∗(Mv) | v ∈ VK
}
=MK .
(c) Let M ∈ modΛH and assume that for all K ∈ IG with H ⊆ K, we have
Ext1∼n−1ΛK
(
K
Hπ∗(M),MK
)
= 0.
We show that M ∈ MH . By additivity of Ext and since MH is closed under direct sums and
summands, we may assume that M is indecomposable. Let K ∈ IG with H ⊆ K. Since
K
Hπ∗
is exact, for all r ∈ {1, . . . , n− 1} we have
ExtrΛH (M,MH)
∼= ExtrΛK
(
K
Hπ∗(M),
K
Hπ∗(MH)
)
.
Since KHπ∗(MH) ⊆MK by (b), we conclude that Ext
1∼n−1
ΛH
(M,MH) = 0. Hence by Proposi-
tion 4.25 it is enough to show that M ∈ add
{
modΛH\ Sub(TL
H
), T
L
H
}
.
Assume towards a contradiction that M ∈ Sub(TLH) but M 6∈ add(T
L
H). It follows that M is
isomorphic to an indecomposable submodule of a fracture T (WH) of a maximal left abutment
WH of ΛH . We claim that Ext
1
ΛH
(
T (WH),M
)
6= 0.
To show this set h := ht(WH). We view M as a k
−→
A h- module and T
(WH) as a tilting
k
−→
Ah-module. Under this identification, it is enough to show that Ext
1
k
−→
Ah
(
T (WH),M
)
6= 0.
Assume to a contradiction that Ext1
k
−→
Ah
(
T (WH),M
)
= 0. Then we have thatM ∈ Fac
(
T (WH)
)
by general tilting theory, see for example [ASS06, Theorem VI.2.5]. Since we also have M ∈
Sub
(
T (WH)
)
, we have nonzero maps T0 ։ M →֒ T1 where T0, T1 ∈ add
(
T (WH)
)
. Without
loss of generality, we assume that T0 and T1 are indecomposable. Indeed, the Auslander–Rei-
ten quiver Γ(k
−→
A h) is described in Proposition 4.5. It follows by this description that if no
indecomposable summand of T0 has an epimorphism onto M then all morphisms from T0 to
M factor through rad(M); similarly for T1. Then, since M 6∈ add(T
L
H), we have M 6
∼= T0 and
M 6∼= T1. Again by the description of Γ(k
−→
A h) in Proposition 4.5 it follows that there exists a
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nonzero map τ−(T0)→ T1 which does not factor through a projective k
−→
A h-module. Hence by
the Auslander–Reiten duality [ASS06, Theorem IV.2.13] we have
Ext1
k
−→
Ah
(T1, T0) ∼= DHom
k
−→
Ah
(τ−(T0), T1) 6= 0,
which contradicts the fact that T (WH) is a tilting k
−→
A h-module.
Hence indeed Ext1ΛH (T
(WH),M) 6= 0. In particular there exists a nonprojective indecom-
posable summand T of T (WH ) such that Ext1ΛH (T,M) 6= 0. Let ǫtΛH be the projective cover
of T for some t ∈ (QH)0 and set K := 〈VH , V (t)〉. We now claim that
K
Hπ∗(T ) 6∈ P
L
K .
We again show this claim by assuming instead towards a contradiction that KHπ∗(T ) ∈ P
L
K .
Then since KHπ∗(T ) is not projective, it follows that it appears in a fracture T
(WK) as a non-
projective indecomposable summand. Notice that by construction the maximal left abutment
WK and the fracture T
(WK) are of the form WK ∼=
K
vπ∗(Wv) and T
(WK) ∼= Kvπ∗
(
T (Wv)
)
for
some vertex v ∈ VK and some maximal left abutment Wv of Λv. Since T
(Wv) is not projective
and since the system is complete, it follows by Definition 4.27(iv) that there exists an arrow
e ∈ EG with target v such that We ∼=Wv. Without loss of generality and by Definition 4.8(iii)
we can assume that the gluing induced by e is not trivial. Moreover, by Definition 4.27(i) we
have that T (WK) ∈ FPe . In particular we have t ∈ supp(T ) ⊆ supp(Pe) and so s(e) ∈ V (t).
But this contradicts the gluing being nontrivial since V (t) ⊆ VK .
Hence we have that KHπ∗(T ) 6∈ P
L
K . Since H ⊆ K we have
Ext1∼n−1ΛK
(
K
Hπ∗(M),MK
)
= 0. (4.27)
Moreover, by exactness of KHπ∗, we also have
Ext1ΛK
(
K
Hπ∗(T ),
K
Hπ∗(M)
)
∼= Ext1ΛH (T,M) 6= 0.
In particular, since KHπ∗(T ) ∈ ind
(
(MK)\PL
K
)
, we have by Proposition 4.22(b2) that
Ext1∼n−1ΛK
(
K
Hπ∗(M), τn
K
Hπ∗(T )
)
6= 0.
But by Proposition 4.22(a2) we have that τn
K
Hπ∗(T ) ∈ MK , which contradicts (4.27). It
follows that M ∈ add
{
modA\ Sub(TL), T
L
}
, as required.
(d) Similar to (c). 
The main result of this section is the following theorem.
Theorem 4.29. Let n ≥ 2, let L = (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a directed tree G
and let (C˙, Φ˙H , Θ˙HK) be the firm source of the induced Cat-inverse system (CH , FHK , θHKL) over
IG. Let (Mv)v∈VG be a complete n-fractured system of L and identify Mv with its equivalent sub-
category in mod CH ≃ modΛH . Then (MH) is an asymptotically weakly n-cluster tilting system of
(mod CH , FHK∗, θHKL∗) and M˙ = add
{
Φ˙v∗(Mv) | v ∈ VG
}
⊆ mod C˙ is an n-cluster tilting subcate-
gory. If moreover G is finite, then MG is an n-cluster tilting subcategory of modΛG.
Proof. That (MH) is an asymptotically weakly n-cluster tilting system of (mod CH , FHK∗, θHKL∗) fol-
lows immediately by Proposition 4.28. To show that M˙ is an n-cluster tilting subcategory it is enough
to show that the conditions of Corollary 3.21 are satisfied. We have that mod C˙ is locally bounded by
Proposition 4.14(f). Finally, for every H ∈ IG the subcategoryMH ⊆ modΛH is functorially finite as
it is a subcategory of the module category of a representation-finite algebra.
If G is finite, then notice that we have Q˙ = QG and R˙ = RG. Then, using Corollary 4.15 we have
mod C˙ ≃ mod(proj(kQ˙/R˙)) = mod(proj(kQG/RG) ≃ mod(kQG/RG) = modΛG,
and the above equivalence restricts to an equivalence M˙ ≃ MG. It follows that MG is an n-cluster
tilting subcategory of modΛG. 
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5. Applications
In this section we apply the results of Section 4 to produce abelian categories that admit n-cluster
tilting subcategories. In many cases we show how we can obtain actual finite-dimensional algebras
such that their module category admits an n-cluster tilting subcategories.
5.1. Complete n-fractured systems from n-cluster tilting subcategories. In this short section
we show how we can construct a complete n-fractured system starting from representation-directed
algebras whose module categories admit n-cluster tilting subcategories.
For a bound quiver algebra Λ = kQ/R, we denote by sΛ = s the number of sources in the quiver Q
and by tΛ = t the number of sinks in the quiver Q.
Using Theorem 4.29, we have the following proposition which gives a way of constructing n-cluster
tilting subcategories which generalizes [Vas18, Corollary 3.17].
Proposition 5.1. Let G be a directed tree and n ≥ 2. Let L = (Λv, Pe, Ie)v∈VG,e∈EG be a gluing
system on G such that Pe and Ie are simple for every e ∈ EG. Let alsoMv ⊆ modΛv be an n-cluster
tilting subcategory. Then the following statements hold.
(a) The collection (Mv)v∈VG is a complete n-fractured system of L.
(b) M˙ is an n-cluster tilting subcategory of mod C˙.
(c) If moreover G is finite, then MG is an n-cluster tilting subcategory of modΛG.
Proof. We only need to prove (a) since then (b) and (c) follow immediately by Theorem 4.29. We
show that the conditions of Definition 4.27 are satisfied for (Mv)v∈VG . Since Mv is an n-cluster
tilting subcategory, it follows that Mv is a (Λv, D(Λv), n)-fractured subcategory by Remark 4.24. In
particular, every left fracture is either projective or injective and hence conditions (i)-(iv) are trivially
satisfied. 
Remark 5.2. We explain how to find a gluing system that satisfies the assumptions of Proposition
5.1. Let G be a directed tree and n ≥ 2. For each vertex v ∈ VG let Λv = kQv/Rv be a representation-
directed algebra whose module category admits an n-cluster tilting subcategory Mv. Assume that
Λv 6∼= k
−→
A 1. Assume moreover that tΛv ≥ δ
−(v) and sΛv ≥ δ
+(v). Notice that if s ∈ (Qv)0 is a sink,
then the simple module S(s) is a left abutment of Λv of height 1. Moreover, since supp(S(s)) = {s},
different sinks of Qv correspond to independent left abutments of Λv. Let {e1, . . . , eδ−(v)} be the
collection of arrows terming at v. Since tΛv ≥ δ
−(v), it follows there exists a set {s1, . . . , sδ−(v)} of
sinks in Qv with si 6= sj for i 6= j. Set Pei := S(si) for 1 ≤ i ≤ δ
−(v). By construction we have that
{Pei}
δ−(v)
i=1 is an independent collection of simple left abutments of Λv. Similarly if {e
′
1, . . . , e
′
δ+(v)} is
the collection of arrows starting at v, we can construct an independent collection {Iei}
δ+(v)
i=1 of simple
right abutments of Λv.
We claim that the triple L = (Λv, Pe, Ie)v∈VG,e∈EG is a gluing system on G. We check that the
conditions of Definition 4.8 are satisfied. Condition (i) is satisfied by construction. Condition (ii) is
satisfied since each abutments is simple and hence of height 1. Finally condition (iii) is satisfied since
Λv 6∼= k
−→
A 1, and hence no gluing is trivial. Clearly L satisfies the assumptions of Proposition 5.1.
Notice that to apply Remark 5.2 for any directed tree G, we need as an input bound quiver alge-
bras whose module categories admit n-cluster tilting subcategories and such that their quiver has an
arbitrary number of sinks and sources. We construct such families of examples in section 6.1.
5.2. Gluings and orbit categories. Let n ≥ 2. Let (Λv, Pe, Ie)v∈VG,e∈EG be a gluing system on a
directed tree G and let (Mv)v∈VG be a complete n-fractured system of L. By Corollary 4.15 we have
the equivalence C˙ ≃ proj(kQ˙/R˙) and by Theorem 4.29 we have that M˙ ⊆ mod C˙ is an n-cluster tilting
subcategory. In general, the quiver Q˙ is infinite and hence M˙ cannot be realized as the n-cluster tilting
subcategory of the module category of a finite-dimensional algebra. However, by taking our gluing
system to have sufficient symmetry, we construct an orbit category C˙/Z such that mod(C˙/Z) ≃ mod Λ˜,
where Λ˜ is a finite-dimensional algebra which is not necessarily representation-directed. Furthermore,
50 LAERTIS VASO
if the n-fractured system also has sufficient symmetry, we end up with an n-cluster tilting subcategory
of mod Λ˜ as well. In this section we make these notions precise. We start by recalling some background
on orbit categories from [DI20].
Let C be a skeletally small k-linear category and let G be a group. A (k-linear) G-action on C
is a collection {Fg ∈ Aut(C) | g ∈ G} of (k-linear) automorphisms Fg : C → C such that Fg ◦ Fh =
Fgh for all g, h ∈ G. Notice that a G-action on C induces a G-action on mod C via the collection
{Fg∗ : mod C → mod C | g ∈ G}. For simplicity we write g(x) instead of Fg(x) for x ∈ C and we write
g∗(M) instead of Fg∗(M) for M ∈ mod C. If C is also a Krull–Schmidt category, a G-action on C is
called admissible if g(x) 6∼= x for every x ∈ ind C and g ∈ G \ {1}. A subcategory U of mod C is called
G-equivariant if g∗(U) = U for all g ∈ G.
Let C be a locally bounded k-linear Krull–Schmidt category and G a group acting admissibly on C.
The orbit category C/G is the category given by the following data.
• The objects of C/G are the objects of C, that is obj(C/G) := obj(C).
• Morphisms in C/G between x ∈ C/G and y ∈ C/G are collections of morphisms between x ∈ C
and g(y) ∈ C, that is C/G(x, y) :=
⊕
g∈G C(x, g(y)).
• Composition of morphisms for a = (ag)g∈G ∈ C/G(x, y) and b = (bg)g∈G ∈ C/G(y, z) is defined
in the following way. First, for every h ∈ G we have a morphism ah : x→ h(y). Next for every
g ∈ G we have a morphism bh−1g : y → h
−1g(z). Acting by h on the morphism bh−1g we get a
morphism h (bh−1) : h(y)→ h(h
−1g)(z) = g(z). Then we set
(ba)g :=
∑
h∈G
h
(
bh−1g
)
ah : x→ g(z),
and so ba ∈ C/G(x, z).
The natural functor F : C → C/G induces the usual adjoint pair (F ∗, F∗) with F
∗ : Mod(C/G)→ ModC
and F∗ : Mod C → Mod(C/G). As usual, the functor F
∗ restricts to a functor between the categories
of finitely presented modules and moreover, in this case, the functor F ∗ is also exact. We warn the
reader that we use the opposite notation of [DI20], where the left adjoint is denoted by F∗ and the
right adjoint by F ∗.
We now recall one of the main results of [DI20].
Theorem 5.3. [DI20, Corollary 2.15] Let C be a locally bounded k-linear Krull–Schmidt category and
G a free abelian group of finite rank acting admissibly on C. If M ⊆ mod C is a locally bounded G-
equivariant n-cluster tilting subcategory, then F ∗(M) ⊆ mod(C/G) is a locally bounded n-cluster tilting
subcategory.
To apply Theorem 5.3 we introduce the following notion.
Definition 5.4. Let n ≥ 2 and let Λ = kQ/R be a representation-directed algebra with a fracturing
(TL, TR) and a
(
TL, TR, n
)
-fractured subcategoryM.
(a) A pair (W,J) of Λ-modules is called a fractured pair (with respect to the fracturing (TL, TR))
if the following conditions hold.
(i) W is a maximal left abutment of Λ.
(ii) If W ′ is a maximal left abutment of Λ with W 6∼=W ′, then T (W
′) is projective.
(iii) J is a maximal right abutment of Λ.
(iv) If J ′ is a maximal right abutment of Λ with J 6∼= J ′, then T (J
′) is injective.
(b) Let (W,J) be a fractured pair of Λ. A pair (P, I) of Λ-modules is called a compatible pair for
the fractured pair (W,J) if the following conditions hold.
(i) P is a left abutment of Λ such that P ≤W .
(ii) T (W ) ∈ FP .
(iii) I is a right abutment of Λ such that I ≤ J
(iv) T
(J)
∈ GI .
(v) We have ht(P ) = ht(I) and, furthermore, π∗P
(
T (P )
)
∼= π!I
(
T (I)
)
.
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(c) Λ is called n-self-gluable if there exists a fractured pair (W,J) and a compatible pair (P, I) of
(W,J).
Example 5.5. Any representation-directed algebra such that its module category admits an n-cluster
tilting subcategory is n-self-gluable. Indeed, let Λ be a representation-directed algebra such that
modΛ admits an n-cluster tilting subcategoryM. In particular, the subcategoryM is a (Λ, D(Λ), n)-
fractured subcategory. LetW be a maximal left abutment of Λ and let J be a maximal right abutment
of Λ. It then follows trivially that (W,J) is a fractured pair. Moreover, let P ≤ W be a simple left
abutment of Λ and I ≤ J be a simple right abutment of Λ. Again it follows trivially that (P, I) is a
compatible pair. In particular, the algebra Λ is n-self-gluable.
Let Λ = kQ/R be an n-self-gluable algebra. For each integer z ∈ Z let Q[z] be a copy of Q with
vertices and arrows labelled as follows.
(Q[z])0 = {i[z] | i ∈ Q0},
(Q[z])1 = {α[z] : i[z]→ j[z] | α ∈ Q1 with α : i→ j}.
Denote by R[z] the ideal of kQ[z] corresponding to the ideal R of kQ. We set Λ[z] := kQ[z]/R[z].
For a module M ∈ modΛ denote the corresponding module in modΛ[z] by M [z]. In particular,
for the (TL, TR, n)-fractured subcategory M ⊆ modΛ we have that the corresponding subcategory
M[z] ⊆ modΛ[z] is a (TL[z], TR[z], n)-fractured subcategory.
Proposition 5.6. Let Λ = kQ/R be an n-self gluable algebra and (W,J) a fractured pair of Λ with
a compatible pair (P, I) and assume that Λ 6∼= k
−→
Ah′ for any h
′. Let G =
−→
A∞∞ be the graph
· · ·
α−3
−−→ −2
α−2
−−→ −1
α−1
−−→ 0
α0−−−→ 1
α1−−−→ 2
α2−−−→ · · · .
Then VG = Z and for every z ∈ Z set Λz := Λ[z], Iαz := I[z], Pαz := P [z + 1] and Mz :=M[z]. Then
Λ∞∞ := (Λz, Iαz , Pαz )z∈Z is a gluing system on G and (Mz)z∈Z is a complete n-fractured system of Λ
∞
∞.
Proof. To show that Λ∞∞ is a gluing system, we show that the conditions of Definition 4.8 are satisfied.
Condition (i) is satisfied trivially since every vertex of v ∈ VG has δ
+(v) = δ−(v) = 1. Condition (ii)
is satisfied since by Definition 5.4(ii) we have
ht (Iαz ) = ht(I[z]) = ht(I) = ht(P ) = ht(P [z + 1]) = ht (Pαz ) .
Condition (iii) is satisfied since Λ 6∼= k
−→
A h′ .
To show that (Mz)z∈Z is a complete n-fractured system, we show that the conditions of Definition
4.27 are satisfied. Conditions (i) and (ii) follow immediately by Definition 5.4(ii). Moreover, by
Definition 5.4(i), we have that (W,J) is a fractured pair of Λ. It follows that (W [z], J [z]) is a fractured
pair of Λ[z] for every z ∈ Z. In particular there is at most one maximal left abutment of Λ[z] with a
nonprojective fracture, namely W [z], and there is at most one maximal right abutment of Λ[z] with a
noninjective fracture, namely J [z]. Since Wαz
∼=W [z +1] and Jαz
∼= J [z], conditions (iii) and (iv) are
satisfied. 
For the rest of this section we fix an n-self gluable algebra Λ 6∼= k
−→
Ah and let G, Λ
∞
∞ and (Mz)z∈Z be
as in Proposition 5.6. We write (C˙, Φ˙H , Θ˙HK) for the firm source of the induced Cat-inverse system
(CH , FHK , θHKL) over IG and we have
M˙ = add
{
Φ˙z∗(M[z]) | z ∈ Z
}
⊆ mod C˙.
We have the following immediate result.
Corollary 5.7. M˙ is an n-cluster tilting subcategory of mod C˙.
Proof. Follows immediately by Proposition 5.6 and Theorem 4.29. 
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Let us now study the quiver Q˙ and the ideal R˙. The infinite quiver Q˙ is obtained by performing all
the gluings induced by the arrows in G. Since P and I are abutments of Λ of height h, we have that
Q has the form
p1 p2 p3 · · · ph−1 ph ,
α1 α2 α3 αh−2 αh−1
Q′
L
(5.1)
and the form
i1 i2 i3 · · · ih−1 ih
β1 β2 β3 βh−2 βh−1
Q′
R
, (5.2)
where P = P (p1) and I = I(ih). It follows that supp(P ) = {p1, . . . , ph} and supp(I) = {i1, . . . , ih}.
In particular, the only case where supp(I) ∩ supp(P ) 6= ∅ is if Q is
−→
Ah′ for some h
′ ≥ h. For
simplicity let us assume that Q 6=
−→
Ah′ ; the case Q =
−→
Ah′ can be considered in the same way. Since
supp(I) ∩ supp(P ) = ∅, we can draw the quiver Q more abstractly as
Q′
where Q′ is not empty and the left corresponds to the full subquiver of Q with vertex set
{i1, . . . , ih} and the right corresponds to the full subquiver of Q with vertex set {p1, . . . , ph}.
Then the quiver Q˙ has the form
Q′[−2] Q′[−1] Q′[0] Q′[1] Q′[2]
.
For two integers a, b ∈ Z with a ≤ b we denote by [a, b] the integer interval {z ∈ Z | a ≤ z ≤ b}.
In particular, we have IG = {〈[a, b]〉 | a ≤ b}. We set Q[a, b] := Q〈[a,b]〉, R[a, b] := R〈[a,b]〉 and
Λ[a, b] := Λ〈[a,b]〉. Notice that this notation agrees with our previous notation, since Λ[a, a] = Λ[a]. By
definition the ideal R[a, b] is generated by all elements in R[z] for z ∈ [a, b] as well as all paths from
Q′[z] to Q′[z + 1] for z ∈ [a, b − 1]. The ideal R˙ is then equal to R˙ =
⋃
a≤bR[a, b]. It follows that R˙
is generated by all elements in R[z] for z ∈ Z as well as all paths from Q′[z] to Q′[z + 1] for all z ∈ Z.
In particular there is a canonical isomorphism [z] : Λ[a, b]→ Λ[a+ z, b+ z] for all z ∈ Z.
Moreover, for k ∈ Z we have an isomorphism of categories [k] : kQ˙/R˙ → kQ˙/R˙ given by
moving a path k-steps to the right in Q˙. In particular this isomorphism induces an isomorphism
[k] : proj(kQ˙/R˙)→ proj(kQ˙/R˙).
Lemma 5.8. The collection {[k] ∈ Aut(proj(kQ˙/R˙))} is an admissible Z-action on proj(kQ˙/R˙).
Proof. It is easy to see that the collection {[k] ∈ Aut(proj(kQ˙/R˙))} is a Z-action on proj(kQ˙/R˙).
Moreover this action is admissible since
[k](P (i[z])) = P (i[z + k]) ∼= P (i[z])
implies that i[z + k] = i[z], which is true if and only if k = 0 since Λ 6∼= k
−→
A h′ . 
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Let {Fk ∈ Aut(C˙) | k ∈ Z} be the admissible Z-action on C˙ induced by {[k] ∈ Aut(proj(kQ˙/R˙) |
k ∈ Z} that is compatible with the equivalence C˙ ≃ proj(kQ˙/R˙) in Corollary 4.15.
Lemma 5.9. The subcategory M˙ ⊆ mod C˙ is Z-equivariant.
Proof. Viewing C˙-modules as representations of Q˙ bound by R˙, we have that a C˙-module is of the
form M [z] for some M ∈ modΛ and some z ∈ Z. Let M [z] ∈ mod C˙. It is easy to show that for
every k ∈ Z we have Fk∗(Φ˙z∗(M [z])) ∼= Φ˙(z−k)∗(M [z − k]) by evaluating both sides. Since M˙ =
add
{
Φ˙z∗(M[z]) | z ∈ Z
}
, it immediately follows that M˙ is Z-equivariant. 
Corollary 5.10. The subcategory F ∗(M˙) ≃ M˙/Z ⊆ mod(C˙/Z) is a locally bounded n-cluster tilting
subcategory.
Proof. We show that the conditions of Theorem 5.3 are satisfied for C = C˙, G = Z and M = M˙.
The category C˙ is a locally bounded k-linear Krull–Schmidt category by Corollary 3.13. The free
abelian group Z acts admissibly on C˙ by Lemma 5.8. The subcategory M˙ ⊆ mod C˙ is locally bounded
since mod C˙ is locally bounded by Proposition 4.14(f). The subcategory M˙ is an n-cluster tilting
subcategory of mod C˙ by Corollary 5.7. The subcategory M˙ is Z-equivariant by Lemma 5.9. Hence
F ∗(M˙) is a locally bounded n-cluster tilting subcategory. Finally, the equivalence F ∗(M˙) ≃ M˙/Z
follows by [DI20, Lemma 3.5(c)]. 
We can realize the category mod(C˙/Z) as the module category of a finite-dimensional algebra. Recall
the form of Q from (5.1) and (5.2). Consider the equivalence relation P∼I
0
on Q0 generated by ik
P∼I
0
pk
for 1 ≤ k ≤ h and the equivalence relation P∼I1 on Q1 generated by αk
P∼I1 βk for 1 ≤ k ≤ h− 1. Let
Q˜ be the quiver with Q˜0 = Q0/
P∼I
0
and Q˜1 = Q1/
P∼I
1
, that is Q˜ has the form
Q′ p1 = i1
p2 = i2
p3 = i3ph−2 = ih−2
ph−1 = ih−1
ph = ih
α1 = β1
α2 = β2αh−2 = βh−1
αh−1 = βh−1
(5.3)
In particular for a path in Q, we can consider the corresponding path in Q˜. Let R˜ be the ideal of
kQ˜ generated by all elements in R, viewed as elements in kQ˜, together with all paths of the form
γα1 . . . αh−1γ
′ with γ and γ′ arrows in Q˜. In other words, the ideal R˜ is generated by all elements
in R and all paths that start at Q′, go through the vertices p1, . . . , ph and end up at Q
′ again. Set
Λ˜ = kQ˜/R˜.
Proposition 5.11. Let D := kQ˙/R˙. There is an equivalence of categories proj(D/Z) ≃ C˙/Z.
Proof. First observe that by Corollary 4.15 we have an equivalence of categories proj(D) ≃ C˙ which
is compatible with the action of Z on both sides by construction. Hence it is enough to show that
(projD) /Z ≃ proj (D/Z). The Yoneda embedding hD : D → proj(D) induces a bijection obj(D) ≃
ind(proj(D)), which in turn induces a bijection obj(D/Z) ≃ ind(proj(D)/Z) = ind(proj(D))/Z. On
the other hand the Yoneda embedding hD/Z induces a bijection obj(D/Z) ≃ ind(proj(D/Z)). It follows
that there is a bijection ind(proj(D)/Z) ≃ ind(proj(D/Z)) which induces an equivalence of categories
(projD) /Z ≃ proj (D/Z). 
Corollary 5.12. There is an equivalence of categories mod Λ˜ ≃ mod(C˙/Z). In particular mod Λ˜
admits an n-cluster tilting subcategory M˜.
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Proof. This equivalence can be obtained by Proposition 5.11 via
mod Λ˜ ≃ mod (proj (D/Z)) ≃ mod ((projD) /Z) ≃ mod(C˙/Z).
Then mod Λ˜ admits an n-cluster tilting subcategory by Corollary 5.10. 
Corollary 5.13. Let Λ be a representation-directed algebra whose module category admits an n-
cluster tilting subcategory M. Let W be any maximal left abutment of Λ and let J be any maximal
right abutment of Λ. Let P ≤ W be a simple left abutment and I ≤ J be a simple right abutment.
Then Λ is n-self-gluable and M˙/Z is an n-cluster tilting subcategory of mod Λ˜.
Proof. Follows immediately by Example 5.5 and Corollary 5.12. 
5.3. Simultaneous double gluings. In this section we describe a special case of a gluing coming
from an orbit category. As a motivation, recall that our gluing operation takes us input two bound
quiver algebras A and B where the quivers are of the form
QL
A
L and QR
B
L′
where L = L′ =
−→
Ah and there are no relations in the subquivers L and L
′ and returns a new bound
given quiver algebra Λ = kQΛ/RΛ where the quiver is
QL
A
QR
B
L=L′
and RΛ is generated by RA∪RB together with all paths from Q
L
A
to QR
B
. In this section we generalize
the above situation to the situation of taking as inputs two bound quiver algebras A and B where the
quivers are of the form
QL
A
L1
L2
and QR
B
L′1
L′2
or QL
A
L1
L2
and QR
B
L′1
L′2
where L1 = L
′
1
=
−→
Ah1 , L2 = L
′
2
=
−→
Ah2 and there are no relations in the subquivers L1, L
′
1
, L2 and
L′
2
and returning a new bound quiver algebra Λ˜ = kQ˜/R˜ where Q˜ is
QR
B
QL
A
L1=L
′
1
L2=L
′
2
or, respectively, Q′
R
QL
L1=L
′
1
L2=L
′
2
and R˜ is generated by RA ∪ RB together with all paths from Q
L
A
to QR
B
and all paths from QR
B
to
QL
A
. Our aim is to show that if modA and modB admit n-fractured subcategories that are sufficiently
compatible with the above gluings, then mod Λ˜ admits an n-cluster tilting subcategory.
To make the above notions more precise, let A = kQA/RA and B = kQB/RB be two bound quiver
algebras as above in the case where L2 has a source and L
′
2
has a sink; the other case can be dealt with
similarly. Let us call P1 and P2 the left abutments of A with support (L1)0 and (L2)0 respectively
and I1 and I2 the right abutments of B with support (L
′
1)0 and (L
′
2)0. Notice that these abutments
are in general not maximal; let us call W1 and W2 the maximal left abutments of A with P1 ≤W1 and
P2 ≤ W2 and let us call J1 and J2 the maximal right abutments of B with I1 ≤ J1 and I2 ≤ J2. By
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the assumption L1 = L
′
1, we can perform the gluing Λ1 = B
P1 ⊲I1 A where Λ1 = kQΛ1/RΛ1 with QΛ1
the quiver
QR
B
QL
A
L1=L
′
1
L2
L
′
2
and where RΛ1 is generated by RA ∪RB together with all paths from Q
L
A
to QR
B
.
Assume now that A has a fracturing (TLA , T
R
A ) and that modA admits a (T
L
A , T
R
A , n)-fractured
subcategory MA such that T
R = D(A) and the only nonprojective indecomposable summands of TLA
appear in FP1 or FP2 . Dually assume that B has a fracturing (T
L
B , T
R
B ) and that modB admits a
(TLB , T
R
B , n)-fractured subcategory MB such that T
L
B = B and the only noninjective indecomposable
summands of TRB appear in GI1 or GI2 . Moreover assume that the two fracturings are compatible in
the sense of Theorem 4.26, that is we have
Λ1
Aπ∗
(
T
(P1)
A
)
∼= Λ1Bπ∗
(
T
(I1)
B
)
, and (5.4)
Λ1
Aπ∗
(
T
(P2)
A
)
∼= Λ1Bπ∗
(
T
(I2)
B
)
. (5.5)
In particular, it follows by Theorem 4.26 that
(
TLΛ1 , T
R
Λ1
)
=
(
TLB , T
R
B
)
P1 ⊲I1
(
TLA , T
R
A
)
is a fracturing of
Λ1 and MΛ1 = add
{
Λ1
Aπ∗ (MA) ,
Λ1
Bπ∗ (M2)
}
⊆ modΛ1 is a
(
TLΛ1 , T
R
Λ2
, n
)
-fractured subcategory.
With these assumption we have the following.
Proposition 5.14. The algebra Λ1 is n-self-gluable and mod Λ˜1 admits an n-cluster tilting subcate-
gory.
Proof. For clarity, let us redraw the quiver QΛ1 as
QR
B
QL
A
L1=L
′
1
L
′
2
L2 .
Set P2∗ :=
Λ1
Aπ∗(P2) and I2∗ :=
Λ1
Bπ∗(I2). Then by the assumptions on the fractures (T
L
A , D(A)) and
(B, TRB ) it follows that the only nonprojective indecomposable summands of T
L
Λ1
appear in FP2∗ and
the only noninjective indecomposable summands of TRΛ1 appear in GI2∗. This shows that (W2, J2) is
a fractured pair where W2 is a maximal left abutment with P2∗ ≤ W2 and J2 is a maximal right
abutment with I2∗ ≤ J2. Moreover, since L2 = L
′
2
we have ht (P2∗) = ht (I2∗) and together with
equation (5.5) this shows that (P2∗, I2∗) is a compatible pair. Hence Λ1 is n-self-gluable. The result
follows by Corollary 5.12. 
Remark 5.15. We note here that many of the results of ordinary gluing hold for this type of gluing.
In particular the Auslander–Reiten quiver of Λ˜ can be computed by identifying the subquivers of
the Auslander–Reiten quivers of A and B corresponding to the abutments P1 and I1 and P2 and I2.
However, the resulting algebra is not always representation-directed. If it turns out that the resulting
algebra is representation-directed, then we can iterate this result to simultaneously glue along more
than two linearly oriented subquivers of Dynkin type A. That is, let A = kQA/RA and B = kQB/RB
be two bound quiver algebras where the quivers are of the form
QL
A
L1
L2
L
k
and QR
B
L
′
1
L
′
2
L
′
k
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where Li = L
′
i
=
−→
Ahi and there are no relations in the subquivers Li, L
′
i
. For i ∈ {1, . . . , k} define
Λi = kQΛi/RΛi to be the bound quiver algebra where QΛi is
L1=L
′
1
L2=L
′
2
L
i
=L′
i−1
L
i+1
L
k
L
′
i+1
L
′
k
QR
B
QL
A
and RΛi is generated by RA ∪RB together with all paths from Q
L
A
to QR
B
and all paths from QR
B
to
QL
A
. Assume moreover that modA and modB admit n-fractured subcategories that are compatible
with the above gluings and such that all nonprojective left fractures are supported in Li or L
′
k+1 and
all noninjective right fractures are supported in L′
i
or Lk+1. Then if the algebra Λi is representa-
tion-directed, it follows by Proposition 5.14 that the module category modΛi+1 admits an n-fractured
subcategory. If in particular Λk−1 is representation-directed, then modΛk admits an n-cluster tilting
subcategory. For an example of this type see Example 6.15.
6. Concrete examples
In this section we provide some families of algebras whose module categories admit n-cluster tilting
subcategories which we can obtain using the methods of Section 5.
6.1. Quivers with any number of sinks and sources. To apply Proposition 5.1 we need to provide
representation-directed algebras whose module categories admit an n-cluster tilting subcategory and
such that their quivers have an arbitrary number of sinks and sources. From this point of view, the
following question is natural.
Question 1. Let (s, t, n) be a triple of positive integers. Does there exist a representation-directed
(connected) algebra Λ such that sΛ = s, tΛ = t and modΛ admits an n-cluster tilting subcategory?
For n = 1 it is clear that Question 1 has a positive answer. For n = 2 we answer Question 1
affirmatively in [Vas18, Remark 3.19]. In this section show that the same result holds for n ≥ 3. The
construction will be given by the gluing algebra of a gluing system over a finite graph G. We first
describe the algebras that we need for the gluing.
Definition 6.1. Let k ∈ Z≥1 with k 6= 2 and let m1, . . . ,mk ∈ Z≥2 such that m1 ≥ m2 ≥ · · · ≥ mk.
The starlike tree T (k,m1,m2, . . . ,mk) is the graph
r
r
(1)
m1r
(1)
3r
(1)
2
r
(2)
m2r
(2)
3r
(2)
2
r
(k)
mk .r
(k)
3r
(k)
2
We say that an algebra Λ = kQ/R is a starlike algebra if the underlying graph of Q is a starlike tree.
In this case we denote by Ami the full subquiver of Q with vertices {r, r
(i)
2 , . . . , r
(i)
mi}.
The condition k 6= 2 is included so that each tuple (k,m1, . . . ,mk) gives rise to a unique starlike
tree.
Proposition 6.2. Let Λ = kQ/R2Q be a starlike algebra where the underlying graph of Q is a starlike
tree T (k,m1,m2, . . . ,mk) and let n ≥ 2. Then modΛ admits an n-cluster tilting subcategory C if and
only if Ami is linearly oriented for every i ∈ {1, . . . , k} and one of the following conditions holds.
(a) k = 1 and there exists an x ∈ Z≥0 such that m1 = n+ 1 + xn.
(b) k = 3, and there exist xi ∈ Z≥0 for i ∈ {1, 2, 3} such that one of the following conditions holds.
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(b1) Two of {r
(1)
m1 , r
(2)
m2 , r
(3)
m3} are sinks, in which case mi = n + 1 + xin and one of them is a
source, in which case mi = n+ xin.
(b2) Two of {r
(1)
m1 , r
(2)
m2 , r
(3)
m3} are sources, in which case mi = n+ 1+ xin and one of them is a
sink, in which case mi = n+ xin.
(c) k = 4 and n = 2, there exist xi ∈ Z≥0 for i ∈ {1, 2, 3, 4} such that mi = 3 + 2xi and exactly
two of {r
(1)
m1 , r
(2)
m2 , r
(3)
m3 , r
(4)
m4} are sources.
In this case the algebra Λ is representation-directed, the n-cluster tilting subcategory C is unique and
the global dimension gl. dim(Λ) = d of Λ is d = (x+1)n in case (a), it is d = (2 + x3 +max{x1, x2})n−1
in case (b), and it is d = 4 + 2 (max{x1, x2}+max{x3, x4}) in case (c).
Proof. First notice that in all cases (a), (b), and (c) the algebra Λ is representation-finite since it is a
radical square zero algebra and its separated quiver is a disjoint union of Dynkin diagrams, see [Gab72].
Moreover, it satisfies the separation condition and so it is representation-directed, see [ASS06, Section
IX.4].
Let us first show that the conditions are necessary for the existence of an n-cluster tilting subcate-
gory. Let C be an n-cluster tilting subcategory of modΛ. Assume to a contradiction that Ami is not
linearly oriented for some i ∈ {1, . . . , k}. Then there exists a vertex p ∈ VAmi such that p is a sink or
a source and such that the full subquiver of Q containing the vertices Q0 \ {p} is disconnected. But
this contradicts [Vas19, Proposition 4.1].
Since C is an n-cluster tilting subcategory, we have Λ ∈ C and D(Λ) ∈ C. Let f be the number
of arrows in Q with r as a target and let g be the number of arrows in Q with r as a source. A
direct computation shows that Ω(I(r)) = S(r)⊕(f−1) and Ω−(P (r)) = S(r)⊕(g−1) where I(r), P (r)
and S(r) are the indecomposable injective, projective and simple modules corresponding to the vertex
r respectively. If f > 2, then I(r) ∈ C is not projective but has decomposable syzygy, which contradicts
[Vas19, Corollary 3.3]. It follows f ≤ 2 and similarly g ≤ 2. In particular, since f+g = k, we have that
k ≤ 4. We proceed by showing that in each of the cases k = 1, 3, 4 the conditions of the proposition
are necessary and sufficient.
If k = 1, then Q =
−→
Am1 and it follows by [Jas16, Proposition 6.2] that mod
(
k
−→
Am1/R
2
−→
Am1
)
admits
an n-cluster tilting subcategory if and only if n | (m1 − 1). That gl. dim(Λ) = m1 − 1 = (x + 1)n can
be shown by an easy computation; for the proof of a more general case see [Vas19, Proposition 5.2].
If k = 3, and since f, g ≤ 2, it follows that r is the target of two arrows and the source of one
or vice versa. Since Am1 , Am2 and Am3 are linearly oriented, it follows that either exactly two of
{r
(1)
m1 , r
(2)
m2 , r
(3)
m3} are sinks or exactly two of them are sources. Let us consider the case where r
(1)
m1 and
r
(2)
m2 are both sources and r
(3)
m3 is a sink; the other cases are similar. In this case we can directly compute
that
Ω− (S(r)) ∼= S
(
r
(1)
2
)
⊕ S
(
r
(2)
2
)
, (6.1)
Ω−j
(
S
(
r
(3)
l
))
∼= S
(
r
(3)
l−j
)
, for 2 ≤ l ≤ m3 and 0 ≤ j ≤ l − 1, and (6.2)
τ−
(
S
(
r
(3)
l
))
∼= S
(
r
(3)
l−1
)
, for 2 ≤ l ≤ m3, (6.3)
under the convention r
(3)
1 = r. Since r
(3)
m3 is a sink, we have P
(
r
(3)
m3
)
∼= S
(
r
(3)
m3
)
∈ C and S
(
r
(3)
m3
)
is
not injective. By [Vas19, Theorem 1] we have that τ−qn
(
S
(
r
(3)
m3
))
∈ C. By (6.2) and (6.3) we have
τ−qn
(
S
(
r
(3)
m3
))
∼= S
(
r
(3)
qn
)
, as long as qn ≤ 1. In particular, if x3 is maximal such that x3n ≤ 1,
then there exists a 0 ≤ p ≤ n − 1 such that Ω−p
(
S
(
r
(3)
x3n
))
∼= S
(
r
(3)
1
)
= S(r). If p < n − 1, then
Ω−(p+1)
(
S
(
r
(3)
x3n
))
∼= S
(
r
(1)
2
)
⊕S
(
r
(2)
2
)
by (6.1), contradicting the fact that C is an n-cluster tilting
subcategory since τ−x3n
(
S
(
r
(3)
m3
))
∈ C has a decomposable (p + 1)-th cosyzygy. Therefore p = n− 1
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and so
m3 − x3n− (n− 1) = 1
or m3 = n + x3n, as claimed. By similar arguments applied to I
(
r
(1)
m1
)
and I
(
r
(3)
m2
)
we get that
m1 = n + 1 + x1n and m2 = n + 1 + x2n. That these conditions are sufficient follows by a direct
computation and using [Vas19, Theorem 1]. Finally, for the global dimension we have for i = 1, 2 that
Ω−j
(
S
(
r
(i)
2
))
∼= S
(
r
(i)
2+j
)
, for j ≤ mi − 2,
and since moreover
Ω−(m3−2)
(
S
(
r(3)m3
))
∼= Ω−
(
S
(
r
(3)
m3−(m3−1)
))
∼= Ω−
(
S
(
r
(3)
1
))
= Ω− (S(r)) ∼= S
(
r
(1)
2
)
⊕ S
(
r
(2)
2
)
,
every simple module appears as a summand of the j-th cosyzygy of S
(
r
(3)
m3
)
. Hence
gl. dim(Λ) = inj. dim
(
S
(
r(3)m3
))
= m3 + inj. dim
(
S
(
r
(1)
2
)
⊕ S
(
r
(2)
2
))
= m3 +max
{
inj. dim
(
S
(
r
(1)
2
))
, inj. dim
(
S
(
r
(2)
2
))}
= m3 +max{m1 − 2,m2 − 2}
= n+ x3n+max{n+ x1n− 1, n+ x2n− 1}
= (2 + x3 +max{x1, x2})n− 1
as claimed.
Finally, for the case k = 4 we have that g ≤ 2 and f ≤ 2 and g + f = 4 which implies g = f = 2
and so two of {r
(1)
m1 , r
(2)
m2 , r
(3)
m3 , r
(4)
m4} are sources and the other two are sinks. Let us assume that r
(1)
m1
and r
(2)
m2 are both sinks and r
(3)
m3 and r
(4)
m4 are both sources; the other cases are similar. It is easy to
check that there is an exact sequence
0→ P (r)→ I
(
r
(3)
2
)
⊕ I
(
r
(4)
2
)
→ P
(
r
(1)
2
)
⊕ P
(
r
(2)
2
)
→ I(r)→ 0,
and hence Ext2Λ (I(r), P (r)) 6= 0, showing that n ≤ 2. Moreover, if n = 2, very similar computations
to the case k = 3 show that there exists a 2-cluster tilting subcategory C if and only if mi = 3 + 2xi
for some x1, x2, x3, x4 ∈ Z≥0. The global dimension is then again computed similarly to be
gl. dim(Λ) = max
{
inj. dim(S
(
r(1)m1
)
, inj. dim
(
S
(
r(2)m2
))}
= max {m1 +max{m3 − 2,m4 − 2},m2 +max{m3 − 2,m4 − 2}}
= max {m1,m2}+max{m3 − 2,m4 − 2}
= max{3 + 2x1, 3 + 2x2}+max{1 + 2x3, 1 + 2x4}
= 4 + 2 (max{x1, x2}+max{x3, x4}) . 
For an example coming from Proposition 6.2 see Figure 1. Using the algebras of Proposition 6.2 we
can now answer Question 1.
Proposition 6.3. Let (s, t, n) be a triple of positive integers. Then there exists a representation-di-
rected algebra Λ with sΛ = s and tΛ = t such that modΛ admits an n-cluster tilting subcategory.
Proof. If n = 1 the result is clear. Otherwise, consider the graph G given by
−(s− 1)
f−(s−1)
−→ · · ·
f−3
−→ −2
f−2
−→ −1
f−1
−→ 0
g1
−→ 1
g2
−→ 2
g3
−→ · · ·
gt−1
−→ t− 1.
We set Λ0 to be any starlike algebra satisfying the conditions of Proposition 6.2(a) and set Pf−1 to
be the unique simple left abutment of Λ0 and Ie1 to be the unique simple right abutment of Λ0. Let
v ∈ VG \ {0}. We set Λv to be any starlike algebra satisfying the conditions of Proposition 6.2(b) such
that Λv has two sources if v < 0 and Λv has two sinks if v > 0. For an arrow fi ∈ EG we set Ifi to be
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Q :1
21 31 41 51
22 32 42 52 ,
23 33 43
Γ
(
kQ/R2Q
)
52
42
52
42
32
42
32
22
32
22
51
41
51
41
31
41
31
21
31
21
1
2122
1
22
1
21
1
23
1
23
33
23
33
43
33
43
Figure 1. The Auslander–Reiten quiver of the algebra Λ = kQ/R2Q where Q is the
quiver on the left and where the additive closure of the encircled modules is a 4-cluster
tilting subcategory.
the unique simple right abutment of Λi and Pfi to be any of the two simple left abutments of Λi; dually
we define Iei and Pei . It follows by Remark 5.2 that (Λv, Pe, Ie)v∈VG,e∈EG is a gluing system on G.
Moreover, by Proposition 6.2 we have that for all v ∈ VG there exists an n-cluster tilting subcategory
Mv ⊆ modΛv and so by Proposition 5.1(c) we have that MG is an n-cluster tilting subcategory of
modΛG. Now notice that by the definition of gluing and a simple induction, the algebra Λ〈−i,...,0,...,j〉
has sΛ〈−i,...,0,...,j〉 = 1 + i and tΛ〈−i,...,0,...,j〉 = j + i. It follows that ΛG has sΛG = s and tΛG = t. 
Example 6.4. The algebra Λ = kQ/R2Q where Q is the quiver
•
•
•
•
•
•
• • •
•
•
•
•
•
• • •
•
•
•
•
•
• • • • • • • •
•
•
•
•
•
• • •
•
•
•
•
•
•
has sΛ = 4, tΛ = 3. The quiver Q was obtained by gluing the path algebras of the quivers inside
the rectangles modulo the ideal generated by all paths of length 2, and where the gluing is done
along the simple modules corresponding to the vertices in the intersection of the boxes. Since the
module categories of all the algebras inside the rectangles admit a 3-cluster tilting subcategory by
Proposition 6.2, it follows that modΛ also admits a 3-cluster tilting subcategory. Indeed, M =
add
{
τ−k3 (Λ) | k ≥ 0
}
⊆ modΛ is a 3-cluster tilting subcategory. Notice also that we could have
omitted the rectangle containing a quiver of type
−→
A4 and get another algebra with the same properties.
As a corollary of Proposition 6.3, we have that for every directed tree G we can find a gluing system
L on G and an n-fractured system of L which gives rise to an n-cluster tilting subcategory.
Corollary 6.5. Let G be a directed tree and n ≥ 1. Then there exists a gluing system L =
(Λv, Pe, Ie)v∈VG,e∈EG on G and an n-fractured system (Mv)v∈VG of L such that if (C˙, Φ˙H , Θ˙HK) is
the firm source of the induced Cat-inverse system (CH , FHK , θHKL), then M˙ is an n-cluster tilting
subcategory of mod C˙.
Proof. Let Λv be a representation-directed algebra such that sΛv ≥ δ
+(v) and tΛv ≥ δ
−(v) and modΛv
admits an n-cluster tilting subcategory; such an algebra exists by Proposition 6.3. The result follows
by Proposition 5.1 and Remark 5.2. 
Notice that Question 1 has a negative answer if s = 0 or t = 0. Indeed, if sΛ = 0 or tΛ = 0, then
the quiver of Λ is not acyclic and in particular Λ is not representation-directed. Hence we pose the
following more general question.
Question 2. Let (s, t, n) be a triple of nonnegative integers with n ≥ 1. Does there exist a connected
algebra Λ such that sΛ = s, tΛ = t and modΛ admits an n-cluster tilting subcategory?
To construct such an algebra we use n-self-gluable algebras as described in Section 5.2. We have
the following result which answers Question 2 affirmatively.
60 LAERTIS VASO
Theorem 6.6. Let (s, t, n) be a triple of nonnegative integers and n ≥ 1. Then there exists a bound
quiver algebra Λ˜ with sΛ˜ = s and tΛ˜ = t such that mod Λ˜ admits an n-cluster tilting subcategory.
Proof. If n = 1 the result is clear. Otherwise, let Λ be a representation-directed algebra with sΛ = s+1
and tΛ = t + 1 such that modΛ admits an n-cluster tilting subcategory; such an algebra exists by
Proposition 6.3 since s, t ≥ 0. Let P be a simple projective Λ-module and let I be a simple injective
Λ-module. Let W be a maximal right abutment of Λ with P ≤W and J be a maximal right abutment
of Λ with I ≤ J . Then (W,J) is a fractured pair and (P, J) is a compatible pair for the fractured pair
(W,J). Hence Λ is n-self-gluable and mod Λ˜ admits an n-cluster tilting subcategory by Corollary 5.13.
Moreover, by (5.3) we have sΛ˜ = sΛ − 1 = s and tΛ˜ = tΛ − 1 = t as required. 
Example 6.7. The algebra Λ = kQ/R2Q where Q is the quiver
•1 • •
•
•
• •2
•
•
• •
•
•
•
•
•
•
•
•
has sΛ = 1, tΛ = 4 and M = add
{
τ−k3 (Λ) | k ≥ 0
}
⊆ modΛ is a 3-cluster tilting subcategory. Notice
that this algebra is not obtained by gluing starlike algebras as in the proof of Proposition 6.3, but a
direct computation using [Vas19, Theorem 1] shows that M is indeed a 3-cluster tilting subcategory.
By self-gluing at the simple injective module I(•1) and the simple projective module P (•2) we obtain
the algebra Λ˜ = kQ˜/R2
Q˜
where Q˜ is the quiver
•
•
•
•
•
•
•
•
• •
•
•
•
•
•
•
•
•
with sΛ˜ = 0 and tΛ˜ = 3 and M˙/Z is a 3-cluster tilting subcategory of mod Λ˜.
Remark 6.8. If Q is an acyclic connected quiver such that |Q0| <∞, then Q has at least one sink and
at least one source. However, if we allow |Q0| =∞, this is no longer true. By letting G =
−→
A∞∞ we can
adapt the proof of Proposition 6.3 to show that if (s, t, n) is a triple of nonnegative integers with n ≥ 1,
then there exists an infinite connected acyclic quiver Q with s sources and t sinks and a two-sided
ideal R of the path category kQ such that mod (kQ/R) admits an n-cluster tilting subcategory.
6.2. Examples from algebras with n-cluster tilting subcategories. Given a representation-di-
rected algebra whose module category admits an n-cluster tilting subcategory, Corollary 5.13 produces
a new algebra whose module category admits an n-cluster tilting subcategory. Proposition 6.2 gives a
list of representation-directed algebras whose module categories admit n-cluster tilting subcategories.
We may hence apply Corollary 5.13 to these algebras.
The algebras of Proposition 6.2(a) are special cases of Nakayama algebras . Many more examples of
Nakayama algebras whose module categories admit n-cluster tilting subcategories are already known,
so we may apply Corollary 5.13 to an even wider collection of examples.
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Let us start by recalling some facts about Nakayama algebras. Throughout we denote by A˜h the
quiver
10
h− 1 2 .
a0
a1ah−1
ah−2 a2
.
Recall that bound quiver algebras where the quiver is
−→
Ah (respectively A˜h) are called acyclic
(respectively cyclic) Nakayama algebras . Recall also that every indecomposable projective module
over a Nakayama algebra is uniserial, that is its radical series is its unique composition series. In
particular the dimensions of the indecomposable projective modules over a Nakayama algebra define
the Nakayama algebra uniquely. By encoding this information we can combinatorially describe a
Nakayama algebra. The Kupisch series [Kup58] of an acyclic Nakayama algebra k
−→
A h/R is the vector
(dim(P (1)), dim(P (2)), . . . , dim(P (h))) ,
and the Kupisch series of a cyclic Nakayama algebra kA˜h/R is the vector
(dim(P (1)), dim(P (2)), . . . , dim(P (h− 1), dim(P (0))) ,
Moreover, every vector (d1, d2, . . . , dh) ∈ Z
h
≥1 with dh = 1 and di ≥ 2 for 1 ≤ i ≤ h − 1 as well as
di−1−1 ≤ di defines uniquely an acyclic Nakayama algebra and every vector (d1, d2, . . . , dh−1, d0) ∈ Z
h
≥2
with di−1 − 1 ≤ di defines uniquely, up to cyclic permutation, a cyclic Nakayama algebra.
6.2.1. Self-gluing of Nakayama algebras. We start by obtaining some examples of cyclic Nakayama
algebras whose module categories admit n-cluster tilting subcategories coming from acyclic Nakayama
algebras whose module categories admit n-cluster tilting subcategories. Notice in particular that acyclic
Nakayama algebras are always representation-directed while cyclic Nakayama algebras are never rep-
resentation-directed. Recall also that selfinjective Nakayama algebras whose module categories admit
n-cluster tilting subcategories have been classified in [DI20].
Corollary 6.9. Let Λ = k
−→
Ah/R be an acyclic Nakayama algebra with Kupisch series (d1, . . . , dh) and
assume that modΛ admits an n-cluster tilting subcategory. Then the module category of the cyclic
Nakayama algebra Λ˜ with Kupisch series (d1, . . . , dh−1) admits an n-cluster tilting subcategory
Proof. Notice that P (h) = P is a simple projective Λ-module and I(1) = I is a simple injective Λ-
module. Hence the algebra Λ˜ = kQ˜/R˜ is well defined and mod Λ˜ admits an n-cluster tilting subcategory
by Corollary 5.12. By the description of Q˜ and R˜ it readily follows that Q˜ ∼= A˜h−2 via the identification
i 7→ i for i ∈ {1, . . . , h− 2} and h− 1 7→ 0. Moreover, with this identification, the ideal R˜ is generated
by all paths in R together with the additional path of length two from 0 to 2. A direct computation
shows that the Kupisch series of Λ˜ is then (d1, . . . , dh−1). 
In Sections 6.3.1 and 6.3.2 we provide examples of self-gluing of Nakayama algebras which is not
over a simple module.
Example 6.10. Acyclic Nakayama algebras with homogeneous relations whose module categories
admit n-cluster tilting subcategories where classified in [Vas19]. More examples of acyclic Nakayama
algebras whose module categories admit n-cluster tilting subcategories were produced in [Vas18, Part
IV]. In both cases Corollary 6.9 applies.
For example by [Vas18, Proposition 4.9(c)] the module category of the acyclic Nakayama algebra
with Kupisch series (2, 2, 3, 3, 3, 3, 2, 1) admits a 3-cluster tilting subcategory, see Figure 2. Then by
Corollary 6.9 the module category of the cyclic Nakayama algebra with Kupisch series (2, 2, 3, 3, 3, 3, 2)
admits a 3-cluster tilting subcategory, see Figure 3.
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Figure 2. The Auslander–Reiten quiver of the acyclic Nakayama algebra with
Kupisch series (2, 2, 3, 3, 3, 3, 2, 1) where the additive closure of the encircled modules
is a 3-cluster tilting subcategory M.
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Figure 3. The Auslander–Reiten quiver of the cyclic Nakayama algebra with Kupisch
series (2, 2, 3, 3, 3, 3, 2) where the additive closure of the encircled modules is a 3-cluster
tilting subcategory equivalent to M˙/Z.
6.2.2. Self-gluing of starlike algebras with three rays. We continue by applying Corollary 5.12 to alge-
bras as in Proposition 6.2(b).
Corollary 6.11. Let Q be one of the quivers
Q1 : r
r
(1)
m1r
(1)
m1−1r
(1)
2
r
(2)
m2−1r
(2)
2
r
(2)
m2 = r
(3)
m3 ,
r
(3)
m3−1r
(3)
2
Q2 : r
r
(1)
m1r
(1)
m1−1r
(1)
2
r
(2)
m2−1r
(2)
2
r
(2)
m2 = r
(3)
m3 .
r
(3)
m3−1r
(3)
2
If m1 = n + 1 + x1n,m2 = n + 1 + x2n and m3 = n + x3n for some xi ∈ Z≥0 and some n ≥ 2, then
mod(kQ/R2Q) admits an n-cluster tilting subcategory.
Proof. Assume that m1 ≥ m2 ≥ m3; the other cases are similar. Let Λ = kT
2/ rad(kT ) where
T = T (3,m1,m2,m3) for some Am1 , Am2 and Am3 linearly oriented. Assume first that r
(1)
m1 and r
(2)
m2
are both sources and r
(3)
m3 is a sink. Then modΛ admits an n-cluster tilting subcategory by Proposition
6.2(b). Let P = P
(
r
(3)
m3
)
and I = I
(
r
(2)
m2
)
. Then Λ is n-self-gluable and so mod Λ˜ admits an n-cluster
tilting subcategory by Corollary 5.12. Moreover, it readily follows by (5.3) that Λ˜ ∼= kQ1/R
2
Q1
, which
proves that mod(kQ1/R
2
Q1
) admits an n-cluster tilting subcategory. Assuming that r
(1)
m1 and r
(2)
m2 are
both sinks and r
(3)
m3 is a source we can similarly prove that mod(kQ2/R
2
Q2
) admits an n-cluster tilting
subcategory. 
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For an example coming from Corollary 6.11 see Figure 4.
To the same class of algebras, we can also apply Proposition 5.14. In this case we have the following
results.
Corollary 6.12. Let Q be one of the quivers
rQ1 : r
(3)
m3 r
(3)
2
r
(2)
M2−1r
(2)
2
r′
r
(1)
M1−1r
(1)
2
r
(3′)
m′3
,r
(3′)
2
rQ2 : r
(3)
m3 r
(3)
2
r
(2)
M2−1r
(2)
2
r′
r
(1)
M1−1r
(1)
2
r
(3′)
m′3
.r
(3′)
2
If M1 = 2n+ 1+ x1n, M2 = 2n+ 1+ x2n, m3 = n+ x3n and m
′
3 = n+ x
′
3n for some n ≥ 2 and some
x1, x2, x3, x
′
3 ∈ Z≥0, then mod(kQ/R
2
Q) admits an n-cluster tilting subcategory.
Proof. Assume m1 ≥ m2 ≥ m3 and m
′
1 ≥ m
′
2 ≥ m
′
3; the other cases are similar. Let m1 = n+1+x1n,
m2 = n + 1 + x2n, m
′
1 = n + 1 and m
′
2 = n + 1. Let A = kT/R
2
T where T = T (3,m1,m2,m3) for
some Am1 , Am2 and Am3 linearly oriented and let B = kT
′/R2T ′ where T
′ = T (3,m′1,m
′
2,m
′
3) for some
Am1 , Am2 and Am3 linearly oriented. Assume first that r
(1)
m1 , r
(2)
m2 and r
(3′)
m′3
are sinks, while r
(3)
m3 , r
(1′)
m′1
and r
(2′)
m′2
are sources. Then modA and modB admit an n-cluster tilting subcategory by Proposition
6.2(b). In this case the quivers of A and B are of the form
rr
(3)
m3 r
(3)
2
r
(2)
m2r
(2)
2
r
(1)
m1r
(1)
2
T
and
r
(2′)
2r
(2′)
n+1
r
(1′)
2r
(1′)
n+1
r′ r
(3′)
m′3
r
(3′)
2
T ′
and so by performing a double gluing as described in Section 5.3 we get the quiver Q1. Then
mod(kQ1/R
2
Q1
) admits an n-cluster tilting subcategory by Proposition 5.14. Assuming that r
(2)
m2 , r
(1′)
m′1
and r
(3′)
m′3
are sinks, while r
(1)
m1 , r
(3)
m3 and r
(2′)
m′2
are sources we can similarly prove that mod(kQ2/R
2
Q2
)
admits an n-cluster tilting subcategory. 
Q :1
21 31 41 51
22 32 42
52 = 43 ,
23 33
Γ
(
kQ/ rad(kQ)2
)
43
42
43
42
32
42
32
22
32
22
51
41
51
41
31
41
31
21
31
21
1
2122
1
22
1
21
1
23
1
23
33
23
33
43
33
43
Figure 4. The Auslander–Reiten quiver of the algebra Λ˜ = kQ˜/R2
Q˜
where Q˜ is the
quiver on top and where the additive closure of the encircled modules is a 4-cluster
tilting subcategory. Notice that the module 43 appears twice and so Λ˜ is not repre-
sentation-directed. Compare with Figure 1.
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Corollary 6.13. Let Q be the quiver
r r
(3)
M3−1r
(3)
2
r
(2)
M2−1r
(2)
2
r′ .
r
(1)
M1−1r
(1)
2
If M1 = 2n+ 1+ x1n,M2 = 2n+ 1+ x2n and M3 = 2n− 1 + x3n for some n ≥ 2 and some xi ∈ Z≥0,
then mod(kQ/R2Q) admits an n-cluster tilting subcategory.
Proof. Let m3 = n + x3n and m
′
3 = n. Let Λ = kQ1/R
2
Q1
, where Q1 is as in Corollary 6.12 with
M1,M2,m3,m
′
3 as given. Then modΛ admits an n-cluster tilting subcategory and a straightforward
computation of the Auslander–Reiten quiver of Λ shows that Λ is a representation-directed algebra.
Then performing the self-gluing along the unique simple projective module P and the unique simple
injective module I we get that the module category of the algebra Λ˜ ∼= kQ/R2Q admits an n-cluster
tilting subcategory by Corollary 5.12. 
For an example of Corollary 6.12 see Figure 5; for an example of Corollary 6.13 see Figure 6.
1Q : 33 23
6151413121
1′
6252423222
33′23′
Γ
(
kQ/R2Q
)
33′
23′
33′
23′
1′
23′
1′
61
1′
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1′
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1′
62
52
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52
42
52
42
32
42
32
22
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22
61
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61
51
41
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31
41
31
21
31
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33
33
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23
23
1
1
1
21
1
22
1
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Figure 5. The Auslander–Reiten quiver of the algebra Λ = kQ/R2Q where Q is the
quiver on top and where the additive closure of the encircled modules is a 3-cluster
tilting subcategory.
6.2.3. Self-gluing of starlike algebras with four rays. We continue by applying Corollary 5.12 to algebras
as in Proposition 6.2(c).
Corollary 6.14. Let Q be the quiver
r
r
(3)
m3−1r
(3)
2r
(2)
m2 r
(2)
2
r
(4)
m4 r
(4)
4
r
(3)
m3 = r
(1)
m1 .
r
(1)
m1−1r
(1)
2
If mi = 3 + 2xi for i ∈ {1, 2, 3, 4} and xi ∈ Z≥0, then mod(kQ/R
2
Q) admits a 2-cluster tilting
subcategory.
Proof. Assume that m1 ≥ m2 ≥ m3 ≥ m4; the other cases are similar. Let Λ = kT/R
2
T where
T = T (4,m1,m2,m3,m4) for some Am1 , Am2 , Am3 and Am4 linearly oriented and such that r
(1)
m1 and
r
(2)
m2 are sources and r
(3)
m3 and r
(4)
m4 are sinks. Then modΛ admits a 2-cluster tilting subcategory by
Proposition 6.2(d). Moreover, the pair (W,J) whereW = P
(
r
(3)
m3−1
)
and J = I
(
r
(1)
m1−1
)
is a fractured
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1Q˜ : 433323
6151413121
1′
6252423222
Γ
(
kQ˜/R2
Q˜
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33
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1′
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1′
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1′
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62
52
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42
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1
22
1
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Figure 6. The Auslander–Reiten quiver of the algebra Λ = kQ˜/R2
Q˜
where Q˜ is the
quiver on top and where the additive closure of the encircled modules is a 3-cluster
tilting subcategory. Compare with Figure 5.
pair and the pair (P, I) where P = P
(
r
(3)
m3
)
and I = I
(
r
(1)
m1
)
is a compatible pair for (W,J). Hence Λ
is n-self-gluable and by a direct computation we get that Λ˜ ∼= kQ/R2Q. Finally, the module category
mod Λ˜ admits a 2-cluster tilting subcategory by Corollary 5.12. 
We can also perform double gluings with algebras of this type. To avoid cumbersome notation and
since the reader should be familiar with the methods described in this section by now, let us denote
by
•
•
•
•
•
T1
the quiver of a starlike algebra Λ1 satisfying the conditions of Proposition 6.2(c). That is, each • •
is a subquiver of type
−→
A 3+2x for some x ∈ Z≥0, each of them for a possibly different value of x. Then
by performing a double gluing with another starlike algebra Λ2 with a quiver T2 denoted in the same
way, we get a new algebra with a quiver
•
•
•
•
•
•
•
•
T1 T2
and radical square zero relations whose module category admits a 2-cluster tilting subcategory by
Proposition 5.14. This algebra is also representation-directed and so continuing inductively we get
that the module category of the algebra Λ = kT/R2T where T is a quiver of the form
•
•
•
•
•
•
•
•
•
•
•
•
•
admits a 2-cluster tilting subcategory. Going one step further, by taking T1 = T2 = · · · = Ti we can
apply a similar orbit construction as in Section 5.2 to get that the module category of the algebra
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Λ˜ = kT˜ /R2
T˜
where T˜ is a quiver of the form
•
•
•
admits a 2-cluster tilting subcategory. For an example, see Figure 7.
Q˜ : 1
5
3
45
6
7
Γ
(
kQ˜/R2
Q˜
)
1
4
1
7
1
4 7
1
7
4
6
7
3
4
6
3
5
6
2
3
5
2
1
2 5
1
2
1
5
1
Figure 7. The Auslander–Reiten quiver of the algebra Λ = kQ˜/R2
Q˜
where Q˜ is the
quiver on the left and where the additive closure of the encircled modules is a 2-cluster
tilting subcategory.
6.2.4. Self-gluing of quivers with arbitrary number of sinks and sources. Let Λ be a representation-di-
rected algebra with tΛ = t. Then the opposite algebra Λ
op has sΛop = t. Assume that we can perform
a t-simultaneous gluing between Λ and Λop as described in Remark 5.15 to obtain an algebra Λ′. Then,
if modΛ admits an n-cluster tilting subcategory, the module category modΛ′ also admits an n-cluster
tilting subcategory. We illustrate with an example.
Example 6.15. Let Λ = kQ/R2Q be as in Example 6.7. Then sΛ = 1 and tΛ = 4 and modΛ admits
a 3-cluster tilting subcategory. We can draw the quivers of Λ and Λop = kQop/R2Qop as
• • •
•
•
•
•
•4
• •
•
•
•
•
•1
•3
• • •2
Q
and •3′ • •
•2′ •
•4′
•
•
•
•
•
•1′
•
•
•
•
• • •.
Qop
By gluing simultaneously along the vertices •i = •i′ for i ∈ {1, 2, 3, 4} we obtain the quiver Q
′:
• • •
•
•
•
•
•
• •
•
•
•
•
•
•
• • •
• •
• •
•
•
•
• •
•
•
•
• • •.
and one can check that the algebra Λ′ = kQ′/R2Q′ is representation-directed and so its module category
admits a 3-cluster tilting subcategory M′ by Remark 5.15.
Next let P be the indecomposable projective Λ′-module corresponding to the unique source of Λ′
and letW ≥ P be a maximal left abutment. Moreover let I be the indecomposable injective Λ′-module
corresponding to the unique sink of Λ′ and let J ≥ I be a maximal right abutment. Then Λ′ is 3-
self-gluable by Corollary 5.13. Hence by gluing along the unique source and the unique sink of Q′, we
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obtain the quiver Q˜′:
• •
•
•
•
•
•
• •
•
•
•
•
•
•
• • •
• •
• •
•
•
•
• •
•
•
•
• • •.
and the algebra Λ˜′ = kQ˜′/R2
Q˜′
is not longer representation-directed, but its module category still
admits a 3-cluster tilting subcategory M˜ by Corollary 5.13.
6.3. Examples from algebras with n-fractured subcategories. We continue by obtaining exam-
ples of algebras whose module categories admit n-cluster tilting subcategories, starting from algebras
whose module categories admit n-fracture subcategories. For this section, let n ≥ 2 and let Λ = kQ/R
be a representation-directed bound quiver algebra with a fracturing (TL, TR) and a
(
TL, TR, n
)
-
fractured subcategory M.
6.3.1. Exactly one fracture. In this section a special class of tilting k
−→
Ah-modules is important. Recall
that the Auslander–Reiten quiver of Γ(k
−→
Ah) is of the form
P△ where P = P (1). Since D(k
−→
A h) =
k
−→
A oph , there exists a unique isomorphism of Auslander–Reiten quivers f : Γ(k
−→
Ah)
∼
−→ Γ(D(k
−→
A h)).
Moreover, using the k-dual functor D = Homk(−,k), we also have a bijection D : Γ(D(k
−→
A h))0 →
Γ(k
−→
A h)0 given by D([N ]) = [D(N)]. For every [M ] ∈ Γ(k
−→
Ah) we define S([M ]) := D ◦ f([M ]). By
unraveling the definitions of the functors involved, it follows that S([M ]) is the vertex in Γ(k
−→
Ah) such
that [M ] and [S(M)] are symmetric along the perpendicular bisector of the bottom line of P△.
Definition 6.16. LetM =
⊕k
i=1Mi be a k
−→
A h-module where allMi are indecomposable andMi 6∼=Mj
for i 6= j. We say that M is mirrored if {[Mi]}
k
i=1 = {S([Mi])}
k
i=1.
Example 6.17. Let h = 5. Then the Auslander–Reiten quiver Γ(k
−→
A 5) is
5 4 3 2 1 ,
4
5
3
4
2
3
1
2
3
4
5
2
3
4
1
2
3
2
3
4
5
1
2
3
4
1
2
3
4
5
from which we see for example that S ( 45 ) =
1
2 and S
(
2
3
4
)
=
2
3
4
. It follows that if
T1 = 5⊕ 45 ⊕
1
2
3
4
5
⊕ 12 ⊕ 1
then T1 is mirrored. On the other hand, if
T2 = 3⊕ 34 ⊕
2
3
4
⊕
1
2
3
4
⊕
1
2
3
4
5
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then T2 is not mirrored. Indeed, the vertices of Γ(k
−→
A h) corresponding to the indecomposable sum-
mands of T2 are
5 4 3 2 1
4
5
3
4
2
3
1
2
3
4
5
2
3
4
1
2
3
2
3
4
5
1
2
3
4
1
2
3
4
5
while the vertices symmetrical to the perpendicular bisector of the base of Γ(k
−→
A 5) are
5 4 3 2 1
4
5
3
4
2
3
1
2
3
4
5
2
3
4
1
2
3
2
3
4
5
1
2
3
4
1
2
3
4
5
Remark 6.18. If T is a tilting k
−→
Ah-module then it is easy to see that a necessary condition for T to
be mirrored is that coker(P (l) →֒ P (m)) is a direct summand of T if and only if ker(P (h+ 1−m)։
P (h + 1 − l)) is a direct summand of T , from which it follows that h must be odd. Moreover, if h is
odd, it is easy to construct a mirrored tilting k
−→
Ah-module.
Assume now that the left fracturing TL =
⊕
W∈Pmabind
T (W ) of Λ has exactly one nonprojective summand
T (W ), while TR = D(Λ); the dual case where TR has exactly one noninjective summand T (J) and
TL = Λ is similar. Let P ≤ W be a left abutment such that T (W ) ∈ FP and assume that ht(P ) = h.
Let T be the corresponding tilting k
−→
A h-module. Moreover, since Λ is representation-directed, there
exists a simple injective Λ-module I.
Consider now the opposite algebra Λop. By the above properties of Λ, it follows that we have a
fracturing
(
D(TL), D(TR)
)
of Λop and a
(
D(TL), D(TR), n
)
-fractured subcategory D(M). Moreover
we have that the right fracturing D(TR) =
⊕
W∈Pmabind
T (D(W )) has exactly one noninjective summand
T (D(W )) and that the right abutment D(P ) satisfies T
(D(W ))
∈ GD(P ) and ht(D(P )) = h. Moreover,
we have that D(I) is a simple projective Λ-module.
In general it is not true that the modules πP∗
(
T (P )
)
and πD(P )∗
(
T (D(P ))
)
are isomorphic. However,
if T is mirrored it easily follows by the definitions involved that indeed πP∗
(
T (P )
)
and πD(P )∗
(
T (D(P ))
)
are isomorphic. In this case we can perform two different gluings. Performing the gluing ΛopP ⊲D(P )Λ we
obtain by Theorem 4.26 an algebra Λ whose module category admits an n-cluster tilting subcategory.
For an example of this kind we refer [Vas18, Example 4.21]. On the other hand, performing the gluing
Λ D(I) ⊲I Λop we have the following Corollary.
Corollary 6.19. The algebra Λ′ = Λ D(I) ⊲I Λop is n-self-gluable. In particular mod Λ˜′ admits an
n-cluster tilting subcategory.
Proof. One can easily verify that Λ′ is n-self-gluable by construction. The result follows by Corollary
5.12. 
In the particular case where Λ is an acyclic Nakayama algebra, we can formulate the previous results
in the following Corollary.
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Corollary 6.20. Let Λ be an acyclic Nakayama algebra with Kupisch series (d1, . . . , dl) and let
(b1, . . . , bl) be the Kupisch series of Λ
op. Let (TL, TR) be a fracturing of Λ and M ⊆ modΛ be a(
TL, TR, n
)
-fractured subcategory for some n ≥ 2. In particular, we have that TL = T (W ) for some
maximal left abutment W and TR = T (J) for some maximal right abutment J . Let P ≤ W be such
that T (W ) ∈ FP and πP∗
(
T (P )
)
is a mirrored tilting k
−→
A ht(P )-module. Moreover, let 1 ≤ p ≤ l be such
that P ∼= P (p). If TR is injective, then
(a) the module category of the acyclic Nakayama algebra with Kupisch series
(d1, . . . , dp−1, b1, . . . , bl)
admits an n-cluster tilting subcategory, and
(b) the module category of the cyclic Nakayama algebra with Kupisch series
(b1, . . . , bl−1, d1, . . . , dp−1)
admits an n-cluster tilting subcategory.
Proof. In the first case, the resulting Nakayama algebra is the gluing Λop P ⊲D(P ) Λ and the result
follows by Theorem 4.26. In the second case, the resulting Nakayama algebra is the self-gluing of the
gluing of Λ with Λop along the unique simple injective Λ-module and the result follows by by Corollary
5.13. 
In the rest of this article, when drawing the Auslander–Reiten quiver of a Nakayama algebra we
will only draw the vertices; the arrows are implied by the relative positions of the vertices. Moreover,
in a Kupisch series we will denote by h(k) a sequence h, h, . . . , h where h appears k consecutive times.
Example 6.21. Let Λ be the acyclic Nakayama algebra with Kupisch series
(
3(7), 5(6), 5, 4, 3, 2, 1
)
.
Then the Auslander–Reiten quiver of Λ is
,
where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-
fractured subcategory. The acyclic Nakayama algebra Λop has Kupisch series
(
5(7), 4, 3(8), 2, 1
)
. Gluing
Λ with Λop at the unique left maximal abutment of Λ we obtain the Nakayama algebra Λ1 with Kupisch
series
(
3(7), 5(6), 5(7), 4, 3(8), 2, 1
)
. The Auslander–Reiten quiver of Λ1 is
,
where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-
cluster tilting subcategory. Gluing Λ with Λop at the unique simple injective Λ-module we obtain the
Nakayama algebra Λ2 with Kupisch series
(
5(7), 4, 3(8), 2, 3(7), 5(6), 5, 4, 3, 2, 1
)
. The Auslander–Reiten
quiver of Λ2 is
,
where the additive closure of the indecomposable modules corresponding to the bold vertices is a
4-fractured subcategory. In particular, the algebra Λ2 is 4-self-gluable. By self-gluing Λ2 we obtain
the cyclic Nakayama algebra Λ˜2 with Kupisch series
(
5(7), 4, 3(8), 2, 3(7), 5(6)
)
. The Auslander–Reiten
quiver of Λ˜2 is
,
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where the additive closure of the indecomposable modules corresponding to the bold vertices is a
4-cluster tilting subcategory.
6.3.2. Exactly two fractures. Assume now that the left fracturing TL has exactly one nonprojective
summand T (W ) while the right fracturing TR has exactly one noninjective summand T (J) and moreover
the conditions of Definition 5.4 are satisfied. In this case the algebra Λ is n-self gluable and so mod Λ˜
admits an n-cluster tilting subcategory by Corollary 5.12.
For Nakayama algebras we have the following corollary.
Corollary 6.22. Let Λ be an acyclic Nakayama algebra with Kupisch series (d1, . . . , dk). Assume that
modΛ admits a fracturing (TL, TR) and a (TL, TR, n)-fractured subcategoryM. If Λ is n-self gluable,
then there exist a right abutment I and a left abutment P of Λ, both of the same height h, and such
that TL ∈ FP and T
R
∈ GI and moreover the module category of the cyclic Nakayama algebra with
Kupisch series (d1, . . . , dk−h) admits an n-cluster tilting subcategory.
Proof. The existence of P and I follows directly from Definition 5.4 since an acyclic Nakayama algebra
has a unique maximal left abutment and a unique maximal right abutment. The fact that the module
category of the cyclic Nakayama algebra with Kupisch series (d1, . . . , dk−h) admits an n-cluster tilting
subcategory follows by Corollary 5.12. 
Using acyclic Nakayama algebras with homogeneous relations, we can systematically construct a
class of n-self gluable acyclic Nakayama algebras. However, applying Corollary 6.22 to them, we
obtain selfinjective Nakayama algebras whose module categories admit n-cluster tilting subcategories.
Since selfinjective Nakayama algebras whose module categories admit n-cluster tilting subcategories
are completely classified in [DI20] we do not include this special case. We give a different example
instead.
Example 6.23. Let Λ be the acyclic Nakayama algebra with Kupisch series(
5(7), 4, 3(10), 5(6), 5, 4, 3, 2, 1
)
.
Then the Auslander–Reiten quiver of Λ is
,
where the additive closure of the indecomposable modules corresponding to the bold vertices is a
4-fractured subcategory. Gluing along the unique maximal left and right fracture, we get the cyclic
Nakayama algebra Λ˜ with Kupisch series
(
5(7), 4, 3(10), 5(6)
)
. The Auslander–Reiten quiver of Λ˜ is
,
,
where the additive closure of the indecomposable modules corresponding to the bold vertices is a
4-cluster tilting subcategory.
We end this section with an example that exhibits many interesting properties.
Example 6.24. Let Λ be the algebra given by the quiver with relations
1 2 3 4 5
6
2′1′
7 8 .
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The Auslander–Reiten quiver Γ(Λ) of Λ is
8
7
8
6
7
8
7
6
7
6
2′
6
5
6
2′5
6
5
2′
4
5
1′
2′
3
4
5
4
1′
3
4
2
3
4
3
2
3
1
2
3
2
1
2
1 ,
and we see that the unique maximal left abutment is
6
7
8
while the two maximal right abutments are
1
2
3
and 1
′
2′
. We set
W :=
6
7
8
, TL = T (W ) :=W⊕ 67⊕ 7 , J :=
1
2
3
, T (J) := J⊕ 12⊕ 2 , T
(
1′
2′
)
:= 1
′
2′
⊕ 1′ , T
R = T (J)⊕T
(
1′
2′
)
.
Then (TL, TR) is a fracturing of Λ. By closing PL under the action of τ−2 as in Proposition 4.22(a), we
obtain the 2-fractured subcategoryM⊆ modΛ which is given as the additive closure of the following
encircled indecomposable modules:
8
7
8
6
7
8
7
6
7
6
2′
6
5
6
2′5
6
5
2′
4
5
1′
2′
3
4
5
4
1′
3
4
2
3
4
3
2
3
1
2
3
2
1
2
1 .
Notice in particular that 67 ∈ I
R ∩ PL, which is an extreme case. Notice also that Ω−2(7) = 5 ⊕ 2
which shows that conditions (a3) and (a4) in Proposition 4.22 do not need to hold for i = n.
Next, we have that Λ is 2-self gluable with (W,J) as a fractured pair and (W,J) as a compatible
pair too. It follows by Corollary 5.12 that the module category of the algebra Λ˜ = kQ˜/R˜ where Q˜ is
the quiver
1
2 3
4 ,5
2′1′
γ
δ
ǫ
ζ
η
α β
and R˜ = 〈αβ, βγ, γδǫ, δǫζ, ζη, ηγ〉 admits a 2-cluster tilting subcategory. Indeed, the Auslander–Reiten
quiver Γ(Λ˜) of Λ˜ is
1
2′
1
5
1
2′5
1
5
2′
4
5
1′
2′
3
4
5
4
1′
3
4
2
3
4
3
2
3
1
2
3
2
1
2
1 ,
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and the additive closure of the encircled modules is a 2-cluster tilting subcategory M˜ ⊆ mod Λ˜. Notice
in particular that Λ has infinite global dimension but is not an Iwanaga–Gorenstein algebra since
inj. dim
(
2′
1
)
=∞.
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