Применение линейных матричных неравенств в задаче синтеза оптимального управления запасами при наличии структурных ограничений by Дорофеев, Юрий Иванович








Аннотация: В статье предложен подход к решению задачи синте-
за оптимального управления запасами для систем производства-хранения-
распределения ресурсов в условиях действия неизвестного, но ограниченного
внешнего спроса и наличия структурных ограничений на значения состояний и
управляющих воздействий. На основании метода инвариантных эллипсоидов
синтезирован закон управления в виде линейной нестационарной обратной
связи с пропорционально-интегральным регулятором, использующим сигнал
невязки между наличным и страховым уровнями запаса ресурсов. Применение
техники линейных матричных неравенств позволило свести синтез управления
к задачам одномерной выпуклой оптимизации и полуопределенного програм-
мирования. Рассмотрен численный пример.
Ключевые слова: система управления запасами, метод инвариантных эл-
липсоидов, линейное матричное неравенство, задача полуопределенного про-
граммирования.
Введение
Задача управления запасами возникает в системах
производства-хранения-распределения ресурсов, когда с це-
лью удовлетворения потребительского спроса создаются запасы
материальных ресурсов.
Управление запасами заключается в определении моментов вре-
мени и объемов заказов на их восполнение. Из всего многообра-
зия моделей управления запасами можно выделить два основных
типа [1]: модель оптимального размера заказа и модель периоди-
ческой проверки. В первом случае предполагается непрерывный
контроль за состояние запасов и размещение заказов фиксирован-
ного размера в моменты времени, определяемые в соответствии с
выбранной стратегий. Второй тип модели предполагает проверку
уровня запасов через равные промежутки времени и размещение
заказа, размер которого определяется в соответствии с выбранной
стратегией.
Совокупность правил, по которым принимаются подобные ре-
шения, называется стратегией управления запасами. Оптималь-
ной стратегией является та, которая обеспечивает доставку необ-
ходимой продукции в нужном количестве нужному потребителю
в нужное время при минимуме затрат.
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Выбор модели управления запасами определяется характером
спроса со стороны внешних потребителей. С точки зрения теории
управления объемы спроса, поступающие из внешней среды, це-
лесообразно рассматривать в качестве внешних возмущающих во-
здействий. В настоящее время для синтеза стратегии управления
запасами с заданной моделью спроса широко применяется метод
прогнозирующего управления [2].
Однако, на практике, как правило, отсутствует информация
для построения адекватной модели внешнего спроса, которая необ-
ходима для синтеза прогнозирующего управления. Одним из под-
ходов к решению задачи управления запасами в условиях неопре-
деленности спроса является концепция “неизвестных, но ограни-
ченных” воздействий [3]. При этом соответствующая модель спроса
характеризуется интервальной неопределенностью.
Одним из наиболее эффективных подходов к решению зада-
чи подавления ограниченных внешних возмущений является под-
ход, основанный на концепции инвариантных множеств [4]. Сре-
ди различных форм инвариантных множеств особо выделяются
эллипсоиды вследствие их простой структуры и прямой связи с
квадратичными функциями Ляпунова.
В рамках метода инвариантных эллипсоидов [5] в качестве те-
хнического средства используется математический аппарат ли-
нейных матричных неравенств (ЛМН). После того, как были ра-
звиты вычислительные методы, основанные на идеях выпуклой
оптимизации, и для их реализации были разработаны соответ-
ствующие алгоритмы и программное обеспечение, ЛМН стали рас-
сматриваться в качестве общего метода анализа и синтеза динами-
ческих систем при наличии ограничений как в непрерывном, так
и в дискретном случае [6].
Основная идея синтеза регулятора с помощью ЛМН для задан-
ного объекта управления состоит в следующем. Синтезируемый
регулятор выбирается в классе линейных динамических обра-
тных связей. Цель управления формулируется в виде неравенства
относительно квадратичной функции Ляпунова замкнутой систе-
мы. Полученное неравенство представляется в виде ЛМН относи-
тельно неизвестной матрицы параметров регулятора. Заданные по
условиям ограничения также представляются в виде ЛМН, содер-
жащих матрицы, зависящие от исходных данных. Затем соответ-
ствующая задача выпуклой оптимизации решается численно. В
результате находится матрица, определяющая функцию Ляпуно-
ва, на основании которой вычисляются параметры регулятора.
Однако в большинстве работ, посвященных решению рассма-
триваемой задачи, техника ЛМН применяется для синтеза регу-
ляторов в условиях действия возмущений, ограниченных в какой-
либо норме. Тогда как спецификой задач управления запасами яв-
ляется неотрицательность значений переменных, что приводит к
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наличию несимметричных ограничений как на значения внешне-
го спроса, так и значения состояний и управляющих воздействий.
Постановка задачи
Рассмотрим динамическую сетевую модель системы управле-
ния запасами, к которым относятся производственные, финан-
совые, информационные системы, системы снабжения и другие.
Узлы сети задают виды и размеры управляемых запасов, а ду-
ги – управляемые и неуправляемые потоки в сети. Управляемые
потоки описывают процессы переработки и перераспределения ре-
сурсов между узлами сети и процессы поставок сырья извне. Не-
управляемые потоки описывают спрос на ресурсы, который фор-
мируется внешними потребителями.
Для математического описания системы управления запасами
(СУЗ) с периодической проверкой уровня запасов и мгновенными
поставками (в течение одного периода) используется дискретная
модель в пространстве состояний, поскольку предполагается, что
получение информации о состоянии сети и формирование управ-
ляющих воздействий происходит в дискретные моменты времени
с заданным периодом дискретизации ∆t. Уравнения модели опи-
сывают изменение уровня запасов каждого вида ресурсов с тече-
нием времени. В качестве переменных состояний рассматриваются
наличные уровни запаса ресурсов. Управляющими воздействия-
ми являются объемы заявок на поставку ресурсов, формируемые
узлами сети в текущем периоде, а внешними возмущениями вы-
ступают объемы спроса на ресурсы, которые поступают извне.
Предполагается, что структура сети известна, состояния досту-
пны непосредственному измерению, а значения временных интер-
валов, определяющих длительность транспортировки и перерабо-
тки ресурсов в узлах сети, известны и кратны выбранному перио-
ду дискретизации. Тогда математическая модель СУЗ задается ра-
зностным уравнением:
x(k + 1) = x(k) +Bu(k) +Wd(k), (1)
где k = 0, 1, . . . – номер дискретного интервала; x(k) ∈ Rn – ве-
ктор состояний; u(k) ∈ Rm – вектор управляющих воздействий;
d(k) ∈ Rq – вектор внешних возмущений; B ∈ Rn×m, W ∈ Rn×q –
матрицы влияния управлений и возмущений, соответственно, ме-
тодика построения которых изложена в работе [7].
В процессе функционирования СУЗ должны выполняться сле-
дующие ограничения:
x(k) ∈ X = {x ∈ Rn : 0 6 x 6 xmax} , (2)
u(k) ∈ U = {u ∈ Rm : 0 6 u 6 umax} ,
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где векторы xmax и umax, определяющие максимальные вместимо-
сти хранилищ узлов сети и максимальные объемы транспортиро-
вок, считаются заданными.
Будем предполагать, что векторы внешних возмущений удов-
летворяют ограничениям:
d(k) ∈ D =
{
d ∈ Rq : 0 6 dmin 6 d 6 dmax
}
,
где векторы dmin и dmax определяют граничные значения спроса и
предполагаются известными.
Для системы (1) рассматривается задача синтеза робастной по
отношению к неизвестному, но ограниченному внешнему спросу
стратегии управления запасами, которая для любого начального
состояния x(0) ∈ X и спроса d(k) ∈ D ∀k > 0 обеспечивает: 1) полное
и своевременное удовлетворение спроса; 2) оптимизацию критерия
качества работы системы; 3) асимптотическую робастную устойчи-
вость замкнутой системы при ограничениях (2).
Представление задачи в терминах ЛМН
Первым этапом решения задачи является аппроксимация мно-




d ∈ Rq : (d(k)− dc)T P−1d (d(k)− dc) 6 1
}
, (3)
матрица которого Pd и вектор dc, задающий координаты центра,
определяются в результате решения задачи выпуклой оптимиза-
ции:
− log detE → min (4)





1 (Edi − d)T
Edi − d I
]
 0, i = 1, q2,
где di – векторы, элементы которых содержат все возможные ком-
бинации значений векторов dmin и dmax, задающих граничные зна-
чения спроса.
Решение задачи (4) Eˆ, dˆ определяет параметры аппроксимиру-
ющего эллипсоида (3):
Pd = Eˆ
−2, dc = Eˆ
−1dˆ.
Будем строить закон управления в виде линейной нестационар-
ной обратной связи с пропорционально-интегральным (ПИ) регуля-
тором, использующим сигнал рассогласования между наличным и
страховым уровнями запаса. Для этого введем вектор x∗ ∈ Rn, эле-
менты которого определяют размеры страховых запасов узлов сети
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и вычисляются на основании средних значений внешнего спроса с
помощью продуктивной модели Леонтьева:






j ), j = 1, q,
0, j = q + 1, n,
(5)
где П – технологическая матрица, значение элемента (i, j) ко-
торой равно количеству единиц ресурса i, необходимого для прои-
зводства единицы ресурса j.
Если для аппроксимации непрерывного интеграла использу-
ется метод прямоугольников, то в дискретном виде ПИ-закон
управления можно представить следующим образом [8]:




где kP , kI – коэффициенты передачи пропорциональной и инте-
гральной части регулятора, соответственно.
Для практической реализации закона управления более удо-
бным является рекуррентный алгоритм. Он характеризуется тем,
что для вычисления текущего значения управляющего воздей-
ствия u(k) используется его предыдущее значение u(k − 1) и ве-
личина поправки:
u(k) = u(k − 1) +K0(k) (x(k)− x∗) +K1(k) (x(k − 1)− x∗) , (6)
где K0(k), K1(k) ∈ Rm×n – матрицы коэффициентов обратной свя-
зи в момент времени k.
Введем составной вектор v(k) =
[
(x(k)− x∗)T , (x(k − 1)− x∗)T
]T
и перепишем закон управления (6) в виде:
u(k) = u(k − 1) + F (k)v(k), F (k) = [K0(k) K1(k)] . (7)
Тогда модель замкнутой СУЗ для управления (7) можно пред-
ставить в виде:
x(k+1) = (Z +BF (k)) v(k)+x∗+Bu(k−1)+W (d(k)− dc)+Wdc, (8)
где блочная матрица Z ∈ Rn×2n равна Z = [In×n 0n×n].
Синтез стабилизирующих алгоритмов управления, как прави-
ло, основывается на оценивании верхнего граничного значения
критерия качества с помощью квадратичной функции Ляпунова,
построенной на решениях системы. Запишем критерий качества в
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где Rx ∈ Rn×n, Ru ∈ Rm×m, R∆ ∈ Rm×m – положительно опреде-
ленные диагональные весовые матрицы; ∆u(k) = u(k) − u(k − 1).
Первое слагаемое в выражении (9) определяет размерыштрафов за
отклонение наличных уровней запаса ресурсов от страховых, вто-
рое – стоимость производства и транспортировки ресурсов, третье
– вводится для обеспечения эффекта сглаживания скачков управ-
ляющих воздействий.
Задача синтеза оптимального управления сводится к решению
минимаксной задачи:





Определим квадратичнуюфункциюЛяпунова, построенную на
решениях системы (8):
V (x(k)− x∗) = (x(k)− x∗)T P (k) (x(k)− x∗) ,
P (k) = P T(k) ∈ Rn×n, P (k) ≻ 0. (11)
Вычислим первую разность по k функции Ляпунова (11) в си-
лу системы (8) и потребуем, чтобы ∀k > 0 выполнялось неравен-
ство, которое гарантирует асимптотическую устойчивость замкну-
той системы:
V (x(k + 1) − x∗)− V (x(k)− x∗) 6 −J∞(k). (12)
Если последнее неравенство выполняется, то следуя [9], можно
показать, что функция Ляпунова (11) ∀k > 0 определяет верхнее
граничное значение критерия (9):
max
d(k)∈E(dc,Pd)
J∞(k) 6 V (x(k)− x∗) . (13)
Тогда, в соответствии с (13), задача (10) эквивалентна задаче ми-
нимизации функции Ляпунова
u(k) = arg min
u(k)∈U
V (x(k)− x∗) ,
которая, в свою очередь, эквивалентна задаче вычисления мини-
мального скалярного значения γ(k) > 0 такого, что ∀k > 0 выпол-
няется:
(x(k)− x∗)T P (k) (x(k)− x∗) 6 γ(k).
В соответствии с [9] введем матричную переменную
Q(k) = γ(k)P−1(k) (14)
и получим эквивалентную задачу:
γ(k)→ min
Q(k)
γ(k) > 0, (x(k)− x∗)TQ−1(k) (x(k)− x∗) 6 1,
(15)
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которую можно трактовать как задачу минимизации по крите-
рию следа инвариантного эллипсоида для системы (8). С помощью
леммы Шура [10] нестрогое неравенство в (15) представим в виде











Следуя [9], введем матричную переменную Y (k) ∈ Rm×2n:
Y (k) = F (k) · block diag (Q(k), Q(k)) . (17)
Используя S-процедуру [10] неравенство (12), гарантирующее
убывание с течением времени значения функции Ляпунова (11),
и неравенство (3), описывающее эллипсоид, аппроксимирующий
множество D значений внешних воздействий, представим в виде
ЛМН, используя методику, изложенную в работе [11]:


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где α > 0 – некоторый скаляр.
Рассмотрим ограничения на значения состояний и управляю-
щих воздействий (2). Для того, чтобы первое из ограничений пред-
ставить в виде ЛМН, выполним аппроксимацию множества X
допустимых значений состояний эллипсоидом
E(x∗, Px) =
{
x ∈ Rn : (x(k)− x∗)T P−1x (x(k)− x∗) 6 1
}
, (19)
у которого вектор x∗, определяющий координаты центра, сов-
падает с вектором страховых запасов, а матрица эллипсоида Px













В качестве оценки инвариантного множества достижимости за-
мкнутой системы (8) выступает эллипсоид:
E(x∗, P (k)) =
{
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Тогда для того, чтобы было верно первое из неравенств (2), необ-
ходимо, чтобы объем эллипсоида (20) не превосходил объема элли-
псоида (19), что эквивалентно выполнению неравенства:
P (k) 6 Px.
С учетом тождества (14) и с помощью леммы Шура последнее





Рассмотрим второе из ограничений (2) на управляющие воздей-
ствия, которое запишем в виде двух неравенств:
0 6 u (k) , u(k) 6 umax. (22)
С учетом закона управления (7) и тождества (17) неравенства (22)
представим как:
−u(k − 1) 6 Y (k) · blockdiag (Q−1(k), Q−1(k)) · v(k),
Y (k) · block diag (Q−1(k), Q−1(k)) · v(k) 6 umax − u(k − 1). (23)
Умножим слева каждое из неравенств (23) сначала на Y +(k), где
“+” – псевдообращение Мура-Пенроуза, а затем на vT(k), и с помо-
щью леммыШура представим в виде неравенств:[ −vT(k)Y +(k)u(k − 1) vT(k)




vT(k)Y +(k) (umax − u(k − 1)) vT(k)
v(k) block diag (Q(k),Q(k))
]
 0. (24)
Чтобы сделать неравенства (24) линейными относитель-
но Y (k), умножим первое из неравенств слева на блочно-
диагональную матрицу block diag
(
u+(k − 1)Y (k), I2n×2n
)T
и
справа на block diag
(
u+(k − 1)Y (k), I2n×2n
)
, а второе неравенство
– слева на block diag
(





(umax − u(k − 1))+ Y (k), I2n×2n
)
. В результате получим
следующие ЛМН:
[
−Y T(k) (u+(k − 1))T vT(k) Y T(k) (u+(k − 1))T vT(k)






(umax − u(k − 1))+)T vT(k) Y T(k) ((umax − u(k − 1))+)T vT(k)
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при ограничениях на матричные переменные Q(k) = QT(k) ∈
R
n×n, Y (k) ∈ Rm×2n и скалярные параметры α, γ(k), которые пред-
ставлены в виде ЛМН (16), (18), (21), (25). При фиксированном зна-
чении скаляра α указанная задача является задачей ПОП.
Если задача (26), которая представляет собой совокупность за-
дачи одномерной выпуклой оптимизации по параметру α и задачи
ПОП, имеет решение, то система (1), замкнутая с помощью зако-
на управления (7), где нестационарные матрицы коэффициентов
обратной связи вычисляются по формуле





для любого начального состояния x(0) ∈ X и неопределенного,
но ограниченного внешнего возмущения d(k) ∈ E(dc, Pd), является
асимптотически робастно устойчивой при ограничениях (2).
Численный пример
В качестве примера рассмотрим модель производственной систе-
мы, состоящей из трех узлов, которая изучалась в работе [12]. Стру-
ктура сети описывается графом G = ({1, 2, 3} , {(2, 1) , (2, 3) , (3, 1)}).
Представим управляемые потоки u1 и u3 в виде гипердуг, а та-
кже добавим поток u2, который описывает поставки сырья изв-
не (см. рис. 1). Дуги d1, d2, изображенные пунктирными линиями,
представляют внешний спрос. Для каждого управляемого потока
в круглых скобках указано количество единиц продукцииПij , ко-
торое требуется в соответствии с технологическим процессом. Спе-
цифика данной системы в том, что на узел 1 действует только вне-
шний спрос; на узел 2 действует как внешний, так и внутренний
спрос со стороны узлов 1 и 3; на узел 3 – только внутренний спрос
со стороны узла 1.
Рис. 1 – Графическое представление модели сети
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Заданы максимальные вместительности хранилищ узлов сети
xmax = [150 , 2200, 500]T, максимально возможные объемы транс-
портировок umax = [55, 900, 220]T, граничные значения внешнего
спроса dmin = [30, 20]T, dmax = [50, 40]T, а также начальные условия
x(0) = [120 , 800, 450]T. По формуле (5) вычислим уровни страховых
запасов узлов сети x∗ = [80, 1180, 320]T.
В результате решения задачи (4) найдем параметры эллипсои-
да E(dc, Pd), аппроксимирующего множество D значений внешнего
спроса: Pd = diag (84.5, 72.0), dc = [13.5, 12.0]
T.
Диагональные элементы весовых матриц выбраны равными
rx = 1, 0 × 10−6, ru = 1, 0 × 10−8, r∆ = 3, 0 × 10−7. Численное ре-
шение задачи получено с помощью свободно распространяемого па-
кета CVX for MATLAB [13]. Моделирование осуществлялось в те-
чение 15 периодов. Результаты моделирования при α = 10 и ска-
чкообразно изменяющемся внешнем спросе представлены на рис. 2
– рис. 5, где а – значения наличного и страхового уровней запасов;
б – значения внешнего спроса и управляющих воздействий.
Очевидно, что фазовая траектория замкнутой системы не выхо-
дит за пределы инвариантных эллипсоидов, размеры которых за-
висят от выбранных значений весовых матриц Rx, Ru и R∆.
а б
Рис. 2 – Графики переходных процессов для узла 1 сети
Результаты моделирования показали, что полученная страте-
гия управления запасами обеспечивает полное и своевременное
удовлетворение неопределенного, но ограниченного внешнего спро-
са при условии минимизации затрат, связанных с производством,
транспортировкой и хранением ресурсов с учетом заданных стру-
ктурных ограничений на состояния и управляющие воздействия.
Выводы
В работе предложен подход к решению задачи синтеза опти-
мального управления запасами в условиях интервальной неопре-
деленности внешнего спроса и наличия структурных ограниче-
ний. На основании метода инвариантных эллипсоидов синтезиро-
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а б
Рис. 3 – Графики переходных процессов для узла 2 сети
а б
Рис. 4 – Графики переходных процессов для узла 3 сети
Рис. 5 – Фазовая траектория и инвариантный эллипсоид, получен-
ный на последнем шаге
ван закон управления в виде линейной нестационарной обратной
связи с пропорционально-интегральным регулятором, использую-
щим сигнал невязки между наличным и страховым уровнями за-
паса. Применение техники линейных матричных неравенств по-
зволило свести синтез управления к задачам одномерной выпу-
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клой оптимизации и полуопределенного программирования.
Полученное управление зависит от выбранного значения стра-
хового уровня запасов, которое оказывает существенное влияние
на величину управляющих воздействий и качество функциони-
рования замкнутой системы. В рамках предложенного подхода
возможен выбор оптимальных значений страховых запасов, по-
скольку полученное решение задачи синтеза управления задает,
фактически, алгоритмическую зависимость между уровнем стра-
ховых запасов и оптимальным значением критерия качества.
Предложенный подход может быть применен для решения за-
дач синтеза прогнозирующего управления запасами в случае, ко-
гда уровень страхового запаса не является постоянным и для его
определения используется динамическая модель, с помощью кото-
рой осуществляется прогнозирование внешнего спроса.
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