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The Complexity of Cubical Graphs 
FOTO AFRATI, CHRISTOS H. PAPADIMITRIOU, * AND GEORGE PAPAGEORGIOU 
National Technical University of Athens, Athens, Greece 
A graph is cubical if it is a subgraph of a hypercube; the dimension of the 
smallest such hypercube is the dimension of the graph. We show several results con- 
cerning this class of graphs. We use a characterization f cubical graphs in terms of 
edge coloring to show that the dimension of biconnected cubical graphs is at most 
half the number of nodes. We also show that telling whether a graph is cubical is 
NP-complete. Finally, we propose a heuristic for minimizing the dimension of trees, 
which yields an embedding of the tree in a hypercube of dimension at most the 
square of the true dimension of the tree. © 1985 Academic Press, Inc. 
1. INTRODUCTION 
Suppose that we are given a finite automaton, such as the one shown in 
Fig. 1. Such a device may be used to model communicating processes, with 
each state standing for a different process (Papageorgiou, in preparation). 
State transitions are then results of atomic actions, performed by any 
process. However, such actions should be atomic. A convenient way to 
model atomicity would be to assign a bit vector of some fixed length to 
each state of the automaton; each position of the vector is a Boolean 
variable that can be changed by an atomic action. We may encounter the 
following problem, though: If we assign bit vectors to states arbitrarily, we 
may end up with an automaton in which transitions from one state to the 
next entail the change of several positions in the bit vector (e.g. to go from 
state 0010 to 1001 in Fig. 1, three positions must be changed). What we 
need is an assignment in which adjacent states differ in only one position. 
This is not always possible, though. For example, the automaton in Fig. 1 
can have no such assignment (for a variety of reasons to become evident 
soon). In particular, for such an assignment to be possible, the underlying 
graph of the automaton (with directions and labels ignored) must be a sub- 
graph of some cube. Recall that a cube Cn is the graph with nodes the 
elements of {0, 1 }n, and an edge between two nodes whenever the Hamm- 
ing distance of the corresponding bit vectors is one. 
* Also, Stanford University. 
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We call a graph cubical if it is the subgraph of some cube C,. If G is 
cubical, then the dimension of G is the smallest n such that G is a subgraph 
of Cn. Cubical graphs have been studied in the past (Garey and Graham, 
1973) in relation to isometric embeddings ( ee also Djocovic, 1973). Also, 
Czechoslovakian researchers had been independently attacking this 
problem (Havel and Liebl, 1972, 1973; Havel and Moravel, 1972; Havel, 
1981; Nebesky, 1974). These latter papers deal mainly with embedding 
trees in the cube (a question considered in Sect. 4). 
In the next section we establish a connection between cubical graphs and 
a restricted form of edge coloring. (A version of the same, rather straight- 
forward, characterization appears in Havel and Moravel, 1972.) It follows 
from this characterization that a graph is cubical if and only if its biconnec- 
ted components are. We also establish an upper bound for the dimension 
of a biconnected cubical graph. For general graphs, Garey and Graham 
had shown that the dimension is at most I VI - 1, and that this is the best 
possible (the star is an example stablishing this). We show that, for bicon- 
nected graphs, the bound is Li Vi/2J and it is the best possible. 
Can we test whether a graph is cubical in polynomial time? In Section 3, 
we show that testing for cubicality is NP-complete, thus verifying a sus- 
picion implicit in (Garey and Graham, 1973). Our proof involves a rather 
complicated reduction from the problem of exact cover with sets (Garey 
and Johnson, 1979). 
We also study the special case of trees. All trees are cubical, but 
calculating the dimension is non-trivial. We can calculate the dimension of 
full binary trees, and generalize to any full regular tree. These results were 
first proved in (Havel and Liebl, 1972, 1973). For general trees, however, 
there is no obvious way for calculating the dimension. In fact, there is an 
alarmingly exponential gap between the lower bound (logIVI) and the 
upper bound ( IV l -1)  for the dimension of a tree. We give an 
approximation algorithm, which embeds a tree into a cube with dimension 
at most the square of the true dimension of the tree. We conjecture that 
calculating the dimension of a tree is NP-complete. 
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2. CUBICAL GRAPHS AND EDGE COLORING 
There are some obvious properties that a cubical graph must have. For 
example, it must be bipartite, as the cube is. Of course, not all bipartite 
graphs are cubical--K2,3 is the smallest counterexample. Fortunately, there 
is one property that cubical graphs inherit from the cube which is enough 
to characterize them. 
An edge coloring of a graph G is an assignment of colors to the edges of 
G so that no two adjacent edges of G have the same color. A path is a con- 
nected set of edges with maximum vertex degree two. If all nodes have 
degree two, the path is called a cycle. Given an edge coloring and a path, 
we call the path even if all colors appear an even number of times in the 
path. Finally, call an edge coloring proper if it has the following property: 
A path is even with respect o it if and only if it is a cycle. A version of the 
following characterization f cubical graphs was first shown in (Havel and 
Moravel, 1972): 
THEOREM 1. A graph is cubical iff it has a proper coloring. 
Sketch. Think of the color of an edge e as the direction of e when seen 
as an edge of the cube. The "only if' part follows. For the "if" part, any 
proper edge coloring suggests an embedding | 
COROLLARY. A graph is cubical iff all its biconnected components are. 
Proof Consider proper colorings of all biconnected components. Now 
change the names of the colors so that none appears in two different com- 
ponents. Since no cycle contains two edges from different components, this 
is a proper coloring. | 
In (Garey and Graham, 1973) it was shown that any cubical graph 
G(V, E) has dimension at most i Vr -  1. We improve this for biconnected 
graphs--of interest because of the corollary. The new bound is [_] VI/2_]. It 
is the best possible (see Fig. 2). 
FIGURE 2 
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THEOREM 2. Let G( V, E) be a biconnected, cubical graph. The dimension 
of G is at most [_l VI/2d. 
Proof Assume that the graph has been already colored as per 
Theorem 1. We shall show that we can map each color used to two nodes 
of G, so that no two colors are mapped on the same node; the result will 
follow. In fact, our mapping will be such that if a node is an image of a 
color, then an edge adjacent o the node is given that color. So, we can 
think of our construction of this mapping as assigning directions to certain 
edges of G such that (a) for each color, at least two edges of this color are 
directed, and (b) no node has more than one of its incident edges directed 
its way. 
To begin, we pick any cycle Go, and direct all of its edges in the counter- 
clockwise direction, say. Obviously, so far the mapping is as required. For 
induction, assume that we have already constructed a bionnected subgraph 
Gi of G, with certain edges directed, so that conditions (a) and (b) hold for 
all colors appearing in Gi. If no edge of G-G i  has a new color, we are 
done. Otherwise, let us consider an edge e of G-  G/with a new color. Since 
G is biconnected, we can find a simple path P containing e and having in 
common with G~ only its two distinct endpoints. Denote by G/+ 1 the bicon- 
nected graph obtained by adding P to G¢. Since Gi is connected, it contains 
a path P' connecting these two endpoints of P. Since the edge coloring is 
proper, all colors appear an even number of times on the cycle consisting of 
P and P'. Also, since P' cannot be even, at least one old color must appear 
on P. Let e' be the edge of P which is colored with an old color. Now 
direct all edges of P except e' away from the endpoints of P, and towards 
the edge e'. It is immediate that all new colors have two directed edges, and 
that no node has two edges directed its way. The proof is complete. | 
COROLLARY. The dimension of a graph with n nodes and k biconnected 
components i at most (n + k -  1)/2. 
3. NP-COMPLETENESS 
We are interested in the complexity of the following problem: 
CUBICAL GRAPHS: "Given a graph, is it cubical?" 
THEOREM 3. CUBICAL GRAPHS is NP-complete. 
Proof We reduce EXACT COVER (Garey and Johnson, 1979) to 
CUBICAL GRAPHS. In this problem we are given a family F of subsets of 
S, F--  {$1,..., Sn}, with each element in S appearing in three sets of F. We 
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are asked whether there is a subfamily of F consisting of disjoint sets, such 
that this subfamily covers all of S. 
In our construction we employ a few special graphs. For example the 
rectangle (Fig. 3a) has a single way of being colored, with opposite sides 
having the same color. It can be extended to form a ladder (Fig. 3b), which 
can be colored using one color on each "step," and using some com- 
bination of colors on the remaining edges, as long as edges at the same 
height are colored the same. Ladders will be used to propagate colors 
across the graph. We represent a ladder of height, say, five as in Fig. 3c. On 
the other hand the hexagon (Fig. 3d) has three essential ways of being 
colored, depending on whether edge x, y, or z will agree with edge a. Three 
colors must be used. 
Our construction uses these graphs (the reader may want to follow the 
illustration in Fig. 4). For each element of S in the EXACT COVER 
problem we have a separate copy of the hexagon. The upper edges of the 
hexagons are connected by rectangles as shown in Fig. 4, and thus all have 
the same color. Suppose that a hexagon corresponds to an element x; the 
three lower edges of the hexagon correspond to the three sets to which x 
belongs. If two such edges, belonging to different hexagons, correspond to 
F = {{A,B},  {A,C}, (A,B,C}, {B,C}} 
FIGURE 4 
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the same set S:, then they are connected by ladders, so that they get the 
same color. The lengths of these ladder graphs are prescribed in detail in 
the following way. Consider any two such edges to be connected (the edges 
marked in Fig. 4). There are two paths connecting a vertex of one to a ver- 
tex of the other, and not passing through the two edges in question, nor 
through any of the top edges of the hexagons (the heavy line in Fig. 4). The 
length of the ladder is going to be the length of one of these paths, plus 
two. Once all these ladders are placed, the construction is complete. 
The argument is that the given instance has an exact cover iff the graph 
constructed is cubical. Suppose that the graph is cubical. Then the top 
edges of the hexagons all take the same color, say 0, and so does one of the 
three lower edges of the hexagon. We say that a set S: is in the cover iff its 
edges get the 0 color (because of the ladders, if one does, then all do). It 
follows that all elements are contained in one set in the cover, and so this is 
indeed an exact cover. 
Suppose now that an exact cover exists. We shall construct a proper 
edge-coloring based on this exact cover. If set S~ is in the cover, then all 
edges corresponding to S~ take color 0, otherwise, they take color j. The 
remaining edges of the hexagon are colored accordingly, except that the 
top edges are all colored 0. It is rather straightforward to verify that the 
graph, minus the ladders, is now properly colored, and that the two ends of 
all ladders are colored the same. It only remains to color the sides of the 
ladders, and to argue that the resulting coloring is proper. It turns out that 
this is quite subtle. 
Recall that the height of each ladder was determined as two more than 
the length of a particular path in the rest of the graph. The colors of the 
sides of the ladder are exactly the colors of the edges along this path, and 
in the same order. The two extra edges, one at each end of the ladder, take 
a new color, specific to this ladder. The purpose of this special color is to 
isolate the ladder from the rest of the graph, in that there can now be no 
even (open) path involving this ladder and no other nodes of the graph, 
unless this even path exists in the graph with the ladder removed--and we 
know that there is no such path. Also, cycles involving each ladder are 
necessarily even; this is shown by induction on the number of ladders 
added to the graph. Consider an uneven cycle involving the ladder. If it 
enters and exits the ladder from the same side, then an uneven cycle existed 
in the graph with this particular ladder removed, by replacing the ladder 
part of the cycle by the edge that is the "base" of the ladder. If it traverses 
the ladder from an end to the other, consider the path between the same 
two endpoints of the ladder in the graph before the ladder was added. Take 
the symmetric difference of the uneven cycle, with the ladder part removed, 
and this path. Since the ladder was colored precisely as this path (plus the 
extra color, which balances itself), this symmetric difference must contain 
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an uneven cycle. The proof now follows by induction on the number of lad- 
ders added to the graph. | 
4. THE DIMENSION OF TREES 
All trees are cubical (since they have no cycles, give each edge a different 
color). The problem here is to minimize the dimension. This does not seem 
easy to do, and we conjecture that it is also NP-complete. For full binary 
trees however, the following result can be obtained by an explicit non- 
trivial construction. 
THEOREM 4. A full binary tree with height h has dimension h + 2. 
This result was first shown in Havel and Liebl (1972). Paterson (1984) 
has an interesting extension of this theorem, namely, one can embed two 
full binary trees of height h in Ch + 2- 
Full binary trees, together with paths, are among the trees that can be 
embedded in very low-dimensional cubes (obviously, the logarithm of the 
number of nodes, h in full binary trees, is a lower bound on the dimension 
of the tree). On the other hand, there are trees that require a number of 
dimensions almost as large as the number of nodes of the tree--the star is 
an example, in which the dimension attains its maximum possible value 
IV] -  1. Evidently, there is an exponential margin of error here. The 
question is, can we at least narrow it down to a polynomial one? 
There is a rather simple heuristic that can be employed for embedding a 
tree in a cube of the lowest dimension possible: Find an edge that splits the 
tree into two subtrees with as small difference in the number of nodes as 
possible. Color the two subtrees recursively by the same heuristic, using the 
same set of colors, and then color the edge by a new color, so that no even 
path involving both subtrees can exist. How far from the optimum is the 
number of colors used this way? 
THEOREM 5. The above heuristic applied on a tree with dimension k uses 
at most k 2 colors. 
Proof  There is always an edge that divides the tree into two subtrees of 
sizes with ratio at most d -  1, where d is the maximum degree of the tree. 
(This can be shown by starting at some edge, and moving towards the 
largest component formed, until the condition is satisfied.) If C(n) is the 
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worst-case behavior of the heuristic on trees with n nodes, C(n) obeys the 
following equations: 
C(2) = 1 
C(n)<C(d--~ )n +1 
where d is the largest degree of the tree. It follows by solving the above 
recurrence and expanding log((d+ 1)/d) in series that: 
C(n) < d× log(n). 
However the dimension is lower bounded by both factors at the right-hand 
side of the latter inequality. II 
The bound of the above Theorem can be improved to O(k2/log k), by a 
recursion that decomposes the tree into more than two parts. The details 
are quite involved. 
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