Abstract: This work addresses the 3D visual servoing problem for robot manipulators in the presence of uncertainties in the camera-robot system parameters. From a fixed and uncalibrated camera, the cartesian motion is decomposed into a 2D motion on a plane orthogonal to the optical axis and a 1D motion parallel to this axis. An adaptive visual servoing scheme based on a kinematic approach is developed for image-based look-and-move systems to allow both depth and planar tracking of a reference trajectory, without using image velocity and depth measurements. A cascade control strategy based on direct/indirect adaptive method is applied to consider the uncertain robot kinematics and dynamics in the presented solution. The stability properties and the convergence analysis are discussed from the Lyapunov-passivity formalism. Simulation results are shown to illustrate the performance of the proposed control scheme.
INTRODUCTION
For many years, the feedback provided by vision sensing has been used to design several stable control strategies for robotic systems, and it has still received notable attention in control systems literature. Following this trend, visual servoing techniques have been widely studied as potential tools for relevant industrial and medical applications. In this broad scenario, the visual servoing approach has been explored in many works as control theoretic issue, using single or multiple cameras with eye-in-hand and eye-tohand configurations (Chaumette and Hutchinson, 2006) .
The presence of uncertainties in the system parameters has also been of concern since early works. Several robust or adaptive schemes have been proposed to circumvent the performance degradation due to modeling uncertainty with respect to the camera calibration and robot parameters (Astolfi et al., 2002; Zergeroglu et al., 2003) . In these papers, the robot motion control methods require the measurement of image velocity and they are applied only to the 2D visual servoing problem. On the other hand, several schemes were designed to solve the robot motion control problem in a 3D environment using different camera configurations (Malis et al., 1999; Conticelli and Allotta, 2001) . Nevertheless, some of these solutions need the direct estimation of the depth between the camera and target object, resorting to an off-line learning stage or an approximate linearly parameterized function. Other works have used visual servoing approaches based on either an image Jacobian which is depth-independent or an adaptive scheme to deal with the uncertain depth information (Liu et al., 2006; Cheah et al., 2010) . In these strategies, however, the robot dynamics was assumed to be fully known. In addition, it is well-known that measurement of the velocity is impaired by noisy image data and the robot kinematics and dynamics are modified when the robot end-effector is handling tools with unknown lengths. This motivates the development of an alternative adaptive scheme free of image velocity and depth measurements, which considers the presence of parametric uncertainty in the camera and robot models.
In this paper, we propose a solution for the adaptive visual servoing control problem of robot manipulators using a fixed camera, when both camera calibration and robot parameters are uncertain. The strategy is developed for 3D visual servoing systems based on the image-based lookand-move structure. In order to solve the adaptive planar tracking the SDU factorization method (Costa et al., 2003) is employed, whereas the adaptive depth tracking is implemented by using a standard MRAC approach. The uncertainty of the robot kinematics and dynamics are both considered by means of a cascade control strategy based on a direct/indirect adaptive control method. In contrast with our recently works, the developed control scheme does not require simultaneously image velocity and depth measurements to allow the execution of tasks in a 3D environment (Zachi et al., 2006; Hsu et al., 2007) . Simulation results obtained with a 3DOF anthropomorphic arm are presented to show the effectiveness of the proposed scheme.
PROBLEM FORMULATION
Consider the problem of controlling a robot manipulator to perform the tracking of a 3D reference trajectory, specified in the image space. The key idea is to employ the visual feedback obtained from a fixed and uncalibrated camera, mounted on the robot workspace, to allow the trajectory tracking along x, y, z directions without cartesian depth and image velocity measurements.
Since the end-effector motions are performed in a 3D environment, three degrees of mobility have to be controlled by the visual servoing scheme. Thus, the image centroid will be used to provide 2D planar tracking with respect to a desired image trajectory, whereas simultaneously the image area will be extracted to provide 1D depth tracking with respect to a desired image depth. Although, those two tasks might interact in a significant way we will show that they are in fact partially coupled. Hence, the control design can be simplified and the overall visual servoing system can be divided in two visual servoing subsystems.
Planar subsystem (2D)
Let p c ∈ R 3 be the position vector of the object centroid expressed in the camera frameĒ c and p b ∈ R 3 the position vector of the same object centroid expressed in the robot base frameĒ b . Here, we assume that the camera and base frames are aligned only with respect to the z-axis. Thus, the coordinates of the two vectors are related as follows:
where R(φ) ∈ SO(3) is a constant elementary rotation matrix around the z-axis, which considers the camera misalignment angle φ ∈ π 2 , π 2 with respect to the base frameĒ b and T ∈ R 3 is a translational vector.
From the perspective projection model of a pinhole camera, let p v ∈ R 2 be the position vector of the object centroid expressed in the image frameĒ v , given in terms of its coordinates by
where f > 0 is the focal length of camera lens and α 1 , α 2 > 0 are the camera scaling factors. The differential kinematics relationship expressed in the image frameĒ v is established by using (1) and (2) as
Considering that the robot is purely kinematic and that the end-effector velocity can be directly controlled, we can assume that v = [ẋ bẏbżb ] T , where v ∈ R 3 is the control variable to be designed.
Depth subsystem (1D)
Now, let us consider the depth description in the presented formulation. Let A v ∈ R + be the projected area of the target object, expressed in the image frameĒ v , whose dynamics is given by (Zachi et al., 2006) 
since, from (1),ż c =ż b . Here, the following assumptions will be considered: (A1) A target object with spherical geometry is used so that the projected area in the image space becomes invariant with respect to the object rotations in the 3D environment; (A2) The projected area of the target object A v is bounded and satisfies the inequality A min < A v (t) < A max for any time t that belongs to the interval [0, ∞), where A min > 0; (A3) sgn(z c ) is assumed to be constant and known. Then, without loss of generality it is assumed z c > 0.
Complete translational model
The overall kinematic model of the planar-depth image system is given by:
Considering
T the vector of image feature
T the translational velocity vector, the system model (5) can be rewritten aṡ
with
where J v is the image Jacobian. In what follows, we will show that, by extracting the projected area of the target object from the image, a cartesian control signal can be designed even when a direct measurement of the depth z c is not available.
ROBOT SYSTEM MODEL
Here, we consider that the position vector of the object centroid p b ∈ R 3 can be obtained from the forward kinematics map as p b = k(q) , where q ∈ R 3 is the vector of manipulator joint angles. The end-effector velocityṗ b ∈ R 3 can be related with the joint velocity vectorq ∈ R 3 bẏ
where
is the analytical Jacobian. Note that, the right-hand side of (8) can be linearly parameterized by W (q,q) b, where b ∈ R n denotes the constant kinematic parameters and W ∈ R 3×n is the kinematic regressor matrix. Now, we recall that the nonlinear robot dynamics can be expressed in generalized coordinates by:
where M (q) ∈ R 3×3 is the manipulator inertia matrix, C(q,q)q ∈ R 3 denotes the centrifugal and Coriolis torques, g(q) ∈ R 3 represents the gravity torques, and τ ∈ R 3 is the vector of applied joint torques. It is well known that the left-hand side of (9) can be linearly parameterized by Y (q,q,q) a, where a ∈ R m denotes the constant dynamic parameters and Y ∈ R 3×m is the dynamic regressor matrix. It is worth mentioning two notable properties of M (q) and C(q,q) respectively: (i) M (q) is a symmetric and positive definite matrix; (ii)Ṁ (q) − 2C(q,q) is a skew-symmetric matrix, such that,q
CONTROL STRATEGY
The main idea is to introduce a cascade control strategy to solve the visual servoing problem for a robot manipulator in the presence of uncertainties in the camera-robot system parameters. To achieve this aim, we can assume that there exists a control law τ = F (q,q, q m ,q m ,q m ) which guarantees the control goal defined by
where e ∈ R 3 is the angular position error and q m ∈ R 3 is the desired trajectory expressed in the joint space. Now, from Fig. 1 , suppose we can define the desired trajectory q m and its derivativesq m ,q m in terms of a cartesian control signal v, such that we have (6) except for a vanishing termχ Some intuition can be obtained considering the kinematic and dynamic parameters of the robot model (8) and (9) to be exactly known. A standard computed torque strategy could be used to solve the tracking problem, that is,
, leading to a stable closed-loop error system. Then, based on the cascade control strategy, we can obtain q m by integratinġ q m = J −1 (q) v and from (8) and (10) one has that:
. Hence, by a proper choice of K D and K P as positive definite matrices, implies that e(t),ė(t) tend to zero, which means that this approach only differs from the kinematic control case (6) by a vanishing signalė(t).
Recently, adaptive visual servoing schemes were proposed in (Zergeroglu et al., 2003; Zachi et al., 2006) to cope with the uncertainties of the camera parameters, namely the scaling factors and camera orientation angle. These schemes could also include the uncertainties of the robot dynamic parameters. However, the robot motion adaptive control involves a regressor matrix which depends on the image velocity, which could be restrictive from a practical point of view.
Furthermore, for the stability analysis of the cascade scheme, the passivity framework derives simple rules to describe combinations of subsystems expressed in a Lyapunov formalism. For cascaded passive systems the following general result can be stated. Theorem 1. Consider the interconnected systems, where Σ 1 is the driven system and Σ 2 is the driving system:
Assume that ||g 1 (x, t)|| ≤ c ∀x, t and for some c > 0. If system Σ 1 is output strictly passive from y 2 → y 1 with positive definite storage function V 1 (x 1 ) such thaṫ
T 2 y 1 , λ 1 > 0 , and system Σ 2 is output strictly passive from u 2 → y 2 with positive definite storage function V 2 (x 2 ) such thaṫ
For a proof, see (Hsu et al., 2007) .
ADAPTIVE ROBOT CONTROL
Assuming the presence of parametric uncertainty in the robot dynamic model (9), we will show that the control design for the robot system can be derived by simply cascading the proposed adaptive visual servoing scheme with the Slotine-Li adaptive scheme (Slotine and Li, 1991) . Hence, we can define the following signals in joint space:
q r :=q m − λ e , σ :=q −q r =ė + λ e .
(12) where σ ∈ R 3 is the virtual error. We also can define the regressor matrix Y (q,q,q r ,q r ) by settinĝ M (q)q r +Ĉ(q,q)q r +ĝ(q) = Y (q,q,q r ,q r )â ,
whereâ is a constant vector of uncertain parameters to be adapted on-line andM ,Ĉ,ĝ denote the estimated terms of the dynamic model (9). The control law is given by
where K D is a positive definite gain matrix, u 2 is a fictitious external input which drives the closed-loop system andâ can be updated using the gradient-type adaptive laẇ
where Γ d is the dynamic adaptation gain matrix. Thus, the stability analysis and passivity properties of the closedloop system can be established in the following theorem:
Theorem 2. Consider the robot dynamic model (9), the control law (14) and the adaptation law (15). Then, the map u 2 → σ is output strictly passive with positive definite storage function
dã , withã = a −â. In addition, for u 2 = 0, the following properties hold: (i) all signals are bounded; (ii) σ, e,ė tend to zero as t → ∞.
For a proof, see (Lizarralde et al., 2008) . Now, considering the presence of parametric uncertainty in the robot kinematic model (8), the estimated or predicted end-effector velocityŷ can be expressed aŝ
whereĴ(q) ∈ R 3×3 is the approximate analytical Jacobian andb ∈ R n denotes a set of estimated kinematic parameters. It is well known from (Slotine and Li, 1991) that the linear parameterization models (8) and (16) can be used for online parameter estimation, provided thatṗ b and W are measured from the system signals. In order to avoid the need of measuring the end-effector velocityṗ b , we use a low-pass differential filter, such that,
where p F ∈ R 3 is the filtered output of the end-effector velocity with p F (0) = 0. From (8) and (17), we obtain:
Let ǫ ∈ R 3 be the prediction error obtained from the difference between the estimated and the measured endeffector filtered position respectively, that is,
Hence, the prediction error (19) is related to the parameter estimation errorb as
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whereb := b −b. Now, note that both p F and W F are required to be measured from the system signals, and thus, the only unknown quantity in (20) is the parameter vector b. In this approach, we consider that p b is measured from a position sensing device, such as, a laser tracker or an inductosyn displacement sensor.
Here, we will consider an estimation algorithm based on the gradient method to estimate the robot kinematic parameters. The basic idea behind the estimation algorithm is to update the parameters so that the prediction error is minimized. Thus, the gradient-type adaptive law for updatingb is given by:
where Γ k is the kinematic adaptive gain matrix. Now, the following theorem can be stated: For a basic proof, see (Slotine and Li, 1991) .
Remark 1. It is worth mentioning that: (i) with measurable q ,q all signals to evaluate the regressor matrices Y and W are available; (ii) the convergence of the estimated parametersâ andb for the true parameters depends on the level of persistent excitation of the regressor matrices Y and W respectively. Now, we can apply the cascade control strategy presented in the previous section. Based on the cascade structure and from (12) we definė
such that the motion of the robot end-effector in the image space is governed by:
where σ ∈ R 3 can be considered as a vanishing disturbance since from Theorem 2 it tends asymptotically to zero, and w ∈ R 3 is a perturbation term due to the uncertain robot kinematics given by w = ( J(q)−Ĵ (q) )q = W (q,q)b . Thus, the cascade strategy can be obtained by simply settinġ q m =q r + λ e ,q m =q r + λė , whereq m depends on the time-derivative of v. Therefore, since the control signal v is given by the visual servoing scheme, an appropriate control law that does not depend directly on the image velocity can be designed.
ADAPTIVE VISUAL SERVOING
Considering that the camera calibration parameters are uncertain, in this section we design an adaptive visual servoing scheme in order to perform depth and planar tracking in a 3D environment using a robot manipulator with uncertain kinematics and dynamics parameters.
Adaptive depth tracking (1D)
From (4) and (23), we can observe that A v dynamics is decoupled from x v and y v dynamics. Thus, a scalar adaptive control strategy based on the standard MRAC can be adopted to solve the depth tracking problem.
Let A v0 be the projected area of the target object at time t 0 < t, such that A v0 = A v (t 0 ), corresponding to the uncertain depth z c0 = z c (t 0 ). After eliminating time, we can integrate both side of (4) over the intervals [A v0 , A v ] and [z c0 , z c ] to obtain the following relationship:
where A v is continuously captured by the camera. Thus, from (23) and using (24) A v dynamics can be written aṡ
whereĴ 3 is the third row vector of the uncertain Jacobian matrixĴ(q) and W 3 is the third row vector of the regressor matrix W (q,q). Here, the goal is to design an appropriate control law v z (t) such that all signals in the closed-loop subsystem are bounded and A v tracks A vm which is given by the reference model:
for any bounded piecewise continuous signal A * v ∈ R, where λ m > 0. Since A v is positive and bounded (assumption A2), we can define the depth tracking error as
provided that A vm > 0. From (25) and (26) the depth error dynamics is given bẏ
z , which provides the perfect matching between (25) and (26) for σ = 0 andb = 0, is given by
where e a f is the filtered depth tracking error which satisfieṡ e a f = −λ e a f + λ e a , λ > 0 .
(29) Using the certainty equivalence principle (Slotine and Li, 1991) we set v * z = θ * ω, where θ * ∈ R is an uncertain constant parameter and ω ∈ R is a scalar regressor related to the depth tracking. This leads to the following closedloop error equation:
whereṽ z = v z − v * z is introduced. Then, defining the augmented depth error vector as ξ a := [ e a f e a ]
T and according to (29) and (30), the complete error system iṡ
Since the transfer function obtained from the triple
From the error system (31), we can obtain the following control parameterization
where θ is the estimate of θ * with the parameter error θ = θ − θ * . Based on the standard adaptive control theory if the sign of z c is known (assumption A3), a gradienttype adaptation law, which guarantees the asymptotic convergence of ξ a (t) and the uniform boundedness of the system signals, is given bẏ where γ a > 0 is the depth adaptation gain. In turn, we can show that the map (Ĵ 3 σ + W 3b ) → ξ a is output strictly passive with positive definite storage function 2V a (ξ a ,θ) = ξ
, provided thatĴ(q) and W (q,q) are shown to be bounded.
Adaptive planar tracking (2D)
Here, the goal is to design the control signals v x (t) and v y (t) to perform the planar tracking of some 2D reference trajectory. In order to solve this MIMO adaptive control problem, we will adopt the SDU factorization method (Costa et al., 2003) , as discussed hereafter. Then, from (23) and using (24), p v dynamics is given by:
T , whereĴ 1 ,Ĵ 2 are the first and the second row vectors of the uncertain Jacobian matrixĴ(q), W 1 , W 2 are the first and the second row vectors of the regressor matrix W (q,q) and
. Now, the goal is to design an appropriate control law u(t) such that all signals in the closed-loop subsystem are bounded and p v tracks p vm given by the reference model:
for any bounded piecewise continuous signal p * (26) and (36) we define the desired feature vector as
T and since A v is positive and bounded (assumption A2), we can define the planar tracking error as
provided that A vm > 0. From (25)- (26) and (35)-(36) the planar error dynamics is given by:
* , which provides the perfect matching between (35) and (36) for σ = 0 andb = 0, is given by:
where e p f is the filtered planar tracking error which satisfiesė
(40) We use the certainty equivalence principle (Slotine and Li, 1991) to design u * as u * = Φ * ω p , where Φ * is a vector of uncertain constant parameters and ω p is a regressor vector related to the planar tracking, which leads to the following closed-loop error equation:
whereũ = u − u * is introduced. Then, defining the augmented planar error vector as ξ p := [ e p f e p ]
T and according to (40) and (41), the complete error system iṡ
According to (Costa et al., 2003) if K p has non-zero leading principal minors then it is always possible to factorize it as K p = SDU , where S denotes a symmetric and positive definite matrix, D is a diagonal matrix and U is an upper triangular matrix with unitary diagonal elements. This factorization is non-unique and can be chosen such that the transfer function obtained from the triple {A p , B p S , C p } is SPR, that is, there exist positive definite matrices P t and Q t such that:
Thus, from (42)- (43) and using the SDU factorization method we can rewrite the error system as followṡ
Then, we introduce new parameter vectors Θ * i via the identity (Hsu et al., 2007) 
T and Ω 2 := ω p are the regressor vectors with Θ * 1 ∈ R 5 and Θ * 2 ∈ R 4 . Hence, the error system (45)- (46) is rewritten aṡ
From the above error system, for σ = 0 andb = 0, we can obtain the following control parameterization
where Θ is the estimate of Θ * with parameter error Θ = Θ − Θ * . The gradient-type adaptation law that guarantees the asymptotic convergence of ξ p (t) and the uniform boundedness of the system signals is given bẏ
where D = diag{d 1 , d 2 }, d i (i = 1, 2) are the entries of matrix D, Γ = diag{γ 1 , γ 2 } and Ω = diag{Ω 1 , Ω 2 } . From the standard adaptive control theory, if the sign of the leading principal minors of K p are known and based on the factorization properties discussed on (Costa et al., 2003) , we conclude that d 1 , d 2 have known signs. In turn, we can also show that the map (Ĵ 12 σ + W 12b ) → ξ p is output strictly passive with positive definite storage
, provided thatĴ(q) and W (q,q) are shown to be bounded. Now, considering the passivity properties of the adaptive motion robot control stated by Theorem 2 we can apply the Theorem 1 to demonstrate the stability analysis of the overall closed-loop system, where the cascaded subsystems Σ 1 and Σ 2 are identified by the corresponding states as
Thus, from Theorem 1 we can demonstrate that: (i) all system signals are bounded; (ii) σ(t), ǫ(t), ξ a (t), ξ p (t) tend to zero asymptotically. This implies that the tracking errors e(t), e a (t), e p (t) → 0 as t → ∞.
SIMULATION RESULTS
In this section, we present the simulation results obtained with a 3DOF anthropomorphic arm in order to illus-trate the performance of the proposed control scheme. Here, we only consider the robot kinematic model (6)-(8).
Uncertainties of the camera-robot system parameters are compensated by using the adaptive control approach (21), (33)- (34) and (50)- (51) withq =Ĵ(q) v. We also assume that robot manipulator is moving on a 3D environment with forward kinematics map and analytical Jacobian similar to (Sciavicco and Siciliano, 2000) , and link lengths l 1 = 279.4 mm and l 2 = 228.6 mm. The depth and planar reference signals are: A * v (t) = r a cos(ω n t) + A v0 , p * v (t) = r p [ sin(2ω n t) cos(ω n t) ]
T + p v0 , with ω n = π 10 rad s −1 , r a = 60 pixel, r p = 80 pixel.
The parameters used in the simulations were: λ F = 1; λ = 1; λ m = 1; Γ k = 5 I; γ a = 5 × 10 −2 ; γ 1 = 4 × 10 −6 ; γ 2 = 2 × 10 −6 ; φ = 
CONCLUSION
In this work, we have developed an adaptive visual servoing scheme using a fixed uncalibrated camera that provides stable 3D cartesian tracking for uncertain robot manipulators without using the image velocity and depth measurements. For the 1D depth subsystem, the standard MRAC method was applied, whereas for the 2D tracking subsystem the recently proposed SDU factorization method was adopted. A direct/indirect adaptive control method was used to deals with the uncertainty in the kinematic and dynamic robot model by a cascade control strategy. The stability analysis and the convergence properties for the developed solution was also presented based on a Lyapunov-passivity formalism. Simulation results were included to illustrate the performance and feasibility of the proposed scheme. 
