In this manuscript goodness-of-fit test is proposed for the Skew-t distribution based on properties of the family of these distributions and the sample correlation coefficient. The critical values for the test can be achieved by Monte Carlo simulation method for several sample sizes and levels of significance. The power of the proposed test can be specified for different sample sizes and considering diverse alternatives.
Introduction
Let Z be a random variable, we say that Z has the Skew-normal distribution, denoted by Azzalini (1985) , as a family with the appealing property of strictly including the normal law, as well as a wide variety of skewed densities. We say that a random variable Some well know properties of skew-t variables which will be useful for constructing goodness of fit test are the following (See for details [3] 
EDF-Based Tests
Perez Rodrguez and Villasenor (2010) developed a goodness of fit test for the skew normal family based on the sample correlation coefficient and showed that their test have greater power than the Empirical Distribution Function-based tests against some alternative distributions. We are interested in testing the null hypothesis 
Stephens (1986) provides the following simple formulae for calculating these statistics:
. Large values of a given statistic indicate significant differences between the empirical and hypothesized distribution functions and thus that we should reject the null hypothesis.
In general, when the parameter values of the hypothesized distribution are completely specified, the sampling distribution of any of these EDF statistics is known exactly, and tables of percentage points are available (see Stephens (1986), Table 4 .2). However, when the values taken by the parameters of the distribution are unknown and have to be estimated from the sample, the sampling distribution of any EDF statistic depends on the distribution being tested, sample size, true values of the unknown parameters, and method used to estimate the parameters. Now we describe the parametric bootstrap techniques used to estimate the quantiles of the test statistic T when the hypothesized distribution is skew-t with parameter values estimated from the data. Maximum likelihood methods can be employed to estimate the parameters of the skew-t distribution. Since analytic expressions do not exist for these estimators, numerical methods must be used to compute them. Note that when the unknown parameters are location or scale parameters, and they are estimated using location and scale equivariant estimators (as are maximum likelihood estimators), the sampling distributions of the EDF statistics do not depend on the true values of those parameters. (see Eastman and Bain (1973) ). 
Correlation Goodness-of-Fit Test
In this section, we introduced goodness-of fit test for skew-t distribution with sample correlation coefficient. The test procedure is based on property (b). From Eq. (2): H the distribution of n C will be concentrated close to 1.
Therefore we use the following procedure to obtain the critical values:
2. Simulate a sample of size n from 
Simulation studies

4-1. Tests size
The results of size estimations of tests presented in Table 1 From Table 1 and 2 it can be seen that the estimated tests sizes are very close to the nominal significance level  . 
4-2. Tests power
To analyze the behavior of the proposed tests, alternatives different to the skew-t were considered. The distributions selected for this were: skew-slash (SSL), Logistic, Exponential, Chi squared, Weibull, Gumbel, Log Normal, and Stable (see Nolan (1999) ). We also considered some bimodal distributions. The results are shown in Tables 3 and 4 , from which it can be seen that the proposed test n C show the highest powers for several of the considered alternatives. 
Numerical example
To illustrate how the test procedure works with real data, we use data collected at the Australian Institute of Sport (AIS) (Cook & Weisberg (1994) ) containing 102 male athletes of body mass index (BMI). Table 5 reports maximum likelihood estimators of some skew models, considering the full ) , , ( (Leroux (1992) ). As is well known, a model with a minimum AIC value is to be preferred. Therefore the St fit appears to be preferable. These points are further illustrated in Figure 3 , where a histogram of the data is plotted together with the fitted densities. However, the goodness of fit test for this data Skew-Normal and Skew-Cauchy rejection of SN and SC models, but we can not reject the hypothesis of an underlying skew-t population for data set. (See for details [8] ). The results are summarized in Table 6 . The critical points, the corresponding value of the test statistics and range of value P  given in Table 6 . 
