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Le “Crowdsourcing” représente aujourd’hui une
méthode de travail très populaire qui a une grande impor-
tance. Cette méthode consiste à recourir aux ressources
de la foule pour accomplir des tâches, pour collecter des
informations et des connaissances sous forme d’une sous-
traitance vers un grand nombre de personnes. La qualité
et le niveau d’expertise de ces derniers influencent lar-
gement l’efficacité des plates-formes de crowdsourcing.
Ceci pose un nouveau défi de contrôle de qualité des par-
ticipants et d’identifier les experts. Plusieurs méthodes
ont été proposées dans ce contexte, mais les problèmes
d’imperfection des données souvent peu prises en compte
influencent tous les résultats observés. Pour ce faire et
afin de mieux identifier les experts nous proposons une
nouvelle méthode de caractérisation des experts fondée
sur la théorie des fonctions de croyance. Nous validons
nos techniques par des expérimentations sur des données
synthétiques.
Mots-clés :
Crowdsourcing, Expert, Théorie des fonctions de
croyance, Exactitude.
Abstract:
Crowdsourcing represents a very popular working me-
thod which acquires a great importance. This method
consists to recourse to the crowd to accomplish tasks,
to collect pieces of information and knowledge through
outsourcing the tasks to a large number of people. The
quality and the level of expertise of participants stron-
gly influence the efficacy of the crowdsourcing platforms.
This raises new challenges to control the quality of par-
ticipants and identifying experts. In this context, seve-
ral methods have been proposed, but the problem of im-
perfection data is often not taken into account and this
might largely influence all the observed results. We pro-
pose novel methods for identifying the experts, based on
the theory of belief functions. We validate our techniques
through experimentation on synthetic datasets.
1 Introduction
Au cours de ces dernières années et avec
l’émergence du web, le crowdsourcing a connu
une forte progression. Il est considéré aujour-
d’hui comme l’une des meilleures approches
de travail [1], en particulier pour les tâches
qui sont faciles à effectuer pour des utilisa-
teurs humains mais difficiles pour un ordina-
teur. Cette notion popularisée par Howe 1 en
2006 [2], conquiert aujourd’hui le monde par
ces techniques de partage, de collection d’in-
formations et de résolution de problèmes et
en fait une des méthodes de sollicitation les
plus puissantes [3]. Le crowdsourcing ou l’acte
d’externalisation des tâches permet de recourir
aux ressources de la foule pour résoudre des
problèmes, pour collecter des informations et
pour distribuer des connaissances ou des savoirs
à une grande échelle [4]. Jeff Howe a considéré
ce concept en 2006 dans son article [2] comme
l’acte d’externalisation à un grand nombre de
personnes sous forme d’un appel ouvert et en
2008 [5] il l’a défini lui-même comme ”the act
of taking a job traditionally performed by a de-
signated agent and outsourcing it to an undefi-
1. Jeff Howe est un éditeur contribuant dans Wired-
magazine, qui le premier, introduit le terme de crowd-
sourcing et l’étudia via des recherches scientifiques.
http://crowdsourcing.typepad.com
ned, generally large group of people in the form
of an open call”. Cependant, malgré le succès
de ces plates-formes, les questions relatives à la
qualité des réponses obtenues par la foule et le
contrôle de cette qualité pour permettre d’iden-
tifier les experts reste encore un défi. Plusieurs
méthodes [1, 4, 6, 7, 8] ont été proposées pour
résoudre ce problème d’identification des ex-
perts. Cependant ces approches manipulent des
données très imparfaites, sans pour autant cher-
cher à modéliser ces imperfections. Il est pour-
tant important de bien modéliser ces imperfec-
tions issues des différentes sources afin de ga-
rantir une identification la plus précise et fiable.
Dans ce contexte, nous proposons une nouvelle
méthode d’identification des experts fondée sur
la théorie des fonctions de croyance permet-
tant de bien modéliser les imperfections des
réponses des participants et d’estimer le degré
d’expertise.
Une analyse de l’état de l’art sur l’identifi-
cation des experts est présentée dans la sec-
tion 2. Les notions d’expert et d’expertise sont
détaillées dans la section 2.1. La section 3 pre-
sente un rappel sur la théorie des fonctions
de croyance, avant de présenter notre approche
pour définir un degré d’exactitude dans la sec-
tion 4 et de l’illustrer par des expérimentations
dans la dernière section.
2 Identification des experts dans le
crowdsourcing
Dans un environnement difficile et compétitif
comme celui de crowdsourcing où l’innova-
tion et l’expertise font la différence, il est im-
portant d’être attentif aux attentes des clients.
Évaluer la qualité des participants et identifier
les experts parmi eux dans les plates-formes
de crowdsourcing reste encore un problème
délicat.
2.1 Notion d’expert dans le contexte crowd-
sourcing
L’identification de l’expertise d’un participant
ne peut pas être considérée comme un nouveau
sujet, la nécessité de reconnaı̂tre les personnes
à fort capacité intellectuel, technique et scien-
tifique a été abordée dans tous les domaines et
dans toutes les plate-formes.
Un expert dans les plate-formes de crowd-
sourcing n’est pas simplement celui qui sait,
mais plutôt celui qui a acquis un ensemble
de connaissances, de compétences, de savoirs
et de créativités. De fait, c’est celui qui four-
nit un grand nombre de réponses correctes [9],
précises, complètes et fiables pour un sujet
spécifique. L’expert doit être capable de four-
nir des résultats efficaces et fiables [1] et d’ex-
primer des jugements pour tous les deman-
deurs, c’est pourquoi plusieurs auteurs l’ont
défini comme la personne qui a des responsabi-
lités spécifiques [10]. Les experts sont identifiés
dans cet environnement par :
— La précision et l’exactitude de ces
réponses
— Leur capacité de détecter et de re-
connaı̂tre les tâches a priori
— Leur capacité d’extraire les données et
les solutions avec un minimum d’effort
cognitif
— Leur capacité de contrôle et
d’évaluation
— Leur connaissance, leur motivation, leur
réflexion et leur capacité d’apprentis-
sage
Généralement on peut identifier l’expert par le
rôle qu’il joue, par les natures des tâches qu’il
réalise, par le temps de résolution du problème
et par les pertinences des solutions proposées
qui reflètent le niveau de connaissances et d’ex-
pertise du participant.
2.2 Méthodes d’identification d’experts
Plusieurs auteurs ont exploré ce domaine et
plusieurs méthodes ont été proposées dans ce
cadre. Récemment Dawid et Skene ont pro-
posé dans [11] un modèle de classification la-
tente pour estimer la qualité des participants,
via un taux d’erreurs fondé sur le maximum de
vraisemblance. Ipeirotis et al. [1] ont modifié
l’algorithme (EM) proposé par Dawid séparant
entre les deux taux de biais et d’erreur, afin de
générer un score qui représente la qualité de
chaque participant. Un autre algorithme fondé
sur les graphes : SPEAR (spamming resistant
Expertise Analysis and Ranking) est proposé
par Noll et al. en 2009 [7]. Guittard et Schenk
dans [4] ont proposé une classification des parti-
cipants avec les technologies de data mining et
la méthode du vote pour identifier les experts.
Khattak et Aouissi ont proposé dans [8] une
évaluation des participants selon l’ensemble des
étiquettes fournies, l’idée est d’offrir un cadre
appelé ”Expert Label Injected Crowd Estima-
tion” (ELICE) consistant à collecter toutes les
étiquettes fournies par les participants et les
comparer à celles qui est la meilleure nommée
label expert. Raykar et al. ont proposé dans [6]
d’utiliser un estimateur du maximum de vrai-
semblance alors que Kazai et al. dans [12] se
sont fondés sur des observations comportemen-
tales pour définir une typologie des travailleurs
en Spammer, Sloppy, Incompetent, Competent,
Diligent.
Et puisque le problème d’identification des ex-
perts n’est pas seulement relatif aux plates-
formes de crowdsourcing, d’autre méthodes
ont été proposé dans des différents domaines,
dans les communautés en ligne de Java Fo-
rum ; Zhang et al. dans [13] ont proposé une
analyse d’expertise fondée sur le calcul d’un
score à l’aide de l’algorithme de PageRank
(proposé initialement par Page en 1998 pour
organiser les pages web). Ils ont l’amélioré
par un calcul de score nommé ”z-score” qui
consiste à combiner le nombre de réponses







. Dans la plate-forme
Yahoo-Answers, Bouguessa et al. [14] ont pro-
posé un modéle pour identifier les utilisateurs
ayant autorité fondé sur le nombre de bonnes
réponses. Dans le domaine des réseaux sociaux,
pour choisir les experts, Bozzon et al. [15]
ont proposé un classement des membres des
groupes sociaux selon leur niveau de connais-
sance qui est déduit par une analyse de leurs
profils et des traces de leurs activités sociales.
Nous constatons ainsi que d’une part la notion
d’expert n’est pas perçue de la même façon se-
lon les approches et d’autre part que ces ap-
proches manipulent des données très impar-
faites pour détecter des niveaux d’expertise,
sans pour autant chercher à modéliser ces im-
perfections. Pour aborder ce dernier point, nous
proposons d’employer la théorie des fonctions
de croyance, dont nous rappelons les bases dans
la section suivante.
3 Théorie des fonctions de croyance
La théorie des fonctions de croyance issue des
travaux de Dempster [16] et Shafer [17] permet
une bonne modélisation des données imprécises
et incertaines et offre des outils puissants pour
modéliser, fusionner et gérer les informations
issues de plusieurs sources.
Cette théorie est fondée sur la manipulation
des fonctions de masse qui sont définies sur
l’ensemble de toutes les disjonctions du cadre
de discernement. Le cadre de discernement
Ω = {w1, . . . , wn} représente l’ensemble de
toutes les hypothèses exclusives et exhaustives.
Ainsi, une fonction de masse mΩ est définie
sur l’espace puissance 2Ω = {A|A ⊆ Ω} =
{∅, ω1, ω2, w3, . . . , ωn, w1 ∪ ω2,Ω} et à valeurs
dans [0,1], représente le degré de croyance
élémentaire sur ces éléments, et vérifie :
∑
A⊆Ω
mΩ(A) = 1 (1)
À partir de la fonction de masse, d’autres fonc-
tions de croyance peuvent être définies afin de
modéliser incertitude et imprécision, telles que
les fonctions de plausibilité et crédibilité.
Différentes règles de combinaison ont été pro-
posées pour fusionner les informations issues
de différentes sources. Initialement Dempster
a introduit la règle de combinaison conjonc-
tive normalisée pour chercher le consensus
entre plusieurs sources fiables et cognitivement










sistance de la combinaison également nommé
conflit global. Cependant cette règle a l’in-
convénient de la convergence rapide de la valeur
k à 1 lorsque le nombre de sources combiné est
grand. Dans ce papier la moyenne des fonctions
de masse sera donc employée.
Afin de comparer les fonctions de masse entre
elles, plusieurs distances on été proposées.
Nous retenons ici celle proposée par Jousselme
et al. [18] qui permet de tenir compte de la






où D est la matrice définie par Jaccard :
D(X, Y ) =
{
1 if X = Y = ∅
|X∩Y |
|X∪Y | ,∀x, y ∈ 2
Ω
4 Degré d’exactitude des réponses
Comme nous l’avons vu dans la section 2.1,
la notion d’expert peut être évaluée selon plu-
sieurs facteurs. Dans la méthode que nous pro-
posons, nous nous limitons à mesurer l’exacti-
tude des réponses des participants.
Afin de modéliser les imperfections des
réponses des participants, nous supposons que
chaque réponse représentée par une fonction de
masse. Soit Uj un participant caractérisé par ses
réponses rUj qui sont chacune modélisée par
une fonction de masse mΩkUj . Chaque réponse
est relative à une question Qk (k = {1, ..., K})
qui est défini dans un cadre de discernement
spécifique Ωk avec Ωk = {ωQk1 , . . . , ω
Qk
nk }.
Nous obtenons ainsi une matrice des s partici-
pants par K questions donnée par :







mΩ1U1 . . . m
Ωk
U1
. . . mΩKU1...
...
...
mΩ1Uj . . . m
Ωk
Uj




mΩ1Us . . . m
Ωk
Us
. . . mΩKUs

(4)
Afin de mesurer un degré d’exactitude pour
chaque participant, l’idée est de calculer la
distance entre la fonction masse mΩkUj de la
réponse proposée par le participant Uj pour la
kème question Qk, avec une représentation des
réponses des autres participants mΩkUεs−1 pour
cette même question. Cette représentation des
réponses mΩkUεs−1 est donnée ici par la moyenne
des fonctions de masse données par les s −










L’hypothèse sous-jacente à cette modélisation
est le fait que la majorité des participants
a raison. La moyenne permet de représenter
le centre des fonctions de masse même si
elles sont très différentes. Les règles du type
conjonctif entraı̂nent rapidement une masse sur
l’ensemble vide en fonction du nombre de fonc-
tions de masse combinées. Ainsi pour chaque
participant Uj et chaque question Qk, nous ob-
tenons la distance dΩkUj donnée par la distance de





Une autre distance que celle de Jousselme pour-
rait être employée. À partir de cette distance,
nous mesurons ainsi l’inexactitude des réponses








Sachant que rUj représente ici le nombre des
réponses proposé par le participant Uj pour
une question donnée (k), avec Uj 6= K et
dΩkUj représente la distance calculée pour la




déterminer les experts parmi tous les partici-
pants, nous appliquons un k-moyenne avec k=2.
L’utilisation de k-moyenne permet de confirmer
les groupes. Avec cette technique l’ensemble
des experts sera donné par la classe ayant la
moyenne des degrés d’exactitude la plus élevée.
Sous l’hypothèse que la majorité a raison, nous
avons choisi k = 2. Avec cette hypothèse
tous les participants qui donnent des réponses
exactes doivent être considérés comme experts
et les restes comme des ignorants.
5 Expérimentation
Pour vérifier l’efficacité de notre méthode,
nous avons appliqué plusieurs tests à partir de
données générées. Les fonctions de masse sont
directement générées en considérant trois types
de participants :
— Les experts : les fonctions de masse sont
à support simple, pour élément focal un
singleton attendu avec une valeur entre
0.75 et 1.
— Les futurs experts : les fonctions de
masse ont deux éléments focaux avec un
élément qui contient le singleton attendu
et l’ignorance.
— Les ignorants : les fonctions de
masse sont non dogmatiques et tirées
aléatoirement.
Pour chaque question la taille du cadre de dis-
cernement Ωk est choisie aléatoirement entre 2
et 6. À l’étape d’initialisation notre algorithme
permet de préciser le nombre des participants,
le nombre des questions ainsi le pourcentage
des experts à identifier et des futurs experts. Il
permet aussi de préciser le mode des réponses
(donne la possibilité d’avoir ou pas des réponses
vides). L’algorithme 1 reprend les étapes du cal-
cul du degré d’exactitude qui reflète le niveau
d’expertise des participants.
Dans les différentes expérimentations
présentées ci-dessous, nous allons considérer
100 participants et 100 questions. Nous
réalisons la moyenne sur les taux de
bonnes classification après 10 répétitions
de l’expérience afin de conforter les résultats.
Dans une première expérience, nous faisons va-
rier le pourcentage d’experts sans générer de fu-
turs experts (0%). Les résultats sont illustrés sur
la figure 1.
Nous pouvons constater qu’au dessus de 43 %
d’experts nous obtenons plus de 50 % de taux
de bonne classification.
Figure 1 – Représentation de la variation du
taux de bonne classification par rapport à la va-
riation des pourcentages des experts
L’hypothèse que la majorité des participants
donne la réponse correcte est essentielle. Sous
cette hypothèse l’approche proposée permet
Algorithm 1: DEGRÉ D’EXACTITUDE
Input:
K : le nombre de questions
s : le nombre de participants
E : le nombre d’experts
F : le nombre de futurs experts
Output: IE : le degré d’exactitude
1 AllRes← list des réponses des participants
2 AllCombine← list des masses combinées
3 AllDist← matricededistance
4 PHASE 1 : Génération des masses
5 for k ∈ [1 : K] do
6 for u ∈ [1 : E] do
7 AllRes[k][u]← réponse d’un expert
8 for u ∈ [(E + 1) : (E + F )] do
9 AllRes[k][u]← réponse d’un futur
expert
10 for u ∈ [(E + F + 1) : s] do
11 AllRes[k][u]← réponse aléatoire
12 return AllRes
13 PHASE 2 : Combinaison des masses
14 for k ∈ [1 : K] do




19 PHASE 3 : Calcul des distances
20 for k ∈ [1 : K] do
21 for u ∈ [1 : s] do




26 PHASE 4 : Calcul du degré : moyenne des
distances
27 for u ∈ [1 : P ] do
28 IE[u]← mean(AllDist[1 : K, u])
29 return IE
de bien caractériser les experts des igno-
rants. Lorsque la majorité des réponses est
complètement aléatoire (donnée par les igno-
rants), ceux-ci sont considérés comme les ex-
perts. La cohérence des réponses des ignorants
n’est pas considérée ici.
Dans la deuxième expérimentation nous faisons
varier le pourcentage d’experts et de futurs ex-
perts de façon identique de 10 % jusqu’à 50 %,
afin d’identifier réellement les capacités de dis-
crimination de notre approche.
Figure 2 – Représentation de la variation du
taux de bonne classification par rapport à la va-
riation des experts et des futurs experts
La figure 2 permet de représenter simul-
tanément les taux de bonnes classification des
experts, des futurs experts et le taux global.
Nous constatons que les futurs experts sont
mieux discriminés sur les faibles pourcentages
jusqu’à 40 %. A 40 % les experts commencent
à être tous identifiés correctement. Bien sûr à
50 % pour les experts et futurs experts, il n’y
a plus d’ignorants. Notre approche cherchant à
caractériser deux classes, les futurs experts sont
alors considérés comme des ignorants.
Dans une troisième expérimentation, nous fai-
sons varier le nombre des questions avec 35 %
experts et 35 % de futurs experts pour les 10
itérations, afin de vérifier la stabilité des taux
de bonne classification. Avec ces pourcentages,
nous avions 64.8 % de bonne classification.
Pour mesurer cette stabilité, nous calculons un
taux de perturbation donné par l’écart type entre
les différents taux de bonne classification sur les
10 itérations. Les résultats sont illustrés par la
figure 3.
Figure 3 – Représentation de la variation du
taux de perturbation de l’identification par rap-
port à la variation du nombre de questions
Cette figure montre ainsi qu’il est nécessaire
d’avoir un certain nombre de questions pour
espérer identifier les experts. Ainsi pour 100
questions, les estimations des taux de clas-
sification obtenues dans les expérimentations
précédentes (Figure 1 et 2) peuvent être
considérées comme fiables.
Ces résultats confirment donc l’intérêt d’em-
ployer la théorie des fonctions de croyance pour
la détection des experts pour des problèmes de
crowdsourcing.
6 Conclusion et perspectives
La qualité des participants dans la foule est
un facteur clé de succès du crowdsourcing.
Identifier les experts parmi tous les partici-
pants reste un défi pour ces plate-formes. Plu-
sieurs méthodes ont été proposées pour iden-
tifier et caractériser les experts, mais elles ne
modélisent pas l’imperfection des réponses is-
sus des différentes utilisateurs. Dans cet article
nous avons proposée une méthode d’identifica-
tion des experts fondée sur un degré d’exacti-
tude des réponses des participants modélisées
dans le cadre de la théorie des fonctions de
croyance. Modéliser les réponses des partici-
pants à l’aide des fonctions de croyance offre
la possibilité d’une meilleure maı̂trise dans la
caractérisation des experts.
La méthode proposée nous permet de bien ca-
ractériser trois types de comportement des par-
ticipants : Experts, futurs experts et ignorants
par le calcul d’un degré d’exactitude qui reflète
leur niveau d’expertise. L’hypothèse principale
de notre approche est le fait que pour une
question donnée, la majorité des participants
donnent la bonne réponse. Le degré d’exacti-
tude défini permet ainsi de distinguer les experts
des autres participants à partir de 40 % experts.
Nous avons, de part la génération des fonc-
tions de masse, différencié les experts (qui
donnent une réponse exacte et précise) des fu-
turs experts (qui donnent des réponses exactes
mais imprécises). L’étude du pourcentage de
réponses exactes reste à faire. Afin de distinguer
correctement les réponses précises des réponses
imprécises, qui doivent être considérées comme
moins expertes, nous envisageons d’ajouter un
degré de précision. La précision est une ca-
ractéristique importante de la notion d’expert.
Il sera donc intéressant de combiner les degrés
d’exactitude et de précision des participants
afin de caractériser les experts sur des cas plus
réalistes que ceux investiguer dans ce papier.
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