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El presente documento es la memoria del Proyecto Final de Carrera de 
Ingeniería Superior de Telecomunicaciones cursado en la Escuela Técnica Superior de 
Ingeniería de Telecomunicaciones de Barcelona de la Universidad Politécnica de 
Catalunya, y realizado para el grupo de investigación DMAG (Distributed Multimedia 
Applications Group) [DMAG] del departamento de Arquitectura de Computadores. 
Tanto el grupo de investigación como el proyecto están dirigidos por el Dr. Jaime 
Delgado.  
Como memoria, es un texto en el que se explican las decisiones tomadas y las 
experiencias obtenidas durante la realización del mismo.  
A continuación se hace una breve introducción al contenido que se encontrará en 
los capítulos que se presentan al largo del documento. 
 El primer capítulo introduce el entorno del proyecto, la motivación que ha 
llevado a realizar el mismo, y se realiza una breve descripción de los objetivos. 
En el capítulo 2 se realiza una introducción sobre el MPEG-21 y los objetos 
digitales, que serán uno de los pilares tecnológicos en los que se apoya el proyecto.  
En el capítulo 3 se presenta el lenguaje sobre el que se basan los objetos MPEG-
21, que corresponde con el lenguaje de estructuración de mensajes XML, utilizado a lo 
largo del proyecto, y se presentan diversas herramientas utilizadas y contempladas para 
el tratamiento y la gestión de los objetos tratados basados en XML. 
En el capítulo 4 se presenta el sistema operativo del dispositivo móvil y se 
realiza una breve introducción al lenguaje de desarrollo en el que se basa el proyecto. 
En el capítulo 5 se introducen los elementos criptográficos que han sido 
utilizados en el proyecto para la encriptación del contenido. 
En el capítulo 6 se realiza una introducción al software utilizado para realizar las 
simulaciones y desarrollos correspondientes. 
En el capítulo 7 se realiza un análisis de los requisitos, y se presenta una 
descripción detallada de la solución, una descripción del flujo de trabajo dentro de la 
aplicación y una descripción de los algoritmos a utilizados. 
En el capítulo 8 se realiza una descripción de los módulos y clases principales, la 
metodología de desarrollo, un análisis funcional de la aplicación y la descripción de 
interfaz de usuario. En este apartado también se incluyen los resultados obtenidos. 
 En el capítulo 9 se presentan las conclusiones extraídas de las simulaciones y se 
hace una introducción sobre las próximas acciones a seguir. 
El anexo A incluye el esquema sobre el que se van a crear el tipo de mensajes 
utilizados en el desarrollo del proyecto y un ejemplo de mensaje. 










En el mundo de las telecomunicaciones, en el que la tecnología avanza cada vez 
más rápido, uno de los campos en el que se está profundizando las investigaciones y 
trabajos es el correspondiente a la telefonía móvil. Para los dispositivos móviles, que 
cada vez se asemejan más a ordenadores portátiles por la capacidad que estos tienen  y 
las tareas que pueden llegar a desempeñar, se realizan grandes inversiones tecnológicas, 
no tan solo a nivel de hardware, sino también a nivel de aplicaciones y/o programas. 
Es dentro del departamento de Arquitectura de Computadores de la Universitat 
Politècnica de Catalunya, en el DMAG, donde se decide desarrollar el presente 
proyecto.  
Este proyecto consiste en una aplicación para el tratamiento de  mensajes en 
formato XML que contienen información encriptada la cual, tras ser tratada por la 





El servicio o ciclo normal en la recepción de contenido encriptado en un mensaje 
engloba los siguientes pasos: 
 El dispositivo móvil recibe un mensaje 
 Al abrir el mensaje el dispositivo se encuentra con contenido encriptado 
que no puede descifrar 
 El dispositivo móvil se pone en contacto con la empresa o entidad 
externa que ha enviado el mensaje y que es la que gestiona las claves 
para realizar el desencriptado, enviadas por la entidad externa el 
dispositivo recibe las claves para proceder a la desencriptación del 
contenido 
 El dispositivo busca el manipulador de contenido correspondiente para la 
ejecución del contenido desencriptado 
 No es el objetivo del proyecto realizar el ciclo completo. El ámbito del proyecto 
abarca por un lado la recepción del mensaje y el análisis del mismo, y por el otro lado la 
desencriptación del contenido y la ejecución del mismo. El siguiente dibujo representa 
un ejemplo del ciclo que se contempla en el proyecto, remarcando el ámbito del mismo. 







Figura 1.  Ámbito del proyecto 
 
Presentado el ámbito del proyecto, el  objetivo principal de este es la generación 
de una aplicación para dispositivos móviles basada en la tecnología J2ME [J2ME]. A 
través de esta aplicación, recibido un mensaje DIDL [DIDL] en lenguaje XML [XML] 
(Extensible Markup Language) que contiene un archivo debidamente cifrado y 
codificado, la aplicación trata el archivo contenido en el mensaje y llama al programa 
correspondiente para ejecutar el archivo. En caso que este sea una imagen, la aplicación 
ejecutará el visor correspondiente para permitir al usuario poder visualizarla; en caso 
que este sea un documento de texto, la aplicación ejecutará el lector de textos 
correspondiente; en caso que este sea un archivo de música o de video, la aplicación 
ejecutará el reproductor correspondiente para poder escuchar o visualizar el archivo 
recibido. 
La gestión de las claves necesarias para la desencriptación se realiza de manera 
interna y se introducirá en el capítulo de análisis (punto 7.5.1.4). 
Previamente a empezar con el desarrollo de la aplicación, entre otros puntos será 
imprescindible realizar un estudio sobre los distintos objetos a tratar y el lenguaje en el 
que estos se basan, sobre las diferentes herramientas y librerías que el lenguaje de 
desarrollo permite utilizar, realizar una comparativa entre las diferentes opciones 
posibles, y decidir la utilización de la que se considere más óptima según los resultados 
obtenidos en las diversas pruebas previas.  
Se adelanta que uno de los principales objetivos del proyecto, que corresponde a 
la ejecución del contenido encriptado en el mensaje mediante el programa 
correspondiente, no se puede llevar a cabo en el terminal móvil debido a ciertas 
limitaciones de permisos en el dispositivo.  
Debido a estos y otros problemas que surgen durante el desarrollo de un 
proyecto en este tipo de tecnología, se considera importante, e incluido en este proyecto, 
dedicar un apartado en el que se haga referencia a los mismos con las posibles 










1.3 Estado del Arte 
 
1.3.1 Tecnología móvil y cronología 
 
La telefonía móvil utiliza ondas de radio para poder ejecutar todas y cada una de 
las operaciones, ya sea llamar, mandar un mensaje de texto, etc., y esto es producto de 
lo que sucedió hace algunas décadas. 
La comunicación inalámbrica tiene sus raíces en la invención del radio por 
Nikola Tesla en los años 1880, aunque formalmente presentado en 1894 por un joven 
italiano llamado Guglielmo Marconi. 
El teléfono móvil se remonta a los inicios de la Segunda Guerra Mundial, donde 
ya se veía que era necesaria la comunicación a distancia. Es por eso que la compañía 
Motorola creó un equipo llamado Handie Talkie H12-16, un equipo que permitía el 
contacto con las tropas vía ondas de radio, que en ese tiempo no superaban más de 
60000 Khz.  
Este fue el inicio de una de las tecnologías que más avances tiene actualmente, 
aunque continúa en la búsqueda de novedades y mejoras. 
En 1979, nació en los países asiáticos la primera generación de celulares con 
tecnología analógica que utilizaba ondas de radio para transmitir una comunicación: la 
voz se transmite sin ningún tipo de codificación. Los dispositivos eran muy pesados y 
de gran tamaño, debido a que tenían que realizar una emisión de gran potencia para 
poder lograr una comunicación sin cortes ni interferencias. 
Durante ese periodo y 1985 se comenzaron a perfeccionar y amoldar las 
características de este nuevo sistema revolucionario que permitía comunicarse a 
distancia. Fue así que en los años 80 se llegó a crear un equipo que ocupaba recursos 
similares a los Handie Talkie, pero que iba destinado a personas que por lo general eran 
grandes empresarios y debían estar comunicados. Es ahí donde se crea el teléfono 
móvil, hecho que marca un hito en la historia de los componentes inalámbricos ya que 
con este equipo se podría hablar a cualquier hora y en cualquier lugar. 
Con el tiempo se fue haciendo más accesible al público la telefonía celular, hasta 
el punto en el que cualquier persona sin un gran poder adquisitivo pudiese adquirir uno. 
El primer antecedente respecto al teléfono móvil es de la compañía Motorola, 
con su modelo DynaTAC 8000X. El modelo fue diseñado por el ingeniero de Motorola 
Rudy Krolopp en 1983. El modelo pesaba poco menos de un kilo y tenía un valor de 
casi 4.000 dólares. Krolopp se incorporaría posteriormente al equipo de investigación y 
desarrollo de Motorola liderado por Martin Cooper. Tanto Cooper como Krolopp 
aparecen como propietarios de la patente original. A partir del DynaTAC 8000X, 
Motorola desarrollaría nuevos modelos como el Motorola MicroTAC, lanzado en 1989, 






En Europa aparece la Segunda Generación de Celulares. La diferencia 
primordial con la anterior es que se utiliza tecnología digital y la velocidad de la voz en 
ésta es mucho más alta. Es en la década de 1990 que nace esta segunda generación, que 
utiliza sistemas como GSM, IS-136, iDEN e IS-95. Esta generación se caracteriza por la 
introducción de circuitos digitales de transmisión y tecnologías avanzadas en la red de 
señalización. En general, las frecuencias utilizadas por los sistemas en Europa fueron de 
900 MHz. 
Dado que la tecnología 2G fue incrementando, se desarrolla la 2.5G en la cual se 
incluyen nuevos servicios como EMS (servicio de mensajería mejorado, que permite la 
inclusión de melodías e iconos dentro del mensaje basándose en los sms) y MMS 
(Sistema de Mensajería Multimedia que permite enviar mediante GPRS la inserción de 
imágenes, sonidos, videos y texto) o servicios GPRS e IP-GPRS, que se utilizan para 
envío y recepción de "paquetes” de datos a altas velocidades.  
En 2001 se lanzó en Japón la tecnología móvil 3G, que se basa en la tecnología 
WCDMA. La novedad más significativa fue la incorporación de una segunda cámara 
para realizar video llamadas, es decir, hablar con una persona y verla al mismo tiempo 
por medio del teléfono móvil. 
La comunicación telefónica es posible gracias a la interconexión entre centrales 
móviles y públicas. Según las bandas de frecuencia en las que opera el dispositivo 
móvil, podrá funcionar en una parte u otra del mundo. 
La telefonía móvil consiste en la combinación de una red de estaciones 
transmisoras-receptoras de radio (repetidores, estaciones base o BTS) y una serie de 
centrales telefónicas de conmutación de primer y quinto nivel (MSC y BSC 
respectivamente), que posibilita la comunicación entre terminales telefónicos portátiles 
(teléfonos móviles) o entre terminales portátiles y teléfonos de la red fija tradicional. 
La evolución del teléfono móvil ha permitido disminuir su tamaño y peso, desde 
el Motorola DynaTAC, el primer teléfono móvil en 1983 que pesaba 780 gramos, a los 
actuales más compactos y con mayores prestaciones de servicio. El desarrollo de 
baterías más pequeñas y de mayor duración, pantallas más nítidas y de colores e incluso 
táctiles, o la incorporación de software más amigable, hacen del teléfono móvil un 
elemento muy apreciado en la vida moderna. 
 
1.3.2 Sistema operativo en el dispositivo móvil 
 
El avance de la tecnología ha hecho que estos aparatos incorporen funciones que 
no hace mucho parecían futuristas, como juegos, reproducción de música MP3 y otros 
formatos, correo electrónico, SMS, agenda electrónica PDA, fotografía digital y video 
digital, video llamada, navegación por Internet y hasta televisión digital. Las compañías 
de telefonía móvil ya están pensando nuevas aplicaciones para este pequeño aparato que 
acompaña a sus usuarios a todas partes como pueden ser medios de pago o localizadores 
e identificadores de personas entre otras. Siempre hay que tener en cuenta los grandes 






Un sistema operativo móvil o SO móvil, es el sistema operativo que controla un 
dispositivo móvil, al igual que las computadoras utilizan Windows o Linux entre otros. 
Sin embargo, los sistemas operativos móviles son bastantes más simples y están más 
orientados a la conectividad inalámbrica, los formatos multimedia para móviles y las 
diferentes maneras de introducir información en ellos. 
Puede que la mayoría de los compradores de teléfonos móviles no decidan su 
adquisición basándose en el sistema operativo que utilice el dispositivo, pero para las 
compañías se ha convertido en una guerra feroz en la que luchan por imponer su sistema 
o por introducirse en ese mundo. Desde gigantes tecnológicos como Microsoft, Apple o 
Nokia, hasta compañías en teoría menos poderosas como RIM (BlackBerry), Palm o la 
reciente incorporación a la batalla de Google con Android. 
A medida que los teléfonos móviles crecen en popularidad, los sistemas 
operativos con los que funcionan adquieren mayor importancia. En la siguiente tabla se 
puede observar los datos de ventas de móviles en todo el mundo en 2008 ordenados por 
el sistema operativo que llevaban incorporado: 
 
Sistema Operativo Cuota de penetración mercado Crecimiento 2007 a 2008 
Symbian 52,4% 6,1% 
RIM (Blackberry) 16,6% 96,7% 
Windows Mobile 11 11,8% 12,2% 
MAC OS X 8,2% 245,7% 
Linux 8,1% -4,2% 
Palm OS 1,8% 42,2% 
Tabla 1.  Sistemas Operativos Móviles en el mercado 
 
Como se puede apreciar en la tabla anterior Symbian [Symbian] tiene más de la 
mitad del mercado. El software de BlackBerry y de Mac son, a su vez, quienes han 
experimentado un aumento mayor, especialmente en el caso del Mac OS X, de casi un 
250% debido principalmente por la salida al mercado del iPhone. 
Los teléfonos móviles han pasado a ser dispositivos inteligentes gracias a la 
incorporación de sistemas operativos cada vez más potentes y con mayores 
posibilidades y prestaciones. Desde los primeros dispositivos con Symbian, hasta el 
deseado iPhone, los móviles han incluido también sistemas Palm, Linux y Windows 
Mobile, buscando una estandarización. Conscientes de las posibilidades de añadir todo 
tipo de servicios en los sistemas móviles, los últimos en incorporarse a esta carrera son 
Google y Yahoo, con nuevas plataformas que prometen romper la barrera entre la 
informática de sobremesa y los servicios móviles.  
La guerra en busca de un sistema operativo estándar entre las diferentes 
compañías desarrolladoras de software para móviles es larga y, pese a que desde 
siempre se ha especulado con una posible fusión entre plataformas o de un predominio 
claro de un sistema sobre los demás, lo cierto es que pocas posiciones han variado desde 





Esta pugna por el liderato ha generado que tanto los fabricantes de dispositivos 
como los desarrolladores de aplicaciones se decanten por uno u otro sistema y 
permanezcan fieles a la plataforma. En líneas generales, la elección de un sistema 
operativo por parte de un fabricante supone la definición de una estrategia clara, con 
unos objetivos determinados. Sin embargo, aunque la mayoría de ellos utilizan y 
desarrollan aplicaciones y dispositivos para una sola plataforma, se pueden encontrar en 
el mercado con otros que integran indistintamente un sistema u otro dependiendo del 
dispositivo que estén diseñando.  
Nokia y Sony Ericsson, por citar unos ejemplos, han hecho de la plataforma 
Symbian su bandera estratégica en el terreno de los sistemas operativos para sus 
teléfonos inteligentes. De hecho, el sistema S60 [S60] (la plataforma Symbian utilizada 
actualmente por Nokia en su exitosa Serie N), es en este momento el sistema operativo 
más utilizado a nivel mundial en el mercado de Smartphone. Otros fabricantes, como es 
el caso de HP, HTC, Toshiba, Acer, Asus y recientemente Palm, se han decantado por 
Windows Mobile como plataforma de desarrollo. Los argumentos son los que 
clásicamente se atribuyen a cualquier producto Microsoft: compatibilidad, facilidad de 
uso, integración con los sistemas Windows para PC, gracias a una interfaz similar y la 
garantía de marca que supone Microsoft.  
 Sin duda, Symbian es el sistema para móviles que más se ha extendido desde su 
aparición. Son incontables los millones de dispositivos que integran o han integrado este 
sistema para su funcionamiento. Los cálculos no fallan y si para hacer las cuentas se 
suman sólo los terminales desarrollados por Nokia, Motorola y Ericsson (después Sony 
Ericsson) se puede hacer una idea de la magnitud con la que se ha disgregado este 
sistema por todo el mundo. Además, este sistema ha sido utilizado también por otros 
fabricantes, lo que hace que su presencia en el mercado haya aumentado aún más.  
La principal virtud de Symbian, más allá de desarrollarse en el preciso momento 
en que se iniciaba una demanda masiva de dispositivos móviles y era necesario un 
sistema estandarizado, es la capacidad que tiene el sistema para adaptar e integrar todo 
tipo de aplicaciones que pueden ser programadas por diferentes desarrolladores. 
Symbian es un enorme cajón de sastre abierto que admite la integración de aplicaciones 
y que, como sistema operativo, ofrece las rutinas, los protocolos de comunicación, el 





















En este capítulo se presentan los objetos digitales sobre los que se trabajará durante 
todo el proyecto, y que son la base de la información encriptada en los mensajes 
recibidos a tratar.  
 
2.2 Introducción al MPEG-21 
 
El estado del arte actual en tecnologías multimedia proporciona diferentes 
reproductores multimedia y diferentes cadenas de liberación (desde creadores de 
contenido a usuarios finales) con una enorme cantidad de servicios e información. 
Dispositivos y redes permiten el acceso a la información y a los servicios desde 
prácticamente todos los lugares y en cada momento. No existen soluciones que permitan 
a diferentes comunidades, cada una con sus modelos propios, reglas, procedimientos, 
intereses y formatos de contenido, interactuar eficientemente utilizando una 
infraestructura compleja. Ejemplos de estas comunidades son el contenido, el 
financiero, las comunicaciones, las computadoras, y los sectores de consumo 
electrónico. El desarrollo de un framework multimedia común facilitará la cooperación 
entre estos sectores y soportará la implementación eficiente de modelos diferentes, 
reglas, procedimientos, intereses y formatos de contenidos. 
El Moving Picture Experts Group (MPEG) es un grupo de trabajo de ISO/IEC a 
cargo de los desarrollos de estándares para la representación codificada de audio digital 
y video.  
Establecido en 1988, el grupo ha producido: 
 MPEG-1, el estándar sobre el que productos como Video CD y MP3 están 
basados 
 MPEG-2 el estándar sobre el que productos como Digital Television DVD 
están basados 
 MPEG-4 el estándar de multimedia para web y movilidad  
 MPEG-7 que  incluye estándar MPEG-21 'Multimedia Framework' 
MPEG-21 es una estructura estándar diseñada por MPEG para conectar en red 
multimedia digital. MPEG-21 incluye un Lenguaje de Derechos de Expresión (Rights 
Expression Language) y un Diccionario de Derechos de Datos (Rights Data Dictionary). 
A diferencia de otros estándares MPEG que describen métodos de compresión, este 
describe un estándar que define la descripción del contenido y también el proceso de 






El estándar MPEG-21 presenta un marco de intercambio de contenido multimedia 
legítimo, respetando los derechos de autor y distribución, adecuados también a las 
capacidades de los usuarios en cada momento. Este estándar intenta solucionar muchos 
problemas existentes hoy en día con la distribución de los contenidos digitales, 
principalmente ilegales, con las redes de datos. La existencia de redes punto a punto 
ponen en peligro, según las empresas del sector, el desarrollo y la producción de 
contenidos. 
El propósito de MPEG-21 es definir un marco abierto para el envío y consumo de 
materiales multimedia para que todos los usuarios que intervengan en la cadena de 
consumo puedan utilizar el servicio. De esta manera define de una manera clara quiénes 
son los participantes de la transacción dentro de este mercado digital. 
La visión MPEG-21 se basa en definir un framework multimedia para permitir de 
manera transparente y aumentar el uso de recursos multimedia a través de un rango 
amplio de redes y servicios utilizando diferentes comunidades. El framework MPEG-21 
multimedia ha identificado y definido los elementos clave necesarios para soportar el 
valor multimedia y la cadena de liberación, las relaciones entre ellos, y las operaciones 
soportadas por ellos.  
MPEG-21 elabora estos elementos definiendo la sintaxis y semántica de sus 
características, así como las interfaces a los elementos. MPEG-21 también direcciona 
las funcionalidades del framework necesarias como los protocolos asociados con las 
interfaces, los mecanismos para proporcionar un repositorio, etc. 
Las recomendaciones MPEG-21 son determinadas por requerimientos 
interoperables, y su nivel de detalle varía para cada unos de los distintos elementos. La 
instanciación actual y la implementación de los elementos por debajo del nivel de 
abstracción requerido para conseguir la interoperabilidad no se especifica. 
El estándar MPEG-21 consiste en los siguientes 7 elementos: 
 Digital Item Declaration: MPEG-21 establece una abstracción flexible y 
uniforme y un esquema interoperable para la declaración de los Digital 
Items. 
 Identificación de Digital Item y descripción: MPEG-21 debe diseñar un 
método para la identificación y descripción que sea interoperable para 
proporcionar precisión, fiabilidad y unicidad de la identificación, sin 
identificación de cualquier entidad sin tener en cuenta su naturaleza o su 
tipificación. Por otro lado debe proporcionar métodos persistentes y 
eficientes para la asociación de identificadores con Digital Items.  
Asimismo debe proporcionar seguridad e integrabilidad de IDs y 
descripciones que sobrevivirán a todo tipo de manipulaciones y 
alteraciones. Finalmente, debe proporcionar un proceso automático de 
transacciones correctas y localización de contenido. 
 Manipulación de contenido y uso: MPEG-21 Multimedia Framework debe 
proveer interfaces y protocolos que permitan la creación, manipulación, 
acceso, almacenamiento, liberación y uso del contenido (que puede ser 
cualquier tipo de datos media y datos descriptivos) a través de distribución 
de contenidos y la cadena de consumo, con énfasis en mejorar el modelo de 





 Protección y Gestión de la propiedad intelectual: MPEG-21 Multimedia 
Framework proporciona una gestión de los derechos de un framework 
multimedia digital que permita a todos los usuarios expresar sus derechos, 
sus intereses, y acuerdos relacionados con los Digital Items y permita a 
todos los usuarios a derivar a los niveles apropiados para asegurar que estos 
derechos, intereses y acuerdos serán gestionados de manera persistente y 
protegidos a través de un amplio rango de redes y dispositivos. 
 Terminales y redes: el objetivo es conseguir un acceso transparente 
interoperable  y distribuido a un contenido multimedia avanzado blindando 
usuarios desde redes e instalación de terminales, gestión, e implementación 
de incidencias. Esto permite la provisión de redes y recursos bajo demanda 
para formar comunidades de usuarios donde el contenido multimedia se 
pueda crear o compartir, siempre mediante la calidad contratada o acordada, 
flexiblemente, permitiendo a las aplicaciones multimedia conectarse a 
diversos conjuntos de usuarios, como que la calidad del usuario 
experienciado sea garantizada. Esto implica que como mínimo las redes 
deben proporcionar funciones de transporte de contenido acordes a la 
calidad de servicio (QoS) contratada establecida mediante el usuario y la 
red. Los terminales y las redes deberán proveer funciones de ejecución 
escalable al ser requeridas por los contenidos, y se deberá proveer el acceso 
a redes y recursos que deban producirse a través de interfaces estándar. 
 Representación de contenido: MPEG-21 provee tecnología para la 
representación del contenido capaz de representar todo tipo de contenido de 
manera eficiente con las siguientes características: la habilidad de conectar 
la QoS ofrecida por terminales y redes de una manera óptima, 
especialmente para media en real-time como video y audio, y la habilidad 
de ser sincronizada y multiplexada y permitir la interacción. 
 Información de eventos: MPEG-21 debe proporcionar métricas e interfaces 
que permitan al usuario entender de manera precisa la sucesión de cualquier 
tipo de evento reportable (como transacciones) en el framework. Esta 
información de eventos proporciona entonces a los usuarios significados 
para la actuación en interacciones específicas, como permite un gran 
conjunto de procesos fuera de su alcance, frameworks y modelos de 
interoperabilidad con MPEG-21. La información de eventos crea un 
conjunto de métricas estandarizadas e interfaces mediante las cuales se 
describen los eventos únicos temporales e interacciones con MPEG-21. 
 
La base fundamental en la que se sostiene MPEG-21 es la definición del término de 
objeto digital (o Digital Item). Estos objetos son los bienes con los que se comercia 
dentro del mercado establecido en la red MPEG-21. Además se especifican en ellos 
diferente información como los derechos de propiedad intelectual y de utilización que 
tiene cada usuario sobre los objetos digitales disponibles. Estos objetos digitales se 






2.3 Digital Items 
 
Los Digital Items están estructurados por objetos digitales (digital objects), 
incluyendo una representación estándar, su identificación y metadatos. Los Digital 
Items son la unidad básica en las transacciones del entorno de trabajo MPEG-21. Más 
concretamente, un Digital Item es una combinación de recursos (como vídeos, pistas de 
audio, imágenes, etc.), metadatos (como descriptores, identificadores, etc.), y su 
estructura (describiendo las relaciones entre los recursos). 
MPEG-21 (ISO/IEC 21000-2:2003) especifica una abstracción flexible y uniforme, 
y un esquema interoperable para la declaración de la estructura de los Digital Items. Los 
Digital Items se declaran utilizando el Digital Item Declaration Language [DIDL]. La 
declaración de Digital Item conlleva la especificación de sus recursos, metadatos y las 
relaciones internas entre ellos. 
Con la norma ISO/IEC 21000-2:2003 esta tecnología Digital Item Declaration 
(DID) se describe en: 
 Modelo: Digital Item Declaration Model describe un conjunto de términos 
abstractos y conceptos para formar un modelo útil para la definición de Digital 
Items.  
 Representación: DIDL se basa en los términos y conceptos definidos por el 
modelo anterior. Esta contiene la descripción normativa de la sintaxis y la 
semántica de cada uno de los elementos DIDL, y su representación en XML. 
 Schema: La normativa completa del schema XML para DIDL se complementa 
con la gramática entera definida en la representación del DID. 
En la norma ISO/IEC 21000-1:2001, los Digital Items se definen como objetos 
digitales estructurados, incluyendo una identificación y representación estándar, y 
metadados. Esta entidad es la unidad fundamental de distribución y transacción dentro 
del framework MPEG-21. Se define un item como un grupo de sub-items y/o 
componentes que están ligados a sus relevantes descriptores, como se define en el 
Digital Item Declaration Model. El término de item es el término técnico, y es, como un 
término menor que el término de Digital Item.  
En resumen, un Digital Item es una combinación de recursos como vídeos, pistas de 
audio o de imágenes, metadatos, como los descriptores, y de los identificadores y la 
estructura para la descripción de las relaciones entre los recursos. 
El Digital Item Declaration Language (DIDL) proporciona una representación 
mediante marcas para el modelo abstracto de la Digital Item Declaration.  Los objetivos 
de la Digital Item Declaration son:  
(1) Establecer una abstracción uniforme y flexible y un esquema interoperable para 
la declaración de Digital Items 
(2) Certificar que los recursos media y las datos descriptivos son completamente 
separables 
(3) Certificar que los Digital items son abiertos y extensibles a cualquier tipo de 





(4) Certificar que ítems compuestos pueden ser construídos desde otros items, sin 
perder la estructura ni las propiedades de los sub-items 
(5) Certificar que las decisiones sobre las configuraciones flexibles en árbol pueden 
ser declarables sin el esquema 
(6) Certificar que las jerarquías de containers y Digital Items pueden ser buscadas 
de manera eficiente 
(7) Certificar que todos los usuarios pueden construir y organizar colecciones de 
anotaciones jerárquicas, incluyendo estructuras referenciadas 
(8) Certificar que la identificación y revisión de Digital Items y sus componentes 
son soportables de una manera abierta y extensible 
 
La sintaxis de cada uno de los elementos en la Digital Item Declaration 
Representation se especifica utilizando los constructores proporcionados por XML 
Schema. 
El MPEG-21 Digital Item Declaration Language (DIDL) se usa como un formato 
basado en XML para la representación de objetos digitales complejos. En el siguiente 
capítulo se profundiza en el lenguaje estructurado XML. 
Como ya se introduce anteriormente DIDL se basa en un modelo abstracto llamado 
Digital Item Declaration Model. Los conceptos primarios dentro del modelo aparecen 
explicados a continuación. Muchos de los elementos modelo tienen correspondencia 














Un recurso es una entidad o valor identificado de manera individual como puede 
ser un vídeo o un clip de sonido, una imagen o un texto. Un recurso potencialmente 
debe ser además un objeto físico. Todos los recursos deben ser localizables vía una 
dirección que no sea ambigua. Un elemento RESOURCE representa un Recurso. Del 
mismo modo, define un objeto identificable de manera individual como puede ser un 





Normalmente un recurso se define en un elemento RESOURCE por referencia, 
especificando la URI del recurso en el atributo REF. La URI identifica el recurso y 
permite a una aplicación poder utilizar el contenido. El esquema de identificación que 
cubre este URI se explica en la norma ISO/IEC 21000-3 (Digital Item Identification and 
Description). 
El tipo de recurso se identifica por el atributo TYPE que es un valor URI. Los 
valores específicos de URI para tipos de datos definidos por MPEG se explican en la 
norma ISO/IEC 21000-3 (Digital Item Identification and Description). Además, otras 
organizaciones definen sus propios tipos de datos, los cuales serán identificados por sus 
propios sets donde el valor de la URI será único. 
En el contexto del proyecto es el recurso (RESOURCE) el elemento más 
importante del mensaje DIDL al ser el que contiene la información del fichero 
encriptado en el mensaje y es principalmente el elemento que se va a tratar por la 
aplicación. 
El atributo LOCAL_PATH especifica la ubicación requerida para una copia local 
del recurso. Esto se usa cuando hay dependencia de ubicaciones entre los recursos  
como los archivos HTML que hacen referencia a un conjunto de imágenes JPEG en 
alguna jerarquía de directorios. 
Un componente es la unión de un recurso para todos sus descriptores relevantes. 
Estos descriptores son bits de información relativos a todos o parte de las instancias 
específicas del recurso. Los descriptores de los componentes contendrán típicamente el 
control o la estructura de información sobre el recurso como el bit rate, el set de 
caracteres, el punto de inicio o la información sobre la encriptación, pero generalmente 
ninguna descripción de la información del contenido en sí. 
Un descriptor asocia información con el elemento al que adjunta. Esta información 
deberá ser un componente (como una imagen) o una porción de texto. 
Una sentencia es un valor literal textual que contiene información pero no una 
entidad. Ejemplos de sentencias modelo incluyen descripción, control o información 
identificativa. 
Un fragmento que no sea ambiguo designa un punto específico o un rango en el 
recurso (como una secuencia de frame específica en un vídeo extenso). 
Un ancla es el elemento que realiza la unión de los descriptores a un fragmento la 
cual corresponde a una localización específica o un rango en el recurso. 
Un predicado es una declaración identificable no ambigua que puede tomar los 
siguientes valores: verdadero, falso, o no decidido. 
Una selección describe que afectará a una o más condiciones en algún lugar en un 
ítem. Si se escoge la selección, su predicado se vuelve verdadero. Es caso contrario se 
vuelve falso. En último lugar, si se deja sin resolver, su predicado se vuelve no 
decidido. 
Una condición describe el elemento al que adjunta  como opcional y lo enlaza a la 
selección que afecta a su inclusión. 
Una elección describe un set de selecciones relacionadas que pueden afectar a la 
configuración de un ítem o elemento. Las selecciones en una elección pueden ser 
exclusivas (elección exactamente de uno) o inclusivas (elección de cualquier número, 





Un item es un grupo de sub-items o componentes que están ligados a descriptores 
relativos. Los items deben contener elecciones, que permiten ser configuradas. Los 
items deben ser propiamente condicionales. Si un item no contiene sub-items, entonces 
se puede denominar entidad. En caso contrario, se puede denominar compilación. 
Una afirmación define completa o parcialmente el estado configurado de una 
elección por valor verdadero, falso o no decidido por cierto número de predicados 
asociados con las selecciones para la elección. 
Un container es potencialmente una estructura jerárquica que permite la agrupación 
de items. Estas agrupaciones se pueden usar para formar paquetes lógicos (para 
transporte o intercambio) o estanterías lógicas (para organización). Un container es una 
estructura que permite a los items y/o containers agruparse. Estos grupos de items y/o 
containers pueden ser usado como paquetes lógicos (para transporte o intercambio) o 
estantes lógicos (para organización).  
Los descriptores permiten poner etiquetas a los containers con información 
apropiada para el propósito de la agrupación (p.ej. instrucciones de liberación por 
paquete, o la categoría de información por estante). 
Debería ser notado que el propio container no es un ítem: los containers son 
agrupaciones de ítems y/o containers.  
La siguiente figura podría representar el esquema de un container: 
 
 
















   






    





















Figura 3.  Fragmento ejemplo de un mensaje DIDL 
 
Como cualquier documento XML, un único documento lógico DIDL puede 
manifestarse en una variedad amplia de representaciones sintácticas. Aunque las 
diversas representaciones sintácticas contengan diferentes secuencias de caracteres, son 





para una firma, en todo o parte del documento DIDL es necesario definir un método 
para la generación de una única representación sintáctica predecible (determinista). Esta 
es conocida como Forma Canónica. La Forma Canónica DIDL se define como un XML 
1.0 canónico con las siguientes constantes adicionales: 
 Todas las referencias son resueltas sintácticamente: esto es, el reemplazo 
lógico se refleja en la representación sintáctica canónica. Los tags 
“REFERENCE” que corresponden a referencias internas se eliminan de este 
proceso. 
 Todos los valores atributos de tipo ID, a excepción del atributo NAME de 
los elementos ANCHOR, están asignados de acuerdo a un algoritmo 
conocido (a especificar en cada caso). Esta asignación se realiza para todos 
los atributos estén o no presentes en el documento original. Los aributos 
faltantes de tipo IDREF y IDREFS deberán ser arreglados para reflejar 
nuevos valores de atributos tipo ID a los que referencian. 
Aunque DIDL sigue una jerarquía de Digital Items, este está restringido a una 
jerarquía de dos niveles: el nivel superior Digital Item (el objeto compuesto) y el nivel 
de Digital Items que forman parte del nivel superior del Digital Item.  
Se distinguen tres tipos de objetos digitales: metadatos descriptivos, ficheros objeto 
(object files) y páginas de salto. Esta lista es extensible ya que se pueden añadir otros 
tipos. 
La siguiente figura es una representación esquemática de un documento DIDL 
sobre un objeto compuesto que consiste en una o más grabaciones descriptivas de 
metadatos, algún o ningún fichero objeto y alguna o ninguna página de salto. Los 
metadatos que aplican a las grabaciones de metadatos, ficheros objeto y páginas de salto 
pueden ponerse en elementos descriptores con sus respectivos elementos Item. En la 
figura se muestran los descriptores más usados. La lista de elementos descriptores en un 






Figura 4.  Ejemplo de esquema documento DIDL 
 
Un objeto digital puede tener una o más representaciones. Una representación es un 
objeto que puede ser mostrado en una pantalla de computadora o que se puede imprimir. 
Una representación debe tener asociada un tipo de medio (mimetype). En DIDL, las 
representaciones son sostenidas y manejadas por el elemento Resource. Un Resource se 
contiene en un elemento Component en el que se convierte en un hijo del elemento 
Item.  
Hay dos maneras de incluir un Resource en una representación: por valor o por 
referencia. Por valor la representación como tal se incluye como contenido en el 
elemento recurso. Este es el modo usual para incluir metadatos guardados formateados 
en XML. Por referencia el elemento Resource está vacío, pero su representación se 
refiere a una URL que es el valor de la referencia al atributo recurso. Normalmente la 































En este capítulo se presenta el lenguaje de anotación de mensajes en el que se basa 
el presente proyecto. De la misma manera también se presentan las herramientas 
disponibles para la manipulación de los mensajes 
. 
3.2 Introducción al XML 
3.2.1 Presentación  y cronología 
 
XML significa extensible markup language, o lenguaje de anotación extensible. Ya 
conocido el lenguaje HTML [HTML] (hypertext markup language), lenguaje de 
anotación para páginas web que permite navegación tipo hipertexto, el lenguaje XML 
no es sólo un lenguaje, es una forma de especificar lenguajes, de ahí lo de extensible. 
Todo lenguaje que se exprese de una forma determinada puede ser XML. Por lo tanto, 
XML no es un lenguaje para hacer mejores páginas web, sino un lenguaje para 
información auto-descrita, o al menos, auto-descrita si las etiquetas están bien puestas. 
XML se inició como un subconjunto de SGML [SGML] (Structured Generalized 
Markup Language), un estándar ISO para documentos estructurados que es sumamente 
complejo para poder servir documentos en la web. XML es algo así como SGML 
simplificado, de forma que una aplicación no necesita comprender SGML al completo 
para interpretar un documento, sino sólo el subconjunto que se defina. Los editores 
SGML, sin embargo, pueden comprender XML. 
El problema que se encontró con SGML es que por ser muy flexible y muy general, 
se tornaba difícil el análisis sintáctico de un documento y la especificación de su 
estructura. XML es más exigente que SGML en la sintaxis, lo que hace más fácil la 
construcción de librerías para procesarlo. 
Por lo tanto, no debe pensarse que XML es un lenguaje para crear páginas web, o 
algo parecido a estas. XML es un lenguaje que cambia el paradigma de programación: 
de la programación basada en funciones u objetos a la programación basada en el 
documento. XML se puede usar para cambiar totalmente el paradigma de publicación: 
de un programa que recibe unas entradas y produce unas salidas, se pasa a un 
documento que genera otro documento, o bien programas que toman documentos y 
producen otros documentos. Por eso también, y en general, salvo en entornos de 
servicios web, lo normal es que el XML se use en el servidor, y se sirva otro tipo de 
documentos, por ejemplo HTML, que se obtienen a base de una serie de 
transformaciones. Precisamente, esto hace que los documentos XML se usen dentro de 
entornos de aplicaciones. Este entorno de aplicaciones permite publicar documentos 
XML, que antes de ser enviados al cliente, sufrirán una serie de transformaciones para 





El XML se creó para que cumpliera varios objetivos: 
 Que fuera idéntico a la hora de servir, recibir, y procesar la información del 
HTML para aprovechar toda la tecnología implantada de este.  
 Que fuera normal y conciso desde el punto de vista de los datos y la manera 
de guardarlos.  
 Que fuera extensible, para que lo puedan utilizar en todos los campos del 
conocimiento.  
 Que fuese fácil de leer y editar.  
 Que fuese fácil de implantar, programar y aplicar a los distintos sistemas 
 
Las ventajas del uso de XML son: 
 Comunicación de datos: si la información se transfiere en XML, cualquier 
aplicación podría escribir un documento de texto plano con los datos que 
estaba manejando en formato XML y otra aplicación recibir esta 
información y trabajar con ella.  
 Migración de datos: trabajar en formato XML facilita mover datos de una 
base de datos a otra al ser un documento completamente estructurado del 
que se pueden definir los formatos de entrada y salida fácilmente.  
 Aplicaciones Web: con XML hay una sola aplicación que maneja los datos 
y para cada navegador se puede definir una hoja de estilo o similar para 
aplicarle el estilo adecuado.  
 
3.2.2 Estructuración de documentos XML 
 
Comparado con otros sistemas usados para crear documentos, XML tiene la ventaja 
de poder ser más exigente en cuanto a la organización del documento, lo cual resulta en 
la creación de documentos mejor estructurados.  
Al ser posible exigir la estructura que deben tener un tipo determinado de 
documentos, se vuelve posible extraer información de varios documentos 
automáticamente, por ejemplo para crear bases de datos o listados con información 
sobre todos los documentos. 
Los mismos entornos incluyen facilidades para validar el código XML resultante, 
aunque también es posible la realización mediante analizadores XML. Uno de los más 
conocidos y usados es Xerces, del cual hay versiones en Java, en Perl y en C++. Es 
adecuadamente rápido, y además incorpora todos los últimos estándares del W3. Una 
versión de este analizador es la que se va a usar en el proyecto y para el cual se destina 
un subapartado de este apartedo más adelante. 
La mayor parte de los validadores pueden trabajar de dos formas: de forma 
independiente usándolos como librerías desde el lenguaje de programación (por 
ejemplo, Xerces [Xerces] se puede usar stand-alone), o bien como una librería (en este 





Como lenguaje de anotación, las sentencias en XML consisten en una serie de 
etiquetas (llamadas elementos) con una serie de modificadores (llamados atributos). Las 
etiquetas pueden estar anidadas unas dentro de otras, pero toda etiqueta que se abra se 
tiene que cerrar, y siempre en el mismo orden. En caso de que un elemento no tenga 
pareja (por no tener ningún contenido dentro), se le denomina elemento vacío y se 
indica con un / al final. Los elementos se agrupan en documentos. 
Todos los documentos XML deben estar bien formados, y este es el requisito 
mínimo que deben cumplir los documentos. Entre las diversas normas que deben seguir, 
se destacan las siguientes: 
 si no se utiliza una Definición del Tipo de Documento (en inglés 
"Document Type Definition" o DTD [DTD]), el documento debe comenzar 
con una Declaración de Documento Standalone.  
 todas las etiquetas deben estar equilibradas: esto es, todos los elementos que 
contengan datos de tipo carácter deben tener etiquetas de principio y fin. 
 cualquier elemento VACÍO (p.ej. aquellos que no tienen etiqueta final como 
<IMG>, <HR>, y <BR> y otros de HTML) debe terminar con '/>' o se debe 
hacer no VACÍO añadiéndole una etiqueta de fin. 
 los elementos deben anidar dentro de sí sus propiedades (no se deben 
sobreponer etiquetas).  
 
3.2.3 DTD y Schemas 
 
Si cualquier usuario pudiese definir sus propias etiquetas para definir los mensajes, 
un documento acabaría siendo un caos de diferentes etiquetas procedentes de diferentes 
sitios, en las que diferentes etiquetas con el mismo nombre podrían significar cosas 
diferentes. El concepto de espacios de nombres (namespaces) permite partir el conjunto 
de todos los nombres posibles, de forma que se pueda definir a qué zona de ese espacio 
corresponde una etiqueta. De esta forma, etiquetas con el mismo nombre, pero definidas 
por dos autores diferentes, pueden diferenciarse en el espacio de nombres. El espacio de 
nombres no es esencial en todos los documentos, pero resulta útil cuando se usan 
etiquetas procedentes de diferentes orígenes (por ejemplo, etiquetas nuevas dentro de un 
documento XML), o etiquetas que se quieren procesar de forma diferente.  
En algunos casos, es necesario validar que un documento XML es correcto, es 
decir, que las etiquetas que se usan son correctas y que están anidadas de forma 
adecuada.  
Para ello se pueden usar dos herramientas: DTD, o Data Type Dictionary, o bien 
XSchema, el equivalente en XML. Un XSchema describe la sintaxis correcta de un 
documento XML. Para crear un XML Schema hay que seguir una serie de pasos. La 







Los Schemas describen la estructura de la información (al igual que las DTDs). El 
motivo de la creación de este nuevo estándar para realizar la labor de las DTDs es, 
básicamente, la utilidad. Durante un tiempo, y a falta de otra solución más ajustada, se 
emplearon los mecanismos que proporcionaba SGML para modelar la información en 
XML. Pero el descubrimiento de nuevas aplicaciones de XML al margen de la 
estructuración de documentos forzó la creación de otras soluciones que ayudasen a 
solventar los nuevos problemas a los que se enfrentaba el mercado. 
Un "Schema XML" [Schema] es algo similar a un DTD, es decir, define qué 
elementos puede contener un documento XML, cómo están organizados y qué atributos 
y de qué tipo pueden tener sus elementos.  
XML Schema es un esquema del lenguaje escrito en XML, basado en la gramática 
y pensado para proporcionar una mayor potencia expresiva que la proporcionada por 
DTD, la cual está más limitada en la descripción de los documentos a nivel formal. 
Los documentos esquema (usualmente con extensión .xsd de XML Schema 
Definition (XSD)) se concibieron como una alternativa a las DTD, más complejas, 
intentando superar sus puntos débiles y buscar nuevas capacidades a la hora de definir 
estructuras para documentos XML. La principal aportación de XML Schema es el gran 
número de los tipos de datos que incorpora. De esta manera, XML Schema aumenta las 
posibilidades y funcionalidades de aplicaciones de procesado de datos, incluyendo tipos 
de datos complejos como fechas, números y strings. 
XML Schema supera muchas de las limitaciones y debilidades de las DTDs. Fue 
diseñado completamente alrededor de namespaces y soporta tipos de datos típicos de los 
lenguajes de programación, como también tipos personalizados simples y complejos. 
Un esquema se define pensando en su uso final. 
Las posibles marcas que pueden aparecer en un documento XML y los atributos 
que estas pueden tener, son definidos en un fichero llamado "Definición del Tipo de 
Documento" (en inglés "Document Type Definition") o simplemente DTD.  
Un documento XML que especifique el DTD usado y siga las reglas en él 
definidas, se dice que es un documento XML válido. Se pueden también crear 
documentos que no especifiquen ningún DTD pero que sigan las reglas mínimas del 
XML. En este caso el documento XML se denomina "conforme". Existen programas 
para comprobar si un documento es válido (comprobar que el DTD existe y que la 
estructura del documento respeta las reglas definidas por el DTD), para realizar la 
validación del documento XML previa a su posterior tratamiento. 
 
3.2.4 Formato del XML 
 
Un elemento importante para poder estructurar la información de un documento es 
separar el contenido del documento de su formato. En HTML y XML ha habido 
también un esfuerzo por separar el contenido del formato y dar la posibilidad de 
reutilizar un formato pre-definido. El formato usado lo define otro fichero llamado una 
hoja de estilo (Style Sheet) usando un lenguaje propio para páginas de estilo. 
CSSL [CCSL] significa Cascading Style Sheet Language, y es el lenguaje para 





Un documento XML puede también hacer uso de una página de estilo CSS, de 
forma semejante a como se hace en una página HTML. 
El lenguaje de páginas de estilo que ha sido desarrollado por el consorcio W3C, 
para dar formato a los documentos XML, se llama XSL y es el acrónimo de Extensible 
Style-sheet Language. Una página de estilo XSL permite modificar un documento 
XML, produciendo un resultado que puede estar en varios formatos diferentes 
incluyendo el propio XML y HTML. 
Una página de estilo XSL es también un documento XML que usa el DTD 
xsl:stylesheet.  
Todas las marcas de XSL comienzan con la secuencia “xsl:”. La marca básica que 
realiza el procesamiento del fichero XML, es la marca <xsl:template> que define la 
plantilla que se debe usar para producir la salida de datos.  
 
3.3 Introducción análisis de ficheros XML 
 
Hay diversas herramientas desarrolladas para el análisis y/o el tratamiento de 
archivos XML. 
El proyecto Apache [Apache] tiene un grupo dedicado exclusivamente al desarrollo 
de herramientas para el tratamiento de XML. Ya han desarrollado programas Java para 
analizar y transformar XML (Xerces y Xalan) y un servlet llamado Cocoon [Cocoon], 
que procesa documentos XML y les aplica las transformaciones indicadas por una hoja 
de estilo XSL para producir HTML. De esta forma se puede configurar el servidor http 
de Apache para que genere código HTML dinámicamente, a partir de ficheros fuente 
XML. 
Son muchísimas las aplicaciones que pueden basarse en el uso del XML. Con  la 
existencia de librerías para producir, analizar y transformar XML, disponibles para 
varios lenguajes de programación, cada día se usa más el XML en campos muy 
diversos. De entre estas se destaca SOAP [SOAP], que es el acrónimo de Simple Object 
Access Protocol, y es un protocolo usado para ejecutar comandos en servidores 
remotos. La información enviada al servidor remoto y el resultado de la ejecución del 
comando se envían en ficheros XML. 
Cuando se usan documentos XML para intercambiar información entre  diferentes 
sistemas, se presenta la necesidad de crear documentos XML.  A la hora de crear un 
documento XML y enviarlo como un archivo de texto (por ejemplo character-stream, 
string, byte-array, etc.) a otro sistema, a veces se complica la elección del método 
apropiado. 
Uno de los analizadores de documentos XML para Java es XERCES, que 
proporciona las utilidades para documentos XML estándar como el análisis y la 
generación. Los analizadores (que son válidos) están disponibles para muchos lenguajes 
de programación (Java, C++, etc.), aplicando los estándares del consorcio W3C. Entre 







Cada vez más empresas y proyectos de tecnología Java están haciendo uso de XML 
como un medio para almacenar datos en los dispositivos portátiles y móviles. Sin 
embargo, debido a la gran potencia de procesamiento exigida por los analizadores 
XML, las aplicaciones J2ME se han alejado de esta tendencia, aunque hay que remarcar 
que actualmente sobre el lenguaje Java están surgiendo los MIDP que permiten a los 
programadores aprovechar el poder del tratamiento de los XML.  
La nueva versión de Xerces introduce el “Xerces Native Interface (XNI)” [XNI], un 
framework completo para desarrollar componentes “parser” o analizadores, y 
configuraciones que son extremadamente modulares y fácilmente programables. 
Xerces2 es un conformador completo del esquema procesador de XML. 
El “Xerces Native Interface” (XNI) es en definitiva un framework para 
comunicación de conjuntos de información en documentos vía "streaming", y permite 
construcción de configuraciones genéricas para parsers. 
El XNI se usa para implementar el analizador de Xerces2 mediante un set o 
conjunto de componentes modulares en una configuración estándar. Esta configuración 
se usa posteriormente para conducir a las implementaciones de los parsers DOM 
[DOM] y SAX [SAX], y proporcionarlas al Xerces2. No obstante, XNI es meramente 
un set interno de interfaces. No hay necesidad que un programador de aplicaciones 
XML deba aprender XNI si solo pretende usar el interface del parser Xerces2 mediante 
el manejo de interfaces estándar como JAXP [JAXP], DOM o SAX.  
El analizador de documentos o “parser” XNI es similar al interface estándar SAX 
ContentHandler, pero diferente en diversos e importantes aspectos que se listan a 
continuación: 
 XNI está previsto para proporcionar una menor pérdida de comunicación 
del set de información por streaming. De esta manera, XNI pasa las 
codificaciones de las entidades externas parseadas además de otra 
información, que se pierde cuando se usa SAX. 
 El interface manipulador de documentos XNI está diseñado para construir 
una pipeline de componentes parseadores donde el set de información de 
streaming puede ser modificado completamente y aumentado en cada una 
de las etapas de la pipeline. SAX, sin embargo, es un set de interfaces de 
única lectura. 
 
El XNI divide el documento formado por el conjunto de información vía streaming 
mediante un conjunto de interfaces manejables. Un manipulador adicional es 
proporcionado por conveniencia en la definición de los fragmentos de los documentos: 
 XMLDocumentHandler: comunica la estructura del documento y la 
información del contenido. 
 XMLDTDHandler: comunica la información básica DTD, así como los 
elementos y las declaraciones de los atributos. 
 XMLDTDContentModelHandler: rompe cada modelo de contenido en la 
declaración del elemento en un set de métodos separados para que el 
manipulador no deba volver a parsear el segmento del modelo de contenido 





 XMLDocumentFragmentHandler: comunica información sobre un 
fragmento de documento. 
 
Una aplicación que implemente este modelo de procesamiento de XML se 
denomina analizador XML. Se puede integrar un analizador de XML en aplicaciones 
Java con la API Java para el procesamiento XML (JAXP). JAXP permite a las 
aplicaciones analizar y transformar documentos XML utilizando una API que es 
independiente de cualquier aplicación de procesamiento de XML. A través de un 
sistema de plug-in, los desarrolladores pueden cambiar su  procesador de aplicaciones 
XML sin alterar sus aplicaciones.  
El proceso de análisis XML consta de tres fases que se introducen a continuación:  
1. Procesamiento de entrada XML: en esta etapa, la aplicación analiza y valida el 
documento de origen. Reconoce y busca la información pertinente sobre la base 
de su ubicación o su marcado en el documento de origen, extrae la información 
pertinente cuando la encuentra, y opcionalmente, mapea y ubica la información 
recuperada en objetos de negocio.  
2. Manipulación lógica de negocio: esta es la etapa en la que se lleva a cabo la 
transformación real de la información de entrada. Podría dar lugar a la 
generación de información sobre los productos.  
3. Procesamiento XML: en esta etapa, la aplicación construye un modelo de 
documento que se genera con el Document Object Model (DOM). A 
continuación, se aplican las hojas de estilo XSLT, o directamente se serializa en 
XML.  
 
3.3.1 Parsers XML 
 
SAX (Simple API para XML) y DOM son los analizadores más comunes en el 
procesamiento de XML.  
Si se utiliza un analizador basado en SAX para procesar un documento XML, es 
necesario codificar los métodos para manejar los eventos lanzados por el intérprete. 
Debido a que un analizador SAX genera un flujo de eventos transitorios, el 
procesamiento de entrada XML según los pasos descritos anteriormente (análisis, 
reconocimiento, extracción y cartografía) deben realizarse en un solo ciclo: en cada caso 
la información pertinente se captura de inmediato y se transmite con el evento. SAX se 
podría clasificar como un analizador de tipo “push parser”. Un analizador del tipo “push 
parser” lee todo el documento XML. En cada una de las partes del documento a las que 






Si se utiliza un analizador basado en DOM, es necesario escribir el código 
siguiendo el árbol de la estructura de datos que el intérprete ha creado a su voluntad con 
el documento a analizar. Mediante DOM, el análisis del XML se realiza en al menos 
dos ciclos. En primer lugar, el analizador DOM crea un árbol como la estructura de 
datos del archivo analizado, llamado árbol DOM, con un modelo de XML como el del 
documento fuente. A continuación, recorre el árbol DOM a través de la aplicación, 
buscando la información pertinente para extraerla y continuar con el proceso. Este 
último ciclo se puede repetir tantas veces como sea necesario, ya que la estructura de 
árbol DOM permanece en la memoria. DOM se podría clasificar como un “model 
parser”. Un analizador del tipo “model parser” lee todo el documento y crea una 
representación del documento en la memoria.  
Tanto los analizadores de tipo “push parser” como los “model parser” requieren 
una cantidad de memoria y potencia de procesamiento que está más allá de la capacidad 
de muchos dispositivos móviles con J2ME. Para solucionar las limitaciones del 
dispositivo, aparece un tercer tipo de analizador, llamado “pull parser”. Un “pull parser” 
lee una pequeña cantidad de documento cada vez.  La aplicación impulsa el analizador a 
través del documento a solicitar repetidamente la siguiente pieza. Como ejemplo se 
puede encontrar el parser kXML usado para realizar comparativas entre los “pull 
parsers” y los “push parsers”. De estas comparaciones resulta la elección del parser 
utilizado en la aplicación presentada en el proyecto. 
El parser kXML [kXML] 1,2 es sencillo de usar. Basta con crear una instancia de 
org.kxml.parser.XmlParser y utilizar los métodos skip() y read() para desplazarse por el 
documento. El método read () devuelve un ParseEvent, que contiene información como 
el nombre del elemento o el contenido de texto de un elemento. El otro analizador que 
se plantea para la realización del proyecto es SAX. Se descarta DOM al ser el que 





SAX es una API para el tratamiento de documentos XML. A diferencia de DOM, 
no existe una especificación formal para SAX. La implementación de SAX en Java, es 
considerada una norma, y las implementaciones en otros lenguajes intentan seguir las 
reglas de esa implementación. 
La principal característica de SAX es que se basa en eventos, de tal manera que el 
documento se lee secuencialmente de principio a fin, sin cargar todo el documento en 
memoria (a diferencia de DOM), lo cual tiene consecuencias positivas y negativas. 
Como ventajas se pueden destacar las siguientes:  
 por norma general SAX utiliza menor memoria que DOM 
 por norma general el procesamiento de documentos por SAX es más rápido, por 
la naturaleza de manejar eventos. SAX no necesita la creación de un modelo de 
objeto. 






Por otro lado, una desventaja de SAX es que algunas clases de validaciones de 
documentos XML requieren acceso al documento completo, y una vez procesado el 
documento completo se realiza la validación. En caso que este no pase la validación se 
detiene el análisis y tratamiento del mismo. Al utilizar SAX, e ir analizando y tratando 
cada uno de los eventos, si al llegar al final del documento este no pasa la validación, 
todo el trabajo que ha realizado SAX no sirve para nada. Otra desventaja es que con 
SAX no se dispone de la estructura en árbol de los documentos, luego no se pueden 
modificar ni crear documentos XML, ni recorrerlos jerárquicamente, solamente 
analizarlos secuencialmente. Otra desventaja es que requiere la creación de un modelo 
de objetos por parte del programador y de una clase que reciba los eventos SAX y cree 
objetos en el modelo anterior.  
Esta API consta de una serie de clases, con sus correspondientes métodos, que 
permiten trabajar con un documento XML desde un programa escrito en Java, pudiendo 
acceder a los datos, comprobar si está bien formado, si es válido, etc.  
El término evento se refiere al acontecimiento de sucesos en un 
fragmento/documento XML, este puede ser el inicio de un elemento, la terminación de 
éste, el inicio de espacio o algún otro. 
SAX lanza eventos por cada etiqueta de apertura y de cierre, para los DTDs, 
comentarios, etc. y el programador debe ser consciente de los eventos que se producen y 
del orden de los mismos.  
Para poder trabajar con documentos XML mediante SAX es necesario crear una 
instancia de analizador o parser SAX. El parser realiza la detección del inicio y el fin de 
los elementos, gestiona los espacios de nombres o comprueba el buen formato del 
documento entre otras cosas. De esta forma el programador se puede concentrar en los 
aspectos específicos de su aplicación.  
Para que una aplicación pueda tratar de manera útil los datos XML según se 
analizan, se ha de utilizar un manipulador de eventos (o contenthandler). Un 
manipulador es una clase con una serie de métodos. Estos métodos se ejecutan cuando 
el parser detecta determinados eventos que se producen al leer un documento como el 
inicio de un documento, la apertura de un elemento, la clausura o cierre de un elemento 
o la ejecución de una instrucción de proceso entre otros. 
La especificación más reciente de SAX es 2.0, y al igual que DOM 2.0 está se 
incluye en casi todos los parsers disponibles en el mercado.  
SAX 2.0 define cuatro interfaces básicas de manipuladores de eventos que se 
encuentran en el paquete o librería org.xml.sax:  
 ContentHandler: se utiliza para tratar eventos generales del documento, 
como apertura y cierre de etiquetas o cuando aparecen bloques de texto.  
 DTDHandler: invocado para tratar eventos relacionados con las DTDs.  
 EntityResolver: se utiliza para resolver referencias a entidades externas, si 
éstas no se utilizan no es necesario implementar este interfaz.  
 ErrorHandler: maneja los errores y warnings o avisos.  
Los métodos del manipulador representan la lógica que deberá ser ejecutada al 






La interfaz ContentHandler contiene los siguientes métodos. 
 startDocument (): invocado cuando comienza un documento.  
 endDocument (): invocado cuando finaliza un documento.  
 startElement (nombre, atributos): invocado cuando se abre una etiqueta.  
 endElement (nombre): invocado cuando se cierra una etiqueta.  
 
Con el uso de estos métodos la aplicación devuelve información sobre el nombre 
del elemento, sus atributos y el espacio de nombres al que pertenece. 
 characters(texto): la lectura del texto contenido en cada elemento genera 
una llamada a este método, dentro del cual se dispone del texto que este 
contiene en un vector de caracteres acotado con una posición de comienzo y 
otra de fin. No se puede contar con tener siempre todo el texto de un 
elemento en una única llamada a este método (grandes porciones de texto, 
texto y elementos hijos se entremezclan, caracteres especiales, distintos 
analizadores, etc.)  También se pueden recoger los espacios en blanco al 
analizar un documento sin validación.  
 
La interfaz ErrorHandler contiene los siguientes métodos:  
 error (excepción): invocado cuando el parser encuentra un error 
recuperable. El análisis del documento puede continuar.  
 fatalError (excepción): invocado cuando el parser encuentra un error 
irrecuperable. El análisis debe finalizar.  
 warning (excepción): invocado cuando el parser da avisos de posibles 
errores o excepciones que se pueden dar a la hora de ejecución. El análisis 
debe continuar.  
 SetDocumentLocator: se ejecuta al principio del análisis. Guarda en una 
variable de la clase el localizador dentro del documento, que lo mantiene 
como parámetro. De esta manera en todo momento la aplicación puede 
saber en qué lugar (línea y columna) del fichero ocurren los eventos.  
 
Los pasos anteriores son llevados a cabo para todo elemento dentro del 
documento/fragmento XML, aunque pueden ser definidos otros eventos dentro del 
programa que serían ejecutados/disparados según fuesen requeridos. Es dentro de estas 
funciones y todas aquellas definidas dentro del programa en las que se define que se 
debe hacer con la información del documento XML. 
 Aunque el uso de SAX presenta una manera eficiente y rápida de procesar 
información en XML, sus mismas características pueden ser una grave deficiencia, 
debido a que una vez suscitado el evento en cuestión no es posible retroceder hacia éste. 
Es decir, si en el momento de estar procesando el elemento "x" es necesario hacer 
referencia a otro antes analizado, esto no es posible. Para este tipo de situaciones DOM 






Programar aplicaciones desarrolladas con SAX requiere que el programador:  
 Conozca la estructura del documento a procesar.  
 Analice previamente la información que debe localizar y determine la mejor 
forma de almacenar la información en una estructura de datos.  





La API “JSR 172 análisis XML” para J2ME se basa en un subconjunto de Java 2 
Platform, Standard Edition (J2SE) JAXP 1.2 API y Simple API para XML Parsing 
(SAX) 2.0. JAXP para J2ME se basa en un subconjunto de JAXP SAX 2.0 y 1.2, debido 
a las limitaciones de la memoria que se encuentran en típicas plataformas J2ME. JAXP 
para J2ME se compone de los siguientes paquetes de Java:  
 javax.xml.parsers: contiene el analizador SAX, las excepciones, y las clases 
de error. 
o Interfaces: Ninguno.  
o Clases: SAXParserFactory (fábrica de analizadores SAX), 
SAXParser (representa un analizador SAX).  
o Excepciones: ParserConfigurationException (excepciones de 
configuración del analizador). 
o Errores: FactoryConfigurationError (error en la configuración de la 
fábrica de analizadores SAX). 
 org.xml.sax: la API de SAX 2.0 con el siguiente subconjunto: 
o Interfaces: atributos (devuelve los atributos de un elemento), Locator 
(un documento de ubicación del evento). 
o Clases: InputSource (XML representa una fuente de entrada). 
o Excepciones: SAXException (excepción general de SAX), 
SAXNotRecognizedException (excepción no reconocida), 
SAXNotSupportedException (excepción reconocida, pero que indica 
que no son compatibles), SAXParseException (excepción que se 
devuelve al analizar el documento mediante SAX). 
o Errores: Ninguno.  
 org.xml.sax.helpers: define la clase base de SAX para el análisis y 
transformación de los elementos. 
o Interfaces: Ninguno.  
o Clases: DefaultHandler (manipulador o analizador base por defecto 
para el análisis de eventos). 
o Excepciones: Ninguna. 





JAXP para J2ME proporciona todas las clases, interfaces y excepciones necesarias 








4. SISTEMA OPERATIVO Y LENGUAJE DE 





En este capítulo se presenta el sistema operativo sobre el que trabaja el dispositivo 
utilizado tanto en el emulador como en el dispositivo sobre el que realizar las pruebas 
reales. De la misma manera se introducen los manipuladores de contenido. Finalmente, 
se presenta una breve introducción al lenguaje de desarrollo del proyecto.  
 
4.2 Serie S60 de Symbian 
 
Según la información que se recoge en la propia página web oficial del sistema, 
la tecnología del sistema operativo Symbian se ha diseñado teniendo en cuenta puntos 
clave como el poder proporcionar la energía, memoria y gestión de entrada y salida de 
recursos requeridos específicamente en los dispositivos móviles. También, supone una 
plataforma abierta, que aúne las  telecomunicaciones y los estándares globales de 
internet. El grupo de empresas que conforman Symbian se han comprometido también a 
proporcionar herramientas para desarrollar programas para dispositivos de 
comunicación móviles y ofrecer compatibilidad con una amplia variedad de redes 
inalámbricas. Estas dos últimas afirmaciones resultan fundamentales a la hora de 
pretender extender un sistema operativo.  
Los usuarios de Symbian señalan como principal ventaja del sistema el hecho de 
que exista una amplia selección de aplicaciones disponibles para todo tipo de teléfonos 
móviles. Además, estas aplicaciones resultan variopintas, por lo que los usuarios pueden 
encontrar fácilmente en internet aplicaciones específicas para todo tipo de tareas.  
Por su parte, los desarrolladores de aplicaciones Symbian aseguran que el 
sistema facilita la estandarización de los protocolos, las interfaces y la gestión de los 
servicios para la integración de sus aplicaciones. Destacan también la compatibilidad 
con los estándares de conectividad y redes como Bluetooth, WiFi, GSM, GPRS, CDMA 
y WCDMA.  
La extensión que puede alcanzar cualquier producto Microsoft es de sobra 
conocida. Sin embargo, en el terreno de la telefonía móvil y los dispositivos portátiles, 
Microsoft ha tenido que labrarse una reputación desde cero. Primero con la plataforma 






Lentamente, la compañía ha tenido que ir “convenciendo” a los fabricantes sobre 
las virtudes de su sistema operativo sobre los ya estandarizados Symbian o Palm OS, y 
así hasta conseguir una importante cuota de mercado hoy en día. De este modo, 
Windows Mobile está integrado hoy en más de 150 dispositivos de comunicación móvil 
y su plataforma es la segunda más extendida en Europa.  
Lo que Microsoft desarrolla con Windows Mobile 7 [WM7], la última versión 
de su sistema operativo móvil, son nuevas características y herramientas en una 
plataforma que aseguran flexibilidad, productividad y usabilidad. Esto se materializa en 
dispositivos que utilizan una interfaz que recuerda al Windows que estamos 
acostumbrados a ver en el PC, pero todo diseñado a medida para los terminales. Las 
piezas fundamentales del sistema son su compatibilidad con los estándares en cuanto a 
correos electrónicos, HTML, la suite Office y la gestión de la seguridad.   
La plataforma Series S60 de Symbian ofrece un estándar abierto y soporte multi 
fabricante para el mercado de teléfonos de última generación. La tercera edición de la 
plataforma S60 cuenta con soporte de las APIs del sistema operativo Symbian v9.1 y 
Java, lo que añade nuevos patrones en funcionalidad y seguridad. 
La plataforma S60 (formalmente, Interfaz de usuario de serie 60) es una 
plataforma para terminales móviles que utilicen el sistema operativo Symbian OS. S60 
se encuentra actualmente entre las plataformas líderes de terminales del tipo 
Smartphone en el mundo. Es desarrollada principalmente por Nokia y licenciada por 
ella a otros fabricantes, incluyendo Lenovo, LG Electronics, Panasonic y Samsung. 
Además de la comunidad de desarrolladores, incluye: 
 Compañías de integración de software como Elektrobit, Teleca y 
Sysopen Digia.  
 Compañías de semiconductores como Texas Instruments, 
STMicroelectronics, Broadcom, Renesas y Freescale.  
 Desarrolladores de software.  
 Operadores de telefonía como Vodafone y Orange, que desarrollan y 
proveen aplicaciones y servicios basados en S60.  
 
La plataforma S60 consiste en un conjunto de bibliotecas y aplicaciones 
informáticas estándar, tales como telefonía, herramientas de gestión de información 
personal, y reproductores multimedia Helix. Está pensada para potenciar terminales 
móviles modernos de amplias características, con pantallas a color muy grandes, que 
son conocidos comúnmente como terminales Smartphone. 
El software S60 es un estándar multiventa para terminales Smartphone que 
soporta aplicaciones desarrolladas mediante Java MIDP [MIDP], C++ y Python. Una 
característica importante de los terminales S60 es que permiten instalar nuevas 






Las siguientes son algunas características comunes en terminales S60: 
 La resolución de la pantalla de los terminales es originalmente de 
176x208. A partir de la actualización Característica Pack 3 de la segunda 
edición, la plataforma pasó a soportar múltiples resoluciones: básica 
(176x208), QVGA (240x320) y Doble (352x416). El N90 es el primer 
dispositivo S60 que soporta la mayor resolución (doble). Algunos 
dispositivos, no obstante, tienen resoluciones no estándar, como el 
Siemens SX1, con 176x220, o el Nokia 5500, con 208x208.  
 Soportan aplicaciones Java MIDP 2.0, Symbian, C++, flash y Phyton  
 Es notorio que el software escrito para la primera edición (S60v1) o la 
segunda edición (S60v2) no es compatible a nivel binario con la tercera 
edición de la plataforma (S60v3), pues utiliza una versión nueva del 
sistema operativo Symbian OS (v9.1). 
 La plataforma S60 soporta multitarea entre aplicaciones y proporciona 
una interfaz de usuario para cambiar entre las aplicaciones en ejecución o 
para iniciar una nueva, mientras las restantes permanecen en ejecución. 
 
Con la tercera edición, los desarrolladores tienen acceso a un amplio conjunto de 
funciones, como las extensiones, denominadas Symbian OS Extensions, que son un 
conjunto de capacidades que permiten a la plataforma S60 interactuar con las funciones 
de la circuitería del dispositivo, como los indicadores luminosos del terminal, alertas de 
vibración, y estado de carga de la batería. 
Los servicios de la plataforma S60 son el núcleo fundamental para las 
aplicaciones y a su vez están compuestos por: 
 Application Framework Services: suministra las habilidades básicas para 
lanzar aplicaciones y servidores, gestión del estado de persistencia y 
componentes de UI.  
 UI Framework Services: proporciona el aspecto y comportamiento 
concreto para los componentes UI y maneja los eventos UI. 
 Servicios gráficos: ofrece las capacidades de creación de gráficos y su 
dibujo sobre la pantalla del terminal. 
 Servicios de localización: permite a la plataforma tomar en cuenta la 
localización del dispositivo. 
 Servicios basados en Web: proporciona los servicios para establecer 
conexiones e interactuar con la funcionalidad basada en Web, incluyendo 
navegación, descarga de archivos y mensajería. 
 Servicios multimedia: aporta las capacidades para reproducir audio y 
vídeo, así como soporte para streaming y reconocimiento de voz. 
 Servicios de comunicación: lleva el soporte de las comunicaciones, tanto 
locales como de banda ancha, lo que incluye desde tecnologías Bluetooth 






 Servicios de aplicación S60: un conjunto de habilidades que son 
empleadas por las aplicaciones de S60 y que pueden ser empleadas por 
los desarrolladores de terceras partes para suministrar funcionalidades 
básicas para las aplicaciones. Esto incluye Servicios de aplicaciones 
PIM, Servicios de aplicación de mensajería y Servicios de aplicación del 
navegador. 
 Servicios de tecnología Java, que soporta la plataforma Java 2, Micro 
Edition (J2ME), así como la especificación JSR-185, Java Technology 
for the Wireless Industry (JTWI). La plataforma soporta la configuración 
JSR-139, Connected Limited Device Configuration (CLDC) 1.1 y la 
extensión Mobile Information Device Profile (MIDP) 2.0 (JSR-118). 
Además, también están soportadas otras APIs adicionales como Content 
Handler API o CHAPI (JSR-211) para la definición de manipuladores de 
contenido entre otras. 
 Aplicaciones S60, todo un conjunto de aplicaciones disponibles para el 
usuario, que incluye gestor de información personal, PIM (personal 
information manager), mensajería, aplicaciones multimedia, perfiles, etc. 
 La plataforma S60 define un estilo UI y sus APIs, pero no obliga a un 
tamaño de pantalla o a un determinado método de entrada. Los 
licenciados son totalmente libres de implementar sus propios UI 
personalizados. Los desarrolladores deben programar las aplicaciones UI 
con la escalabilidad en mente, ya que no hay que asumir unas 
dimensiones específicas. 
 
Debido a la dispersión del mercado y al porcentaje de distribución de los 
móviles que se encuentra en el mercado actual (un 52% de móviles con sistema 
operativo Symbian soportando aplicaciones J2ME frente al 12% con sistema operativo 
Windows Mobile), y el hecho que J2ME sea de ejecución independiente del dispositivo,  
se decide realizar el proyecto en J2ME, siempre teniendo en cuenta los desarrollos que 







4.3 Manipulación de contenido (Content Handler) 
 
Un manipulador de contenido o content handler es cualquier aplicación que se 
registra así misma para manejar algún tipo de contenido y/o responder a peticiones para 
el uso del mismo. Como se introduce en el apartado anterior, una de las APIS 
disponibles y opcionales para la plataforma S60 de Symbian es la API Content Handler. 
Este es un paquete opcional, diseñado para trabajar con Mobile Information Device 
Profile  2.0 (MIDP 2.0), la Personal Basis Profile (PBP), y otros perfiles compatibles. 
La especificación JSR 211 define ciertas funciones para:  
 Registrar un content handler 
 Invocar un content handler y conseguir una respuesta por su parte 
 Encolar registros 
 Responder a una invocación 
 
Mediante un mensaje SMS, un navegador u otra aplicación, el dispositivo del 
usuario alcanzará un enlace a un contenido deseado, permitiendo al dispositivo 
mediante software buscar la aplicación adecuada para su ejecución.  
La API JSR211 Content Handler [JSR211], también conocida como CHAPI, es 
entendida como la más utilizada e innovadora de las APIs en el universo J2ME. En 
resumen, la API define un modelo de comunicación entre aplicaciones (tanto entre 
Java/J2Me como entre aplicaciones nativas), de manera que el desarrollador puede 
especificar MIDlets como los manipuladores de contenido para uno o más tipos 
específicos de ficheros. 
De acuerdo con este modelo de ejecución, un MIDlet puede registrarse  en el 
sistema operacional del dispositivo para manipular archivos que pertenezcan al tipo 
MIME imagen/png, y determinar que su única responsabilidad es visualizar este tipo de 
archivo. Una vez registrado, el MIDlet deviene la aplicación registrada que sabe como 
se ha de mostrar el tipo de contenido referente, y desde ese momento, cualquier petición 
de visualización de un archivo png activará automáticamente el MIDlet.  
El concepto de invocación para un manipulador de contenido se basa en URIs 
(Uniform Resource Identifier o Identificador de Recurso Uniforme), de una manera que 
el MIDlet que invoca un manipulador de contenido no especifica la aplicación que se va 
a ejecutar, sino que sólo informa del contenido que va a ser manejado (indicado vía su 
URI), la operación a ejecutarse (edición, guardado, creación, etc.), y otros parámetros 
necesarios  para su ejecución.  
En casos específicos donde más de un manipulador de contenidos se registra para 
un tipo de archivo específico (por ejemplo, cuando hay dos reproductores de MP3 en el 
dispositivo), la aplicación invocada puede indicar que aplicación se debe abrir en 
función del ID.  
La ejecución de manipuladores de contenido de manera secuencial o encadenada 
también es una característica predefinida en la API, y permite más de una aplicación 
para procesar el contenido en secuencia, cada uno manejando la ejecución al próximo. 
La especificación contempla dos posibles modos de ejecución en el proceso del manejo 





En dispositivos donde la ejecución paralela de aplicaciones (multi tarea) es posible, 
la API dictamina que el manipulador de contenido puede ser ejecutado en una prioridad 
superior, y posteriormente enviar la respuesta de vuelta al invocador de la aplicación (el 
cual vuelve a ser llevado a foreground) sin ninguna necesidad de finalizar el invocador 
antes que el contenido sea manejado.  
La prioridad de uso para el display también se ve afectada por el modelo de 
ejecución: la API especifica las peticiones para la presentación de la pantalla (como 
llamadas a métodos como pintar () o acceder al objeto Display). Dictamina también que 
la aplicación que se encuentra en background (por ejemplo el invocador, al tiempo de 
petición se maneja) tiene menor prioridad de activación que las aplicaciones llamadas 
en foreground. En dispositivos donde solo una aplicación puede ser ejecutada de una 
vez, el invocador debe ser finalizado antes de ejecutar el manipulador de contenido, y el 
manipulador de contenido ha de finalizar antes que el invocador pueda recibir una 
respuesta. 
La CHAPI es una API pequeña: compuesta por siete clases (incluyendo una clase 
de uso para excepciones), incluye todos los mecanismos necesarios para invocar el 
manipulador de contenido y conseguir una respuesta de retorno, registrar y quitar el 
registro para un manipulador de contenido, y buscar manipuladores instalados. El 
paquete de clases se forma como se presenta a continuación: 
 Register: responsable de la invocación, registrando y quitando el registro de 
manipuladores de contenido. 
 ContentHandler (Manipulador de contenido): provee detalles específicos 
sobre el manipulador de contenido como identificadores (Ids), 
autorizaciones y acceso a la información, nombre de la aplicación, tipos de 
contenido permitidos, etc. 
 Invocation: mediante una lista de parámetros, accede al manipulador de 
contenido y lo llama durante la petición. 
 ContentListener (Oyente de contenido): listener (oyente) responsable de las 
notificaciones asíncronas de las peticiones pendientes y las respuestas. 
 ContentHandlerServer (Servidor de manipulador de contenidos): permite 
procesar las peticiones y su finalización. 
 ActionNameMap (Mapeo de nombres de acciones): mapea las acciones para 
describir los nombres de las acciones. 
 ContentHandlerException (Excepción en el manipulador de contenido): 
error genérico en una clase para la manipulación de contenido. 
 
Para conseguir que un MIDLet sea reconocido como un manipulador de contenido, 
se debe registrar en el AMS (Application Management System). La manera más común 
es el registro estático: mientras el MIDlet declara sus atributos de manipulación de 







Como el manipulador de contenido es un recurso sensible en el sistema y propone 
la declaración de un MIDlet como manipulador de contenido requiere que sea firmado o 
autorizado por el usuario para que se pueda ejecutar. Las especificaciones declaran que 
los MIDlets deben ubicarse en el dominio de seguridad de 
javax.microedition.content.ContentHandler para que puedan realizar las acciones de 
manipulador de contenido y trabajar correctamente. 
Los elementos más importantes que se pueden informar en la declaración del 
MIDlet como Content Handler en el jad son: 
 Los argumentos como el nombre del MIDlet que va a ser responsable de 
manipular el contenido, los tipos MIME soportados, las operaciones 
soportadas (“open” o “edit” entre otros) y el sufijo del archivo soportado 
por el manipulador. 
 El identificador único del manipulador de contenido en el dispositivo. El 
identificador no necesita ser informado, ya que se puede generar por la 
aplicación de manera automática.  
 
Aunque es aconsejable el registro estático, el registro dinámico de MIDlets también 
es posible. Este registro se hace vía la llamada al método Registry.register(). De manera 
complementaria, el método Registry.unregister() permite quitar el registro una 
aplicación definida previamente como manipulador de contenido. 
 
4.4 Introducción a la tecnología J2ME 
 
El éxito del lenguaje de programación Java y de los diversos estándares que 
orbitan a su alrededor es, hoy por hoy, un hecho indiscutible. Los programadores Java 
son los profesionales más demandados en el área de Desarrollo de Software que, a su 
vez, se enmarca en la más general disciplina de las Tecnologías de la Información y las 
Comunicaciones. No en vano el nombre del lenguaje, Java, alude a como se conoce 
popularmente al café de alta calidad en EE.UU. 
Los constructores de Java optaron en su momento por dotar al lenguaje de un 
conjunto rico de capacidades orientadas a objetos que permitiese añadir librerías de 
apoyo a medida que fuera necesario, y en función de las necesidades tecnológicas del 
momento. Es por ello que Java supone un núcleo de sorprendente consistencia teórica 
en torno al cual giran una multitud de bibliotecas con las más diversas orientaciones: 
desde bibliotecas dedicadas a la gestión de interfaces de usuario hasta aquéllas que se 
dedican al tratamiento de imágenes bidimensionales, pasando por las que se centran en 
difundir información multimedia, envío y recepción de correo electrónico, distribución 
de componentes software en Internet, etc. 
Las características concretas de ciertos teléfonos móviles han obligado a los 
desarrolladores Java a construir un subconjunto del lenguaje y a reconfigurar sus 
principales bibliotecas para permitir su adaptación a un entorno con poca capacidad de 
memoria, poca velocidad de proceso, y pantallas de reducidas dimensiones. Todo esto 
hace que sea necesaria una nueva plataforma de desarrollo y ejecución: Java 2 Micro 





Java fue creado por Sun Microsystems en un intento por desarrollar un lenguaje 
que facilitara la programación de aparatos electrodomésticos conectados a la red de una 
casa inteligente. Después de un tiempo de desarrollo, la directiva del proyecto vio que 
las capacidades del lenguaje iban mucho más allá de una red casera y decidieron 
enfocarlo hacia las aplicaciones basadas en Internet o con cierto nivel de desempeño 
requerido en el trabajo de red, además de satisfacer a las empresas que demandaban un 
lenguaje que se pudiese implementar en todas sus máquinas, sin importar el sistema 
operativo sobre el que trabajaran. 
Aunque el lenguaje Java es sintácticamente similar a C++, difiere enormemente 
en su fundamento: 
 Java es un lenguaje puramente orientado a objetos e interpretado, esto 
significa que los programas realizados con Java no son ejecutables por si 
solos sino que existe otro programa que los interpreta cada vez que son 
requeridos. Esto puede causar disminución en la velocidad de ejecución 
de las aplicaciones, pero, aunque aún no se alcanza la rapidez de 
ejecución de los programas hechos en C++ o Visual BASIC, se ha 
mejorado enormemente con respecto a las primeras versiones del 
lenguaje, lo que significa que tal vez en un futuro cercano la rapidez deje 
de ser un impedimento para usar Java. 
 C++ utiliza, como característica principal, apuntadores a memoria, y 
delega a los programadores, la tarea de localizarla, controlarla y liberarla. 
Mientras tanto, Java utiliza objetos de tipo seguro, no permite la 
asignación de memoria dinámica y gracias a su recolector de basura 
(garbage collector) la memoria sin usar se recicla automáticamente. 
 
La base de la plataforma Java es una máquina virtual, la cual puede ser 
implementada en los más populares sistemas operativos y en gran variedad de hardware. 
Por lo que se puede tener aplicaciones binarias Java operando consistentemente a través 
de diferentes implementaciones. 
Las APIs (Application Programming Interface) Java son el conjunto de clases y 
objetos que permiten, mediante la utilización del lenguaje Java, la interacción entre el 
programador y la computadora, y entre esta y el usuario final. 
Juntos, el lenguaje de programación Java, la máquina virtual y las APIs, forman 
la plataforma Java (Fig. 2.1), la cual en su versión 2, se puede encontrar en tres 
ediciones: 
 Java 2 Standard Edition (J2SE). Diseñada para computadoras de 
escritorio, puede trabajar en sistemas operativos como: Windows, Linux, 
MacOS, Solaris, OS x. 
 Java 2 Enterprise Edition (J2EE). Plataforma para aplicaciones 
multiusuario o empresariales. Se basa en J2SE y agrega APIs para 
trabajo en el servidor. 
 Java 2 Micro Edition (J2ME). Conjunto de tecnologías y 
especificaciones desarrolladas para dispositivos pequeños como los 
teléfonos móviles y PDA (palm, agendas electrónicas). Utiliza derivados 
de componentes J2SE, como son una máquina virtual más pequeña y un 






Figura 5.  Plataforma Java 
 
A diferencia de J2SE,  la micro edición de Java no es sólo una pieza de software 
ni una simple especificación: J2ME es una plataforma, una colección de tecnologías y 
especificaciones diseñadas para diferentes partes del mercado de los dispositivos 
pequeños. 
La edición Java 2 Micro Edition fue presentada en 1999 por Sun Microsystems 
con el propósito de habilitar aplicaciones Java para pequeños dispositivos. En esta 
presentación, lo que realmente se enseñó fue una primera versión de una nueva Java 
Virtual Machine (JVM) que podía ejecutarse en dispositivos Palm. Se podría decir que 
Java Micro Edition es la versión del lenguaje Java que está orientada al desarrollo de 
aplicaciones para dispositivos pequeños con capacidades restringidas tanto en pantalla 
gráfica, como de procesamiento y memoria (teléfonos móviles, PDA`s, Handhelds, 
Pagers, etc.). La tardía aparición de esta tecnología, (teniendo en cuenta que la 
tecnología Java nació a mediados de los 90 y Java Micro Edition apareció a finales), 
puede ser debido a que las necesidades de los usuarios de telefonía móvil han cambiado 
mucho en estos últimos años, y la demanda de más servicios y prestaciones por parte 
tanto de los terminales como de las compañías cada vez es mayor. Además el uso de 
esta tecnología depende del asentamiento en el mercado de otras, como GPRS, 
íntimamente asociada a J2ME, y que no ha estado al alcance de todos  hasta hace poco. 
J2ME es la tecnología del futuro para la industria de los dispositivos móviles. 
Actualmente las compañías telefónicas y los fabricantes de móviles están implantando 










En este capítulo se presentan los elementos criptográficos que se han utilizado para 
realizar el proyecto. Por un lado se introducen las herramientas contempladas para 
gestionar todo el proceso criptográfico, mientras que por otro lado se presentan los 
algoritmos utilizados. 
 
5.2 Introducción a la criptografía y cronología 
 
La criptografía (del griego κρύπτω krypto, «oculto», y γράφω graphos, «escribir», 
literalmente «escritura oculta») es el arte o ciencia de cifrar y descifrar información 
mediante técnicas especiales y es empleada frecuentemente para permitir un 
intercambio de mensajes que sólo puedan ser leídos por personas a las que van dirigidos 
y que posean los medios para descifrarlos. 
Con más precisión, cuando se habla de esta área de conocimiento como ciencia se 
debería hablar de criptología, que a su vez engloba tanto las técnicas de cifrado, es decir 
la criptografía propiamente dicha, como sus técnicas complementarias, entre las cuales 
se incluye el criptoanálisis, que estudia métodos empleados para romper textos cifrados 
con objeto de recuperar la información original en ausencia de las claves. 
La criptografía es una rama de las matemáticas que tiene implicaciones poderosas 
para datos de seguridad. El principio básico de la criptografía es que algunos problemas 
matemáticos son computacionalmente caros, que es una manera bonita de decir que su 
solución requiere un tiempo largo. 
Es una herramienta en el cinturón de un arquitecto de seguridad, y muy efectiva, 
pero añadir criptografía a un sistema no es eficaz a no ser que cada parte del sistema se 
haga más seguro. Si no se cierra la puerta de la servicio, ni toda la criptografía del 
mundo puede ayudar a mantenerla segura. 
La finalidad de la criptografía es, en primer lugar, garantizar el secreto en la 
comunicación entre dos entidades (personas, organizaciones, etc.) y, en segundo lugar, 
asegurar que la información que se envía es auténtica en un doble sentido: que el 
remitente sea realmente quien dice ser y que el contenido del mensaje enviado, 
habitualmente denominado criptograma, no haya sido modificado en su tránsito. 
Otro método utilizado para ocultar el contenido de un mensaje es ocultar el propio 
mensaje en un canal de información, pero en puridad, esta técnica no se considera 
criptografía, sino esteganografía. Por ejemplo, mediante la esteganografía se puede 
ocultar un mensaje en un canal de sonido, una imagen o incluso en reparto de los 
espacios en blanco usados para justificar un texto. La esteganografía no tiene porqué ser 
un método alternativo a la criptografía, siendo común que ambos métodos se utilicen de 





En la actualidad, la criptografía no sólo se utiliza para comunicar información de 
forma segura ocultando su contenido a posibles fisgones. Una de las ramas de la 
criptografía que más ha revolucionado el panorama actual de las tecnologías 
informáticas es el de la firma digital: tecnología que busca asociar al emisor de un 
mensaje con su contenido de forma que aquel no pueda posteriormente repudiarlo. 
Las dos técnicas más sencillas de cifrado, en la criptografía clásica, son la 
sustitución (que supone el cambio de significado de los elementos básicos del mensaje: 
las letras, los dígitos o los símbolos), y la trasposición (que supone una reordenación de 
los mismos). La gran mayoría de los cifradores clásicos son combinaciones de estas dos 
operaciones básicas. 
El descifrado es el proceso inverso que recupera el texto plano a partir del 
criptograma y la clave. El protocolo criptográfico especifica los detalles de cómo se 
utilizan los algoritmos y las claves (y otras operaciones primitivas) para conseguir el 
efecto deseado. El conjunto de protocolos, algoritmos de cifrado, procesos de gestión de 
claves y actuaciones de los usuarios, es lo que constituyen un criptosistema, que es con 
lo que el usuario final trabaja e interactúa. 
Las bases fundamentales de la criptografía, fueron establecidas por  Claude 
Shannon en un artículo titulado "A mathematical theory of communication " donde 
introduce las bases de la teoría de la información. 
Whitfield Diflie, actualmente ingeniero de Sun Microsystem, fue el descubridor en 
1975 del concepto de criptografía de clave pública. 
La teoría de la criptografía se basa en las siguientes teorías matemáticas: 
 teoría de la información 
 teoría de números 
 teoría de la complejidad algorítmica 
 teoría de probabilidad estadística 
 
Cuando se habla de encriptación se deben tener algunos conceptos claros: 
 Mensaje o texto en claro: son los datos que se quiere tratar. Normalmente 
será un texto plano. Denotado por M. 
 Mensaje cifrado: es el mensaje M encriptado. Se denomina al mensaje 
cifrado C. 
 Espacio de mensajes: son todos los mensajes posibles, en la mayoría de los 
casos suele ser infinito, pero en otros la longitud puede estar limitada. 
 Espacio de mensajes cifrado: lo mismo que el punto anterior pero para 
mensajes cifrados. 
 Espacio de claves: son el conjunto de todas las claves posibles. Se 
representa por la letra K (mayúscula, la k minúscula representa una clave en 
concreto). 
 
Matemáticamente, la encriptación no es más que una aplicación desde el dominio 





Se expresa la encriptación como C = E (M). ·La desencriptacion como M = D(C) o 
M= D(E(M)). 
Es importante notar la diferencia entre un protocolo y un algoritmo en términos de 
criptografía. Un algoritmo es el conjunto de pasos necesarios para transformar un dato 
en un otro dato. Un protocolo es el conjunto de todos los pasos entorno al transporte de 
la actividad criptográfica. Los protocolos usan necesariamente uno o más algoritmos 
criptográficos. 
Un algoritmo de encriptación poderoso, no garantiza la confidencialidad del 
mensaje. Se contempla el caso de un algoritmo de cifrado irrompible, y un débil 
protocolo. Si una persona intercepta el mensaje y rompe el débil protocolo, este tendrá 
acceso a la clave para desencriptar el mensaje, ya que la clave no puede estar 
encriptada, lo cual hace al algoritmo de encriptación irrompible inútil. 
Normalmente no se suele usar un método tan sencillo de cifrado, ya que este es 
lineal y solo depende de un factor (una entrada siempre produce la misma salida). Un 
paso más allá es usar una clave para realizar el cifrado, denotándolo así: 
 Se expresa la encriptación como C = E {k}(M). 
 La desencriptacion como M = D{k}(C). 
 Combinando las dos expresiones el mensaje será: M= D{k}(E{k}(M)). 
 
Pero no es lo mismo cifrar y descifrar con dos claves distintas. Entonces 
M!=D{k1}(E{k2}(M), donde k1 != k2.  
Estos son los conceptos matemáticos básicos para entender la criptografía. Un 
ejemplo moderno de este tipo de sistema es el algoritmo DES. 
Se pueden dividir el tipo de encriptaciones según usen o no la misma contraseña, 
para encriptar y desencriptar. 
Se identifica una encriptación simétrica si para desencriptar se usa el siguiente 
algoritmo M=D{k}(E{k}(M)). En este caso, la clave de encriptación y desencriptación 
es la misma. 
Si se usan dos claves distintas entonces se está utilizando una encriptación 
asimétrica. En este caso M!= D{k1}(E{k2}(M). A la clave que se usa para encriptar 
(k1) se le denomina "clave pública", mientras que la clave que se usa para el descifrado 






Computacionalmente no debe ser posible transformar una clave pública en privada, 
ya que: 
 Sea k-privada la clave privada. 
 Sea k-publica la clave pública. 
 Sea X ( ) una función computacionalmente factible que transforme 
cualquier clave pública en una privada. 
 Sea D(k-privada) {} la función de desencriptación. 
 Por definición, M= D{k-privada}(E{k-publica}(M)). 
 Si X(k-publica) = k-privada, entonces D'{k-publica} ( ) = D{X(k-
publica)}() = D{kpriv}(). Esto quiere decir que se obtiene una función de 
desencriptación a partir de la clave pública.  
 Si se cumple que M = D'{k-pub}(E{k-pub}(M)), entonces se puede decir 
que se trata de una encriptación simétrica. Esta transformación de clave 
pública a clave privada sólo se puede dar si ambas coinciden. 
 
El uso de distintas claves permite hacer pública la clave para cifrar, pero sólo 
aquellos que posean la clave privada podrán descifrar el mensaje. Por lo cual se pueden 
recibir mensajes secretos sin tener que compartir la clave. 
Las posibilidades de los algoritmos de clave pública, o asimétricos, permiten varias 
opciones que no permiten los algoritmos de clave privada como pueden ser: 
 Servicios de autentificación. 
 Firma digital. 
 Publicar una clave de cifrado, que puede ser distribuida sin riesgos. 
 
Aunque los algoritmos de clave privada, o simétricos, también tienen sus ventajas: 
 Los algoritmos simétricos o de clave provada son más rápidos que los de 
clave pública, por lo que en mensajes largos es mejor usar uno de clave 
privada. 
 
Las matemáticas usadas en los cifradores asimétricos son más complicadas que las 
usadas en los simétricos, por lo que los simétricos son más rápidos. Encriptar un 
mensaje largo utilizando un cifrado asimétrico por norma general tarda demasiado 
tiempo. A veces una aproximación híbrida de los dos cifradores puede ser útil, donde 
los dos sistemas usan un cifrado asimétrico para coincidir en una clave de cifrador 







Los cifradores más comunes son DES [DES], Rijndael [Rijndael], Blowfish 
[Blowfish], y ElGamal [ElGamal]. Las claves son específicas para los algoritmos de 
cifrado, por ejemplo, si se usa el cifrador Rijndael se necesita una clave Rijndael. 
Muchos algoritmos pueden usar claves de diferente longitud comúnmente medidas en 
bits. Las claves más largas son más lentas para usar que las cortas, pero el texto cifrado 
generado por su parte es más difícil de romper. 
 Las claves se pueden generar a partir de números aleatorios. Las claves pública y 
privada son un par de claves, matemáticamente relacionadas entre ellas, pero que 
pueden generarse aleatoriamente. Aleatoriedad puede ser una palabra ambigua en este 
contexto. Las computadoras son sorprendentemente malas para encontrar números 
aleatorios. La mayoría utilizan generadores de números pseudo-aleatorios (PRNG), que 
producen una secuencia repetitiva de bits. El uso de dos PRNGs, que se inicien de 
manera idéntica, formará exactamente la misma secuencia de números. 
Otra manera de generar claves es el uso de un protocolo de claves acordado. Es un 
truco matemático que puede ser usado por dos partes para acordar una clave de sesión. 
Ninguna de las dos partes necesita mayor conocimiento que la otra, y los oyentes que 
escuchan el intercambio entero de datos podrá ser capaz de determinar el valor de la 
clave de sesión. El más común de los protocolos de claves acordadas es Diffie-Hellman. 
Un protocolo de clave acordada se usa en SSL y TLS.  
Existen algunos tipos de funciones que siendo muy importantes para algunos 
algoritmos y protocolos, no son funciones de encriptación en sí mismas. Las funciones 
de un solo sentido son aquellas que tienen una solución sencilla y de bajo coste 
computacional, pero que requieren un gran esfuerzo realizar la función inversa. 
Otro tipo de "función", son las funciones hash. Las funciones hash no sirven para 
asegurar la confidencialidad, sino para asegurar la integridad del mensaje, es decir para 
saber que el contenido no ha sido alterado por un atacante. 
Un mensaje de resumen se usa para crear la huella digital de un dato. Este escoge 
un mensaje arbitrario largo o archivo y lo convierte en uno corto, en versión resumida, 
llamado valor resumen. El hecho de cambiar un solo bit del mensaje original modifica 
completamente el valor resumen y lo hace impredeciblemente diferente. Se pueden usar 
mensajes de resumen para asegurar la integridad de los datos. Los algoritmos de 
mensajes de resumen mensajes más comunes son SHA-1 [SHA] y RipeMD.  
Las firmas digitales sirven para validar documentos digitales. Proveer a un mensaje 
y una clave privada a un algoritmo de firma digital, generará un número, que 
corresponderá al valor del mensaje de resumen encriptado. Esta firma es única para la 
clave privada y el mensaje.  
El envío de un archivo a otro usuario y la firma, puede ser autentificado por el 
usuario usando la clave pública del emisor y el propio mensaje. Puede usar la clave 
pública para desencriptar la firma que le devolverá el valor resumen que computó el 
emisor. Si el receptor computa su propio valor resumen para el mensaje y su valor es 
igual que el que envía el emisor, el receptor podrá corroborar que el archivo que recibió 
es exactamente igual al que envió el emisor. En caso que un atacante interceptara el 
mensaje y lo modificara, el valor resumen del mensaje no coincidiría. Los algoritmos 






La función de resumen hash toma un mensaje de x-bits de longitud variable y lo 
transforma en otro de h bits de longitud fija (h =H(x)). Este tipo de funciones deben 
cumplir las siguientes condiciones, si se desean usar para propósitos criptográficos: 
 Como la entrada es de longitud variable se necesita tener mecanismos que 
detecten y eviten el desbordamiento. 
 Devolver una cadena de longitud fija h. 
 Para cualquier entrada, el "resumen" debe ser sencillo de calcular. 
 La función debe ser de un solo sentido. 
 Colisión debe de ser lo más difícil posible encontrar valores de resumen 
repetidos, es decir que dado un x e y se minimice los casos de H(x) = H(y). 
 
Se denomina huella al mensaje resumido. El caso ideal sería aquel que cambiando 
un bit de la huella del mensaje, supusiere una alteración del 50 por ciento de los bits del 
mensaje original. 
El gran problema que se genera alrededor de los cifradores y las firmas se resumen 
en: manipulación y mantenimiento de claves. 
Para certificar la veracidad tanto de la clave pública del emisor como la del 
receptor,  se usa un certificado autofirmado, que es un certificado que afirma el valor de 
la clave pública, firmado usando la clave privada. Este tipo de certificado se llama 
certificado raíz, y las empresas o instituciones que las usan se llaman autoridades 
certificadoras [CAs]. Las CAs generan sus propios certificados raíz y las distribuyen tan 
ampliamente como les es posible. El problema con los autocertificados es que 
cualquiera puede generar uno. Confiar en los certificados raíz se basa en el hecho que 
estos son publicados ampliamente, haciendo complicado su falseamiento. Poseyendo un 
certificado raíz en mano, se es capaz de verificar su veracidad comparando su firma con 
la firma publicada en el sitio web de las CA's.  
La manipulación de claves es un problema de mantenimiento de trazas de las 
propias claves privadas, y la manipulación de los certificados de otros usuarios y 








5.3 Criptografía y J2ME 
 
La ausencia de librerías estándar y familias APIs Java representa uno de los 
mayores obstáculos a la hora de desarrollar en Java 2 Micro Edition (J2ME). Debido a 
que la mayoría de los objetivos que usan la tecnología J2ME son dispositivos pequeños, 
están desprovistos de muchas librerías y características que normalmente están  
disponibles en instalaciones más grandes de Java.  
En la Java 2 Standard Edition (J2SE) y en la Java 2 Enterprise Edition (J2EE), la 
Java Cryptography Architecture (Arquitectura Criptográfica Java) y la Java 
Cryptography Extension (Extensión Criptográfica Java) ayudan al proceso de añadir 
seguridad al proyecto. La plataforma J2ME sin embargo, carece de una API 
criptográfica.  
Por supuesto, muchos dispositivos J2ME, como las Palm, no están preparadas para 
funciones comunes criptográficas. Su memoria RAM limitada y sus procesadores 
pueden realizar ciertas operaciones como criptografía de clave pública, de manera fácil. 
Aun, existe una necesidad real para la seguridad en los dispositivos pequeños, y ello 
puede resultar con un subconjunto útil de operaciones criptográficas.  
Como se introduce anteriormente, los cifradores son algoritmos que utilizan una 
clave para transformar un mensaje de texto plano en un mensaje encriptado o texto 
cifrado, o vice versa. Los cifradores simétricos se basan en el uso de una única clave 
para desencriptar y encriptar. DES, TripleDES [TripleDES] (también llamado DESede), 
y Blowfish son cifradores simétricos. Los tres operan en bloques entrantes de 64 bit y 
producen bloques de salida de 64 bit.  
Los cifradores definen su comportamiento según la aplicación de un modo. En el 
modo más simple, Electronic Code Book [ECB], cada bloque entrante siempre produce 
el mismo bloque de salida. Aunque esto hace una implementación simple, el mapeo una 
a una de las entradas a las salidas permite que el texto cifrado sea vulnerable a ataques. 
Los patrones en los datos encriptados aparecen patentes en el texto cifrado si se repiten 
los bloques de entrada, haciendo el criptoanálisis más fácil.  
El modo de cifrador de bloques encadenados (Cypher Block Chaining [CBC]) 
fortalece los textos cifrados haciendo cada bloque de texto cifrado dependiente de 
ambos, el bloque correspondiente de texto plano y todos los bloques de texto plano 
previos del mismo modo. Utiliza un registro de retroalimentación XOR para modificar 
el texto plano antes de la encriptación y después de la desencriptación. Al principio de 
la encriptación o desencriptación, el registro XOR se configura como un vector de 
inicialización aleatorio (IV) que se transmite o almacena a lo largo del texto cifrado. No 
es muy importante que el  IV sea realmente aleatorio, pero debería ser diferente cada 
vez que el texto plano sea encriptado con la misma clave. 
Debido a que los textos planos pueden tener cualquier longitud, se deben añadir un 
número extra de bytes para ajustar la entrada a cierta longitud igual a un número 
múltiple de bloques. El ajuste de Public Key Cryptography Standard #5 (PKCS#5) es el 
esquema más común de ajuste para un cifrador de bloques simétricos. 
La elección del apropiado cifrador para J2ME requiere especial atención, ya que la 
mayoría de dispositivos J2ME tienen procesadores relativamente lentos. Naturalmente, 





Para estas implementaciones, TripleDES y Blowfish toman significativamente un 
tiempo mayor para inicializarse que DES, aunque Blowfish encripta datos más rápido 
que DES o TripleDES. Dependiendo en la aplicación, cualquiera de los datos como la 
configuración de claves o la encriptación dominará durante el tiempo de ejecución. La 
elección de un cifrador apropiado siempre envuelve sopesar la compensación entre las 
prestaciones y el nivel deseado de seguridad.  
Sobre la plataforma J2ME se puede trabajar con diversos motores java de 
desarrollo (JDK). El JDK 1.4 puede soportar los siguientes algoritmos: 
 DES: DES (Data Encryption Standard) desarrollado por IBM en los 70. Es 
un cifrado de bloque de 56 bits. 
 TripleDES: Consiste en aplicar el algoritmo DES tres veces (encriptar 
desencriptar encriptar) con dos claves dando un resultado de 112 bits. 
 AES: es el algoritmo que reemplazó a DES. Creado por Joan Daemen y 
Vincent Rijmen. Es un cifrado por bloque de 128 bits con claves de longitud 
128, 192 o 256 bits. 
 RC2, RC4 y RC5. 
 Blowfish: fue creado por Bruce Schneier y hace un cifrado por bloques con 
claves de longitud variable desde 32 a 448 bits (en múltiplos de 8). 
Diseñado  para ser eficiente en computadores. 
 PBE: PBE (Password Based Encryption) puede ser usado con algoritmos de 
clave privada y funciones de resumen. 
 
Los algoritmos de Hash son funciones unidireccionales que cambian un mensaje 
arbitrario de bytes en un resumen de longitud fija, o huella digital, normalmente no 
mayor que una docena de bytes de longitud. Los buenos algoritmos de Hash deben ser 
resistentes a colisiones, haciéndolos computacionalmente infranqueables para derivar el 
mensaje original desde el mensaje. Incluso un cambio menor en una entrada debería 
cambiar de manera drástica la huella digital resultante.  MD5 [MD5] y SHA1 son dos 
funciones de hash que se usan comúnmente.  
Las aplicaciones usan de manera común las funciones de hash para transformar las 
contraseñas proporcionadas por los usuarios en claves simétricas. Un elevado número 
de estándares definen técnicas para convertir contraseñas, pero PKCS#5 especifica una 
técnica simple: convertir la contraseña en un byte array y utilizarla como al entrada al 
algoritmo de hash. El resumen resultante sirve como clave.  
La ejecución de la contraseña a través de la función de hash tiene diversos 
propósitos. Primero, la función de hash transforma contraseñas de longitud variable en 
hashes de longitud uniforme. Además, los strings de caracteres siguen ciertos patrones y 
las claves simétricas deberían ser tan cercanas a bytes aleatorios como fuera posible. El 
utilizar la función Hash en las contraseñas elimina los patrones haciendo el 
criptoanálisis más difícil. 
Usar una clave basada en contraseña significa que la clave es tan solo tan segura 
como la contraseña. Si el número de contraseñas parecidas es menor que el número total 






Hay que puntualizar no usar un cifrador con un espacio para claves grande a no ser 
que el usuario escoja contraseñas grandes o frases de paso. DES tiene un espacio de 
claves de 64 bits, de los cuales solo 56 se usan actualmente. Eso es equivalente a 
seleccionar aleatoriamente nueve caracteres entre números y la parte alta de las letras. 
Los usuarios no suelen elegir contraseñas más largas que las de los programas J2ME, ya 
que las entradas de texto siempre son incómodas de introducir.  
El ataque contra diccionario es una manera común de atacar sistemas basados en 
contraseñas. En éste, un atacante computa una lista de claves de un diccionario de 
contraseñas parecidas. Una vez el atacante obtiene los datos encriptados, utiliza su clave 
potencial para desencriptar el texto cifrado hasta que una de ellas produce algún texto 
plano con cierto significado.  
Una técnica llamada SAL ayuda a proteger los ataques contra diccionario. SAL es 
un conjunto de bytes aleatorios que se guardan sin encriptar con un texto cifrado y se 
añaden a la contraseña previamente a ser “hasheado”. Esto previene a un atacante poder 
precomputar una lista de claves ya que el diccionario de contraseñas genera un conjunto 
diferente de claves para cada valor de SAL. SAL no derrota completamente los ataques 
contra diccionario, pero computacionalmente lo dificulta de manera intensiva.  
 
5.4 APIs específicas para dispositivos móviles 
 
Deployar una aplicación J2ME requiere una máquina virtual, configurarla, y un 
perfil. La KVM de Sun es la máquina virtual más compacta que complementa los 
requisitos de J2ME. La configuración define un conjunto de APIs para su utilización en 
ciertas clases de dispositivos. Los perfiles extienden la configuración y añaden 
funcionalidad aplicable a un cierto dominio. El Mobile Information Device Profile 
(MIDP) es el único perfil que ha sido finalizado. Contiene funcionalidades orientadas a 
teléfonos móviles y bidireccionales.  
La construcción de una aplicación para dispositivos J2ME toma unos pasos más 
que construirla para J2SE. El entorno J2ME runtime trabaja con los mismos 
compiladores Java que los usados para J2SE. De todos modos, dos pasos adicionales 
son necesarios: preverificación de los archivos de clases y construcción de los archivos 
preverificados en una aplicación Palm. La preverificación comprueba cada archivo de 
clases, y almacena la información de verificación en él. Esto minimiza la cantidad de 
verificaciones que necesita hacer la KVM, mejorando el tiempo de ejecución.  
La configuración de un IDE o una herramienta de construcción para el manejo del 
proceso ahorrarán tiempo, como la instalación de un emulador para las pruebas en el 
entorno de desarrollo. Sun proporciona instrucciones detalladas para instalación y uso 
de las librerías y utilidades para J2ME.  
Los vendedores de dispositivos MIDP (por ejemplo Motorola iDEN phones) 
también proporcionan extensiones de APIs criptográficas específicas para el dispositivo. 
Estos paquetes utilizan las librerías nativas criptográficas del dispositivo y 
características especiales del hardware. De este modo, estos presentan buenas 





Pero las aplicaciones que usan las APIs específicas proporcionadas por los 
proveedores no se pueden usar en otros dispositivos. Eso causa que la plataforma J2ME 
se fragmente y derrote una de las grandes ventajas de Java.  
Una manera de evitar la fragmentación es desarrollar especificaciones de la API 
criptográfica para el estándar J2ME y permitir a los proveedores de dispositivos realizar 
sus propias implementaciones. Sin embargo, no se ha desarrollado aun ninguna API 
JSR (Java Specification Request) ligera compatible con MIDP, pero se está 
desarrollando en la Java Community Process.  
La gran mayoría de operaciones criptográficas se basan en simples ecuaciones que 
usan números largos, números más largos que un entero o un long. En las APIs de J2SE 
estos números son instancias de la clase java.math.BigInteger. Los BigIntegers se 
presentan comúnmente por arrays de bytes. Aunque un BigInteger no es una parte de un 
CLDC [CLDC] o de un MIDP, una implementación pura de Java está disponible con las 
APIs de Bouncy Castle Cryptography [BCC]. 
 
5.4.1 Herramientas ligeras para criptografía en móviles 
 
Para aprovecharse de las tecnologías avanzadas de seguridad, los desarrolladores de 
móviles deben tener acceso informático a los algoritmos criptográficos.  
Estas herramientas complementan crucialmente a la plataforma CLDC (Connected 
Limited Device Configuration)/MIDP ya que la plataforma estándar CLDC/MIDP no 
proporciona ninguna API de criptografía. Las últimas plataformas J2ME, como los 
perfiles basados en CDC [CDC] (o Personal Java) opcionalmente pueden soportar el 
paquete java.security con JCA (Java Cryptography Architecture), pero no el paquete 
javax.crypto. Como resultado, las APIs de seguridad como los cifradores para 
encriptación/desencriptación no se encuentran en ninguno de estos perfiles estándar. Por 
eso para los dispositivos J2ME, la necesidad de las herramientas ligeras tiene también 
de demostración esencial.  
Una herramienta portable para su comercialización debería cumplir ciertos 
requerimientos generales: 
 Rapidez: los dispositivos móviles son dispositivos personales que deben tener 
alta capacidad de respuesta. Por otro lado, tienen CPUs lentas, y Java no se 
conoce por un alto rendimiento bruto. El manejo de tareas criptográficas 
intensas para CPU, especialmente algoritmos de clave pública, a una velocidad 
aceptable en dispositivos de J2ME es un gran reto.  
 Huellas pequeñas: la mayoría de paquetes modernos de criptografía consumen 
bastantes MBs de espacio de almacenamiento. Debido a que un dispositivo 
telefónico MIDP suelen tener solo 100 KBs de espacio de almacenamiento, se 






 Soporte exhaustivo de algoritmos: la meta de un paquete criptográfico es 
soportar esquemas de seguridad flexibles. Esa flexibilidad proviene de la 
habilidad en escoger el rango de algoritmos. Los algoritmos criptográficos 
importantes incluyen las siguiente características: 
o Encriptación de clave simétrica  
o Encriptación de clave pública  
o Firmas digitales  
o Encriptaciones basadas en contraseñas  
 APIs sensibles: para soportar un amplio rango de algoritmos a través de un 
interfaz consistente, las APIs del paquete criptográfico normalmente ofrecen 
múltiples capas de abstracciones y estructuras no heredadas complejas. Se deben 
adaptar las APIs ya que una API compleja será un obstáculo para su adopción.  
 Serialización e identificación de clave simple: en un paquete criptográfico de 
propósito general, las claves para los distintos algoritmos deben ser identificadas 
y enlazadas propiamente en ambos lados de la comunicación. El proceso de 
generación del par de claves públicas es por norma general demasiado lento en 
los dispositivos. De esta manera, se deberán pregenerar claves en un servidor 
aparte y transportar las claves a los dispositivos. La API debería proporcionar 
los medios para facilitar y asegurar este proceso.  
 Buena reputación: un proveedor que proporcione una solución de seguridad 
debe ser de confianza y debe tener una buena traza de memoria. Además, ningún 
algoritmo es seguro si la implementación es concebida de manera pobre.  
 Arreglo temporal de bugs: los agujeros de seguridad y las debilidades en los 
algoritmos se descubren frecuentemente. El proveedor del sistema de seguridad 
debe trazar esta información y proporcionar arreglos o parches apropiados.  
 
Entre las diversas librerías que se podrían haber estudiado para realizar la 
implementación del proyecto, se destacan las siguientes: 
 NTRU jNeo for Java Toolkit [NTRU] 
 Phaos Technology Micro Fundation [Phaos] 
 B3 Security [B3] 
 API ligera Bouncy Castle 
 






5.4.2 NTRU jNeo for Java Toolkit 
 
Los algoritmos NTRU PKI incluyen un algoritmo de encriptación NTRUEncrypt y 
un algoritmo de firma NTRUSign, inventado y desarrollado por cuatro matemáticos de 
la universidad de Brown. Los algoritmos NTRU están publicados y de camino de 
convertirse en estándares de IEEE y IETF. NTRU patentó los algoritmos para proteger 
sus intereses de negocio. Las patentes del algoritmo NTRU se han licenciado por una 
variedad de software para móviles, tarjetas pequeñas, y chips DSP (Digital Signal 
Processor) para vendedores, incluyendo Instrumentos para Sony y Texas. 
Los algoritmos criptográficos se estudian y se mejoran repetidamente antes de ser 
considerados maduros y listos para la adopción pública general. Aunque los algoritmos 
NTRU han sido inspeccionados muchas veces por ambos mundos, académico y 
empresarial, son aun relativamente nuevos. Las debilidades de seguridad se 
identificaron en NTRUEncrypt en Mayo del 2001. Esas debilidades no minimizan los 
fundamentos del algoritmo NTRU que ya ha sido arreglado.  
NTRU proporciona una implementación de sus algoritmos en un paquete Java 
llamado NTRU jNeo (v2.2) para Java. Se debe conseguir un acuerdo con NTRU antes 
de poder evaluar el paquete. Añadiendo información sobre los algoritmos de clave 
pública NTRU, jNeo para Java también incluye una implementación del algoritmo de 
clave simétrica AES Rijndael. El paquete jNeo se puede ejecutar en CLDC, CDC, y 
plataformas J2S. Deja una huella en memoria de 37 KB excluyendo las clases de 
generación de claves, que dejan una huella en memoria de 35 KB. La API jNeo API es 
simple y fácilmente manejable. 
En el uso de jNeo, el par de claves NTRUEncrypt puede ser generado de manera 
rápida a través de frases de paso. La misma frase de paso siempre produce el mismo par 
de claves. Es por esa razón que jNeo no proporciona facilidades para un contenedor de 
claves basadas en contraseñas (passwords). Las claves NTRUSign, de todos modos, son 
lentas de generar y requieren soporte de punto flotante.  
El paquete jNeo proporciona una clase de emulador de punto flotante, la cual puede 
soportar la generación de claves NTRUSign en un dispositivo CLDC. Pero en 
dispositivos de generación de pares de claves NTRUSign se toman un tiempo largo para 
completarse. La generación y distribución de claves NTRUSign desde un computador 
servidor es la mejor opción. Afortunadamente, una clave de firma puede firmar miles de 







5.4.3 Herramienta Phaos Technology Micro Foundation 
 
Phaos Technology es un proveedor de soluciones de seguridad para Java y XML 
entre otras. Ofrece herramientas para asegurar APIs Java sobre XML, APIs ligeras 
criptográficas para J2ME, y una de las primeras implementaciones del protocolo SSL 
para J2ME/CLDC.  
Los paquetes de seguridad Phaos XML no focalizan su trabajo en J2ME aunque si 
realizan ciertos desarrollos. Sin embargo, están en una posición privilegiada para 
proporcionar en un futuro herramientas para servicios seguros vía Web en aplicaciones 
móviles. Las herramientas Phaos están disponibles para probarlas y evaluarlas. Se debe 
enviar un correo electrónico a la compañía para conseguir una versión de prueba con 
una licencia de 30 días, que viene con soporte tecnológico.  
Phaos es una compañía de seguridad que tiene una reputación con un gran 
recorrido. El personal de soporte técnico tiene un alto conocimiento y suele dar una 
rápida respuesta.  
La Phaos MF permite la ejecución en ambas configuraciones, CLDC y CDC. La 
versión CDC permite además su ejecución en J2SE. La ocupación de memoria para la 
herramienta es de 187 KB para la versión CLDC, y 169 KB para la versión CDC. La 
API Phaos es intuitiva y viene complementada con una buena documentación y código 
de ejemplo.  
Phaos MF soporta un set de algoritmos frecuentemente utilizados en criptografía, y 
sostiene una balanza entre rendimiento y funcionalidad. Estos algoritmos incluyen: 
 Cifradores simétricos como AES, DES (Data Encryption Standard), RC2, y 
RC4 
 Cifradores y esquemas de firmas PKI (Public Key Infrastructure) como 
DSA (Digital Signature Algorithm) y RSA 
 Esquemas de encriptación basados en passwords (PBES) como PKCS 
(Public Key Cryptography Standard) #5 y PKCS #12.  
 
Phaos MF también soporta parsers certificados como X.509, codificación ASN.1 y 
mantiene un uso eficiente de memoria.  
 
5.4.4 B3 Security 
 
B3 Security es una iniciación que especializa sus desarrollos en nuevas 
infraestructuras de seguridad ligeras que minimizan el actual gasto asociado con PKI 
(Public Key Infraestructure o Infraestructura de Clave Pública). Sus productos estrella 
son B3 Tamper Detection y Digital Signature (B3Sig) SDK y B3 End-to-End (B3E2E) 
Security SDK, ambos disponibles para J2ME. El B3E2E SDK (aun en versión beta) 
proporciona características equivalentes a SSL en el mundo PKI, pero con un 
compromiso más corto, con un establecimiento de la clave de sesión más rápido, y una 






La B3Sig SDK se puede usar en la plataforma J2ME/CLDC. El esquema de firma 
digital B3 es basa en la tecnología de clave de hash (HMAC o Hashing  por claves para 
Autenticación de Mensajes). De manera única, B3 utiliza algunas propiedades de 
HMAC a diferencia de los algoritmos de clave pública de intensa computación, como el 
factor de enteros largos (large integer factoring), para formar un bloque probado seguro 
B3 de bytes y firma digital. En una configuración de empresa de móviles, este trabaja de 
la siguiente manera:  
 En su modo de operaciones preferidas, el B3Sig SDK usa dos pares de 
secretos compartidos y no compartidos. Análogamente al mundo PKI, un 
secreto compartido actúa como una clave pública con un alcance acotado de 
distribución, y un secreto no compartido actúa como una clave privada. 
 Cada usuario sabe su propia contraseña de la empresa en un sistema de 
manipulación de identidades. El sistema solo almacena un hash de la 
contraseña (por ejemplo MD5, o Message Digest 5). El texto en claro de la 
contraseña no se almacena en ningún sitio.  
 La B3 SDK usa el hash como el primer secreto no compartido. El secreto no 
compartido viene de diferentes hashes (por ejemplo SHA-1, o Secure Hash 
Algorithm-1) de la misma contraseña.  
 
El software B3 en un dispositivo genera una clave raíz privada y el correspondiente 
secreto compartido. Estos forman el segundo par de secretos, lo cual asegura la fuerte 
autenticación. El segundo secreto compartido puede ser utilizado por una tercera 
persona para la verificación. Un protocolo B3 puede usar también un segundo par  para 
resetar de manera eficiente una contraseña olvidada.  
Los secretos no compartidos se usan de manera conjunta con el propio mensaje (o 
transacción) y el ID de usuario para generar una única clave para la firma de cada 
mensaje. Un algoritmo B3 genera entonces una firma digital que contiene tres partes 
interrelacionadas.  
Un algoritmo B3 puede verificar la integridad de un mensaje y del ID del usuario 
utilizando los secretos compartidos. La parte receptora puede solicitar al sistema la 
contraseña para verificar la autentificación del emisor.  
El esquema B3 tiene las siguientes ventajas: 
 Velocidad: el hash criptográfico y los algoritmos HMAC pueden ejecutarse 
1,000 veces más rápidos que los algoritmos de clave pública.  
 Integración sin fisuras con infraestructura de autenticación de empresas 
existentes: varios sistemas basados en el manejo de identificación por 
contraseña ya están ampliamente deployados en empresas (el ejemplo más 
simple es el archivo contraseña). Utilizando los sistemas basados en el 
manejo de identificación por contraseña evita el exceso de overhead del 
manejo de certificados digitales asociados a la firma digital PKI. 
 Autentificación de dos factores fuertes: sólo el usuario que tiene acceso al 
dispositivo específico y sabe su contraseña de aplicación puede generar los 
correctos secretos compartidos y no compartidos para firmar los mensajes. 
Este hecho también ayuda a prevenir las manipulaciones de contraseñas y 





 Detección de Manipulaciones: la B3Sig SDK tiene un diseño conservativo: 
asume que ningún algoritmo es seguro permanentemente, incluyéndose él 
mismo. En caso de un ataque criptográfico acertado en firmas B3 y 
algoritmos de verificación, el emisor puede aun probar que él no envió el 
mensaje. Parte de la firma B3 está enlazada con los secretos no compartidos 
a través de algoritmos bien establecidos de camino bidireccional B3 
(HMACs).  
 
Las soluciones B3 no dictan un reemplazamiento completo de la actual 
infraestructura PKI. Todo lo contrario, las soluciones B3 pueden coexistir e interoperar 
con el sistema actual. Por ejemplo se puede usar HTTPS tanto como B3E2E SDK para 
pasar secretos compartidos durante el arranque y configuración. La aplicación puede 
añadir firmas PKI delegadas encima de las firmas B3 se desea o es requerido. Para usar 
firmas B3 sin un sistema que maneje identidad de contraseña, se necesita también 
inicializar un almacenador de secretos compartidos B3.  
 
5.4.5 API ligera Bouncy Castle 
 
Bouncy Castle (BC) empezó como una comunidad iniciada para implementar de 
manera gratuita y limpia un proveedor JCE [JCE] (Java Cryptography Extension) de 
código “open source” (software libre). Los desarrolladores BC desarrollaron su propia 
API ligera (API ligera criptográfica BC) para ser usada en las clases del proveedor BC 
JCE. La API ligera BC también puede usada sola, con un mínimo de dependencia en 
otras clases J2SE ó J2ME.  
EL paquete descargable Bouncy Castle J2ME contiene la implementación de la API 
ligera BC además de 2 clases core Java no soportadas por J2ME/CLDC: 
java.math.BigInteger y java.security.SercureRandom. 
La fuerza de BC proviene de su modelo de desarrollos open source: 
 Cuando se encuentran agujeros de seguridad o bugs, estos son arreglados de 
manera rápida.  
 El diseño flexible de la API BC y el modelo de comunidad de desarrollo 
permite a cualquiera contribuir  nuevas implementaciones de algoritmos. BC 
soporta un rango amplio de conocidos algoritmos criptográficos.  
 La comunidad BC constantemente actualiza y mejora las implementaciones 
existentes.  
 Debido a que BC implementa un proveedor JCE de software libre, se puede 
observar el código fuente de BC JCE para entender cómo usar la API ligera 
para distintas utilidades. Esto permite una poderosa herramienta para enseñar 
a programadores y desarrolladores avanzados.  







Sin embargo, el modelo de desarrollo ad hoc también  conlleva ciertos problemas: 
 Muchas implementaciones de algoritmos BC se extraen de libros de texto. 
Existen demasiadas implementaciones de algoritmos demasiado simples y 
pocos desarrolladores voluntarios a optimizarlo todo. En algunas 
adaptaciones la falta de optimización resulta relativamente pobre, 
especialmente para algunos algoritmos de clave pública.  
 El diseño de la API BC es tan flexible como complejo, y los principiantes lo 
encuentran difícil para aprender. Faltan algunas explicaciones amigables por 
parte de los desarrolladores sobre la API.  
 La comunidad realiza un soporte vía e-mail, pero no hay garantía alguna que 
haya alguna respuesta a las preguntas, y aun menos en un periodo de tiempo 
corto. 
 
Para soportar tantos algoritmos, BC requiere una gran necesidad de memoria. La 
API ligera consiste en un archivo jar que necesita alrededor de 1 MB. Sin embargo, la 
mayoría de aplicaciones para móviles utilizan únicamente un pequeño paquete de 
algoritmos BC. La licencia gratuita de BC permite empaquetar y redistribuir únicamente 
las clases necesarias por la aplicación en concreto. Algunas herramientas J2ME de post-
procesado e IDEs (por ejemplo IBM WebSphere Device Developer o NetBeans) pueden 
encontrar fácilmente y de manera automática las dependencias y eliminar los archivos 
no utilizados del archivo jar generado. Estas herramientas son manejables cuando se 
desarrolla con BC.  
Bouncy Castle soporta algoritmos de firma digital tales como DSA, RSA, y ECC 
[ECC] (Elliptic Curve Cryptography).  
La librería ligera contiene algunas clases compatibles con el namespace java/* para 
hacer el desarrollo más fácil y ayudar a la compatibilidad entre el código 
cliente/servidor (de otro modo el MIDlet sería org/bc/math/BigInteger y el Servlet sería 
java/math/BigInteger) para mantener el código base BC tan pequeño como sea posible. 
Este cambio fue introducido años atrás, y anunciado en la web oficial del grupo BC. 
Desde entonces, muchos usuarios han estado creando MIDlets usando las clases 
compactadas en la librería que se haya en la propia página web del grupo BC. 
Hay un paso fundamental requerido cuando se genera un MIDlet con BC para la 
minimización de recursos de memoria, y para posibilitar el uso de las librerías. El paso 
consisten en la ofuscación de las clases. Si se hace de manera correcta todo funciona 
bien. En caso contrario, el simulador o dispositivo se quejará. Correctamente en este 
entorno significa que los nombres de los paquetes deben ser ofuscados también. Las 
opciones para realizar esta ofuscación dependen del ofuscador que se utilice. 
BC proporciona implementaciones limpias para dos clases de lenguaje core Java 
que no son soportadas por J2ME/CLDC. De todos modos, el modelo de seguridad de 
código J2ME dicta que una aplicación no debería recargar clases en los namespaces 
(espacio de nombres reservado) del lenguaje core de Java. Así que, si se deploya una 
aplicación BC directamente en un dispositivo debería dar como resultado una excepción 






El proceso de ofuscación reemplaza los paquetes, las clases, las variables, y los 
nombres de los métodos para hacerlos más cortos y menos entendibles para el hombre. 
Los nombres de los paquetes ofuscados no coincidirán con los nombres de los  paquetes 
core de Java. 
Un buen ofuscador encontrará los métodos, instancias a variables, e incluso clases 
enteras que no se usan en la aplicación y las eliminará. Esto es importante con las 
terceras librerías, donde únicamente se usa una fracción las funcionalidades disponibles. 
Bouncy Castle incluye todo tipo de herramientas y funciones que no se usan en 
PasswordMIDlet ni en StealthMIDlet. 
Hay otra razón para el uso del ofuscador en el uso de Bouncy Castle y otras APIs 
de terceras entidades. Bouncy Castle incluye implementaciones de clases en el núcleo 
del namespace java.* namespace, como java.math.BigInteger. Como se ha inroducido 
anteriormente, las implementaciones MIDP fallarán a la hora de cargar clases desde 
estos namespace en una aplicación. Un ofuscador puede ser usado para renombrar estas 
clases fuera del namespace prohibido. 
Los resultados pueden parecer impresionantes. Sin el ofuscador, el MIDlet JAR que 
contiene ambos PasswordMIDlet y StealthMIDlet es de 493KB. Más allá de esto, no 
funcionará porque contiene clases en el namespace java.*. Una vez ofuscado, el MIDlet 
JAR es de 38KB y las clases ofensivas java.* se han renombrado. 
 
5.4.6 Porque se usa BC para el desarrollo del proyecto  
 
Se realiza una comparativa de las diversas opciones presentadas como posibles 
librerías a usar en el desarrollo del proyecto. De cada una se intenta destacar y/o resaltar 
la virtud o defecto que la caracteriza para hacer de una manera más fácil el descarte o la 
final elección de la misma. 
El problema de BouncyCastle es que tiene demasiados métodos para implementar y 
demasiadas clases que no son necesarias o se podrían optimizar, y no hay un equipo que 
realice este mantenimiento. En cambio, se puede destacar que permite fácilmente la 
realización de aplicaciones basadas en la librería, y mediante la ofuscación de las 
librerías no necesarias el tamaño de la librería final es casi despreciable. Además, está 
basado en tecnología opensource lo que conlleva que se pueda entender mejor los 
métodos implementados y se puede acceder a información a modo de ayuda sobre la 
librería de manera rápida y eficiente. 
JNeo, según se ha podido investigar entre comentarios de foros y demás 
especialistas, es entre 5 y 30 veces más rápido que el resto de librerías con la misma 
fuerza criptográfica. En contrapartida para usar este encriptador es que se necesita 
contactar con la empresa que lo comercializa para que estos permitan usarlo como 
prueba. No es un software libre ni gratuito. 
Phaos ha incorporado los paquetes compatibles con J2ME desde hace poco tiempo, 
así que no garantiza una gran fiabilidad a la hora de utilizarlo para desarrollar el 
proyecto. De todos modos, lo único que se ofrece contactando con la empresa es una 







B3 Security es una empresa que utiliza un sistema muy bueno, con algoritmos que 
pueden ir hasta 1000 veces más rápido que el resto con claves públicas, pero es una 
empresa que lleva muy poco tiempo y está más enfocada en servicios financieros para 
industria.  
Presentadas las características y estudiadas las diversas opciones, la decisión es 
utilizar en la implementación Bouncy Castle, que es la que aporta el software libre para 
poder realizar las modificaciones necesarias, y no es demasiado complicado poder 
realizar abstracciones de las clases necesarias para realizar funciones diferentes. 
 De todos los posibles métodos y/o algoritmos que presenta y permite utilizar 
Bouncy Castle, se implementan los siguientes: 
 Simétricos: DES, 3DES y AES 
 Asimétricos: RSA, DSA y ECDSA 
 Hash: MD5 y SHA 
 




Data Encryption Standard (DES) es un algoritmo de cifrado, es decir, un método 
para cifrar información, escogido como FIPS en los Estados Unidos en 1976, y cuyo 
uso se ha propagado ampliamente por todo el mundo. El algoritmo fue controvertido al 
principio, con algunos elementos de diseño clasificados, una longitud de clave 
relativamente corta, y las continuas sospechas sobre la existencia de alguna puerta 
trasera según la National Security Agency [NSA]. Posteriormente DES fue sometido a 
un intenso análisis académico y motivó el concepto moderno del cifrado por bloques y 
su criptoanálisis. 
Hoy en día, DES se considera inseguro para muchas aplicaciones. Esto se debe 
principalmente a que el tamaño de clave de 56 bits es corto. Las claves de DES se han 
roto en menos de 24 horas. Existen también resultados analíticos que demuestran 
debilidades teóricas en su cifrado, aunque son inviables en la práctica. Se cree que el 
algoritmo es seguro en la práctica en su variante de Triple DES, aunque ya se hayan 
dado ataques teóricos. 
Desde hace algunos años, el algoritmo ha sido sustituido por el nuevo AES 
(Advanced Encryption Standard). 
Los orígenes de DES se remontan a principios de los 70 e introducidos por IBM. El 
17 de marzo de 1975, la propuesta de DES fue publicada en el Registro Federal. Hubo 
algunas críticas desde ciertos sectores, incluyendo a los pioneros de la criptografía 
simétrica Martin Hellman y Whitfield Diffie, mencionando la corta longitud de la clave 
y las misteriosas S-cajas como una evidencia de la inadecuada interferencia de la NSA. 
La sospecha era que el algoritmo había sido debilitado de manera secreta por la agencia 






Algunas de las sospechas sobre puntos débiles ocultos en las S-cajas fueron 
descartadas en 1990, con el descubrimiento independiente y la publicación libre por Eli 
Biham y Adi Shamir del criptoanálisis diferencial, un método general para romper 
cifrados de bloque. Las S-cajas de DES eran mucho más resistentes al ataque que si 
hubiesen sido escogidas al azar, lo que sugería que IBM conocía la técnica allá en los 
70.  
A pesar de la polémica, DES fue aprobado como estándar federal en noviembre de 
1976, y publicado el 15 de enero de 1977 como FIPS PUB 46, autorizado para el uso no 
clasificado de datos. Fue posteriormente confirmado como estándar en 1983, 1988 
(revisado como FIPS-46-1), 1993 (FIPS-46-2), y de nuevo en 1998 (FIPS-46-3), éste 
último definiendo "TripleDES”. El 26 de mayo de 2002, DES fue finalmente 
reemplazado por AES (Advanced Encryption Standard), tras una competición. Hasta 
hoy día, DES continúa siendo ampliamente utilizado. 
La introducción de DES es considerada como un desencadenador del estudio 
académico de la criptografía, en particular de los métodos para romper cifrados de 
bloque.  
Muchos de los anteriores usuarios de DES ahora utilizan Triple DES (3DES) que 
fue descrito y analizado en una de las patentes de DES. Consiste en la aplicación del 
algoritmo DES tres veces consecutivas con diferentes claves en cada una. 3DES ha sido 
ampliamente reconocido como seguro, aunque es bastante lento. Una alternativa más 
económica en términos computacionales es DES-X, que incrementa el tamaño de clave 
haciendo un XOR lógico sobre los elementos extra de la clave antes y después de 
aplicar DES. 
DES es el algoritmo prototipo del cifrado por bloques - un algoritmo que toma un 
texto en claro de una longitud fija de bits y lo transforma mediante una serie de 
complicadas operaciones en otro texto cifrado de la misma longitud. En el caso de DES 
el tamaño del bloque es de 64 bits. DES utiliza también una clave criptográfica para 
modificar la transformación, de modo que el descifrado sólo puede ser realizado por 
aquellos que conozcan la clave concreta utilizada en el cifrado. La clave mide 64 bits, 
aunque en realidad, sólo 56 de ellos son empleados por el algoritmo. Los ocho bits 
restantes se utilizan únicamente para comprobar la paridad, y después son descartados. 
Por lo tanto, la longitud de clave efectiva en DES es de 56 bits, y así es como se suele 
especificar. 
Al igual que otros cifrados de bloque, DES debe ser utilizado en el modo de 
operación de cifrado de bloque si se aplica a un mensaje mayor de 64 bits.  
La estructura básica del algoritmo se presenta a continuación: hay 16 fases 
idénticas de proceso, denominadas rondas. También hay una permutación inicial y final 
denominada PI y PF, que son funciones inversas entre sí (PI "deshace" la acción de PF, 
y viceversa). PI y PF no son criptográficamente significativas, pero se incluyeron 
presuntamente para facilitar la carga y descarga de bloques sobre el hardware de 
mediados de los 70. Antes de las rondas, el bloque es dividido en dos mitades de 32 bits 
y procesadas alternativamente. Este entrecruzamiento se conoce como esquema Feistel. 
La estructura de Feistel asegura que el cifrado y el descifrado sean procesos muy 
similares - la única diferencia es que las subclaves se aplican en orden inverso cuando 
se descifra. El resto del algoritmo es idéntico. Esto simplifica enormemente la 
implementación, en especial sobre hardware, al no haber necesidad de algoritmos 





Se realiza la operación OR exclusivo (XOR). La función-F mezcla la mitad del 
bloque con parte de la clave. La salida de la función-F se combina entonces con la otra 
mitad del bloque, y los bloques son intercambiados antes de la siguiente ronda. Tras la 
última ronda, las mitades no se intercambian. Ésta es una característica de la estructura 
de Feistel que hace que el cifrado y el descifrado sean procesos parecidos. 
La función-F, opera sobre medio bloque (32 bits) cada vez y consta de cuatro 
pasos: 
 Expansión - la mitad del bloque de 32 bits se expande a 48 bits mediante la 
permutación de expansión, denominada E en el diagrama, duplicando 
algunos de los bits. 
 Mezcla - el resultado se combina con una subclave utilizando una operación 
XOR. Dieciséis subclaves - una para cada ronda - se derivan de la clave 
inicial mediante la generación de subclaves descrita más abajo. 
 Sustitución - tras mezclarlo con la subclave, el bloque es dividido en ocho 
trozos de 6 bits antes de ser procesados por las cajas-S, o cajas de 
sustitución. Cada una de las ocho cajas-S reemplaza sus seis bits de entrada 
con cuatro bits de salida, de acuerdo con una trasformación no lineal, 
especificada por una tabla de búsqueda Las cajas-S constituyen el núcleo de 
la seguridad de DES - sin ellas, el cifrado sería lineal, y fácil de romper. 
 Permutación - finalmente, las 32 salidas de las cajas-S se reordenan de 
acuerdo a una permutación fija: la caja-P. 
 
Alternando la sustitución de las cajas-S [SBOX], y la permutación de bits de la 
caja-P y la expansión-E proporcionan las llamadas "confusión y difusión" 
respectivamente, un concepto identificado por Claude Shannon en los 40 como una 
condición necesaria para un cifrado seguro y práctico. 
Las cajas-S o S-Box (substitution box) son unos componentes básicos de los 
algoritmos de cifrado de clave simétrica. En los cifradores por bloques son usadas a 
menudo para oscurecer la relación existente entre texto plano y texto cifrado (la 
propiedad confusión de Shannon). En muchos casos las S-Boxes son elegidas 
cuidadosamente para ser resistentes al criptoanálisis 
En general, una S-Box toma un número m de bits de entrada y los transforma en n 
bits de salida. Esto es una S-box m×n, implementada como una Lookup table. Las tablas 
prefijadas se usan en algunos algoritmos, como en DES, mientras que otros cifradores 






En la siguiente ilustración se presenta una S-Box de 6×4 bits de DES(S5): 
S5 
4 bit de entrada internos 
0000 0001 0010 0011 0100 0101 0110 0111 1000 1001 1010 1011 1100 1101 1110 1111
Bits 
externos 
00 0010 1100 0100 0001 0111 1100 1011 0110 1000 0101 0011 1111 1101 0000 1110 1001
01 1110 1011 0010 1100 0100 0111 1101 0001 0101 0000 1111 1100 0011 1001 1000 0110
10 0100 0010 0001 1011 1100 1101 0111 1000 1111 1001 1100 0101 0110 0011 0000 1110
11 1011 1000 1100 0111 0001 1110 0010 1101 0110 1111 0000 1001 1100 0100 0101 0011
Tabla 2.  S-Boxes o Cajas-S 
 
Dada una entrada de 6 bits, la salida de 4 bits se encuentra al seleccionar la fila de 
los dos bits externos y la columna de los cuatro internos. Por ejemplo, una entrada 
"011011" tiene como bits externos "01", y "1101" como bits internos. La 
correspondiente salida sería "1001". 
Las S-Boxes de DES fueron objeto de intensivo estudio durante años con la 
intención de localizar una puerta trasera – una vulnerabilidad conocida sólo por sus 
desarrolladores– implantada en el cifrador. 
Para la generación de claves para el cifrado el algoritmo que se encarga de 
proporcionar las subclaves sigue los siguientes pasos: 
 Primero, se seleccionan 56 bits de la clave de los 64 iniciales mediante la 
Elección Permutada 1 (PC-1) - los ocho bits restantes pueden descartarse o 
utilizarse como bits de comprobación de paridad.  
 Los 56 bits se dividen entonces en dos mitades de 28 bits.  
 A continuación cada mitad se trata independientemente. En rondas 
sucesivas, ambas mitades se desplazan hacia la izquierda uno o dos bits 
(dependiendo de cada ronda), y entonces se seleccionan 48 bits de subclave 
mediante la Elección Permutada 2 (PC-2) - 24 bits de la mitad izquierda y 
24 de la derecha.  
 
Los desplazamientos implican que se utiliza un conjunto diferente de bits en cada 
subclave: cada bit se usa aproximadamente en 14 de las 16 subclaves. La generación de 
claves para descifrado es similar pero debe generar las claves en orden inverso. 
Existen tres ataques conocidos que pueden romper las dieciséis rondas completas 
de DES con menos complejidad que un ataque por fuerza bruta: el criptoanálisis 
diferencial (CD), el criptoanálisis lineal (CL) y el ataque de Davies. De todas maneras, 
estos ataques son sólo teóricos y no es posible llevarlos a la práctica. Debido a este 






El criptoanálisis diferencial fue descubierto a finales de los 80 por Eli Biham y Adi 
Shamir, aunque era conocido anteriormente tanto por la NSA como por IBM y 
mantenido en secreto. Para romper las 16 rondas completas, el criptoanálisis diferencial 
requiere 247 textos planos escogidos. DES fue diseñado para ser resistente al CD. 
El criptoanálisis lineal fue descubierto por Mitsuru Matsui, y necesita 243 textos 
planos conocidos (Matsui, 1993). El método fue implementado (Matsui, 1994), y fue el 
primer criptoanálisis experimental de DES que se dio a conocer. No hay evidencias de 
que DES fuese adaptado para ser resistente a este tipo de ataque.  
Mientras que el análisis lineal y diferencial son técnicas generales y pueden 
aplicarse a multitud de esquemas diferentes, el ataque de Davies es una técnica 
especializada para DES. Propuesto por vez primera por Davies en los 80, fue mejorado 
por Biham y Biryukov (1997). La forma más potente del ataque requiere 250 textos 
planos conocidos, tiene una complejidad computacional de 250, y tiene un 51% de 
probabilidad de éxito. 
 
5.5.2 3 DES 
 
En criptografía el Triple DES se llama al algoritmo que hace triple cifrado del DES. 
También es conocido como TDES o 3DES y fue desarrollado por IBM en 1978. 
No llega a ser un cifrado múltiple, porque no son independientes todas las 
subclases. Este hecho se basa en que DES tiene la característica matemática de no ser 
un grupo, lo que implica que si se cifra el mismo bloque dos veces con dos claves 
diferentes se aumenta el tamaño efectivo de la clave. 
La variante más simple del Triple DES funciona de la siguiente manera: 
 
donde M es el mensaje a cifrar y k1, k2 y k3 las respectivas claves DES. 
Cuando se descubrió que una clave de 56 bits no era suficiente para evitar un 
ataque de fuerza bruta, TDES fue elegido como forma de agrandar la longitud de la 
clave sin necesidad de cambiar de algoritmo de cifrado. Este método de cifrado dobla la 
longitud efectiva de la clave (112 bits), pero en cambio es preciso triplicar el número de 
operaciones de cifrado, haciendo este método de cifrado muchísimo más seguro que el 
DES. Por tanto, la longitud de la clave usada será de 192 bits, aunque su eficacia solo 
sea de 112 bits. 
El Triple DES está desapareciendo lentamente, siendo reemplazado por el 
algoritmo AES. Sin embargo, la mayoría de las tarjetas de crédito y otros medios de 
pago electrónico tienen como estándar el algoritmo Triple DES (anteriormente usaban 
el DES). Como el diseño DES es un algoritmo lento, el hecho que TDES se base en 
DES tiene la lentitud implícita. AES puede llegar a ser hasta 6 veces más rápido y hasta 








Advanced Encryption Standard [AES], también conocido como Rijndael, es un 
esquema de cifrado por bloques adoptado como un estándar de cifrado por el gobierno 
de los Estados Unidos. Se espera que sea usado en el mundo entero y analizado 
exhaustivamente, como fue el caso de su predecesor, el Data Encryption Standard 
(DES). El AES fue anunciado por el Instituto Nacional de Estándares y Tecnología 
(NIST) como FIPS PUB 197 de los Estados Unidos (FIPS 197) el 26 de noviembre de 
2001 después de un proceso de estandarización que duró 5 años. Se transformó en un 
estándar efectivo el 26 de mayo de 2002. Desde 2006, el AES es uno de los algoritmos 
más populares usados en criptografía simétrica. 
El cifrador fue desarrollado por dos criptólogos belgas, Joan Daemen y Vincent 
Rijmen, ambos estudiantes de la Katholieke Universiteit Leuven, y enviado al proceso 
de selección AES bajo el nombre "Rijndael", una mezcla de los nombres de los 
inventores.  
En 1997, el NIST (National Institute of Standars and Technology) decidió realizar 
un concurso para escoger un nuevo algoritmo de cifrado capaz de proteger información 
sensible durante siglo XXI. Este algoritmo se denominó Advanced Encryption Standard 
(AES). 
En esta convocatoria se indicaban varias condiciones para los algoritmos que se 
presentaran: 
 Ser de dominio público, disponible para todo el mundo. 
 Ser un algoritmo de cifrado simétrico y soportar bloques de, como mínimo, 
128 bits. 
 Las claves de cifrado podrían ser de 128, 192 y 256 bits. 
 Ser implementable tanto en hardware como en software. 
 
Al contrario que su predecesor DES, Rijndael es una red de sustitución-
permutación, no una red de Feistel. AES es rápido tanto en software como en hardware, 
es relativamente fácil de implementar, y requiere poca memoria. Como nuevo estándar 
de cifrado, se está utilizando actualmente a gran escala. 
Estrictamente hablando, AES no es precisamente Rijndael (aunque en la práctica se 
los llama de manera indistinta) ya que Rijndael permite un mayor rango de tamaño de 
bloques y longitud de claves. AES tiene un tamaño de bloque fijo de 128 bits y tamaños 
de llave de 128, 192 ó 256 bits, mientras que Rijndael puede ser especificado por una 
clave que sea múltiplo de 32 bits, con un mínimo de 128 bits y un máximo de 256 bits. 
La clave se expande usando el esquema de claves de Rijndael. La mayoría de los 






AES opera en una matriz de 4×4 bytes llamada state (algunas versiones de Rijndael 
con un tamaño de bloque mayor tienen columnas adicionales en el state). Para el 
cifrado, cada ronda de la aplicación del algoritmo AES (excepto la última) consiste en 
cuatro pasos: 
1. SubBytes - en este paso se realiza una sustitución no lineal donde cada byte es 
reemplazado con otro de acuerdo a una tabla de búsqueda. 
2. ShiftRows - en este paso se realiza una transposición donde cada fila del «state» 
es rotada de manera cíclica un número determinado de veces. 
3. MixColumns - operación de mezclado que opera en las columnas del «state», 
combinando los cuatro bytes en cada columna usando una transformación lineal. 
4. AddRoundKey - cada byte del «state» es combinado con la clave «round». Cada 
clave «round» se deriva de la clave de cifrado usando una iteración de la clave. 
La ronda final reemplaza la fase MixColumns por otra instancia de AddRoundKey. 
En la etapa SubBytes, cada byte en la matriz es actualizado usando la caja-S de 
Rijndael de 8 bits. Esta operación provee la no linealidad en el cifrado. La caja-S 
utilizada proviene de la función inversa alrededor del Campo de Galois GF(28), 
conocido por tener grandes propiedades de no linealidad. Para evitar ataques basados en 
simples propiedades algebraicas, la caja-S se construye por la combinación de la 
función inversa con una transformación afín no reversible. La caja-S también se elige 
para evitar puntos estables, y cualquier punto estable opuesto. 
El paso ShiftRows opera en las filas del state. Rota de manera cíclica los bytes en 
cada fila por un determinado offset. En AES, la primera fila queda en la misma 
posición. Cada byte de la segunda fila es rotado una posición a la izquierda. De manera 
similar, la tercera y cuarta filas son rotadas por los offsets de dos y tres respectivamente. 
De esta manera, cada columna del state resultante del paso ShiftRows está compuesta 
por bytes de cada columna del state inicial (variantes de Rijndael con mayor tamaño de 
bloque tienen offsets distintos). 
En el paso MixColumns, los cuatro bytes de cada columna del state se combinan 
usando una transformación lineal no reversible. La función MixColumns toma cuatro 
bytes como entrada y devuelve cuatro bytes, donde cada byte de entrada influye todas 
las salidas de cuatro bytes. Junto con ShiftRows, MixColumns implica difusión en el 
cifrado. Cada columna se trata como un polinomio GF(28) y luego se multiplica el 
módulo x4 + 1 con un polinomio fijo c(x). El paso MixColumns puede verse como una 
multiplicación matricial en el campo finito de Rijndael. 
En el paso AddRoundKey, la subclave se combina con el state. En cada ronda se 
obtiene una subclave de la clave principal, usando la iteración de la clave. Cada 
subclave es del mismo tamaño del state. La subclave se agrega combinando cada byte 






En sistemas de 32 bits o de mayor tamaño de palabra, es posible acelerar la 
ejecución de este algoritmo mediante la conversión de las etapas de SubBytes, 
ShiftRows y MixColumn en tablas. Se tienen cuatro tablas de 256 entradas, de 32 bits 
cada una, que utilizan un total de 4 kilobytes (4096 bytes) de memoria, un Kb cada 
tabla. De esta manera, una ronda del algoritmo consiste en 16 búsquedas en una tabla 
seguida de 16 operaciones XOR de 32 bits en el paso AddRoundKey. Si el tamaño de 4 
kilobytes de la tabla es demasiado grande para una plataforma determinada, la 
operación de búsqueda en la tabla se puede realizar mediante una sola tabla de 256 
entradas de 32 bits mediante el uso de rotaciones circulares. 
No se ha encontrado ningún ataque exitoso contra AES.  
El método más común de ataque hacia un cifrador por bloques consiste en intentar 
varios ataques sobre versiones del cifrador con un número menor de rondas.  
A diferencia de la mayoría de cifradores de bloques, AES tiene una descripción 
matemática muy ordenada. Esto no ha llevado todavía a ningún ataque, pero algunos 
investigadores están preocupados que futuros ataques quizá encuentren una manera de 




El sistema criptográfico con clave pública RSA es un algoritmo asimétrico cifrador 
de bloques, que utiliza una clave pública, la cual se distribuye (de forma autenticada 
preferentemente), y otra privada, la cual es guardada en secreto por su propietario. 
Una clave es un número de gran tamaño, que una persona puede conceptualizar 
como un mensaje digital, como un archivo binario o como una cadena de bits o bytes. 
Cuando se quiere enviar un mensaje, el emisor busca la clave pública de cifrado del 
receptor, cifra su mensaje con esa clave, y una vez que el mensaje cifrado llega al 
receptor, éste se ocupa de descifrarlo usando su clave privada. 
Los mensajes enviados usando el algoritmo RSA se representan mediante números 
y el funcionamiento se basa en el producto de dos números primos grandes (mayores 
que 10100) elegidos al azar para conformar la clave de descifrado. Emplea expresiones 
exponenciales en aritmética modular. 
La seguridad de este algoritmo radica en que no hay maneras rápidas conocidas de 
factorizar un número grande en sus factores primos utilizando computadoras 
tradicionales. La computación cuántica podría proveer una solución a este problema de 
factorización. 
El algoritmo fue descrito en 1977 por Ron Rivest, Adi Shamir y Len Adleman en el 
MIT. Las letras RSA son las iniciales de sus apellidos. 
Un ejemplo rápido consistiría en un emisor que quiere enviar a un receptor un 






El receptor envía al emisor una caja con una cerradura abierta, de la que solo el 
receptor tiene la llave. El emisor recibe la caja, escribe el mensaje, lo pone en la caja y 
la cierra con su cerradura (en este momento el emisor no puede leer el mensaje). El 
emisor envía la caja al receptor y este la abre con su llave. En este ejemplo, la caja con 
la cerradura es la clave pública del receptor, y la llave de la cerradura es su clave 
privada. 
Si el emisor desea enviar un mensaje M al receptor, este cambia M en un número 
m<n, usando un protocolo reversible conocido como padding scheme: 
 
 
El emisor tiene m, y conoce n y e. Éste entonces calcula el texto cifrado c 
correspondiente a m. Esto puede ser rápido usando el método de exponenciación 
binaria. El emisor transmite c al receptor. 
El algoritmo sigue los siguientes pasos: 
 Cada usuario elige n = p·q 
 Los valores p y q NO se hacen públicos 
 Cada usuario calcula Φ(n) = (p-1)(q-1) 
 Cada usuario elige una clave pública e de forma que 1 < e < Φ(n) y que 
cumpla con la condición: mcd [e, Φ(n)] = 1 
 Cada usuario calcula la clave privada d = inv [e, Φ(n)] 
 Se hace público el grupo n y la clave e 
 Se guarda en secreto la clave d 
 
Cifrado: C = NeR mod nR 
Firma: C = h(M)dE mod nE 
 
RSA debe ser combinado con alguna versión del padding scheme, ya que si no el 
valor de M puede llevar a textos cifrados inseguros. RSA usado sin padding scheme 
podría sufrir muchos problemas. 
El valor m=0 o m=1 siempre produce textos cifrados iguales para 0 o 1 
respectivamente, debido a propiedades de los exponentes. 
Cuando se cifra con exponentes pequeños (e=3) y valores pequeños de m, el 
resultado de m puede ser estrictamente menor que el módulo de n. En este caso, el texto 
cifrado podría ser fácilmente descifrado, tomando la raíz e-ésima del texto cifrado sin 
tener en cuenta el módulo. 
Dado que el cifrado RSA es un algoritmo determinista (no tiene componentes 
aleatorios) un atacante puede lanzar con éxito un ataque de texto elegido contra el 
criptosistema, construyendo un diccionario de textos probables con la llave pública, y 
almacenando el resultado cifrado. Observando los textos cifrados en un canal de 






En la práctica, el primero de los dos problemas podría presentarse cuando se envían 
pequeños mensajes ASCII donde m es la concatenación de uno o más carácter/es ASCII 
codificado/s. Un mensaje consistente en un solo carácter ASCII NUL (cuyo valor es 0) 
se codificaría como m=0, produciendo un texto cifrado de 0 sin importar qué valores de 
e y N se usen. Probablemente, un solo ASCII SOH (cuyo valor es 1) produciría siempre 
un texto cifrado de 1. Para sistemas convencionales al usar valores pequeños de e, como 
3, un solo carácter ASCII mensaje codificado usando este esquema sería inseguro, ya 
que el máximo valor de m sería 255, y 255³ es menor que cualquier módulo razonable. 
De esta manera los textos sin cifrar podrían ser recuperados simplemente tomando la 
raíz cúbica del texto cifrado. Para evitar estos problemas, la implementación práctica 
del RSA se ayuda de algunas estructuras, uso del randomized padding dentro del valor 
de m antes del cifrado. Esta técnica asegura que m no caerá en el rango de textos sin 
cifrar inseguros, y que dado un mensaje, una vez que este rellenado, cifrará uno de los 
números grandes de los posibles textos cifrados. La última característica es la 
incrementación del diccionario, haciendo este intratable a la hora de realizar un ataque. 
Estándares como PKCS han sido cuidadosamente diseñados para la seguridad de 
los de mensajes importantes con el cifrado RSA. Debido a que el pad scheme rellena el 
texto sin cifrar m con algunos números adicionales (bits), el tamaño del mensaje un-
padded M debe ser algo más pequeño. RSA-padding scheme debe ser cuidadosamente 
diseñado para prevenir ataques sofisticados los cuales podrían ser facilitados por la 
predictibilidad de la estructura del mensaje. Las construcciones modernas usan técnicas 
seguras como Optimal Asymetric Encryption Padding (OAEP) para proteger los 
mensajes mientras previenen estos ataques. El PKCS estándar también incorpora 
procesado de esquemas diseñados para proveer adicionalmente la seguridad de 
autentificaciones RSA. Por ejemplo: the Probabilistic Signature Scheme for RSA (RSA-
PSS). 
RSA puede también ser usado para autenticar un mensaje. Si el emisor desea enviar 
un mensaje autentificado al receptor, éste produce un valor hash del mensaje, aumenta 
la potencia de d≡ mod n (como el receptor hace cuando descifra mensajes), y marca con 
una “firma” el mensaje. Cuando el receptor recibe el mensaje autentificado, éste 
aumenta la autentificación para aumentar e≡ mod n (como hace el emisor cuando cifra 
menajes), y compara el resultado hash con el actual valor hash del mensaje. Si el 
resultado es el mismo, se autentifica que el autor del mensaje estaba en posesión de la 
clave secreta del emisor, y que el mensaje no ha sido tratado de forzar entonces (no ha 
sufrido ataques). 
Se observa que la seguridad de un padding-scheme como RSA-PSS es esencial para 
la seguridad del mensaje cifrado, y que la misma clave nunca debería ser usada para 
ambos cifrados ni los propósitos de autentificación. 
La seguridad del criptosistema RSA está basada en dos problemas matemáticos: el 
problema de factorizar números grandes y el problema RSA. El descifrado completo de 
un texto cifrado con RSA es computacionalmente intratable, y no se ha encontrado un 
algoritmo eficiente todavía para ambos problemas. Proveyendo la seguridad contra el 






El problema RSA consiste en tomar raíces eth módulo n: recuperando un valor m 
tal que me=c ≡mod n, donde (e, n) es una clave pública RSA y c es el texto cifrado con 
RSA. Actualmente la aproximación para solventar el problema RSA es el factor del 
módulo n. Con la capacidad para recuperar factores primos, un atacante puede computar 
el exponente secreto d desde una clave pública (e, n), entonces descifra c usando el 
procedimiento estándar. Para conseguir esto, un atacante factoriza n en p y q, y computa 
(p-1)(q-1) con lo que le permite determinar d y e. No se ha encontrado ningún método 
en tiempo polinómico para la factorización de enteros largos.  
La factorización de números grandes por lo general propone métodos teniendo 663 
bits de longitud usando métodos distribuidos avanzados. Las claves RSA son 
normalmente entre 1024-2048 bits de longitud. Algunos expertos creen que las claves 
de 1024 bits podrían comenzar a ser débiles en poco tiempo; con claves de 4096 bits 
podrían ser rotas en un futuro. Por lo tanto, si n es suficientemente grande el algoritmo 
RSA es seguro. Si n tiene 256 bits o menos, puede ser factorizado en pocas horas con un 
computador personal, usando software libre. Si n tiene 512 bits o menos, puede ser 
factorizado por varios cientos de computadoras como en 1999. Es actualmente 
recomendado que n sea como mínimo de 2048 bits de longitud. 
Los números p y q no deberían ser suficientemente cercanos para que la 
factorización de Fermat de n sea exitosa. Además, si cualquier p-1 o q-1 tiene sólo 
factores primos pequeños, n puede ser factorizado rápidamente, con lo que estos valores 
de p o q deben ser descartados. 
No se debería emplear un método de búsqueda de primos, con el cual dar alguna 
información cualquiera sobre los primos al atacante. Se debería utilizar un buen 
generador aleatorio de números primos para plantear previamente los valores 
empleados. Se observa que el requerimiento está en ambos ‘aleatorios’ e 
‘impredecibles’. Un número podría haber sido elegido por un proceso aleatorio, pero si 
éste es predecible de cualquier forma (o parcialmente predecible), el método usado 
resultará de una seguridad baja. 
Es importante que la clave secreta d sea muy grande. Tampoco se aconsejan valores 
de e bajos, al haber sido utilizados previamente. Los exponentes pequeños en RSA están 
actualmente en desuso, por diversas razones incluyendo el unpadded del texto sin cifrar. 
Aunque se ha probado la vulnerabilidad listada sobre 65537, éste es el valor que 
normalmente se usa para definir e. Considerado demasiado grande para evitar ataques 
de exponenciación pequeños, tiene un peso de hamming suficiente para facilitar una 
exponenciación eficiente 
RSA es mucho más lento que DES y que otros criptosistemas simétricos. En la 
práctica, el emisor normalmente cifra mensajes con algoritmos simétricos, cifra la clave 
simétrica con RSA, y transmite a ambos la clave simétrica RSA-cifrada y el mensaje 
simétricamente-cifrado al receptor. 
Esto plantea además problemas adicionales de seguridad, por ejemplo, es de gran 
importancia usar un generador aleatorio fuerte para claves simétricas, porque de otra 
forma un atacante que quiera averiguar el contenido del mensaje,  podría puentear la 






Como todos los cifrados, es importante como se distribuyen las claves públicas del 
RSA. La distribución de la clave debe ser segura contra un atacante que se disponga a 
espiar el canal para realizar un ataque de replay. Suponiendo que un atacante tiene 
alguna forma de dar al emisor arbitrariamente claves y hacerle creer que provienen del 
emisor, si el atacante puede interceptar las transmisiones entre emisor y receptor, este 
podría enviar al emisor su propia clave pública, haciéndole creer que es del receptor. El 
atacante podría entonces interceptar cualquier texto cifrado enviado por el emisor, 
descifrarlo con su propia clave secreta, guardar una copia del mensaje, cifrar el mensaje 
con la clave pública del receptor, y enviar el nuevo texto cifrado al receptor. En 
principio, ni emisor ni receptor han detectado la presencia del atacante.  
Contra la defensa de ataques, algunos se basan en certificados digitales u otros 




DSA (Digital Signature Algorithm, en español Algoritmo de Firma digital) es un 
estándar del Gobierno Federal de los Estados Unidos de América o FIPS para firmas 
digitales. Fue un algoritmo propuesto por el Instituto Nacional de Normas y Tecnología 
de los Estados Unidos para su uso en su Estándar de Firma Digital (DSS), especificado 
en el FIPS 186. DSA se hizo público el 30 de agosto de 1991. Este algoritmo como su 
nombre indica, sirve para firmar y no para cifrar información. Una desventaja de este 
algoritmo es que requiere mucho más tiempo de cómputo que RSA. 
Para la generación de claves se siguen los siguientes pasos: 
 Elegir un número primo p de L bits, donde 512 ≤ L ≤ 1024 y L es divisible 
por 64. 
 Elegir un número primo q de 160 bits, tal que p−1 = qz, donde z es algún 
número natural. 
 Elegir h, donde 1 < h < p − 1 tal que g = hz(mod p) > 1. 
 Elegir x de forma aleatoria, donde 1 < x < q-1. 
 Calcular y = gx(mod p). 







Para realizar una firma digital mediante DSA se han de seguir los siguientes pasos: 
 Elegir un número aleatorio s, donde 1 < s < q. 
 Calcular s1 = (gs mod p)mod q. 
 Calcular s2 = s-1(H(m)+s1*x)mod q, donde H(m) es la función hash SHA-1 
aplicada al mensaje m. 
 La firma es el par (s1, s2). 
 Si s1 o s2 es cero, se vuelve a repetir el procedimiento. 
 
Para realizar la verificación de la firma se siguen los siguientes pasos: 
 Calcular w = (s2)-1(mod q). 
 Calcular u1 = H(m)*w(mod q). 
 Calcular u2 = s1*w(mod q). 
 Calcular v = [gu1*yu2mod p]mod q. 




ECDSA [ECDSA] (Elliptic Curve Digital Signature Algorithm) es una 
modificación del algoritmo DSA que emplea operaciones sobre puntos de curvas 
elípticas en lugar de las exponenciales que usa DSA (problema del logaritmo discreto). 
Fue aceptado en 1999 como un estándar por ANSI (American National Standards 
Institute) como estándar ANSI X9.62, y aceptado en el 2000 como un estándar  IEEE 
(Institute of Electrical and Electronics Engineers) como estándar IEEE1363-2000 y 
como estándar FIPS com o estándar FIPS 186-2.  
La principal ventaja de este esquema es que requiere números de tamaños menores 
para brindar la misma seguridad que DSA o RSA. Existen dos tipos de curvas 
dependiendo del campo finito en el que se definan, que pueden ser GF(P) o GF(2m). 
Existen dos primitivas básicas para puntos en curvas elípticas: 
 Suma de puntos. 







Para la generación de claves se han de seguir los siguientes pasos: 
 Seleccionar una curva elíptica E. 
 Seleccionar un punto P (que pertenezca a E) de orden n. 
 Seleccionar aleatoriamente un número d en el intervalo [1, n - 1]. 
 Calcular Q = dP. 
 d será la clave privada. 
 Q será la clave pública. 
 
Para realizar una firma digital mediante ECDSA se han de seguir los siguientes 
pasos: 
 Seleccionar un número k de forma aleatoria. 
 Calcular kP = (x1,y1). 
 Calcular r = x1 mod n. Si r = 0 se ha de regresar al primer paso. (En este 
paso x1 es tratado como un entero). 
 Calcular (k-1) mod n. 
 Calcular s = k-1(H(m) + dr) mod n. Si s = 0 se ha de regresar al primer paso. 
H(m) es el hash del mensaje a firmar, calculado con el algoritmo SHA-1. 
 La firma del mensaje m son los números r y s. 
 
El proceso de verificación de la firma consiste en los siguientes pasos: 
 Verificar que r y s estén dentro del rango [1,n - 1]. 
 Calcular w = s-1 mod n. 
 Calcular u1 = H(m)w mod n. 
 Calcular u2 = r·w mod n. 
 Calcular u1P + u2Q = (x0,y0) 
 Calcular v = x0 mod n 









En criptografía, MD5 (abreviatura de Message-Digest Algorithm 5, Algoritmo de 
Resumen del Mensaje 5) es un algoritmo de reducción criptográfico de 128 bits 
ampliamente usado. 
MD5 es uno de los algoritmos de reducción criptográficos diseñados por el profesor 
Ronald Rivest del MIT (Massachusetts Institute of Technology, Instituto Tecnológico 
de Massachusetts). Fue desarrollado en 1991 como reemplazo del algoritmo MD4 
después de que Hans Dobbertin descubriese su debilidad. 
A pesar de su amplia difusión actual, la sucesión de problemas de seguridad 
detectados desde que en 1996 Hans Dobbertin anunciase una colisión de hash, plantea 
una serie de dudas acerca de su uso futuro. 
La codificación del MD5 de 128 bits es representada típicamente como un número 
de 32 dígitos hexadecimal. El siguiente código de 28 bytes ASCII se trata con MD5 y se 
presenta su correspondiente hash de salida: 
MD5 ("Esto sí es una prueba de MD5") = e99008846853ff3b725c27315e469fbc 
Un simple cambio en el mensaje presenta un cambio total en la codificación hash, 
como se muestra a continuación donde simplemente se varía el “sí” por un “no”.    
MD5 ("Esto no es una prueba de MD5") = dd21d99a468f3bb52a136ef5beef5034 
Otro ejemplo sería la codificación de un campo vacío: 
MD5 ("") = d41d8cd98f00b204e9800998ecf8427e 
Una "palabra" es una entidad de 32 bits y un byte es una entidad de 8 bits. Una 
secuencia de bits puede ser interpretada de manera natural como una secuencia de bytes, 
donde cada grupo consecutivo de ocho bits se interpreta como un byte con el bit más 
significativo al principio. Similarmente, una secuencia de bytes puede ser interpretada 
como una secuencia de 32 bits (palabra), donde cada grupo consecutivo de cuatro bytes 
se interpreta como una palabra en la que el byte menos significativo está al principio. 
Se supone un mensaje de 'b' bits de entrada, y se pretende encontrar su resumen. Se 
entiende por 'b' como un valor arbitrario entero no negativo, que puede ser cero, y que 
no tiene por qué ser múltiplo de ocho pudiendo ser muy largo. Se plantean los bits del 
mensaje escritos de la siguiente manera: 
m0 m1 ... m{b-1} 
Para calcular el resumen del mensaje se efectúan los siguientes cinco pasos: 
Paso 1: Añadir bits. El mensaje será extendido hasta que su longitud en bits sea 
congruente con 448, módulo 512. Esto es, si se le resta 448 a la longitud del mensaje 
tras este paso, se obtiene un múltiplo de 512. Esta extensión se realiza siempre, incluso 
si la longitud del mensaje es ya congruente con 448, módulo 512. La extensión se 
realiza como sigue: un sólo bit "1" se añade al mensaje, y después bits "0" se añaden 
hasta que la longitud en bits del mensaje extendido se haga congruente con 448, módulo 






Paso 2. Longitud del mensaje. Un entero de 64 bits que represente la longitud 'b' del 
mensaje (longitud antes de añadir los bits) se concatena al resultado del paso anterior. 
En el supuesto no deseado de que 'b' sea mayor que 264, entonces sólo los 64 bits de 
menor peso de 'b' se usarán. En este punto el mensaje resultante (después de rellenar con 
los bits y con 'b') tiene una longitud que es un múltiplo exacto de 512 bits. A su vez, la 
longitud del mensaje es múltiplo de 16 palabras (32 bits por palabra). Con M[0 ... N-1] 
se denotan las palabras del mensaje resultante, donde N es múltiplo de 16. 
Paso 3. Inicializar el búfer MD. Un búfer de cuatro palabras (A, B, C, D) se usa 
para calcular el resumen del mensaje. Cada una de las letras A, B, C, D representa un 
registro de 32 bits. Estos registros se inicializan con los siguientes valores 
hexadecimales, los bits de menor peso primero: 
palabra A: 01 23 45 67 
palabra B: 89 ab cd ef 
palabra C: fe dc ba 98 
palabra D: 76 54 32 10 
 
Paso 4. Procesar el mensaje en bloques de 16 palabras. Primero se definen cuatro 
funciones auxiliares que toman como entrada tres palabras de 32 bits y su salida es una 






Los operadores  son las funciones XOR, AND, OR y NOT 
respectivamente. En cada posición de cada bit, F actúa como un condicional: si X, 
entonces Y; sino Z. La función F se podría definir usando + en lugar de v ya que XY y 
not(x) Z, nunca tendrán unos en la misma posición de bit. Es interesante resaltar que si 
los bits de X, Y y Z son independientes y no sesgados, cada uno de los bits de F(X,Y,Z) 
será independiente y no sesgado.  
Las funciones G, H e I son similares a la función F, ya que actúan "bit a bit en 
paralelo" para producir sus salidas de los bits de X, Y y Z, en la medida que si cada bit 
correspondiente de X, Y y Z son independientes y no sesgados, entonces cada bit de 
G(X,Y,Z), H(X,Y,Z) e I(X,Y,Z) serán independientes y no sesgados. Nótese que la 
función H es la comparación bit a bit "xor" o función "paridad" de sus entradas.  
Este paso usa una tabla de 64 elementos T[1 ... 64] construida con la función Seno. 
Se denota por T[i] el elemento i-ésimo de esta tabla, que será igual a la parte entera del 
valor absoluto del seno de 'i' 4294967296 veces, donde 'i' está en radianes. 
Paso 5. Salida. El resumen del mensaje es la salida producida por A, B, C y D. Esto 
es, se comienza el byte de menor peso de A y se acaba con el byte de mayor peso de D. 
A pesar de haber sido considerado criptográficamente seguro en un principio, 
ciertas investigaciones han revelado vulnerabilidades que hacen cuestionable el uso 





Debido al descubrimiento de métodos sencillos para generar colisiones de hash, 
muchos investigadores recomiendan su sustitución por algoritmos alternativos tales 
como SHA-1 o RIPEMD-160. 
Los resúmenes MD5 se utilizan extensamente en el mundo del software para 
proporcionar la seguridad de que un archivo descargado de internet no se ha alterado. 
Comparando una suma MD5 publicada con la suma de comprobación del archivo 
descargado, un usuario puede tener la confianza suficiente de que el archivo es igual 
que el publicado por los desarrolladores. Esto protege al usuario contra los 'Caballos de 
Troya' o 'Troyanos' y virus que algún otro usuario malicioso pudiera incluir en el 
software. La comprobación de un archivo descargado contra su suma MD5 no detecta 
solamente los archivos alterados de una manera maliciosa, también reconoce una 
descarga corrupta o incompleta. 
En sistemas UNIX y GNU/Linux se utiliza el algoritmo MD5 para cifrar las claves 
de los usuarios. En el disco se guarda el resultado del MD5 de la clave que se introduce 
al dar de alta un usuario, y cuando éste quiere entrar en el sistema se compara la entrada 
con la que hay guardada en el disco duro, si coinciden, es la misma clave y el usuario 
será autenticado. He ahí el problema de encontrar y generar colisiones de hash a 
voluntad. 
El MD5 también se puede usar para comprobar que los correos electrónicos no han 




La familia SHA (Secure Hash Algorithm o Algoritmo de Hash Seguro) es un 
sistema de funciones hash criptográficas relacionadas de la Agencia de Seguridad 
Nacional de los Estados Unidos y publicadas por el National Institute of Standards and 
Technology (NIST). El primer miembro de la familia fue publicado en 1993 y 
oficialmente llamado SHA. Sin embargo, hoy en día también se le conoce por SHA-0 
para evitar confusiones con sus sucesores.  
Dos años más tarde el primer sucesor de SHA fue publicado con el nombre de 
SHA-1. Existen cuatro variantes más que se han publicado desde entonces cuyas 
diferencias se basan en un diseño algo modificado y rangos de salida incrementados: 
SHA-224, SHA-256, SHA-384, y SHA-512 (llamándose SHA-2 a todos ellos). 
SHA-1 ha sido examinado muy de cerca por la comunidad criptográfica pública, y 
no se ha encontrado ningún ataque efectivo. 
SHA-0 y SHA-1 producen una salida resumen de 160 bits para un mensaje que 
puede tener un tamaño máximo de 264 bits, y se basa en principios similares a los 
usados por el profesor Ronald L. Rivest del MIT en el diseño de los algoritmos de 
resumen de mensaje, MD4 y MD5. 
La codificación hash vacía para SHA-1 corresponde a: 






Después de que MD5, entre otros, quedara seriamente comprometido en el 2004 
por parte de un equipo de investigadores chinos, el tiempo de vida de SHA-1 quedó 
seriamente afectado. 
La importancia de la rotura de una función hash se debe interpretar en el siguiente 
sentido: un hash permite crear una huella digital, teóricamente única, de un archivo. 
Una colisión entre hashes supondría la posibilidad de la existencia de dos documentos 
con la misma huella. La inicial similitud propuesta con la equivalencia a que hubiese 
personas que compartiesen las mismas huellas digitales, o peor aún, el mismo ADN no 
es adecuado, pues aunque fuera trivial encontrar dos ficheros con el mismo resumen 
criptográfico ello no implicaría que los ficheros fueran congruentes en el contexto 
adecuado. Siguiendo con la hipótesis de la similitud biométrica de dos personas, sería el 
equivalente a necesitar modificar el número de brazos en una persona para que su 
impresión dactilar fuera igual a la de otra. 
A pesar de que el NIST contempla funciones de SHA de mayor tamaño (por 
ejemplo, el SHA-512, de 512 bits de longitud), expertos abogan por buscar una nueva 
función hash estandarizada que permita sustituir a SHA-1. 
 
5.5.9 Base 64 
 
Base64 [B64] es una manera de codificación de 8 bits utilizando sólo caracteres 
editables ASCII. 
Similar a Base64 es UUENCODE que embede los archivos que BASE64 no puede. 
Se puede ver BASE64 utilizado en codificación de certificados digitales o en 
codificación de strings de usuario-contraseña en autorizaciones.  
Este proceso de convertir datos binarios a caracteres editables se denomina a veces 
blindaje porque protege los datos de sistemas de transporte con los que media, ignora o 
actúa en caracteres de control embebidos en los datos.  
BASE64 es un esquema donde 3 bytes se concatenan y luego se dividen en 4 
grupos de 6 bits cada uno. Y cada 6 bits luego se trasladan a un código editable de 
caracteres ASCII, vía una tabla de transformación. Un string codificado es entonces más 
largo que el original a razón de 1/3. Se utiliza el carácter "=" para señalizar el final de 
un múltiple de 4.  
El armado Base 64 solo utiliza caracteres de A-Z, a-z, 0-9 y +/=. Esto lo hace 
portable para la codificación binaria de datos como strings SQL, que trabajará sin 
importar la codificación. De manera desafortunada + / y = tienen significados especiales 











En el presente apartado se introduce la herramienta que se ha utilizado para el 
desarrollo y la simulación del proyecto. A continuación, se realiza una presentación de 




NetBeans [NetBeans] es una plataforma para el desarrollo de aplicaciones de 
escritorio usando Java y  un entorno de desarrollo integrado (IDE), desarrollado usando 
la Plataforma NetBeans. 
La plataforma NetBeans permite que las aplicaciones sean desarrolladas a partir de 
un conjunto de componentes de software llamados módulos. Un módulo es un archivo 
Java que contiene clases java escritas para interactuar con las APIs de NetBeans y un 
archivo especial (manifest file) que lo identifica como módulo. Las aplicaciones 
construidas a partir de módulos pueden ser extendidas agregándole nuevos módulos. 
Debido a que los módulos pueden ser desarrollados independientemente, las 
aplicaciones basadas en la plataforma NetBeans pueden ser extendidas fácilmente por 
otros desarrolladores de software. 
NetBeans es un proyecto de código abierto de gran éxito con una gran base de 
usuarios, una comunidad en constante crecimiento, y con cerca de 100 socios en todo el 
mundo. Sun MicroSystems fundó el proyecto de código abierto NetBeans en junio 2000 
y continúa siendo el patrocinador principal de los proyectos. 
Durante el desarrollo del NetBeans IDE ocurrió una cosa interesante. La gente 
empezó a construir aplicaciones usando el NetBeans core runtime con sus propios plug-
ins, de hecho, esto se convirtió en un mercado bastante grande. 
La Plataforma NetBeans es una base modular y extensible usada como una 
estructura de integración para crear aplicaciones de escritorio grandes. Empresas 
independientes asociadas, especializadas en desarrollo de software, proporcionan 
extensiones adicionales que se integran fácilmente en la plataforma y que pueden 






La plataforma ofrece servicios comunes a las aplicaciones de escritorio, 
permitiéndole al desarrollador enfocarse en la lógica específica de su aplicación. Entre 
las características de la plataforma están: 
 Administración de las interfaces de usuario (ej. menús y barras de 
herramientas)  
 Administración de las configuraciones del usuario  
 Administración del almacenamiento (guardando y cargando cualquier tipo 
de dato)  
 Administración de ventanas  
 Framework basado en asistentes (diálogos paso a paso)  
 
El IDE NetBeans es una herramienta para programadores pensada para escribir, 
compilar, depurar y ejecutar programas. Está escrito en Java pero puede servir para 
cualquier otro lenguaje de programación. Existe además un número importante de 
módulos para extender el IDE NetBeans. El IDE NetBeans es un producto libre y 
gratuito sin restricciones de uso. 
El NetBeans IDE soporta el desarrollo de todos los tipos de aplicación Java (J2SE, 
web, EJB y aplicaciones móviles). Entre sus características se encuentra un sistema de 
proyectos basado en Ant, control de versiones y refactoring. 
La versión utilizada es NetBeans IDE 6.5, la cual fue lanzada el 19 de Noviembre 
de 2008. NetBeans IDE 6.5 extiende las características existentes del Java EE 
(incluyendo Soporte a Persistencia, EJB 3 y JAX-WS). Adicionalmente, el NetBeans 
Enterprise Pack soporta el desarrollo de Aplicaciones empresariales con Java EE 5, 
incluyendo herramientas de desarrollo visuales de SOA, herramientas de esquemas 
XML, orientación a web servicies (for BPEL), y modelado UML. El NetBeans C/C++ 
Pack soporta proyectos de C/C++, mientras el PHP Pack, soporta PHP 5. También 
incluye un paquete de movilidad para proyectos orientados a tecnología móvil, J2ME, y 
un simulador para realizar las pruebas correspondientes antes de cargar las aplicaciones 
realizadas en el terminal móvil. 
Todas las funciones del IDE son provistas por módulos. Cada módulo provee una 
función bien definida, tales como el soporte de Java, edición, o soporte para el sistema 
de control de versiones. NetBeans contiene todos los módulos necesarios para el 
desarrollo de aplicaciones Java en una sola descarga, permitiéndole al usuario comenzar 
a trabajar inmediatamente. 
Sun Studio, Sun Java Studio Enterprise, y Sun Java Studio Creator de Sun 
Microsystems han sido todos basados en el IDE NetBeans. 
Desde Julio de 2006, NetBeans IDE es licenciado bajo la Common Development 








6.3 Lenguaje de desarrollo: J2ME 
 
De la misma manera que J2ME supone un nuevo campo a desarrollar, este 
introduce términos que se deben entender para asumir la arquitectura del sistema. 
La arquitectura de J2ME se puede dividir en 3 partes: 
 Configuraciones 
 Perfiles 
 Paquetes opcionales 
 
 
Figura 6.  Arquitectura J2ME 
 
El primer término que se debe asumir es el de Configuración. Una configuración 
es un conjunto mínimo de APIs que son útiles para desarrollar aplicaciones para un 
conjunto definido de dispositivos, y que detallan una máquina virtual. La maquina 
virtual puede ser completa, como la describe la especificación, o algún derivado de ella. 
Son muy importantes porque describen las funcionalidades más importantes requeridas 
para unos dispositivos determinados. 
Actualmente J2ME tiene disponibles dos configuraciones: 
 Connected Limited Device Configuration (CLDC): para dispositivos 
pequeños con conexiones de red intermitentes, como teléfonos celulares 
y PDA. 
 Connected Device Configuration (CDC): diseñada para aparatos más 
grandes (en términos de memoria y poder de procesamiento) con 












Las características que presentan estas dos configuraciones son las siguientes: 
 CLDC establece los mínimos de hardware requeridos para J2ME. Estos 
son los siguientes:  
 160kb de memoria disponible para Java (compuesta de 128kb de 
memoria no volátil para la Máquina Virtual Java y las APIs de 
CLDC, y otros 32kb de memoria volátil para el sistema Java runtime) 
 Procesador de 16-bit a 32-bit 
 Bajo consumo energético 
 No debería tener interfaz de usuario  
 Conexión a una red (a menudo de 96000 bps, pero puede ser menor el 
ancho de banda)  
 Los dispositivos aptos son teléfonos móviles, PDAs, ciertos 
electrodomésticos, etc. Y muchos otros siempre y cuando cumplan 
los mínimos marcados por el estándar e incorporen la máquina 
virtual.  
 
 CDC establece los mínimos de hardware requeridos para J2ME. Estos 
son los siguientes:  
 Una memoria igual o superior a los 2 Mb 
 Implementación completa de la JVM (Máquina Virtual Java) también 
llamada CVM o Máquina Virtual Compacta 
 Los dispositivos aptos son electrodomésticos, sistemas de 
navegación, smart phones o terminales de compra 
 
El segundo término a tener en cuenta es el de Perfil. Un perfil trabaja sobre una 
configuración pero agrega APIs específicas para hacer un entorno completo de 
construcción de aplicaciones. Usualmente incluyen APIs para el ciclo de vida de las 
aplicaciones, interfaz de usuario y almacenamiento persistente. 
MIDP (Mobile Information Device Profile) es el perfil con mayor desarrollo en 
la plataforma Java, aunque se está investigando el PDA Profile. MIDP incluye APIs de 
interfaz de usuario, de ciclo de vida de aplicaciones y algunas de almacenamiento 
persistente. 
En tercer lugar hay que tener en cuenta los paquetes opcionales, proveen 
funcionalidades que pueden no estar relacionada con alguna configuración o perfil, por 






De esta manera, la siguiente figura representa los tres niveles presentados: 
 
 




Este estándar describe el conjunto de funcionalidades mínimas de los 
dispositivos inalámbricos, acorde a su potencia y a sus características. CLDC es en 
resumen el conjunto de APIs básicas para construir aplicaciones para dispositivos 
móviles.  
CLDC es un estándar especificado por SUN. Según vaya J2ME aplicándose a 
nuevas familias de dispositivos, SUN especificará nuevos estándares adecuados a cada 
familia.  
Extendiendo un poco el concepto de CLDC, este estándar especifica los 
siguientes aspectos de la programación wireless:  
 El subconjunto del lenguaje java que puede ser usado.  
 El subconjunto de funciones de la Máquina Virtual Java.  
 Las APIs fundamentales para este tipo de desarrollo.  
 
Los requerimientos de hardware de los dispositivos móviles están enfocados a 
CLDC.  
Algunas características de Java han sido deshabilitadas y la razón es sencilla: los 
dispositivos móviles tienen capacidad limitada. Esto limita algunos aspectos de Java y 





La función más importante que cumple CLDC es indicar un conjunto de APIs 
que debe incorporar cualquier dispositivo.  
El CLDC impone ciertas restricciones al lenguaje de programación java. La 
primera limitación es la falta de soporte para los números de punto flotante, de manera 
que no ofrece soporte para este tipo de operaciones matemáticas. La limitación se 
impone porque los dispositivos carecen de hardware para estas operaciones y hacerlo 
vía software sería cargarlos por encima de sus posibilidades.  
La siguiente restricción es la eliminación del método Object.finalize(). Este 
método es llamado para que un objeto sea borrado de memoria y CLDC ni lo requiere, 
ni lo soporta.  
Una restricción a tener en cuenta es la limitada capacidad de CLDC para el 
manejo de excepciones. Esto es debido a que gran parte del manejo de excepciones 
depende exclusivamente de las APIs de cada dispositivo en concreto, pues las 
excepciones dependen de las características de cada aparato. Por ello CLDC maneja un 
número limitado de excepciones y delega el resto del manejo de excepciones en las 
APIs específicas de cada familia de dispositivos.  
Al igual que la versión estándar de Java, J2ME tiene su propio modelo de 
seguridad. Habitualmente en el desarrollo de applets (componentes de una aplicación 
que se ejecutan en el contexto de otro programa, por ejemplo un navegador web) se 
utiliza el modelo sandbox de seguridad. Este modelo establece que un applet sólo pueda 
ejecutar ciertas operaciones que se consideran seguras. Hay otra serie de operaciones 
que están fuera del sandbox y que no pueden ser ejecutadas por el applet. La filosofía de 
este modelo de seguridad es dotar a los desarrolladores de grandes posibilidades para 
hacer aplicaciones potentes, pero por otra parte minimizar los riesgos que supone un 
dispositivo que ejecuta aplicaciones descargadas de la red. A continuación se definen 
las líneas maestras del modelo sandbox de seguridad:  
 Los ficheros de clases Java deben ser verificados como aplicaciones Java 
válidas.  
 Sólo se permite el uso de APIs autorizadas por CLDC.  
 No está permitido cargar clases definidas por el usuario.  
 Sólo pueden acceder características nativas que entren dentro del CLDC.  
 
Por lo general, las restricciones impuestas por CLDC son restricciones de bajo 
nivel y esto es así porque CLDC trabaja a este nivel. Se supone que una capa adicional, 









MIDP lleva CLDC más allá de la pura configuración y añade nuevos 
requerimientos y APIs obligatorias para los dispositivos. Los requerimientos de 
memoria de MIDP son:  
 128kb de memoria no volátil para las librerías MIDP API.  
 32kb de memoria volátil para el sistema Java runtime.  
 8kb de memoria no volátil para datos de aplicación persistente.  
 
Respecto a CLDC, MIDP sólo incrementa los 8kb destinados a datos 
persistentes.  
Los requerimientos de entrada para MIDP exigen la existencia de un teclado o 
una pantalla táctil o ambos. No se exige ratón al ser raro en un teléfono móvil.  
Los requerimientos de salida para MIDP son algo más importantes, porque la 
pantalla es una de las restricciones mayores de los dispositivos móviles. MIDP exige al 
menos una pantalla de 97 x 54 pixels (anchura, altura) con 1-bit de profundidad de color 
(blanco y negro). El ratio de salida debe ser 1:1.  
MIDP tiene también requerimientos de red: el mínimo soporte de red exigido es 
disponer de una conexión inalámbrica de 2 sentidos. Se supone que estos dispositivos 
pueden tener un ancho de bando limitado (9600bps).  
MIDP no establece ninguna obligación respecto a qué sistema operativo debe 
tener el dispositivo. Esto es posible gracias a que Java es multiplataforma. Sin embargo 
sí que se requieren ciertos mínimos:  
 un kernel mínimo que maneje el hardware a bajo nivel.  
 un mecanismo que lea y escriba en memoria persistente o no volátil.  
 un mecanismo de temporización para establecer mediciones temporales y 
dotar de información de tiempo a datos persistentes.  
 acceso de lectura y escritura hacia la conexión inalámbrica.  
 acceso a la entrada por teclado o pantalla.  
 soporte mínimo para mapas de bits.  






6.3.3 Desarrollo en CLDC y MIDP 
 
Las APIs para CLDC tienen el objetivo de proveer un conjunto de bibliotecas 
mínimo y útil para el desarrollo de aplicaciones, y definición de perfiles para una gran 
variedad de aparatos. 
Las APIs CLDC se pueden dividir en dos categorías: 
 Clases derivadas de APIs J2SE: se localizan en los paquetes java.lang, 
java.io y java.util y se derivan de APIs del Java Developement Kit (JDK) 
1.3.  
 Clases específicas para CLDC: se localizan en el paquete 
javax.microedition y sus subpaquetes, y se explican con detalle a 
continuación. 
 
CLDC hereda algunas clases de sistema, entrada y salida (E/S) y utilidades de la 
plataforma J2SE. 
Las clases derivadas de las APIs de J2SE son: 
 
Paquete Clases 
java.lang Boolean, Byte, Character, Class, Integer, Long, Math, Object, Runnable, Runtime, Short, 
String, StringBuffer, System, Thread, Throwable 
java.io ByteArrayInputStream, ByteArrayOutputStream, DataInput, DataOutput, 
DataInputStream, DataOutputStream, InputStream, OutputStream, InputStreamReader, 
OutputStreamWriter, PrintStream, Reader, Writer 
java.util Calendar, Date, Enumeration, Hashtable, Random, Stack, TimeZone, Vector 
Tabla 3.  Clases derivadas J2SE para J2ME 
 
Con las clases de excepción correspondientes de las APIs de J2SE: 
 
Paquete Clases 
java.lang ArithmeticException, ArrayIndexOutOfBoundException, ArrayStoreException, 
ClassCastException, ClassNotFoundException, Error, Exception, 
IllegalAccessException, IllegalArgumentException, IllegalMonitorStateException, 
IllegalThreadStateException, IndexOutOfBoundException, InstantiationException, 
InterruptedException, OutOfMemoryError, NegativeArraySizeException, 
NumberFormatException, NullPointerException, RuntimeException, SecurityException, 
StringIndexOutOfBoundException, VirtualMachineError 
java.io EOFException, IOException, InterruptedException, UnsupportedEncodingException, 
UTFDataFormatException 
java.util EmptyStackException, NoSuchElementException 





En CLDC no hay implementación para la clase java.util.Properties; sin embargo, 
las propiedades mostradas a continuación están disponibles y se pueden obtener 
llamando al método System.getProperty(clave), donde clave puede ser cualquiera de las 
siguientes: 
 
Clave Explicación Valor predeterminado 
microedition.platform La plataforma o dispositivo huésped. null 
microedition.encoding Codificación predeterminada de caracteres. ISO8859_1 
microedition.configurations Configuración y versión J2ME actual. CLDC-1.0 
microedition.profiles Nombre de los perfiles soportados. null 
Tabla 5.  Propiedades obtenibles en J2ME 
 
Las siguientes clases son específicas de CLDC y están contenidas en el paquete 
javax.microedition.io: 
Connection, ConnectionNotFoundException, Connector, ContentConnector, 
Datagram, DatagramConnection, InputConnection, OutputConnection, 
StreamConnection, StreamConnectionNotifier. 
 
Además de las clases específicas de MIDP contenidas en 
javax.microedition.rms, javax.microedition.midlet y javax.microedition.lcdui están 
disponibles las siguientes clases, interfaces y clases de excepción: 
 IllegalStateException: clase en el paquete java.lang. 
 Timer y TimerTask: clases en el paquete java.util.HttpConnection. 








Las configuraciones que se aplican en el proyecto para el correcto 
funcionamiento de la aplicación en el dispositivo móvil son las siguientes: 
 
Figura 8.  Configuración aplicada en el proyecto 
Se activan todas las posibles librerías del paquete por defecto con la siguiente 
configuración: 
 





6.3.4 Características básicas para la programación de aplicaciones MIDP 
 
En primer lugar se explican los pasos a seguir en el proceso de desarrollo para 
facilitar su comprensión y dar una idea previa de lo que se deberá hacer.  
The Mobile Information Device Profile (MIDP) se basa en CLDC, y más de un 
billón de dispositivos MIDP la usan alrededor del mundo. Las aplicaciones 
desarrolladas son llamadas MIDlets. 
Las herramientas necesarias para programar MIDlets son las siguientes: 
 Plataforma de desarrollo Java (J2SDK, por ejemplo) disponible en 
java.sun.com.  
 Editor de textos (block de notas, edit, vi, emacs, etc.). 
 Compilador CLDC (1.0, 1.1) y al menos un perfil (MIDP, PDAP), ambos 
disponibles en java.sun.com.  
 
Hay algunos paquetes de desarrollo Java que incluyen los dos últimos requisitos, 
además de proveer otras herramientas que pueden facilitar la programación: 
-Java Wireless Toolkit: este paquete se puede descargar del sitio Java de Sun 
Microsystems y provee un compilador (incluye CLDC y MIDP) y un organizador de 
proyectos. Mediante este programa se crea un proyecto y automáticamente se generan 
las carpetas donde se han de guardar los códigos fuente, las clases, imágenes y otros 
accesorios que la aplicación utilice. Disponible para Windows y Linux. 
 -Nokia Developer Suite for J2ME: en la sección de desarrolladores de Nokia 
(www.nokia.com) se puede descargar este entorno de desarrollo, que incluye todo lo 
que se necesita para la programación de MIDlets (a excepción del SDK). Se puede 
instalar en plataformas Windows 2000, XP y Linux. Este paquete puede resultar poco 
conveniente para computadoras poco actuales, ya que entre sus requerimientos se 
mencionan 256 MB de memoria RAM y procesador de 300 Mhz. 
-Motorola SDK for J2ME: sólo existe para Windows y es otro kit de desarrollo 
completo al que sólo hay que agregar el SDK de Java. 
-Code Warrior: quizá uno de los mejores entornos integrados de desarrollo (IDE) 
para la edición micro de la plataforma Java. Se puede descargar gratis después de 
suscribirse en el sitio de programadores de Motorola, aunque en una versión de 
evaluación de treinta días. 
-Sun ONE Studio: otro entorno completo y bastante útil que incluye editor de 
texto, compilador, preverificador y simuladores para probar las aplicaciones. En el sitio 
oficial de Sun se puede descargar una evaluación de sesenta días, o comprar la versión 
completa. 
 
En el presente proyecto se utiliza el Wireless Toolkit de Java, debido a que es 
más pequeño (en espacio de disco) y, por lo tanto, más fácil de obtener con una 






Cuando se utiliza Java Wireless Toolkit, o algún otro entorno de desarrollo, el 
proceso de compilación y preverificación de la aplicación es sumamente sencillo. Una 
vez escrito el código de las clases que compongan la aplicación se ejecuta JWT y se 
abre la aplicación a compilar. En JWT se puede también depurar el código, probar y 
empaquetar la aplicación, etc. La compilación de la aplicación de manera correcta y sin 
errores generará un archivo de tipo .jar que será el ejecutable en el dispositivo móvil. 
El siguiente paso es crear el archivo descriptor de la aplicación (archivo .jad), el 
cual provee información sobre el contenido del archivo .jar. Un ejemplo de archivo 
descriptor de aplicación es el siguiente: 
MIDlet-Name: MID1  
MIDlet-Version:1.0.0  
MIDlet-Vendor:Sun Microsystems, Inc.  
MIDlet-Description: Ejemplo MIDlet  
MIDlet-Info-URL: http://java.sun.com/j2me.  
MIDlet-Jar-URL: XXX.jar  
MIDlet-Jar-Size: 1063  
MicroEdition-Profile: MIDP-2.0  
MicroEdition-Configuration: CLDC-1.0  
MIDlet-1: MID,icono.png, MIDlet1  
MIDlet-2: MID1,MIDlet2  
 
El elemento MIDlet-1 contiene los datos del MIDlet de ejemplo integrante del 
paquete (hay que recordar que un paquete se puede componer de muchas MIDlets) y 
consta de tres partes: nombre de la aplicación, ícono (opcional) y clase. El nombre 
aparecerá en la pantalla del dispositivo, acompañado del ícono (si existe) para que 
pueda ser seleccionado, y la clase que es el archivo compilado que se ejecuta al 
seleccionar un nombre. 
 
6.3.5 AMS o Gestor de aplicaciones y el ciclo de vida de los MIDlet 
 
El gestor de aplicaciones o AMS [AMS] (Application Management System) es 
el software encargado de gestionar los MIDlets. Este software reside en el dispositivo y 
es el que permite ejecutar, pausar o destruir las aplicaciones J2ME.  
El AMS realiza dos grandes funciones: 
• Por un lado gestiona el ciclo de vida de los MIDlets. 
• Por otro, es el encargado de controlar los estados por los que pasa el MIDlet 







El ciclo de vida de un MIDlet pasa por 5 fases: localización, instalación, 
ejecución, actualización y borrado.  
 
 
Figura 10.  Ciclo de vida MIDLET 
 
El AMS es el encargado de gestionar cada una de estas fases de la siguiente 
manera: 
Localización: esta fase es la etapa previa a la instalación del MIDlet y es dónde 
se selecciona a través del gestor de aplicaciones la aplicación a descargar. Por tanto, el 
gestor de aplicaciones tiene que proporcionar los mecanismos necesarios para realizar la 
elección del MIDlet a descargar. El AMS puede ser capaz de realizar la descarga de 
aplicaciones de diferentes maneras, dependiendo de las capacidades del dispositivo.  
 Instalación: una vez descargado el MIDlet en el dispositivo, comienza el 
proceso de instalación. En esta fase el gestor de aplicaciones controla todo el proceso 
informando al usuario tanto de la evolución de la instalación como la existencia de 
algún problema durante ésta. Cuándo un MIDlet está instalado en el dispositivo, todas 
sus clases, archivos y almacenamiento persistente están preparados y listos para su uso. 
Ejecución: mediante el gestor de aplicaciones el usuario será capaz de iniciar la 
ejecución de los MIDlets. En esta fase, el AMS tiene la función de gestionar los estados 
del MIDlet en función de los eventos que se produzcan durante esta ejecución.  
Actualización: el AMS tiene que ser capaz de detectar después de una descarga 
si el MIDlet descargado es una actualización de un MIDlet ya presente en el dispositivo.  
Borrado: en esta fase el AMS es el encargado de borrar el MIDlet seleccionado 






Hay que indicar que el MIDlet puede permanecer en el dispositivo todo el 
tiempo que se requiera. Después de la fase de instalación, el MIDlet queda almacenado 
en una zona de memoria persistente del dispositivo MID. El usuario de este dispositivo 
es el encargado de decidir en qué momento quiere eliminar la aplicación y así se lo hará 
saber al AMS mediante alguna opción que éste suministre. 
Un MIDlet durante su ejecución pasa por 3 estados diferentes. Estos son: 
 Activo: el MIDlet está actualmente en ejecución. 
 Pausa: el MIDlet no está actualmente en ejecución. En este estado el 
MIDlet no debe usar ningún recurso compartido. Para volver a pasar a 
ejecución tiene que cambiar su estado a Activo. 
 Destruido: El MIDlet no está en ejecución ni puede transitar a otro 
estado. Además se liberan todos los recursos ocupados por el MIDlet. 
 
 


















La secuencia de eventos en un MIDlet se presenta de la siguiente manera: 
 
 





































En este capítulo se presenta el análisis previo que se realiza para el desarrollo de la 
aplicación. Es este se incluyen: una descripción detallada de la solución propuesta, se 
introducen los requisitos de la aplicación, un flujograma de la aplicación, la descripción 
de los algoritmos que se desarrollan posteriormente, y finalmente las pruebas que se 
realizan y las decisiones que estas conllevan. 
 
7.2 Solución propuesta  
 
El problema planteado en el presente proyecto es la creación de una aplicación que 
sea capaz de extraer la información de un mensaje recibido en formato XML, 
descodificarla, y desencriptarla o descifrarla, en función del algoritmo de encriptación 
por la que haya sido cifrada, para su posterior ejecución. 
La solución propuesta se basa es una aplicación desarrollada en tecnología J2ME 
utilizando el perfil de desarrollo en la plataforma Java MIDP. La API se desarrolla en la 
configuración CDLC soportada por la plataforma J2ME. 
Los actores que participan en la API son el usuario poseedor del dispositivo móvil 
y el servidor que enviará el mensaje XML y las claves para la desencriptación. 
 El único caso de uso que se propone para la API es el tratamiento del mensaje 
XML recibido desde el servidor. En función del tipo de archivo que contenga el 
mensaje ejecutará uno u otro programa, pero el uso de la API seguirá siendo el mismo. 
En primera instancia la API se configura y registra como la aplicación que por 
defecto se activará y ejecutará cuando el terminal reciba un archivo de texto XML. En 
caso de haber algún problema durante la fase de registro como manipulador de 
contenido XML presentará un error durante el registro del mismo. 
En caso de recibir un mensaje XML, al intentar acceder al mensaje el usuario, se 
ejecutará la API para acceder al contenido de la misma por haber estado registrada 




En segundo lugar la aplicación realiza la lectura y análisis del XML siguiendo los 
pasos que se introducen a continuación: 
 Análisis del esquema y comprobación de la buena formación del archivo 
recibido. En caso que este esté mal formado mostrará un mensaje diciendo 
que el mensaje es incorrecto. 
 Análisis del mensaje XML y extracción de la información referente al 
archivo contenido, al algoritmo de encriptación y la clave. En caso que la 
información no sea correcta o no se pueda encontrar la información 
esperada la API mostrará un mensaje conforme la información contenida en 
el mensaje XML no es correcta. 
 
En tercer lugar se tratará la información extraída del mensaje XML siguiendo los 
pasos introducidos a continuación: 
 Detección del elemento identificado como fichero adjunto al mensaje XML. 
 Decodificación del elemento desencriptado vía algoritmo Base 64. En caso 
que surja un error durante la decodificación la API mostrará un mensaje de 
error informando sobre el problema ocurrido.   
 Identifiación del elemento correspondiente al algoritmo de encriptación. En 
caso que el algoritmo no coincida con los algoritmos contemplados por la 
API esta mostrará un mensaje relacionado con el algoritmo recogido en el 
análisis del mensaje. 
 La API accederá al registro de claves del dispositivo para averiguar si la 
clave que este tiene almacenada para el algoritmo contenido en el mensaje 
XML puede ser válida para la desencriptación. En caso que esta no sea 
correcta, la API mostrará un mensaje de error en función del problema 
encontrado durante la ejecución. 
 Desencriptación del elemento identificado como archivo fuente en el 
mensaje XML. En caso que surja un error durante la desencriptación la API 
mostrará un mensaje de error informando sobre el problema ocurrido. 
En penúltimo lugar se invocará a la aplicación o programa la información extraída 
del análisis del mensaje XML. Para ello se seguirán los pasos introducidos a 
continuación: 
 Identificación de la extensión del archivo decodificado identificado como 
archivo fuente. 
 Invocación del manipulador de contenido correspondiente al archivo 
obtenido del mensaje XML. En caso que no haya ningún manipulador de 
contenido que posibilite la ejecución del archivo detectado la API mostrarña 
un mensaje con el problema correspondiente. En caso que surja algún error 
o problema durante la fase de invocación se mostrará un mensaje de error 
con referencia al problema surgido. 




Al usuario se le mostrará el manipulador de contenido invocado y este deberá 
ejecutarlo para poder acceder al fichero contenido en el mensaje XML. En caso que este 
archivo no sea válido, el manipulador de contenido mostrará el mensaje correspondiente 
al problema surgido con el contenido. 
En último lugar la API permanecerá durante toda su ejecución como oyente 
esperando a que el manipulador de contenido acabe de ejecutar el contenido y se cierre 
por parte del usuario. 
Una vez el usuario cierre el manipulador de contenido, la API finalizará su 
ejecución activa manteniéndose en espera a que el usuario se disponga a acceder otro 
mensaje XML. De esta manera volverá a la bandeja de entrada de los mensajes 
recibidos. 
 
7.3 Requisitos de la aplicación 
 
Los requisitos que se detectan para la aplicación realizada en el presente proyecto 
son los que se introducen a continuación: 
 Desarrollo en un código reutilizable y fácilmente inteligible. 
 Elección de un analizador XML potente y rápido en tiempo de ejecución y 
análisis. 
 Ejecución del manipulador de contenido. 
 Análisis correcto del XML y extracción de la información necesaria. 
 Desarrollo correcto de los algoritmos de desencriptación de la información. 
 Verificación del DTD o esquema del mensaje y validación de la 
información que este contiene. 
 Detección de errores en la información extraída. 
 Decodificación correcta y detección de errores durante la misma. 











Figura 13.  Flujograma del proyecto 
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7.5 Pruebas realizadas y decisiones  tomadas 
 
En el presente apartado se presentan las diversas pruebas que se realizan durante el 
desarrollo del proyecto para la generación del programa final. 
 
7.5.1.1 Elección del analizador de mensajes XML (parser) 
 
La primera prueba que se propone para empezar a trabajar en el proyecto es la 
identificación de los posibles parsers a utilizar para realizar el análisis y la extracción de 
los datos del mensaje recibido en XML. 
Los parsers que se contemplan son del tipo “pull parser” y “push parser”. Se 
descarta el parser de tipo “model parser” por necesitar mayor memoria y ser más lento 
que el resto.  Los parsers que se utilizan para las pruebas son los ya introducidos 
anteriormente: 
• KXML parser 
• SAX 
 
La prueba consiste en realizar con ambos analizadores XML un Parseo o análisis 
sobre distintos documentos XML con un rango de elementos que se explicita en los 
resultados presentados. A continuación se presentan dos tablas con los resultados de las 
pruebas obtenidos en el emulador y en el dispositivo móvil, teniendo en cuenta que los 
tiempos están representados en milisegundos: 
 
 
Tabla 6.  Resultados pruebas Parser en el emulador NetBeans 
 
 
Tabla 7.  Resultados pruebas Parser en el dispositivo móvil 
 
Tras las pruebas se comprueba que el Parser SAX, para un número elevado de 
elementos a Parsear, tiene una velocidad mayor. 
Parser 2 4 25 27 89
SAX 7,82 9,75 38 38,3 45,85
kXML 7,75 7,82 49 50,2 66,19
Número elementos analizados
Parser 2 4 25 27 89
SAX 12,34 13,95 54 54,48 65,12




Para obtener estos resultados y realizar la comparación de los parsers se utilza la 
función System.currentTimeMillis() entre los eventos de startDocument y endDocument 
en ambos casos. 
Sólo destacar la estructura de los XML de mayor volumen: un mensaje XML 
contiene 104 elementos de los cuales sólo 27 contienen valor/atributo (que serían los 27 
elementos analizados), y el otro mensaje XML contiene 178 elementos de los cuales 
sólo 89 elementos contienen valor.  
A continuación se adjuntan las siguientes capturas de pantalla del dispositivo 
representado por el emulador en el que se realizan las pruebas presentadas: 
 
 





Las siguientes imágenes corresponden a fotos tomadas en el dispositivo móvil en el 




Figura 15.  Imágenes dispositivo móvil con pruebas del proyecto (I) 
 
Una vez realizada la prueba sobre la velocidad de los parsers estudiados, se 
comprueba que ambos realicen las validaciones de esquemas pertinentes, ya sean 
previas o durante el análisis del mensaje. Dado que los mensajes XML a analizar están 
dotados de un esquema que sigue un DTD, se comprueba que se validen estos 
esquemas, realizando pruebas como: eliminando elementos, modificando el orden de los 
mismos o simplemente dejándolos abiertos. 
También se comprueba que los parsers realicen un control del número de tags que 
se abren y/o se cierran en el XML, obteniendo un resultado satisfactorio en ambos 
casos. 
En las pruebas de validación de los esquemas simplemente destacar que cuando no 
se sigue el esquema especificado  el mensaje de error que muestra el parser KXML, es 
más claro que el que muestra el SAX. Esto es debido a que el JAXP no contiene una 
clase de manipulación de DTD específica, aunque se le podría añadir, y el mensaje de 
error que se muestra no es intuitivo. De todos modos se verifica que JAXP informa de 
un error si el XML no sigue la estructura del esquema que se le aplica. 
El proyecto en primera instancia estaba pensado en hacerse tanto para J2ME como 
para C++, por lo que se realiza una investigación previa sobre las posibles opciones de 
realización del mismo con los dos parsers analizados. De este estudio destacar que se 
puede usar SAX tanto para C como para C++. También se extrae de las investigaciones  
que existe un parser, el CXMLFile, que es un parser de uso bastante simple, como 
podría ser el KXML que se ha usado para las pruebas en J2ME, mediante el que se 
podría realizar el proyecto en caso de desarrollarse en C o C++. Se prueban los parsers 
de la misma manera que para J2ME, obteniendo unos resultados similares en el 
emulador (la velocidad de análisis con SAX es superior a la de kXML), ya que el móvil 




Decidido previamente que el lenguaje a utilizar iba a ser J2ME, y dado que ambos 
parsers cumplen con las expectativas qualitativas, se decide desarrollar el proyecto 
utilizando el analizador que necesita un tiempo menor para el análisis del mensaje 
recibido. Es por ello que SAX es el parser elegido para el desarrollo de la aplicación. 
 
7.5.1.2 Detección de la información recuperada del análisis y decodificación de la 
misma 
 
Una vez ejecutado el parser, y analizada la información, se procede al tratamiento 
de la misma. 
El Digital Item incluído en el XML analizado contiene un recurso o resource, que 
en el caso del XML correspondiente está incluído en el elemento component. De esta 
manera la estructura del mismo queda de la siguiente manera: 
<Component> 




En primer lugar se extraen los datos relacionados al tipo de contenido, el nombre 
del fichero y el algoritmo de codificación en el que está codificada la información. 
En este punto del proyecto sólo se tenía en cuenta el algoritmo Base64. De esta 
manera la siguiente tarea es realizar un decodificador en Base64.  
En este momento se investigan diversas opciones hasta encontrar una librería que 
realiza la decodificación en Base64 de una manera bastante directa, obteniendo un 
elemento de datos de tipo byte []. 
Más adelante, mediante una librería empleada en criptografía denominada Bouncy 
Castle, se comprueba que esta misma también contiene implementado el algoritmo 




A continuación se adjuntan las capturas de pantalla realizadas para la prueba sobre 
el análisis y la decodificación de la información contenida en el mensaje XML: 
 
 






A continuación se adjuntan las fotos realizadas sobre los resultados obtenidos en el 
dispositivo móvil realizadas para la prueba sobre el análisis y la decodificación de la 
información contenida en el mensaje XML: 
 
 
Figura 17.  Imágenes dispositivo móvil con pruebas del proyecto (II) 
 
7.5.1.3 Ejecución de la información decodificada 
 
El siguiente paso en el proyecto es la utilización del manipulador de contenido. 
En una primera prueba, reutilizando el visor de ejemplo incluído en las librerías del 
content handler (JSR 211), se modifica el mismo implementando un manipulador de 
contenido mediante el cual, si se le indica una ruta donde se haya una imagen png, se 




A continuación se adjuntan las capturas de pantalla realizadas para la prueba sobre 
el análisis y decodificación de la información contenida en el mensaje XML, y el 
registro de la aplicación como Manipulador de Contenido (Content Handler) y la 
ejecución del contenido: 
 
 





Figura 19.  Pantalla emulador pruebas proyecto (IV) 
 
Una vez comprobado el correcto funcionamiento del mismo, se comprueba que el 
conjunto funcione correctamente. 
Por un lado se define el visor realizado como manipulador de contenido para 
visualizar las imágenes tipo png. Por otro lado, se lanza la aplicación realizada hasta el 
momento, incluyendo en el digital ítem una imagen png codificada en Base64, de 
manera que cuando el decodificador realice su tarea, se genere un flujo de bytes que 
contendrán la imagen. Una vez decodificado, el flujo de bytes se enviará al servidor de 
manipuladores de contenido que buscará cuál es el manipulador indicado para visualizar 




En el emulador ambas aplicaciones funcionan sin problemas, y se puede comprobar 
la ejecución completa del flujo, pero en el momento de instalar la aplicación el el móvil 
e intentar ejecutarla aparece el primer gran obstáculo del proyecto. No se puede 
desplegar la librería en el dispositivo móvil, por lo que ni se puede definir el visor como 
manipulador de contenido, ni se puede invocar al manipulador de contenido definido en 
el dispositivo móvil.  
Los problemas detectados con el manipulador de contenido se  incluyen en el 
posterior apartado sobre problemas en el desarrollo de aplicaciones para móviles. 
 
7.5.1.4 Desarrollo de los algoritmos analizados para la decodifiación 
/desencriptación de la información hayada en el recurso del digital item 
 
Para desarrollar los algoritmos necesarios para la decodificación/desencriptación, y 
la posible firma digital que estos puedan tener, en primera instancia se analizan las 
posibles librerías que el mercado ofrece para utilizarlas en los desarrollos. 
Como se introduce en el estudio previo se escoge a modo de estudio las 4 librerías 
que son catalogadas como las más potentes en criptografia para móbiles, que son  
BouncyCastle, B3 Security, jNeo y Phaos. 
De estos proyectos se destaca Bouncy Castle, al ser la que proporciona  software 
libre para poder realizar las pretinentes modificaciones y no es demasiado complicado 
poder realizar abstracciones de las clases necesarias para realizar diversas funciones. 
 Al introducir librerías que podrían tener problemas con los namespace o nombres 
reservados en el sistema operativo del móvil, lo primero que se realiza es una prueba 
simple para ver que se puede desplegar la librería en el móvil. El primer problema 
detectado es que la librería completa ocupa un espacio de 1MB de memoria, cosa que 
no todos los móviles podrían soportar. 
Una vez seleccionadas las pocas clases necesarias para la prueba a realizar se 
comprueba que se puede desplegar la librería sin que esta genere ningún conflicto.  
Al hacer una prueba de una complejidad superior se comprueba que el número de 
clases necesarias empieza a ser superior, así que se decide incluir toda la librería en el 
programa. En el momento de desplegar la aplicación en el dispositivo móvil aparece el 
segundo error importante en el desarrollo del proyecto. Aunque el error comporta una 
problemática semejante a la anterior, este sí que tiene solución. Como en el caso 
anterior, este problema se incluye en el posterior apartado sobre problemas en el 
desarrollo de aplicaciones para móviles 
Para solventar el problema se debe realizar una ofuscación de las librerías, cosa que 
solventa dos problemas de una vez, ya que la ofuscación de la librería comprime el 




De todos los algoritmos que permite la librería Bouncy Castle, los que se 
desarrollan son los siguientes: 
Simétricos: DES, 3DES y AES. 
Asimétricos: RSA, DSA, y ECDSA. 
Hash: MD5 y SHA. 
 
Una de las primeras dudas que surgen a la hora de realizar los desarrollos viene a 
causa de la gestión de las claves a utilizar. Este proceso es el que correpondería en el 
ciclo normal de la recepción de un mensaje con un contenido encriptado, a la entidad 
que emite la clave para que el dispositivo que contiene el mensaje pueda proceder a 
desencriptar la información. De esta manera, al no estar en el ámbito del proyecto esta 
sección del flujo, se debe emular mediante la generación de un fichero que contenga las 
claves a utilizar, como un repositorio de claves único por cada algoritmo.  
En este caso, si se tiene más de un mensaje para el mismo algoritmo, solo se podría 
desencriptar el último mensaje recibido ya que la clave anterior del mismo algoritmo se 
sobreescribiría, a no ser que los dos mensajes estén encriptados mediante la misma 
clave. 
Para resolver este problema, se plantean dos posibles soluciones: 
• Generar un archivo de propiedades en el que se queden guardadas las 
diferentes claves para cada uno de los algoritmos (para los que esta sea 
necesaria). 
• Guardar los valores en el archivo .jad adjunto al jar de la aplicación, e ir 
recuperando la información a modo de propiedades intrínsecas a la 
aplicación. 
 
Para las funciones simétricas o algoritmos simétricos, la clave utilizada es la misma 
en ambos casos, tanto para codificar como para decodificar. 
Para las funciones asimétricas la clave no es únicamente un valor, sino que se 
componen de diversos valores distintos, tanto clave pública como clave privada. 
En las funciones Hash se recibirá la función HASH o firma del contenido con la 
clave privada del usuario que conoce el emisor del contenido, y se deberá comprobar la 
firma con la clave pública propia del usuario, hecho que verificará que el mensaje es 
legítimo al ser el emisor conocedor de la clave privada del receptor. 
Se estudia la posibilidad de introducir los distintos valores en el archivo jad, ya que 
de una manera fácil, mediante el método System.getProperty (String) se pueden 
recuperar los valores rápidamente. 
En el fichero JAD se deben definir los atributos de la siguiente forma: 
<NombreMidlet>-<clave>-<localización>: atributo 
con NombreMIdlet, el nombre de la aplicación ejecutada, clave el nombre de latributo y 
localización la clave del idioma y/o país en el que se está definiendo el atributo. 
Atributo será el valor de latributo que se quiere obtener. 
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Se estudia también la posibilidad de introducir los distintos valores en el archivo de 
propiedades. Mediante la clase LocalizationSupport se pueden recuperar los valores del 
archivo. 
De esta manera, se genera un objeto LocalizationSupport, y mediante el método 
getMessage(“nombre_mensaje”), se recuperan los valores guardados en el archivo de 
propiedades. 
Estudiando ambas opciones y realizando pruebas como rendimiento y capacidad de 
datos de ambas, se decide utilizar el archivo de propiedades, ya que facilita la extracción 
de Strings correspondientes a números grandes, que sirven para regenerar los tipos de 
dato BigInteger, tipo de datos mayormente utilizado para construir las claves de los 
algoritmos. 
Una vez definido el sistema mediante el que se mantendrán los valores de las 
claves, se procede al desarrollo de los algoritmos. 
Los algoritmos más complejos son aquellos de clave privada, ya que requieren un 
desarrollo para regenerar la clave privada. Este desarrollo se basa en la serialización de 
la clave privada para poder tanto obtener los valores de los distintos elementos de los 
que consta la clave, como para poder generar la clave privada a partir de los valores 
guardados en variables. Este método se desarrolla de manera distinta en cada uno de los 
algoritmos, y para generer la clave privada a partir de los elementos propios del usuario, 
este utilizará los datos recuperados de las propiedades. 
Si el recurso del digital ítem viene firmado, el módulo de decodificación realizará 
la verificación de la firma para comprobar la autenticidad del mensaje.  
El elemento Resource del mensaje XML es el que llevará tanto el recurso con el 
contenido a visualizar, como los datos necesarios para la desencriptación del mismo. De 
esta manera, la estructura que se muestra en el recurso es la siguiente: 
<Component> 
  <Resource xmlns:ns1="urn:axmedis:01" mimeType="image/jpeg" 
ns1:localPath="nombr_imagen.jpg" encoding="base64" cipher=”nombre cifrador” 
key=”clave del cifrador (según el cifrador será una u otra)”  algoritmo_firma 
=”algoritmo de firma en lugar que se realice firma” hash_firma=”firma 1 generada” 
hash_firma_2=”firma 2 generada” longitud_clave=”longitud de la clave en caso de 
SHA y MD5” >/9j/4..ARs//9k=</Resource> 
</Component> 
 
Los valores de cipher, key o algoritmo de firma, entre otros,  serán los necesarios 
para que la aplicación en el módulo de desencriptación se pueda basar en ellos para 
realizar las funciones correspondientes y así desencriptar el contenido, o verificar la 
firma del mismo en caso que este haya sido firmado digitalmente.  
Cipher será el primer dato que comprobará para saber si el algoritmo de cifrado está 
contemplado por la aplicación. En segundo lugar se centrará en el valor key para validar 
si la clave enviada es la contenida en el registro de claves del dispositivo y así a 
proceder con la desencriptación. En caso que el mensaje XML se envía con una firma 
digital, con los dos contenidos hash y el valor de key la aplicación comprobará con la 
clave si los valores hash garantizan la autenticidad del contenido enviado.   
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7.5.1.5 Pruebas de rendimiento para cada uno de los cifradores/codificadores 
 
Se realizan ciertas pruebas sobre los diversos algoritmos tanto en el emulador como 
en el dispositivo móvil. Para ello se usa la función el System.currentTimeMillis() para 
recoger el tiempo de inicio de la decodificación, el de finalización de la desencriptación, 
y la diferencia entre los mismos es el tiempo de ejecución en milisegundos. 




Tabla 8.  Resultados pruebas Desencriptación en el emulador NetBeans 
 
 
Tabla 9.  Resultados pruebas Desencriptación en el dispositivo móvil 
 
Destacar que mientras que los algoritmos DSA y ECDSA realizan la comprobación 
de las firmas digitales, el algoritmo RSA se ha configurado en la aplicación para el 
cifrado de contenido y no para su firma digital. De ahí que el tiempo de ejecución sea el 
mayor de todos. 
 
7.5.1.6 Desarrollos añadidos necesarios para la ejecución del proyecto 
 
Para poder comprobar que la aplicación funciona correctamente, de una manera 
paralela se ha tenido que desarrollar una aplicación que encripte y codifique datos. De 
esta manera se ha desarrollado una aplicación que para cada uno de los algoritmos 
genere el contenido encriptado correspodiente. 
Del mismo modo, este desarrollo genera también los archivos en formato XML 
necesarios para emular la recepción de mensajes encriptados en el dispositivo móvil. 
Y por último, este desarrollo emula también la misión de la entidad externa en el 
envío de las claves. Gestiona la generación de las mismas y las deposita en el 
repositorio de claves del dispositivo móvil. 
tiempo aes des 3des rsa dsa ecdsa sha md5
ms 261 185 359 135762 850 792 190 174
algoritmo
tiempo aes des 3des rsa dsa ecdsa sha md5








En el presente apartado se realiza una introducción a la arquitectura de la 
aplicación, se introducen la metodología de desarrollo utilizada y los  módulos y clases 
principales, un análisis funcional de la aplicación y la descripción de interfaz de usuario. 
En este apartado también se incluyen los resultados obtenidos. 
 
8.2 Metodología de desarrollo 
 
Para el desarrollo de cualquier producto de software se realizan una serie de tareas 
entre la idea inicial y el producto final. Ese desarrollo sigue una determinada 
metodología o modelo de desarrollo. Un modelo de desarrollo establece el orden en el 
que se harán las tareas en el proyecto y provee de requisitos de entrada y salida para 
cada una de las actividades.  
El desarrollo de este proyecto se ha basado en un modelo de desarrollo en espiral 
basado en prototipos o iteraciones. Se ha optado por esta metodología ya que se adapta 
considerablemente al desarrollo que sigue una aplicación de sistema como la que se 
pretende desarrollar, en la cuál se basa en prototipos que se desarrollan apoyándose en 
los anteriores de forma incremental, y en la que además se pretende probar una 
arquitectura o tecnología.  
La gran ventaja de este modelo de desarrollo, que se considera de vital importancia 
para el proyecto, es la de tener puntos de control en cada iteración. Además el modelo 
es muy flexible a requisitos cambiantes, lo que es muy propio que se de en productos 
software de las características que se pretenden desarrollar.  
Por lo tanto, en este apartado se pretende exponer el desarrollo de este proyecto 
según esta metodología. 
En este tipo de desarrollo software, los productos son creados a través de múltiples 
repeticiones del proceso del ciclo de vida. Se pueden dividir en lo que se llaman mini-
proyectos.  
Estos modelos han sido aplicados al desarrollo de software que no esta orientado a 
aplicaciones de gestión.  
El desarrollo en espiral se puede dividir en las siguientes fases o etapas:  
 Determinación de los objetivos: los objetivos de un ciclo de desarrollo 
deben de ser identificados y especificados.  
 Valoración y reducción de los riesgos: los riesgos son valorados y ciertas 
actividades son puestas en vigor para reducir los riesgos claves.  
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 Desarrollo y validación: el sistema se desarrolla y es validado usando 
pruebas que testean el cumplimiento de los requisitos fijados.  
 Planificación: el proyecto es repasado y la próxima fase de la espiral es 
planificada. 
 
El análisis de requisitos que se ha dado en este proyecto, ha sido principalmente 
una interacción entre el tutor del proyecto y el ponente. El tutor ha sido el encargado de 
proponer los requisitos que debía ir cumpliendo el software que se ha desarrollado. 
Dichos requisitos han sido principalmente funcionales. 
Se ha de notar, que el análisis de riesgos en este proyecto ha sido realizado 
progresivamente en función del avance en la programación y el desarrollo de la 
aplicación. 
La fase de diseño e implementación ha sido en la que verdaderamente se ha 
desarrollado, planteándose en ella las distintas alternativas arquitectónicas, de 
comportamiento y de implementación. 
A continuación, el software resultante de cada fase de diseño e implementación, ha 
sido sometido a unas pruebas. El objetivo de esta fase es comprobar que efectivamente, 
se ha conseguido cumplir con los objetivos que se plantearon en el análisis de 
requisitos.  
Por último y como el modelo de desarrollo en espiral marca, se ha llevado a cabo 
un plan de elaboración de la siguiente fase. Este plan se elabora en base a los resultados 
obtenidos en las pruebas anteriores. Si los resultados han sido satisfactorios, se plantea 
la siguiente fase como un incremento de la funcionalidad del sistema; en caso contrario, 
se plantea como un incremento de la robustez y consistencia del mismo. 
Un prototipo es una versión preliminar de un sistema con fines de demostración o 
evaluación de ciertos requisitos. Se puede considerar que cada mini-proyecto del 
desarrollo en espiral tiene como producto final la obtención de un prototipo que recoge 
y muestra su desarrollo. Es decir, el uso de un modelo de desarrollo en espiral basado en 
prototipo, se fundamenta en terminar cada ciclo de la espiral con un prototipo que 
muestre que se han obtenido los requisitos que se marcaron al principio de cada ciclo.  
El uso de los prototipos implica un método menos formal de desarrollo, donde su 
fundamento es hacer comprender las especificaciones del producto final.  
 
8.3 Arquitectura de la aplicación y módulos 
 
El presente apartado introduce la arquitectura de la aplicacición haciendo referencia 
tanto a como está diseñada física como lógicamente. 
En el diseño físico se especifica exactamente donde se encontrarán las piezas de la 
aplicación, mientras que en el diseño lógico o conceptual se especifica la estructura de 
la aplicación y sus componentes sin tener en cuenta dónde se localizará el software, 
hardware e infraestructura. Tales conceptos incluyen el orden de procesamiento, 
mantenimiento y seguimiento comunes en sistemas organizacionales. 
 PFC ‐ ETSETB  Página 115 
 
Del mismo modo, se presentan los módulos de los que consta la aplicación, 
entradas y salidas de los mismos y los tipos de datos que se intercambian los módulos. 
El diseño físico corresponde únicamente al terminal móvil, que será el hardware en 
el que correrá la aplicación. 
La arquitectura lógica que se plantea es una arquitectura de cliente/servidor que 




El Front-end es la parte de la aplicación que interactúa con el usuario y está basado 
en una interfaz gráfica con el usuario (GUI). El Cliente es la capa que corre la 
aplicación que ofrece la interfaz con el usuario. 
El Back-end es la parte no-interactiva de la aplicación. Es la que contiene la lógica 
de negocio que representan los requisitos funcionales de la aplicación. 
Estas capas están divididas en los siguientes niveles: 
 
Nivel Contenido Interfaz Foco del proyeto 
Aplicativo del 
usuario 
Aplicaciones de PC e 
interfaces gráficas 
GUI Objetos del aplicativo 
independientes al proyecto 
Reglas del 
negocio 
Reglas del negocio y 
procesos de cálculo 
 
Procesos Solicitud de decisiones 
independientes de la 
interfaz de usuario y datos 
Administración 
de datos 
Bases de datos   
Tabla 10.  Arquitectura aplicación móvil 
 
La aplicación se ha diseñado en los siguientes módulos: 
Análisis del mensaje recibido y extracción de la información: este módulo consta 
de una única clase que realiza el análisis del archivo XML. La entrada al módulo es el 
archivo XML. La salida del módulo es un objeto que contiene la información 
relacionada al archivo encriptado, el algoritmo con el que se ha encriptado, el algoritmo 
con el que se ha realizado la firma (en caso de haber sido firmado), y las claves y 
longitudes de las mismas entre otros parámetros. 
Análisis del contenido extraído y desencriptación del mismo: se verifica la 
integridad de la información extraída, de la misma manera que se valida que el 
algoritmo utilizado por la fuente emisora coincida con uno de los algoritmos 
contemplados por la aplicación. La entrada al módulo es el objeto devuelto por el 
módulo de análisis del mensaje recibido, mientras que la salida será un flujo de bytes 




Ejecución de la aplicación correspondiente para procesar el contenido 
desencriptado: según el tipo de archivo y los datos obtenidos del módulo anterior la 
aplicación llamará a una u otra aplicación ubicada en el dispositivo móvil designada 
para ejecutar dicho archivo y/o flujo de datos. La entrada al módulo es el flujo de datos 
obtenido del módulo anterior. No va a existir realmente una salida de datos a menos que 
en el dispositivo no se haya definido previamente una aplicación para ejecutar el 
correspondiente tipo de archivo. En ese caso dará un mensaje de alerta o error indicando 
el problema existente. 
 













8.4 Diagrama de clases 
 
En la presenta sección se presenta el diagrama de clases del programa desarrollado. 
 
 
Figura 21.  Diagrama de clases I 
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~ analisis_xml:  javax.microedition.lcdui.TextBox
~ analisis_xml2:  javax.microedition.lcdui.TextBox
- backCommand:  Command
- data:  String
- datos_a_ejecutar:  byte ([])
- display:  Display
- elemento:  int
- executeCommand:  Command
- exitCommand:  Command
- form:  Form
- goCommand:  Command
- l ista_mnsjs:  ChoiceGroup
- myEventHandler:  ParserSAX2
+ nombre_archivo:  String = ""
- analisis_xml(String) : javax.microedition.lcdui.TextBox
- analisis_xml2(String) : javax.microedition.lcdui.TextBox
+ analizador(String) : String
+ commandAction(javax.microedition.lcdui.Command, javax.microedition.lcdui.Displayable) : void
+ destroyApp(boolean) : void
- execute_Command() : javax.microedition.lcdui.Command
- get_backCommand() : javax.microedition.lcdui.Command
- get_exitCommand() : javax.microedition.lcdui.Command
- go_Command() : javax.microedition.lcdui.Command
+ pauseApp() : void
+ SeleccionLista() : void
+ startApp() : void
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DefaultHandler
ParserSAX2
+ algoritmo_firma:  String = new String()
+ cifrador:  String = new String()
+ clave:  String = new String()
+ digest:  String
- elemento:  boolean = false
- e contrado:  boolean = false
+ hash_firma:  String = new String()
+ hash_firma2:  String = new String()
+ longitud_clave:  String
+ nombre_archivo:  String = new String()
+ resultado:  String
+ tipo_archivo:  String = new String()
+ characters(char[], int, int) : void
+ endDocument() : void
+ endElement(String, String, String) : void
+ error(SAXParseException) : void
+ fatalError(SAXParseException) : void
+ ignorableWhitespace(char[], int, int) : void
+ mostrarError(SAXParseException, String) : void
+ skippedEntity(String) : void
+ startDocument() : void
+ startElement(String, String, String, Attributes) : void
Modulo_Ejecución
- datos_ejecucion:  byte ([])
+ estado_CH:  int = 0
+ Ejecutador() : int
~ Modulo_Ejecución(byte[])
- notifyDestroyed() : void
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)





Figura 22.  Diagrama de clases II.I 
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
Base64
# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# lineLength:  int = 72
# lineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
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ered Trial Version   
ered Trial Version   
AES
- cipher:  BufferedBlockCipher
- key:  KeyParameter
+ AES()
- callCipher(byte[]) : byte[]
+ decrypt(byte[]) : byte[]
+ decryptString(byte[]) : String
+ encrypt(byte[]) : byte[]
+ encryptString(String) : byte[]
+ encryptStrings(String) : String
+ setKey(byte[]) : int
e s o
Version   
Version   
Version   
Version   
Version   
Version   
Version
LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean

















Figura 23.  Diagrama de clases II.II 
 
Figura 24.  Diagrama de clases II.III 
 
DES
- cipher:  BufferedBlockCipher
- key:  KeyParameter
- callCipher(byte[]) : byte[]
+ decrypt(byte[]) : byte[]
+ decryptString(byte[]) : String
+ DES(byte[])
+ DES(String)
+ encrypt(byte[]) : byte[]
+ encryptString(String) : byte[]
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
Base64
# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# l ineLength:  int = 72
# l ineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
Version   
Version   
Version   
Version   
Version   
Version   
Version   
Version
LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean















# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# l ineLength:  int = 72
# l ineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
TripleDES
- cipher:  PaddedBufferedBlockCipher
- key:  byte ([]) = null
+ decrypt(byte[]) : String
+ encrypt(byte[]) : String
+ getKey() : byte[]
+ setKey(byte[]) : void
+ TripleDES()
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
e s o
Version   
Version   
Version   
Version   
Version   
Version   
Version
LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean

















Figura 25.  Diagrama de clases II.IV 
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RSAv ictor
- _RSAPrivateKey:  RSAPrivateCrtKeyParameters
- _RSAPublicKey:  RSAKeyParameters
~ Claveprivada:  CipherParameters = null
+ priv_dP:  byte ([])
+ priv_dQ:  byte ([])
+ priv_modulus:  byte ([])
+ priv_p:  byte ([])
+ priv_privateExponent:  byte ([])
+ priv_publicExponent:  byte ([])
+ priv_q:  byte ([])
+ priv_qInv:  byte ([])
+ pub_exponent:  byte ([])
+ pub_modulus:  byte ([])
- theKeyPair:  AsymmetricCipherKeyPair
+ crear_clave_privada(BigInteger, BigInteger, BigInteger, BigInteger, BigInteger, BigInteger, BigInteger, BigInteger) : RSAPrivateCrtKeyParameters
+ Decrypt(byte[], AsymmetricKeyParameter) : byte[]
+ Encrypt(byte[], AsymmetricKeyParameter) : byte[]
+ generateRSAKeyPair() : void
+ getPrivateKey() : RSAPrivateCrtKeyParameters
+ getPublicKey() : RSAKeyParameters
- recreateASymCipherPrivateKey(ListBArr) : RSAPrivateCrtKeyParameters
- recreateASymCipherPublicKey(ListBArr) : RSAKeyParameters
- recupera_claves_priv(ListBArr) : void




# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# l ineLength:  int = 72
# l ineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
Version   
Version   
Version   
Version   
Version   
Version   
Version   
Version
LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean



















- sign:  byte ([])
+ getSign() : byte[]
+ MD5(byte[])
Base64
# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# lineLength:  int = 72
# lineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
Version   
Version   
Version   
Version   
Version   
Version   
Version   
Version
LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean
















Figura 26.  Diagrama de clases II.V 
 




- sign:  byte ([])
+ getSign() : byte[]
+ SHA(int, byte[])
Base64
# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# l ineLength:  int = 72
# lineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
Version   
Version   
Version   
Version   
Version   
Version   
Version   
Version
LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean
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DSAVictor2
- dp:  DSAParameters
- dsagenkp:  DSAKeyGenerationParameters
- DSAKeyPairGen:  DSAKeyPairGenerator
- dsakp:  DSAKeyParameters
- DSAPrivkey:  DSAPrivateKeyParameters
- DSAPubkey:  DSAPublicKeyParameters
~ g:  BigInteger = null
~ p:  BigInteger = null
~ privada:  BigInteger = nul l
~ publica:  BigInteger = nul l
~ q:  BigInteger = null
~ x:  BigInteger = null
~ y:  BigInteger = null
+ DeFirmar(byte[], DSAPublicKeyParameters) : BigInteger[]
+ DSAVictor2()
+ Firmar(byte[], DSAPrivateKeyParameters) : BigInteger[]
+ generar_clave_privada(BigInteger, BigInteger, BigInteger, BigInteger) : DSAPrivateKeyParameters
+ generar_clave_publica(BigInteger, BigInteger, BigInteger, BigInteger) : DSAPublicKeyParameters
+ generateDSAKeyPair() : void
+ get_DSAParams() : DSAParameters
+ get_DSAPrivateKeyParameters() : DSAKeyParameters
+ get_DSAPublicKeyParameters() : DSAPublicKeyParameters
+ VerificaciÃ³nFirma(byte[], AsymmetricKeyParameter, BigInteger, BigInteger) : String
Base64
# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# lineLength:  int = 72
# lineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
Version   
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LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean




















Figura 28.  Diagrama de clases II.VII 
 
Figura 29.  Diagrama de clases II.VIII 
 
8.5 Casos de Uso 
 
Como se introduce anteriormente el caso de uso va a ser único para la API. Lo que 
se va a introducir en el presente apartado son los casos de uso relativos a cada uno de 
los módulos a implementar.  
Los 3 módulos a implementar son los siguientes: 
 Análisis del mensaje recibido 
 Análisis del contenido extraído del mensaje y su posterior desencriptación y 
decodificación 
 Ejecución del contenido mediante el manipulador del contenido 
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ECDSA2
- a:  String = "00000000000000...
- b:  String = "00000000000000...
- curve:  ECCurve.Fp
- curve_generada:  ECCurve.Fp
- d:  BigInteger
- g:  String = "0479be667ef9dc...
- n:  String = "ffffffffffffff...
- p:  String = "ffffffffffffff...
- params:  ECDomainParameters
- privKey:  ECPrivateKeyParameters
- privKey_generada:  ECPrivateKeyParameters
- pubKey:  ECPublicKeyParameters
+ pubKey_generada:  ECPublicKeyParameters
- q:  byte ([])
- sr:  SecureRandom
- areEqual(byte[], byte[]) : boolean
+ crear_clave_privada(BigInteger) : ECPrivateKeyParameters
+ crear_clave_publica(byte[]) : ECPublicKeyParameters
+ ECDSA2()
- fail (String) : void
+ Firmar(byte[], ECPrivateKeyParameters) : BigInteger[]
+ getTheCurve() : ECCurve.Fp
+ getTheParams() : ECDomainParameters
+ KeyGeneration() : void
~ VerificaciÃ³nFirma(byte[], AsymmetricKeyParameter, BigInteger, BigInteger) : String
Base64
# charToValue:  int ([])
# cv:  int ([])
# DEBUGGING:  boolean = false {readOnly}
# IGNORE:  int = -1 {readOnly}
# lineLength:  int = 72
# lineSeparator:  String = System.getPrope...
# PAD:  int = -2 {readOnly}
- RELEASE_DATE:  String = "2007-05-20" {readOnly}
# spec1:  char = '+'
# spec2:  char = '/'
# spec3:  char = '='
- TITLE_STRING:  String = "Base64" {readOnly}
# valueToChar:  char ([])
# vc:  char ([])
- VERSION_STRING:  String = "1.9" {readOnly}
+ Base64()
+ decode(String) : byte[]
+ encode(byte[]) : String
- initTables() : void
+ setLineLength(int) : void
+ setLineSeparator(String) : void
+ show(byte[]) : void
Modulo_codificador
- algoritmo_cifrador:  String
- algoritmo_firma:  String
- clave_cifrador:  String
- datos_analizados:  String
+ datos_decodificados:  byte ([])
+ digest:  byte ([])
+ digest_64:  String = null
- hash_firma:  String
- hash_firma2:  String
- longitud_clave:  String
+ resultado_a_desencriptar:  byte ([])
+ resultado_decodificacion:  int
+ decoder_base64() : byte[]
+ desencriptador(byte[]) : int
~ Modulo_codificador(String, String, String, String, String, String, String, String)
+ proceso_decodificacion() : int
Version   
Version   
Version   
Version   
Version   
Version   
Version   
Version
LocalizationSupport
- _DEFAULT_STRING:  String = "???" {readOnly}
- _INIT_LOCALIZATION_ERROR_MSG:  String = "Error when ini... {readOnly}
- _KEY_VALUE_SEPARATORS:  String = "=: \t\r\n\f" {readOnly}
- _localizationErrorMessage:  String = null
- _MESSAGES_BUNDLE:  String = "/messages.prop... {readOnly}
- _messageTable:  Hashtable
- _STRICT_KEY_VALUE_SEPARTORS:  String = "=:" {readOnly}
- _WHITESPACE_CHARS:  String = " \t\r\n\f" {readOnly}
- _continueLine(String) : boolean
- _convertString(String) : String
- _loadMessages(InputStream) : void
- _processPattern(String, Object[]) : String
- _readLine(InputStreamReader) : String
+ getErrorMessage() : String
+ getMessage(String) : String
+ getMessage(String, Object[]) : String
+ initLocalizationSupport() : boolean




















Figura 30.  Diagrama de Secuencia Caso de Uso General 
 
8.5.1.1 Análisis del mensaje recibido 
 
Descripción del caso de uso 
Este caso de uso describe como se va a realizar el análisis del mensaje recibido. 
 
Activación 
En principio la aplicación, y más precisamente este módulo, se iba a ejecutar una 
vez que llegase un mensaje XML al dispositivo móvil de manera automática. Al no ser 




























Se generará un objeto que contendrá la información necesaria para la ejecución del 
siguiente módulo. Esta información estará compuesta por el nombre del fichero, el tipo 
de fichero, el flujo de datos que componen el fichero, el algoritmo o algoritmos de 





1. El usuario ejecuta el programa 
2. El usuario elige el mensaje XML a analizar 
3. El módulo realiza el análisis del mensaje (A1) 
4. Se realiza la extracción de datos y se devuelven (A2) 
 
Alternativo 
A1. El mensaje está mal formado y devuelve un mensaje de error 
A2. El mensaje no contiene el elemento resource (el recurso del fichero) y 
devuelve un mensaje de error 
 
 















8.5.1.2 Análisis del contenido extraído y su posterior decodificación y 
desencriptación 
 
Descripción del caso de uso 
Este caso de uso describe como se analiza la información extraída del mensaje, y 
como se decodifica y desencripta. 
 
Activación 
Una vez finalizado el análisis del mensaje XML se ejecuta automáticamente el 
análisis del contenido que esta devuelve. 
 
Condicion Previa 
Se debe recibir el objeto resultado del análisis del mensaje XML. 
 
Condiciones Finales 





1. Se recibe el objeto 
2. Se decodifica el flujo de datos recibido como parámetro de entrada (B1) 
3. Se analiza el algoritmo que se introduce como parámetro de entrada (B2) 
4. Se analiza la clave que se introduce como parámetro de entrada (B3) 
5. Se descifra/desencripta el contenido decodificado previamente (B4) 
6. Se genera el flujo de datos final y se devuelve el resultado (B5) 
 
Alternativo 
B1. Si se obtiene un error en el proceso de decodificación se devuelve un 
mensaje de error 
B2. Si el algoritmo introducido no coincide con uno de los algoritmos 
contemplados por el módulo se devuelve un mensaje de error 
B3. Si la clave introducida no coincide con una de las claves correspondientes a 
los algoritmos contemplados por el módulo se devuelve un mensaje de error 
B4.1 Si el contenido decodificado está firmado  
 B4.1.1 Si se verifica que la firma no es correcta, el proceso devolverá un 
mensaje de error 
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 B4.1.2 Si se verifica que la firma es correcta, el proceso devolverá el 
flujo de datos certificando su validez. 
B4.2 Si el contenido decodificado no está firmado y se obtiene un error en el 
proceso de desencriptación se devuelve un mensaje de error 
B5. Si se obtiene un error en el proceso de creación y devolución del fichero 
(flujo de datos) se devuelve un mensaje de error 
 
 











B2 Algoritmo no existente()
Error Algoritmo Mensaje()
4 get_Message()
B3 Error en la clave()
Error en la clave()
Error en la clave()
Clave Algoritmo Correcta()
5 Decrypt / Verificar_Firma()
B4.1.1 Error Firma()
Error Firma()





Error en la Decodificación()
Datos_decodificados()
B5 Error recuperación flujo datos()
Error creación flujo datos()
6 Datos a Ejecutar()
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8.5.1.3 Ejecución del contenido mediante el manipulador del contenido 
 
Descripción del caso de uso 
Este caso de uso describe como ejecuta el programa relativo al flujo de datos 
liberado por el módulo anterior. 
 
Activación 
Una vez finalizado la decodificación y descifrado del flujo de datos contenido en el 
mensaje XML se lanzará el módulo de manera automática. 
 
Condicion Previa 
Se debe recibir el objeto resultante de la decodificación y desencriptación del flujo 
de datos extraído del análisis del mensaje. 
La API de Manipulación de contenido debe estar desplegada. 
Se debe configurar el módulo como Manipulador de contenido. 
El programa relacionado con la ejecución del contenido debe estar configurado 
como manipulador de contenido. 
 
Condiciones Finales 
Se ejecuta el programa pertinente y el módulo queda a la espera de que este finalice 





1. Se recibe el objeto 
2. Se busca al manipulador de contenido según el tipo de objeto a manipular 
(C1) 
3. Se invoca el manipulador de contenido obtenido en la búsqueda anterior 
(C2) 
4. Se ejecuta el manipulador de contenido con el contenido pertinente (C3) 
5. Se mantiene a la espera de que el manipulador de contenido finalice su 
ejecución (C4) 






C1.  Si no se obtiene ningún manipulador de contenido registrado para el tipo 
de contenido se devuelve un mensaje de error 
C2. Si se obtiene algún error durante la invocación del manipulador de 
contenido se devuelve un mensaje de error 
C3. Si se obtiene algún error durante la ejecución del contenido en el 
manipulador de contenido se devuelve un mensaje de error 
C4. Si se obtiene algún error durante la espera de la finalización del 













Error en la búsqueda del ContentHandler()
3 Invocación()
C2 Invocation Error()
Error durante la Invocación()
4 Ejecución Content Handler()
C3 Error Ejecución ContentHandler()
Error ejecución()
5 Espera de finalización()
C4 Error mientras se espera finalización()
Error espera finalización()
6 Se vuelve al l istado de mensajes()
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8.6 Ejemplo en el simulador de un caso de uso 
 
En primera instancia se generará el mensaje encriptado que se enviará al dispositivo 
móvil y para ello se genera un programa que creará el mensaje. De esta manera se 









Figura 34.  Pantalla inicial cifrador 
 
Una vez escogida la primera opción se presentan la opción para escoger el tipo de 




















Una vez escogidos algoritmo y clave, el programa genera el mensaje cifrado y 
muestra por pantalla el contenido encriptado y codificado que el mensaje contendrá. De 


















Figura 36.  Contenido encriptado por el cifrador 














Figura 37.  Mensaje XML recibido en el terminal 
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Una vez recibido el mensaje en el teléfono se abre la aplicación para comprobar la 















Figura 38.  Pantalla inicial aplicación en el terminal 
 
Se realiza la prueba siguiente: se intenta abrir el mensaje encriptado en 3DES. Al 
no habe recibido la clave de ese algoritmo, el dispositivo debería dar un error. La 














Figura 39.  Selección de mensaje con algoritmo sin clave en el terminal 
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Si por el contrario, se intenta acceder al mensaje encriptado con el algoritmo para el 
que se ha generado y enviado el mensaje, al tener el teléfono la clave en su memoria, la 















Figura 40.  Selección de mensaje con algoritmo con clave en el terminal 
Una vez desencriptado el contenido, la aplicación busca el manipulador de 
contenido correspondiente para poder ejecutar el contenido. En el ejemplo presentado al 
ser un archivo de texto el texto desencriptado se debería presentar por pantalla. De este 















Figura 41.  Ejecución del contenido en el terminal 
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8.7 Resultados obtenidos y simulaciones 
 
Este proyecto se basa en una tecnología móvil desconocida para el ponente, y 
aunque el lenguaje de desarrollo (J2ME) tampoco es conocido por el proyectista, hay 
que destacar que este pertenece a la plataforma JAVA la cual sí que es conocida por el 
mismo. Aunque entre J2SE estándar y J2ME existen ciertas similitudes, existen en la 
segunda ciertas limitaciones ya sea por el lenguaje o por la tecnología que dificultan el 
desarrollo. Esta dificultad en el desarrollo de la aplicación proviene de varios factores: 
Entorno tecnológico: la aplicación no sólo debe funcionar en el simulador sino 
que se debe poder instalar en el dispositivo móvil y funcionar correctamente en el 
mismo. Cada dispositivo móvil tiene su propia configuración y limitaciones, cosa que 
no tiene el simulador en el que funcionan todas las pruebas que se puedan realizar sin 
problema alguno. Este es un problema importante ya que se deben ir realizando pruebas 
en paralelo para comprobar el correcto funcionamiento en dispositivo y emulador.  
Comprensión del proceso de análisis del XML: al ser la primera vez que el 
proyectista trabaja con análisis de XML, se ha tenido que realizar un amlio trabajo 
previo de comprensión del modelo de datos y del método de análisis de los mensajes 
XML. 
Comprensión del concepto de manipulador de contenido, y las diferentes 
opciones contempladas para ejecutar los contenidos extraídos del mensaje XML 
Comprensión de los algotimos de firma, encriptación y cifrado para su posterior 
desarrollo: se ha tenido que entender el proceso de firma, encriptación y cifrado de cada 
uno de los algoritmos a modo práctico para poderlos aplicar posteriormente y adaptar 
los procesos a las necesidades del proyecto. 
Elección de las librerías a utilizar para cada unas de las funcionalidades 
requeridas: debido a que para cada una de las funcionalidades existe más de una opción 
en la que basarse para el desarrollo, se han tenido que hacer comparativas a nivel 
funcional para elegir definitivamente cuales eran las librerías a utilizar. En algún caso se 
ha tenido que hacer algún desarrollo de prueba para comprobar cual de las librerías a 
utilizar tenía un mayor rendimiento o era más manejable y así acabar incluyéndola o 
descartándola en el desarrollo.  
Comprensión del funcionamiento de las diferentes librerías utilizadas en el 
proyecto: debido a que para cada uno de los módulos se ha tenido que utilizar una 
librería diferente, el entendimiento de los métodos que cada una utiliza, y los desarrollos 
y adaptaciones que se han tenido que hacer en cada uno de ellos para que realizaran las 
funcionalidades requeridas, se ha requerido un porcentaje alto de tiempo de desarrollo 
en realizar pruebas varias para comprobar cuales eran las posibilidades y limitaciones 
de los mismos. Por un lado no todas las librerías podían utilizarse para el lenguaje 
J2ME, y por otro lado de las posibles librerías no todas se podían utilizar en el 
dispositivo. De esta manera se ha tenido que realizar una serie de pruebas para 
comprobar que librerías eran utilizables en emulador y dispositivo y cumplían los 




Los resultados obtenidos no han sido todo lo óptimos que se esperaba de ellos. 
Las complicaciones surgidas durante los momentos de desarrollo no son mayores que 
los que surgen en los desarrollos de cualquier tipo de aplicación. Las que si que han sido 
de mayor matiz son las surgidas en el momento de instalación y ejecución de las 
aplicaciones en los dispositivos. Es por ese motivo que el siguiente punto realiza un 
análisis de los diversos problemas surgidos y las soluciones que se han adoptado en 
cada uno de los casos con mayor o menor éxito. 
Las simulaciones se han realizado en el emulador del propio programa de 
desarrollo (NetBeans), que para al ejecutar los desarrollos de J2ME muestran un 
teléfono como el que se ha presentado en las figuras relacionadas con el ejemplo de 
caso de uso. 
Las pruebas sobre el dispositivo se han realizado sobre el móvil del proyectista. 
El móvil elegido es un dispositivo de gama media sin tener las librerías necesarias para 
la ejecución de los manipuladores de contenido. Se podría haber escogido un dispositivo 
de gama superior y con todas las librerías incluídas, pero en el día a día los usuarios no 
suelen tener dispositivos que contengan demasiadas prestaciones respecto a sistemas 
operativos y/o librerías. 
Para finalizar, conluir apuntando que el objetivo final de la aplicación, que era el 
ejecutar el contenido en el dispositivo una vez extraído del mensaje XML no se ha 
podido cumplir debido a los problemas tecnológicos ya presentados. De esta manera 
aunque en el simulador se hayan podido conseguir los objetivos definidos, el desarrollo 
finalmente se ha orientado a que en el dispositivo la aplicación funcione de la manera 
más óptima tal que recibido un mensaje XML con una imagen o un texto encriptado 
este se muestre por pantalla de manera independiente a la elección del manipulador de 
contenidos por defecto del dispositivo al no haber podido ser desplegada la 
funcionalidad para la aplicación en el dispositivo.  
 
8.8 Problemas encontrados con la instalación de la 
aplicación en el móvil 
 
El principal problema que se encuentra en un cambio tecnológico como son los 
dispositivos móviles, es el problema de las librerías. Al ser J2ME un lenguaje reducido, 
este no contiene todas las opciones que puede permitir Java en sus versiones SE. 
Al intentar instalar más de una librería los problemas que se efectúan pueden 
venir tanto por tamaño de librería como por funciones no permitidas, aunque el 
emulador las acepte sin problemas. 
Es en este punto donde se quiere hace referencia a los dos problemas 
encontrados en este proyecto, que son la necesidad de ofuscar librerías (para reducir 






8.8.1 Ofuscación de librerías 
 
Este problema surge cuando se intenta instalar las pruebas con la librería Bouncy 
Castle en los desarrollos de los algoritmos de cifrado. 
Aunque el problema se genera en parte por el problema que se comenta en el 
siguiente punto, con la ofuscación de librerías se puedo solventar el error de ejecución 
en el caso de la librería Bouncy Castle. 
Para poder generar el MIDlet que contiene la librería, se deben ofuscar las 
clases. Sino se hace de manera correcta no se puede ejecutar la aplicación. En la 
ofuscación de Bouncy Castle se ofuscan no solo los nombres de las clases sino también 
los nombres del package. 
El propio ofuscador de NetBeans con las opciones correctas ya realiza la 
ofuscación necesaria para la instalación de la aplicación en el dispositivo móvil. 
Al ofuscar, además de generar un jar mucho menos pesado (se pasa de una 
librería de 1MB a 35Kb aproximadamente), permite poner las clases en los lugares 
prohibidos por el sistema operativo. Expliquemos esto de una manera más llana.  
La razón principal de la necesidad de ofuscación para Bouncy Castle es el hecho 
que esta librería incluye implementaciones de clases en el núcleo de los namespace de 
java.*, como por ejemplo java.math.BigInteger. Al ofuscar lo que se está haciendo es 
renombrar estas clases ubicándolas fuera de los namespaces prohibidos. 
En las propiedades del proyecto en NetBeans se han de seleccionar ciertas 
opciones de ofuscación para que el jar generado se pueda ejecutar en el dispositivo 
móvil. Estas opciones son las siguientes: 
-libraryjars dice al ofuscador donde encontrar las clases MIDP 
-injars apunta al JAR los ficheros de entrada 
-outjar especifica el nombre de salida 
-keep argument hace que guarde los argumentos para todas las subclases del 
MIDlet 
-defaultpackage hace que el package se renombre moviendo las clases fuera de 
java.* 
-dontusemixedcaseclassnames trabaja en asignar nombres en el comportamiento 
de Windows donde las clases ofuscadas como a.class y A.class no pueden coexistir en 




La configuración que se debe aplicar en el proyecto es la siguiente: 
 
Figura 42.  Detalle ofuscación NetBeans 
 
8.8.2 Espacios de nombres reservados 
 
Para que el manipulador de contenido funcionara sin problemas el dispositivo 
móvil debería tener instalada entre sus librerías la JSR 211 que es la que lleva toda la 
parte de gestor de contenido. El problema que aparece es es que la libreria no la 
contienen la mayoría de móviles, y por lo que he se puede investigar no es fácilmente 
instalable. 
A la hora de realizar el .jar que se instala en el móvil, y ver que en primea 
instancia no se puede llamar a la librería como tal, ya que esta no existe en el 
dispositivo, se introduce al librería de manera exerna. Pero he aquí donde aparece el 
problema. Como la librería está dentro del proyecto javax, y este es el que contiene la 
mayoría de librerías en el móvil, y pertenece al namespace de lmismo, a la hora de 
desplegarlo da un error porque no permite sobreescribir dentro de la carpeta en el móvil, 
dando el famoso error de namespace.  
Este error que se podía solventar para el caso de Bouncy Castle no es trivial para 
el manipulador de contenido, ya que las librerías que se ofuscan para que se pueda 
ejecutar la misma, son librerías externas de java, que n opuede obtener de ninguna otra 




Se intenta realizar la tarea de conseguir permisos para sobreescribir la carpeta e 
introducir la librería, y se intenta jugar con el namespace, o jugar con la librería e 
intentar generar alguna nueva con las mismas clases para que funcione, pero el 
problema no se consigue solventar. 
Una vez más se intenta seguir por otra línea y se empieza una táctica de fuerza 
bruta. De esta manera lo que se hace es: 
ya que el móvil no permite que se instale la librería en el classpath del javax, se 
intenta generar una librería nueva para introducirlo con ciertas modificaciones a la 
generada anteriormente. Lo que se hace es ir generando de nuevo las librerías de las que 
esta hace los imports, y recursivamente hacia atrás a ver si de alguna manera se puede 
generar una librería nueva que se pueda ejecutar sola y no genere problemas. El 
problema que esto tiene es que además de ser una tarea laboriosa, a que cada una de las 
clases llama a otras 10 o 15 clases de la misma u otra librería, entre ellas mismas se 




9. CONCLUSIONES Y PRÓXIMAS ACCIONES 
 
9.1  Introducción 
 
En este capítulo se plantea, una vez finalizado el proyecto, si se han conseguido 
realizar los objetivos marcados desde un inicio y evaluar cuales han sido las 
experiencias obtenidas durante el proceso. Del mismo modo se intenta realizar una 
reflexión sobre una posible continuación del proyecto o los próximos pasos que se 
deberían realizar para conseguir nuevos objetivos o complementar los que no se 
pudieron conseguir durante la realización del mismo. 
 
9.2 Conclusiones generales 
 
La tecnología móvil es una de las tecnologías punteras de los tiempos actuales y 
en la que a nivel de software prácticamente todo ya está inventado. La dificultad del 
desarrollo del proyecto actual, radica no tan solo en el hecho que para el ponente la 
tecnología utilizada era prácticamente desconocida, sino también el lenguaje de 
programación. Debido al desconocimiento en estos dos ámbitos tan importantes en este 
proyecto, se debe llevar a cabo un proceso de análisis previo al desarrollo del mismo 
para la ubicación en contexto del ponente en los campos en los que se va a tomar parte. 
Teniendo en cuenta que en la universidad se realizó una aplicación para un 
proyecto europeo que constaba de un reproductor de archivos de todo tipo, pero que se 
encontró con un problema a la hora de reproducir contenidos encriptados en 
dispositivos móviles, la idea era la utilización de la aplicación del proyecto para linkarla 
con el reproductor y resolver el problema. Al no haber sido posible la utilización de 
librerías que permitan la ejecución de los archivos, el alcance se quedó acotado y se 
orientó el proyecto hacia una vertiente más conocida como es la encriptación de la 
información. 
El proyecto incluye una parte en la que se exponen los problemas que se pueden 
encontrar los futuros desarrolladores  en esta tecnología y puede servir como una guía 
de uso práctica en el uso de archivos XML y encriptación para tecnología móvil. 
Si se tratese el proyecto a corto o medio alcance en el que los todos móviles ya 
permitirán la inclusión de la mayoría de librerías, o incluso ya vendrán con ellas 
incoorporadas, el proyecto se podrá utilizar en todo tipo de móviles sin encontrarse con 




El proyecto ha planteado un gran reto para el ponente debido a que: 
 se ha tenido que aprender una nueva tecnología en la que desarrollar con 
todos los inconvenientes que ello conlleva 
 se ha tenido que hacer un análisis amplio y exhaustivo de la mayoría de 
conceptos al ser un campo prácticamente desconocido para el ponente, a 
excepción de los conceptos criptográficos que se habíantratado 
previamente durante la carrera 
 el entorno de desarrollo y simulación no siempre está alineado con el 
entorno de pruebas reales, hecho que dificulta aun más la tarea de 
desarrollo 
 
9.3 Mejoras y posibles continuaciones 
 
Debido a que no se consigue el principal objetivo del proyecto, se debería 
intentar generar una nueva librería para la manipulación de contenido que sea 
compatible con todo tipo de móviles. Este no era el fin ni el objetivo de este proyecto, 
ya que existe una librería estándar (JSR211) que realiza esta tarea, pero no está 
disponible para el uso en todos los móviles del mercado. Al no entrar en los objetivos 
del proyecto la realización de esta librería, se podría investigar en el coste de la misma, 
e intentar crear una librería a partir de la ya existente pero sin que requiera el uso de los 
namespaces ya existentes, para que se pueda completar el obketivo propuesto 
inicialmente para el proyecto. 
Una vez se consiguiera generar esta librería, se podría entonces utilizar la 
presente aplicación como manipulador de contenido para los mensajes DIDL recibidos 
en el dispositivo móvil. De esta manera se podría instalar la aplicación en los 
dispositivos móviles que vayan a recibir este tipo de mensajes, y cada vez que reciban 
uno y accedan a la bandeja de entrada, en lugar de abrirse el editor de mensajes para leer 
el contenido y mostrarlo por pantalla, se deberá ejecutar la aplicación. En el proyecto 
esto se ha realizado de manera estática teniendo una lista de mensajes limitada de la que 
se parte inicialmente.  
Por otro lado, se debería también hacer hincapié en la gestión de claves por parte 
del servidor que envía los ficheros, y las que el dispositivo móvil va a tener guardadas 
en el mismo. Para el proyecto esta gestión de claves se ha realizado de manera estática 
al estar fuera del ámbito del proyecto, pero si el objetivo de la aplicación es de carácter 
comercial, se deberá profundizar en el tema al ser la autentificación y el intercambio de 
claves un tema a tener en cuenta. 
Este proyecto se podría linkar con el proyecto europeo introducido 
anteriormente ya que se conseguiría tener por un lado el receptor y desencriptador de la 
información, mientras que por el otro lado se tendría el reproductor del mismo 
contenido desencriptado, pudiendo obtener que todo el flujo requerido pueda ejecutarse 
sobre una misma aplicación.  
Otra posible continuación sería enfocarse en estudiar otro tipo de gestión de 
contenidos. En el caso de conseguirlo, se debería modificar únicamente el módulo de 
ejecución de contenidos de la aplicación y desarrollar un módulo acorde con el nuevo 
tipo de gestión. 
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9.4 Valoración personal del proyecto 
 
La realización de este proyecto ha representado una gran oportunidad para mí ya 
que me ha posibilitado compaginar mi caótica vida laboral con la posibilidad de realizar 
el proyecto. 
Teniendo en cuenta que durante la realización del proyecto he estado más de 12 
meses fuera de casa por motivos laborales y sin tener una ubicación fija en el que poder 
trabajar, personalmente ha sido un logro poder finalizar el proyecto. 
Previamente a empezar el proyecto llevaba prácticamente un año viajando por 
motivos laborales, por lo que mi ilusión era encontrar un proyecto que pudiese 
desarrollar estando desplazado y que a su vez desde mi punto de vista fuese interesante, 
y realmente veía mis opciones bastante nulas. Por eso sólo puedo agradecer a mi tutor y 
director de proyecto brindarme la oportunidad de haber aprendido un poco sobre la 
tecnología en la que se basa el mismo y haber podido realizar el proyecto sin tener que 
estar presente en el Departamento, simplemente mediante un seguimiento sobre los 
avances e hitos adquiridos.  
Si que es verdad que el proyecto se ha alargado más de lo que en una primera 
instancia se preveía, al empezarse en septiembre del 2008, pero finalmente los esfuerzos 
han fructificado correctamente. 
Solo agradecer de nuevo la confianza expuesta en mí y el apoyo presentado por 
mi tutor y por parte del equipo relacionado con el proyecto. 
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A. ANEXO  EJEMPLO DE ESQUEMA DE 
DATOS DIDL EN FORMATO XML  
 
 
Los XML que se van a recibir por parte del móvil para su posterior tratamiento 
van a seguir la estructura que se adjunta a continuación:  
 







  <Descriptor> 
   <Statement mimeType="text/xml"> 
    <dii:Identifier>urn:axmedis:00000:obj:9f106e9a-e1ee-49e1-
bdac-2a7e1842b9a1</dii:Identifier> 
   </Statement> 
  </Descriptor> 
  <Descriptor> 
   <Statement mimeType="text/xml"> 
    <AXInfo xmlns="urn:axmedis:01"> 
     <ObjectCreator> 
     
 <AXCID>URN:AXMEDIS:00002:BUS:2F40C16D-CD9A-30C5-99E8-
31BE66714284</AXCID> 
      <ObjectCreatorName>AXMEDIS 
Creator</ObjectCreatorName> 
     
 <ObjectCreatorURL>http://dmag.ac.upc.edu</ObjectCreatorURL> 
     
 <ObjectCreatorCompany>DMAG</ObjectCreatorCompany> 
     
 <ObjectCreatorCompanyURL>mailto:dmag.info@altair.upf.es</ObjectCreatorCompan
yURL> 
     
 <ObjectCreatorNationality>Spain</ObjectCreatorNationality> 
     </ObjectCreator> 
     <AccessMode>read_write</AccessMode> 
     <CreationDate>2008-10-07T17:51:24</CreationDate> 
     <LastModificationDate>2008-10-
07T17:51:43</LastModificationDate> 
     <Version>1</Version> 
     <Revision>1</Revision> 
     <ObjectStatus/> 
     <ObjectType>BASIC</ObjectType> 
    </AXInfo> 
   </Statement> 
  </Descriptor> 
  <Descriptor> 
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   <Statement> 
    <Description xmlns="http://www.w3.org/1999/02/22-rdf-
syntax-ns#"> 
     <title xmlns="http://purl.org/dc/elements/1.1/" 
lang="">XML de ejemplo</title> 
     <description xmlns="http://purl.org/dc/elements/1.1/" 
lang="">Free Description of Sunset</description> 
    </Description> 
   </Statement> 
  </Descriptor> 
  <Component> 
   <Resource xmlns:ns1="urn:axmedis:01" mimeType="image/jpeg" 
ns1:localPath="XMLejemplo.jpg" encoding="base64">/9j/4AA....GORs//9k=</Resource> 





Incluyendo algunos de los tags añadidos se presentaría de la siguiente manera: 
 







  <Descriptor> 
   <Statement mimeType="text/xml"> 
    <dii:Identifier>urn:axmedis:00000:obj:69d636cf-8253-
47a2-aafe-649786b0791b</dii:Identifier> 
   </Statement> 
  </Descriptor> 
  <Descriptor> 
   <Statement mimeType="text/xml"> 
    <AXInfo xmlns="urn:axmedis:01"> 
     <ObjectCreator> 
     
 <AXCID>URN:AXMEDIS:00002:BUS:2F40C16D-CD9A-30C5-99E8-
31BE66714284</AXCID> 
      <ObjectCreatorName>AXMEDIS 
Creator</ObjectCreatorName> 
     
 <ObjectCreatorURL>http://dmag.ac.upc.edu</ObjectCreatorURL> 
     
 <ObjectCreatorCompany>DMAG</ObjectCreatorCompany> 
     
 <ObjectCreatorCompanyURL>mailto:dmag.info@altair.upf.es</ObjectCreatorC
ompanyURL> 
     
 <ObjectCreatorNationality>Spain</ObjectCreatorNationality> 
     </ObjectCreator> 
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     <AccessMode>read_write</AccessMode> 
     <CreationDate>2008-10-
07T17:51:24</CreationDate> 
     <LastModificationDate>2008-10-
07T17:51:43</LastModificationDate> 
     <Version>1</Version> 
     <Revision>1</Revision> 
     <ObjectStatus/> 
     <ObjectType>BASIC</ObjectType> 
    </AXInfo> 
   </Statement> 
  </Descriptor> 
  <Descriptor> 
   <Statement> 
    <Description xmlns="http://www.w3.org/1999/02/22-rdf-
syntax-ns#"> 
     <title xmlns="http://purl.org/dc/elements/1.1/" 
lang="">DMAG Logo</title> 
     <description 
xmlns="http://purl.org/dc/elements/1.1/" lang="">Free Description of 
logo</description> 
    </Description> 
   </Statement> 
  </Descriptor> 
  <Component> 
   <Resource xmlns:ns1="urn:axmedis:01" 
mimeType="image/jpeg" ns1:localPath="dmag.jpg" encoding="base64" 
cipher="AES"  key="xkMslfJsyTreDfsg">d0IbffR…AeLaO8lUuA==</Resource> 
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