Automatic web page segmentation is the basis to adaptive web browsing on mobile devices. It breaks a large page into smaller blocks, in which contents with coherent semantics are keeping together. Then, various adaptations like single column and thumbnail view can be developed. However, page segmentation remains a challenging task, and its poor result directly yields a frustrating user experience. As human usually understand the web page well, in this paper, we start from Gestalt theory, a psychological theory that can explain human's visual perceptive processes. Four basic laws, proximity, similarity, closure, and simplicity, are drawn from Gestalt theory and then implemented in a program to simulate how human understand the layout of web pages. The experiments show that this method outperforms existing methods.
INTRODUCTION
Web browsing on mobile devices especially smart phones is becoming a popular application. WAP sites and some large commercial sites have provided specific web pages for mobiles users. However, till now, most pages are designed for desktop computers. To help mobile users efficiently browsing those pages, many adaptive web browsing approaches [l] [2] are proposed. In all these approaches, automatic page segmentation is the basis.
The goal of page segmentation is to break a large page into smaller blocks [3] , in which contents with coherent semantics are keeping together. Each block can be further broken into smaller blocks if necessary. Thus, after segmentation, a page is generated into a semantic tree structure [3] , where each node represents a block.
However, measuring the semantic coherence between contents in a page is difficult. The syntax of current web page is initially designed for presentation rather than description of semantic relationships; and even for presentation, the syntax is rather flexible.
But humans usually understand the web pages well. Since the layout and visual style of a page is to facilitate understanding, it should coincide with human's visual perceptive abilities and reflect the semantic coherence of contents. Based on this idea, we start from Gestalt theory[14], a psychological theory explaining human's perceptive processes, to develop a segmentation method based on its four laws, proximity, similarity, closure, and simplicity. Experimental results show its effectiveness.
RELATED WORKS
There have been many studies on page segmentation. [4] and [5] both use DOM tree and HTML tag information as cues, while [6] focuses on content and link information.
None of the above methods takes into account the rendered visual cues enough. [3] discusses their limitations respectively and proposes a vision-based algorithm called VIPS. Similar to our method, VIPS is based on the assumption that human unconsciously divide a page into semantic blocks in virtue of visual cues. The difference is that it mainly utilizes visual separators. As a DOM tree free method, VIPS works well even when the HTML structure is quite different from the actual layout structure. However, as it does not take into account the DOM tree information enough, if blocks are not visibly different, it may not work well; and in many cases, the weights of visual separators are inaccurately measured. [7] combines pattern analysis and visual separators, achieving better results than VIPS's on some large sites. But its assumption of continuous patterns doesn't work well in some cases. [8] recasts page segmentation problem into a machine learning framework. It is mainly a DOM-based method with vision-based techniques for fine tuning. But it does not guarantee semantic coherence in a block, thus causing troublesome key pressing during browsing.
A BRIEF REVIEW OF GESTALT THEORY
Gestalt theory focuses on human's perceptive processes, where the word Gestalt is sometimes referred to as "organized structure". The theory follows the basic principle that the whole structure carries a different and greater meaning than its individual elements. In viewing the 1-4244-1017-7/07/$25.00 C2007 IEEE whole, the stimuli of individual items are grouped together to produce an organized structure according to four general laws: * Proximity. Items tend to be grouped together according to their nearness. * Similarity. Similar items tend to be grouped together. * Closure. Items are grouped together if they tend to complete some structure. * Simplicity. Items tend to be organized into simple structures according to symmetry, regularity, and smoothness.
In the perceptive process of viewing a web page, human also tend to group the page's contents based on page's layout and style following the above laws. If the semantic relationships between contents are inconsistent with the perceived structure, the page would be hard to browse. Thus, for well designed pages, we believe that visual cues like layout and style coincide with the semantic relationships between contents, and the design of these cues follows the general laws of Gestalt theory. Those not well designed pages are usually less important or would be improved if they want to survive on internet.
Our basic idea of page segmentation is to simulate human's perceptive processes according to above laws of Gestalt theory. Then the problem turns into how to explain these laws and implement them in an efficient way. This section introduces our page segmentation method. First, through pre-processing, a web page is represented by a layout tree which concisely describes visual cues. Then, following the closure law, some commonly used design patterns are recovered. After that, the similarity and simplicity laws are recursively applied to the layout tree. At last, the result is refined by the proximity law. The overall process is shown in Figure 1 . 
SEGMENTATION BASED ON GESTALT THEORY

Pre-processing
The DOM tree is a straight forward way to represent a web page, but it's inconvenient for our later processing: it does not describe layout information accurately and contains many useless nodes.
We instead build a layout tree to concisely describe all the visual features of a web page. Given a page, its layout tree is built as follows: 
Closure
There are already some commonly used page design patterns, and they are widely accepted by human. For example, human intend to connect a text paragraph with its nearby input widget, or group several text paragraphs each with the same small icon ahead as a list. We can define some common patterns beforehand, and then search them in the layout tree. But there are two problems: there may be conflicts between patterns [9] ; some patterns are not always reliable.
We currently use only the list pattern: text paragraphs each with a similar icon ahead are grouped together. More patterns can be used following the idea of [9] .
After the closure step, the layout tree is recursively processed from bottom up in section 4.3 and 4.4. where EditDist is the normalized edit distance [10] . We select 0.7 as the threshold to determine whether two leaf nodes are similar.
Comparing internal nodes is equal to comparing two trees. But the algorithms of tree edit distance have a complexity of O(n1n2hjh2) [10] , where n, and n2 are the sizes of the trees and h, and h2 are the heights of the trees.
To reduce the complexity, we propose MSTM, a modified version of simple tree matching(STM)[1I1]. STM does not allow node replacement and level crossing matching, and thus reduces the complexity to O(n1n2). MSTM makes two improvements based on STM. First, restricted level crossing matching is allowed. Second, each node has a weight equal to the rendered size of the node, and the matching turns to be a weighted tree matching. We also select 0.7 as the threshold when comparing two trees. MSTM is shown in Figure 3 . The "flag" parameter restricts the level crossing matching.
Simplicity
For a web page, the "simple structure" mentioned in the simplicity law is difficult to define. But "regularity", one aspect of simplicity, is possible to measure. Currently, regularity is only measured for children nodes under the same parent. Figure 4 is a simple example.
First, all the children nodes are compared to each other using the similarity algorithm in section 4.3. Then a number is assigned to each node, where nodes with the same number are similar nodes.
Here we explain the measurement of regularity. A structure is defined as a number sequence: S = n1n2 ...ni, where i>1 and n is a number. The regularity of S is defined as R(S) = i * (Count(S) -1) where Count(S) is the times that S appears. Then for all the children nodes under the same parent, the overall regularity is defined as R = R(Sj) , where all the S do not conflict with each other. Now the segmentation problem in this step is turned into finding the maximal R . However, a complete search of the maximal R is rather complex. We instead perform a greedy search as shown in Figure 4 . Each time the S with the maximal R(S) is selected, and its nodes are grouped into new nodes like nodes 5 and 6 in Figure 4 . The process terminates until no S can be found. A heuristic is used: the node that appears only once and has smaller font than its neighbors is ignored when searching for S, for example, the node 4 in step 2 of Figure 4 . Figure 3 . MSTM: a modified simple tree matching Similar ideas of regularity are also used for mining repeated data records from web pages [12] [13] . But their methods are sensitive to small tag differences and overlook important visual cues like the visual size, so that they are not convenient for the general page segmentation.
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The proximity law is used at last. We borrow the idea of [3] , but ignore visual separators that cross any detected structure in previous sections. As the basic idea is similar to [3] , no further details are given here. Figure 5 shows the processing time of our method. About 87% of pages are processed in less than 2 seconds. The time is almost in proportion to the size of the layout tree, which is about one third of the size of the DOM tree.
In Figure 6 , we use recall to evaluate the performance of GESTALT(our method), VIPS [3] , and PAV [7] . Here recall is the fraction of correctly recognized blocks over the standard blocks marked manually. N is the number of result blocks. As N grows, a page is broken into more and more smaller blocks. It is observed that our method always outperforms PAV. But VIPS achieves the best result when N is small because proximity plays the key role at that time. 
