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Abstract— How does one obtain an admissible heuristic for
a kinodynamic motion planning problem? This paper develops
the analytical tools and techniques to answer this question.
A sufficient condition for the admissibility of a heuristic is
presented which can be checked directly from the problem data.
This condition is also used to formulate a concave program
to optimize an admissible heuristic. This optimization is then
approximated and solved in polynomial time using sum-of-
squares programming techniques. A number of examples are
provided to demonstrate these concepts.
I. INTRODUCTION
Many graph search problems arising in robotics and arti-
ficial intelligence that would otherwise be intractable can be
solved efficiently with an effective heuristic informing the
search. However, efficiently obtaining a shortest path on a
graph requires the heuristic to be admissible as described
in the seminal paper introducing the A∗ algorithm [1]. In
short, an admissible heuristic provides an estimate of the
optimal cost to reach the goal from every vertex, but never
overestimates the optimal cost.
A major application for admissible heuristics is in search-
ing graphs approximating robotic motion planning problems.
The workhorse heuristic in kinematic shortest path problems
is the Euclidean distance from a given state to the goal.
Figure I demonstrates the benefit of using this heuristic on
a typical shortest path problem where informing the search
reduces the number iterations required to find a solution by
67%.
More recently, methods have been developed for gener-
ating graphs approximating optimal trajectories in kinody-
namic motion planning problems. Notable examples include
the kinodynamic variant of the RRT∗ algorithm [2], the
state augmentation technique proposed in [3], and the GLC
algorithm [4]. While this is not a comprehensive literature
review on optimal kinodynamic motion planning, the use of
admissible heuristics has been proposed for each of these
methods (the use of heuristics for RRT∗ was proposed
recently in [5], [6]). The kinodynamic motion planning
problem and the use of admissible heuristics are reviewed
in Section II and III respectively.
A good heuristic is one which closely underestimates the
optimal cost-to-go from every vertex. This enables a larger
number of provably suboptimal paths to be identified and
discarded from the search. While admissibility of a heuristic
is an important concept it gives rise to two challenging
∗The authors are with the Laboratory for Information and Deci-
sion Systems at MIT (e-mail: bapaden@mit.edu; valerio@mit.edu; fraz-
zoli@mit.edu).
questions: (i) Without a priori knowledge of the optimal cost-
to-go, how do we verify the admissibility of a candidate
heuristic? (ii) How do we systematically construct good
heuristics for kinodynamic motion planning problems?
The first question is addressed in Section III where a suf-
ficient condition for the admissibility of a candidate heuristic
is presented. This condition takes the form of an affine
inequality involving the heuristic and given problem data.
The result provides a general analytical tool for validating a
heuristic constructed by intuition about the problem.
The second question is addressed in Section IV. The
admissibility condition is used to formulate a concave maxi-
mization over the space of candidate heuristics. The objective
of the optimization is constructed so that the optimal cost-
to-go is a globally optimal solution to the optimization. The
approach to analyzing and constructing admissible heuris-
tics is inspired from the dual formulation to the trajectory
optimization problem [7], [8].
Section V outlines a computational procedure for ap-
proaching the optimization. A finite dimensional subspace of
polynomials is used to approximate the space of heuristics.
Sum-of-squares (SOS) programming [9] techniques are then
used to obtain an approximate solution in polynomial time.
In doing so we provide the first general procedure to com-
pute admissible heuristics to kinodynamic motion planning
problems.
Examples demonstrating how to use the admissibility
condition to verify that a heuristic is admissible as well as
numerical examples of the SOS programming approach are
provided in Section VI. The YALMIP [10] scripts used to
compute the example heuristics can be found in [11].
II. KINODYNAMIC MOTION PLANNING
Consider a system whose state at time t ∈ R is described
by a vector in Rn−the state space. A trajectory x repre-
senting a time evolution of the system state is a continuous
map from a closed time domain [0, T ] to the state space,
x : [0, T ]→ Rn for some T > 0.
A trajectory in a kinodynamic motion planning problem
must satisfy several point-wise constraints. First, a subset
Xfree ⊂ Rn of the state space encodes the set of allowable
states over the entire domain of the trajectory; x(t) ∈ Xfree
for all t ∈ [0, T ]. Secondly, there is an initial state constraint,
x(0) = x0 for a specified state x0 ∈ Xfree. Lastly, there is
a terminal constraint; x(T ) ∈ Xgoal for a specified subset
Xgoal ⊂ Xfree.
In addition to the point-wise constraints, the trajectory
must satisfy differential constraints. At each time t the
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Fig. 1. A classic example where an admissible heuristic speeds up a search. Approximate shortest kinematic paths in a 2D environment computed with
the generalized label correcting (GLC) method [4] are shown. Black dots represent vertices of the graph evaluated during the search. The algorithm was
executed with (left) and without (right) an admissible heuristic. While the underlying graph is identical, the informed GLC method obtains a solution in
5203 iterations while the standard GLC method obtains a solution in 19030 iterations.
system is affected by a control action u(t). The set of
available control actions is a subset Ω of Rm. The time
history of control actions is referred to as a control signal
and unlike a trajectory it need not be continuous. However,
the control signal is assumed to be Lebesgue integrable and
essentially bounded. The control action affects the trajectory
through the differential equation,
x˙(t) = f(x(t), u(t)), (1)
where f : Rn × Rm → Rn. A trajectory x with domain
[0, T ] must satisfy (1) for some control signal u for almost
all t ∈ [0, T ]. A feasible trajectory is one that satisfies these
point-wise and differential constraints.
Next, a cost functional J provides a way to quantify the
merit of a candidate trajectory and control signal,
J(x, u) =
∫
[0,T ]
g(x(t), u(t)) µ(dt). (2)
It is assumed g(z, w) ≥ 0 so that a nonnegative running cost
is associated to each state-action pair. The measure µ is the
standard Lebesgue measure.
A solution to an optimal kinodynamic motion planning
problem is a feasible trajectory and control signal which
minimizes (2). While the minimum of (2) may not be
attained, the optimal value from the initial state x0 is always
well defined.
A. The Value Function
The cost-to-go or (optimal) value function V : Xfree → R
describes the greatest lower bound on the cost to reach the
goal set from the initial state z ∈ Xfree. The following
properties of V follow immediately from the assumption
g(z, w) ≥ 0 in (2):
V (z) ≥ 0, ∀z ∈ Xfree,
V (z) = 0, ∀z ∈ Xgoal.
(3)
If the value function V is differentiable it is a classical1
solution to the Hamilton-Jacobi-Bellman (HJB) equation:
inf
w∈Ω
{〈∇V (z), f(z, w)〉+ g(z, w)} = 0,
∀z ∈ Xfree \ X¯goal,
(4)
and V (z) = 0 for all z in the closure of Xgoal (denoted
X¯goal), then V is equal to the value function on Xfree.
Likewise, if the HJB equation admits a classical solution,
then it is equal to the value function.
III. GRAPH-SEARCH ORIENTED APPROXIMATIONS
Many computational methods for solving the kinodynamic
motion problem approximate the set of all possible trajecto-
ries by a finite directed graph (V, E), whose vertices are
states in the state space, and whose edges correspond to
trajectories between two vertices satisfying (1). Conceptually,
the optimal feasible trajectories restricted to the graph are
in some sense faithful approximations of optimal feasible
trajectories for the original problem.
The non-negativity of the cost function (2) enables a
nonnegative edge-weight to be assigned to each edge cor-
responding to the cost of the trajectory in relation with that
1The gradient of V is well defined and the equation is satisfied for all
x ∈ Xfree \ X¯goal. In some cases the value function is not differentiable
in which case a generalized solution concept known as a viscosity solution
is used [12].
edge. The approximated problem can then be addressed using
shortest path algorithms for graphs.
The value function Vˆ : V → R on the weighted graph is
analogous to the value function V in the original problem.
For a vertex x0 in the graph, Vˆ (x0) is the cost of a shortest
path to one of the goal vertices: V∩Xgoal. Since the feasible
trajectories represented by the graph are a subset of the
feasible trajectories of the problem we have the inequality
V (z) ≤ Vˆ (z), ∀z ∈ V. (5)
A. Admissible Heuristics
To carry out an informed search and ensure the optimality
of the result, many algorithms require an admissible heuristic
H : Xfree → R. A heuristic H for a problem with value
function V is admissible if,
H(z) ≤ V (z), ∀z ∈ Xfree. (6)
In light of (5), an admissible heuristic for the kinodynamic
motion planning problem will also be admissible for the
value function of an approximation to the problem. For the
remainder, the set of candidate heuristics will be restricted
to differentiable scalar functions on Xfree.
Since the value function is unknown it is difficult check
that (6) is satisfied for a particular heuristic H . This moti-
vates the first contribution of this paper, a sufficient condition
for admissibility that can be checked using the problem data.
Lemma 1 (Admissibility). A heuristic H is an admissible
heuristic if:
H(z) ≤ 0, ∀z ∈ Xgoal, (AH1)
and
〈∇zH(z), f(z, w)〉+ g(z, w) ≥ 0, (AH2)
for all u ∈ Ω and all z ∈ Xfree.
Proof. Choose a feasible trajectory x and associated control
signal u. By construction x(T ) ∈ Xgoal so H(x(T )) ≤ 0.
Then
H(x(0)) ≤ H(x(0))−H(x(T ))
= − ∫ T
0
d
dtH(x(t)) dt
= − ∫ T
0
〈∇H(x(t)), f(x(t), u(t))〉 dt
≤ ∫ T
0
g(x(t), u(t) dt
= J(x, u).
(7)
Note that the fourth step of the derivation follows from
assuming (AH2). Since H(x(0)) ≤ J(x, u) for any feasible
trajectory and related control we conclude that H provides a
lower bound on the cost-to-go from any initial condition. By
definition the value function V is the greatest lower bound.
Thus,
H(z) ≤ V (z), ∀z ∈ Xfree. (8)
Inequalities of the form (AH1) and (AH2) appear fre-
quently in the optimal control literature where H is con-
sidered a smooth subsolution to the HJB equation.
Observe that Lemma 1 does not require V or g to be
continuous, nor does f have to be differentiable, and hence
is quite general.
An immediate application of this result is as a sufficient
condition for the admissibility of a candidate heuristic.
Section VI provides three examples demonstrating this tech-
nique.
Another concept related to admissibility is consistency [1].
This is a stronger property which is also verified by Lemma
1 if (AH1) is replaced by the condition that H(z) = 0 for
all z ∈ Xgoal. The proof can be found in the Appendix.
IV. OPTIMIZATION OF ADMISSIBLE HEURISTICS
The second contribution of this paper is a general proce-
dure for computing and optimizing an admissible heuristic.
To motivate the proposed optimization we review duality
results developed by Fleming [7] and refined by Vinter [8].
Stated informally2, the result applied to our problem is as
follows:
Theorem (2.1-[8]). Consider the kinodynamic planning
problem
min
x,u
∫ T
0
g(x(t), u(t))µ(dt)
subject to : x(0) = x0 ∀z ∈ Xgoal,
x(T ) ∈ Xgoal,
x(t) ∈ Xfree ∀t ∈ [0, T ],
x˙(t) = f(x(t), u(t)) a.e. t ∈ [0, T ],
u(t) ∈ Ω a.e. t ∈ [0, T ].
(P)
The dual problem is
max
H
H(x0)
subject to : H(z) ≤ 0 ∀z ∈ Xgoal,
〈∇zH(z), f(z, w)〉+ g(z, w) ≥ 0
∀z ∈ Xfree, and ∀w ∈ Ω,
(D)
and strong duality holds. That is, the optimal values of the
two problems coincide.
Since there is no duality gap the optimal value at the
initial condition V (x0) can be obtained by solving the dual
problem. Observe that the objective of the dual problem
is linear and the constraints are affine making it a linear
program.
Problem (D) will not yield a particularly good heuristic
since it optimizes the heuristic as a single point. However,
it does suggest a related optimization to obtain the value
function over any subset of Xfree. Instead of optimizing H
2This result requires a relaxed notion of a trajectory and some mild
technical assumptions on the problem data; cf [8] for details.
at a single point, we can take the integral with respect to
any positive measure m on Xfree. If the value function is
bounded on the support of m, then maximizing the integral is
equivalent to solving (D) at almost every point in the support
of m.
The integral objective is still linear and the problem
remains a (infinite dimensional) linear program:
max
H
∫
Xfree
H(z) m(dz)
subject to : H(z) ≤ 0 ∀z ∈ Xgoal,
〈∇zH(z), f(z, w)〉+ g(z, w) ≥ 0
∀z ∈ Xfree, and ∀w ∈ Ω,
(LP)
Note that (LP) reduces to (D) if a discrete measure concen-
trated at x0 is used.
To further justify using the objective in (LP) to optimize
our heuristic we show that the value function is the solution
when it is differentiable.
Lemma 2. If the value function V is differentiable on
Xfree \ X¯goal, then it solves (LP).
Proof. (Feasibility) From (13), V (z) = 0 for all z ∈ X¯goal
so the constraints (AH1) and (AH2) are satisfied on X¯goal.
Since V is differentiable, it solves the HJB equation (4).
Thus,
inf
w∈Ω
{〈∇V (z), f(z, w)〉+ g(z, w)} = 0,
∀z ∈ Xfree \ X¯goal.
(9)
This implies
〈∇V (z), f(z, w)〉+ g(z, w) ≥ 0,
∀z ∈ Xfree \ X¯goal, andu ∈ Ω.
(10)
Therefore, (AH2) is satisfied.
(Optimality) By Lemma 1, a feasible solution H satisfies
H(z) ≤ V (z) for all z ∈ Xfree. Thus,∫
Xfree
H(z) m(dz) ≤
∫
Xfree
V (z) m(dz). (11)
That is, the value function provides an upper bound on the
objective in (LP). V is a feasible solution so this upper bound
is attained and V is therefore an optimal solution.
V. SUM-OF-SQUARES (SOS) RELAXATION TO (LP)
To tackle (LP) with standard mathematical programming
techniques, we must approximate the set of candidate heuris-
tics by a finite-dimensional subspace. The proposed basis
for this subspace is a finite collection of polynomials. The
relaxation can then be addressed efficiently using SOS pro-
gramming.
SOS programming [9] is a method of optimizing a func-
tional of a polynomial subject to semi-algebraic constraints.
The technique involves relaxing the semi-algebraic con-
straints to a sum-of-squares constraint which is equivalent
to a semi-definite program (SDP). The advantages of this
approach are that the approximate solution is guaranteed to
be an admissible heuristic, and the relaxation is a convex
program which can be solved in polynomial time using
interior-point methods.
A. Sum-of-Squares Polynomials
A polynomial p ∈ R[x] in n variables is said to be a
sum-of-squares if it can be written as
p(x) =
d∑
k=1
qk(x)
2, (12)
for polynomials qk(x). Clearly, p(x) ≥ 0 for all x ∈ Rn.
Note also that p(x) is a sum-of-squares if and only if it can
be written as
p(x) = m(x)TQm(x), (13)
for a positive semidefinite matrix Q and the vector of(
n + d
n
)
monomials m(x) up to degree d. For a polynomial
p admitting a decomposition of the form (13) we write
p ∈ SOS.
Equation (13) is a collection of linear equality constraints
between the entries of Q and the coefficients of p(x). Finding
entries of Q such that Q  0 and the equality constraints
are satisfied is then a semi-definite program (SDP). The
complexity of finding a solution to this problem using
interior-point methods is generally polynomial in the size
of Q.
This method of analyzing polynomial inequalities has had
a profound impact in many fields. As a result there are
a number of optimized solvers [13], [14] and modeling
tools [15], [10] available.
B. Optimizing the Heuristic
To proceed with computing a heuristic using the SOS
programming framework the problem data must consist of
polynomials and intersections of semi-algebraic sets. Let
Xfree = {z ∈ Rn : hz(z) ≥ 0} ,
Ω = {w ∈ Rm : hw(w) ≥ 0} ,
(14)
for polynomials hx and hu. Assume also that f , g and the
candidate heuristic H are polynomials. Then the admissibil-
ity condition
〈∇xH(x), f(x, u)〉+ g(x, u) ≥ 0,
∀w ∈ Ω, and z ∈ Xfree,
(15)
is a polynomial inequality. To restrict nonnegativity of the
heuristic to Xfree and Ω, add the auxiliary SOS polynomials
λx(x) ≥ 0 and λu(u) ≥ 0 to the equation as
〈∇xH(x), f(x, u)〉+ g(x, u)
−λx(x)Thx(x)− λu(u)Thu(u) ≥ 0,
∀w ∈ Rm, and z ∈ Rn,
(16)
which trivially implies the positivity of (15) over Xfree and
Ω.
When H is a polynomial, the objective in (LP) is linear
in the coefficients of H . Thus, it is an appropriate objective
for an SOS program.
The SOS program which is solved to obtain an admissible
heuristic is then
max
H,λx,λu
∫
Xfree
H(z)m(dz)
subject to : H(x) = 0, ∀x ∈ X¯goal,
〈∇xH(x), f(x, u)〉+ g(x, u)
−λx(x)Thx(x)− λu(u)Thu(u) ∈ SOS,
λx(x), λu(u) ∈ SOS.
(17)
VI. EXAMPLES
The remainder of the paper is devoted to examples demon-
strating how to apply Lemma 1 to verify admissibility, and
the SOS relaxation of (LP).
A. Verifying Candidate Heuristics
The next three examples demonstrate some techniques
utilizing Lemma 1 to verify the admissibility of a heuristic. In
particular, the Cauchy-Schwarz inequality and the inequality
|2ab| ≤ a2 + b2, (18)
are often useful.
In the first example we show how to use Lemma 1 to verify
a classic heuristic used in kinematic shortest path problems.
Example 1. Consider a reformulation of the shortest path
problem,
x˙ = u, (19)
where x ∈ Rn, and u ∈ {w ∈ Rn : ‖w‖ = 1}. The cost
which reflects a shortest path objective is
J(x, u) =
∫ T
0
1µ(dt). (20)
Let the goal set be {0}. We would like to verify the classic
heuristic
H(x) = ‖x‖. (21)
Applying the admissibility Lemma we obtain
〈∇H(x), f(x, u)〉+ g(x, u) = 〈x, u〉‖x‖ + 1
≥ −‖x‖‖u‖‖x‖ + 1
≥ −1 + 1
= 0,
(22)
which reverifies the fact that the Euclidean distance is an
admissible heuristic for the shortest path problem. The crux
of this derivation is simply applying the Cauchy-Schwarz
inequality in the first step.
In the next example, we derive heuristics for two variations
of a classic wheeled robot model.
Example 2. Consider a simple wheeled robot with states
(x, y, θ)T ∈ R3 and whose mobility is described by
x˙ = cos(θ),
y˙ = sin(θ),
θ˙ = u.
(23)
Let Xfree = R3, Xgoal = {(0, 0, 0)T }, and Ω = R. The cost
functional measures the duration of the trajectory.
J(x, u) =
∫
[0,T ]
1µ(dt). (24)
Equivalently, this is the path length in the x-y plane.
As a candidate heuristic, take the length of the line
segment connecting the x-y coordinate to the origin.
H1(x, y, θ) = ‖(x, y)T ‖. (25)
The intuition being that the shortest path in the absence of
the differential constraint will be shorter than the shortest
path for the constrained system.
The admissibility condition is verified for this heuristic us-
ing the Cauchy-Schwarz inequality. Inserting the expression
for the heuristic into (AH2) yields
〈∇H(x, y, θ), f(x, y, θ)〉+ g(x, y, θ, u)
=
〈
(x, y, 0)T , (cos(θ), sin(θ), u)T
〉
‖(x, y)T ‖ + 1
≥ −
∥∥(x, y)T∥∥∥∥(cos(θ), sin(θ))T∥∥
‖(x, y)T ‖ + 1
≥ −1 + 1
= 0.
(26)
Thus, the heuristic is admissible.
Next, consider a restriction of the control actions to Ω =
[−1, 1]. The original heuristic remains valid since the old
problem is a relaxation of the new problem. Additionally, we
can consider a second heuristic to augment the first,
H2(x) = |θ|. (27)
With the added constraint, this heuristic satisfies Lemma 1,
〈∇H2(x), f(x, u)〉+ g(x, u) = θu|θ| + 1
≥ −|θ||u||θ| + 1
≥ −1 + 1
= 0.
(28)
We can then combine these heuristics in the input constrained
problem,
H(x, y, θ) = max{‖(x, y)‖ , |θ|} (29)
The heuristic in (29) was used to plan a feasible path in
a 2D environment illustrated in Figure VI-A.
Fig. 2. Approximate shortest path in a 2D environment for a simple wheeled robot. The goal set includes a terminal heading specification which explains
the right turn at the end of the path. Paths were computed by the GLC method with dots representing the projection of vertices evaluated during the search
onto the x-y plane. The algorithm was executed with (left) and without (right) the admissible heuristic described in equation (29) of Example 2. The
informed GLC method obtains the illustrated solution in 209341 iterations while the standard GLC method obtains the solution in 2380952 iterations.
For the demonstration the singleton goal set was approx-
imated by a small cube centered at (0, 0, 0)T as required
by the motion planning algorithm. The use of the heuristic
reduces the number of iterations of the algorithm by 91%.
The last example considers a problem with a quadratic
regulator objective instead of a minimum time objective.
Example 3. Consider a simple pendulum with dynamics
θ˙ = ω,
ω˙ = sin(θ) + u.
(30)
Let Xfree = R2, Ω = [−1, 1], and Xgoal = {(0, 0)T }. The
cost function will be a typical quadratic regulator cost.
J =
∫ T
0
ρ(θ(t)2 + ω(t)2 + u(t)2) µ(dt). (31)
Select a heuristic of the form
H(θ, ω) =
α
2
(
θ2 + ω2
)
. (32)
Checking the admissibility condition,
〈∇H(x), f(x, u)〉+ g(x, u)
= αθω + αω sin(θ) + αωu+ ρ(θ2 + ω2 + u2)
≥ −|2αθω| − |αωu|+ ρ(θ2 + ω2 + u2)
≥ −α(θ2 + ω2)− 12α(ω2 + u2) + ρ(θ2 + ω2 + u2)
= (ρ− 32α)θ2 + (ρ− 32α)ω2 + (ρ− 12α)u2.
(33)
The inequality in (18) was used in the third step of this
derivation. The above quantity is nonnegative and therefore
H is an admissible heuristic for α ≤ 23ρ.
B. SOS Heuristic Optimization Examples
The next two examples demonstrate the SOS programming
formulation described in Section V. In both examples, a
closed form solution for the value function V (x) is known
for Xfree = R and Xfree = R2 respectively. This solution
provides a useful point of comparison for the computed
heuristics. These examples also illustrate flexibility in select-
ing a measure on Xfree. Intuitively, the measure is a tuning
parameter that places greater emphasis on the optimization
over certain subsets of Xfree.
These example problems were implemented using the SOS
module in YALMIP [10] and solved using SDPT3 for the
underlying semidefinite program [14]. To further illustrate
the approach, YALMIP scripts for these examples can be
found in [11].
Example 4 (Single Integrator (1D)). To illustrate the pro-
cedure, we revisit Example 1 in the 1-dimensional case.
The differential constraint is given by f(x, u) = u where
x, u ∈ R, Xfree = [−1, 1], Ω = [−1, 1], and Xgoal = {0}.
Again we use the minimum time objective where g(x, u) = 1.
The value function V (x) = |x| is obtained by inspection.
The heuristic is parameterized by the coefficients of a
univariate polynomial of degree 2d
H(x) =
2d∑
i=0
cix
i. (34)
Using a discrete measure on [−1, 1] concentrated at the
-1 -0.5 0 0.5 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
4
6
10
8
Fig. 3. Univariate polynomial heuristics of degrees 4, 6, 8, and 10 for
the 1D single integrator shown in blue. The value function is shown in red.
Polynomial heuristics with higher degree provide better underestimates of
the value function.
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Fig. 4. Polynomial heuristics of degree 2, 4, 8, and 12 for the 1D double
integrator in comparison with the known value function shown in red.
Polynomial heuristics with higher degree provide better underestimates of
the value function.
boundary the SOS program is,
max
H,λx,λu
{H(1) +H(−1)}
subject to : H(0) = 0,(
d
dxH(x)
)
u+ 1
−λx(x)(1− x2)− λu(u)(1− u2) ∈ SOS,
λx(x), λu(u) ∈ SOS.
(35)
The numerical solution for polynomial heuristics with in-
creasing degree is shown in Figure 3.
Example 5 (Double Integrator (1D)). As an example with a
more complex value function take the vector field(
x˙1
x˙2
)
=
(
x2
u
)
, (36)
and the minimum-time cost functional
J(x, u) =
∫ T
0
1 dt. (37)
The remaining problem data for this example are Xfree =
[−3, 3]2, Ω = [−1, 1], and Xgoal = {(0, 0)T }.
Polynomial heuristics of degree 2d of the form
H(x1, x2) =
∑
p+q≤2d
cp,q x
p
1x
q
2, (38)
are computed for Xfree = [−3, 3]2 and Ω = [−1, 1]. In this
example the support for the measure m is S = [−2, 2] ×
[−√2,√2]. This focuses the optimization in a region around
the goal while maintaining admissibility of the heuristic over
all of Xfree.
The SOS program is formulated as follows
max
H,λx,λu
∫
S
H(x1, x2) m(dx)
subject to : H(0, 0) = 0,
(∇H(x1, x2))
x2
u
+ 1
−λx1(x1)
(
9− x21
)
−λx2(x2)
(
9− x22
)
−λu(u)(1− u2) ∈ SOS,
λx1(x1), λx2(x2), λu(u) ∈ SOS.
(39)
The optimized heuristics of increasing degree are shown in
Figure VI-B together with the value function for Xfree = Rn.
Remark 1. In the last example, the optimization focused
on the region [−2, 2] × [−√2,√2] instead of [−3, 3]2. The
reason for this is that some states in [−3, 3]2 cannot reach
the goal without leaving [−3, 3]2. As a consequence the
value function is unbounded at these states. A remarkable
observation is that the resulting SOS program does not
admit a maximum when the integral includes a subset of
Xfree where the value function is unbounded. This is entirely
consistent with the theoretical results since the heuristic is
free to go unbounded over this set as well.
VII. CONCLUSIONS AND FUTURE WORK
We have provided a sufficient condition for verifying the
admissibility of a candidate heuristic in general kinodynamic
motion planning problems and demonstrated through several
examples how to utilize the condition. The admissibility
condition was then used to formulate a linear program over
the space of candidate heuristics whose optimal solution
coincides with classical solutions to the HJB equation. Us-
ing sum-of-squares programming we were able to provide
approximate solutions to this optimization in polynomial
time. This provides the first general synthesis procedure
for admissible heuristics to kinodynamic motion planning
problems.
Automatic synthesis of admissible heuristics in kinody-
namic motion planning will be a useful asset to many of the
recently developed planning algorithms. Efforts to further
develop this technique are being pursued. In the sequel,
symmetry reduction techniques from optimal control theory
will be applied to reduce the size of the resulting sum-of-
squares program. We will also explore using the DSOS and
SDSOS [16] programming techniques which would enable
using polynomial heuristics with higher degree.
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APPENDIX
Consistency of a heuristic is a type of triangle inequality.
To define consistency, the value function and heuristic for the
kinodynamic motion planning problem must be parametrized
by the goal set. This is denoted V (z;Xgoal) and H(z;Xgoal).
A heuristic H( · ;Xgoal) is consistent if,
H(z;Xgoal) = 0, ∀z ∈ Xgoal,
H(z;Xgoal) ≤ V (z; {y}) +H(y;Xgoal), ∀y, z ∈ Xfree.
(40)
Note that the inequality above involves the optimal cost-to-
go from z to y.
Lemma 3 (Consistency). A heuristic H( · ;Xgoal) is consis-
tent if:
H(z;Xgoal) = 0, ∀z ∈ Xgoal, (CH1)
and
〈∇zH(z;Xgoal), f(z, w)〉+ g(z, w) ≥ 0, (CH2)
for all u ∈ Ω and all z ∈ Xfree.
The proof is nearly identical to that of Lemma 1.
Proof. Choose a trajectory x and associated control signal u
such that x(0) = z and x(T ) = y. Then
H(x(0);Xgoal)−H(x(T );Xgoal)
= − ∫ T
0
d
dtH(x(t);Xgoal)µ(dt)
= − ∫ T
0
〈∇H(x(t);Xgoal), f(x(t), u(t))〉 µ(dt)
≤ ∫ T
0
g(x(t), u(t)µ(dt)
= J(x, u).
(41)
Thus, H(z;Xgoal) −H(y;Xgoal) lower bounds J(x, u) for
any trajectory starting at z and terminating at y. Since
V ( · ; y) is the greatest lower bound to the cost of such
trajectories we have
H(z;Xgoal)−H(y;Xgoal) ≤ V (z; y), ∀y, z ∈ Xfree.
(42)
Rearranging the expression above yields the definition of
consistency for H( · ;Xgoal).
