A computationally attractive method of estimation of parameters for a class of frailty regression models is discussed. The method uses maximum likelihood estimation for the classical exponential regression model. Scaled Fisher consistency is shown to hold and a simulation study indicating good asymptotic properties of the method, as well as real data case analysis, are presented.
Introduction
Modeling with survival regression models is nearly always susceptible to omission of influential explanatory variables. In some cases this may cause inferential perturbations that are out of researcher's control. Robust estimation procedures, as they were for instance proposed in Bednarski (1993) and Sasieni (1993) for the Cox model, Cox (1972) , were aimed at making estimation resistant to occasional outliers and they could not cope with oversimplified modeling. A common remedy to the estimation problem was to include a frailty variable to allow heterogeneity in longevity endowment. Vaupel, Manton and Stallard (1979) proposed to use a gamma distributed frailty to improve biased estimation for the life tables. There are numerous applications and extensions on using the gamma distributed frailty. Murphy (1994) shows, under very general conditions, consistency of the partial likelihood estimator for cumulative baseline and the variance of frailty. Aalen (1992) suggested a compound Poisson frailty model. Henderson and Oman (1999) tried to quantify the bias which may occur in estimated covariate effects and fitted marginal distributions when frailty effects are present in survival data. Aalen, Borgan and Gjessing (2008) give a good review of inference for unobserved heterogeneity in survival modeling and their treatment for counting processes.
The usual approach to statistical inference with unobserved frailties assumes a parametric family of distributions for frailties and then uses maximum likelihood for the marginal densities. The approach taken here assumes no distributional structure on frailty but a natural parametric family for the cumulated hazard. It is shown that the maximum likelihood estimator for the regression parameters in the linear exponential model is scaled Fisher consistent for the extended model. The estimates then allow for the measuring of a relative risk between units or between strata equipped with different regressors.
There are general results on consistent scaled estimation (Ruud, 1983; Stocker, 1986 ) and some of them could possibly be adapted to survival analysis. Our objective here however, is to study a particular method which seems very simple in applications. A simulation study compares efficiency of the method with partial likelihood estimation.
The method
Two statistical models are defined below. The first one, the exponential regression model, will give the estimation method, while the second one, with a frailty variable, will presume a distributional structure of the data generating mechanism. Since the properties of the estimation method are studied via Fisher consistency condition, it will be necessary to state and consistently use densities for the two models. To make the presentation more adapted to event history studies we add the corresponding hazard functions.
In the sequel, the following notation for the considered models is used. If T is the time variable, X = (X 1 , …, X k ) is a vector of explanatory variables and β = (β 1 , …, β k ) is the corresponding vector of regression parameters, then
is the conditional density of the exponential model with intensity parameter λ 0 multiplied by g(x), a density of covariates. Therefore, the hazard function in this model, given the covariates X = x, is constant and has the form
The second model, the one generating observations, is defined by the density
where z is the frailty variable, γ = (γ 1 , …, γ k ) indicates the true parameter value while f(z) and g(x) are respectively frailty and covariates densities. The cumulated baseline hazard Λ (t) is assumed a power function t α for some α > 0. This model is of course more general, compared to (1): it contains frailty and its cumulated baseline hazard depends on time. Its hazard function, given the covariates x and frailty z, has then the form
Notice that in model (2), the observed regressors and the frailty variable are assumed independent.
Suppose now that a statistician observes a random sample of survival times and the corresponding covariates vectors from the second model:
He does not observe frailties, he neither knows their distribution nor the distribution of covariates. All he knows is the structure of the second model generating these data. He would not know how to estimate the true values of the regression parameters γ.
What we show here is that the maximum likelihood method for the first model (the exponential one), applied to the observed data, yields scale consistent estimates of the regression parameters γ. The consistency means here that, as the sample size increases, estimators converge to the true parameter vector, multiplied by an unknown constant. It is a standard approach in statistics to prove such asymptotic consistency by verifying so called Fisher consistency condition. In our case it can be stated as follows.
If instead of λ 0 we take log(λ 0 ) as parameter of the exponential model, then the Fisher consistency holds if the equation
is satisfied for β = cγ for some scaling factor c > 0. The expected value is taken with respect to the true distribution from the second model. Notice that the expression under the expectation (3) is equal to the gradient of the log density (1):
with respect to β and log(λ 0 ). The second derivatives of the log densities (1) with respect to the parameters yield hessian
Its expectation is negative definite, implying strict concavity of the objective function
under very mild formal assumptions and lead to a unique solution of (3). Therefore, if there exist parameters maximizing the objective function, they are uniquely given. Further on, it will be assumed that all the integrals involved in formal calculations exist and are finite. If the expectation in (3) is taken with respect to empirical distribution function, we obtain the estimation method, which in this case is equivalent to the maximum likelihood estimation for the exponential model. Estimates are then solutions to equation 
This completes the proof of the theorem.
Simulation results
A Monte Carlo experiment was conducted to compare results of maximum likelihood estimation for the exponential regression model with the Cox partial likelihood estimator. The reference to the Cox model is clear as it is frequently applied in time to event data analysis. The R programming language was used and a general purpose optim procedure from the "stats" package for the maximum likelihood estimation (mle) in the exponential regression model with censored data was applied. The partial likelihood estimation was done with cohph procedure from the "survival" package. Two cumulated baseline intensities were used, Λ(t) = t 2 and Λ(t) = t 1/2 , for the generating of data distribution (2). The choice was motivated by comparison of estimation differences between convex and concave cumulated hazard Λ. Table 2 . Results of the simulation experiment with a discrete frailty variable
Parameter value (1, -0.5, 0.5) (1, -0.5, 0.5) Scaled parameter value The explanatory variable X was three dimensional standard normal and the true parameter γ = (1, -0.5, 0.5). Three dimensions seem to be a minimum for this sort of studies as this gives sufficient flexibility for the regression parameters choice. The frailty variable was either squared standard normal plus 1 (Table 1) or three times binomial plus 1 with success probability 0.5 (Table 2) , thus covering continuous and discrete case. The time variable was censored by an independent standard exponential variable, yielding about 15% and 30% rates of censoring in models with cumulated intensities Λ(t) = t 2 and Λ(t) = t 1/2 respectively, the rea-sonable proportions in practical studies. Estimations were repeated 5000 times for moderate sample sizes of 50, 100 and 300. Results are summarized in the table above.
Every section of the tables shows the mean values of the estimates scaled to length 1 (first row) and the corresponding standard deviations below. Simulation results indicate rapid bias decrease as the sample size increases and slightly smaller variability of the partial likelihood estimates. Analogous simulations for samples without censoring show smaller variability of exponential maximum likelihood estimation for binomial frailty and Λ(t) = t 1/2 . Another example presented here compares the two estimation methods for the Veteran's Administration lung cancer data -a data set described in detail in Kalbfleisch and Prentice (1980) , used frequently to test different estimation methods. Interest in this particular data comes from the fact that it originates from a controlled clinical trial. There are a number of continuous covariates: Karnofsky rating, disease duration and age. The binary variables are prior therapy (yes = 1/ no = 0) and treatment (standard = 1/test = 0). There are four cell types (adeno, large, small, squamous) which were coded as binary variables (squamous, small and adeno versus large). Minder and Bednarski (1996) have shown that a robust modification of the partial likelihood estimator leads to essentially different clinical conclusions there. Table 3 shows our estimation results. As in the simulated examples, the differences in estimates are relatively small. Moreover, the scaled and non-scaled values are quite close. There is no difference in significance for the explanatory regression variables. It is not however possible to determine, on the basis of this analysis, whether there is a non-constant frailty for the Veteran's Administration patients.
Conclusions
It is shown that the maximum likelihood method for the exponential regression model satisfies scaled Fisher consistency property for a large class of frailty models given by power cumulated baseline hazard function and arbitrary frailty distribution. The efficiency of the method is comparable in bias and variability of estimates to partial likelihood method for the Cox regression model. Estimation for the Veteran Administration lung cancer data shows also high consistency with Cox estimator. Extensions of the presented method to larger families of statistical models are under study.
