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Автоматичне знаходження коефіцієнтів масштабування відіграє важливу роль в 
інтелектуальному аналізі даних, оскільки вхідні компоненти можуть бути як певними мірами 
різного характеру, так і виконувати відповідне зважування вхідних характеристик. 
Ґрунтуючись на реалізації автоматичного вибору коефіцієнтів масштабування для опорно-
векторних машин в контексті класифікації, ми розглядаємо подібну методологію, але в 
контексті регресії. Зокрема, ми побачимо, як за допомогою градієнтного спуску знаходити 
коефіцієнти масштабування, які мінімізують помилку пропуску алгоритму гребеневої 
регресії. 
Гребенева регресія. Розглянемо множину функцій 
1
( , ) ( ),
p
i i
i
f x xα αϕ
=
=∑  
де
i
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Алгоритм гребеневої регресії полягає в зведені до мінімуму наступного функціоналу: 
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деγ є фіксованою позитивної постійною величиною, що називається параметром 
регуляризації. Мінімум задається вектором коефіцієнтів 
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Помилка пропуску. Корисною властивістю алгоритму гребеневої регресії є те, що його 
помилка пропуску має замкнуту форму. Дійсно, позначаючи 
,
T
A K K I
γ
γ= +  
помилка, зумовлена процедурою пропуску, є: 
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Чисельник визначає відхилення значень оцінок гребеневої регресії в навчальних точках 
від істинних значень, тобто навчальної помилки. Знаменник визначає корекцію до цих 
оцінок для процедури пропуску. 
Оптимізація коефіцієнтів масштабування. Тепер припустимо, що ( , )
i i
K xϕ = ⋅ , де K  є 
ядром радіальної базисної функції із діагональною коваріаційною матрицею, що задається 
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Таким чином, гіперпараметрами алгоритмів гребеневої регресії є 
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жуть бути оптимізовані з використанням градієнтному спуску на (2). Дійсно, аналітично мо-
жуть бути проведені обчислення 
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Для того, щоб звести до мінімуму помилку пропуску 
пр
T , ми використали 
оптимізаційний інструментарій Matlab, а для того, щоб уникнути додавання обме-
жень 0
p
σ ≥  та 0γ ≥ , була проведена оптимізація на log
p
σ та logγ . 
Підсумовуючи викладений матеріал, зазначимо, що ґрунтуючись на реалізації автома-
тичного вибору коефіцієнтів масштабування для опорно-векторних машин в контексті 
класифікації, була розглянута схожа методологія, однак в контексті регресії. Було встановле-
но, як за допомогою градієнтного спуску знаходити коефіцієнти масштабування, які 
мінімізують помилку пропуску алгоритму гребеневої регресії. 
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