For sums of squares formulas of the form
Introduction
In this paper we analyze the relative sizes of some lower bounds on the sizes of sums of squares formulae. For given r and s we wish to find lower bounds on the smallest t such that there exists a formula of the form Also note that the multiplicativity of the quaternion norm is equivalent to a sums of squares formula with r = s = t = 4. Note that if we have any sums of squares formula we can increase the value of t by letting z t+1 = 0. Hence the question of interest is to determine the smallest possible value of t for a given r and s.
As far as we know, there are two known lower bounds for the size of t as a function of r and s. In 1940, Hopf and Stiefel proved independently that for there to be a sum of squares formula, we must have that t i is a multiple of 2 for all t − r < i < s (see [4] and [6] ). Furthermore, Atiyah proved that if c = s−1 2 + 1, t i must be divisible by 2 c−i for all t − r < i < c. These both provide natural lower bounds of the t required for a sum of squares formula with given r and s. We denote these bounds by HS(r, s) and A(r, s), respectively. In recent papers by Dugger and Isaksen ([1] and [2] ), these conditions were generalized to sums of squares formulas over any field of characteristic not equal to 2.
The bound that Hopf and Stiefel's condition produces can be readily computed using a simple recursion. On the other hand, Atiyah's bound is more complicated to compute exactly. In this paper, we discuss ways of computing and approximating the bound on t implied by Atiyah's condition as well as ways to compute it exactly. Moreover, we discuss which of the given lower bounds on t is largest for any given r and s.
In Section 2, we introduce our notation. In Section 3, we will develop an algorithm compute A(r, s) in O(log(rs)) bit operations. This is significantly faster than the naive algorithm, and optimal in terms of bit operations. In Section 4, we prove some results about the relative sizes of HS(r, s), A(r, s) and A(s, r). We determine the density of r and s so that HS(r, s) ≥ A(r, s) as well as provide conditions on r and s that usually determine when this is the case. We also show that if r ≥ s then A(r, s) ≥ A(s, r) unless r and s are very close to each other, and provide some conditions on when this does and does not hold. In Section 5, we discuss further directions of inquiry.
Notation
Definition. Let e(n) be the largest number m so that 2 m |n. In other words e(n) is the number of times that 2 divides n.
Definition. HS(r, s) is the minimum t so that e t i ≥ 1 for all t − r < i < s. HS(r, s) is the lower bound on t proven by Hopf and Stiefel. It can be shown that we can compute HS using the following recursion:
HS(r, s) = HS(s, r).
Notice that this gives us the following way to compute HS(r, s). Consider the binary representations of r and s ending in repeating 1's after the decimal point. Find the most significant bit where both are 1. Replace all less significant bits in both numbers by 0, and add the resulting numbers to get t. It is easy to verify that the resulting function satisfies the same recursion as HS.
Definition. We let A(r, s) denote the smallest number t so that with c = s−1 2 + 1, we have e( t i ) ≥ c − i for all i > t − r. A(r, s) corresponds to the lower bound on t derived from the work of Atiyah. This paper makes extensive use of asymptotic notation. Recall that O(f ) refers to some quantity whose absolute value is bounded above by some constant times f for all values of the input parameters. Ω(f ) refers to some quantity whose absolute value is bounded below by some constant times f for all values of the input parameters. Θ(f ) refers to some quantity that is both O(f ) and Ω(f ).
An Algorithm for Computing A(r, s)
In this section we develop an algorithm for computing A(r, s) in O(log(rs)) bit operations.
Notice that t = r +c ≥ A(r, s) since then there is no i satisfying t−r < i < c.
Lemma 1. e(n!) equals n minus the number of 1's in the binary representation of n. Also e(n!) = n − O(log n).
Proof. The first statement follows from induction on n. It clearly holds for n = 0. The number of 1's in the binary representation of n minus the number in n + 1 is the number of trailing 0's in n + 1 minus 1, or e(n + 1) − 1. Hence, if e(n!) is n minus the number of 1's in the binary representation of n, e((n + 1)!) = e(n + 1) + e(n!) which equals n minus the number of 1's in the binary representation of n plus 1, plus the number of 1's in the binary representation of n + 1 minus the number in this binary representation of n. This equals n + 1 minus the number of 1's in the binary representation of n+1. This completes the proof of the first statement, from which the second statement easily follows.
We will show that A(r, s) = r + 
Hence to compute A(r, s) all we need to do is compute the values of e( r+c−1−n c−n ), for 1 ≤ n ≤ O(log(rs)) and find the first one that is less than n. A(r, s) is then r + c − n for that value of n.
Since each binomial coefficient in this sequence is a rational number times the preceding one we can easily compute the next e value from the previous one. By above we only need to check O(log(rs)) terms. To compute the next term from the preceding term we need to decrement t and t − r + 1 and compute e of these numbers. This takes O(1) bit operations per trailing zero. Since the total number of trailing zeroes in a sequence of m numbers is O(m) plus the greatest number of trailing zeroes in any given term, the total number of trailing zeros is O(log(rs)). Hence our total runtime is O(log(rs)) bit operations to compute A(r, s).
Comparing HS(r, s), A(r, s) and A(s, r)
In this section, we look at the problem of computing the relative sizes of HS(r, s), A(r, s) and A(s, r).
On the basis of computations performed by Armira Shkembi and Matthew Buckman, Isaksesn conjectured that HS(r, s) ≥ A(r, s) and A(r, s) ≥ HS(r, s) each occur infinitely often but that HS(r, s) ≥ A(r, s) occurs more frequently. We prove both of these conjectures with the following theorem: Theorem 2. If r and s are picked randomly, uniformly and independently from the set {1, 2, . . . , 2 n }, then the probability that HS(r, s) ≥ A(r, s) is . Therefore, since m = m 0 with probability O(2 m0−n ), averaging over all possible values of m, the probability that HS(r, s) > A(r, s) equals Proof. This follows easily from the fact that e(n!) is n minus the number of 1's in the binary representation of n.
Lemma 4. e((a + 1)(a + 2) · · · (a + n)) = n + O(log n) + max 1≤i≤n e(a + i).
Proof. Let k = max 1≤i≤n e(a + i). Then the expression we are looking for is Proof. We will assume without loss of generality that N is even.
First we show that A(s, r) ≥ 3k2
By Lemma 3 it follows that e(
Next we show that A(r, s) ≤ 3k2 N −1 + O(log N + log k). We will look at two cases.
First we note that since k has two consecutive 1's in its binary representation, we need to carry once when we add k2 N −1 and k2
) ≥ 1. This implies that for t > 3k2 N −1 we have e( N −1 + n has at most O(log N + log k). Hence if n is a sufficiently large constant times (log N + log k), then this is larger than l for all such l. This proves that A(r, s) ≤ 3k2 N −1 + O(log N + log k). Hence A(s, r) − A(r, s) ≥ N 2 + O(log N + log k). Theorem 5 proves that near most multiples of a power of 2 we find a counterexample to the conjecture (see [5] ) that r ≥ s ⇒ A(r, s) ≥ A(s, r) with both r − s and A(s, r) − A(r, s) asymptotically as large as possible since using the asymptotic form for A(r, s), these are both clearly as bad as they can possibly get.
Theorem 5 implies that there exists one of these extreme counter-examples near most multiples of a power of 2. We next show that all extreme counterexamples are near large powers of 2. 
By Lemma 4 this implies that 2
k is the greatest power of 2 dividing some number between c 1 and t 2 −r, then k > N +O(log((c 1 )−(t 2 −r+1))) = N +O(log log r). Since r − s = O(log r), both c 1 and t 2 − r are within O(log r) of r/2, so there is a multiple of 2 N +O(log log r) within O(log r) of r/2. Doubling this we get a multiple of 2 N +O(log log r) within O(log r) of r.
Conclusion
We have presented an efficient means of computing A(r, s) and some asymptotic results on the relative sizes of HS(r, s), A(r, s) and A(s, r). These results could be improved by coming up with a nice closed formula or recurrence relation for computing A(r, s). It would also be nice to have a simple criterion to determine which of the three bounds is largest. Both of these goals seem to be quite difficult. Some slightly less ambitious goals would be to derive some of these results for special values of r and s such as r = s or when r and s are both powers of 2.
