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Abstract. Ultrasound (US) speckles are granular patterns which can impede im-
age post-processing tasks, such as image segmentation and registration. Conven-
tional filtering approaches are commonly used to remove US speckles, while 
their main drawback is long run-time in a 3D scenario. Although a few studies 
were conducted to remove 2D US speckles using deep learning, to our 
knowledge, there is no study to perform speckle reduction of 3D B-mode US 
using deep learning. In this study, we propose a 3D dense U-Net model to process 
3D US B-mode data from a clinical US system. The model’s results were applied 
to 3D registration. We show that our deep learning framework can obtain similar 
suppression and mean preservation index (1.066) on speckle reduction when 
compared to conventional filtering approaches (0.978), while reducing the 
runtime by two orders of magnitude. Moreover, it is found that the speckle re-
duction using our deep learning model contributes to improving the 3D registra-
tion performance. The mean square error of 3D registration on 3D data using 3D 
U-Net speckle reduction is reduced by half compared to that with speckles. 
Keywords: Speckle reduction, Motion prediction, Deep learning, 3D registra-
tion, Ultrasound, U-Net 
1 Introduction 
Ultrasound (US) speckles are granular patterns that arise from interference of scattered 
echoes. US speckles have been exploited in speckle tracking imaging to assess myo-
cardial functions [1], [2], breast cancer [3], [4], [5], [6] and mechanical properties of 
vascular walls [7], [8], [9], [10], [11]. However, speckles indeed reduce US image con-
trast, which would undermine other image post-processing tasks, such as image seg-
mentation and registration. Thus, speckles are expected to be removed to improve im-
age contrast. 
Speckle reduction can be achieved during US image reconstruction from radio-fre-
quency (RF) channel signals via a compounding strategy. One is able to perform fre-
quency compounding from varying transmission center frequencies, which enables 
speckle reduction in the frequency domain [12]. Spatial compounding is also used to 
reduce speckles, in which sub-images at different beam angles are beamformed and 
compounded to lower speckles [13]. However, speckle reduction using either frequency 
or spatial compounding will increase system complexity and reduce temporal resolu-
tion [14].     
2 
Speckle reduction has also been studied in the context of post-processing filtering. 
Spatial-domain-filtering-based approaches were commonly used to remove US speck-
les, whose objective is to smooth homogeneous areas while preserving sharp edges. 
Among them, local filters were first proposed [15], [16], with which the intensity of a 
pixel in an image with speckle reduction is correlated with its neighboring pixels. Later 
on, non-local filters were proposed to determine speckle-free pixels in a non-local man-
ner [17], [18], [19]. The filter weights depend not only on spatial distances, but also on 
pattern similarities. The non-local approaches are considered as the state-of-the-art 
strategy for ultrasound speckle reduction [20]. While the main drawback is long run-
time, which prevents their real-time applications. 
 Recently, a few studies were conducted to remove US speckles using deep learning. 
Convolutional neural networks (CNN) were first used to reconstruct speckle-free US 
images from RF signals [21], [22]. However, RF signals are not accessible for commer-
cial US systems, which impedes its clinical use. Principal component analysis networks 
(PCANet) [23] was used to extract intrinsic features as inputs to a non-local filter to 
produce speckle-free US images [20]. Other works investigated whether GANs could 
perform speckle reduction, in which a generative network was trained to create speckle-
free images and a discriminative network differentiate filtered images and outputs from 
the generative network [24], [25]. Nevertheless, the aforementioned studies processed 
2D US datasets which are not demanding computationally. 
To our knowledge, there is no study to perform speckle reduction of 3D B-mode US 
using deep learning models. In this study, we propose a 3D U-Net model to process 3D 
US B-mode data from a clinical US system. The results without specklar artefacts 
achieve accurate approximation of speckle-free results from a non-local filter in a real-
time manner. We also demonstrated the output of our proposed method improved the 
registration performance of a fast 3D registration algorithm. The fast and accurate im-
plementation of 3D US speckle reduction allows the possibility of simplifying US real-
time applications.    
2 Methods 
2.1 Dataset 
The dataset consists of liver scans from 24 healthy volunteers who signed written con-
sent. 4D US volume sequences were acquired by a Philips EPIQ7 US system with an 
X6-1 3D probe under free-breathing. The temporal resolution was 6 Hz. The imaging 
resolution in axial, lateral and elevational directions were 0.51 mm, 0.81 mm and 1.04 
mm, respectively. The total number of volumes was 1286.  
Before the training, validation and testing, volumes were preprocessed by mean cen-
tering, standard deviation normalization and cropping with a size of 128×128×32 in 
axial, lateral and elevational views, respectively.  
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2.2 Optimized Bayesian non-local means filter 
To obtain ground truth volumes without speckles, each volume was processed by a non-
local filter, optimized Bayesian non-local means (OBNLM) filter. Here, we describe 
briefly the OBNLM filter. More details can be referred to [17]. Specifically, a pixel 
with speckle reduction, 𝑁𝐿(𝑢)(𝐵𝑖𝑘), in an image block, 𝐵𝑖𝑘, is recovered by computing 
a weighted spatial average of adjacent image blocks, 𝐵𝑗 , of the current pixel: 
  𝑁𝐿(𝑢)(𝐵𝑖𝑘) = ∑ 𝑤(𝐵𝑖𝑘 , 𝐵𝑗)𝐮(𝐵𝑗)𝐵𝑗 , (1) 
where 𝐮(∙) is a vector gathering the intensity values of a block, 𝑤(𝐵𝑖𝑘 , 𝐵𝑗) is a weight 
for recovering 𝐮(𝐵𝑖𝑘) based on the similarity of blocks 𝐵𝑖𝑘 and 𝐵𝑗 . In [17], a statistical 
distance, Pearson distance, 𝑑𝑃, was proposed to determine the weight. The Pearson dis-
tance assumes the speckle model conforms to following model: 
 𝑢(𝑥) = 𝑣(𝑥) + 𝑣𝛾(𝑥)𝜂(𝑥), (2) 
where 𝑣(𝑥) is the original image, 𝑢(𝑥) is the observed image with speckles and 𝜂(𝑥) ∼
𝒩(0, 𝜎2) is zero-mean Gaussian noise. Unlike other additive Gaussian noise models, 
this model is more reliable to extract statistics from images as the factor 𝛾 makes the 
speckle noise not only depends on US hardware, but also on signal processing during 
image reconstruction. Considering this speckle model, the Pearson distance is defined 
by: 
 𝑑𝑝 (𝐮(𝐵𝑖), 𝐮(𝐵𝑗)) = ∑
(𝑢𝑝(𝐵𝑖)−𝑢
𝑝(𝐵𝑗))
2
(𝑢𝑝)2𝛾(𝐵𝑗)
𝑃
𝑝−1 , (3) 
where 𝑃 is the pixel number in an image block. 
 In the study, we used an implementation of the OBNLM filter which is publicly 
available to process original US dataset. The block size is 3 × 3 and the number of 
adjacent image blocks is 3. 
2.3 Model architecture 
The model architecture is described in Fig. 1. The U-Net architecture [26] is the back-
bone, which was extended into 3D U-Net to allow for 3D input-output. Specifically, 
the network consisted of an encoder with 4 layers, following a decoder with 4 layers. 
Each layer includes 3D convolutional operations and ReLU activations. The encoder 
and decoder are connected by a 3D convolutional layer (the bottom in Fig. 1). The first 
two dimensions of a volume are halved after passing each encoder layer by a maxpool-
ing operation, while the third dimension is kept unchanged. Likewise, only the first two 
dimensions are doubled by a transposed convolution operation at the beginning of each 
decoder layer. Other than skip connections, dense connections were also introduced, 
which allows the current layer to utilize previous information. This dense U-Net archi-
tecture has shown a faster learning on 3D image segmentation [27]. The input is a raw 
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volume with natural speckle. The output is supposed to be the learned speckle-free vol-
ume. The speckle reduced volume using the OBNLM filter is used as the target volume 
for training and evaluation.  
 
Fig. 1. 3D U-Net architecture for speckle reduction. The network is a 4-layer encoder-decoder 
architecture. Each layer includes 3D convolutional operations and ReLU activations. Skip con-
nections and dense connections are introduced to utilize previous information. The number of 
features is indicated in the figure.   
2.4 Training protocol 
Volume sequences from 24 volunteers were randomly divided into training, validation 
and test subsets with a split of 70%, 20% and 10%, respectively. Namely, 842 volumes 
from 16 volunteers for training, 280 volumes from 5 volunteers for validation and 164 
volumes from 3 volunteers are for testing. 
The model was deployed with the Keras framework and training was performed on 
an NVIDIA Quadro P2200 GPU with 16 GB of RAM. The mean square error (MSE), 
basing on image intensities, between the learned volume without speckles and the 
ground truth is used as a loss function. Network parameters were optimized using the 
Adam optimizer [28] with an initial learning rate of  10−5  and a decay factor of 
1.99 × 10−7. Due to a limitation of GPU memory, each training batch includes one 3D 
volume.  
 
2.5 Evaluation metrics 
Assessment on speckle reduction: Speckle suppression and mean preservation index 
(SMPI) is used to assess the quality of images with speckle reduction [29]. The index, 
described as follows, avoids overestimations of mean values due to smooth filtering: 
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 SMPI = Q × √
𝜎𝑟
√𝜎𝑜
 (4) 
where Q = 1 + |𝜇𝑟 − 𝜇𝑜|, 𝜇𝑜 and 𝜇𝑟  represent the mean of volume values with and 
without speckle reduction, respectively. 𝜎𝑜 and 𝜎𝑟 are the variance of volume values 
with and without speckle reduction, respectively. A lower SMPI indicates better per-
formance for speckle reduction. 
To evaluate computational efficiency, we perform speckle reduction on the test da-
taset using the trained 3D U-Net on the same GPU and an Intel Xeon E-2244G CPU 
were recorded. Since the GPU implementation of the OBNLM filter is not available, 
we only test its runtime on the same CPU. The mean runtime of speckle reduction on 
per volume is recorded for comparison.   
2.6 3D registration evaluation 
To evaluate the effect of speckle reduction on registration, we train an unsupervised 
neural network, VoxelMorph, proposed by [30] to perform 3D registration. The regis-
tration process minimizes a loss function ℒ: 
 ℒ(𝑓, 𝑚, 𝜙) = 𝑀𝑆𝐸(𝑓, 𝜙 ∘ 𝑚), (5)  
where 𝜙 is the registration field and 𝑓 and 𝑚 denote the fixed and moving volumes, 
respectively.  The network takes as input the fixed and moving volumes and outputs a 
dense displacement field which is used to warp the moving volume. The similarity be-
tween the fixed and warped volumes is measured with MSE. 
Specifically, in a 4D sequence for each volunteer, the volume corresponding to the 
exhale respiratory phase was visually identified and used as the moving volume. The 
exhale phase was taken as reference as it is easily reproducible. Then the reference 
volume was registered to all the other volumes pertaining to the same 4D sequence. 
The network is trained on three datasets, no speckle reduction, speckle reduction using 
OBNML and speckle reduction using our 3D U-Net. Each dataset was split into train-
ing, validation and testing in the same manner as for the 3D U-Net. The lost in (5) was 
used to evaluate registration performance. 
3 Results 
Quality assessment of speckle reduction: Fig. 2 shows two examples of 3D liver vol-
umes with speckle reduction from two volunteers. One should note that all the results 
are from the test dataset which is unseen during the training phase. For each example, 
three slices in coronal, sagittal and transverse views are shown, respectively. As we can 
see, both images using the OBNML filter and 3D U-Net reduce speckles largely com-
pared with original images. The results using the OBNML and 3D U-Net are similar 
qualitatively.  
Table 1 presents the mean and standard deviation of SMPIs for the test dataset using 
the OBNLM filter and 3D U-Net. Although the SMPI using the OBNLM filter is 
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smaller than that using the 3D U-Net (0.978 vs 1.066), the small gap between them 
suggests the 3D U-Net is able to obtain approximated results of speckle reduction com-
paring to using the OBNLM filter. 
 
 
Fig. 2. Two slice examples of liver volumes from two volunteers, dividing a dash line. Coronal, 
sagittal and transverse views are shown, respectively. The first row are original B-mode images. 
The second row are B-mode images with speckle reduction using the OBNML filter. The third 
row are B-mode images with speckle reduction using the proposed 3D U-Net. 
Table 1. Mean and standard deviation of SMPIs of the test dataset  
 OBNLM 3D U-Net 
SMPI (mean ± std) 0.975 ± 0.006  1.092 ± 0.011 
 
Runtimes: Table 2 shows the mean runtimes of speckle reduction for each volume of 
the test dataset using the OBNML filter and 3D U-Net. The runtime using 3D U-Net is 
reduced by two orders of magnitude with respect to the OBNLM filter runtime.   
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Table 2. Runtime of speckle reduction per volume (seconds) 
 OBNLM 3D U-Net 
CPU 81.1 4.0 
GPU - 0.5 
3D registration application: Table 3 presents the MSE results of 3D registration using 
VoxelMorph regarding datasets without speckle reduction, with speckle reduction us-
ing the OBNLM filter and speckle reduction using 3D U-Net, respectively. The mean 
MSE of 3D data without speckle using 3D U-Net is reduced by half compared to the  
data with speckle, which suggests speckle reduction using deep learning can improve 
registration accuracy. 
Table 3. Mean and standard of MSE of 3D registration 
 Original OBNLM 3D U-Net 
MSE (mean ± std) 0.032 ± 0.018 0.015 ± 0.014 0.016 ± 0.018 
 
Fig. 3 gives two examples of VoxelMorph registration results. The center slice in the 
coronal view is shown. As seen in the warped results (the third column of each example 
in Fig. 3), both results using OBNML and 3D U-Net methods reduce registration arti-
facts as shown in the left part of images.  
 
Fig. 3. Two slice examples of VoxelMorph registrations, dividing a dash line. The first row shows 
fixed, moving and warped slices from 3D volumes with speckles. The second row shows fixed, 
moving and warped slices from 3D volumes without speckles using the OBNML filter. The third 
row shows fixed, moving and warped slices from 3D volumes without speckle using the proposed 
3D U-Net. 
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4 Conclusion 
Time-resolved 3D US imaging is emerging. However, with an increasing computation 
burden, it poses a challenge of reliable 3D post-processing in real-time. In this paper, 
we attempt to resolve the problem of 3D US speckle reduction and demonstrate its 
benefits for 3D registration. With a deep learning alternative, we obtained similar per-
formance on speckle reduction compared to a conventional filtering approach, while 
the computation time was reduced significantly. Applied to a 3D registration problem, 
it was found that the speckle reduction using our deep learning model contributed to 
improving registration performance. 
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