Methods of designing a radial-basis-function-network-based (RBFN) controller and implementing it for controlling a piezopolymer bimorph flexible micro-actuator are presented. By focusing on the sigmoid function, which is generally used as the neuron activation function of neural networks and whose derivative shape is similar to that of a Gaussian function, we derive an RBFN controller by applying a differential operator to an NN controller. Applications in which a flexible micro-actuator is controlled by the RBFN controller are also described. Simulations show that the proposed controller is effective at controlling a flexible micro actuator.
INTRODUCTION
Artificial neural networks (ANNs), which are modeled on biological neural networks, have excellent capabilities such as nonlinear mapping and learning abilities. To apply these abilities to control systems, many types of neural-network-based controllers (NN controllers) have been studied [1] - [8] . In general, a sigmoid function has been used as the neuron activation function in ANNs; however, the use of a radial basis function (RBF), such as a Gaussian function, as the neuron activation function has also been studied in order to accelerate a network's learning of complex nonlinear functions or mapping [9] . An
ANN that uses RBF is called a radial basis function network (RBFN).
RBFNs are simple compared to ANNs, and fast linear algorithms such as the least squares algorithm can be applied in the learning process of RBFNs; therefore, RBFNs can be used in signal processing applications instead of single-layer ANNs. In the last few years there has been interest in using RBFNs for controlling nonlinear systems and several studies [10] - [14] have been undertaken.
We also proposed an RBFN controller [15] , which is derived from a direct single-layer NN controller by focusing on the characteristic of the sigmoid function whose derivative shape is similar to a Gaussian function, and verified its effectiveness by experiments controlling the position and force of a robot manipulator. Since the proposed RBFN controller relates to the NN controller by means of a differential operator, our design method should make it possible to create an interface between an NN controller and an RBFN controller, The mapping performance of an RBFN depends upon the network weights and the RBF parameters (function shape and center), however, the RBF 
RBFN CONTROLLER DESIGN
This section describes a method of designing an RBFN controller by applying a differential operator to a direct NN controller.
First, we design the direct NN controller with the objective SISO system expressed by the following equation.
(
Here G is a function that expresses the system characteristics, y(k) is the system output, u(k) is the control input, k is the sampling number, and n and m are the system orders. Here, we assume that the orders n and m are known and that the inverse of the system G-1 exists and is stable. The NN for the controller is three layers with no inner feedback loops and no direct connection from the input layer to the output layer.
A sigmoid function f defined by the following equation is used to activate the hidden layer neurons.
Here a is the parameter that changes the shape of the sigmoid function.
The NN input vector Ic(k) is defined by the following equation. where yd is the desired system output. A constant value 1 is included in the element of the input vector Ic(k) as a threshold for the hidden layer neuron. In the direct NN controller, the NN output is the control input to the objective system. Therefore, the control input u(k) can be determined using the following equation. 
From Eq.
Here Whiij(k) is the component of the weight Whi(k), Woh_??_(k) is the component of the weight Woh(k), and Ici(k) is the component of the input 
As a result, from Eqs. (8) and (11), the RBFN controller can be described in the following form.
Here ƒÓ (= df/dx) is the derived RBF defined by the following equation
(its shape is shown in Fig. 2 ).
Consequently, the RBFN controller approximates a derivative of function gas described in Eq. (1 1 
Here ƒÅ is the convergence factor, ƒÉ(k)(= •Ýy(k)/•Ýu(k-1 )) is the system Jacobian, and the matrices ƒ³(k), ƒµ(k) are defined as follows,
Here the derivative of the derived RBF is defined by the following equation.
The value of the Jacobian is required to calculate Eqs. (17) and (18),
but it is generally difficult to analytically determine the Jacobian if the objective system is a nonlinear or uncertain system. In this study, we assume that the Jacobian equals I and that hoth the sign and magnitude of the Jacobian are compensated for by tuning the convergence factor [32] to simplify the control system. Figure 3 shows a block diagram of the RBFN controller when it is applied to a second-order system (n = 2, m = 1). 
Here z' is the time delay operator, d is dead-time, and ai and bi are order coefficients defined with the physical parameters of the flexible micro actuator and the sampling rate. output y was normalized by the desired output yd.
Initially, in order to establish the feasibility of the RBFN controller, it was used to control a linear model of the flexible micro actuator. Figure 5 shows the learning process of the RBFN controller by plotting the normalized cost function which is an average of the cost function Jc(k) within one period of the desired output. As shown in Fig.   5 , the normalized cost function converged as learning progressed. Figure 6 shows the time response of the system at the 20th period. The RBFN controller was able to track the displacement quickly and precisely. This result shows the feasibility of the RBFN controller. As a reference for comparing the results of the RBFN controller, both an NN controller [33] and an LQI controller [34] were simulated. Figure 7 shows the learning process of the NN controller 
Here r is the weight of the control input and ‡™u(k) (= u(k)-u(k-1)) is the difference of the control input.
As shown in Fig. 9 , the displacement tracks the desired output with relatively large overshooting and residual vibration with the first elastic mode . Table  3 of those obtained with 10 different initial weight matrices, and those at the 20th period were evaluated. The optimal control parameters for converging the learning process of both the single-layer RBFN controllers [15] and the linear NN controller [5] could not be determined.
The AP of the RBFN controller is minimal as can be seen in Table 3 and good tracking results were obtained as shown in In these cases, however, the convergence of the RBFN controller's learning greatly depends on the extent of the nonlinearities in the objective system, for example the additive perturbation form and the bandwidth of the hysteresis. This indicates that it is necessary to determine the initial weight matrices which guarantee both the stability of the control system and the convergence of the RBFN learning when we use an RBFN controller for controlling nonlinear systems. In this study, although the initial weight matrices were determined by trial and error because it is difficult to analytically solve the initial condition problem of nonlinear systems, it is possible to solve the problem by using automatic search algorithms, such as a genetic algorithm , or to avoid it by using a parallel eontroller"5J.
CONCLUSION
This paper described a design method for an RBFN controller and presented a method for implementing it to control a flexible micro actuator. By focusing on a sigmoid function derivative, we obtained the RBFN controller by applying a differential operator to a multi-layer NN controller. Simulation of tracking control for a flexible micro actuator using the proposed controller demonstrated the feasibility and characteristics of the RBFN controller. The following results were obtained.
(1) Using its learning ability, the RBFN controller can control the flexible micro-actuator without a priori knowledge.
(2) The controller is robust to changes in the desired output, and the tracking of the tip position to the desired output is quick and precise until the frequency approaches the first elastic mode of the micro actuator.
(3) The controller can compensate for nonlinearities of the flexible micro-actuator, such as parameter variations and hysteresis.
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