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Abstract
We propose a dynamic edge exchangeable net-
work model that can capture sparse connec-
tions observed in real temporal networks, in
contrast to existing models which are dense.
The model achieved superior link prediction
accuracy on multiple data sets when compared
to a dynamic variant of the blockmodel, and
is able to extract interpretable time-varying
community structures from the data. In ad-
dition to sparsity, the model accounts for the
effect of social influence on vertices’ future
behaviours. Compared to the dynamic block-
models, our model has a smaller latent space.
The compact latent space requires a smaller
number of parameters to be estimated in vari-
ational inference and results in a computa-
tionally friendly inference algorithm.
1 Sparse Temporal Networks
We consider a temporal sequence of networks {G(t)}Tt=1
indexed by t ∈ Z+, each containing a set of vertices
and edges G(t) ≡ {V (t), E(t)}. E(t) = {e(t)1 , ..., e(t)N(t)}
is the set of N (t) edges observed at t and V (t) is the
set of vertices that have participated in at least one
edge up to t such that V (t−1) ⊆ V (t). An edge e(t)i =
(v
(t)
i , v
′(t)
i ) is a tuple of two interacting vertices, and
may or may not be directed. We focus on undirected
temporal networks in this paper and ignore the order of
vertices in the tuple. Many events that involve pairwise
interactions between entities and individuals can be
considered as temporal networks. Real-world examples
of temporal networks include e-mail communication
networks, friendship networks, trading networks and
many more.
Temporal networks exhibit statistical properties that
are of practical interest. We focus on addressing three
important properties in this paper: sparsity, community
structure and social influence. Our proposed model
differs from the existing models by taking into account
all three properties simultaneously while being less
computationally demanding compared to many existing
ones. It also allows the set of vertices to grow over
time, as opposed to forcing the set of vertices to remain
constant.
We discuss the three properties in the remaining sub-
sections, and introduce the proposed model in Section 2.
We then review some existing models for temporal
networks and compare them to the proposed model in
Section 4. In addition, we discuss some related works in
Section 5. We close the paper with some experimental
results and discussions in Section 6.
1.1 Sparsity
The connections observed among the vertices in real-
world networks are typically sparse, with only a small
number of observed edges compared to all possible pairs
of vertices [6, 15]. Using a social network with thou-
sands of members as an intuitive example, most, if not
all members of the social network are connected to tens
or hundreds of other members in the network, instead
of thousands of other members. Therefore, the total
number of connections in the social network is an order
of magnitude smaller than the number of all possible
pairs of members. Sparsity is an essential condition to
maintain certain structural properties observed in real
networks, such as the ‘small world phenomena’ and
the power-law degree distributions, as these properties
can only occur in sparse networks [27]. Formally, a
network G = (V,E) with |E| edges and |V | vertices
is sparse if |E| = o(|V |2) (i.e., |E| is asymptotically
upper bounded by c · |V |2 for c > 0).
In the context of temporal networks {G(t)}Tt=1, each of
the observed networks G(t) may be sparse. We argue
that in some cases, G(t) is sparser than static networks
that are aggregates of temporal networks. Therefore,
it is important that temporal network models are able
to capture the sparse property of real observations.
However, as we discuss in Section 4, most existing
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dynamic network models do not allow for sparse con-
nections because of their underlying exchangeability
assumption.
1.2 Community Structure
In many networks, the connections between vertices
can be clustered into different categories, with over-
lapping subsets of vertices dominating each of the
categories. In a social network, for example, edges
can represent relationships between colleagues, college
friends, family members and other types of social rela-
tionships. Within each type of relationship, a subset
of vertices are over-represented compared to the oth-
ers. Some vertices may also dominate multiple types
of relationships. Vertices that participate in multiple
types of connections are referred to as having mixed-
memberships in the stochastic blockmodel literature [3].
In temporal networks, the number of edges belonging
to each category can fluctuate through time and the
dominating vertices of each category can also evolve
[34, 35, 18]. The types of edges are not annotated in
many network data sets, but can be inferred through
statistical analysis. While dynamic variants of the
mixed-membership stochastic blockmodel can model
the mixed-membership community structure, they can-
not account for sparse connections by construction [27].
As a consequence, these models do not allow for the
presence of hubs and power-law degree distributions.
1.3 Social Influence
The presence of an edge connecting two vertices at time
t implies that the two vertices had interacted in some
ways during the period. The interaction may influence
the states of both vertices at the subsequent time point,
causing the two vertices to interact with the world sim-
ilarly in the future. The two vertices may also interact
with many other vertices at t, causing their respective
future states to reflect their own historical states and
the social influence from their respective neighbours at
t to various degrees. The causal nature of time allows
us to draw potential causal links from the observed
connections of vertices at t to their future states, and
perform inference on future connections between ver-
tices [9, 13, 24]. The effect of social influence plays an
important role in the evolution of temporal networks,
and should be taken into account in building temporal
network models [17].
2 Dynamic Edge Exchangeable
Network Model
We propose a dynamic model for sparse temporal net-
works {G(t)}Tt=1 that is built upon the edge exchange-
able framework proposed in [10, 12]. By enforcing the
edge exchangeable assumption to the marginal distribu-
tion at each time point t, the model allows G(t) to be
sparse. In contrast, the existing dynamic models guar-
antee that G(t) is either empty or dense (see Section 4).
The edge exchangeable marginals for different time
points are coupled by latent Gaussian Markov chains
to model the social influence effects and evolution of
the temporal networks. Additionally, we introduce a
Poisson vertex birth mechanism to allow new vertices
to join the networks at different times. In the following
sub-sections, we first discuss the generative process for
individual G(t) and introduce the Markov dynamics
that couple together the temporal sequence of networks.
We then present a variational inference algorithm and
discuss its computational complexity in Section 3.
2.1 Edge Exchangeable Sparse Networks
The edge exchangeable assumption applied to each of
the networks G(t) in the temporal sequence {G(t)}Tt=1
dictates that the edges in the set E(t) = {e(t)1 , ..., e(t)N(t)}
are exchangeable and the probability distribution of
G(t) is invariant to the order of the edges in E(t).
Therefore, e(t)1 , ..., e
(t)
N(t)
are i.i.d. samples of an edge
distribution Pt(e). Following our notations from Sec-
tion 1, an undirected edge e(t)i is a tuple of two un-
ordered participating vertices (v(t)i , v
′(t)
i ). As a result,
Pt(e = (v
(t)
i , v
′(t)
i )) can be factorized into a product
of identical vertex distributions Pt(v
(t)
i )Pt(v
′(t)
i ). We
present some simulation results in Section 6 to demon-
strate that our edge exchangeable network construction
can model sparsity. We refer the readers to [21] for a
detailed general review of edge exchangeable networks.
2.2 Community Structure Mixture Model
To incorporate community structure, we adopted the
edge clustering approach proposed for non-parametric
static network model in [33] to our model. We assume
that the observed edges E(t) are samples of a mixture
of M edge distributions in Equation 1 (corresponding
to M communities) where the per-edge latent mixture
component indicators c(t)i ∈ {1, ...,M} describe the
types of connection that the edges belong to. We
suppress the parameters in Equation 1 for compact
presentation.
Pt(e = (v
(t)
i , v
′(t)
i )) =
M∑
m=1
[Pt(c
(t)
i = m) (1)
Pt(v
(t)
i |c(t)i = m)Pt(v′
(t)
i |c(t)i = m)]
For undirected networks, Pt(v
(t)
i |c(t)i ) and Pt(v′
(t)
i |c(t)i )
are identical vertex distributions which we collec-
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tively denote as Pt(v|c(t)i ) for notational convenience.
Pt(c
(t)
i ) and {Pt(v|c(t)i = m)}Mm=1 are parameterized
as logistic normal distributions with M -dimensional
and (|V (t−1)|+ L(t))-dimensional support respectively.
|V (t−1)| is the number of vertices observed in the net-
works up to the previous time point (with |V (0)| = 0)
and L(t) is the Poisson distributed number of potential
new vertices that may join the network at t.
The relative sizes of the communities may grow and
shrink over time and exhibit temporal dependency, as
sudden large changes to the community sizes are rare.
We construct the following latent Gaussian Markov
chain for the parameters of the logistic normal distribu-
tions k(t) ∈ RM×1 to capture the temporal dependency.
Pt(c
(t)
i = m|k(t)) ∝ ek
(t)
m (2)
P (k(1:T )) =N (k(1);µk,BkBᵀk) (3)
T∏
t=2
N (k(t);Akk(t−1),BkBᵀk)
µk ∈ RM×1, Ak ∈ RM×M and the lower-triangular
matrix Bk ∈ RM×M are the parameters of the Markov
chain.
The mth vertex distribution at t, Pt(v|c(t)i = m) (abbre-
viated as Pt,m(v) for compactness), encodes the relative
dominance of the vertices in community m at time t.
We endow each vertex v at time t with a Gaussian
distributed latent state vector h(t)v ∈ RM×1, such that
pt,m(v = vi) ∝ eh(t)v,m . (4)
The normalizing constant for Equation 4 is the sum
over the exponentiated mth hidden states of all the
vertices in V (t−1) and the L(t) potential new vertices
at t.
2.3 Markov Dynamics with Social Infuence
The latent state vectors of the L(t) potential new ver-
tices are sampled from an initial Gaussian distribution
parameterized by the mean vector µ ∈ RM×1 and the
lower-triangular matrix B ∈ RM×M
p(h) = N (h;µ,BBᵀ). (5)
If the potential new vertices are indeed sampled to form
G(t), they are added to the set V (t) and together with
the existing vertices that joined in the previous time
steps, their respective latent state vector h(t)v evolves
to the next time point according to the conditional
Gaussian distribution in Equation 6. The new potential
vertices at t that do not participate in G(t) are dropped
from the model and ignored in the next time step.
p(h(t+1)v |G(t), {h(t)i |i ∈ V (t)}) (6)
= N (h(t+1)v ; f(v,G(t), {h(t)i |i ∈ V (t)}),BBᵀ)
To model the varying degrees of social influence on the
evolution of temporal networks, the mean of the condi-
tional Gaussian in Equation 6 is parameterized as a M -
dimensional vector function fv,t = f(v,G(t), {h(t)i |i ∈
V (t)}) defined in Equation 7.
fv,t = w
(t)
vvh
(t)
v +
∑
i∈ne(v,t)
w
(t)
vi h
(t)
i (7)
where ne(v, t) is the set of neighbour vertices that
vertex v formed an edge with in G(t). Equation 7 is a
weighted average of h(t)v and the previous latent state
vectors of vertex v’s neighbours at t. The non-negative
weights w(t)vi is a dot-product based similarity measure
between vertex v and i defined as
w
(t)
vi =
eh
(t)
v ·h(t)i
eh
(t)
v ·h(t)v +
∑
j∈ne(v,t) e
h
(t)
v ·h(t)j
. (8)
Intuitively, the neighbours of the vertex v at t pull
the latent state of v towards themselves at different
degrees after they interacted at t. The neighbours that
are more similar to vertex v in the state-space have
higher influence on its future latent state. If the vertex
v did not interact with any vertex, then fv,t = h
(t)
v and
Equation 6 is simply a random walk.
The weighted average parameterization of the condi-
tional mean in Equation 7 is similar to the local context-
based soft attention mechanism proposed in [25] for
NLP neural networks in two ways. Firstly, it assigns
higher weights to vertices that are more similar in the
latent space. Similarly, the attention mechanism in
[25] assigns higher weights to words that are similar in
context. Secondly, Equation 7 avoids the computation-
ally expensive operation of summing over all existing
vertices by looking only at the neighbours of vertex v at
the previous time step. It is ‘local’ in the sense that it
only sums over vertex v’s immediate neighbours. The
attention mechanism in [25] is ‘local’ in the sense that
the attention mechanism only consider other words
that surround the target word in a sentence instead of
the whole corpus, leading to saving in computational
costs. We refer to the state-space parameterized by
Equation 7 as the Attention Augmented State-space
(ATTAS). To the best of our knowledge, we are the
first to propose an attention mechanism in probabilis-
tic model for network data. We compare ATTAS to a
simple random walk (RW) state-space as well as other
models in the prediction experiments.
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2.4 Poisson Birth Mechanism
The number of new vertices L(t) at time t is uncertain
prior to observing G(t). We seek to account for the
uncertainty with a Poisson prior distribution with log-
rate parameter λ(t)
P (L(t)|λ(t)) = Poisson(eλ(t)). (9)
We observed in many temporal networks that L(1) is
typically large because no vertex existed in the networks
prior to t = 1. The subsequent L(t) typically become
smaller. Therefore, we propose to capture the temporal
dynamics of L(t) with an auto-regressive Markov chain
prior on the parameter sequence λ(1:T )
p(λ(1:T )) = N (λ(1);µλ;σ2λ) (10)
T∏
t=2
N (λ(t); aλλ(t−1), σ2λ).
In the scenario when 0 < aλ < 1, the long-run expecta-
tion of L(t) is 1 despite the larger initial expectation
of eµλ . As previously described, the L(t) potential new
vertices are assigned a latent state vector sampled from
Equation 5 and are discarded from the model if they
do not participate in G(t).
2.5 Model Summary
We provide a generative summary of the dynamic edge-
exchangeable network model described in the previous
sub-sections, and depict the generative process for a
sequence of T = 3 temporal networks with 2 communi-
ties in Figure 1. We assume that the number of edges
sampled at each time point N (1:T ) are directly speci-
fied. However, they can also be modeled with Poisson
distributions or directly observed from the data sets in
practice.
Given the number of communities M , T , N (1:T ), and
model parameters θ = {µλ, σλ, aλ, µ, B, µk, Ak, Bk},
we generate the temporal networks as follow.
For t in 1, . . . , T :
1. Set V (t) = V (t−1), E(t) = {} (V (0) ≡ {})
2. Draw λ(t), L(t),k(t) from Equation 10, 9, 3.
3. For i in 1, . . . , L(t), draw h(t)zi from Equation 5.
4. For v ∈ V (t), draw h(t)v from Equation 6.
5. For i in 1, . . . , Nt:
(a) Draw c(t)i from Equation 2.
(b) Draw e(t)i = (v
(t)
i , v
′(t)
i ) conditioning on c
(t)
i from
Equation 4.
(c) E(t) = {E(t), e(t)i }; V (t) = V (t) ∪ {v(t)i , v′
(t)
i }
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Figure 1: The figure shows the generative process for
a sequence of 3 temporal networks with 2 communi-
ties. This figure is best understood together with the
description and best viewed on a computer.
Description of Figure 1 Individual vertices in Fig-
ure 1 are represented as colored balls in the data box,
with pairs of vertices forming edges that compose the
networks. The yellow vertex does not participate at
t = 2 but remains in the network because it partici-
pated at t = 1 while the green vertex joins at t = 2.
The community labels of the edges are sampled from
the grayscale community distributions at the top, and
annotated on the sampled edges. Conditioning on the
community label, two vertices are sampled from the
colored mixture distributions above the box to form
an edge. The vertex state vectors h(t)v of the mixture
distributions are represented as colored circles in the
rectangles above the distributions, with their ATTAS
evolution mechanism described in Section 2.3 depicted
as directed arrows through time. h(t)v of new potential
vertices are grouped in dotted rectangles, with those
that do not immediately participate in the network
discarded at every time step (e.g., black at t = 1). The
number of new potential vertices L(t) is determined
by Poisson distributions with log-rates λ(t) that evolve
according to a Gaussian Markov chain.
3 Variational Inference
We approximate the posterior distributions of the
model’s latent variables with a variational inference
(VI) algorithm [7]. The latent variables of interest
are L(1:T ), λ(1:T ), k(1:T ), the per-edge community type
latent variables c(t)i and the per-vertex latent state vec-
tors h(τv :T )v . τv is the time when vertex v first joined
the networks.
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The time dependency of temporal networks requires
that the approximating variational distributions q for
h
(τv:T )
v , k(1:T ) and λ(1:T ) to preserve their time depen-
dency. To preserve the time dependency while allowing
tractable variational distributions, we utilize the struc-
tured mean-field (SMF) family of variational distribu-
tions [29]. The SMF family approximates q(h(τv:T )v ) for
v ∈ V (T ), q(k(1:T )) and q(λ(1:T )) as Gaussian Markov
chains [8, 14, 26, 5], and the remaining variational
distributions as fully-factorized mean-fields.
The proposed ATTAS state-space introduce non-
conjugate structures to the model through the fv,t func-
tion in Equation 7. Additionally, the log-normalizing
constants of the multivariate logistic normal distri-
butions in Equation 2 and Equation 4 are also non-
conjugate. The two sources of non-conjugacy render
the evidence lower bound (ELBO) objective function
of VI analytically intractable. We take a two-pronged
approach to tackle the intractable ELBO. We first
linearize the log-normalizing constants using Taylor’s
series approximation [8]. The linear approximation
introduces an additional lower bound to the ELBO,
but allows {{q(c(t)i )}N
(t)
i=1 }Tt=1 to be optimized analyti-
cally through fast conjugate updates. The conjugate
updates are equivalent to optimizing the variational
parameters with natural gradients, and lead to faster
convergence. To tackle the more complex intractable
terms introduced by ATTAS, we resort to optimizing
the variational parameters of q(h(τv :T )v ) with ADAM
[22] using unbiased Monte Carlo gradients computed
with the reparameterization tricks [23, 5]. We alter-
nate between performing the conjugate updates and
multiple steps of the stochastic gradient updates. We
find that exploiting the linear approximations and con-
jugate updates lead to faster and better convergence
when compared to a fully Monte Carlo approach.
We learn the model parameters θ by maximizing the
same ELBO objective as VI. The model parameters
updates are performed together with the stochastic
gradient updates of VI.
We validated the goodness of the VI approximation
using a simulated experiment to recover ground truth
edge community labels c(t)i . The VI algorithm was able
to recover 96% of the 1694 ground truth labels across 3
time steps at a normalized mutual information (NMI)
score of 0.75. The details of the simulation experiment,
together with the VI algorithm derivations are available
in the Supplementary Material.
3.1 Computational Complexity
The computational bottleneck of the variational infer-
ence algorithm lies in computing the M × T approx-
imated expected log-normalizing constant terms and
the corresponding gradients, contributed by the logistic
normal distributions in Equation 4. Computing the
approximated expectations requires summing over the
expected exponentiated latent state vectors h(t)v for all
vertices in V (T ). The sums are then used to update
{{q(c(t)i )}N
(t)
i=1 }Tt=1. Therefore, the computational com-
plexity of the VI algorithm is O(ETOTM + |V (T )|MT ),
where ETOT =
∑T
t=1N
(t), |V (T )| is the total number
of vertices in the temporal networks, M is the number
of communities and T is the number of time points.
The computational complexity of VI for the proposed
model is significantly lower than the dynamic variants
of mixed-membership stochastic blockmodels, which
have complexity of O(M |V (T )|2T ) and beyond [34, 18].
4 Comparisons to Existing Models
We compare and contrast the proposed dynamic edge
exchangeable network model to some existing prob-
abilistic models for temporal networks, focusing on
how the proposed model handles the 3 key proper-
ties discussed in Section 1 differently, and the models’
inference computational complexities.
One key property of the proposed model is its ability
to model sparse connections in each networks G(t) in
the temporal network sequence by assuming the edges
observed within each time points are exchangeable
units of data. This is in contrast to the existing models
that are dynamic variants of the mixed-membership
stochastic blockmodel [34, 18, 35, 36], latent space
model [28, 30] and latent feature model [17]. Marginally,
these existing dynamic models make use of likelihood
models that fall under the exchangeable random graph
framework of Aldous-Hoover representation theorem
[4, 19]. It is well known that exchangeable random
graphs are either empty or dense [27]. Therefore, under
the existing models, G(t) cannot be sparse. As we
discussed in Section 1, certain structural properties of
real networks are unique to sparse networks only. The
limitation of the existing models in capturing sparsity
is an important disadvantage.
The proposed model incorporates community structure
by directly clustering edges with a mixture model, and
interpret the per-edge latent mixture component in-
dicators c(t)i as the types of interactions between the
two interacting vertices (e.g., work connections, col-
lege friends, family ties in social networks). The edge-
clustering approach models the same type of community
structure as the assortative mixed-membership stochas-
tic blockmodel (aMMSB) [16] despite the differences
in model construction. In aMMSB, each of the vertices
assumes different interaction-specific latent roles when
interacting with other vertices and two vertices form
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an edge with high probability only when both vertices
assume the same latent roles (e.g., colleague-colleague
interactions etc.). The types of interactions encoded
in aMMSB correspond to the interaction-specific la-
tent roles of both interacting vertices, and is equivalent
to the edge-clustering formulation. For example, a
colleague-colleague interaction is equivalent to a work
connection.
The direct edge-clustering approach of our model re-
sults in a significantly smaller set of latent variables
compared to an equivalent aMMSB. To model a static
network G = (V,E) withM communities, the proposed
edge-clustering model requires |E| latent mixture com-
ponent indicator {ci}|E|i=1 while aMMSB (or other types
of MMSB) requires 2 · |V |2 latent role indicators. Gen-
eralizing to temporal networks {G(t)}Tt=1, the proposed
model requires only
∑T
t=1 |E(t)| latent variables to cap-
ture the community structure compared to 2 ·T |V (T )|2
for dynamic MMSBs. The difference in the size of
latent space is especially significant when the networks
{G(t)}Tt=1 are sparse. The compactness of our model
results in fewer numbers of variational distributions
to approximate in variational inference, and lead to
computational gains as discussed in Section 3.1.
The Dynamic Latent Feature Propagation model pro-
posed in [17] also accounts for the social influence of
neighbours by assigning ‘social influence weights’ to the
vertices. The model is restricted in that each vertex
has equal influence on their neighbours. The ATTAS
proposal bypassed the restriction with the attention
mechanism, such that the vertices exert higher influence
on their neighbours that are more similar. In addition,
the ATTAS construction does not introduce any addi-
tional model parameters that need to be learned while
the social influence weights of the Dynamic Latent
Feature Propagation model require optimization.
5 Related Work
In addition to the work on dynamic networks men-
tioned previously, the ATTAS state-space proposed in
Section 2 also relates to continuous-time point processes
models for reciprocating relationships such as [9, 13, 24].
These models are typically applied to a fixed number of
nodes and correspond to dense generative models, like
MMSBs, which provide no simple control on the num-
ber of sampled interactions within any particular time
window: each interaction follows directly from node-
level or node-cluster-level latent features, as opposed
to edge-cluster-level features. Continuous-time mod-
els have advantages and disadvantages compared to
discrete-time models that are well-studied. We favour
discrete-time modeling due to the inferential ease by
which we can enforce a bottleneck of event counts, and
the flexibility of attention models as way of parameter-
izing interactions using individual-level latent vectors.
There have been many advances on nonparametric
sparse network models [11, 10, 12, 33], with efficient
Markov chain Monte Carlo algorithms. However, exist-
ing works on relating these models to dynamic modeling
is limited [33]. Models based on nonparametric block
models exist in the literature (e.g., [20]). It is not our
goal to fill in the gap between continuous-time dynamic
and nonparametric edge-clustering models. In practice,
we believe that social data is too non-stationary for
the elegant machinery of Hawkes processes to really
be effective, and we see our contribution as a practical
framework for short term predictions and historical
smoothing and clustering of observed interactions over
which extensions can be built.
6 Experiments
We conducted 3 experiments with the following goals.
1. Investigate sparsity under various hyper-parameter
settings.
2. Benchmark the model’s link prediction powers.
3. Investigate the model’s capacity to capture com-
munity structures.
6.1 Sparse Networks Simulations
The proposed dynamic network model consists of T
logistic normal edge distributions that are coupled by
latent Markov chains. Each edge distribution can cap-
ture sparse connections in G(t). In this experiment,
we investigate the sparsity of networks simulated from
a logistic normal edge distribution (i.e., T = 1) with
different hyper-parameter settings, and show that the
networks simulated with certain hyper-parameter set-
tings are sparse. To focus on sparsity, we set M = 1
and ignore the community structure.
To simulate the networks, we first sample the num-
ber of latent vertices L ∼ Poisson(106) and the ver-
tices’ latent states hi ∼ N (0, σ2) for i ∈ {1, . . . , L}.
The edges are then sampled from the edge distribu-
tion P (e = (i, j)|σ) = P (v = i|σ)P (v = j|σ) where
P (v = i|σ) = ehi∑L
l=1 e
hl
. The hyper-parameter of inter-
est is the standard deviation σ. The standard deviation
fully determines the excess kurtosis of the transformed
random variable ehi , which in turn governs the shape
of the logistic normal P (v|σ). A small σ value corre-
sponds to a flat P (v|σ) while a large σ corresponds to
a multi-modal P (v|σ) because of the resulted heavy-
tailed distribution for ehi . With a flat P (v|σ), the
number of vertices sampled to join the network (i.e.,
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active vertices) increases quickly with respect to the
number of edges sampled, whereas with a multi-modal
distribution the number of active vertices increases
more slowly, leading to denser networks.
The quantity of our interest is the ratio of the log
number of sampled edges log |E| to the log number
of active vertices log |V |. A network is sparse if the
ratio is less than 2 [10]. We simulate networks with
increasingly more edges at different σ values, and show
that the sampled networks are sparse for small σ in
Figure 2.
  
Figure 2: The log-log plots show the number of sam-
pled edges v.s. the number of active vertices of the
simulated networks. The σ hyper-parameter is set to
4, 5, 10 (left to right), resulting in log |E|/ log |V | ratio
of approximately 1.5, 1.7, 2.4 respectively, as shown in
the slopes of the colored dots. The different dot colors
in each plot represent different random seed. The black
solid lines have slopes equal to 2. The scales on the x
and y axes are 101 to 105 and 106 respectively.
6.2 Link Predictions
We conducted 3-fold held-out link prediction experi-
ments using 3 temporal binary network data sets, and
benchmarked the proposed model (ATTAS) against
the dynamic mixture of mixed-membership stochastic
blockmodel (dM3SB) [18], aMMSB with Poisson likeli-
hood and two other baselines. We also compared the
ATTAS to a variant of the proposed model that does
not account for social influence, and instead model
the evolution of vertex latent state vectors h(t)v with
random walk Markov chains. This model is known as
RW.
Table 1: 3-fold cross-validated mean AUCs with s.e.
ENRON TRADINGCOLLEGE
ATTAS 0.857±0.003 0.965±0.001 0.823±0.004
RW 0.829±0.012 0.970±0.001 0.811±0.017
dM3SB 0.730±0.012 0.968±0.002 0.656±0.008
aMMSB 0.799±0.006 0.731±0.002 0.742±0.042
Dirich-Mult. 0.828±0.006 0.946±0.006 0.882±0.019
Equi-prob. 0.479±0.005 0.553±0.012 0.510±0.056
The performance of the models are compared based on
the ROC curves and the AUC metric. In the experi-
ments, the edges observed in the last time slot were
randomly split into 3 sets of similar sizes. 2 of the sets
were then combined with other edges from previous
time slots to form the training data set. The trained
models were evaluated on the edges in the held-out
fold. The experiments were conducted 3 times, holding
out one of the 3 folds every time.
Figure 3: The sub-figures show the ROC curves of
ATTAS (red), RW (green), dM3SB (magenta), aMMSB
(black) and Dirichlet-Multinomial (blue) on different
folds of the data.
The results show that the proposed ATTAS and RW
models outperformed the baselines in the more complex
ENRON and TRADING data sets, while retaining
competitive performance in the smallCOLLEGE data
set with less pronounced structures. Most notably, the
proposed models outperformed the existing dM3SB
dynamic model in all data sets, achieving better AUCs
and higher sensitivities at different false positive rates
(fpr) as shown in Figure 3.
While the Dirichlet-Multinomial baseline appears to
have high AUC scores, it does not predict non-trivial
edges well as shown by its relatively flat ROC curves in
Figure 3. For example, in the second fold of the EN-
RON data, the slope of Dirichlet-Multinomial’s ROC
curve at 0.2 False Positive Rate (x-axis, approximately
where the blue and green/red curves crossed) is near
zero while the slopes of ATTAS/RW ROCs are signif-
icantly higher. Overall, our models achieved higher
sensitivities than Dirichlet-Multinomial at fpr≥0.2 (0.3
for the smallest network) as reported in the ROC curves.
In tasks where predicting non-obvious edges (i.e. histor-
ically infrequent interactions) are crucial, our models
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are preferable. In addition, the predictions made by
ATTAS are also interpretable because of the built-in
community detection mechanism, whereas the Dirichlet-
Multinomial baseline only make predictions based on
the frequency of interactions between two vertices in
the training data.
The results in Table 1 also show that modeling so-
cial influence is important and highly beneficial for
link predictions. The ATTAS model that captures the
social influence effect significantly outperformed the
RW model with simple random walk state-space in the
ENRON and COLLEGE data sets, while achieving
essentially the same performance as RW in TRAD-
ING.
We describe the data sets used in the link prediction
experiments in the following paragraphs. Detailed
descriptions of the baseline models are presented in the
Supplementary Material because of space constraint.
ENRON [31] 4 months of ENRON e-mail communi-
cation networks were used in the experiments. Two
persons/vertices in the networks share an edge in a
particular month if there is at least 1 e-mail communi-
cation between the pair in that month. There are 126
vertices in the first network, and the number of vertices
increased to 138 by the end of the fourth month. We
assumed the number of communities to be 3 in the
predictive experiments.
TRADING [2] 4 years of the international trading
networks from 1970 to 1973 were used in the experi-
ments. Two countries/vertices in the networks share
an edge in a particular year if the amount of trade be-
tween the two countries in the year is non-zero. There
are 126 vertices in the network at 1970, and the num-
ber increased to 134 by the end of 1973. We assumed
the number of communities to be 4 in the predictive
experiments.
COLLEGE [32] This data set consists of 7 snapshots
of friendship networks between university freshmen in a
Dutch university. The original data set consists of pair-
wise friendliness scores between the freshmen surveyed,
with score of -1 indicating animosity, to +3 indicating
a best friend. We pre-processed the 7 snapshots such
that two freshmen/vertices share an edge only if both
rated each other with a positive score in the same
period. There are 4 vertices in the first network, and
the number increased to 31 by the end of the seventh
period. We assumed the number of communities to be
3 in the predictive experiments.
6.3 Community Detection
We demonstrate that the proposed ATTAS model can
infer meaningful community structure in real temporal
networks by fitting the model withM = 2 to a sequence
of 3 temporal networks created from the first 9 months
of the 109th US Congress voting records [1]. The
data set was divided into 3 three-month periods. Two
senators share an edge within each of the periods if
they casted the same votes for at least 50% of the bills
voted on within the period.
Figure 4 shows the adjacency matrices of the temporal
networks. The edges are colored according to their
inferred types and the vertices (rows and columns) are
sorted according to the senators’ party affiliations, with
the black lines separating the Democrats (left/top of the
black lines) from the Republicans. A single unaffiliated
senator is represented in the bottom row/right-most
column. Within each party, the senators are sorted
according to their relative frequencies of participating
in each edge type.
The homogeneous edge colors in the top-left and
bottom-right quadrants of the adjacency matrices
clearly show that ATTAS was able to infer meaning
community structures that reflect the reality (i.e., party
affiliations). We also observed that the sizes of the in-
ferred communities changed over time, reflecting the
changing positions of senators with different views from
their fellow party members (e.g., Democrats with more
conservative views) and the dominance of the Repub-
lican party during the Bush administration. It is in-
teresting to notice that the voting patterns of some
senators aligned well with other senators from both
parties. They are highly represented in both communi-
ties and are likely to form edges with both Republicans
and Democrats, acting as hubs in the networks.
Figure 4: Adjacency matrices of US Congress with
the edges colored according to the inferred community
types.
7 Conclusions
We proposed an edge exchangeable model for tem-
poral networks that can model sparsity, community
structures and social influences in the networks. The
proposed model is also less computationally demanding
compared to many existing models. Our experiments
show that the proposed model excels in link predictions
and can recover meaningful community structures.
Yin Cheng Ng, Ricardo Silva
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