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Many systems are naturally modeled as multiple co-evolving subsystems. In this paper I analyze
the stochastic thermodynamics of such systems, formalizing them as multipartite processes. In many
multipartite processes the rate matrix of each subsystem i only depends on a proper subset of the
remaining subsystems, known as the community of i. The intersections among the communities of
the different subsystems forms a network. Here I derive fluctuation theorems (FTs) for multipartite
processes, formulated in terms of this community network. I first derive several vector FTs, governing
the joint probability of the entropy production (EP) of all of the communities. These vector FTs in turn
imply a set of conditional FTs, for the probability of the overall system’s EP conditioned on the EP of
any single community. Some of these FTs involve extensions of mutual information, to characterize
the statistical coupling among the communities induced by the community network.
I. INTRODUCTION
Some of the most important results in stochastic
thermodynamics are the so-called fluctuation theorems
(FTs) [6, 22, 27, 31]. These govern the probability distri-
bution of the total entropy production (EP) in a system
over some fixed time interval if it evolves according to a
continuous-time Markov chain (CTMC).
The early work on FTs did not take into account how
the evolving system might decompose into a set of co-
evolving subsystems. An important recent set of pa-
pers has started to go beyond this early work, deriv-
ing FTs specifically for bipartite processes, i.e., for sys-
tems that are composed of two co-evolving subsystems,
which have zero probability of making a state transition
simultaneously [1, 2, 8, 10, 11, 18, 20, 21, 23, 25].
However, many systems are naturally modeled as
having more than just two interacting subsystems.
For example, a biological cell is naturally modeled as
many separate, interacting organelles and biomolecule
species. As another example, digital devices are nat-
urally modeled as a set of separate, interacting logical
gates [30, 31]. Accordingly, recent research has started
to extend stochastic thermodynamics from bipartite
processes to fully multipartite processes [9, 11, 33]. No
research has yet considered FTs of multipartite pro-
cesses with more than two subsystems, however.
In general, the dynamics of each subsystem i in a mul-
tipartite process will only directly depend on the states
of a proper subset of the other subsystems [9, 33], which
I refer to as its “community”. For example, the dynam-
ics of each organelle in a biological cell at a given mo-
ment will only directly depend on the state of a sub-
set of the biomolecules in the cell and / or the other
organelles in the cell. These communities will overlap
with one another in general, as illustrated in Fig. 1. As
noted in [9, 33], these communities and their overlaps
have important thermodynamic consequences.
Here I extend previous work to derive FTs of multi-
partite processes, formulated in terms of the communi-
ties in the process and their overlaps. Formulating the
FTs this way has several advantages. First, the joint dy-
namics of the subsystems in any single community obey
all the usual thermodynamic properties of isolated sys-
tems connected to one or more reservoirs. In particular,
the EP of communities cannot decrease with time. (This
is not the case with the EPs of the individual subsystems,
which are the focus of the analyses in [2, 23, 25].) This
allows me to derive a “vector-valued” FT, which gov-
erns the joint probability distribution of the EPs of all
the communities in the multipartite system, rather than
just the probability distribution of the EP of the overall
system, or of a single one of the subsystems. In turn, this
vector FT can be used to derive “conditional” FTs, gov-
erning the probability distribution of the EP of the full
system conditioned on the EP of one of the communi-
ties. Formulating the FTs in terms of communities also
allows me to extend earlier, information-theoretic anal-
yses of the FTs of bipartite systems, involving the change
in mutual information between the two systems dur-
ing the process, to information-theoretic formulations
of FTs of multipartite systems, involving the change in
the “in-ex” information among the communities during
the process.
In the next section I introduce terminology. In the sec-
tion after that I introduce the trajectory-level stochastic
thermodynamics of multipartite processes. I then de-
rive the vector-valued FT for multipartite processes, and
present several examples of the associated conditional
FTs. I illustrate these FTs with the system in Fig. 1.
II. RATE MATRIX COMMUNITIES
N is a set of N subsystems, with finite state spaces
{Xi : i = 1, . . .N }. x indicates a vector in X, the joint space
of N . For any A ⊂ N , I write −A :=N \A. So for exam-
ple x−A is the vector of all components of x other than
those in A. A distribution over a set of values x at time
t is written as pX(t), with its value for x ∈ X written as
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2FIG. 1. Four subsystems, {1,2,3,4} interacting in a multipartite
process. The red arrows indicate dependencies in the associ-
ated four rate matrices. B evolves independently, but is contin-
ually observed by A and C. So the statistical coupling between
A and C could grow with time, even though their rate matrices
do not involve one another. The three overlapping sets indi-
cated at the bottom specify three communities of this process.
pXx (t), or just px(t) for short. Similarly, p
X |Y
x,y (t) is the con-
ditional distribution of X given Y at time t, evaluated
for the event X = x,Y = y (which I sometimes shorten
to px|y(t)). I write Shannon entropy as S(pX(t)), St(X), or
SX(t), as convenient. I also write the conditional entropy
of X given Y at t as SX |Y (t), etc.
X is the set of all possible trajectories of the system,
i.e., all possible combinations of a finite partition of the
time interval [0, tf ], along with states of the joint system
in every element of that partition, with no pair of adja-
cent partition intervals having the same state. A trajec-
tory of states across the time interval [0, tf ] is written as
x, and the density function of trajectories x is written as
P(x) [13].
Since the joint system evolves as a multi-partite pro-
cess, there is a set of time-varying stochastic rate matri-
ces, {Kx′x (i; t) : i = 1, . . . ,N }, where for all i, Kx′x (i; t) = 0 if
x′−i 6= x−i , and where the joint dynamics over X is gov-
erned by the master equation
dpx(t)
dt
=
∑
x′
Kx
′
x (t)px′ (t) (1)
=
∑
x′
∑
i∈N
Kx
′
x (i; t)px′ (t) (2)
For any A ⊆N I define
Kx
′
x (A; t) :=
∑
i∈A
Kx
′
x (i; t) (3)
For each subsystem i, I write r(i; t) for any set of sub-
systems at time t that includes i where we can write
Kx
′
x (i; t) = K
x′r(i;t)
xr(i;t) (i; t)δ(x
′
−r(i;t),x−r(i;t)) (4)
for an appropriate set of functions K
x′r(i;t)
xr(i;t) (i; t). In gen-
eral, r(i; t) is not uniquely defined. The elements of r(i; t)
are the leaders of i at time t. Note that the leader re-
lation need not be symmetric. A community ω (at an
implicit time t) is a set of subsystems such that i ∈ ω
implies that r(i; t) ⊆ ω. Any intersection of two commu-
nities is a community, as is any union of two communi-
ties. A set of communities that covers N and is closed
under intersections is a community structure, typically
written asN ∗. Except where explicitly stated otherwise,
I focus on community structures which do not include
N itself as a member. A community topology is a com-
munity structure that is closed under unions, with the
communities of the structure being the open sets of the
topology.
For simplicity, from now on I assume that N ∗ doesn’t
change with t. Accordingly I shorten r(i; t) to r(i). In
addition, from now on I take r(i) for each i to equal the
smallest community ω ∈ N ∗ that contains i.
As an example of these definitions, [1, 7, 8] investi-
gate a special type of bipartite system, where the “in-
ternal” subsystem B observes the “external” subsystem
A, but cannot affect the dynamics of that external sub-
system. So A is its own community, evolving indepen-
dently of B, while B is not its own community; its dy-
namics depends on the state of A as well as its own
state. Another example of these definitions is illustrated
in Fig. 1, where there are three communities (α,ω′ and
ω), r(1) = r(2) = ω, r(4) = α, and r(3) = ω′ .
For any community ω, I write
K
x′ω
xω (ω; t) :=
∑
i∈ω
K
x′ω
xω (i; t) (5)
So Kx
′
x (ω; t) = K
x′ω
xω (ω; t)δ(x
′−ω,x−ω), by Eqs. (3) and (4).
At any time t, for any community ω, pxω (t) evolves as a
CTMC with rate matrix Kx
′
ω
xω (ω; t):
dpxω (t)
dt
=
∑
x′ω
K
x′ω
xω (ω; t)px′ω (t) (6)
(See App. A in [33] for proof.) So a community evolves
according to a self-contained CTMC, which is not the
case for a single subsystem in general [33].
III. TRAJECTORY-LEVEL THERMODYNAMICS OF
MULTIPARTITE PROCESSES
As in [9], I assume that each subsystem is in contact
with its own set of one or more reservoirs, and that no
two reservoirs (of the same or different subsystems) are
directly coupled with one another [14]. Taking kB = 1, I
write the inverse temperature of reservoir k for subsys-
tem i as βki . I write the associated chemical potentials as
µki (with µ
k
i = 0 if k is a heat bath). When there are as-
sociated conserved quantities I write them as nki (xi). So
3the rate matrix of subsystem i is
Kx
′
x (i; t) =
∑
k
Kx
′
x (i;k, t) (7)
where k runs over the reservoirs of subsystem i [15].
Any fluctuations of x in which only xi changes are de-
termined by exchanges between i and the reservoirs of
i. Moreover, since we have a multipartite process, all
of the rate matrices K(j; t) for j 6= i must equal zero for
such a fluctuation in the state of i. Therefore writing
Hx(t) for the global Hamiltonian, thermodynamic con-
sistency says that [19, 28]
ln
Kx
′
x (i;k, t)
Kxx′ (i;k, t)
= βki
(
[Hx′ (t)−Hx(t)] +µki
[
nki (xi)−nki (x′i)
])
(8)
for all i,k, t,x,x′ where both x−i = x′−i and Kx
′
x (i;k, t) 6=
δ(x′i ,xi) [16].
Note that the LHS of Eq. (8) cannot depend on any
values xj or x′j for j 6∈ r(i). Since we are only ever inter-
ested in differences in energy (rather than absolute ener-
gies), this means that we must be able to rewrite Eq. (8)
as
ln
K
x′r(i)
xr(i) (i;k, t)
K
xr(i)
x′r(i)
(i;k, t)
= βki
([
Hx′r(i)(i; t)−Hxr(i)(i; t)
]
+µki
[
nki (xi)−nki (x′i)
])
(9)
for some function Hxr(i)(i; t). I refer to Eq. (9) as subsys-
tem LDB (SLDB), and from now on I assume it holds.
We can now define trajectory-level thermodynamic
quantities. First, for any set of subsystems α, define the
local stochastic entropy as
sα(xα(t)) := − lnpxα(t)(t) (10)
In general I will use the prefix ∆ to indicate the change
of a variable’s value from t = 0 to t = tf , e.g.,
∆sα(xα) := lnpxα(0)(0)− lnpxα(tf )(tf ) (11)
To define trajectory-level entropy flows (EFs) between
a subsystem and its reservoirs, we need more notation.
Let M(x) be the total number of state transitions during
the time interval [0, tf ] by all subsystems (which might
equal 0). If M(x) ≥ 1, define ηx : {1, . . . ,M(x)} → N as
the function that maps any integer j ∈ {1, . . . ,M(x)} to
the subsystem that changes its state in the j’th tran-
sition. Let k(j) be the associated function specifying
which reservoir is involved in that j’th transition. (So for
all j, k(j) specifies a reservoir of subsystem η(j).) Simi-
larly, let τx : {0, . . . ,M(x)} →N be the function that maps
any integer j ∈ {1, . . . ,M(x)} to the time of the j’th transi-
tion, and maps 0 to the time 0.
From now on, I leave the subscript x on the maps ηx
and τx implicit. So for example, η−1(i) is the set (of in-
dices specifying) all state transitions at which subsys-
tem i changes state in the trajectory x. More generally,
for any set of subsystems α, η−1(α) := ∪i∈αη−1(i) is the
set of all state transitions at which a subsystem i ∈ α
changes state in the trajectory x.
Given these definitions, the total entropy flow into
subsystem i from its reservoirs during [0, tf ] is
Qi(x) :=
∑
j∈η−1(i)
β
k(j)
i
(
Hxr(i)(τ(j))(i;τ(j))−Hxr(i)(τ(j−1))(i;τ(j))
+µk(j)i
[
n
k(j)
i (xi(τ(j − 1))−nk(j)i (xi(τ(j))
])
(12)
where I interpret the sum on the RHS to be zero if sub-
system i never undergoes a state transition in trajectory
x. The entropy flow into any set of subsystems α from
their reservoirs during [0, tf ] is
Qα(x) :=
∑
i∈α
Qi(x) (13)
I refer to Qα(x) as the local entropy flow into α for tra-
jectory x.
Expanding, under SLDB,
Qα(x) =
∑
i∈α
∑
j∈η−1(i)
ln

K
xr(i)(τ(j))
xr(i)(τ(j−1))(i;k(j), τ(j))
K
xr(i)(τ(j−1))
xr(i)(τ(j))
(i;k(j), τ(j))
 (14)
So in the special case that α is a community,
Qα(x) =
∑
i∈α
∑
j∈η−1(i)
ln
K
xα(τ(j))
xα(τ(j−1))(i;k(j), τ(j))
K
xα(τ(j−1))
xα(τ(j))
(i;k(j), τ(j))
 (15)
The local EP of any set of subsystems α is
σα(x) := ∆sα(x)−Qα(x) (16)
which can be evaluated by combining Eqs. (11) and (15).
For any community ω, the expected value of σω is non-
negative (in contrast to the analogous expression “σx”
defined just before Eq. (21) in [24]). In addition, due
to Eqs. (12) and (13) and the definition of a commu-
nity, the entropy flow into (the subsystems in) ω along
trajectory x is only a function of xω. So we can write
Qω(x) = Qω(xω). Since by definition ∆sω(x) also only
depends on xω, this means we can write σω(x) as a func-
tion of just xω.
Setting α = N in Eqs. (11), (15) and (16) allows us to
define global versions of those trajectory-level thermo-
dynamic quantities. In particular,
σ (x) := ∆s(x)−Q(x) (17)
4Note that x−i(τ(j−1)) = x−i(τ(j)) for all subsystems i, for
all j ∈ η−1(i), since the process is multipartite. Therefore
Q(x) =
∑
i
Qi(x) =
M(x)∑
j=1
ln
K
x(τ(j))
x(τ(j−1))(τ(j))
K
x(τ(j−1))
x(τ(j)) (τ(j))
 (18)
There are two decompositions of the global EP that
will be used below. First, for any community ω, define
χω(x) := σ (x)− σω(x). It is shown in Appendix A that
χω(x) = ∆sX−ω |Xω (x)−Q−ω(x) (19)
Note that in general −ω will not be a community. So
the entropy flow into the associated reservoirs, Q−ω(x),
may depend on the trajectory of subsystems outside of
−ω, i.e., it may depend on xω. It is also worth noting
that while Eq. (19) always holds, for some community
topologies we can decompose χω even further, essen-
tially by iterating Eq. (19); see Appendix A.
It is shown in Appendix B that d 〈χω〉 /dt is the sum of
two terms. The first term is the expected global EP rate
under a counterfactual rate matrix. The second term is
(negative of) the derivative of the mutual information
betweenXω andX−ω, under a counterfactual rate matrix
in which x−ω never changes its state. (This second term
is an extension of what is sometimes called the “learning
rate” in [1, 3, 7, 8, 12] and is related to what is called
“information flow” in [10].) Both of these terms are non-
negative.
To present the second decomposition of global EP, we
need to introduce more notation. Let N ∗ = {ωj : j =
1,2, . . . ,n} be a community structure. Suppose we also
have a set of functions indexed by the sets of N ∗, writ-
ten as f ω : X → R. The associated inclusion-exclusion
sum (or just “in-ex sum”) is defined as∑̂
ω′∈N ∗
f ω
′
(x) :=
n∑
j=1
f ωj (x)−
∑
1≤j<j ′≤n
f ωj∩ωj′ (x)
+
∑
1≤j<j ′<j ′′≤n
f ωj∩ωj′∩ωj′′′ (x)− . . . (20)
(Note that the precise assignment of integer indices to
the communities inN ∗ is irrelevant.)
The time-t in-ex information is defined in terms of
this notation, as
IN ∗(x(t)) :=
 ∑̂
ω∈N ∗
sω(x(t))
− s(x(t))
= −s(x(t)) +
n∑
j=1
sωj (x(t))−
∑
1≤j<j ′≤n
sωj∩ωj′ (x(t)) + . . .
(21)
As an example, if N ∗ consists of two communities,
ω1,ω2, with no intersection, then the expected in-ex in-
formation at time t is just the mutual information be-
tween those communities at that time. More generally,
if there an arbitrary number of communities in N ∗ but
none of them overlap, then the expected in-ex informa-
tion is what is called the “multi-information”, or “total
correlation”, among those communities [26, 33].
Since community structures are closed under inter-
sections, we can combine Eqs. (15) and (18) with the
inclusion-exclusion principle to establish that
Q(x) =
∑̂
ω∈N ∗
Qω(x) (22)
Using Eqs. (11), (16) and (17), this gives the second de-
composition of the global EP that will be used below:
σ (x) =
∑̂
ω∈N ∗
σω(x)−∆IN ∗(x) (23)
As an example, if there are no overlaps between any two
communities, then Eq. (23) reduces to
σ (x) =
∑
ω
σω(xω)−∆IN ∗(x) (24)
with IN ∗(x) in this example being the stochastic multi-
information among the random variables {xω : ω ∈ N ∗}.
(See [32] for analysis of a special case of Eq. (24), involv-
ing the thermodynamics of Bayes nets.)
IV. MULTIPARTITE FLUCTUATION THEOREMS
Write x˜ for x reversed in time, i.e., x˜(t) = x(tf −t). Also
write P˜ for the probability density function generated
by starting from the ending distribution px(tf ), and then
evolving according to the time-reversed sequence of rate
matrices, i.e., according to K˜(t) = K(tf − t). As conven-
tional, I will refer to the process that results in P as the
“forward protocol” and the process that results in P˜ as
the “reverse protocol”.
Let A be any set of communities (not necessarily a
community structure) and with some abuse of notation
write the union of those communities as ∪A. So σ∪A(x)
is the total EP generated by the subsystems in A under
the forward protocol. (Note that since ∪A is a union of
communities, we can write σ∪A(x) as σ∪A(xA).) Define
~σA as the vector whose components are the local EP val-
ues σα for α ∈ A. It is shown in Appendix C that
ln
[
P(~σA)
P˜(−~σA)
]
= σ∪A (25)
where
P˜(−~σA) :=
∫
Dx˜∪A P˜(x˜∪A)
∏
ω∈A
δ
(
−σω − ln
[
P˜(x˜ω)
P(xω)
])
(26)
5is the joint probability of the specified vector of EP val-
ues under the reverse protocol. (See [27] for some cau-
tions about how to interpret P˜(−~σA).)
As an example, choosing A =N ∗, Eq. (25) shows that
the global EP σ = σN is a single-valued function of
~σ := ~σN ∗ . Given this, we can again use Eq. (25) with the
choice A = N ∗ to recover the standard, unconditioned
integral fluctuation theorem (IFT), 〈e−σ 〉 = 1.
We can add and subtract instances of Eq. (25) eval-
uated for different choices of A, to derive conditional
DFTs. These in turn give conditional IFTs. (See [32] for
a similar set of DFTs for systems modeled as Bayes nets.)
Such IFTs are appropriate when we know the total EP
generated by (the subsystems in) one or more commu-
nity topologies, and so can condition on those values.
As a first example of such a conditional IFT, given any
community structure N ∗, consider two associated sets
of communities, A = N ∗ and A′ = {ω} for any ω ∈ N ∗.
If we subtract Eq. (25) evaluated for A′ from Eq. (25)
evaluated for A, we see that for any value σω with non-
zero probability, 〈
eσ
ω−σ | σω
〉
= 1 (27)
If we now plug in Eq. (23) we get〈
exp
∆IN ∗ + σω − ∑̂
ω′∈N ∗
σω
′
 ∣∣∣∣ σω
〉
= 1 (28)
If we plug in Eq. (19) instead of Eq. (24), we get〈
e−χω |σω
〉
=
〈
exp
(
Q−ω −∆sX |Xω
) ∣∣∣∣ σω〉
= 1 (29)
(Eq. (29) can often be refined by mixing and matching
among alternative decompositions of χω discussed in
Appendix A.)
Applying Jensen’s inequality to these three IFTs shows
that for all values σω with nonzero probability,〈
σ |σω〉 ≥ σω (30)〈 ∑̂
ω′∈N ∗
σω
′ −∆IN ∗
∣∣∣∣σω〉 ≥ σω (31)
and 〈
∆sX |Xω −Q−ω
∣∣∣∣σω〉 ≥ 0 (32)
We can illustrate these three results with the scenario
depicted in Fig. 1. (Note that ω in Fig. 1 indicates one
specific community, whereas ω in the equations above
indicates an arbitrary community.) First, by Eq. (30), the
expected global EP conditioned on the joint EP of just A
and B is never smaller than that joint EP of A and B.
Similarly, the expected joint EP of A and B conditioned
on the EP of B is never smaller than that EP of B. Next,
note that N ∗ contains ω,ω′ and α; the intersections of
all pairs of communities inN ∗ give three instances ofω′
(formed fromω∩α,ω∩ω′ , andω′∩α, respectively); and
the intersections of all triples of communities inN ∗ con-
tains another instance ofω′ . Therefore by Eq. (31), using
letter superscripts to indicate the systems in Fig. 1, we
see that〈
σAB − σB + σBC +∆sABC −∆sAB +∆sB −∆sBC | σBC
〉
≥ σBC
(33)
for any value of σBC with nonzero probability. An equa-
tion similar to Eq. (33) also holds if we condition and
lower-bound with a value of σB rather than a value of
σBC , or if we condition and lower bound with a value of
σAB. Finally, we can use Eq. (32) to upper-bound the to-
tal amount of entropy flow out of the entropy reservoirs
of system C:〈
∆sABC −∆sAB | σAB
〉
≥
〈
QC | σAB
〉
(34)
for all values of σAB with nonzero probability. Other
bounds similar to Eq. (34) hold if (for example) we con-
dition on the EP of one of the other communities.
All of the results above hold for arbitrary px(0) and ar-
bitrary tf > 0. Therefore by taking tf infinitesimal, they
all provide results concerning time derivatives. For ex-
ample, in [33] it is shown that d 〈χω〉 /dt ≥ 0. However,
Eq. (30) tells us that in fact for any value of σω that has
nonzero probability throughout an interval t ∈ [0, t′ > 0],
d 〈χω |σω〉 /dt ≥ 0 at t = 0.
Eq. (25) has other implications in addition to FTs and
associated bounds. For example, since σ∪A is a single-
valued function of ~σA, taking the average of both sides
of Eq. (25) over all ~σA establishes that〈
σ∪A
〉
=D
(
P(~σA) || P˜(−~σA)
)
(35)
(This is in addition to the fact that expected global EP
is the relative entropy between forward and backward
global EPs.) Similarly, the conditional DFT associated
with Eq. (29) means that for any ω with nonzero proba-
bility, 〈
χω |ω〉 =D (P(~σN ∗ |σω) || P˜(−~σN ∗ |−σω)) (36)
As a final, technical comment, for some community
structures N ∗ there are no sets of rate matrices {K(i; t)}
that both obey the dependency constraints specified in
N ∗ exactly, and that also govern the dynamics and ther-
modynamics exactly. When we model a system with
such a community structure, we are implicitly making
assumptions about the relative scales of the underling
Hamiltonians, chemical potentials and temperatures of
the subsystems. Under these assumptions, there are rate
matrices {K(i; t)} that obey SLDB for N ∗ exactly (and
therefore obey the dependency constraints of N ∗ ex-
actly), and which also govern the dynamics and thermo-
dynamics with arbitrarily little – but nonzero – error. So
under these implicit assumptions, the results above all
hold to arbitrary accuracy; see Appendix D.
6V. DISCUSSION
There are many directions for future work. For ex-
ample, it may be possible to adapt the approach used
in [32] to derive novel thermodynamic uncertainty re-
lations that apply to multipartite processes. Another
possibility is to integrate the FTs derived in this pa-
per, which operate at the level of multiple communities,
with the FTs derived in [24], which operate within indi-
vidual communities.
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Appendix A: Expansions of χω
As shorthand, I leave the function τ implicit, so that
for example, x(τ(j)) gets shortened to x(j). (Note though
that with slight abuse of notation, I still take x(tf ) to
mean the state of the system at t = tf under trajectory
x.) Given any community ω, we can expand the global
EP as
σ (x) = lnpx(0)(0)− lnpx(tf )(tf ) +
M(x)∑
j=1
ln
K
x(j−1)
x(j) (η(j); j)
K
x(j)
x(j−1)(η(j); j)

= lnpXωxω(0)(0))− lnp
Xω
xω(tf )
(tf ) +
∑
j∈η−1(ω)
ln
K
xω(j−1)
xω(j)
(η(j); j)
K
xω(j)
xω(j−1)(η(j); j)

+ lnpX |Xωx(0) (0)− lnpX |Xωx(tf ) (tf ) +
∑
j∈η−1(−ω)
ln
K
x(j−1)
x(j) (η(j); j)
K
x(j)
x(j−1)(η(j); j)

= σω(x) + lnpX |Xωx(0) (0)− lnpX |Xωx(tf ) (tf ) +
∑
j∈η−1(−ω)
ln
K
x(j−1)
x(j) (η(j); j)
K
x(j)
x(j−1)(η(j); j)
 (A1)
Now define
∆sX−ω |Xω (x) = ∆sX |Xω (x) (A2)
:= lnpX |Xωx(0) (0)− lnpX |Xωx(tf ) (tf ) (A3)
This allows us to rewrite Eq. (A1) more succinctly as
χω(x) = ∆sX |Xω (x) +
∑
j∈η−1(−ω)
ln
K
x(j−1)
x(j) (η(j); j)
K
x(j)
x(j−1)(η(j); j)

= ∆sX |Xω (x)−Q−ω(x) (A4)
which establishes Eq. (19) in the main text.
To gain insight into Eq. (A4), define the counterfac-
tual rate matrix K(t) := K(−ω; t), and let P be what the
density over trajectories x would have been if the sys-
tem had evolved from the initial distribution px(0) un-
der K(t) rather than K(t). Define ∆sX−ωP (x) and σP(x) ac-
cordingly. Then we can expand the second term on the
RHS of Eq. (A4) as
Q−ω(x) = σP(x)−∆sX−ωP (x) (A5)
So the heat flow from the baths connected to −ω into the
associated subsystems is the difference between a (coun-
terfactual) global EP and a (counterfactual) change in
8the entropy of those subsystems.
We can iterate these results, to get more refined de-
compositions of global EP. For example, let N ∗ be a
community topology of K , the counterfactual rate ma-
trix defined just before Eq. (A5). Let ω be a community
in N ∗ while α is a community in N ∗. Then we can in-
sert Eq. (A5) into Eq. (19), and then apply Eq. (19) to the
resulting term σP, to get
σ (x) = σω(x) +
[
σαP (x) +χ
α
P (x) +∆s
X |Xω
P (x)−∆sX−ωP (x)
]
(A6)
Note that in general, α might contain subsystems out-
side ofN \ω. As a result, it need not be a community of
the full rate matrix K . In addition, both (counterfactual)
rates d
〈
σαP
〉
P
/dt and d
〈
χαP
〉
P
/dt are non-negative. How-
ever, if we evaluate those two expectations under the ac-
tual density P rather than the counterfactual P, this may
not be the case. This is just like how the expected values
of the analogous “EP” terms in [11, 24], which concern
a single subsystem, may have negative derivatives.
Appendix B: Calculation of
d 〈χω(t)〉
dt
As shorthand replace tf with t, and then expand〈
− lnpX |Xωx(t) (t)
〉
= −
∑
x
px(t)
(
lnpx(t)− lnpxω (t)
)
(B1)
Therefore,
d
dt
〈
− lnpX |Xωx(t) (t)
〉
= −
∑
x,x′
Kx
′
x (t)px′ (t) lnpx(t)
+
∑
xω ,x
′
ω
K
x′ω
xω (ω; t)px′ω (t) lnpxω (t) (B2)
In addition, the sum in Eq. (A4) is just the total heat
flow from the subsystems in −ω into their respective heat
baths, during the interval [0, t], if the system follows tra-
jectory x. Therefore the derivative with respect to t of
the expectation of that sum is just the expected heat flow
rate at t from those subsystems into their baths,
−
∑
x,x′
Kx
′
x (−ω; t)px′ (t) ln
[
Kxx′ (−ω; t)
Kx
′
x (−ω; t)
]
(B3)
Note as well that K(t) = K(ω; t)+K(−ω; t). So if we add
Eq. (B3) to Eq. (B2), and use the fact that rate matrices
are normalized, we get
d 〈χω〉
dt
= −
∑
x,x′
Kx
′
x (ω; t)px′ (t) lnpx|xω (t)
+
∑
x,x′
Kx
′
x (−ω; t)px′ (t) ln
[
Kx
′
x (−ω; t)px′ (t)
Kxx′ (−ω; t)px(t)
]
(B4)
The first sum in Eq. (B4) is called the “windowed
derivative”,
dω
dt
SX |Xω (t), in [33]. Since ω is a commu-
nity, it is the (negative) of the derivative of the mutual
information between Xω and X−ω, under a counterfac-
tual rate matrix in which x−ω is held fixed. As discussed
in [33], by the data-processing inequality, this term is
non-negative.
The second sum in Eq. (B4) is what was called〈
σ˙K(N\ω;t)
〉
in [33]. Since it is the expected rate of EP for
a properly normalized, counterfactual rate matrix, it too
is non-negative. Therefore the full expectation
d 〈χω〉
dt
is
non-decreasing in time.
This decomposition of d 〈σ − σω〉 /dt was first derived
in [33]. However, that derivation did not start from
a trajectory-level definition of local and global EPs, as
done here.
Appendix C: Proof of Eq. (25)
As shorthand, define A := ∪A. Proceeding in the
usual way [4, 22, 27], we first want to calculate
ln
[
P(xA)
P˜(x˜A)
]
(C1)
Paralleling the development in App. A of [4], we reduce
this expression to a sum of two terms. The first term is
a sum, over all transitions in x , of the log of the ratio
of two associated entries in the rate matrix of the sub-
system that changes state in that transition [17]. Since
a union of communities is a community, we can use
Eq. (15) to show that that first sum equals −QA(xA). The
second term is just ∆sA(xA). Therefore by Eq. (16), we
have a DFT over trajectories,
ln
[
P(xA)
P˜(x˜A)
]
= σA(xA) (C2)
Similarly, for any single community ω ∈ A,
ln
[
P(xω)
P˜(x˜ω)
]
= σω(xω) (C3)
Therefore, paralleling [27], we can combine Eqs. (C2)
and (C3) to get a DFT for the probability density func-
tion of values of ~σA(xA):
P(~σA) =
∫
DxAP(xA)
∏
ω∈A
δ
(
σω − ln
[
P(xω)
P˜(x˜ω)
])
(C4)
= eσ
A
∫
DxA P˜(x˜A)
∏
ω∈A
δ
(
σω − ln
[
P(xω)
P˜(x˜ω)
])
(C5)
= eσ
A
∫
Dx˜A P˜(x˜A)
∏
ω∈A
δ
(
−σω − ln
[
P˜(x˜ω)
P(xω)
])
(C6)
9:= eσ
A
P˜(−~σ ) (C7)
i.e.,
ln
[
P(~σA)
P˜(−~σA)
]
= σA (C8)
which establishes the claim.
Appendix D: Subsystem LDB as an approximation to global
LDB
1. Global LDB
The thermodynamic analysis above, involving SLDB,
only considers local, subsystem-specific Hamiltonians.
However, strictly speaking, local detailed balance is a
restriction on the relationship between the rate matrices
and a global Hamiltonian, Hx(t), which encompasses
all the subsystems. More precisely, since we have a mul-
tipartite system, we can decompose the actual full rate
matrix as K
x′
x (t) =
∑
i K
x′
x (i; t), where for all i, K
x′
x (i; t) = 0
if x′−i 6= x−i . Strict global LDB then tells us that for all
i,k,x,x′ , where x′−i = x−i ,
ln
K
x′
x (i;k, t)
K
x
x′ (i;k, t)
= βki
(
[Hx′ (t)−Hx(t)] +µki
[
nki (xi)−nki (x′i)
])
(D1)
As it turns out, there are community structures which
do not describe any set of rate matrices K(t) which ex-
actly obey Eq. (D1), for any combination of (global)
Hamiltonian, local chemical potentials, and local tem-
peratures. Strictly speaking, such community structures
are thermodynamically impossible. This is illustrated in
the following two examples:
Example 1. Consider again the bipartite systems investi-
gated in [1, 8] that were described above, which involve
an internal subsystem B and an independently evolving ex-
ternal subsystem A that B observes. For simplicity assume
there are no chemical potentials.
In these systems, since B observes A, the dynamics across
XB at any given time must depend on the state of xA at that
time. (That’s a minimal condition to be able to say that B
“observes” A.) Since the system is multipartite, that means
that B has its own rate matrix, and it must include the state
of xA as well as xB. Strictly speaking, LDB would then mean
that there is a set of states xA,x′A 6= xA,xB,x′B 6= xB such that
HxA,x′B −HxA,xB 6=Hx′A,x′B −Hx′A,xB (D2)
for the global Hamiltonian Hx. This would in turn mean
that
HxA,x′B −Hx′A,x′B 6=HxA,xB −Hx′A,xB (D3)
Strictly speaking, LDB would then require the rate matrix
of subsystemA to depend on the state of xB. That is contrary
to the assumed form of A’s rate matrix. So the community
structure in [1, 8] does not strictly obey LDB for any global
Hamiltonian. In other words, it is not thermodynamically
consistent.
Example 2. Strict LDB cannot hold for the system illus-
trated in Fig. 1. C is a subsystem that is supposed to evolve
completely independently of the other subsystems, but is ob-
served by those other subsystems. So C plays the same role
in Fig. 1 that A does in [1, 8] — and so under the same
reasoning as in Example 1, global LDB is violated.
Nonetheless, it is legitimate to perform the thermo-
dynamic analysis using a rate matrix K that obeys SLDB
for the given community structure N ∗ rather than us-
ing the actual rate matrix K (which obeys global LDB
but typically violates SLDB) if that rate matrix K is ex-
tremely close to K . More precisely, write P(x) for the
trajectory x under actual rate matrix K(t), for some ini-
tial distribution px(0), and as before, write P(x) for the
trajectory x under SLDB rate matrix K(t), for the same
initial distribution px(0). For the purposes of this paper,
it suffices if the following (thermodynamic) closeness
conditions are met:
1. K(t) obeys SLDB for N ∗, for some set of local
temperatures and chemical potentials, and local
Hamiltonians, .
2. K(t) obeys global LDB, for the same local temper-
atures and chemical potentials, for some global
Hamiltonian.
3. P(x) and P(x) are extremely close to each other for
almost all trajectories x, e.g., as quantified with KL
divergence.
4. The values of global EP and global EF that P(x)
and P(x) assign to any trajectory x are extremely
close to one another, i.e., for any subsystem i and
any transition x′ → x : x−i = x′−i , the local EP and
local EF calculated using K(i; t) are close to the
global values calculated using K(t), as measured
on the scale of those global values. Similarly, for
the vector-valued fluctuation theorems to hold, we
need the values of the community EF and commu-
nity EP that P(x) and P(x) assign to any trajectory
x to be extremely close to one another.
The reason that we require that the same local temper-
atures and chemical potentials occur in closeness con-
ditions (1) and (2) is that those quantities describe the
external reservoirs, and so can be independently mea-
sured.
As shorthand, I will sometimes simply say that “K(t)
and K(t) are close” if they obey the closeness condi-
tions for some implicit community structure and ini-
tial distribution px(0). I will also say that a commu-
nity structureN ∗ can be approximated (typically for an
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implicit px(0)) if there is some associated set of choices
of K(t),K(t) such that the four closeness conditions are
met.
As an aside, note that if closeness condition (4) holds,
and if no work is done on the system, then the sum of
the actual heat flows into all the subsystems is extremely
close to the sum of the heat flows calculated using the lo-
cal Hamiltonians. In other words, under these circum-
stances, we are ensured that energy conservation holds
to very high accuracy, in the sense that ∆Hx is very close
to the sum over changes of the states of a subsystem of
the associated change in the value of the local Hamilto-
nian of that subsystem.
Paralleling Eq. (12), for any trajectory x and any sub-
system i, the actual EF into subsystem i from its reser-
voirs is
Q
i
(x) :=
∑
j∈η−1(i)
β
k(j)
i
(
Hx(τ(j))(τ(j))−Hx(τ(j−1))(τ(j))
+µk(j)i
[
n
k(j)
i (xi(τ(j − 1))−nk(j)i (xi(τ(j))
])
(D4)
Moreover, because we have a multipartite process, the
actual global EF will be a sum of the associated local
quantities, i.e.,
Q(x) =
∑
i
Q
i
(x) (D5)
(See Eq. (13) and discussion just before Eq. (17).)
This suggests that we can approximate a given com-
munity structure if we define the global Hamiltonian
the same way, as a sum of local Hamiltonians. It turns
out though that some community structures cannot be
approximated if we use this type of global Hamiltonian.
This is illustrated in the following example:
Example 3. Consider a scenario where there are exactly
two distinct subsystems i, j, which both observe one another
(as in Example 1) very closely, so that the rate matrices of
both of them depend as much on the state of the other sub-
system as on their own state. In this scenario, there is a
single community, r(i) = r(j) = {i, j} = N . Assume as well
that each subsystem is only connected to a heat bath, with
no other reservoirs.
If we took the global Hamiltonian to be
∑
iHx(i; t), its
change under the fluctuation (x′i ,x
′
−i)→ (xi ,x′−i) would be
Hxi ,x′−i (i; t)−Hx′i ,x′−i (i; t) +Hxi ,x′−i (j; t)−Hx′i ,x′−i (j; t) (D6)
The only way that this could approximate the energy flow
into subsystem i from its heat bath (i.e., the only way that
energy could be even approximately conserved) would be if
|Hxi ,x′−i (i; t)−Hx′i ,x′−i (i; t)|  |Hxi ,x′−i (j; t)−Hx′i ,x′−i (j; t)|
(D7)
This condition would have to hold for all pairs x,x′ that
differ in only their i’th components.
Similarly, to address the case where a fluctuation to xj
arises due to j’s interaction with its heat bath, we would
need to have
|Hxj ,x′−j (j; t)−Hx′j ,x′−j (j; t)|  |Hxj ,x′−j (i; t)−Hx′j ,x′−j (i; t)|
(D8)
for all pairs x,x′ that differ in only their j’th components.
Under global LDB, these two inequalities would mean
that subsystems i and j evolve (approximately) indepen-
dently. That would contradict our assumption that they
both “observe one another very closely”. (See Example 1.)
Fortunately, there are other types of global Hamil-
tonian which do not suffer from this problem with
global Hamiltonians that are sums of subsystem-specific
Hamiltonians. I introduce one such type of global
Hamiltonian in the next subsection. Then in the follow-
ing subsection I show how this alternative type of global
Hamiltonian can be used to approximate any given com-
munity structure.
2. A global Hamiltonian for approximating arbitrary
community structures
To begin, specify a set of community-indexed func-
tions hxω (ω; t). Then choose the global Hamiltonian to
be
Hx(t) =
∑
ω∈N ∗
hxω (ω; t) (D9)
This global Hamiltonian is a sum over communities
rather than a sum over subsystems.
To show that a community structure can be approxi-
mated with this type of global Hamiltonian, which de-
fines global LDB, we have to relate it to the local Hamil-
tonians, which define SLDB. To do that, recall that SLDB
requires that the local Hamiltonian of each subsystem i
only involve xr(i). Accordingly, choose the local Hamil-
tonian of each subsystem i to be
Hx(i; t) = hxr(i)(r(i); t) (D10)
It will be convenient to define a Hamiltonian for each
community ω which has the same functional depen-
dence on hω′ for the communities ω′ ⊆ ω as the global
Hamiltonian, Eq. (D9), has on the communities within
N . This will ensure that even if the full set N is a com-
munity, each community is “treated the same” in the
definition of its Hamiltonian. Accordingly, I define the
community Hamiltonian for each community ω ∈ N ∗
as
Hxω (ω; t) :=
∑
ω′⊆ω
hxω′ (ω
′ ; t) (D11)
(So in general, Hx(ω; t) 6= ∑i∈ωHx(i; t).)
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We can relate this global Hamiltonian and these com-
munity Hamiltonians as follows:
Hx(t) =
∑̂
ω∈N ∗
Hxω (ω; t) (D12)
Proof. Given the community structure N ∗, define a set
M := {1, . . . , |N ∗|}. Use that set to label the communities,
writing the associated bijection as c :M→N ∗. Let A :=
{Ai : i = 1, . . . |M|} be a community structure defined over
M. (So every Ai is a set of distinct elements from M,
and there are |M| such sets in A.) Let {gm(x)} be a set
of real-valued function of x, indexed by m ∈M, and for
all Ai ∈ A, define gAi (x) := ∑m∈Ai gm(x). Then by the
inclusion-exclusion principle, for all x,∑
m∈M
gm(x) =
∑̂
α∈A
gα(x) (D13)
In particular, this is true if for all i ∈ M, Ai =
∪m:c(m)⊆c(i)m. With this choice, for all i = 1, . . . |M|,
gAi (x) =
∑
m:c(m)⊆c(i)
gc(m)(x) (D14)
Choosing gc(m)(x) = hc(m)(x) for all m and plugging into
Eq. (D13) completes the proof.
Any ω ∈ N ∗ defines its own community structure,
ω∗ := {ω′ ∈ N ∗ :ω′ ⊆ω} (D15)
(Note that ω∗ contains ω itself, whereas N ∗ need not
contain N .) Eq. (D12) applies just as well to any com-
munity ω ∈ N ∗, in the sense that
Hxω (ω; t) =
∑̂
ω′∈ω∗
Hxω′ (ω
′ ; t) (D16)
Next, consider a transition at time t, x′ → x, which
is mediated by the heat bath of subsystem i, so that
x−i = x′−i . The actual heat flow into the system from
that bath during that transition is β[Hx(t) −Hx′ (t)], by
conservation of energy. In contrast to the subsystem
LDB approximation of the heat that flows in during that
transition, β[Hx(i; t)−Hx′ (i; t)] = β[Hxr(i)(i; t)−Hx′r(i)(i; t)],
in general the actual heat that flows in is a function of
components of x′ and x outside of r(i). (This will be the
case whenever there is a community that contains i but
is not itself a proper subset of r(i).) More generally, for
any trajectory x, the actual heat flow into subsystem i,
Q
i
(x), differs from the subsystem LDB approximation of
it, Qi(x). Similarly, in general the actual heat that flows
in from the baths of the subsystems in some community
ω, Q
ω
(x) =
∑
i∈ωQ
i
(x), differs from its subsystem LDB
approximation, Qω(xω) =
∑
i∈ωQi(xr(i)).
Nonetheless, just like its subsystem LDB approxima-
tion (see Eq. (22)), the actual global heat flow in is given
by an in-ex sum of the associated community heat flows:
Q(x) =
∑̂
ω∈N ∗
Q
ω
(x) (D17)
and similarly, for any community ω ∈ N ∗,
Q
ω
(x) =
∑̂
ω′∈ω∗
Q
ω′
(x) (D18)
So we can define
W
ω
(x) :=Hxω (ω; t)−Q
ω
(x) (D19)
in order to write the actual global work as
W (x) = ∆Hx −Q(x) (D20)
=
∑̂
ω
W
ω
(x) (D21)
Similarly, we can use Eq. (D12) to define a (subsystem
LDB) global work function by
W (x) := ∆Hx −Q(x) (D22)
=
∑̂
ω
Wω(xω) (D23)
where we define the community work by
Wω(xω) :=Hxω (ω; t)−Qω(xω) (D24)
This shows that if we can establish closeness condition
(4), so that the actual EF of a trajectory is close to the
associated sum of local EFs, then actual work done on
the system will be close to the SLDB work done on the
system.
From now on, for simplicity, I assume that there are
no energy degeneracies, i.e., there are no two states
x,x′ 6= x and community ω such that hx(ω,t) = hx′ (ω; t).
(More generally, I assume there are no degeneracies for
any sum of Hamiltonians hx(ω; t) that will occur in the
analysis.) Also to keep the exposition simple, I assume
that there are no reservoirs connected to any subsystem
except for its heat bath. (So the reservoir indices k will
be dropped from now on.) Similarly, for most of the rest
of this appendix, the time index t is implicit.
3. Hamiltonian Scaling
It turns out that any community structure N ∗ can
be approximated, for appropriate choice of the func-
tions h(ω; t). To show this, I need to introduce some
more notation. First, create a directed acyclic graph
(DAG) Γ = (N ∗,E), where there is an edge e ∈ E from
node ω ∈ N ∗ to node ω′ ∈ N ∗ iff both ω′ ⊆ ω, and
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there is no other “intervening” community ω′′ such that
ω′ ⊆ ω′′ ⊆ ω. For a community structure N ∗ where
N ∈ N ∗, there would be a single root of the DAG Γ, but
in the default case, whereN 6∈ N ∗, Γ has multiple roots.
As an example, in Fig. 1, ω and α are the two roots, and
ω′ is their (shared) child. As a notational point, I will
indicate the set of parents of any node ω ∈ Γ as pa(ω),
and indicate the set of all of its ancestors as anc(ω).
Next, for each community ω, define ω as the set of all
subsystems in ω that are not in any community prop-
erly contained in ω. (As an example, in Fig. 1, ω is the
pair of subsystems, A,B.) Because N ∗ is closed under
intersections and covers N , every subsystem is in ω for
exactly one communityω. Note as well that ifω ⊂ω′ for
two communities ω,ω′ , then the subsystems in ω must
evolve independently of the states of any subsystems in
ω′ , but the reverse need not be true. (Stated graphically,
this means that if there is an edge from ω′ to ω, then
there may be subsystems in ω′ led by subsystems in ω,
but not vice-versa.) In addition, recall that r(i) is de-
fined to be the minimal community in N ∗ that contains
i. This means that r(i) is the necessarily unique commu-
nity ω such that i ∈ω.
In addition, for any subsystem i, define
J(i) := (r(i) \ {i}) ∪
⋃
ω∈anc(r(i))
ω (D25)
This is the set of all subsystems other than i which could
be led by i while still obeying the community structure.
(Whether those subsystems in fact are led by i depends
on the details of their rate matrices.)
Note that the state xi can only occur as an argument
of hω for the community ω = r(i) and communities ω′ ∈
anc(r(i)). Accordingly, global LDB requires that for all
communities ω, subsystems i ∈ ω, and pairs x,x′ : x−i =
x′−i , the actual rate matrix for i obeys
ln
K
x′
x (i)
K
x
x′ (i)
= βi
[
hx′r(i)(r(i))− hxr(i)(r(i))
+
∑
ω′∈anc(r(i))
(
hx′
ω′ (ω
′)− hxω′ (ω′)
)]
(D26)
(Recall that t is implicit.) In contrast, the rate matrix
K(i) obeys SLDB, so
ln
Kx
′
x (i)
Kxx′ (i)
= βi
[
hx′r(i)(r(i))− hxr(i)(r(i))
]
(D27)
We can this with combine Eqs. (12) and (D4) to establish
that the EF part of closeness condition (4) will be met if
for all subsystems i, for all xr(i),x′r(i) : xi 6= x′i ,
∣∣∣∣ ln Kx′x (i)
K
x
x′ (i)
− ln K
x′
x (i)
Kxx′ (i)
∣∣∣∣ < 1κ ∣∣∣∣ ln K
x′
x (i)
K
x
x′ (i)
∣∣∣∣ (D28)
where κ > 0 is some very large constant. By Eqs. (D26)
and (D27), this condition is met if∣∣∣∣hx′r(i)(r(i))− hxr(i)(r(i))∣∣∣∣ ≥ κ ∣∣∣∣ ∑
ω′∈anc(r(i))
(
hx′
ω′ (ω
′)− hxω′ (ω′)
) ∣∣∣∣
(D29)
(See App. A of [29].)
When Eq. (D29) holds for large κ, I will say that the
system obeys Hamiltonian scaling. We have just shown
that the EF part of closeness condition (4) is met for each
subsystem if the system obeys Hamiltonian scaling.
Next, make t explicit again, temporarily. Recall that
we can write a rate matrix K(i; t) that obeys SLDB as
K(i; t) = R(i; t)Π(i; t)−diag
(
R(i; t)~pi(i; t)
)
(D30)
where R(i; t) is an arbitrary symmetric matrix;
pix(i; t) :=
e−βiHx(i;t)
Z(i; )t)
(D31)
is the equilibrium distribution of the local Hamiltonian
Hx(i; t); Π(i; t) is the diagonal matrix with pix(i; t) on the
diagonal; and ~pi(i; t) is that distribution expressed as a
column vector. Similarly, we can write a rate matrix
K(i; t) that obeys global LDB as
K(i; t) = R(i; t)Π(i; t)−diag
(
R(i; t)~pi(i; t)
)
(D32)
where R(i; t) is an arbitrary symmetric matrix;
pix(i; t) :=
e−βiHx(t)
Z(i; t)
(D33)
is the equilibrium distribution of Hx(t) for fluctuations
arising from the heat bath of subsystem i; Π(i; t) is the
diagonal matrix with pix(t) on the diagonal; and ~pi(i; t)
is that distribution expressed as a column vector. In the
analysis below, I relate Eqs. (D30) and (D32) by choosing
R(i; t) = R(i; t) for all t.
Recall that the actual probability density function
evaluated at any trajectory x is [5]
P(x) = px(0)(0)
M(x)∏
j=1
Kx(τ(j−1))x(τ(j)) (τ(j))e−
∫ τ(j)
τ(j−1) dtK
x(τ(j−1))
x(τ(j−1))(t)

(D34)
and similarly for P(x). Therefore the log-ratio of the ac-
tual and SLDB probability density functions evaluated
at x is
ln
[
P(x)
P(x)
]
=
M(x)∑
j=1
ln

K
x(τ(j−1))
x(τ(j)) (τ(j))e
−∫ τ(j)
τ(j−1) dtK
x(τ(j−1))
x(τ(j−1))(t)
K
x(τ(j−1))
x(τ(j)) (τ(j))e
−∫ τ(j)
τ(j−1) dtK
x(τ(j−1))
x(τ(j−1)) (t)

(D35)
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=
M(x)∑
j=1
ln
K
x(τ(j−1))
x(τ(j)) (τ(j))
K
x(τ(j−1))
x(τ(j)) (τ(j))

+
∫ τ(j)
τ(j−1)
dt
[
K
x(τ(j−1))
x(τ(j−1)) (t)−K
x(τ(j−1))
x(τ(j−1))(t)
]
(D36)
To evaluate Eq. (D36), pick any j ∈ {1, . . . ,M(x)}
and as shorthand write i = η(j), xi = x(τ(j)), and
x−i = x(τ(j − 1)). Since x−i 6= xi , diag
(
R(i; t)~pi(i; t)
)x−
x
=
diag
(
R(i; t)~pi(i; t)
)x−
x
= 0. Therefore the term in the sum
on the RHS of Eq. (D36) corresponding to this choice of
j is
ln
 Kx−x (t)Kx−x (i; t)
 = ln

(
R(i; t)Π(i; t)
)
|x−x
(R(i; t)Π(i; t)) |x−x
 (D37)
= ln
[
R(i; t)x
−
x Π(i; t)xx
R(i; t)x
−
x Π(i; t)xx
]
(D38)
= ln
[
pi(i; t)x
pi(i; t)x
]
(D39)
Next, note that when Hamiltonian scaling holds, we
can rewrite Eq. (D28) to see that for all subsystems i, for
all xr(i),x′r(i) : xi 6= x′i ,∣∣∣∣ ln[pi(i; t)xpi(i; t)x
]
− ln
[
pi(i; t)x′
pi(i; t)x′
] ∣∣∣∣ < 1κ ∣∣∣∣ ln
[
pi(i; t)x′
pi(i; t)x
] ∣∣∣∣ (D40)
Therefore
max
x
ln
[
pi(i; t)x
pi(i; t)x
]
−min
x′
ln
[
pi(i; t)x′
pi(i; t)x′
]
<
1
κ
max
x′ ,x
ln
[
pi(i; t)x′
pi(i; t)x
]
(D41)
Since pi(i; t) is a Boltzmann distribution, it has full sup-
port, and so for sufficiently large κ, ln
[
pi(i; t)x
pi(i; t)x
]
is arbi-
trarily close to 0, for all x. Therefore under Hamiltonian
scaling, the sum on the RHS of Eq. (D36) is arbitrarily
close to 0.
Next, note that for all j, t ∈ [τ(j − 1), τ(j)),
K
x(τ(j−1))
x− (t) = −
(
diag
(
R(i; t)~pi(i; t)
))x−
x− (D42)
= −R(i; t)x−x− e
−βiHx− (t)
Z(i; t)
(D43)
and similarly for Kx
−
x− . Accordingly,∫ τ(j)
τ(j−1)
dt
[
Kx
−
x− (t)−Kx
−
x−(t)
]
=
∫ τ(j)
τ(j−1)
dtR(i; t)x
−
x− [pi(i; t)x− −pi(i; t)x− ] (D44)
As shown by Eq. (D41) and the discussion just below
it, under Hamiltonian scaling, pi(i; t)x− −pi(i; t)x− can be
made arbitrarily close to 0 by choosing large enough κ.
Therefore the integral on the RHS of Eq. (D36) is also
arbitrarily close to 0 under Hamiltonian scaling.
Finally, suppose that the probability under K(t) of a
trajectory x such that M(x) = 0 is infinitesimally small,
i.e., that P(x) of such a trajectory is close to zero. Then
combining the results just above, we see that under
Hamiltonian scaling, for large enough κ,
∫
dxP(x) ln
[
P(x)
P(x)
]
(D45)
is arbitrarily close to 0. This means that closeness con-
dition (3) is met.
The only remaining condition to establish is the EP
part of closeness condition (4). Since K and K assign al-
most equal probabilities to almost all trajectories x un-
der Hamiltonian scaling , they also assign almost equal
values to ∆si(x). Moreover, I showed above that un-
der Hamiltonian scaling, K and K assign almost equal
values to the local EFs of x, i.e., for all subsystems i,
Qi(x) = Q
i
(x) to high accuracy. Given Eq. (17), this es-
tablishes that under Hamiltonian scaling, K and K as-
sign almost equal values to the global and community
EPs of x. This establishes that closeness condition (4)
holds in full under Hamiltonian scaling.
Combining, we see that under Hamiltonian scaling
for large enough κ, all four closeness conditions are met.
Note that no assumption concerning the form of the
community structure is needed to get this result. So as
claimed, any community structure N ∗ can be approxi-
mated.
