In this paper, the results of Freedman and So (1985) on global stability and persistence of simple food chains are extended to general diffusive food chains. For global stability of the unique homogeneous positive steady state, our approach involves an application of the invariance principle of reaction-diffusion equations and the construction of a Liapunov functional. For persistence, we use the dynamical system results of Dunbar et al.(1986) and Hutson and Moran (1987) .
Introduction
By a food chain of length n, n≥2, we mean a closed ecosystem (no immigration and emigration) which contains n interacting populations forming n trophic levels, such that each population except the lowest eats the ones on the lower trophic levels. In the following we simply call it food chain. The other standard name for it is food web.
The study of food chains dates back to 1926 when Volterra [49] first introduced the so-called Lotka-Volterra predator-prey system, which is a food chain of length two. A large number of food-chain models that have appeared since are of Lotka-Volterra type, that is, the per capita growth rates are linear functions. For example, models considered in [12, 20, 27, 28, 31, 47, 48] include the Lotka-Volterra food chain as special cases. Most discussions of more general food chains have been restricted to chains of length two or three (see [7, 12, [14] [15] [16] [17] 45] ). For general food chains of arbitrary length, the reader is referred to [8, 9, 13, 21] .
Global stability of a feasible steady state or limit cycle is certainly very desirable (cf.
[6]) in real ecosystems. However, it is generally difficult to establish. In fact, even for predator-prey systems such a task is far from trivial (cf. [7, 22, 32, 33] ). Although there have been results for n-dimensional systems, they are valid only for Lotka-Volterra type food chains (e.g. [27, 28, 47] ). The only exception is the recent work of Freedman and So [13] .
One of the most fundamental questions in mathematical biology concerns the long term survival of each component. This is equivalent to the persistence analysis of the related mathematical models. Persistence has been defined by various authors in a variety of different contexts. If the model consists of only ordinary differential equations, the following definitions are well adopted in the literature (cf. [4, 5] ): A vector of x(t) = [x 1 (t), . . . , x n (t)] is said to be weakly persistent if for each component x i (t), lim sup t→+∞ x i (t) > 0 and it is said to be strongly persistent if, for each component x i (t), lim inf t→+∞ x i (t) > 0.
A system of ordinary differential equations is said to be uniformly persistent if there exists a σ > 0 such that for each component x i (t), lim inf t→+∞ x i (t)≥σ > 0 for all X = [x 1 (t), . . . , x n (t)] ∈ Int R n + . The other analogous terms used in the literature are cooperativeness [28] , permanence [30] , permanent coexistence [31] . Similar terms also exist for reaction-diffusion systems (e.g. [11, 29] ) and for delay differentiation systems (cf. [3] ).
The more general and abstract (in terms of semigroup theory) definitions of persistence are given in [24] . Clearly, global stability of a steady state or a limit cycle is much more appealing than persistence in an ecosystem. Intuitively, one may think persistence is easy to establish. Unfortunately, this is not true in the sense that to establish the uniform persistence for an n-dimensional system is generally just as hard as (if not harder) to show the global stability of an (n − 1)-dimensional system (cf. [4, 13, 30] ). This work is motivated by the one of Freedman and So [13] . We will consider questions of global stability and persistence of a diffusive food chain. Our system is more general than the one considered in [13] even when there is no diffusion. Basically, we extend the results of [13] to this more realistic diffusive food chain. Our approach involves an application of the invariance principle of reaction-diffusion equations [1] , the construction of a Liapunov functional [13, 25] , and applications of the dynamical system results established in [11] and [29] .
The paper is organized as follows. In section 2, we will present our model and state some preliminary results. Section 3 will be devoted to discussing the global stability of the unique positive homogeneous steady state of the system. Section 4 deals with persistence aspects of the system. The paper concludes with a brief discussion.
Preliminaries
In this paper we propose to study the global stability and persistence aspects of the following system of reaction-diffusion equations which may be viewed as a diffusive food chain model
2)
Here, Ω is a bounded and connected domain in R m with smooth boundary, ∂/∂ν denotes differentiation along the normal to ∂Ω and ∆ is the Laplacian. The function u i (x, t) is the density distribution of ith population at time t. The boundary condition (2.2) implies that the system is closed (i.e., no immigration and emigration). u i0 (x) is continuous. The function f i (u), i = 1, . . . , n, are assumed to take the form
We will always assume that functions appearing in (2.4)-(2.6) are continuously differentiable with respect to their arguments. In order to ensure that (2.1)-(2.3) constitute a model for a food chain, we assume further that the following conditions are satisfied.
(A1): g 1 (u 1 ), the specific growth rate of the bottom prey, is assumed to satisfy: g 1 :
is the predator functional response of the jth species on ith species. We assume:
(A3): q ij (u j ) is the conversion (or assimilation) function of ith species from jth species.
Also, we assume:
, is the death rate function of ith species. It is assumed that g i (0) =
, and q ij (u j ) = p ij (u j ) = 0 when j = i−1, system (2.1) reduces to the so-called simple food chain considered by Freedman and So in [13] .
Clearly, our system (2.1)-(2.3) satisfies the so-called food pyramid condition (cf. [1] ), that is: there exists a positive constant b 1 such that u
; also, given that u 1 ≥0, . . . , u i−1 ≥0 are in a bounded set U i in R i−1 , there exists a positive constant
Thus, Theorem 2.1 in [1] implies that system (2.1)-(2.3) has a unique classical nonnegative solution u(x, t) = (u 1 (x, t), . . . , n n (x, t)) that exists for all time. Moreover, if u i0 (x) ≡ 0,
We call system (2.1)
and uniformly persistent, if for
where σ is a positive constant independent of u i0 , x and i.
Intuitively, the persistence notion requires the existence of a positive constant, say b, such that at any location x, the liminf of the solution is larger than b. In other words, eventually, solution stays away from the boundary by at least a distance of b. The notion of uniformly persistence, on the other hand, requires only that there is a σ > 0, such that the maximum values of the solution over the domain at large times are no less than σ. This indicates that our persistence notion is in fact implies that of uniformly persistence. It is not clear at this moment whether uniform persistence implies persistence here.
It should be mentioned that the above definition for uniform persistence is consistent with the one in Hale and Waltman [24] . However, our requirement for persistence is stronger than the one in [24] . When d i = 0, these definitions coincide with the ones for strongly persistent and uniformly persistent, respectively.
Proof. Let u(x, t) = (u 1 (x, t), . . . , u n (x, t)) be the solution of (2.1)-(2.3). Denote
Letū 1 (t) be the solution of the initial value problem (constant in x)
10)
Clearly, ∂ū 1 (t)/∂ν = 0 on ∂Ω × R + , ∆ū 1 (t) = 0, and for (x, t) ∈ Ω × R + ,
Thus, by Theorem 10.1 in [46] , we have
It is easy to see that, for any > 0, there is a T 0 = T 0 ( , u 10 ) such that, for t≥T 0 ,
This, together with (2.13), completes the proof. 
Proof. By a direct computation, we havė
Since (2.2), we have
Thus, for t≥T 0 ,
where m(Ω) is the measure of Ω. Let
This proves the lemma.
If d i = 0 for some i≥1, then the above lemma alone indicates that u j (x, t), j ≤ i are bounded. In this case, the above lemma, together with Theorem 3.1 in [1] , yield the
we see that the above lemma implies that solutions of system (2.1)-(2.3) are L 1 bounded.
Again, by Theorem 3.1 in [1] , we conclude that they are L ∞ bounded. Since solutions of (2.1)-(2.3) are classical, this indeed means that all solutions of (2.1)-(2.3) are bounded.
Thus, in both cases, solutions of (2.1)-(2.3) are bounded. By an argument similar to the proof of Lemma 2.1 in Hutson and Moran [29] , we can show that solutions of (2.1)-(2.3)
We can now state and prove our main theorem in this section.
Theorem 2.1. In system (2.1)-(2.3), assume (A1)-(A5) hold. Then its solutions exist for t≥0 and they are nonnegative, classical and bounded in C 1 (Ω × R + , R n + ), for t≥1. Further, there exists a positive constant U , which is independent of initial value, such that
Proof. The first statement is just a summary of previous discussion. In order to prove the second statement, once more, we need Theorem 3.1 in [1] , which says in equation of the
with boundary and initial conditions as (2.2)
is locally Lipschitz in (x, t), and
where L is a positive constant. Then
Since our system (2.1)-(2.3) satisfies the food pyramid condition and that for t≥T 0 , u 1 (x, t) ≤ K + 1, we see that there exists a 1 > 0 such that, for t≥T 0 , u 2 (x, t) satisfies (2.21), where B(x, t) is replaced by f 2 (u), and f 2 (u) < a 1 . By Lemma 2.2, we see there
where L 1 is independent of initial value. Hence, the Theorem 3.1 in [1] implies for t≥T 1 ,
By repeating this argument, we arrive at the conclusion that there exists a U , independent of initial value, such that
This completes the proof.
The above theorem implies that eventually all nonnegative solutions of (2.1)-(2.3) will assume their values in a compact set in R n + . This fact will be used in a discussion of uniform persistence in section 4.
In the rest of this paper we will always assume that (A1)-(A5) hold in system (2.1)-(2.3).
Global Stability
Clearly, system (2.1)-(2.2) has (0, 0, . . . , 0) and (K, 0, 0, . . . 0) as two of its spatially homogeneous steady state solutions. It can certainly have many more such solutions. To obtain all these solutions will be difficult and tedious, if it is not impossible. For convenience, we assume that system (2.1)-(2.2) has a unique spatially homogeneous equilibrium
The objective of this section is to derive criteria for u * to be globally asymptotically stable with respect to initial condition
For this purpose, we adopt the approach of Freedman and So [13] . We consider first the so-called simple food chain as discussed by
Freedman and So [13] . We assume for i = 1, 2, . . . , n,
and denote for i = 1, 2, . . . , n − 1,
Assume further, for i = 1, 2, . . . , n − 1,
Thus (2.1) reduces to For i = 1, . . . , n, i = n − 1, we define
It is easy to see V i (u i ) is bounded below by u * i − u * i ln u * i and tends to +∞ as u i →0 + or
For i = n − 1, we define (see Freedman and So [13] )
From the assumed properties of p n−1 (u n−1 ), one can see that V n−1 has similar properties as the other V i 's listed above.
Finally, we define on the space of
The derivative of W (t) along any positive solution of (3.4) with (2.2)-(2.3) takes the
By using the boundary condition (2.2), we have
where
For i = n − 1, we have 10) and for i = n − 1, we have
Thus, we have shown thatẆ
As in Freedman and So [13, p. 76] , we define the function φ i , ψ i , i = 1, . . . , n − 1 as follows
We denote
By the same algebraic manipulations as documented in [13, p. 74-76], we can write
where a ij (u) = a ji (u), a ij = 0 if |i − j| > 1, and
Finally, we denote A to be the (n − 1) × (n − 1) matrix A = (a ij ).
Now we are ready to state and prove the main result of this section, which reduces to the Theorem 3.1 in [13] when d i = 0, i = 1, . . . , n. Proof. We define a Liapunov functional W (u)(t) as in (3.7). Thus, from (3.12), we havė
where v i is defined as in equation (3.13). Since A is assumed to be definite, we see iḟ W (u)(t) = 0, then (since u is a classical solution)
that is,
Thus, in the space of C(Ω × R + , R n + ), we have
Let I be the largest invariant set (with respect to (3.4)) in E. We see that u ∈ I implies
By the invariance principle, Theorem 4.3.4 in Henry [26] , we conclude that for initial func-
By Theorem 2.1 in the previous section, we see that (3.23) is equivalent to
It should be mentioned here that the remarks and corollary following Theorem 3.1 in [13] are equally applicable to the above theorem. They are very useful in the application of the result. We omit them here just to avoid repetition.
It is easy to see that, in general, one can try to use 
and the largest invariant set in
is u * . Then E * is uniformly globally asymptotically stable (in the norm of C(Ω × R + , R n + )) with respect to nonnegative initial function u 0 (x), such that u i0 (x) ≡ 0, i = 1, . . . , n, x ∈Ω.
Proof. We define a Liapunov functional W (u)(t) for (2.1)-(2.2) as
From (3.26), we haveẆ
The rest of the proof is the same as that for Theorem 3.1. We omit it here.
In the following, we consider the frequently used diffusive Lotka-Volterra food chain.
That is, u
i f i (u) are linear functions of u i . We may assume
For any positive constants c i > 0, i = 1, . . . n, we have
Let v i be defined as in (3.13), then we can rewrite the above equation as
. . , c n ] and A = (a ij ) n×n is defined as (i):
Thus, we have the following result. Proof. Indeed, this is an immediate corollary of Theorem 3.2.
As an example to the above theorem, consider the simple three level food chain where Remark 3.1. It can be seen from our definition of W (u)(t) in (3.27) that we can in fact allow u * i = 0, for some i ∈ {1, 2, . . . , n}, in our discussions.
Persistence
For simplicity, in this section, we will restrict our attention to the diffusive simple food chain; that is, system (3.4) with boundary and initial conditions (2.2)-(2.3). As will be seen in the following discussion, a detailed analysis of the persistence aspect of the full system (2.1)-(2.3) will be rather complicated, if not impossible. Our objective is to derive criteria for system (3.4) to be persistent or uniformly persistent. Our persistence result is a direct extension of the work of Freedman and So [13] , while the uniform persistence one is a direct application of a criterion established in Hutson and Moran [29] .
In order to state and prove persistence result, we need the following notations and a lemma from Dunbar et al. [11] . (iii): π(0, x) = x, for all x ∈ X.
(iv): If (t, x) ∈ D and (s, π(t, x)) ∈ D, then (t + s, x) ∈ D and π(t + s, x) = π(s, π(t, x)).
For convenience, in the following we use the convention xπt := π(t, x). Let J be a real interval and let σ : J→X be a mapping. We call σ a solution of π if, for all t ∈ J, s ∈ [0, ∞) for which t + s ∈ J, it follows that σ(t)πs is defined and σ(t)πs = σ(t + s). We say that the local semiflow π does not explode in Y , if for every
If σ is a solution on R + (respectively R − ), then we denote its ω-limit set (α-limit set)
by ω(σ)(α(σ)). Lemma 4.1. Let K be an isolated invariant set and let N be an isolating neighborhood of K. Suppose that π does not explode in N . Let y ∈ X be a point for which ω y = ∞ and yπ(R + ) is precompact. Let σ(t) = yπt, t≥0, and suppose that
A + (N )\K and A − (N )\K are called the stable and unstable manifold of K (relative to N ). Intuitively, Lemma 4.1 says that ω(σ) contains points from both the stable and unstable manifolds of K, whenever it contains points of K and its complement.
Finally, for {i 1 , . . . , i k } ⊂ {1, . . . , n}, we define a subspace of C(Ω, R n + )
For a simple food chain (3.4), it is easy to see that its spatial homogeneous steady states (if they exist) must take the form E k (u
We say E i is hyperbolic if it, as the equilibrium
is hyperbolic. We will use the same notation E k to denote the function u(x) ∈ C(Ω, R n + ), where
i . This should not cause any confusion. Theorem 4.1. For system (3.4), (2.2)-(2.3), assume that E i , i = 1, . . . , n − 1 exist and are hyperbolic. Further, suppose that E i is globally asymptotically stable with respect to
3) is persistent with respect to C(Ω, R n + ). Proof. Suppose that system (3.4) is not persistent. Then there is aũ 0 (x) ∈ C(Ω, R n + ), u i0 (x) ≡ 0, i = 1, 2, . . . , n, such that for some j ∈ {1, . . . , n}, there are sequences t n →∞, x n ∈Ω withũ j (x n , t n )→0 as n→∞, whereũ(x, t) =ũ 0 (x)πt. By our Theorem 2.1, we knowũ(x, t) is precompact in C(Ω, R n + ), thus we may assume thatũ(·, t n )→w 0 ∈ ω(ũ 0 ) and x n →x 0 ∈Ω as n→ + ∞. Thenw 0 j (x 0 ) = 0, which by the invariance of ω-limit set, we see thatw
We observe that if u ∈ H 1,...,i−1,i+1,...,k , then ω(u) ⊂ H 1,...,λ−1 . And if u ∈ H 2,...k , then ω(u) = E 0 . This can be shown by using the comparison principle, Theorem 10.1 in [46] .
Thus, indeed, there exists a unique l < n, such that ω(w 0 ) ⊂ H 1,...,l , and ω(w 0 ) ∩ Int H 1,...,l = φ, or ω(w 0 ) = E 0 . In both cases, the above argument indicates that there is
. For convenience, in the following we denote W + (E i ) and W − (E i ) as the stable and unstable manifold of E i in C(Ω, R n + ), respectively.
Assume E 0 ∈ ω(ũ 0 ). It is easy to see that the unstable manifold of E 0 is H 1 and its stable manifold is H 2,3,...,n . By Lemma 4.1, there is a v 1 , such that
, which implies v 1 πR is bounded. Thus the invariance of ω(ũ 0 ) implies that α(v 1 ) is nonempty compact and invariant, and E 0 / ∈ α(v 1 ). However, this means
, which leads to E 0 / ∈ ω(v 0 ). This clearly contradicts our observation that if v 1 ∈ H 2,3,...,n , then ω(v 1 ) = E 0 . Therefore, we have shown that
Suppose now that E 1 ∈ ω(ũ 0 ). By the hyperbolicity of E 1 and Lemma 4.1, there
. By the hyperbolicity of E 1 and the global stability of E 2 in H 1,2 , we see that −δ 2 + c 2 p 1 (u 
then it is easy to see that closure of any orbit in H 1 \{E 1 } is either unbounded or contains E 0 , which in both cases leads to a desired contradiction. Hence,
Similarly, we can show that E 2 , . . . , E n−2 / ∈ ω(ũ 0 ). Further, because of the assumption that E i is globally asymptotically stable in H 1,...,i , i = 1, . . . , n − 2, no point of H 1,...,i can be in ω(ũ 0 ). Therefore, no point of H 1,...,i−1,i+1,...,n can be in ω(ũ 0 ).
Finally, if E n−1 ∈ ω(ũ 0 ), then by (4.2) and the global stability of E n−1 in Int H 1,...,n−1 , we claim that W + (E n−1 ) = Int H 1,...,n−1 \{E n−1 }. Otherwise, arbitrarily close to E n−1 , there is a solution u(x, t), lim t→+∞ u(x, t) = E n−1 uniformly onΩ and u n (x, t) > 0 for t > 0. Clearly, there is an > 0, T > 0, such that for t≥T , x ∈Ω,
Let σ(t) be the solution ofσ
Denote σ(x, t) ≡ σ(t), we haveσ In the rest of this section we assume that in the growth process of every species u i of system (3.4), a self crowding effect takes place, and By an invariant set, we mean that f (u) points strictly into Σ on ∂Σ.
Proof. Since lim u 1 →∞ g 1 (u 1 ) = −∞, we can choose a positive constant l 1 , such that g 1 (l 1 ) < 0. Clearly, f (u) points strictly into the space between u 1 = 0 and
Since lim u 2 →∞ g 2 (u 2 ) = −∞, we can choose a positive constant l 2 , such that
Intuitively, this ensures that f (u) points strictly into the space between u 2 = 0 and u 2 = l 2 in R n + at the side of u 2 = l 2 . By repeating the above process, we can choose l i , i≥3, inductively, that
One can see that
is the desired invariant set. Clearly, it can be made as large as one wants.
It is easy to see from the above argument that Lemma 4.2 is valid for system (2.1), provided that (4.7) holds.
In order to state and prove our next result we need the following notations from Hutson and Moran [29] .
The following result is essentially contained in the proof of Lemma 5.1 in [29] . For completeness, we will sketch the proof. 
where proving the lemma.
Now we are ready to state and prove our uniform persistence result. Proof. Clearly, all conditions of Lemma 4.3, except (4.9), are satisfied by (3.4 ).
We choose α 1 = 1. It is easy to see that there is a 0 < 2 < 1, such that if α i ≤ 2 , i = 2, . . . , n, then (4.9) is true for E 0 = (0, . . . , 0). We may thus choose α 2 = 2 .
We observe that for j≥1,
and F 2 (E 1 ) > 0, since E 2 exists and is globally stable in Int H 1,2 . This implies there is a 0 < 3 < 2 , such that if α i ≤ 3 , i = 3, . . . , n, then (4.9) holds for E 1 . Then we define
Repeating the above argument, we can define α i , i = 1, . . . , n − 1, such that
and (4.9) holds for E 0 , . . . , E n−3 , provided α n ≤ α n−1 . Since F n−1 (u (n−2) n−1 ) > 0, because of the existence and global stability of E n−1 , we see that there is a 0 < n < α n−1 , such that (4.9) holds for E n−2 if α n ≤ n . We thus define α n = n . Finally, because of (4.12), we see that (4.9) holds for E n−1 as well. That is, we have found α i > 0, i = 1, . . . , n, such that (4.9) holds for E i , i = 0, 1, . . . , n − 1. By Lemma 4.3, we conclude that (3.4 ), (2.2)-(2.3) is uniformly persistent.
Remark 4.1. In theory, the discussion of this section can be applied to the full system (2.1) as well. The main difficulty is that we do not know how many spatially homogeneous steady states the system may have and where they may be located.
Discussion
It is not difficult to note that our approach can be applied to systems satisfying food pyramid condition, with each trophic level consisting of several competing species. Of course, the analysis will become more complicated.
Our main finding in this paper is that if the reaction system of the considered food chain has a globally asymptotically stable steady state, or the system possesses some kind of persistence, then the diffusive food chain is also likely to have the same properties, regardless of the magnitude of diffusion rates. In fact, we can even allow the diffusion rates to be zero for the lower trophic level species. This is in contrast to the situation when the reaction system has an unstable positive steady state. In [38] , Mimura and Murray were able to show that when the diffusion of the prey is small compared with that of the predator, a predator-prey system (a food chain of length two) may exhibit, asymptotically in time, stable heterogeneity (patchiness) in a bounded domain with zero flux boundary conditions. The interested reader is referred to [39] for a systematic discussion of this phenomenon.
However, it is well known that if diffusion rates are large, then a reaction-diffusion system has very similar qualitative properties as those possessed by its reaction system [23, 46] .
Our finding is also consistent with recent works in global stability of diffusive-delay LotkaVolterra type systems [34, 37] , where the results also indicate that diffusion rates are not important in the qualitative analysis of the system.
For delayed food chain with or without diffusion effect, a detailed qualitative analysis seems to be difficult to reach. The main difficulty is that even the boundedness of solutions is not easy to establish, unless we assume that the system has some strong instant selfcrowding effect. Nevertheless, we believe that these systems deserve future attention.
Finally, we would like to mention that the four-species simple food-chain model studied in [13] can be adapted to serve as a nice example for this paper. By combining this work with earlier ones on global stability of predator-prey systems and persistence study of three-dimensional models (e.g. [7, 14, 15, 33] ), we should be able to obtain more specific and sharper results for three or four species food chains with or without diffusion.
