Abstract-How does our visual system detect prominent contours? Our investigation begins with the ohservation that neurons in the visual cortex have receptive fields similar to oriented Gahor filters. Unlike plain gray-level intensity histograms which greatly vary across images, we found that Gahor orientation-response (or orientation-energy) histograms of natural images have a fairly uniform shape. Based on this ohservation, we derived a threshold criterion which only depends on the standard deviation of the orientation-energy distribution. Thus, the same principle could be uniformly applied to different natural images, either locally or globally. Comparison with thresholds chosen by humans showed that the criterion can accurately predict human performance. Further, the proposed criterion can he easily implemented in a neural network, which is currently under investigation.
I. INTRODUCTION
We are interested in how the human visual system detects salient contours. Our first observation is that detection of such contours must he based on early visual processing in the human visual system. At the retinal ganglion cells and the lateral geniculate nucleus (LGN), the receptive fields have a center-surround property [3, 71 , and further downstream in the primary visual cortex (VI), the receptive fields exhibit an orientation-, phase-, and frequency-tuned properties [6, 91.
These early visual processes can he approximated by a sequence of convolutions with difference-of-Gaussian (DOG) and oriented Gabor filters (for instance, see [5]). The resulting response level (called orientation energy) can be interpreted as visual cortical activity in response to visual input. Because of the oriented nature of Gabor filters, the filtered response is usually high around locations in an image where there is a strong contour edge component.
Since we are interested in the sulience of contours, one reasonable way of detecting it is to find a threshold of the filter responses. We found that orientation energy histograms of different natural images have a fairly uniform shape, unlike that of gray-level intensity histograms which can he greatly different as shown in Fig. 1 . This discovery allowed us to Gray.leve1 intowily histogram of natural images Intensity histograms for 6 natural images are shown. The x-axis is the gray-level intensity (0 to 255). and the y-axis the frequency.
easily our algorithm can he implemented in a neural network, and on future directions.
CALCULATION OF ORIENTATION ENERGY
We follow a procedure similar to Geisler et al. 151 in calculating the orientation energy of natural images. First, we convolve the gray-level intensity matrix I of a natural image with a difference-of-Gaussian (DOG) filter D to obtain ID for initial edge detection:
derive a single threshold criteria that can be uniformly applied.
In the following sections, we will describe the computational procedure for calculating orientation energy of images, l,,ith
where * is the convolution operator, The and what are the properties of orientation energy histograms. We will then show how to estimate the thresholds based
on these properties, and present results on a selected set of where (z, y) is the pixel location.
The edge-detected image I D was then convolved with even-and odd-phased oriented Gabor functions Gs,&,(x, y) of orientation 0, phase 4, and width U to obtain the orientation energy matrix Eo as follows:
where ( x , y) is the pixel location.' To obtain the combined orientation energy E ( x , y) for each pixel (z, y). we calculated the vector sum of 6 different pairs of (8, Es(z, y)) at an interval of ~/ 6 . The resulting vector (O', E ( x , y ) ) determined the optimal orientation 0' and the orientation response E ( x , y) at pixel ( x , y). In the following, for simplicity, we will refer to the orientation energy at any point ( z , y ) as simply E , instead of E ( x , y ) .
The properties o f the E responses to natural images will be analysed next.
ORIENTATION E N E R G Y DISTRIBUTION
To better understand the properties of orientation energy 'There are other parameten associated with Gabor filters such as sparial frequency and aspect ratio, which is not, made explicit in the above: All ow Gabor filten were generated with spatial frequency I and aspect ratio 1. All of our convolution kemels were 7 x 7 in size, and the n parameter was adjusted accordingly.
From the histograms we obtained an orientation energy distribution by normalization*: (6) where f ( E ) is the frequency at the histogram bin E , BE is the set of E values of the histogram bins, and h ( E ) is the resulting probability mass function. Fig. 2 shows the orientation energy distribution for 6 sample images. We can see that the orientation energy distributions are similar to each other, and they share a unique feature -that of a power law (i.e., p ( z ) = l / x " , where a is the fractal exponent).
Thus when plotted in log-log scale, they show up as straight lines. One property of distributions following a power law is that extreme values are not uncommon, i.e. the distributions have a heavy tail. For example, when compared to a normal distribution with the same variance, power law distributions have higher probability near extreme values (see Fig. 3 ;
especially, E values greater than L2). Such a comparison can give us some clue on how to detect salient levels of orientation energy. The next section will further develop this idea.
(b) log-log scale . The x-axis is Ihe orientation energy E and the y-axis is the probability. For the current work, we,only consider positive E YLIUCS, and ignore the shaded pan. There are two points where the two c w e s h ( E ) and g ( E ) intersect: L1 and L2. For E values less than L1 or greater than L2. h(E) is greater than g ( E ) .
1V. ORIENTATION ENERGY DISTRIBUTION vs HALF-NORMAL DISTRIBUTION
Comparing the E-distribution with a normal distribution can provide us with some insight into which E values can be seen as unusually high (i.e. salient). Since E values are only positive, we compared the E-distribution of natural images to discretized half-normal distributions (the unshaded part in Fig. 3 ). To make the two distributions have the same width, we calculated the raw second moment ua of the E-distribution 'Note that the energy distribution is a discrere probability distribution. as follows:
EEBE
where BE is the set of E values of the histogram bins, and
h ( E ) is the probability of the orientation energy level E derived from the E-histogram.
With this U', we calculated the continuous normal probability density function values N ( z ; 0, u2) with mean 0 and variance u2 for all E values, and then normalized them as follows:
where BE is the set of E values of the histogram bins, and g(E) is the resulting discretized half-normal probability mass function of orientation energy level E. Fig. 3 illustrates the E-distribution h ( E ) and the corresponding half-normal distribution g ( E ) . Fig. 4 shows comparisons of h ( E ) and g ( E ) of 6 natural images in log-log scale. We can see that after the second intersection L2, g ( E ) significantly drops in comparison to h(E). To find out whether this point L2 has any significance in detecting salient contours, we compared the L2 values with 
V. ORIENTATION ENERGY THRESHOLD SELECTED BY
To test the significance of the L2 value where the orientation energy distribution h ( E ) begins to diverge from the normal distribution g ( E ) , we compared the L2 values against orientation energy thresholds selected by humans. A total of 31 natural images were used to make the comparison. The L2 values were located computationally based on equations 6 and 8, and the orientation energy thresholds were selected manually by a single person (SB) in our research group. SB was shown thresholded E visualized as shown in Fig. 86 . For each image from the set of 31, thresholded E at 55% to 95% percentile of the h ( E ) at an increment of 5% was shown to SB and he was asked to choose the hest threshold according to the following criteria:
HUMANS vs. L2 1) object contours should remain intact, and 2) noisy background edges must be removed as much as
The results are shown in Fig. 6 . The plot shows a clear linearity between L2 and the threshold selected by humans. Thus, the L2 value of orientation energy distributions can be used to predict the optimal threshold of E. However, computing L2 is a laborious process, because of the time and space spent in constructing h ( E ) and g ( E ) , and also in locating L2. Interestingly, it turns out that the L2 value has a close linearity with the square root of the raw second moment (= U)! Fig. 6 clearly demonstrates the strong linearity between the two values. As expected, the U of the orientation energy distribution g ( E ) showed a clear linearity to the threshold selected by humans. Fig. 7 shows the results of this comparison.
We can now derive a linear equation of the preferred orientation energy threshold To as a function of U : (9) possible.
T, = 1 . 3 7~ -2176.59, which is the linear fit shown in Fig. 7 . This equation gives us a compact and easy way of determining orientation energy thresholds for detecting salient contours. In summary, we found that comparing the orientation energy distribution h ( E ) with a normal distribution g ( E ) with the same variance can give us a good threshold criterion, and the value can be easily estimated by just calculating the raw second moment.
VI. THRESHOLDING RESULTS
Applying a single threshold value to the entire orientation energy matrix (i.e., global thresholding) can often he an effective strategy in detecting salient contours. For example, because of the concentration of energy around E = 0. This effectively pulls the 85-percentile point to a lower value than the desired threshold. Fig. 9 demonstrates this phenomenon. Due to the under-thresholding, we can see that in Fig. 9c , a lot of edges around the wing tips are not thresholded, leaving a mess. On the other hand, for our method (T-) because we take into consideration the spread of the distribution, we are able to effectively deal with such a condition.
.In this section, we present selected examples of applying the linear equation we derived above (equation .9). As a comparison, we took the 85-percentile of the orientation energy distribution h(E), and contrasted the results with the B.
Thresho'ding
Even though global'thresholding can be effective in many cases, it may still be inadequate in cases where there is a large 4 . . .? (Fig. 10kd ).
An advantage of our o-based threshold To is that the value does not always need to be collected from the entire orientation energy matrix. Using the same principle, we can estimate locally optimal thresholds by using a sliding window. Fig. 10e shows the result of local thresholding with a sliding window of size 21 x 21. The threshold at the center of the window was determined by the U value calculated from the 21 x 21 window. We can see that local thresholding method preserves both fine and bold contour features while suppressing background noise.'
VII. DISCUSSION
The proposed thresholding criteria only depends on the calculation of the raw second moment U' of the orientation energy matrix. The U' value can be directly calculated from an orientation matrix using a simple neural network. Suppose V is the visual cortical (VI) response matrix, approximated by E in this paper. Then an appropriate threshold on VI response 3There is one issue with local thresholding. A careful look at Fig. 7 reveals that ( I values less than 2wO can result in a threshold value less than 0. This problem only occurs when the matrix is small, and for this special condition, we imposed a minimum threshold of 700.
2
(e) can be easily calculated as follows: to finally obtain U . Thus, a weighted sum of V1 response passed through a quadratic nonlinearity can then be passed through a square root activation function to easily obtain the desired value.
It may be interesting to see if such a mechanism actually exists in the visual cortex or higher visual areas. One way of indirectly testing this speculation is to ask human subjects to do local thresholding similar to what our algorithm did in Section VI-B (see Fig. IOe) . Instead of asking the subject to choose a single global threshold, we can show the subject all local image patches from a single image and ask to choose a threshold for each patch. We expect the results to be similar to our results reported above. Another future direction is to consider other types of response histograms. For example, spatial frequency power spectrum also shows a power law [4] . so a similar approach can be employed in the spatial frequency domain. Also. various kinds of histograms called spectral histogranis by Liu [SI can be considered. By analysing the response distribution in these different spectral histograms, we can gain further insight into how simple mechanisms can be used in the detection of salient features in the visual scene.
The way we define salient levels of E by comparing the response distribution to a normal distribution of the same variance may be related to the concept of detecting suspicious coincidence [ 1, 21. Barlow proposed that the perceptual system needs to effectively detect suspiciously coinciding events. For two events A and B, if the joint probability P ( A , B ) is greater than the product of the marginals P ( A ) P ( B ) , then the events A and B co-occurring are seen as suspicious. Of course this criterion is based on the comparison to the baseline case when A and B are independent, i.e., P ( A , B ) = P ( A ) P ( B ) .
In our case, the baseline was a normal distribution, and it is tempting to speculate about a potential link between the two baselines. Now let us think of A and B as pixel intensities at two locations in the visual field. Then we can talk about the pair of values ( A , B ) being suspicious or not. We can then look at the orientation energy value in the corresponding area, and see if salience by our measure matches suspiciousness by Barlow's measure. One thing we can try is to see what is the orientation energy distribution for white-noise images.
In this case, A and B will surely be independent, and if our measure is to come close to Barlow's measure the orientation energy distribution should be similar to a normal distribution, i.e., we should not be able to detect any salient contour with our approach. We predict that (1) either this will be the case, or (2) at least the tail of the E-distribution of white-noise images (which contains the L2 point) will be close to a normal distrib~tion.~ If this turns out to be true, we should consider using simple thresholding of neural responses to detect suspicious coincidence instead of explicitly calculating the joint probabilities, which may be a formidable task.
VIII. CONCLUSION
In this paper, we have shown that natural images have similar orientation energy distributions across different images.
The distributions follow a power law, and comparing them to normal distributions with the same variance gave us a good thresholding criteria. This threshold value can be efficiently estimated by the square root of raw second moment of the orientation energy, and this same principle can be applied either globally or locally. Because of the simplicity of the calculation, the measure can be easily implemented in a neural network. It 'In fact, preliminary results suggest that the latter is indeed the case. may be worthwhile checking if a similar mechanism underlies the human ability to detect salient contours.
