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ABSTRACT 
By constructing a special similarity transformation matrix, an upper bound for the 
spectral condition number of a diagonalizable matrix is obtained. This bound can be 
used in the QR algorithm to estimate the accuracy of the computed eigenvalues. 
© Elsevier Science Inc., 1997 
1. INTRODUCTION 
Let A be an n × n diagonalizable matrix and P be the transformation 
matrix such that P-lAP = J, where J = diag(A1, A 2 . . . . .  h,). The matrix P 
is called a transformation matrix. I f  we define 
G = {e  i e - lae  =1}, 
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then 
K(A) = minllell211e-lll2 
G 
is called the spectral condition umber of A. Here I1" I1~ is the 2-norm. The 
sensitivity of the eigenvalues can be measured in terms of K(A). The 
well-known Bauer-Fike theorem [1] states: Let A be diagonalizable and E be 
a perturbation matrix to A. If Ix is an eigenvalue ofA + E, then 
min IX - /zl < r (A) l lE I le ,  (1)  
Ae A(A) 
where I]'llp /s the p-norm. 
By the continuity argument, we also know that if each circular disc of 
I;q -/~1 ~< K(A)IIEII~, i = 1,2 . . . . .  n, is isolated from the other discs, then 
the eigenvalues of A + E can be ordered so that 
IAi - ~,1 ~< K(A)IIEII2. (9) 
Thus it is important to estimate K(A) for the error bounds of eigenvalues. In
this paper a simple upper bound on K(A) is given. 
In Section 2 we will show that an upper bound for x(A) can be easily 
obtained from the elements of T, the exact Schur form of A. 
When using the QR algorithm to compute the eigenvalues of A, after 
reducing A to a Hessenberg matrix H0, we perform a serial QR transforma- 
tions on H 0 and finally we get a Hessenberg matrix 
H = 
hi,1 hl,2 
h2,1 h2,2 
h3,2 
• -. hi , ._ 1 hl, n 
• .. h2,._ 2 h2,. 
• .. ha,._ 1 h3,. 
. 
h. , . -1  hn,. 
where Ihi, i-11 are sufficiently small, but often they are not zero. We take hi, 
as the approximate eigenvalues of A. Naturally we would like to know how 
near is hi, i to the exact eigenvalues of H. 
Let T denote the upper triangular part of H. We will show that it is easy 
to obtain an upper bound for K(T). Thus we can estimate the accuracy of the 
computed eigenvalues hi, i. We will explain this by a numerical example in 
Section 3. 
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Another upper bound for K(A) was presented in [4, Theorem 7]. How- 
ever, that bound is complicated and in many cases is bigger than ours. 
Furthermore, that bound is obtained under the assumption that all the 
eigenvalues of A are simple, while in this paper we only assume that A is 
diagonalizable. 
2. MAIN RESULT 
In the rest of this paper, we always let A be an n × n diagonalizable 
matrix with the Schur decomposition 
QHAQ = T = 
A1 tl,2 ... 
~t 2 . . .  
ODJ  
••• 
t l ,  n 
ta.n 
tn- 1,n 
h, 
(3) 
where Q is a unitary matrix. Writing 
T = diag( A l, A~ . . . . .  An) + N 
we define 
6= min lh , -h j l  and a= max It,.jl. (4) 
Ai~A j l< i< j<n 
The quantity a is a measure for the distance to normality. The foUowing are 
some of its properties: 
(a) If a = O, then A is a normal matrix. 
(b) a ~< IINll e for any p-norm. 
n3 ~/IIAHA - AAUlIF. 
n 
(c) a ~< 12 
The last inequality is proved in [2]. 
For the convenience of our description, we define two special transform 
matrices 
W~=I-e ,y  r and Z ,=I -z ,e r_ ,+ l ,  (5) 
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where ei is the ith column of the identity matrix and 
Obviously, 
Y i r=(  0 . . . . .  0, Yi,i+l . . . . .  Yi,,),  
i 
i 
Wi -1 = I + e~yr~ and Z~ -1 = I + zieT_i+l . 
We denote by C(k : l, k : l) the principal submatrix of C from the kth to the 
lth row. 
Now we present he main result of this paper. 
THEOaEM 1. For any n X n diagonalizable matrix A, the spectral condi- 
tion number K( A) satisfies 
~, )2n-2, 
K(A) < 1+ ~ (6) 
(4). Furthermore, /f )q = h. 2 . . . . .  Am, A m 4: where a, 6 are as in 
Am+ 1 . . . . .  An, then 
O~ 2n-2m-1 O~ 
To prove this result, we need two lemmas. 
LWMMA 1. Let T be as in (3). I f  the diagonal elements are different f rom 
each other, then there exists an invertible matrix P such that 
p -  1TP = diag( A1, A 2 . . . . .  A n), 
and for  p = 1, 2, o~, the matrix P satisfies 
,,ellp<~ (1+ -~)n-1, ,,e-lllp<~ (1+ -~)"-1 (8) 
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Proof. The first step is to construct W 1 such that 
W11TW1 = ( A1 T(1) ) " 
Since 
where 
we have 
and 
Rewriting (9) as 
W{ ITW1 1 yr  )h tr  1 
I T (2 :n ,2 :n )  I ' 
yr = ( yl.~ . . . . .  Y l , . )  and t r = (t l ,  2 . . . . .  t l , . ) ,  
T O) = T(2 :  n ,2 :  n) 
yr [T (2 :n ,2 :n )  - a l I  ] + t r=O.  
[A I I -  T (2 :n ,2 :n ) r ]y  = t, 
we can get Yl, k recurrently: 
tl.2 
Yl.2 A1 - )t2' 
Y l ,3  ~-  - -  
tl,3 t~,3 
+ ~Y l ,2 ,  A 1 - -  a 3 A1 - A z 
i~1 - -  "~k j Yl,jtj, k -I- tl.k , Yl.k k =2,3  . . . . .  n. 
169 
(9) 
170 
Furthermore, 
[Yl,2[ "<< ~,  
and generally, 
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o oo =( 
ly l ,31~<~+ 8 8 8 1+ , 
y~,k = jt _hkt j= i+ ly~, j t j ,  k+t~,  k , k= i+ l , i+2  . . . . .  n ,  (10) 
and 
ly,,~l ~< ~ 1 + . (11) 
Letting P = W1W 2 .. .  W n_ l, we have 
p-1  = Wn_l l  . . .  W~iWl  I 
1 Yl ,2 Y i .3  
1 Y2,3 
= 1 
"'" Y l ,  n 
"'" Y2, n 
"'" Y3, n 
". 
1 
And Yik satisfies 
o( o/k-  
lyl, kl ~ ~ 1 + ~ k = 2,3  . . . . .  n. 
In this way, we can construct W 2 . . . . .  Wn- 1 as in (5) such that 
W~11 "'" W21W11TW1W2 ... Wn_  1 = diag(/~1,/~2 . . . . .  An)" 
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where 
pT = ( t l ,n , t2  . . . . . . .  tn - l ,n ) ,  
From (13), we have 
Zi,n -- t i ,n  -1- Z t i , jZ j ,  n , 
t~ n j=i+l 
In general, we can get zi, k as follows: 
z~,k = Ak Ai t~,k + 
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z T = (Z l ,  n, z2 . . . . . . .  Z . _ l , . ) .  
i=n- l ,n -2  . . . . .  1. 
E t i , jZ j ,  k , j=i+l 
k=n- l ,n -2  . . . . .  2, i=k - l , k -2  . . . . .  1. 
From (14), it is straightforward to show that 
o( 
I z , , k l~  1+ 
Thus 
o~)n_1 
Ilell~,llelh ~< 1 + -~ . 
On the other hand 
(14)  
Thus 
p( e~e)l lxl l~ <~ IIe"ell~llxll~ 
<~ IIe"ll~llell~llxll~ 
= Ilelhllelldlxll®. 
Ilell~ = p(e'e), 
where p(A)  is the largest eigenvalue of A. There exists a vector x q: 0 such 
that 
PUPx = p( P~P)x. 
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Obviously 
and 
A(eUe) < Ilelhllell~ 
o~)n_1 
Ilelh-<< 1+~ 
The same proof works for IIe-*lh. 
Now we consider the case when T has multiple eigenvalues. 
LEMMA 2. Assume that A 1 = A~ . . . . .  A m, A m 
A,~+ 2 . . . . .  A,. Then there exists an invertible matrix P such that 
p -  1 TP = diag( A1, A z . . . . .  A.) 
and P satisfies 
IIP-111=,IIPII® < 1 + 
Ile-llh, Ilelh < 1 + 1 + m-~ , 
~1~/~ ]'P-III~,IIPI'z ~< (1+ ~)" - '~- ' [ (1+ 8) (1  +m~)]  . 
Proof. Because T is diagonalizable, it is proved in [3] that 
T = 
A1 t l ,  m+2 "" t l ,  n 
A2 t2, m + 2 "'" t2, n 
t l ,m+l  
t2, m+l  
A m 
Am+ i tm+l ,m+ 2 " ' "  tm+l, " 
(15) 
. ! 
~/= Am+l ,  
(16) 
A, 
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Now we would like to find a matrix P, with the form 
P, = 
z, -Y 
i I Z n--m 
such that 
Obviously, 
We can get Y by the following equation: 
k=m+1 
It is easy to show that 
I 
, m + 2, . . . , n , i=1,2 ,..., m. 
. 
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Thus 
and 
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o( o) ml 
IlYIh ~ m~ 1 + ~ 
IIYII® < 1 + - 1, 
or)n_ m 
Ilef~ll= .<< 1 + ~ . 
Now assume that }[m+l . . . . .  A n are different from each other. From 
Lemma 1, there exists P2 such that 
P~T(m + 1: n ,m + 1: n)e~ = diag(A,~+~ . . . . .  A,) 
and Pa satisfies 
Let 
Then 
and 
( Ile2llp, Ile~-lllp < 1 + 8 / p = 1,2,0o. 
p~- 1 e~- 1 • 
p- 1TP = diag( A l . . . . .  A,) ,  
( [[p-1[[® < max(1 + [[Y[[~, liP,-Ill®) ~< 1 + 
IIv-Xlh < IIYIh + IlP~'a[li < 1 + m 1 + 
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As in the proof of Lemma 1, we can bound IIPIL and Ilelll as 
And 
(  )nm 
IIPIL < 1 + :) 
IIe-lll~,llPlla~< 1+ 1+-~ l+m~ 
If there are some multiple eigenvalues in Am+ 1 . . . . .  a., then the bounds 
of IIe211x, IleelL Can be smaller. • 
Now we turn to prove Theorem 1. 
Proof of Theorem 1. There exists a unitary matrix Q such that 
QHAQ = T 
where T is a triangular matrix. From Lemma 1 and Lemma 2, there exists an 
invertible matrix P such that 
p- 1 TP = diag( A1, A~ . . . . .  A,,). 
Hence 
and 
(Qp)- i  a(pe) = diag()q, A 2 . . . . .  A.), 
K( A) < II( QP)-~IIzlIQPII~ = IIe-lll211ell~. 
From (8) and (16), we can easily get (6) and (7), which completes the proof. 
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3. NUMERICAL  EXAMPLE 
The QR algorithm was performed on an IBM PC 486 with the precision 
u = 10 -v to find the eigenvalues of 
A = 
-1 .57753 -0 .493345 0.52131 0.078246 0.7158 / 
-0 .553051 1.31903 -0 .219885 0.496869 -0 .156839[  
0.468792 -0 .229014 0.522073 -0 .059105 1.01273 | .  
0.0717072 0.482548 -0 .0706584 -0 .0204824 -0 .624205 | 
0.677049 -0 .190393 0.989729 -0 .618585 -0 .243125]  
At last we get 
H = 
- 1.999983 
2.737942 x 10 -12 
0 
0 
0 
-9 .736523 × 10 -5 
2 
- 3.365972 x 10 -9 
0 
0 
1 .133094x 10 -4 
-3 .237575x  10 -4 
- 1.000152 
-2 .933213 × 10 -13 
0 
- 7.515842 × 10 -s  
1.326257 x 10 -4 
8.467160 x 10 -s 
-4 .213892 × 10 -5 
1.457599 x 10 -1° 
9.987713 x 10 -2 
2.963122 x 10 -5 
3.700441 x 10 -4 
- 1.4242570 x 10 -4 
1.000054 
Write H = T + E, where T is the upper triangular part of H. Obviously 
IIEII2 = 3.365972 × 10 -9. 
The eigenvalues of the triangular matrix T are 
A 1 = - 1.999983, A 2 = 2, A 3 = - 1.000152, 
A 4 = -4 .213892 × 10 -5, A 5 = 1.000054. 
We can also have 
8 -- rain IA t - Ajl = 0.999831, 
178 
and 
Thus 
and 
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a= max I t~ j l= l t~s l=9.98773×10 -~. 
1<i<j<5 'J 
( K(T)  ~< 1 + = 2.1419397, 
~(T)IIEII2 < 7.21 × 10 -9. 
The circular discs IX - Ail ~< K(T)IIEIIz are separated from each other. 
Let /zl, be2 . . . . .  /~s be the eigenvalues of H; then 
I/x i - ;t~l < 7.21 × 10 -9. 
The exact eigenvalues of A are -2 ,  -1 ,  0, 1, 2. Because of floating errors, 
the eigenvalues of A are not in the circular discs 
IA - A~I < 7.21 × 10 -9 . 
In fact, by backward analysis [5, p. 538] we can get that A = QHQ n + F, 
where Q is unitary and F is the perturbation matrix. Thus the eigenvalues of 
A are located in the discs 
IA - A,I-<< 2.1419397(11EII2 + IIFII2) ~< 7.21 × 10 -9 + 2.141939711FI1~. 
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