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ABSTRACT
The Kaczmarz algorithm is a popular solver for overdeter-
mined linear systems due to its simplicity and speed. In this
paper, we propose a modification that speeds up the conver-
gence of the randomized Kaczmarz algorithm for systems
of linear equations with sparse solutions. The speedup is
achieved by projecting every iterate onto a weighted row of
the linear system while maintaining the random row selection
criteria of Strohmer and Vershynin. The weights are chosen
to attenuate the contribution of row elements that lie outside
of the estimated support of the sparse solution. While the
Kaczmarz algorithm and its variants can only find solutions
to overdetermined linear systems, our algorithm surprisingly
succeeds in finding sparse solutions to underdetermined lin-
ear systems as well. We present empirical studies which
demonstrate the acceleration in convergence to the sparse
solution using this modified approach in the overdetermined
case. We also demonstrate the sparse recovery capabilities of
our approach in the underdetermined case and compare the
performance with that of ℓ1 minimization.
Index Terms— Randomized Kaczmarz, least squares so-
lution, sparsity, sparse recovery, compressed sensing
1. INTRODUCTION
The Kaczmarz method [1] is a popular algorithm for finding
the solution of an overdetermined system of linear equations
Ax = b, (1)
where A ∈ Cm×n and b ∈ Cm. When A is large, it often be-
comes costly to solve for x by inverting the matrix. The Kacz-
marz algorithm iteratively cycles through the rows of A, or-
thogonally projecting the iterate onto the solution space given
by each row. Due to its speed, simplicity, and low memory
usage, the Kaczmarz method has risen to prominence in ap-
plications such as computer tomography and signal and image
processing [2, 3, 4]
Recently, a randomized version of the Kaczmarz algo-
rithm was proposed in [5] that enjoys an expected linear rate
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of convergence. Denote the rows of A by a1, . . . am and let
b = (b(1) . . . b(m))
T
. Contrary to the original Kaczmarz
method in [1] which sequentially cycles through the rows of
A, the randomized Kaczmarz (RK) algorithm of Strohmer
and Vershynin [5] randomizes the row selection criteria of
the Kaczmarz method by choosing the next row ai indexed
by i ∈ {1, . . .m} with probability ‖ai‖22‖A‖2
F
. A full description
of the RK algorithm is shown in Algorithm 1. At every iter-
ation j, the previous estimate xj−1 is orthogonally projected
onto the space of all points u ∈ Cn defined by the hyperplane
〈ai, u〉 = b(i).
Algorithm 1 Randomized Kaczmarz algorithm [5]
1: Input b = Ax, the m× n matrix A, maximum iterations
J
2: Output xj
3: Initialize j = 0, x0 = 0
4: while j ≤ J do
5: j = j + 1
6: Choose the row vector ai indexed by i ∈ {1, . . .m}
with probability ‖ai‖
2
2
‖A‖2
F
7: xj = xj−1 +
b(i)−〈ai ,xj−1〉
‖ai‖22
a
T
i
8: end while
In many applications in tomography and image process-
ing, the solution vector x is sparse or admits a sparse represen-
tation in some transform domain. In this paper, we propose
a modification of the RK algorithm that accelerates the con-
vergence of RK when the solution to Ax = b is sparse with
support S0. Our sparse randomized Kaczmarz (SRK) algo-
rithm uses the same row selection criteria as RK, but achieves
faster convergence by projecting onto a weighted row ai of
the matrix A. The weighting is based on identifying a support
estimate S for x and gradually scaling down the entries of ai
that lie outside of S by a factor equal to 1/
√
j. As the num-
ber of iterations becomes large, the weight 1√
j
→ 0 and our
algorithm begins to resemble the RK algorithm applied to the
reduced system
ASxS = b. (2)
So long as the support estimate S remains a superset of the
true support S0, the solution to the reduced system (2) will
be identical to the solution of the full system (1). Moreover,
Strohmer and Vershynin showed that the convergence rate of
the RK algorithm is inversely proportional to the scaled con-
dition number of the matrix A, κ(A). More recently, Chen
and Powell [6] also proved almost sure linear convergence of
the RK algorithm. Consequently, under the assumption that
S0 ⊆ S, our algorithm converges at a rate inversely propor-
tional to κ(AS) ≤ κ(A)1, which explains the acceleration in
the convergence rate of SRK. A full proof of the convergence
of our algorithm is still underway and we leave detailed ex-
planations to a future paper.
In Section 2, we discuss how our work relates to previous
work on accelerating the randomized Kaczmarz algorithm.
We then present in Section 3 the details of our sparse random-
ized Kaczmarz algorithm. In Section 4, we provide numerical
experiments that demonstrate the acceleration in convergence
rate to the sparse solution of overdetermined linear systems.
We also demonstrate in the same section the sparse recovery
capabilities of SRK in the case where the linear system is un-
derdetermined.
Remark: A slight modification to our algorithm allows
it to effectively handle inconsistent systems as well as com-
pressible signals x. However, we omit a discussion of these
cases due to space limitations.
2. RELATION TO PRIOR WORK
Several works in the literature have proposed ways of accel-
erating the convergence of the randomized Kaczmarz algo-
rithm for overdetermined linear systems. In [8], acceleration
is achieved by projecting the rows of A onto a lower dimen-
sional space and then performing the Kaczmarz iteration with
respect to these low dimensional vectors. Another approach
proposed in [9, 10] involves randomly selection blocks of
rows of A in the Kaczmarz projection. Note that our weight-
ing approach can be combined with any of the above men-
tioned works to speed up their convergence rate when the de-
sired solution is sparse. In the case of underdetermined linear
systems, our work can be related to the row action methods
for compressed sensing presented in [11]. This work differs
from our approach in that it uses sequential projections onto
the rows of A followed by a thresholding step.
3. SPARSE RANDOMIZED KACZMARZ
We are interested in the case where the solution to the system
of equations Ax = b is sparse with at most k < n non-zero
entries. In this case, we assume that the signal x is supported
on a set S0 ⊂ {1, . . . n}. Therefore, the measurement vector
can be expressed as
b = Ax = AS0xS0 ,
where AS0 is the submatrix of A whose columns are indexed
by the entires of the set S0, and xS0 is the restriction of x to
the set S0.
1The condition number of a submatrix is always smaller than or equal to
the condition number of the full matrix [7].
Under the assumption that S0 is known, it is more effi-
cient to use the RK algorithm to recover xS0 from the system
of equations b = AS0xS0 , since the expected convergence
rate then depends on the scaled condition number of AS0 .
Unfortunately, such an assumption is rarely (if ever) valid.
However, it may be possible to estimate the set S0 from the
intermediate iterates of the RK algorithm. We propose to use
the index set S of the largest in magnitude n − j + 1 entries
of xj−1 as the support estimate in iteration j. Our objective is
then to orthogonally project the iterate xj−1 onto the reduced
space of ASxS = b.
To formulate this reduced projection, recall that b(i) =
〈ai, x〉, where x is the signal to be found. The Kaczmarz
iteration can then be seen as applying the following split pro-
jection
xj = Pai(x) + Pa⊥
i
(xj−1)
= 〈ai,x〉〈ai,ai〉a
T
i +
(
xj−1 − 〈ai,xj−1〉〈ai,ai〉 aTi
)
,
(3)
where Pai(·) = 〈ai,·〉〈ai,ai〉aTi is the projection operator onto ai,
and Pa⊥
i
(·) is the projection onto the orthogonal complement
of ai.
Let aiS be the restriction of the row vector ai to the set
S. Our objective is to apply the following split projection in
each iteration
xj = PaiS (x) + Pa⊥
iS
(xj−1), (4)
where S is an estimate of the true support S0. Such a pro-
jection step is only feasible if S0 ⊆ S. However, it is possi-
ble that S misses entries that are in S0 in which case b(i) =
〈aiS0 , x〉 6= 〈aiS , x〉. Therefore, our algorithm uses the ap-
proximate projection step
xj =
〈ai, x〉
〈aiS , aiS〉a
T
iS + Pa⊥
iS
(xj−1), (5)
where S = Sj is initialized to be the full row vector {1, . . . n}
and then gradually reduced by removing the indices that cor-
respond to the entries of xj−1 that are smallest in magnitude.
Moreover, in order to allow entries in S0 that may still be
missing from S, we replace aiS with a weighted row vector
(wj ⊙ ai), where the weight vector wj is given by
wj(l) =
{
1 , l ∈ S
1√
j
, l ∈ Sc
where j is the iteration number. The operator ⊙ denotes the
Hadamard (element-wise) product.
The use of nonzero weight values on the set Sc allows er-
roneous entries in S to be removed and missing entries to be
included in subsequent iterations. The modified sparse Kacz-
marz iteration is then given by
xj =
〈ai,x〉
〈wj⊙ai,wj⊙ai〉 (wj ⊙ ai)T + P(wj⊙ai)⊥(xj−1)
= xj−1 +
b(i)−〈wj⊙ai,xj−1〉
‖wj⊙ai‖22 (wj ⊙ ai)
T .
(6)
Note that as j →∞, the weighted row vector wj⊙ai → aiS .
The full details of the sparse randomized Kaczmarz algorithm
are summarized in Algorithm 2.
Algorithm 2 Sparse Randomized Kaczmarz algorithm
1: Input b = Ax, the m×n matrix A, support estimate size
kˆ, maximum iterations J
2: Output xj
3: Initialize S = {1, . . . n}, j = 0, x0 = 0
4: while j ≤ J do
5: j = j + 1
6: Choose the row vector ai indexed by i ∈ {1, . . .m}
with probability ‖ai‖
2
2
‖A‖2
F
7: Identify the support estimate S, such that
S = supp(xj−1|max{kˆ,n−j+1})
8: Generate the weight vector wj such that
wj(l) =
{
1 , l ∈ S
1√
j
, l ∈ Sc
9: xj = xj−1 +
b(i)−〈wj⊙ai,xj−1〉
‖wj⊙ai‖22
(wj ⊙ ai)T
10: end while
4. NUMERICAL EXPERIMENTS
We tested our sparse randomized Kaczmarz (SRK) algorithm
by comparing its performance in recovering sparse solutions
to the system Ax = b with that of randomized Kaczmarz
(RK) in the overdetermined system case, and with RK and
standard ℓ1 minimization in the underdetermined system case.
4.1. Overdetermined systems
We generate an m× n matrix A with independent identically
distributed (i.i.d.) Gaussian random entries, with m = 1000
and n = 200. We generate sparse signals x with sparsity
level k
n
∈ {0.1, 0.2, 0.4, 0.6} and run each algorithm 20 times
to recover the signal x. Figure 1 compares the convergence
rates of SRK and RK averaged over the 20 experiments. We
also show the convergence rate of RK applied to the reduced
system AS0xS0 = b to illustrate the upper limit on the perfor-
mance of SRK, where S0 is the true support of x. The plots
show that the SRK algorithm enjoys a significantly faster con-
vergence rate than the RK algorithm, especially when the so-
lution is very sparse.
4.2. Underdetermined systems
In the underdetermined case, we generate a Gaussian matrix
A with dimensions m = 100 and n = 400. We also generate
sparse signals x with the sparsity level now determined with
respect to the number of measurements k
m
∈ {0.1, 0.2, 0.25}
and run each algorithm 20 times to recover the signal x. The
support estimate size of SRK is chosen as kˆ = 0.25k, 0.2k,
and 0.15k, respectively. We compare the recovery result of
SRK with the RK algorithm and with the spectral projected
gradient for ℓ1 minimization (SPGL1) algorithm [12]. When
comparing with the SPGL1 algorithm, we limit the number of
SPGL1 iterations to the number of iterations of SRK divided
by the number of measurements m. This allows us to keep
the compare both algorithms at a reasonably equal number of
vector-vector products. Figure 2 shows the convergence rates
of SRK, RK, and SPGL1 under the fairness condition de-
scribed above. It can be seen that the SRK algorithm can suc-
cessfully recover sparse vectors from underdetermined sys-
tems within the same sparse recovery capabilities of ℓ1 mini-
mization. However, we observe also that as the sparsity level
increases, e.g. k/m = 0.25, the probability at which SRK
succeeds in solving the problem decreases while it remains
the same for SPGL1. The sparse recovery performance of
SRK demonstrates its suitability for compressed sensing type
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Fig. 1: Average convergence rates over 20 runs of the proposed SRK algorithm and that of the RK algorithm for solving the
overdetermined system Ax = b with a sparse solution vector with sparsity k/n for a 1000 × 200 Guassian matrix A. The
dashed red line shows the convergence rate of RK for the system AS0xS0 = b, where S0 is the support of the vector x.
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Computing, vol. 31, no. 2, pp. 890–912, 2008.
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Fig. 2: Average convergence rates over 20 runs of the proposed SRK algorithm and that of the RK algorithm for solving the
underdetermined system Ax = b with a sparse solution vector with sparsity k/m for a 100 × 400 Gaussian matrix A. The
convergence rate of SPGL1 is shown where the number of displayed iterations is divided by m. The green dotted lines show
the slowest and fastest convergence rates among the 20 runs.
