In this paper, we propose a hybrid named entity recognition (NER) approach that takes the advantages of rule-based and machine learning-based approaches in order to improve the overall system performance and overcome the knowledge elicitation bottleneck and the lack of resources for underdeveloped languages that require deep language processing, such as Arabic. The complexity of Arabic poses special challenges to researchers of Arabic NER, which is essential for both monolingual and multilingual applications. We used the hybrid approach to develop an Arabic NER system that is capable of recognizing 11 types of Arabic named entities: Person, Location, Organization, Date, Time, Price, Measurement, Percent, Phone Number, ISBN and File Name. Extensive experiments were conducted using decision trees, Support Vector Machines and logistic regression classifiers to evaluate the system performance. The empirical results indicate that the hybrid approach outperforms both the rule-based and the ML-based approaches when they are processed independently. More importantly, our system outperforms the state-of-the-art of Arabic NER in terms of accuracy when applied to ANERcorp standard dataset, with F-measures 0.94 for Person, 0.90 for Location and 0.88 for Organization.
Introduction
Named entity recognition (NER) is the task of detecting and classifying named entities (NEs) within texts into predefined classes, such as Person, Location and Organization names [1] . NER acts as an important preprocessing step in many natural language processing (NLP) applications to enhance their overall performance. Examples of NLP applications that use the functionalities of NER [2] are information retrieval [3] , machine translation [4] , question answering [5] [6] [7] and text clustering [3] . Most NER tasks have been developed using either rule-based or machine learning-based approaches. A hybrid approach can take advantage of both approaches in order to improve the overall system performance and overcome the knowledge elicitation bottleneck and the lack of resources for underdeveloped languages that require deep language processing, such as Arabic.
In the 1990s, at the Message Understanding Conferences (MUC) in particular, the task of NER was first introduced and given attention by the community of research. Three main NER subtasks were defined at the 6th MUC: ENAMEX (i.e. Person, Location and Organization), TIMEX (i.e. temporal expressions) and NUMEX (i.e. numerical expressions). Customized NER systems may require more sub-divisions in one or more of the NER subtasks to fulfill the system goals and objectives, for example, Location NEs may have sub-types such as City, Country, River or Road.
The Arabic language, an important member of the family of Semitic languages, is the official language of Arab world countries, where more than 300 million people speak Arabic in their daily life [8, 9] . It is the language of the Holy Quran. As such, every Muslim around the world uses Arabic in their daily prayer and worship. Arabic is one of the richest natural languages in the world in terms of morphology [10, 11] . Interest in Arabic NLP has been gaining momentum in the last decade, and some of the NLP tasks have proven to be challenging, especially because of the language's scarce resources [12] , in particular when it comes to NER, and critical aspects of the language such as high morphological ambiguity, absence of capitalization, common words/proper noun ambiguities and writing style [13] .
NER for Arabic has been receiving increasing attention, yet opportunities for improvement in performance are still available. Most of the Arabic NER systems have been developed using two types of approaches: the rule-based approach, notably NERA system [14] , and the ML-based approach, notably ANERsys 2.0 [15] . Each approach has its strengths and weaknesses. Arabic rule-based NER systems rely on handcrafted grammatical rules acquired from linguists. Therefore, any maintenance applied to rule-based systems is labour-intensive and time-consuming, especially if linguists with the required knowledge and background are not available. On the contrary, ML-based NER systems utilize learning algorithms that make use of a selected set of features extracted from datasets annotated with NEs for building predictive NER classifiers. The main advantages of the ML-based NER systems are that they are adaptable and updatable with minimal time and effort as long as sufficiently large datasets are available. Recently, the interest in a hybrid Arabic NER approach has emerged, as it achieves an overall performance better than that of either the rule-based approach or the ML-based approach when they are processed independently and overcomes critical aspects inherent in each approach.
In this article, we report the results of our research project, which aims at investigating the integration of the rulebased approach with the ML-based approach, forming a novel hybrid NER pipeline approach. We apply this approach to the Arabic language and then evaluate the performance. With pipelining, the Arabic NER process task is divided into two stages that are solved sequentially, such that the output of the first stage is processed and then fed as input into the next in the sequence. Consequently, the proposed system consists of two components: (a) a rule-based NER component that produces NE labels based on lists of NEs/keywords and contextual rules; and (b) an ML-based post-processor intended to make use of language-specific and language-independent features. The feature set also includes rule-based features extracted from datasets annotated with NEs that are recognized by the rule-based component, aiming at enhancing the overall performance of the NER task. To the best of our knowledge, no other Arabic NER research uses hybrid architecture that is domain-independent, recognizes 11 NE types, explores a large set of features, including contextual features derived from rule-based decisions, and has gone through rigorous testing on standard datasets.
Our early hybrid Arabic NER research was aimed at recognizing three types of NEs in Arabic texts: Person, Location and Organization. As a proof of concept, only the Decision Trees ML technique was used within the hybrid system. This technique was applied to a limited set of selected features. The experimental results were promising and ensure the quality of the prototype [16] . As a continuation of the Arabic hybrid NER research, we enhanced our system, aiming at the recognition of 11 different types of NEs, namely: Person, Location, Organization, Date, Time, Price, Measurement, Percent, Phone Number, ISBN and File Name. Moreover, we extended the ML feature space to include linguistic (morphological) and non-linguistic (contextual) features. In addition to Decision Trees [17] , we investigated two more ML algorithms: Support Vector Machines [18] and Logistic Regression [19] . An extended group of features was used to evaluate the system on wider standard and collected datasets. The experimental results were indicative of a better system performance and comparable to the state-of-the-art systems [20, 21] . Thereafter, more experiments and analysis of results were conducted in order to assess the quality of the hybrid Arabic NER system by means of standard evaluation metrics and precision-recall curve.
Throughout this paper, we introduce the development of a robust and consolidated hybrid NER system, and discuss extensive experiments conducted for studying the impact of different parameters and new features on the Arabic NER system's performance. Furthermore, a deep analysis of the results is presented using a precision-recall curve, which gives a more informative picture of the system's performance.
The rule-based component is a reproduction of NERA, an Arabic rule-based NER system developed by Shaalan and Raza [14] , with enhancements that improve its performance. Two types of linguistic resources are collected and acquired: gazetteers (predefined lists of NEs or keywords) and corpora (training and evaluation datasets). The developed linguistic resources have gone through verification and preparation phases before applying NER. The annotated dataset is presented to the ML-based component through a set of features, which is selected in such a way as to optimize the performance of the ML component as much as possible. The 11 types of NEs are distributed among three groups of NE types according to their nature.
We conducted extensive evaluation experiments in which the baseline was the performance of only the rule-based component. At the level of the hybrid system, experiments are subdivided at three dimensions: the NE type, the ML classifier used, and the inclusion/exclusion of feature groups, with the rule-based features included as one of the feature groups. Feature groups were examined to study their effect on the overall performance when the whole feature space was considered as well as different combinations of all-but-one feature groups. Experimental results show performance gains over the state-of-the-art when applied to the same standard dataset. Finally, the use of hybrid approaches combining ML and rule-based approaches yields higher scores.
The structure of the article is as follows. Section 2 gives background about Arabic Language Characteristics. A literature review of NER is given in Section 3. Section 4 describes the method followed for data collection. Section 5 illustrates the architecture of the proposed NER system and then describes in details the rule-and ML-based components. The experimental results are discussed in Section 6. Section 7 concludes this article and gives directions for future work.
Arabic language characteristics
Applying NLP tasks in general and the NER task in particular is very challenging when it comes to Arabic because of its peculiarities and unique nature. The main characteristics of Arabic that pose non-trivial challenges for NER task are as follows:
• No capitalization -capitalization is not a feature of Arabic script, unlike Latin languages where an NE usually begins with a capital letter. Therefore, the usage of the capitalization feature is not an option in Arabic NER. However, the English translation of Arabic words may be exploited as a feature indicator in this respect [22] .
• The agglutinative nature -Arabic has a high agglutinative nature in which a word may consist of prefixes, lemma and suffixes in different combinations, which results in a very complicated morphology [23] .
• Optional short vowels -in theory, short vowels, or diacritics, are needed for pronunciation and disambiguation. However, practically, most modern standard Arabic texts do not include diacritics, and therefore, a surface form of a word in Arabic may refer to two or more different words or meanings according to the context it appears in, creating a one-to-many ambiguity.
• Spelling variants -in Arabic script, the word may be spelled differently and still be the same word with the same meaning, creating a many-to-one ambiguity. For example, the word ' ‫ﺟ‬ ‫ﺮ‬ ‫ﺍ‬ ‫ﻡ‬ ', jrAm 1 , 'Gram', can also be written as ' ‫ﻏ‬ ‫ﺮ‬ ‫ﺍ‬ ‫ﻡ‬ ', grAm, with the same meaning.
• Lack of linguistic resources -in general, there is a limitation on the number of Arabic linguistic resources that are publicly available free for research purposes. In particular, many of the available corpora neither are annotated with NEs nor include sufficient number of NEs, which makes them unsuitable for the Arabic NER task. The Arabic gazetteers are rare as well and limited in size. Therefore, researchers tend to spend considerable effort annotating/acquiring and verifying their own Arabic linguistic resources in order to train and test their proposed Arabic NER systems.
Consequently, issues that need to be resolved when building a system for Arabic NER are related to the ambiguity inherent in the language, complex nature of morphology, typographic typos or variants that are widely accepted by Arabic writers, and availability of resources.
Literature review of NER
NER serves to achieve two main goals: the detection of NEs and the classification of those NEs in the form of different predefined types. Three types of approaches are used to fulfill those two goals: the rule-based, the ML-based and the hybrid approaches.
Rule-based NER
Rule-based NER systems depend on local handcrafted linguistic rules to identify NEs within texts using linguistic and contextual clues, and indicators [9] . Such systems exploit gazetteers/dictionaries as auxiliary clues to the rules. The rules are usually implemented in the form of regular expressions or finite-state transducers [7] . The maintenance of rule-based systems is not a straightforward process since experienced linguists need to be available to provide the system's proper adjustments [25] . Thus, any adjustment to such systems would be labour-intensive and time-consuming.
Maloney and Niv [26] have presented the TAGARAB system, which is one of the early attempts to tackle Arabic NER. It is a rule-based system where a pattern matching engine is combined with a morphological tokenizer to recognize Person, Organization, Location, Number and Time NEs. The empirical results show that combining an NE recognizer with a morphological tokenizer outperforms the individual NE recognizer in terms of accuracy when applied to random datasets from Al-Hayat newspaper.
Maynard et al. [27] introduced the MUSE system, which is a grammar-based NER system implemented in GATE framework. MUSE is composed of a tokenizer, gazetteers and grammars. After a preliminary analysis of the input text, the set of processing resources is manually manipulated in order to extract NEs based on the text type. The evaluation was conducted on English datasets to extract NEs of various types, including Person, Date, Location, Organization, Time, Money, Percent, Email, URL, Telephone, IP and Identifier.
Riaz [28] introduced a rule-based system which tackles the task of Urdu NER. Urdu is an Arabic script language but differs in morphology and syntax. Owing to the lack of large annotated datasets, linguistic rules were constructed instead of training a statistical model to extract NEs of the following types: Person, Location, Organization, Date and Number. The system outperforms the Conditional Random Fields-based NER systems proposed in IJCNLP 2008 as reported by Riaz [28] .
Mesfar [7] developed an Arabic component under a NooJ linguistic development environment to enable Arabic text processing and NER. The NER component consists of a tokenizer, morphological analyser and NE finder. The NE finder exploits a set of gazetteers and indicator lists to support rule construction. The system identifies NEs of the following types: Person, Location, Organization, Currency and Temporal expressions. The system utilizes the morphological information to extract unclassified proper nouns and thereby enhance the overall performance of the system.
Another work adopting the rule-based approach for NER is the one developed by Shaalan and Raza [29] called PERA. PERA is a grammar-based system which was built for identifying Person Names in Arabic scripts with high degree of accuracy. PERA is composed of three components: gazetteers, local grammar and a filtration mechanism. Whitelists of complete Person Names are provided in the gazetteer component in order to extract the matching names regardless of the grammar. Afterwards, the input text is presented to the local grammar, which is in the form of regular expressions, to identify the rest of Person NEs using gazetteers and indicators. Finally, the filtration mechanism is applied on NEs detected through certain grammatical rules in order to exclude ambiguous and invalid NEs. PERA achieved satisfactory results when applied to the ACE and Treebank Arabic datasets.
As a continuation of Shaalan and Raza's [29] research work, the NERA system was introduced [12, 14] . NERA is a rule-based system that is capable of recognizing NEs of 10 different types: Person, Location, Organization, Date, Time, ISBN, Price, Measurement, Phone Numbers and Filenames. The implementation of the system was in the FAST ESP framework, where the system has three components, as the PERA system, with the same functionalities to cover the 10 NE types. The authors have constructed their own corpora from different resources in order to have a representative number of instances for each NE type. The rule-based component in our proposed hybrid system is a reproduction of the NERA system and the evaluation is applied to standard datasets in order to provide results that can be compared with existing systems' performance.
Elsebai et al. [30] proposed a rule-based NER system that integrates pattern matching with morphological analysis to extract Person Names from Arabic text. The pattern matching engine utilizes lists of keywords without using predefined lists of Person Names. The performance of the system was comparable to PERA results despite the fact that the PERA system is evaluated using datasets different from the ones used in Elsebai et al. [30] , which are news articles from Aljazeera website.
Aboaoga and Aziz [31] introduced a rule-based Arabic NER system that extracts Person Names from Arabic text. The domains covered by the system are sports, politics and economics. The authors have developed four main rules composing the core of the system. The system goes through three steps for Arabic person names recognition: (a) preprocessing (tokenization, data cleaning and sentence splitting); (b) automatic NE tagging where predefined lists of person names and keywords are used for person NE annotation process and keyword annotation process; and (c) applying the rules to the text in order to extract person names that do not exist in the built-in dictionaries. The dataset used for evaluation is collected from different online Arabic newspapers. The empirical results show that the system achieves accuracy in the sports domain higher than those achieved in the politic and economic domains.
Zaghouani [32] introduced a rule-based Arabic NER system (RENAR) to extract Person, Location and Organization NEs. The system is composed of three phases: (a) morphological preprocessing; (b) looking up known NEs; and (c) using local grammar to extract unknown NEs. According to the empirical results, RENAR outperforms ANERsys 1.0 [33] , ANERsys 2.0 [15] and LingPipe [34] in extracting Location NEs when applied to ANERcorp dataset, while LingPipe outperforms RENAR in extracting Person and Organization NEs.
Machine learning-based NER
ML-based NER systems take advantage of the ML algorithms in order to learn NE tagging decisions from annotated texts. The most common approach used in ML-based NER is the Supervised Learning (SL) approach, which represents the NER problem as a classification task and requires the availability of large and sufficient annotated datasets. Among the most common SL algorithms utilized for NER are Support Vector Machines (SVM), Conditional Random Fields (CRF), Maximum Entropy (ME), Hidden Markov Models (HMM) and Decision Trees [1] .
Zhou and Su [35] adopted HMM as the ML approach in their NER system, which has the ability of recognizing different types of NEs, including named, time and numerical expressions from English text. The utilized feature set includes features of two categories: internal evidence and external evidence. The internal evidence focuses on word-level features such as InitialCaps, Semantic features such as SuffixPercent (e.g. %), and Gazetteer features that determine the presence of the candidate word in one or more of the system gazetteers. On the other hand, the features representing the external evidence are the contextual features that can be derived from the context to extract the relationships between previously recognized entities and the candidate word within the input text. The system was applied on MUC-6 and MUC-7 English shared tasks and the results show that the performance reaches its highest rates when all the features from both categories are considered by the system.
Mayfield et al. [25] proposed a language-independent statistical-based system for NER. The system exploits the SVM approach to handle a large number of features with minimal overfitting. Examples of the features are word length, POS tag, whether the word is between double quote marks or not, and whether a dash exists in the word or not. The features of the surrounding words contribute to the learning and classification processes as well. The window size is seven words centred by the targeted word. The system was applied on CoNLL2003 English and German datasets for training and evaluation.
Finkel and Manning [36] introduced a new approach to enhance the recognition of nested NEs. NEs can be nested if one or more NE is within the structure of other NEs. The proposed approach relies on representing the sentences within a text using constituency parse trees where POS tags are included, and then a discriminative constituency parser (i.e. CRFbased) is used to generate the classification models. Each node within the tree needs to be labelled with its parent and grandparent. The system, which is domain-independent, was applied on GENIA v.3.02, JNLPBA and AnCora datasets. The empirical results show that the overall performance of the new approach is better than that of the semi-CRF model in terms of the standard evaluation matrices when used to extract NEs of any level, that is, either nested or normal NEs.
Benajiba et al. [33] developed an Arabic NER system, ANERsys 1.0, which uses ME. The authors built their own linguistic resources, which have become a de facto standard in Arabic NER literature: ANERcorp (i.e. an annotated corpus) and ANERgazet (Person, Location and Organization gazetteers). The features used by the system are lexical, contextual and gazetteers features. The system can recognize four types of NEs: Person, Location, Organization and Miscellaneous. The ANERsys 1.0 system raised some difficulties when detecting NEs that are composed of more than one token/word; hence Benajiba and Rosso [15] developed ANERsys 2.0, which employs a two-step mechanism for NER: (a) detecting the start and the end points (boundaries) of each NE; and (b) identifying the NE type. Benajiba and Rosso [37] applied CRF instead of ME as an attempt to improve the performance. The feature set used in ANERsys 2.0 was used in the CRF-based system. The features are POS tags and base phrase chunks (BPC), gazetteers and nationality. The CRF-based system achieves higher results in terms of accuracy.
Benajiba et al. [38] developed another NER system based on SVM. The features used are contextual, lexical, morphological, gazetteers, POS tags and BPC, nationality and the corresponding English capitalization. The system was evaluated using ACE Corpora and ANERcorp. The best results were achieved when all the features were considered.
A simplified feature set was proposed by Abdul-Hamid and Darwish [39] to be utilized in Arabic NER. They relied on CRF to recognize three types of NEs: Person, Location and Organization. The system considers only surface features (i.e. leading and trailing character n-gram, word position, word length, word unigram probability, the preceding and succeeding words n-gram and character n-gram probability) without taking into consideration any other type of features. The system was evaluated using ANERcorp and ACE2005 dataset. The results show that the system outperforms the CRF-based NER system of Benajiba and Rosso [37] .
Benajiba et al. [40] investigated the sensitivity of different NE types to various types of features. They built multiple classifiers for each NE type, adopting SVM and CRF approaches. ACE datasets were used in the evaluation process. According to their findings, it cannot be stated whether CRF is better than SVM or vice versa in Arabic NER. Each NE type is sensitive to different features and each feature plays a role in recognizing the NE in different degrees. Further studies, such as Benajiba et al. [3, 41] , have also confirmed the importance of considering language-independent and language-specific features in Arabic NER.
Mohammed and Omar [42] proposed an ML-based system, which adopts Artificial Neural Networks (ANN) approach, to tackle the problem of Arabic NER. The system has three main phases: (a) preprocessing of the data (data cleaning, text tokenization and tagging using Inside-Outside-Beginning (IOB) schema); (b) transforming the Arabic letters to Roman letters; and (c) applying the ANN classifier to the text. The system is capable of recognizing four NE classes: Person, Location, Organization and Miscellaneous. The ANERcorp dataset was used for evaluation. The authors compared the performance of the system when decision trees and ANN approaches were used individually. The relationship between the corpus size and the accuracy of the system was examined as well. According to the experimental results, the NER system, when an ANN approach was adopted, achieves higher accuracy than that achieved when the decision trees approach is the ML approach used by the system. The results show that the accuracy improves as the size of the corpus increases.
AbdelRahman et al. [23] integrated two ML approaches to handle Arabic NER: CRF and bootstrapping pattern recognition. The feature set used with the CRF classifier included word-level features, POS tag, BPC, gazetteers and morphological features. The system was developed to extract 10 types of NEs: Person, Location, Organization, Job, Device, Car, Cell Phone, Currency, Date and Time. The results show that the system outperforms LingPipe NE recognizer when both are applied to the ANERcorp dataset.
Farber et al. [22] suggested the integration of morphological tagger with Arabic NER system. The authors claim that the morphological information produced by a morphological tagger is significant for Arabic NER. The output of a morphological tagger is utilized as features to be used by the NE classifier in order to recognize NEs of the types Person, Organization, and Geo-political entities. The system adopts the structured perceptron approach [43] for Arabic NER. The empirical results show that the morphological features improve the performance of NER system for Arabic.
Hybrid NER
The hybrid approach is the integration of the rule-based approach and the ML-based approach [44] . The direction of the processing flow may be from the rule-based system to the ML-based system or vice versa. To the best of our knowledge, we are the first to exploit the hybrid approach in NER for Arabic, aiming to improve the overall system's performance and overcome the critical aspects of the integrated approaches when they are processed individually. However, in the literature, the hybrid approach has been utilized in NER for other languages, such as English and French.
Srihari et al. [45] proposed a hybrid NER system that exploits two ML algorithms and pattern matching rules to extract NEs of several types, including Person, Location, Organization, Date, Money, Time and Percentage, from English text. The system is composed of four main modules. The first module is the pattern-matching rules, which is used to extract temporal and numerical expressions. The second module is a Maximum Entropy model that was built to utilize the gazetteers and the contextual information in order to provide a preliminary recognition of Person and Location NEs. The third module is the HMM classifier, which gives the final tagging for the entities of the types Person, Location and Organization. The final module is another Maximum Entropy model, produced to identify further sub-categories such as Government and Airport. The system was evaluated using the MUC-7 dataset and the results show that using the hybrid approach improves the performance in terms of accuracy. Our hybrid approach is mainly different from this approach in two aspects. First, the number of modules within their architecture requires more processing. Our hybrid system is composed of only two main modules: rule-and ML-based modules. The second difference is the handling of limited types of NEs by each module or approach. In our hybrid system, we cover a reasonable number of NEs, that is, 11 NE types, in a pipeline processing of rule-based and ML-based NER. The output of the rule-based NER in our approach is utilized as contextual features, which is used with other language-specific and language-independent features in the ML-based NER.
Seon et al. [46] introduced a hybrid approach to tackle the problem of NER for Korean. Two ML approaches are used by the system: Maximum Entropy and Neural Networks. The Maximum Entropy is utilized to resolve the problem of unknown words that do not exist in any of the predefined dictionaries within the system, while Neural Networks use lexical information to deal with ambiguity. The pattern-selection rules are exploited to just combine adjacent words that comprise a multiword NE. The system was developed to extract NEs of the types Person, Location and Organization. In comparison, the authors utilized a pure ML learning approach for the actual NER while the role of the rule-based postprocessing is not NER but rather setting the boundary of the identified NEs by combining them, which might be suitable for Korean NER. In our hybrid NER, the two NER rule-based and ML-based components cooperate to produce final annotation and each of them can be used independently.
Mencius is a hybrid NER system for Chinese proposed by Tsai et al. [47] . The rule-based and ML-based methods are combined in Mencius in order to enhance the recognition capabilities for Person, Location, and Organization NEs. The output of the rule-based module is used as an input to the ML-based module, which is a Maximum Entropy model. The feature set consists of internal (i.e. category-dependent) features utilized to distinguish between different NE categories. The authors built their own corpus to evaluate the performance of their system. According to the empirical results, the highest performance was achieved when the hybrid system was used along with word tokenization. Our proposed hybrid approach differs from the Mencius approach in two aspects -the architecture of the hybrid system and the selected feature set. Mencius is heavily dependent on the output of the rule-based module and uses it to extract the features used by the ML module, while our hybrid system does not rely only on the rule-based system's output in extracting the features.
Moreover, the feature set of Mencius is composed of only NE category-dependent features, while the structure of our feature set includes rich features consisting of language-independent and language-specific features of different types, such as morphological, contextual and word-level features.
Küc xük and Yazıcı [48] presented a hybrid NER system for Turkish. The main module in the system is the rule-based module which includes knowledge sources for specific domains. The original rule-based system is extended to a hybrid NER system which learns from annotated text with the purpose of improving the knowledge sources accordingly. The authors developed their own corpus for learning and evaluation purposes. The rule-based module contains dictionaries of Person, Location and Organization NEs along with pattern bases for the recognition of the aforementioned NE types as well as the numerical and temporal expressions. The system utilizes rote learning as the ML technique. According to the empirical results, the hybrid NER system for Turkish outperforms the pure rule-based NER system in terms of accuracy. Our proposed hybrid approach differs from this approach in several aspects. The flow of processing in Küc xük and Yazıcı's approach [48] goes from the ML-based module to the rule-based module while it is the converse in our hybrid approach. In the authors' system, the rule-based module is heavily dependent on the output of the ML module, while the modules in our system can function separately and do not heavily rely on each other's output. Our hybrid system is domain-independent while the authors' system is built with the capability of supporting four specific domains -news, financial news, historical news and child stories. The authors' hybrid approach is mainly a rule-based approach which employs an ML approach for the purpose of enhancing the knowledge sources within the rule-based module to support new text genres when annotated text is available, while our architecture is a true hybrid in the sense that it does not favour one approach over the other.
Petasis et al. [44] introduced a hybrid method for the purpose of facilitating the maintenance of their rule-based NER system. The role of the ML-based component is to evaluate the performance of the rule-based NER system, and accordingly taking the decision of whether to maintain the rule-based NER system. In the training phase, the ML-based system relies only on the annotated output of the rule-based system; hence, there is no need to train on a manually tagged dataset. Then, the two systems are applied on a new dataset and their results are compared. The disagreements in recognition output indicate the need to update the rule-based system. The ML technique adopted is C4.5, which implements decision tree ML method. Greek and French rule-based systems are evaluated using this approach. The systems can recognize NEs of the types Person, Location and Organization. The experimental analysis shows that this method can help in deciding when to maintain a rule-based NER system. Our hybrid approach is mainly different from this approach in two aspects. First, the authors' approach is a mainly rule-based approach, which employs an ML approach for the purpose of enhancing the performance of the rule-based approach, while our architecture is hybrid and does not favour one approach over the other. Second, the authors' approach restricts the feature extraction to the rule-based output (tagging) in order to avoid the requirement of the availability of large annotated corpus that is necessary for machine learning. Our hybrid approach does not rely only on the rule-based system's output in extracting language-independent and language-specific features of different types such as morphological, contextual and word-level features. We only use the rule-based decisions in order to extract the contextual features, which are then combined with the rest of the features.
Data collection
Various linguistic resources are necessary in order to develop the proposed Arabic hybrid NER system with scope of 11 different categories of NEs. The linguistic resources are of two main categories: corpora and gazetteers. The corpora utilized in this research are a combination of licensed and free linguistics resources. In the literature, they are commonly used for evaluation as well as comparison with existing systems. The licensed linguistics resources 2 are Automatic Content Extraction (ACE) corpora and Arabic Treebank (ATB) Part1 version 2.0 dataset. The free linguistic resource is ANERcorp 3 dataset, which is freely available for research purposes. We have also built our own corpus to train and evaluate our system in order to identify certain types of NEs that were not sufficiently covered previously, in particular, file names, phone numbers and ISBN numbers. The dataset files have been prepared and transformed (i.e. tagged) using our tag schema and in XML format. Figure 1 illustrates a sample from ANERcorp dataset before (on the left) and after (on the right) transformation. Our tag schema includes the following 11 named entity tags: [33] . ATB Part1 version 2.0 dataset [52] is available under licence from LDC with catalogue number LDC2003T06 and ISBN 1-58563-261-9. ATB Part1 version 2.0 dataset has no NE annotations and was originally designed to support POS tagging in Arabic NLP. Therefore, we manually annotated the ATB dataset in order to support Arabic NER. Our study indicates that the listed datasets suffer from sparseness when it comes to NEs of the types Phone Number, ISBN and File Name, and hence are not suitable for training and/or testing the proposed Arabic NER system. In order to have a dataset with a representative number of NEs of certain types, including Phone Number, ISBN and File Name, we acquired our own corpus from different resources and did the manual tagging ourselves.
In this study, the total number of annotated NEs covered by all datasets is 23,929, as demonstrated in Table 1 . Another type of linguistic resource used is the gazetteers (or dictionaries). The gazetteers for Person, Location and Organization were collected from Shaalan and Raza [14] , while the gazetteers for the rest of the NE types were prepared as part of this research. Examples of Time gazetteers' entries are given in Table 2 with Latin transliteration and English translation. The total number of NEs/keywords covered by all gazetteers is 19,328.
The system architecture
The rule-and ML-based NER approaches have their strengths and weaknesses. In this article, we propose a hybrid architecture that is demonstrably better than the rule-based or ML-based systems individually. Figure 2 illustrates the architecture of the proposed hybrid NER system for Arabic. The system consists of two sequential loosely coupled components: (a) a rule-based NER component that produces NE labels based on lists of NEs/keywords and contextual rules; and (b) an ML-based post-processor intended to make use of rule-based features extracted from datasets annotated with NEs that are recognized by the other component aiming at enhancing the overall performance of the NER task. The processing goes through three main phases: (a) The rule-based NER phase; (b) the feature engineering, that is, the feature selection and extraction phase; and (c) the ML-based NER phase. The rule-based NER component takes the raw text as an input, applying the gazetteers and local grammar rules, respectively, and then produces an annotated version as an output. Thereafter, the rule-based annotations are presented to the ML-based component as a group of features, so called rule-based features. The resultant dataset is subsequently used to extract morphological features that are produced from running MADA [53] [54] [55] . In the feature engineering phase, additional types of features are selected and extracted, such as gazetteer features, capitalization and word length. Finally, the set of selected features out of the feature space are presented to the ML-based component in order to predict the final NE annotations for each word in the input text, which is the final output of the hybrid system. One of the research goals of this study is to determine the feature combination that achieves the highest results. Therefore, extensive experiments and results analysis are discussed in detail in this paper. Figure 2 . The overall architecture of the hybrid NER system.
The rule-based component
The rule-based component is a reproduction of the NERA system [14] using the GATE framework 4 [56] . The rule-based component consists of three main modules, as illustrated in Figure 2 : Whitelists (lists of full names of different types of NEs), Grammar Rules and a Filtration mechanism (blacklists of invalid NEs). In the GATE framework, the rule-based component works as a corpus pipeline in which a group of documents comprising a corpus is processed through a set of processing tools, including an Arabic tokenizer, and resources, including a list of gazetteers and local grammatical Rules (implemented as finite-state transducers for each NE type). The rule-based component is built with the capability of recognizing the aforementioned 11 NE types. An example of the Location NE rules utilized by the rule-based component is illustrated in Figure 3 . The Location NE rule presented in Figure 3 can be described as follows: if the expression starts with an administrative division (i.e. indicator word), which might begin with the preposition ' ‫ﺑ‬ ‫ـ‬ ' (in), and followed by a location name such as State Name, Country Name or any other Location, then the expression after the exclusion of the indicator word is identified as Location NE. Table 3 illustrates the number of gazetteers and rules implemented for each NE type. The system currently contains a total of 73 rules and 90 gazetteers.
The ML-based component
The ML-based component depends on two main aspects: feature engineering and the selection of ML techniques. Feature engineering involves selecting a combination of classification features from the entire feature space. Figure 5 illustrates the architecture of the feature extraction phase. The features explored are divided into six categories: rulebased features that are derived and constructed from the rule-based decisions in which a window of five words centred by the targeted word is covered, making these features of the contextual category as well, morphological features (i.e. derived from morphological analysis decisions), POS features (although it is a morphological feature, its impact on the recognition process is studied separately owing to its significant role in the classification), gazetteer features, contextual features and word-level features. It worth mentioning that the ML-based component itself does not necessarily depend on the rule-based features and it can work without them, but we study their impact on the system's performance as a hybrid approach. Feature engineering allows study of the impact of feature combinations on the overall system's performance in different dimensions: the NE type, the ML classifier used and the considered types of features.
Three ML techniques were explored and examined in isolation on standard datasets in order to reach a conclusion on the best ML technique to utilize with the Arabic hybrid NER system given the selected set of features. The three techniques are Decision Trees, SVM and Logistic Regression. The first two techniques were chosen for their satisfactory performance in NER in general and Arabic NER in particular, while we decided to investigate the effect of the third technique on the proposed system's performance. As illustrated in Figures 6 and 7 , the output of the training phase (i.e. the classification model) is used in the prediction phase to generate the final annotation. In this research, WEKA 5 [57] , a comprehensive workbench with support for a large number of ML algorithms, is utilized as the development environment of the ML-based component. The decision tree algorithm is applied using the J48 classifier, SVM with the Libsvm classifier and Logistic Regression with the Logistic classifier. Figure 5 . The architecture of the feature extraction phase.
The 11 NE types are distributed among three groups according to their nature (each group has a distinct feature set):
• first group -Person, Location and Organization NEs (aka ENAMEX);
• second group -Date, Time, Price, Measurement and Percent NEs (aka TIMEX and NUMEX);
• third group -Phone Number, ISBN and File Name NEs. Although the first two NE types can be considered as NUMEX, they were included here because of the specific and limited nature of their rules and patterns.
The three groups have two kinds of classification features: generic and distinct features. The generic classification features are common among all groups and are described as follows:
• Rule-based features -these contextual features include the NE type predicted by the rule-based component for the targeted word as well as the NE types for the two immediate left and right neighbours of the candidate word, that is, NE type for a sliding window of size 5. Table 4 shows an example.
• Morphological features -the set of 13 features generated by MADA as shown in Table 5 .
• POS tag -the POS tag of the targeted word estimated by MADA as shown in Table 5 .
• Word length flag -a binary feature to represent whether the current word length ≥ 3.
• Dot flag -a binary feature to represent whether the word has an adjacent dot.
• Capitalization flag -a binary feature to represent the existence of capitalization information on the English gloss (translation) corresponding to the Arabic word. The English gloss is generated by MADA, and this feature is used as a possible indication of encountering an NE if the translation starts with a capital letter. • Actual NE tag of the word -it is used along with other features for training the classification model. It is also used as a reference when calculating the accuracy scores.
Distinctive features are related to each NE group. There are two distinct features that are used with the first group:
• nominal flag -a binary feature to represent whether POS tag is a Noun (or Proper Noun);
• check Person/Location/Organization Gazetteers feature flags -a binary feature to represent whether the word (or left/right neighbour of targeted word) belongs to Person/Location/Organization Gazetteer(s).
Similarly, there are two distinct features used with the second group:
• check POS feature flags -a binary feature to represent whether the POS tag is a Noun_num (i.e. literal number) or a proper noun;
• check Date/Time/Price/Measurement/Percent Gazetteers feature flags -a binary feature to represent whether the word (or left/right neighbour of targeted word) belongs to Date/Time/Price/Measurement/Percent Gazetteer(s).
Likewise, two distinct features are used with the third group:
• nominal flag -as described in the first group feature set;
• check Phone Number/ISBN/File Name Gazetteers feature flags -a binary feature to represent whether the word (or left/right neighbour of targeted word) belongs to Phone Number/ISBN/File Name Gazetteer(s).
Experimental results
In this section, we show how the proposed hybrid NER system's performance is evaluated and compared with a baseline (rule-based NER performance) and state-of-the-art systems. 
Experiment setup
Experimental results are presented across three dimensions: the considered types of NEs, the ML classifier used and the considered types of features within the feature set. Each experiment includes a reference (i.e. gold-standard) dataset version. The reference datasets are the initial datasets described with their tagging details in Section 3, including ACE corpora, ATB part1 version 2.0, ANERcorp and our own corpus. The cleaned (unannotated) version of the reference datasets is fed into the rule-based component for annotation. For each experiment, a set of features is determined from the whole feature space. The annotated datasets are utilized by the feature extraction phase to generate the feature set data files in order to be processed by the ML-based component to produce the final predicted annotated version.
The performance of the rule-based component is evaluated using GATE built-in evaluation tool, so-called AnnotationDiff. This tool enables a comparison of the reference with the system output annotated versions, and the results are presented in terms of the Information Extraction standard evaluation measures (i.e. precision, recall and Fmeasure). Table 6 shows a sample of AnnotationDiff evaluation results for Date NE type annotations when the rulebased component is applied on ACE 2005 NW dataset. With regard to the ML component, three different functions (or classifiers) are applied separately to the rule-based annotated dataset, including decision trees, SVM and logistic regression techniques, which are supported in WEKA workbench via J48, LibSVM and Logistic built-in classifiers, respectively. In this research, 10-fold cross validation is chosen to avoid overfitting. The WEKA tool provides the functionality of applying the conventional k-fold cross-validation for evaluation with each classifier and then having the results represented in the aforementioned standard measures. Table 7 illustrates a sample of WEKA evaluation results for extracting NEs that belong to the second group of NE types. In this sample evaluation, the J48 ML classifier is applied on the rulebased annotated version of the ACE 2005 NW dataset.
Experiments and results
A number of experiments were conducted to evaluate the performance of the proposed system in order to extract the various types of NEs using each of the three different ML techniques when applied to different datasets. We group similar features together according to the nature of the feature type. For example, number, gender, person, case, voice and mood features are grouped under the morphological features group, called MF for short. We examine six settings of feature groups to study their effect on the overall performance: when all features are considered, and when different combinations of all-but-one feature groups are considered. The baseline in all experiments is the performance of the pure rulebased component. The settings are: Table 8 shows the system's performance in terms of F-measure when applied on ACE2003 (NW & BN), ACE2004 (NW) and ANERcorp datasets in order to extract NEs of the first group (i.e. Person, Location and Organization). According to the empirical results illustrated in this table, the highest performance of our system when applied on ACE2003 NW and BN datasets are achieved by J48 classifier when the sixth feature setting is used (i.e. without neighbouring features), while using J48 classifier with the first setting (i.e. all Features are used) leads to the highest performance when applied on ACE2004 NW and ANERcorp datasets.
The results illustrated in Table 9 show that the highest performances in terms of average F-measures when applied on ACE2003 BN, ACE2004 NW & BN, ACE2005 BN and ATB Part1 version 2.0 datasets to extract NEs of the second group (i.e. Date, Time, Price, Measurement and Percent) are achieved by J48 classifier when any of the six feature settings is utilized except the second feature setting, while using J48 classifier with the fifth or sixth feature settings leads to the highest performance in extracting NEs of the same group from ACE2003 NW and ACE2005 NW datasets.
The highest performance of our system in terms of average F-measures when applied on our own corpus to extract NEs of the third group (i.e. Phone Number, ISBN and File Name) is achieved by the J48 classifier when any of the six feature settings is utilized except the second feature setting, Libsvm classifier when the fourth feature setting is used, and by Logistic classifier when any of the six feature settings is utilized except the second feature setting, as shown in Table 10 . The overall experimental results show that the adoption of the hybrid approach leads to the highest performance. It is worth noting that the results of the proposed hybrid system are very close to those of the rule-based component (baseline) when it comes to the numerical and temporal expressions (mostly the second and third NE groups). The performance of the pure ML-based component (W/O RB) is poor when it is used for the recognition of the second and third NE groups because the number of NE instances within the training datasets is less, and we overcome this issue with the utilization of rule-based features as part of the feature set constructing the hybrid approach. Therefore, the hybrid approach proves its suitability for the recognition of the three groups of NEs. Also, the decision trees function has proved its comparatively higher efficiency as a classifier in our Arabic hybrid NER system. Person, Location and Organization NE types (ENAMEX or first NE group in our discussion) have been used specifically in the literature for comparing the performance of the Arabic NER systems when applied on standard datasets. In comparison, the results achieved by ANERsys 1.0 [33] , ANERsys 2.0 [15] , Arabic ML-based NER system using CRF [37] and the hybrid NER prototype for Arabic developed by Abdallah et al. [16] when applied on ANERcorp, have shown that our system performs demonstrably better, as illustrated by Table 11 . Our hybrid system outperforms the other systems in terms of F-measure in extracting Person, Location and Organization NEs from ANERcorp dataset. The detailed analysis of these results in terms of precision-recall curve is presented in the next section. It is worth noting that a comparison between our results and the results achieved by Benajiba et al. [38, 40] is not possible because their published evaluation lacks sufficient detail. The authors reported the performance results of their system as one group representing ENAMEX, Facility, Vehicle and Weapon NEs types.
Precision-recall trade-off
The precision-recall curve is used by information extraction and information retrieval systems to visualize their performances with respect to the two main standard measures: precision and recall [59] . Precision is the fraction of detected NEs that are correctly classified, while recall is the fraction of relevant NEs that are detected [59] . We used the precision-recall curve to represent the performance of the system with regard to one category or a set of categories as a total. Figures 8-10 show category precision-recall curves, while Figure 11 shows a total precision-recall curve. We used precision-recall trade-off to compare the performances of the different ML classifiers (i.e. J48, Libsvm and Logistic) used by the hybrid system with regard to the first group NEs when all features were considered.
In Figure 8 is illustrated the precision-recall trade-off with regards to the Person NE extraction. We first observe that the precisions obtained by the three classifiers remain above 0.80 until the recall reaches 0.90, then start decreasing. The second observation is the breakeven point (BEP) where the precision is equal to the recall (the higher the better in terms of performance), and J48, Libsvm and Logistic classifiers achieve 0.89, 0.88 and 0.88, respectively, as their BEPs.
In Figure 9 , we illustrate the precision-recall trade-off with regards to the Location NE extraction. The precisions obtained by the three classifiers remain above 0.80 until the recall reaches 0.85, then start to decrease. When it comes to the BEP, J48, Libsvm and Logistic classifiers achieve 0.88, 0.85 and 0.83, respectively. In Figure 10 , we illustrate the precision-recall trade-off with regards to the Organization NE extraction. The precision obtained by J48 classifier Figure 11 summarizes the performance of the hybrid system using the three classifiers to extract the NEs of the first group (i.e. ENAMEX). With recall bellows 0.50, the logistic classifiers outperform the Libsvm and J48 classifiers in terms of precision, while when the recall is above 0.50, the J48 classifier outperforms the other two classifiers. As illustrated in Figure 11 , the highest BEP, which is around 0.77, is achieved by J48 classifier. The total precision-recall curve shows that the J48 classifier can achieve precision of 0.87 when the recall is 0.60. As a conclusion of the precision-recall trade-off, we find that our system, when the J48 classifier is used, exploiting all features, outperforms the Libsvm and logistic classifiers in terms of BEP. As can be noted from the total precision-recall curve, the BEPs are located in the upper-right portion of the graph, which indicates good overall performance of all the classifiers.
Conclusion and future work
In the literature, the use of either rule-based approach or pure ML-based approach is considered a successful NER approach. Our proposed hybrid Arabic NER approach is different from these approaches in that the ML-based subsystem can make use of rule-based decisions determined by the rule-based subsystem in order to improve the overall performance of the hybrid system. Nevertheless, many of existing rule-based NER systems have achieved higher performance levels and can even achieve better performance if their decisions can contribute to the set of features used by a post-processor ML-based Arabic NER subsystem, forming a larger hybrid Arabic NER. The lack of NER linguistic resources and the high dependence of ML methods on the annotated training data make the hybrid approach suitable for Arabic NER. The proposed hybrid system is capable of recognizing 11 different types of named entities, namely: Person, Location, Organization, Date, Time, Price, Measurement, Percent, Phone Number, ISBN and File Name. This system has gone through rigorous testing and explored a large set of features. A number of extensive experiments have been conducted on three different dimensions including the NE types, the feature set (divided into groups of naturally related features) and the ML technique used to evaluate the performance of our domain-independent Arabic NER system when applied on a variety of standard datasets. The experimental results proved that the hybrid approach outperforms the pure rule-based approach and the pure ML-based approach. Moreover, the proposed system outperforms the state-of-the-art of the Arabic NER in terms of F-measure when applied to the ANERcorp standard dataset with an F-measure of 0.94 for Person NEs, an F-measure of 0.90 for Location NEs, and an F-measure of 0.88 for Organization NEs. In addition to F-measure, we reported the accuracy of the system in terms of precision-recall curve, through tracking the performance of the system at different precision and recall points, and observing the trade-off between them. This has also confirmed that the proposed hybrid Arabic NER approach is demonstrably better than the pure rule-based system or the pure ML classifier.
In future work, we intend to enhance the gazetteers and explore the possibility of improving the system by adding more predefined lists of NEs. There is also a space for improving the local grammar rules implemented within the rulebased component through analysing the hybrid system's output in such a way as to automate the enhancement process. We are also considering the possibility of investigating different ML techniques other than decision trees, SVM and logistic regression and studying their impact on the overall performance of the hybrid NER system.
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