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Walter Gautschi, Orthogonal Polynomials: Computation and Approximation, Numerical
Mathematics and Scientiﬁc Computation, Oxford University Press, Oxford, UK, ISBN10:
019-850672-4, 2004 (viii+312pp. $144.50).
Let d be a nonnegative measure with support on the real axis and assume that all moments
k =
∫
tk d(t), k = 0, 1, 2, . . . ,
exist and are ﬁnite. Polynomials orthogonalwith respect to inner products determined by a nonneg-
ativemeasure d are ofmajor importance in scientiﬁc computing.Applications include polynomial
least-squares approximation of a function, spectral methods for the solution of partial differential
equations, Gauss quadrature rules, and convergence acceleration of sequences. Moreover, several
powerful numerical methods in linear algebra are based on properties of orthogonal polynomials,
such as the conjugate gradient method for the solution of linear systems of equations, the Lanczos
algorithm for orthogonal similarity transformation of a symmetric matrix to tridiagonal form, and
the QR-algorithm for the computation of eigenvalues of a symmetric tridiagonal matrix.While the
investigation of asymptotic and algebraic properties of orthogonal polynomials has received con-
siderable attention for some time, the book under review is the ﬁrst one to focus on computational
aspects of orthogonal polynomials and on algorithms based on orthogonal polynomials.
The book is divided into three sections: Basic theory, computational methods, and applications.
Some chapters allow the measure d to be indeﬁnite under the assumption that there is no break-
down of the recursions. Software in Matlab for the algorithms discussed and for the numerical
examples presented in the book is available at the author’s home page.
The ﬁrst section of the book discusses properties of orthogonal polynomials of importance for
computation. The topics considered include the three-term recursion relation, zeros of orthogonal
polynomials, continued fractions, Gauss-type quadrature rules, a summary of classical orthogonal
polynomials, kernel polynomials, polynomials orthogonalwith respect to a Sobolev inner product,
as well as polynomials orthogonal with respect to a complex-valued inner product on a semicircle.
In exact arithmetic, the coefﬁcients of the three-term recursion relation for orthogonal poly-
nomials can be determined from the moments k . Chebyshev described an algorithm for this
purpose known as the Chebyshev algorithm. However, the problem of computing the  ﬁrst recur-
sion coefﬁcients from the ﬁrst  + 1 moments is quite ill-conditioned. Gautschi describes several
condition numbers and shows that they grow exponentially and rapidly with . In ﬁnite precision
doi:10.1016/j.jat.2006.10.010
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arithmetic, therefore, only a few of the recursion coefﬁcients can be determined by the Chebyshev
algorithm.
The modiﬁed Chebyshev algorithm computes the recursion coefﬁcients from the modiﬁed
moments
k =
∫
pk(t) d(t), k = 0, 1, 2, . . . ,
where the pk are known polynomials, with degree(pk) = k. Gautschi shows that for suitably
chosen polynomials pk , the computation of recursion coefﬁcients from modiﬁed moments can
be much better conditioned than the computation of recursion coefﬁcients from the moments.
Discretisationmethods for situationswhen themodiﬁedmoments cannot be evaluated analytically
are also discussed.
The Stieltjes procedure determines the recursion coefﬁcients for increasing indices by eval-
uating inner products of already computed orthogonal polynomials. The input to the Stieltjes
procedure is the measure or a discretisation thereof. The Stieltjes procedure applied to a dis-
crete measure is analogous to the Lanczos algorithm in linear algebra. The latter determines, by
orthogonal similarity transformation, a symmetric tridiagonal matrix from a general symmetric
matrix. If the latter is the diagonal matrix whose nontrivial entries are the support points of the
measure and the initial vector for the Lanczos algorithm contains the square-root of the asso-
ciated weights, then the Lanczos algorithm and Stieltjes procedure are equivalent; the entries
of the symmetric tridiagonal matrix generated are the recursion coefﬁcients for the orthonormal
polynomials.
Using the same input as for the Lanczos algorithm, one can also determine the recursion coef-
ﬁcients for the orthonormal polynomials by applying a carefully chosen sequence of orthogonal
rotations to an augmented diagonal matrix. Gautschi refers to the latter method as a Lanczos-type
algorithm. This is somewhat confusing since the Lanczos algorithm is much closer related to
the Stieltjes procedure. The advantage of the scheme based on orthogonal rotations is that the
rotations are near-orthogonal also in the presence of round-off errors.
The section on numerical methods also discusses algorithms for determining the recursion
coefﬁcients associated with measures of the form r(t) d(t), where r is a rational function, given
the recursion coefﬁcients associated with the measure d. Algorithms for Sobolev orthogonal
polynomials are considered as well, and so is the evaluation of Cauchy integrals. The algorithms
in this section are illustrated by numerous numerical examples from physics, chemistry, and
statistics. Several results are new.
The section on applications of about 100 pages is a signiﬁcant part of the book. The appli-
cations discussed include evaluation of Gauss, Gauss–Radau, Gauss–Lobatto, Gauss–Kronrod,
and Gauss–Turán quadrature rules, computation of Cauchy principal value integrals, and estima-
tion of matrix functionals. Moreover, least-squares approximation, with and without constraints,
moment-preserving spline approximation, and the acceleration of slowly convergent series is
discussed. Many computed examples, which illustrate the performance of the methods, are pre-
sented. The examples also suggest how to modify the methods presented if this is necessary in
applications.
Gautschi is the foremost expert on the computation with orthogonal polynomials and Gauss-
type quadrature rules. He has made signiﬁcant contributions in this area for almost 40 years,
and his book makes some of his vast experience available to scientists, engineers, and numerical
analysts. Papers on numerical methods based on orthogonal polynomials and on the analysis of
such methods are scattered in journals and conference proceedings. These results are collected in
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book form for the ﬁrst time. Gautschi’s book is a signiﬁcant and most welcome contribution to
numerical analysis.
Lothar Reichel
E-mail address: reichel@math.kent.edu
Charles-Jean de La Vallée Poussin: Collected Works/Œuvres scientiﬁques. Vol. III.
Théorie de l’approximation, analyse de Fourier et fonctions quasi-analytiques, Paul
Butzer, Jean Mawhin and Pasquale Vetro (Eds.), Académie Royale de Belgique, Brussels,
Circolo Matematico di Palermo, Palermo, Italy, 2004, xxvi+611pp.
This is the third volume in a series of four (1: Biography and Number Theory; 2: Integration,
measure, probability, ordinary differential equations, geometry, mechanics; 3: Approximation
theory, Fourier analysis, quasi-analytic functions; 4 (to appear): Conformal mappings, potential
theory and complex functions) of collected papers, special lectures, and conference talks of de
La Vallée Poussin (1866–1962).
This is obviously a reference book, as it contains a number of history-making contributions
to approximation theory. The book also contains six extensive surveys and comments by experts
in the ﬁelds (Butzer, Nessel, Meinguet, Stens, Kahane, and Günzler), adding 110 pages. All the
papers are in French, with the exception of lectures given at the Rice institute (1925). All surveys
but one are in English.
For more details on the contents, see
http://www.math.unipa.it/∼vetro/Circolo/Opere5.html
Speaking of history-making, the volume contains a short report about a prize-winning (800
francs) memoir sent to the Belgian Academy in 1911. It contains extremely important converse
statements to those of Jackson, then still brand new, says de La Vallée Poussin. The prize is
awarded, and the author, anonymous until then, is found to be S. Bernstein. According to the
rules, he had chosen a motto, which is: La vie est brève, un peu de rêve, un peu d’espoir, et puis
bonsoir. (Life is short, a little dream, a little hope, and then goodbye.)
Alphonse Magnus
E-mail address: magnus@inma.ucl.ac.be
Holger Wendland, Scattered Data Approximation, Cambridge Monographs on Applied
and Computational Mathematics, Cambridge University Press, Cambridge, UK, ISBN 0
521 84335 9, 2005 (x+336pp., £50.00).
This is an excellent book for the reader who is interested in the practical use of (predominantly)
radial basis functions for ﬁtting scattered data, or formeshlessmethods for solving partial differen-
tial equations, and the numerical analysis of these methods. A solid grounding in the background
material is given (multivariate polynomials, measure theory, positive deﬁnite and conditionally
positive deﬁnite functions) and this is used to take the reader to the cutting edge of the theory in
a number of directions.
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For the most part, approximations of the form
sY (x) =
∑
y∈Y
y(|x − y|) + pk−1(x) (1)
are considered, where Y ⊂ Rd is a ﬁnite set,  : R+ → R is the basis function, and pk−1 is a
polynomial of degree <k. Here | · | denotes the Euclidean norm.
Much of the research work presented is a reworking of the author’s research, along with his
coworkers R. Schaback, F. Narcowich, and J. Ward, all leading lights in the ﬁeld. There is much
of interest here not only for the beginner, but also for the seasoned radial basis researcher; familiar
ideas are introduced in a novel way, for instance, native spaces for conditionally positive deﬁnite
functions.
The commentary at the end of each chapter is particularly useful as it gives some idea of the
history of the information presented, the other researchers involved, and potential areas of interest
for extension, which will interest other researchers as well as newcomers to the ﬁeld. The present
work complements the recent volume by Buhmann [1], whose focus is more on structured data.
The book begins with an introductory chapter which motivates the use of meshless methods
for approximation and for the solution of differential equations. The chapter also discusses how
radial functions are a generalisation of univariate splines, a very important observation for readers
who require a starting point for understanding the theory.
We are shown in the second chapter that we cannot interpolate at arbitrary sites by polynomials
of degree k in more than one dimension, and the fundamental idea of unisolvency is introduced
to describe sets for which polynomial interpolation is uniquely solvable. This idea is generalisable
for interpolation using other ﬁnite-dimensional subspaces.
The idea of unisolvency is combined with the notion of conditional positive deﬁniteness to
produce a theory of interpolation for a wide class of functions. More precisely, if in (1) the setY is
unisolvent with respect to the polynomials of degree < k and  is conditionally positive deﬁnite
of order k, then the interpolation problem is uniquely solvable.
The interpolation problem that is solved (see (1)) is
sY (y) = f (y), y ∈ Y,
under the condition that∑
y∈Y
yq(y) = 0
for all polynomials q of degree < k. Here, f is some target function, and we will discuss the
appropriate functions below.
The theory of positive deﬁnite functions and conditionally positive deﬁnite functions is de-
veloped in Chapters 6–8, the middle of these chapters being given over to the discussion of the
intimate relation between these functions and completely monotone functions. The commonly
used basis functions such as (r) = r2k+1, r2k log r, (r2 + c2), e−cr2 , c > 0, all ﬁt into this
scheme, and are conditionally positive deﬁnite in all space dimensions. The ﬁrst two functions ﬁt
into a family of functions called the polyharmonic splines.
It is clear that there are computational advantages in using compactly supported basis functions
for approximation, even though there is generally a price to pay for such use, including noisy
reconstruction, and the need to choose a support radius. However, it is impossible to construct
such functions that are positive deﬁnite in all space dimensions. The author has become known for
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the construction of compactly supported functions that are positive deﬁnite in Euclidean spaces
only up to a certain speciﬁable dimension. These basis functions are of the form
d,k(r) =
{
pd,k(r), 0 < r < 1,
0, r1,
where 2k gives the smoothness of the function, and pd,k is a polynomial. In Chapter 9, a full
discussion of this interesting area is given, including examples of such functions of minimal
polynomial degree.
The notion of conditional positive deﬁniteness is essential for the development of the conver-
gence analysis for radial basis approximation. Suppose we have a target function f deﬁned on a
compact set  ⊂ Rd , a set Y ⊂  on which f is known explicitly, and an approximation process
yielding an approximation sY (f ). Then we are interested in knowing the error
‖f − sY (f )‖p,,
for 1p∞.Wemay also be interested in knowing derivative errors, corresponding tomeasuring
the error in higher order Sobolev spaces.
The setting for the estimation of errors is the so-called native space for  which is a stan-
dard Sobolev space or Beppo–Levi space for basis functions of ﬁnite smoothness like com-
pactly supported functions or polyharmonic splines. This space is denoted by N and is a
reproducing kernel Hilbert space. Chapter 10 deals with the construction of native spaces for
conditionally positive deﬁnite functions in what, to my knowledge, is a novel way. Further-
more, there is a characterisation of native spaces for positive deﬁnite functions on compact sets
that uses a positive deﬁnite function as the kernel of a compact self-adjoint integral operator
and then, using the spectral theory of such operators, deﬁnes the norm of a function in terms
of its Fourier series with respect to the eigenfunctions of the integral operator, as one might
do on a manifold. It would be of interest to see when various norms on the native spaces are
equivalent.
In particular, one would like to quantify the error in interpolation in terms of the ﬁll distance
h(Y,) = max
x∈
inf
y∈Y |x − y|.
The analysis leading to such estimates proceeds by use of the reproducing kernel property having
observed that point evaluation is a continuous linear functional on the space. Chapter 11 details
this process, which was ﬁrst presented by Duchon.
Depending on the nature of the basis function, one achieves different rates of convergence. For
instance, for polyharmonic splines,(r) = r2k−d in odd space dimension, and(r) = r2k−d log r
in even space dimension, which are conditionally positive deﬁnite of order k, one obtains estimates
of the form
‖f − sY (f )‖p,Chk−d/2+d/p.
A recent approach to these error estimates via Sobolev bounds for functions that are zero on
a scattered data set is used. Improved error estimates for approximating smoother, compactly
supported functions are also given.
An important issue for practical approximation is the stability of the interpolation process. The
author gives upper bounds for the largest eigenvalue and lower bounds on the smallest eigenvalue,
thus producing bounds for the 2 condition number of the interpolation matrix. The lower bound
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is given in terms of the minimal separation distance in the data set. It is shown that the smoother
the basis function, the higher is the condition number of the interpolation matrix. There is some
attention given to changes of basis, and it is shown that better conditioning is given by a basis of
reproducing kernels. In the case when the number of points in the interpolation problem remains
ﬁxed, butwe scale the points, then constant condition numbers can be achieved by a scale-invariant
basis.
The ﬁnal chapters focus on computationalmethods for approximation and the solution of PDEs.
Radial basis function methods suffer from ill-conditioned full matrix systems of equations. Thus,
preconditioned iterative methods are required for solution, coupled with fast evaluation methods
for the sums∑
y∈Y
y(|x − y|).
These fast evaluation methods all rely on  being smooth away from the origin, allowing for
good approximation there with a few easy-to-evaluate terms. This allows for the sum involving a
cluster of points that is distant from x to be quickly done. To do this well requires a data structure,
and Chapter 14 gives a good introduction to appropriate data structures.
In Chapter 15, several numerical methods are discussed, mainly from the work of Rick Beatson,
in particular multipole expansions for polyharmonic splines, and approximate Lagrange precon-
ditioners. Details of a greedy algorithm for approximation are also presented as well as partition
of unity, multilevel methods, and alternating projections.
Chapter 16 looks at more generalised interpolation, where one is given derivatives or integral
information, such as one might have when solving differential equations or reconstructing func-
tions from tomographic information. This is applied to the solution of PDEs by collocation in
more detail.
The ﬁnal chapter of the book discusses approximation on the sphere and on other manifolds,
and demonstrates how many of the ideas presented in the rest of the book may be applied on the
sphere.
In summary, I believe that this book provides not only an excellent introduction for anybody
interested in the theory of radial basis functions, but also for those who wish to apply radial basis
function techniques to approximation or the solution of differential equations.
References
[1] M.D. Buhmann, Radial Basis Functions: Theory and Implementations, Cambridge Mono-
graphs on Applied and Computational Mathematics, CUP, 2003.
J. Levesley
E-mail address: jl1@mcs.le.ac.uk
Karl-Georg Steffens, The History of Approximation Theory—From Euler to Bernstein,
Birkhäuser, Basel, ISBN 0-8176-4353-2, 2006 (xix+219pp., $79.95 softcover).
Note: Versions of this review appear in both SIAM Review (SR) and Journal of Approximation
Theory (JAT).
If I say that Fejér was a student of Schwarz and that Fekete was a student of Fejér, then this
insider joke will make every JAT person worth her salt laugh uncontrollably whereas, to outsiders,
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one needs to explain patiently that Fejér, which means white in Hungarian, was born Weiß, and
that Fekete, which means black in Hungarian, was born Schwarz. Isn’t this hilarious even if it’s
not fully accurate since Fekete was born with the name Fekete? 1 It could also be called a briefest
history of approximation theory. The book under review is not as brief but no less entertaining
albeit for reasons that are partially less than complimentary to the author.
My good friend, Zeev Ditzian, used to say in his heavily accented English that the international
language of mathematics is broken English. Oh boy, was Zeev right. Anyone who has the slightest
doubt should take a look at the book under review. I guarantee that it is an unlimited source of
atrocious usage of the English language combined with equally dreadful stylistic and typesetting
decisions or the lack thereof. It would keep a conscientious and competent editor and/or copy-
editor busy for a long time. Since the people at Birkhäuser don’t seem to be embarrassed to publish
such a book, who am I to suggest that they should be.
In what follows, I will concentrate on the contents of the book, and I will no longer complain
about the language andgrammar used to convey the intentions of the author. In order to demonstrate
my good will, I, hereby, donate him a few hundred commas and other punctuation marks which
could be used to improve the second and subsequent editions of his book. In exchange, I would
also want the author to remove at least half of the mysteriously placed line indentations. I will
even throw in a bunch of dx’s for free.
The stated goal of Karl-Georg Steffens’ book is to describe the early development of approxi-
mation theory . . . (until) 1919 … .
Now let me pose a question to the reader of this review. Suppose, I wrote a book on the life
of Galileo and failed to mention that eventually even the Catholic Church accepted that eppur
si muove, or, as a more mathematical example, suppose a book on Fermat would give no hint
whatsoever how his theorem turned out to be, then would the reader feel to have been cheated out
of some tidbits or is it legitimate not to reveal to the reader at least some of the essential events
related to the subject of the book, whether or not they happened after the departure of the person
under consideration? Let the reader decide this dilemma.
I, personally, ﬁnd it hard to read details about some investigations of, say, S.N. Bernstein on pp.
182–183 in Section 5.3.2 (and the same repeated on p. 187), and then have no referencewhatsoever
to important work done by Dick Varga and others; see, e.g., http://mathworld.wolfram.com/
BernsteinsConstant.html, or google “bernstein constant”. In conjunction with this, I ﬁnd it rather
amusing that (Joe) Stalin is mentioned in the book whereas (Herbert) Stahl is not. 2
How about Bernstein–Jackson without Ditzian–Totik? No approximator could imagine such
an omission, and the author missed a tremendous opportunity to educate the public about con-
temporary advances of classical approximation theory.
Well, the author anticipates my arguments in the preface where he writes we set as an endpoint
the year 1919, but then he himself violates this rule more than once (but, unfortunately, not
sufﬁciently many times).
Now it is time to make a confession. My review is based on what I read and I will not discuss
those parts that I have not read.
The Good. I learned lots of new names, new stories, and new connections. I don’t mean people
such as M.G. Kreyn who I soon ﬁgured out is our good old approximator M.G. Krein, but, for
instance, Antoni-Bonifatsi Pavlovich Psheborski (1879–1941) whose name drew a miserly 3 hits
1 I bet $10 that his father was born Schwarz. The ﬁrst person disproving my conjecture should contact me to collect
her prize.
2 If you are a JAT person and didn’t get the joke, then shame on you.
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on Google, not counting multiplicity, and Konstantin Aleksandrovich Posse (1847–1928). I knew
some results of the latter, I even used his inequalities on numerous occasions, but it was both
educational and entertaining to read about his life. On the other hand, I couldn’t ﬁgure out what
the relationship of Ivan Ivanovich Ivanov was to approximation theory; see p. 196. In any case,
he must have had some weird parents although he is not alone, Google has 1500+ hits for such
names even when searching with quotation marks.
The Bad. The book is a rich source of incorrect mathematical statements. For instance, Theorem
3.4 on p. 103 is deduced from Theorem 3.3 on p. 102 by a totally false argument; see the paragraph
starting with “since” after Theorem 3.3. By the way, z in the latter should be x. Another example
is on p. 162 where the author is confusing algebraic and trigonometric polynomials (neither Im
nor Jm are algebraic polynomials). This is especially odd since in footnote 47 on p. 159 the author
promises to stick to algebraic polynomials. What about the constant K in Theorem 5.2 on p. 180? I
will let the reader ﬁgure out what’s wrong with the placement of K in the statement of the theorem.
My advice is that the reader should not even attempt to learn actual approximation theory from
this book. Luckily, there is an abundance of excellent books on all levels for both pure and applied
mathematicians, for nonmathematical scientists, and even for nonscientiﬁc type practitioners of
mathematics.
The Ugly. The book was neither spell-checked nor proof-read. For instance, [1] is listed as
draft, Bernstein’s 3 page paper [Bern11] is referred to as a monograph on p. 164, there is a for for
on the top of p. 159, and the innovative word secretretary appears on p. 98. These are not isolated
examples. What the heck is the 19th name anyway; see the section titled Explanations, p. 201.
Will someone please explain? What about Jacobian polynomials; see p. 57? Oops, I was wrong.
Even Google gave 57 hits for that as opposed to 76,700 for the name the rest of us use. We also
learn that Markov strings made A.A. Markov famous. Not according to Google (53 hits). If I had
a say, I would vote for Markov chains. Google agrees with over 2 million hits.
By the way, I found some of the (misleading) information about George G. Lorentz on p. 178
quite amusing. 3
It is equally amusing that the author uses the Christian symbol of a cross to indicate the death
of Fejér; see footnote 35 on p. 150. In addition, as opposed to what is stated there, he was not
called Leopold until 1900. The latter is simply the translation of his given name Lipót.
For the uninitiated, in the book, the symbol * means birth, whereas † means death, and “R.I.P.”
means, I guess, “rest in peace”.
Speaking of Fejér (and Bernstein), the author could have at least mentioned the notion of
positive and monotone operators which ended up occupying a central position in contemporary
approximation theory.
In summary, both SR and JAT people will ﬁnd plenty of old and new information in the book
although the JAT people will be in a better position to decide the correctness of the information
as presented in it. To be honest, sometimes separating the truth from the half-truth might be
impossible, and it is unfair to blame the author for not giving us the truth and nothing but the
truth. In particular, I would love to ﬁnd out the truth and nothing but the truth about what happened
between Bernstein and Jackson in 1911. Have they met or not? Have they discussed their results
or not? Has Bernstein played any role in Jackson’s direct theorems, and should Bernstein get
more credit for the direct theorems? Similarly, what was Jackson’s role, I mean, rôle (as the book
prefers it) if any, in Bernstein’s indirect theorems?
3 Our beloved George died on 1/1/2006 at the age of almost 96 (the date is given using the American month/day/year
notation).
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I missed the well-known story about Landau and a conﬁrmation whether or not it was true.
For the uninitiated, Landau told Jackson to prove the Jackson theorems but then, seeing how
beautifully they turned out, he regretted not keeping the project to himself.
As far as I am concerned, the best parts of the book are the various quotations given in Russian
(and their hilarious English translations). I especially liked those that demonstrate how even
some of the brightest mathematicians became politically imbecilized during the Soviet Era; see,
for instance, p. 71. As a counterexample, I learned that, according the S.N. Bernstein, dialectic
materialism leads to mathematical illiteracy; see p. 177. Poor Sergey was ﬁred for this. This was
not the last time he was punished for not being an idiot.
In conclusion, Karl-Georg Steffens’ book is necessary but far from sufﬁcient for studying the
history of approximation theory. Despite its numerousweaknesses, it does contain plenty of useful
information that is not readily or not at all available elsewhere. Even if I had not been given a
freebie review copy, I would have probably purchased it anyway, especially since the book is
dedicated to Garald I. Natanson who had been my M.S. advisor so that the author and I are
mathematical cousins so to speak.
Finally, what about the reader who is now ready to study the history of approximation theory?
What should she read and where should he start? I suggest to go to Allan Pinkus’ and Carl de
Boor’s http://www.math.technion.ac.il/hat/ 4 which has more than enough food for thought. 5
Oops. I forgot to tell the reader what approximation theory is. Let me present the promotional
material, possibly written by the author, which, among others, can be found on the back cover of
the book.
The problem of approximating a given quantity is one of the oldest challenges faced by
mathematicians. Its increasing importance in contemporary mathematics has created an
entirely new area known as Approximation Theory. The modern theory was initially de-
veloped along two divergent schools of thought: the Eastern or Russian group, employing
almost exclusively algebraic methods, was headed by Chebyshev together with his coterie
at the Saint Petersburg Mathematical School, while the Western mathematicians, adopting
a more analytical approach, included Weierstrass, Hilbert, Klein, and others.
This work traces the history of approximation theory from Leonhard Euler’s cartographic
investigations at the end of the 18th century to the early 20th century contributions of
Sergei Bernstein in deﬁning a new branch of function theory. One of the key strengths of
this book is the narrative itself. The author combines a mathematical analysis of the subject
with an engaging discussion of the differing philosophical underpinnings in approach as
demonstrated by the various mathematicians. This exciting exposition integrates history,
philosophy, and mathematics. While demonstrating excellent technical control of the un-
derlying mathematics, the work is focused on essential results for the development of the
theory.
The exposition beginswith a history of the forerunners ofmodern approximation theory, i.e.,
Euler, Laplace, and Fourier. The treatment then shifts to Chebyshev, his overall philosophy
of mathematics, and the Saint Petersburg Mathematical School, stressing in particular the
roles played by Zolotarev and the Markov brothers. A philosophical dialectic then unfolds,
contrasting East vs. West, detailing the work of Weierstrass as well as that of the Goettingen
4 As I write this, Haifa is under attack.
5 Incredibly, not a single paper ever published in JAT has the word “history” in its title.
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school led by Hilbert and Klein. The ﬁnal chapter emphasizes the important work of the
Russian JewishmathematicianSergeiBernstein,whose constructive proof of theWeierstrass
theorem and extension of Chebyshev’swork serve to unify East andWest in their approaches
to approximation theory.
Appendices containing biographical data on numerous eminent mathematicians, explana-
tions of Russian nomenclature and academic degrees, and an excellent index round out the
presentation.
R.I.P.
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