Abstract. For a countable discrete space V , every nondegenerate separable C * -correspondence over c 0 (V ) is isomorphic to one coming from a directed graph with vertex set V . In this paper we demonstrate why the analogous characterizations fail to hold for higher-rank graphs (where one considers product systems of C * -correspondences) and for topological graphs (where V is locally compact Hausdorff), and we discuss the obstructions that arise.
Introduction
Given a directed graph E with countable vertex set V , one can construct the graph correspondence X E , which is a C * -correspondence over c 0 (V ) that encodes the structure of E in a particularly nice way: indeed, we have recently shown in [6] that the assignment E → X E gives rise to an essentially surjective functor from a category of directed graphs with vertex set V to a category of c 0 (V )-correspondences. In particular, every separable, nondegenerate c 0 (V )-correspondence is isomorphic to a graph correspondence.
In this paper we investigate this issue -characterizing the C * -correspondences that come from graphs -in two more-general contexts: that of k-graphs, which are higher-dimensional analogs of directed graphs; and that of topological graphs, which are continuous analogs. It turns out that in each case the most naïve characterization fails: there are C * -correspondences that are not isomorphic to any graph correspondence. However, we can in special cases identify obstructions that may lead to a general characterization.
We refer to [11] for the basic definitions and notations regarding directed graphs, and their associated C * -correspondences, k-graphs, and topological k-graphs.
In Section 2, we describe product systems associated to k-graphs. In particular, we discuss how a k-graph may be viewed as a product system over N k of directed graphs and define the associated k-graph correspondence, which is a product system of C * -correspondences. We discuss how each of these product systems may be realized in terms of its skeleton and show how the factorization of paths in the k-graph is encoded in the skeleton of the k-graph correspondence.
In Section 4, we define Hilbert matrices and Hilbert systems and show that Hilbert systems are essentially the same as product systems of C * -correspondences. We restrict our attention to the case k = 2 in Section 5 and establish a characterization of the product systems over N 2 of c 0 (V )-correspondences arising from 2-graphs. Further, we specialize to the setting V = {v} and identify an isomorphism invariant for product systems over N 2 of one-dimensional Hilbert spaces that allows us to identify precisely when such a product system is isomorphic to a 2-graph correspondence.
In Section 6, we turn our attention to topological graphs with vertex space V , and initially focus on Hilbert A-modules, where A = C 0 (V ). To each Hilbert A-module X is associated a Hilbert bundle p : H → V . We show that the existence of a continuous choice of orthonormal bases for this Hilbert bundle is equivalent to X being isomorphic to the Hilbert A-module constructed from a topological graph using the source map to implement the right A-module structure. To incorporate the left A-module structure, we consider the representations π v coming from the left module action of A on each fibre of the associated Hilbert bundle. For an A-correspondence to arise from a topological graph, the continuous choice of orthonormal bases must diagonalize the representation π v for each v ∈ V .
To more closely study this, we restrict our attention to the setting where the associated Hilbert bundle has 1-dimensional fibres. For such an A-correspondence, being isomorphic to a topological graph correspondence is equivalent to the associated Hilbert bundle being trivial. Further specializing to the setting of A-imprimitivity bimodules, we identify the Picard invariant of an A-imprimitivity bimodule X as the obstruction to X being isomorphic to a topological graph correspondence.
2. k-graphs and product systems over N k Throughout this section, we consider a fixed countable set V . After a brief discussion of product systems, we show how each k-graph with vertex set V gives rise to a product system over N k of c 0 (V )-correspondences, which we call a k-graph correspondence. We show that in general, any product system of c 0 (V )-correspondences is determined, up to isomorphism, by a set of basic data we call its skeleton, and we describe the skeleton of a k-graph correspondence in terms of the structure of the k-graph.
If E and F are directed graphs with vertex set V , the fibred product E * F is the graph with vertex set V , edge set
and range and source maps r and s given by r(e, f ) = r E (e) and s(e, f ) = s F (f ).
If φ : E → E ′ and ψ : F → F ′ are graph homomorphisms that agree on V , then the fibred product homomorphism φ * ψ : E * F → E ′ * F ′ defined on edges by φ * ψ(e, f ) = (φ(e), ψ(f )) and on vertices by v → φ(v) = ψ(v) is easily seen to be a graph homomorphism. In particular, if E ′ and F ′ are directed graphs with vertex set V and if φ, ψ are vertex-fixing isomorphisms (i.e., φ(v) = ψ(v) = v), then φ * ψ is a graph isomorphism. (This construction makes the set of directed graphs having vertex set V into a tensor groupoid in the language of [5] .)
If S is a countable semigroup with identity e, then a product system over S of graphs on V is a collection E = {E s | s ∈ S} of directed graphs E s with vertex set V , together with a collection α = {α s,t | s, t ∈ S} of vertex-fixing graph isomorphisms α s,t : E s * E t → E st such that E e = (V, V, id V , id V ); α e,s : E e * E s → E s and α s,e : E s * E e → E s are the natural maps given on edges by (r(e), e) → e and (e, s(e)) → e for each s ∈ S; and the associativity condition
holds for all r, s, t ∈ S, where id t is the identity map on E t . (This definition is a special case of [5, Definition 1.1].) Now let A be a C * -algebra. A product system over S of A-correspondences is a collection X = {X s | s ∈ S} of A-correspondences, together with a collection β = {β s,t | s, t ∈ S} of A-correspondence isomorphisms β s,t : X s ⊗ A X t → X st such that X e = A (viewed in the natural way as an A-correspondence); β e,s : X e ⊗ A X s → X s and β s,e : X s ⊗ A X e → X s are the natural maps determined by a ⊗ ξ → a · ξ and ξ ⊗ a → ξ · a for each s ∈ S; and the associativity condition β rs,t • (β r,s ⊗ id t ) = β r,st • (id r ⊗ β s,t ) holds for all r, s, t ∈ S. (Again, see [5, Definition 1.1].) As observed in [5] , product systems over N k of graphs are essentially the same as k-graphs. In more detail, suppose (Λ, d) is a k-graph with vertex set V : so Λ is a countable category, d : Λ → N k is the degree functor, and we have identified the object set d −1 (0) with V . For each m ∈ N k , the set d −1 (m) is the edge set of a directed graph E m with vertex set V and range and source maps inherited from Λ. The collection E = {E m | m ∈ N k } together with the vertex-fixing isomorphisms α m,n : E m * E n → E m+n given on edges by α m,n (µ, ν) = µν is then a product system over N k of graphs on V ; moreover, every such product system arises in this way from a k-graph with vertex set V .
Retaining the above notation, for each m ∈ N k , let X m be the c 0 (V )-correspondence associated to the graph E m ; recall (from [11] , for example) that by definition
with module actions and c 0 (V )-valued inner product given by
ξ(e)η(e).
Note that X m is densely spanned by the set { χ e | e ∈ E 1 m }, where χ e denotes the characteristic function of {e}. Further, if p v ∈ c 0 (V ) denotes the characteristic function of a vertex v ∈ V , then for any e ∈ E 1 m and f ∈ E 1 n we have
in X m ⊗ c 0 (V ) X n unless s(e) = r(f ); thus the balanced tensor product is densely spanned by the set
. We call (X, β) the k-graph correspondence associated to (Λ, d).
Suppose (X, β) is any product system over N k of A-correspondences, and let {e i | 1 ≤ i ≤ k} denote the standard basis for N k . Then setting
• β e i ,e j :
holds for all 1 ≤ i < j < ℓ ≤ k, where id i is the identity map on Y i . (Note that both sides of (2.3) are isomorphisms
We call the pair (Y, T ) the skeleton of (X, β).
It follows from [5, Proposition 2.11] (see also Remark 2.1 below) that a product system is uniquely determined, up to isomorphism, by its skeleton. More precisely, if (Z, γ) is another product system over N k of A-correspondences, with skeleton (W, R), then (X, β) ∼ = (Z, γ) if and only if (Y, T ) ∼ = (W, R) in the sense that there exist isomorphisms θ i : Y i → W i such that the following diagram commutes for each 1 ≤ i < j ≤ k:
Remark 2.1. Observe that for k ≤ 2, there are no hexagonal equations (2.3), and for k = 1 there are no T i,j 's. Also, defining T j,i = T
for i < j, we have a collection {T i,j | 1 ≤ i = j ≤ k} of correspondence isomorphisms that satisfy the hexagonal equations for all distinct i, j, l, as in [5] . It is convenient to note that we only need the T i,j 's for i < j.
The following proposition shows how the skeleton encodes the "commuting squares" -that is, the factorizations of paths of degree e i + e j -of a k-graph.
) is a k-graph with vertex set V , let (E, α) be the associated product system over N k of graphs, let (X, β) be the associated k-graph correspondence, and let (Y, T ) be the skeleton of (X, β). Then for each 1 ≤ i < j ≤ k and each e ∈ E 1 e i and f ∈ E 1 e j we have
wheref andẽ are the unique edges in E e j and E e i , respectively, such thatfẽ = ef in E e i +e j .
Proof. By (2.2), we have β e i ,e j ( χ e ⊗ χ f ) = χ ef in X e i +e j , and similarly β e j ,e i ( χf ⊗ χẽ ) = χfẽ = χ ef . Since T i,j = β −1 e j ,e i
• β e i ,e j by definition, the result follows.
Since we are interested in determining which product systems come from k-graphs, and since the correspondences in the product system coming from a k-graph are automatically nondegenerate, we will restrict attention to product systems of nondegenerate correspondences.
Product systems over N 2
To analyze product systems of correspondences over c 0 (V ) in more detail, we need to decompose using the minimal projections p v := χ {v} for v ∈ V . For arbitrary k this would involve an enormous amount of book-keeping, and would be further complicated by the hexagonal equation (2.3). Therefore we now specialize to the case k = 2. Some of what we will do (particularly concerning product systems of 1-dimensional correspondences) can be carried over to the general case.
So, the skeleton (Y, T ) of our product system (X, β) over
; since we will only be working with two correspondences, we will simplify the notation by letting
Also, we only have one isomorphism T 1,2 , so we will just write this as T .
and we denote the skeleton of the product system (X, β) by (Y, Z, T ).
We use similar notational conventions for isomorphisms between product systems over
, an isomorphism from the first skeleton to the second is an ordered pair (θ, τ ) of A-correspondence isomorphisms
Hilbert systems
We continue to consider a fixed countable set V .
Definition 4.1. A Hilbert matrix over V is a family H = {H uv } u,v∈V of Hilbert spaces.
Unless otherwise specified, all our Hilbert matrices will be over V . 
, where H and K is are Hilbert matrices and S :
Since our Hilbert matrices will be over V by default, so will our Hilbert systems.
Remark 4.5. The existence of an isomorphism H * K ∼ = K * H for two Hilbert matrices H and K is equivalent to the following relation among the dimensions of the component Hilbert spaces:
commute, where the fibered product σ * τ has component unitaries
and similarly for τ * σ.
We will establish an equivalence between product systems and Hilbert systems. Unsurprisingly, we will work with the skeletons of the product systems. Recall that we put A = c 0 (V ). First we define the Hilbert system associated to a product system. Definition 4.7. The Hilbert matrix associated to an A-correspondence Y is given by H = {H uv } u,v∈V where
Here p u = χ {u} is the characteristic function of the singleton set {u}, regarded as a minimal projection in A, and where the 1-dimensional ideal Cp v is identified with the complex numbers C.
is the graph correspondence associated to a directed graph E with vertex set V , then
Observation 4.9. Let X be a product system over N 2 of Acorrespondences, with skeleton (Y, Z, T ), let H and K be the Hilbert matrices associated to Y and Z, respectively, as in Definition 4.7. It follows from the constructions that H * K is the Hilbert matrix associated to the A-correspondence Y ⊗ A Z, and similarly for K * H and Z ⊗ A Y . Moreover, for each u, v ∈ V the restriction T | (H * K)uv gives a unitary map
Example 4.10. In Observation 4.9, if X is the graph associated to a 2-graph, with associated product system {E n } n∈N 2 of graphs, then
Moreover, S uv ( χ e ⊗ χ f ) = χ f ⊗ χ e , wheref andẽ are the unique edges in E e j and E e i , respectively, such thatfẽ = ef in E e i +e j . Definition 4.11. Let (Y, Z, T ) be the skeleton of a product system X over N 2 of A-correspondences. The Hilbert system associated to X is (H, K, S), where S = {S uv } is the family of unitaries defined in Observation 4.9.
We now turn to the task of defining the product system associated to a Hilbert system. Observation 4.12. Let H be a Hilbert matrix over V . Then for every u, v ∈ V we can define an A-correspondence structure on H uv as follows: for ξ, η ∈ H uv and f ∈ A we let
• ξ, η A = ξ, η p v , where on the right-hand side of the last equation the unadorned inner product ξ, η is the one given by the Hilbert space H uv .
1 Definition 4.13. Let H be a Hilbert matrix over V , and let the Hilbert spaces H uv be regarded as A-correspondences as in Observation 4.12. Then the A-correspondence associated to H is
regarded as a direct sum of H-correspondences.
Observation 4.14. Let H and K be Hilbert matrices over V , and let Y and Z be the A-correspondences associated to H and K, respectively, as in Definition 4.13. Further let S : H → K be a Hilbert-matrix isomorphism. Then each S uv : H uv → K uv can be regarded as an Acorrespondence isomorphism, and the direct sum
Definition 4.15. With the notation of Observation 4.14, we call T : Y → Z the A-correspondence isomorphism associated to S. Definition 4.16. Let (H, K, S) be a Hilbert system, and let Y and Z be the A-correspondences associated to H and K, respectively, as in Definition 4.13. Then the product system associated to (H, K, S) is the unique product system determined by the skeleton (Y, Z, T ), where (i) Let X be a product system over N 2 of Acorrespondences, let (H, K, S) be the associated Hilbert system, and let X ′ be the product system associated to (H, K, S). Then X ∼ = X ′ .
(ii) Let (H, K, S) be a Hilbert system, let X be the associated product system, and let (H ′ , K ′ , S ′ ) be the Hilbert system associated to X.
are the corresponding skeletons of X and X ′ , respectively, then Y is the internal direct sum of the A-correspondences H uv , while Y ′ is their external direct sum, and similarly for Z, Z ′ , and the K uv 's. The canonical isomorphism between internal and external direct sums is easily seen to give an isomorphism
Remark 4.18. Theorem 4.17 says that the passage between product systems and Hilbert systems are inverse processes up to isomorphism. In fact, this could be promoted to an equivalence of categories, but since we have no applications in mind we will not make this precise.
The obstruction for 2-graphs
For the case k = 2, our characterization problem becomes the following:
Question 5.1. Which product systems are isomorphic to 2-graph correspondences?
The fact that product systems over N 2 of A-correspondences are completely characterized by their associated Hilbert systems will lead us to one answer to the above question.
Observation 5.3. With the above notation, (E * F ) u,v is an orthonormal basis of (H * K) u,v .
Theorem 5.4. Let X be a product system over N 2 of Acorrespondences, and let (H, K, S) be the associated Hilbert system. Then X ∼ = X(Λ) for some 2-graph Λ with vertex set V if and only if there are choices E u,v and F u,v of orthonormal bases of the H u,v and K u,v , respectively, such that for all u, v ∈ V we have
Proof. It is routine to verify that the stated property is an isomorphism invariant of Hilbert systems, and Example 4.10 shows that it is satisfied when X is a 2-graph correspondence.
Remark 5.5. Relaxing the criterion in Theorem 5.4 a little bit, we can make contact with the k-graph cohomology of [8] , although we only pursue it in the case k = 2. Recall that on a 2-graph Λ an element of Z 2 (Λ, T) is just a function φ :
whenever ef and f ′ e ′ are the two edge-path factorizations of an element of Λ (1, 1) , such that
in all such cases. Consider the following relaxation of the criterion in Theorem 5.4: suppose that there are choices E u,v and F u,v of orthonormal bases of H u,v and K u,v , respectively, such that for all u, v ∈ V and (e, f ) ∈ (E * F ) uv there exists (f ′ , e ′ ) ∈ (F * E) uv such that S uv (e ⊗ f ) is a scalar multiple of f ′ ⊗ e ′ . Equivalently, suppose that we have a bijection θ : E * F → F * E and a map φ 0 : E * F → T such that if (f ′ , e ′ ) = θ(e, f ) then
By [7, Discussion in Section 6] there is a unique 2-graph Λ, with component directed graphs Λ (1,0) = E and Λ (0,1) = F , such that for all λ ∈ Λ (1,1) , if (e, f ) is the unique element of E * F such that λ = ef , then, with the above notation, λ = f ′ e ′ is the other edge-path factorization. It then follows that there is a unique φ ∈ Z 2 (Λ, T) such that for all λ ∈ Λ (1,1) , if λ = ef for (e, f ) ∈ E * F then φ(λ) = φ 0 (e, f ).
We can recover the Hilbert system (Y, Z, S), and hence the product system X, up to isomorphism from Λ and φ: for example we can take Y to be the completion of the free vector space generated by E, completed with respect to the unique inner product in which E is orthonormal, and similarly for Z and F , and then the cocycle φ clearly determines the unitaries S uv .
The Cuntz-Pimsner algebra O X is isomorphic to the twisted 2-graph algebra C * φ (Λ) of [8] . [8, Proposition 7.6] shows that if φ is homologous to φ ′ then C * φ (Λ) ∼ = C * φ ′ (Λ); in fact, a little more is true: the associated product systems are isomorphic. To see this, suppose φ and φ ′ are related as in (5.1), and let X and X ′ be the associated product systems, with associated Hilbert systems (H, K, S) and(H, K, S ′ ), respectively -to be clear, we build the Hilbert matrices H and K such that, for every u, v ∈ V , u(Λ (1,0) )v and u(Λ (0,1) )v are orthonormal bases of H uv and K uv , respectively; the only difference between X and X ′ is that the isomorphism S : H * K → K * H is built using φ and S ′ : H * K → K * H is built using φ ′ . For each u, v ∈ V let σ uv : H uv → H ′ uv be the unique unitary such that σ uv e = α(e)e for e ∈ E, and similarly for τ uv :
It is routine to check that (σ, τ ) :
Product systems of Hilbert spaces. Theorem 5.4 does not seem to give a very practical test. The main difficulty in applying it would lie in analyzing the unitaries
S uv need not have any relation to the direct-sum decompositions.
In order to obtain a more practical test, we specialize to the case of one vertex, i.e., V = {v}. Then we can regard the Hilbert system (H, K, S) as comprising a single unitary S between Hilbert spaces H and K, and X becomes a product system of Hilbert spaces. Moreover, if X ′ is another such product system of Hilbert spaces, with associated Hilbert system (H ′ , K ′ , S ′ ), then X ∼ = X ′ if and only if there are unitaries σ : H → H ′ and τ : K → K ′ making the diagram
We will get a more manageable invariant by composing with the flip: let Σ : H ⊗ K → K ⊗ H be the flip map, and define ω = ΣS, which is a unitary operator on the Hilbert space H ⊗ K. Definition 5.6. With the above notation, we call ω the flipped unitary associated to the product system X over N 2 of Hilbert spaces.
Definition 5.7. Let H and K be Hilbert spaces. Say that two unitary operators ω and ω ′ on H ⊗ K are tensor equivalent if there exist unitaries σ ∈ L(H) and τ ∈ L(K) such that
The class of the flipped unitary under tensor equivalence gives a complete isomorphism invariant for product systems over N 2 of Hilbert spaces. Using this invariant, the criterion of Theorem 5.4 becomes the following Corollary 5.8. A product system X over N 2 of Hilbert spaces is isomorphic to X(Λ) for some 2-graph Λ with a single vertex if and only if its flipped unitary is tensor equivalent in the sense of Definition 5.7 to an elementary tensor U H ⊗ U K of permutation unitaries on H and K.
Here we say a unitary operator on a Hilbert space is a permutation unitary if it can be represented as a permutation matrix with respect to some orthonormal basis.
The above results take the following particularly simple form for a single vertex and one-dimensional Hilbert spaces.
Corollary 5.9. Let X be a product system over N 2 of one-dimensional Hilbert spaces, with flipped unitary ω. Then ω may be identified with an element of the unit circle T, and the isomorphism classes of such product systems are parameterized by T.
Moreover, X is isomorphic to a 2-graph correspondence if and only if ω = 1.
Proof. Let (H, K, S) be the Hilbert system associated to X. Since H and K are one-dimensional, so is H ⊗ K, so the unitary operator ω is a scalar multiple of the identity map on a one-dimensional Hilbert space, and this scalar must be an element of T. In fact, ω can be identified with this element of T, and since any unitary operator on H ⊗ K can occur as a flipped unitary of a suitable X, any element of T can arise in this way. It is obvious that tensor equivalence on the set of unitary operators on the one-dimensional Hilbert space H ⊗ K is just equality. For the last statement just observe that an elementary tensor of permutation unitaries on the one-dimensional Hilbert spaces H and K is associated to the element 1 of T.
Remark 5.10. Thus, even in the trivial case of one-dimensional correspondences over C, there are uncountably many product systems over N 2 that are not isomorphic to 2-graph correspondences.
It is interesting to identify the C * -algebra O X of a product system over N 2 of one-dimensional Hilbert spaces H and K: let ω be the flipped unitary, which we identify with an element of T as in Corollary 5.9. Choosing unit vectors e and f in H and K, respectively, it is easy to see using induction that Cuntz-Pimsner covariant representations of the product system X correspond to an assignment e → u and f → v of unitaries satisfying the relation uv = ωvu, and so, letting ω = e iθ , it follows that O X is isomorphic to the rotation algebra with angle θ [9, Proposition 5.1.5].
Remark 5.11. It follows from [5] that the skeleton of a product system (X, β) over N of c 0 (V )-correspondences is just a single correspondence Y ; then by [6, Theorem 1.1] we have Y ∼ = X E for some directed graph E, and thus we quickly conclude that (X, β) is isomorphic to a 1-graph correspondence. More generally, every product system (X, β) over a finitely-generated free semigroup S of c 0 (V )-correspondences is isomorphic to one associated with a product system over S of graphs. To see this, note that, in the terminology of Fowler-Sims [5] , S is a rightangled Artin semigroup with no commutation relations, so the skeleton Y of (X, β) has no T i,j 's; again by [6] each Y i is isomorphic to a graph correspondence X E i , and the E i 's form the skeleton of a product system over S of graphs, whose associated product system of correspondences can be checked to be isomorphic to (X, β) by examining the skeletons. Thus when the semigroup S is free and finitely-generated there is no obstruction to a product system over S of c 0 (V )-correspondences coming from a product system over S of graphs.
Topological graphs
Now let V be a fixed locally compact Hausdorff space, and let A = C 0 (V ). For any topological graph E = (E 1 , V, r, s) with vertex space V , let X(E) denote the associated A-correspondence. In this section our characterization problem becomes the following. Question 6.1. Which A-correspondences are isomorphic to X(E) for some topological graph with vertex space V ?
This question can be fruitfully separated into two parts: Questions 6.2. (1) Which Hilbert A-modules are isomorphic to X(E 1 , s) for some local homeomorphism s : E 1 → V ? Here we use self-explanatory notation: if E is a topological graph, then forgetting the range map r : E 1 → V , and forgetting the left A-module structure, the A-correspondence X(E) becomes a Hilbert A-module X(E 1 , s) that only depends upon the source map s, and can be formed from any locally compact Hausdorff space E 1 and any local homeomorphism s : E 1 → V . (2) For Hilbert A-modules of the form X = X(E 1 , s), which left A-module structures make X into a topological graph correspondence X(E) for a suitable range map r?
We need to use the correspondence between Hilbert A-modules and continuous Hilbert bundles (for the case of compact V , see, e.g., [13, 14] , also the references [3, 4] are useful), which we briefly recall here in simplified form. First, if p : H → V is a continuous Hilbert bundle, then the space Γ 0 (H) of C 0 -sections becomes a Hilbert A-module with operations
for ξ, η ∈ Γ 0 (H) and f ∈ A. In the other direction, let X be a Hilbert A-module. For each v ∈ V , define a positive semidefinite hermitian form ·, · v on X by ξ, η v = ξ, η A (v). Then the Hausdorff completion of X with respect to ·, · v is a Hilbert space H v . Let Q v : X → H v be the associated map. Let H = v∈V H v , and define Φ :
Then there is a unique topology on H making it into a continuous Hilbert bundle over V such that Φ is an isometric isomorphism of X onto Γ 0 (H), and then in fact Φ is a Hilbert A-module isomorphism. Letting J v = {f ∈ A : f (v) = 0} be the associated maximal ideal, we can equivalently identify
which, by the general theory of Hilbert modules, is naturally a Hilbert A/J v -module, and then Q v : X → H v is just the quotient map. Now consider the case X = X(E 1 , s). Here we can take
and then Q v : X → H v is given by Q v ξ = ξ| s −1 (v) , and Φ is given by
where we write χ e for the characteristic function of the singleton {e}. We will give one answer to Question 6.2 (1) using the following concept: Definition 6.3. Let p : H → V be a continuous Hilbert bundle. We say that a subset E ⊂ H is a continuous choice of orthonormal bases if (i) for each v ∈ V , the intersection E v := E ∩H v is an orthonormal basis for the Hilbert space H v ; (ii) the restriction of the bundle projection p to E is a local homeomorphism.
Theorem 6.4. A Hilbert
Proof. First assume that X = X(E 1 , s) for a local homeomorphism
and let E = γ(E 1 ). Claim: γ is a homeomorphism of E 1 onto E. To see this, note first of all that γ is certainly injective. To see that γ is continuous, let e 0 ∈ E 1 , and choose a neighborhood U of e 0 on which s restricts to a homeomorphism. Then choose ξ ∈ C c (E 1 ) such that supp ξ ⊂ U and ξ is identically 1 on a smaller neighborhood W of e. Then (Φξ)(s(e)) = ξ(e) χ e for all e ∈ U, so for all e ∈ W we have γ(e) = χ e = (Φξ)(s(e)), which is continuous in e because Φξ is a continuous section of H.
To see that γ is open onto its image, let N be an open neighborhood of e 0 in E 1 , and if necessary shrink N so that s maps N homeomorphically onto an open set in V . Put W = γ(N). Then on W the inverse of γ is given by
where τ : s(N) → N is the inverse of the homeomorphism
and p : H → V is the bundle projection. Since both p and τ are continuous, we see that
is open, and the Claim is verified. For each v ∈ V , clearly
is an orthonormal bases of the fibre
Conversely, suppose that we have a continuous choice E of orthonormal bases for H. Let s = p| E , which is a local homeomorphism by hypothesis. We will construct an isomorphism Ψ : X(E, s) → X of Hilbert A-modules. For ξ ∈ X(E, s) define a section Ψξ of the Hilbert bundle H by
where as above
so Ψξ ∈ Γ 0 (H). Clearly Ψ : X(E, s) → Γ 0 (H) is linear. We show that it preserves inner products: for ξ, η ∈ X(E, s) and v ∈ V we have
ξ(e)e, η(e)e = e∈s −1 (v) ξ(e)η(e)
It follows that Ψ preserves the right A-module structures. It now remains to show that Ψ is surjective, and for this it suffices to show that the set Ψ(X(E, s)) of sections is a C 0 (V )-submodule that is total in each fibre: the first holds since Ψ preserves the right A-module structures, and for the second we see that for each v ∈ V we have
because it contains E v , since we can take ξ ∈ X(E, s) that is 1 at any given e ∈ E v and is 0 at all other e ′ ∈ s −1 (v).
Now we incorporate the left A-module structure.
Given an A-correspondence X, we know from the above that, at least as far as the Hilbert A-module structure goes, we can assume that X = Γ 0 (H) for a continuous Hilbert bundle p : H → V , and then for each v ∈ V , since φ(A) acts on X by right A-module maps, there is a representation π v of A on the fibre H v such that
Corollary 6.5. Let p : H → V be a continuous Hilbert bundle, let X = Γ 0 (H) be the associated Hilbert A-module, and suppose that φ : A → L(X) is a nondegenerate homomorphism. Then the A-correspondence X is isomorphic to X(E) for some topological graph E if and only if H has a continuous choice E of orthonormal bases such that for each
Proof. First assume that X = X(E) for a topological graph E = (E 1 , V, r, s). Then as in Theorem 6.4 we can take E = γ(E 1 ) as our continuous choice of orthonormal bases. For each f ∈ A, v ∈ V , and e ∈ E v we have
so γ(e) is an eigenvector of π v (f ). Thus the orthonormal basis E v of H v diagonalizes the representation π v .
Conversely, suppose that we have a continuous choice E of orthonormal bases for H such that E v diagonalizes π v for every v ∈ V . By Theorem 6.4 we may assume that X = X(E 1 , s) for a local homeomorphism s : E 1 → V , and that E = { χ e : e ∈ E 1 }. Our hypothesis then says that for each e ∈ E 1 , χ e is a common eigenvector for the operators {π v (f ) : f ∈ A}, and hence by restriction we have a 1-dimensional representation of A on the subspace C χ e ; therefore there is a unique r(e) ∈ V such that
We must show two things: (i) r : E 1 → V is continuous, so that E := (E 1 , V, r, s) is a topological graph, and (ii) for f ∈ A, ξ ∈ X, and e ∈ E 1 we have φ(f )ξ (e) = f (r(e))ξ(e).
For (1) , let e 0 ∈ E 1 , and choose ξ ∈ C c (E 1 ) ⊂ X that is identically 1 on a neighborhood U of e 0 . It suffices to show that for all f ∈ A the function e → f (r(e)) is continuous at e 0 . But for e ∈ U we have f (r(e)) = f (r(e))ξ(e) = φ(f )ξ (e), and the function φ(f )ξ is continuous.
For (2), let v = s(e), and note that
ξ(e)f (r(e)) χ e , and that
In order to introduce our obstruction to an A-correspondence coming from a topological graph, we specialize to the case of 1-dimensional fibres. As above, we separate into two steps, starting with Hilbert modules.
Corollary 6.6. Let X be a Hilbert A-module whose associated Hilbert bundle p : H → V has 1-dimensional fibres. Then X is isomorphic to X(E 1 , s) for some local homeomorphism s : E 1 → V if and only if H is trivial. Proof. First assume that H is trivial. Then after applying a Hilbertbundle isomorphism (equivalently, a Hilbert module isomorphism), we may assume that H is a product bundle H × V , with bundle projection equal to the coordinate projection onto the second factor. Let B be an orthonormal basis of the Hilbert space H. Then it is routine to verify that E := B × V is a continuous choice of orthonormal bases for the product bundle. Thus X ∼ = X(E 1 , s) for some local homeomorphism s : E 1 → V . For the converse, it suffices to show that if X = X(E 1 , s) for some local homeomorphism, and if the associated Hilbert bundle p : H → V has 1-dimensional fibres, then H is trivial. Define γ : E 1 → H as before, and let E = γ(E 1 ) be the corresponding continuous choice of orthonormal bases. For each v ∈ V the intersection E v = E ∩ H v is an orthonormal basis for the fibre H v = ℓ 2 (s −1 (v)). Since H v is 1-dimensional, the cardinality of s −1 (v) is 1. Thus the local homeomorphism s : E 1 → V is in fact bijective, and hence is a homeomorphism of E 1 onto V . Thus, replacing the local homeomorphism s : E 1 → V by the isomorphic (in an obvious sense) one id : V → V , the Hilbert bundle H is isomorphic to C × V , and is therefore trivial.
Note that the first part of the above proof did not depend upon the 1-dimensionality hypothesis.
We can immediately parlay Corollary 6.6 to a result involving correspondences:
Corollary 6.7. Let X be an A-correspondence whose associated Hilbert bundle p : H → V has 1-dimensional fibres. Then X is isomorphic to X(E) for some topological graph E if and only if H is trivial. Proof. First assume that H is trivial. As in the above proof, we can find a continuous choice E of orthonormal bases for H. We only need to show that for each v ∈ V the associated representation
The converse follows immediately from Corollary 6.6.
We will show below in Corollary 6.8 that Corollary 6.7 applies in particular to imprimitivity bimodules over A, and then we can make a connection with the Picard group of A.
We use the convention that A-imprimitivity bimodules are complete 2 , so that such an imprimitivity bimodule X is an Acorrespondence such that the homomorphism φ : A → L(X) associated to the left-module action is in fact an isomorphism onto K(X). By [12, Corollary 3.33] , every A-imprimitivity bimodule X induces a homeomorphism of V , called the Rieffel homeomorphism.
The Picard group of A, denoted Pic A, is the group of isomorphism classes of A-imprimitivity bimodules with group operation balanced tensor product over A. The identity element of Pic A is the class of the trivial A-imprimitivity bimodule, namely A itself with operations f · g = f g, f, g A = f g, and A f, g = f g.
We call the element of Pic A determined by an A-imprimitivity bimodule X the Picard invariant of X. By [2, Proposition 3.1] (slightly modified, to turn an antihomomorphism into a homomorphism), the group Aut A of automorphisms embeds as a subgroup of Pic A. More precisely, our convention differs from that of [2] : if α ∈ Aut A, we define the associated imprimitivity bimodule of A to be X = A with operations defined for ξ, η ∈ X and a ∈ A by • ξ · a = ξa;
• ξ, η A = ξ * η; • a · ξ = α(a)ξ; • A ξ, η = α −1 (ξη * ).
Corollary 6.8. Let X be an A-imprimitivity bimodule. Then X is isomorphic to X(E) for some topological graph E if and only if the Picard invariant of X is an automorphism.
Proof. First we show that, because the A-correspondence X is in fact an imprimitivity bimodule, it follows that the associated Hilbert bundle p : H → V has 1-dimensional fibres. For v ∈ V , recall our notation J v = {f ∈ A : f (v) = 0}. Let I v = span{ A X, X · J v } be the ideal of A that is induced by the imprimitivity bimodule X. Then by, e.g., [12, Lemma 5.12] , the quotient H v = X/(X · J v ) is an (A/I v ) − (A/J v ) imprimitivity bimodule. Since the ideal J v is maximal, so is I v , by the properties of the Rieffel correspondence, and so H v is a C-imprimitivity bimodule, and hence, again by the properties of the Rieffel correspondence, must be 1-dimensional. Now assume that X = X(E) for a topological graph E. Thus by Corollary 6.6 we can assume that the associated Hilbert bundle p : H → V is trivial, and consequently that as a Hilbert A-module X is isomorphic to A with operations coming from the multiplication and involution of A. But every A-imprimitivity bimodule in which the Hilbert module structure is given by A with the standard operations has left module structure given by an automorphism, because in any event the left module structure is given by a homomorphism ϕ : A → L(A) = M(A) that is, by the properties of imprimitivity bimodules, actually an isomorphism onto K(A) = A, namely an automorphism of A.
Conversely, assume that the Picard invariant of X is an automorphism. It follows from the constructions that the associated Hilbert bundle H is trivial. The result now follows from Corollary 6.7.
Remark 6.9. Let X be an A-imprimitivity bimodule, and let p : H → V be the associated continuous Hilbert bundle. Assume that X is symmetric (borrowing terminology from [1] ) in the sense that a·ξ = ξ ·a for all a ∈ A and ξ ∈ X. Since H has one-dimensional fibres, H is a complex line bundle (i.e., it is locally trivial, by [3, Section 10, Remarque]). Vasselli shows in [15, Proposition 4.3] that, at least when V is compact, the C * -algebra O X is commutative, with spectrum the sphere bundle of H.
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