Abstract-For small-scale Unmanned Aerial Vehicles (UAV) to operate indoor, in urban canyons or other scenarios where signals from global navigation satellite systems are denied or impaired, alternative estimation and control strategies must be applied. In this paper a system is proposed that estimates the self-motion and wind velocity by fusing information from airspeed sensors, an inertial measurement unit (IMU) and a monocular camera. Such estimates can be used in control systems for managing wind disturbances or chemical plumebased tracking strategies. Simulation results indicate that while the inertial dead-reckoning process is subject to drift, the system is capable of separating the self-motion and wind velocity from the airspeed information.
I. INTRODUCTION
The control system of a small-scale UAV requires information of its self-motion as well as of the changing external conditions. When operating in GPS-denied or impaired environments, such as indoor or urban canyons, the UAV has to rely on dead-reckoning systems and/or natural landmarks. Furthermore, changing external conditions may include wind disturbances which affect the performance of autonomous flight control and efficiency of path planning and following [1] , [2] .
Biological autonomous control systems, in e.g. flying insects, are capable of navigating without absolute position estimates in a fixed Euclidean space nor relying on preinstalled infrastructure but on visual, inertial and other sensors that provide information about their self-motion. In addition, they are capable of finding sources that emit chemical plumes through the air, using the direction of the wind [3] . Such control strategies for small-scale UAVs, cf. [4] - [6] , may find useful applications for tracking chemical leaks, fires and other detectable sources.
From a control point of view it is of interest to estimate both the self-motion of the UAV and the direction and speed of the wind. A set of three orthogonal anemometers measure the speed of the air that flows past them in the sensor coordinate frame {a}, which is the difference d a = v a − w a ∈ R 3 between the velocity of the UAV and the wind. The estimation problem consists of separating these two signals and resolving them in some common navigation frame {n} by fusing information from other sensors, exemplified in Figure 1 . The design considerations for placing anemometers on different UAV:s are not dealt with here.
An inertial measurement unit provides estimates of v n which rapidly deteriorate through double integration of sen- sor noise and thus is insufficient. In [7] , a system using a downward-directed monocular camera is proposed and tested in simulations. The images are assumed to be processed by an optical flow algorithm proposed by [8] , [9] , which extracts an estimated direction vector. The sensor fusion is formulated in a deterministic signal model and solved by a LeastSquares polynomial approximation. The method, however, assumes that the UAV operates parallel over a level ground or a ground modeled by tesselated planes with smoothly varying height. Its robustness and drift properties remain to be explored.
In this paper, assumptions of the geometric structure of the scene are relaxed, exploiting only natural, static points that are detectable using common feature point extraction algorithms [10] - [12] . The proposed system uses a low-cost IMU and forward-directed monocular camera for a visual memory that imposes stochastic, geometric constraints on the estimation problem. Hence given air speed measurements, noisy inertial signals and extracted visual feature points, the estimation of v n and w n is accomplished by exploiting pairwise epipolar constraints between a current and past image [13] . The method exhibits a certain degree of robustness to feature point mismatches.
Since the system navigates in a horizontal plane perpendicular to the gravitation field, the heading angle error is unobservable and hence subject to slow drift due to integration of gyroscope errors, but is still capable of separating the self-motion and wind velocity from the airspeed data as is indicated in a simulation study below.
II. PROCESS MODEL
The wind and the UAVs navigation states are modeled as a discrete-time process running at the sample rate of the inertial sensors, which provide high-rate measures of the specific force and angular rate, in the order of 100 Hz, in an inertial frame {b}, here aligned with {a} for simplicity. 
A. Wind velocity
Rather than taking the perilous path of constructing a local model of the wind field, which is notoriously hard to track [14] , a simple, first-order vector-autoregressive (AR) model is adopted, w
with a process noise covariance matrix Ξ k . For simplicity, Φ k ≡ I 3 and Ξ k is updated adaptively, as described below.
B. Navigation error states
The Inertial Navigation System (INS) mechanization equations provide estimates of the position p n , velocity v n and attitude θ of the system given input signals from the accelerometersf b and gyroscopesω b . However, the solution rapidly deteriorates due to the integration and propagation of sensor noise in low-cost IMUs. In addition, a model of the self-motion of the UAV would have to incorporate effects of the wind on the system. These two facts motivate modeling the errors of the INS solution, rather than (p n , v n , θ), and estimating them for periodic corrections. The errors during a short period of time can be modeled in a linear fashion,
where dt is the sample period,R b n,k is the current estimate of the attitude in rotation matrix form,
is the skew-symmetrix matrix representation of a vector in the cross-product operation, η is stochastic zero-mean, temporally white noise arising from the sensors, and (δf b , δω b ) are slow-varying accelerometer and gyroscope sensor biases modeled as,
respectively. The navigation error states can be written compactly in the linear model,
where augmented noise covariance matrix Σ is determined by the second-order statistical properties of the sensor noise. 
C. Visual memory states
The current camera position in {n} is ρ = p n + R 
Once recorded, a past view i has no dynamics, therefore its error process model is simply δρ
k . As time progresses the visual overlap and correlation between a past view and the current view grow weaker. Hence, for purposes of tractability it is motivated to maintain a limited buffer of P past views, by continuously removing the oldest view states, which effectively constitutes a short-term visual memory that imposes multiple geometric constraints on the estimation problem. The error states are stacked into a single vector δρ ∈ R 3P .
III. MEASUREMENT MODEL
The states in the process models are correlated through measurements of the air speed, d
a , and a set of visual epipolar points,ȳ, as illustrated in Figure 2 .
A. Anemometers
The three-axis wind speed sensors measure the velocity relative to the surrounding air, which can be written in terms of the INS error and wind states,
where C(·) is a rotation matrix, R a b is the rotation matrix from frame {b} to {a},v n k is the current INS estimate of the velocity, and ν d is the quantization noise with a covariance matrix Υ = Each pair of matches (π j ,π i j ) generates a line and ideally all of them intersect at the epipolar point y (i) ∈ R 2 on the image plane. By the construction of parallel image planes the epipole is the projection of the translation vector ∆p (i) ∈ R 3 between current and past view i. However, due to a host of error sources in the inertial and visual sensors the actual lines intersect pairwise at various points c j . The epipole is estimated as the weighted average,
The measurement noise is modeled as an additive zero-mean term, ν
y with a covariance matrix approximated by
which takes into account the spread of the intersections. The weights w l can be set as a measure of the reliability of the intersection c l , e.g. using distance between the points that generate the lines. The covariance approximation builds in a certain degree of robustness to feature point mismatches and outliers. See [13] for a more detailed description of the epipolar measurement process.
Projecting the epipole on the image plane using a pinhole camera model yields the relation,
whereĀ ∈ R 2×3 is a truncated camera calibration matrix, ν y is measurement noise and the translation vector between view i and the current view expressed in {c} is given by
The epipole can only be measured in motion which is not parallel to the image plane, and provides no information of the motion component colinear to ∆p (i) . Stacking computed epipoles and the corresponding pose error states as vectorsȳ = vec([y (1) · · · y (P ) ]) and δρ = vec([δρ (1) · · · δρ (P ) ]), respectively, yields the compact measurement equation, in terms of the error states,
where the stacked noise vector νȳ ,k has a block diagonal covariance matrix, using the direct sum
IV. STATE ESTIMATION
The overall estimation framework fuses the information of the sensors as illustrated in Figure 3 . Combining all states into a single vector
⊤ , the joint process model can be written as,
where
is the joint process noise vector with covariance matrix Q k Ξ k ⊕ Σ. This sparse structure can be exploited in fast implementations of the signal processor described below.
The combined measurement equation of (6) and (7) is
Depending on what sensor data is available at time instant k, h k (·) is the concatenation of σ k (·) and φ k (·), the noise ν k of ν d,k and νȳ ,k , and the covariance matrix R k of Π k and Υ.
Together (10) and (11) form a state space model with a linear and sparse process model and a nonlinear measurement model. The estimator is restricted to be recursive and linear in the observations. Using the Mean Square Error criterion, the proposed estimator is a hybrid Sigma-Point Kalman filter, with a linear and efficient time update and a measurement update which approximates first and second-order statistics using the Sigma-Point transformation [15] , [16] . The entire estimation procedure is summarized in Algorithm 1. Decimation of view error states in the error covariance matrix S k is done by simply removing its corresponding entries. Augmentation of a new view error state is done by
In practice the filter is implemented in square-root form which offers numerical stability [17] , [18] .
The covariance matrix of the wind process noise is adaptively updated using a sliding window of estimated innovations,
is the difference between filtered and predicted wind estimates. Hence if predictions deteriorate over time, the uncertainty captured by Ξ l increases.
V. SIMULATIONS
The estimator is tested using simulations, which facilitate comparisons with generated reference wind signals. Compute epipoles y (i) and Π k using {(πj ,π i j )}j 8: end if 9: if {y
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A. Wind generation
The wind was generated according to the vector-AR(L) process, Here the number of states were set to |A| = 4 and the maximum lag L = 3. The parameters for the x and y- dimensions were set by fitting their values to different, short segments of wind data recorded with a two-axis anemometer at 60 Hz, using the covariance method [19] . On the basis of the fact that at low altitudes wind flows in the z-dimension are small, the parameters were set to small and arbitrary values. The state transition probability was set to λ p = 6 × 10 −4 for a wind process sampled at 50 Hz. An example is given in Figure 4 .
B. Trajectory and signals
A user-defined trajectory is set in frame {n}, as illustrated in Figure 5 with an average speed of 1 m/s, i.e. of the same order as the wind. Trajectories were chosen to include turns; if the camera moves head along a linear path the epipolar measurements provide no information about the velocity along this dimension, which becomes unobservable and its estimate diverges. The attitude, and hence angular rate, of the UAV is determined by a simple model which aligns it to the velocity vector. Continuous acceleration is ensured using cubic spline interpolation to yield ideal IMU signals sampled at 100 Hz. Biases and stochastic noise are added as constants and additive white Gaussian noise processes for each sample, with parameters given in Table II is simulated using the pinhole camera model. Visible feature points in {n} are projected on the image plane at a rate of 10 Hz and rounded to integers as coordinates on a grid of 752 × 480 pixels. The origins of the camera and inertial frames were offset by 5 × 10 −2 m. The camera calibration matrix containing the intrinsic camera parameters with focal length f = 5×10 −3 m and pixel width ∆ x = ∆ y = 6×10 −6 m. The output from the air speed sensors were computed according to the model, with quantization step size ∆ quant = 0.1 m/s.
C. Estimation setup
In relative navigation the initial position and heading estimates are correct by definition, but the roll φ and pitch θ estimates contain errors. The standard deviations in the filter were set to 1
• . The maximum length of the view buffer was set to P max = 10 frames, corresponding to a visual memory of 1 second and the window size used for Ξ k was W = 30. The weights in the Sigma-Point filter are set as w Since image processing is prone to outliers the system must mitigate such effects. The weights {w j } used for computing the epipole are set according to a threshold on the minimum distance between the points that generate the pair j of intersecting lines γ j min ||π k −π i k || 2 , ||π l −π i l || 2 . For γ j < 10 pixels the weights are set to zero and the remaining ones are equal and sum up to unity. In addition unreliable intersections are rejected completely by rejecting pairs of lines with slopes that differ by less than 30%.
D. Results
The estimation errors are evaluated in 100 Monte Carlo simulations, each generating a realization of the IMU sensor noise processes, for the 66 second trajectory and wind process. The results are shown in Figures 6 and 7 , where the average values are given in colored lines and estimated Root Mean Square Error (RMSE) bounds in dashed lines. Figure 8 shows the same statistics overlayed but in an alternative parametrization of the vectors w n and v n in terms of magnitude, and pitch and heading angles. The 3σ-levels, extracted from the filter's error covariance matrix, in dotted blue lines can be understood as a representation of the uncertainty of the filter.
The oscillating velocity errors along the x-and ydimensions during the trajectory are a consequence of the unobservability of heading errors in inertial dead-reckoning in the horizontal plane perpendicular to the gravitation field. The effect is visible in Figure 8 , where the vector norms and pitch angles are consistently tracked during the time period but the heading angles are equally biased for both estimates. This is further illustrated in Figure 9 , where ψ drifts and the Sigma-Point approximation used by the signal processor is able to capture the second-order error statistics of roll and pitch but not heading. In other words, the estimates of the velocity of the UAV and the wind are subject to the same slow-drifting heading error, but the filter is capable of separating them equally in the airspeed data. For comparison with the 8 second trajectory simulated in [7] , Table III is included which shows the estimated RMSE over the entire trajectory and the results are of the same order of magnitude.
VI. CONCLUSIONS
We have presented a self-motion and wind velocity estimation procedure for small-scale UAVs, which fuses visual and inertial information with airspeed information. While the system is subject to the inherent limitations of inertial deadreckoning, which causes the heading to drift, it is capable of separating the estimates equally in the airspeed data. If absolute heading is crucial, a magnetometer can be integrated. The system can find applications in various control strategies operating in scenarios with wind disturbances, for tracking chemical plumes, and areas where global satellite navigation systems cannot be used.
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