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Abstract
In this work, we generalize the direct policy search algorithms to an algorithm
we call Direct Environment Search with (projected stochastic) Gradient Ascent
(DESGA). The latter can be used to jointly learn a reinforcement learning (RL)
environment and a policy with maximal expected return over a joint hypothesis
space of environments and policies. We illustrate the performance of DESGA on
two benchmarks. First, we consider a parametrized space of Mass-Spring-Damper
(MSD) environments. Then, we use our algorithm for optimizing the size of the
components and the operation of a small-scale and autonomous energy system, i.e.
a solar off-grid microgrid, composed of photovoltaic panels, batteries, etc. The
results highlight the excellent performances of the DESGA algorithm.
1 Introduction
In reinforcement learning (RL), an active decision-making agent attempts to learn a policy in order to
maximize its value function, through interaction with its environment. During this interaction, the
agent collects experience, that is used to improve its performance over time. The goal of the agent is
defined by the reward signal collected after each interaction with the environment.
In this paper, we extend the standard RL framework by considering that, in addition to the policy, the
environment (transition dynamics and reward signal) is parametrized. The objective of our approach is
to jointly optimize the environment and the policy parameters in order to maximize the total expected
rewards received. This type of problem is encountered in many fields where one has to design a system
which has to be controlled afterwards. By way of example, we can mention the combined design and
control of a robotic arm for achieving a specific goal [Castejón et al., 2010, Ajwad et al., 2018] or the
sizing and the operation of a microgrid to minimize electricity costs [François-Lavet et al., 2016]. For
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the optimization, we propose an algorithm that generalizes the direct policy search algorithms to an
algorithm we call Direct Environment Search with (projected stochastic) Gradient Ascent (DESGA).
This algorithm optimizes the different parameters by performing stochastic gradient ascent updates
that are projected at every iteration on the feasible set of parameters.
Direct policy search techniques, extensively used in RL, parametrize the policy, and navigate
in the space of candidate policies towards an optimal one by processing the information con-
tained in trajectories that are generated throughout the optimization process. Typically, two main
classes of direct policy search techniques can be distinguished, namely gradient-free and gradient-
based methods. The first class uses derivative-free optimisation techniques, e.g. the covariance
matrix adaptation (CMA) [Hansen and Ostermeier, 1996] and the cross-entropy method (CEM)
[Szita and Lörincz, 2006, Bus¸oniu et al., 2011]. The latter class of methods moves from one point to
the next, in the space of candidate policies, through the reconstruction of a gradient of the objective
from information contained in trajectories.
Derivative-free methods are known to scale unfavourably with the number of policy parameters and
do not perform well on large-scale problems [Schulman et al., 2015]. Gradient descent (or ascent)
methods have been very successful at learning function approximators for supervised learning tasks
with a large number of parameters [Kingma and Ba, 2014]. Gradient-based direct policy search
methods extend their success to reinforcement learning and allow for efficient training of complex and
powerful policies. The first gradient-based direct policy search technique, called the REINFORCE
algorithm [Williams, 1992], has served as a basis for developing our DESGA algorithm.
The rest of the paper is organized as follows. In Section 2, we present the theoretical background
and the problem statement of optimizing over the joint environment and policy parameter space. In
Section 3, the proposed methodology as well as the algorithmic implementation for direct environment
search with gradient ascent (DESGA) are described. The experimental protocol for the evaluation of
the proposed algorithm and the results are demonstrated in Section 4. Finally, the conclusions and
certain considerations for further work are discussed in Section 5.
2 Theoretical background and problem statement
In this section, we provide a generic formulation for the optimal control problem of a discrete-time
dynamical system with a finite-time optimization horizon. Then, we introduce a parametrization
of both the dynamical system and the policy spaces. Subsequently, we formulate the problem of
jointly optimizing the vector of parameters of the dynamical system and the policy with the goal to
maximize the total expected rewards.
2.1 Discrete-time dynamical systems
Let us consider a discrete-time and time-invariant dynamical system defined as follows
[Bertsekas, 2005]. Let T ∈ N be the optimization horizon referring to the number of decisions
to be taken in the control process. The system is defined by a state space S, an action space A,
a disturbance space Ξ, a transition function f : S × A × Ξ → S, a bounded reward function
ρ : S × A × Ξ → R ⊂ R and a conditional probability distribution Pξ giving the probability
P (ξt|st, at) of drawing a disturbance ξt ∈ Ξ when taking an action at ∈ A while being in a state
st ∈ S. A probability measure P0 yields the probability P0(s0) of each state s0 ∈ S to be the initial
state. At time t ∈ {0, 1, . . . , T − 1}, the system moves from state st ∈ S to state st+1 ∈ S under the
effect of an action at ∈ A and a random disturbance ξt ∈ Ξ, drawn with probability Pξ(ξt|st, at),
according the transition function f :
st+1 = f(st, at, ξt) . (1)
After each transition, a reward signal rt is collected from the reward function according to rt =
ρ(st, at, ξt) with |rt| ≤ rmax. The different elements of this optimal control problem are gathered in
a tuple (S,A,Ξ, P0, f, ρ, Pξ, T ) referred to as the environment.1
We define a closed-loop policy pi ∈ Π as a function associating a probability distribution with support
A to current state st of the system at a decision stage t = 0, . . . , T − 1. Applying the policy to the
1Let us note that from the environment (S,A,Ξ, P0, f, ρ, Pξ, T ), we can define an equivalent Markov
Decision Process (MDP) with horizon T , state space S, action space A, initial probability distribution P0,
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dynamical system consists in sampling an action at with probability pi(at|st, t) at each time t. A
trajectory τ = (s0, a0, ξ0, a1, ξ1, . . . aT−1, ξT−1) contains the information collected from executing
policy pi over the horizon T . The cumulative reward R(τ) over trajectory τ can be computed as:
R(τ) =
T−1∑
t=0
rt , (4)
where rt = ρ(st, at, ξt) and st+1 = f(st, at, ξt). The expected cumulative reward associated to a
policy pi, and to an initial state s0 ∈ S, is called the return of the policy and is given by:
V pi(s0) = E
at∼pi(·|st,t),ξt∼Pξ(·|st,at)
{
T−1∑
t=0
rt} . (5)
An optimal policy pi∗ ∈ Π is a policy, that maximizes the expected cumulative reward collected for
every initial state and is defined as:
pi∗ ∈ argmax
pi∈Π
V pi(s) ,∀s ∈ S . (6)
2.2 Problem statement: optimizing over a set of environments
We consider the environment (S,A,Ξ, P0, fψ, ρψ, Pξ, T ), as defined in Section 2.1, with continuous
state space S ⊂ RdS , action space A ⊂ RdA , disturbance space Ξ ⊂ RdΞ , distribution P0 over the
initial states and horizon T ; where dS , dA, dΞ ∈ N. The state, action and disturbance spaces are
assumed to be compact. The transition and reward functions are two parametric functions fψ and ρψ ,
parametrized by the vector ψ defined over the compact Ψ ⊂ RdΨ , with dΨ ∈ N. Both functions are
assumed continuously differentiable with respect to their parameters and to the state space for every
action in A and every disturbance in Ξ. Additionally, we consider the parametric function piθ to be a
policy parametrized by the real vector θ in the compact Θ ⊂ RdΘ , with dΘ ∈ N, and continuously
differentiable with respect to its parameters Θ and to its domain S for every action in A and for every
time t. We want to identify a pair of parameter vectors (ψ, θ) such that the policy piθ maximizes the
expected return, on expectation over the initial states, in the environment (S,A,Ξ, P0, fψ, ρψ, Pξ, T ).
We thus want to solve the following optimization problem:
ψ∗, θ∗ ∈ argmax
ψ∈Ψ,θ∈Θ
V (ψ, θ) (7)
V (ψ, θ) = E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{
T−1∑
t=0
rt} (8)
st+1 = fψ(st, at, ξt) (9)
rt = ρψ(st, at, ξt) . (10)
3 Direct environment search with gradient ascent
In this section, we address the problem defined in Section 2.2. First, we show in Section 3.1 that the
expected cumulative reward is differentiable with respect to the parameters of the system and the
policy if the different parametric functions and the disturbance probability function are continuously
differentiable. In such a context, we derive an analytical expression of the gradient. The results
are also extended for discrete action and disturbance spaces. We also derive the expression of an
unbiased estimator of the gradient from the differentiation of a loss function built from Monte-Carlo
simulations. In Section 3.2, we present our Direct Environment Search with (projected stochastic)
Gradient Ascent (DESGA) algorithm that uses a projected stochastic gradient ascent for optimizing
both the parameters of the environment and the policy.
reward probability distribution r and transition probability distribution p such that:
r(rt|st, at) = E
ξt∼Pξ(·|st,at)
{δρ(st,at,ξt)(rt)} , ∀st,∈ S, at ∈ A, rt ∈ R (2)
p(st+1|st, at) = E
ξt∼Pξ(·|st,at)
{δf(st,at,ξt)(st+1)} , ∀st, st+1 ∈ S, at ∈ A , (3)
where δy(x) is a function returning one if and only if x equals y and zero otherwise.
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3.1 Gradient for learning optimal environments
In Theorem 1, we first prove the differentiability of the expected cumulative reward with respect to
the policy and the environment parameters, assuming the functions composing the environment and
the policy are continuously differentiable. We then extend these results in a straightforward way to
the case whereA and/or Ξ are discrete in Corollary 1. Corollaries 2 and 3 finally give the expressions
of the gradients.
Theorem 1. Let (S,A,Ξ, P0, fψ, ρψ, Pξ, T ) and piθ be an environment and a policy as defined in
Section 2.2. Additionally, let the functions fψ, ρψ and Pξ be continuously differentiable over their
domain of definition. Let V (ψ, θ) be the expected cumulative reward of policy piθ, averaged over the
initial states, for all (ψ, θ) ∈ Ψ×Θ, as defined in Eqn. (8).
Then, the function V exists, is bounded, and is continuously differentiable in the interior of Ψ×Θ.
Corollary 1. The function V , as defined in Theorem 1, exists, is bounded, and is continuously
differentiable in the interior of Ψ×Θ if A and/or Ξ are discrete.
Corollary 2. The gradient of the function V defined in Eqn. (8) with respect to the parameter
vector ψ is such that:
∇ψV (ψ, θ) = E
s0∼P0(·)
at∼piθ(·|s,t)
ξt∼Pξ(·|st,at)
{( T−1∑
t=0
(∇s log piθ(at|s, t)|s=st +∇s logPξ(ξt|s, at)|s=st) · ∇ψst)
×
( T−1∑
t=0
rt
)
+
( T−1∑
t=0
∇ψρψ(s, at, ξt)|s=st +∇sρψ(s, at, ξt)|s=st · ∇ψst
}
, (11)
where:
∇ψst = (∇sfψ)(s, at−1, ξt−1)|s=st−1 · ∇ψst−1 + (∇ψfψ)(s, at−1, ξt−1)|s=st−1 , (12)
with∇ψs0 = 0.
Corollary 3. The gradient of the function V , defined in Eqn. (8), with respect to the parameter
vector θ is given by:
∇θV (ψ, θ) = E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{(
T−1∑
t=0
∇θ log piθ(at|st, t))(
T−1∑
t=0
rt)} . (13)
Definition 1. Let (S,A,Ξ, P0, f, ρ, Pξ, T ) and pi be an environment and a policy, respectively, as
defined in Section 2. We call a history h of the policy in the environment, the sequence:
h = (s0, a0, ξ0, r0, a1, ξ1, r1, . . . aT−1, ξT−1, rT−1) , (14)
where s0 is an initial state sampled from P0, and where, at time t, ξt is a disturbance sampled from
Pξ, at is an action sampled from pi, and rt is the reward observed.
For computing the gradients, our DESGA algorithm will exploit the following theorem that shows
that an unbiased estimate of the gradients can be obtained by evaluating the gradients of a loss
function computed from a set of histories. Automatic differentiation will later be used for computing
these gradients in our simulations.
Theorem 2. Let (S,A,Ξ, P0, fψ, ρψ, Pξ, T ) and piθ be an environment and a policy, respectively,
as defined in Section 2.2. Let V (ψ, θ) be the expected cumulative reward of policy piθ averaged
over the initial states, as defined in Eqn. (8). Let D = {hm|m = 0, . . . ,M − 1} be a set of M
histories sampled independently and identically from the policy piθ in the environment. Let L be a
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loss function such that, ∀(ψ, θ) ∈ Ψ×Θ:
L(ψ, θ) = − 1
M
M−1∑
m=0
( T−1∑
t=0
log piθ(a
m
t |smt , t) + logPξ(ξmt |smt , amt )
)
× ((T−1∑
t=0
rmt )−B
)
+
( T−1∑
t=0
ρψ(s
m
t , a
m
t , ξ
m
t )
))
, (15)
where B is a constant value called the baseline.
The gradients with respect to ψ and θ of the loss function are unbiased estimators of the gradients of
the function V as defined in Eqn. (8) with opposite directions, i.e. they are such that:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇ψL(ψ, θ)} = −∇ψV (ψ, θ) (16)
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θL(ψ, θ)} = −∇θV (ψ, θ) . (17)
Corollary 4. The gradient of the loss function, defined in Eqn. 15, with respect to θ corresponds
to the opposite of the update direction computed with the REINFORCE algorithm [Williams, 1992]
averaged over M simulations.
The proofs for the theorems and corollaries presented in this section are given in Appendix A.
3.2 Parameter optimization with projected stochastic gradient ascent
In the previous section, we have developed an analytical expression for the computation of the
gradients of the expected cumulative reward with respect to the parameters of the environment and of
the policy. In order to allow for the event where these parameters belong to a constrained set, our
DESGA algorithm will use the projected gradient ascent method [Cohen et al., 2016].
Gradient ascent is an optimization technique where the optimized variables are updated at each
iteration step k, by a fixed-size step that is proportional to the gradient of the objective function
with respect to these variables. The size of the update can be controlled by parameter α, called the
learning rate. In the problem defined by Eqn. (7), we aim to find a parameter vector x = (ψ, θ) ∈
X = Ψ×Θ ⊂ RdΨ+dΘ that maximizes the expected cumulative reward. Gradient ascent updates the
parameter vector xk at time k as:
xk+1 ← xk + α · ∇xV (xk) . (18)
The new point xk+1 computed by simple gradient ascent according to Eqn. (18), may not belong to
the constraint set X . In projected gradient ascent, we choose the point nearest to xk+1, according to
the Euclidean distance, that is located in the set X i.e., the projection of xk+1 onto the set X . The
projection ΠX of a point y onto a set X is defined as:
ΠX(y) = arg min
x∈X
1
2
‖ x− y ‖22 . (19)
Using projected gradient ascent, we first compute the update:
yk+1 ← xk + α · ∇xV (xk) , (20)
and then we project the new point yk+1 into the feasible set X , according to:
xk+1 ← ΠX(yk+1) . (21)
The projected gradient descent (or ascent) shares the same convergence rate and guarantees as the
unconstrained case, under specific conditions on the smoothness and the convexity of the objective
function [Cohen et al., 2016]. However, the computational cost of the projection operation depends
on the characteristics of the constrained space X . Let us also remark that, in practice, we assume the
gradients to exist on the boundary of Ψ × Θ. If this assumption does not hold, we can consider a
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compact subset K of the interior of Ψ×Θ such that Theorem 1 ensures the existence of the gradients
on K.
The DESGA algorithm will update the vector of parameters ψ and θ according to Eqns. (20) and
(21). In practice, the gradients are approximated using Theorem 2, such that projected stochastic
gradient ascent is performed. Furthermore, we choose as the baseline the expected cumulative
reward approximated by averaging the observed cumulative reward over the M histories hm used for
computing the loss function:
B =
1
M
M−1∑
m=0
T−1∑
t=0
rmt . (22)
The execution of projected stochastic gradient ascent algorithm for optimizing the objective in Eqn.
(7) is fully detailed in Algorithm 1 in Appendix B.
4 Experiments
In this section, we first introduce the methodology used for assessing the performance of DESGA.
Afterwards, we test the DESGA algorithm on two benchmarks, the Mass-Spring-Damper (MSD)
environment and one related to the design of a solar off-grid microgrid. Both environments are fully
described in Appendices C and D. 2
4.1 Methodology
When running the DESGA algorithm on a test problem, we will report the following results. First,
at every iteration k of the algorithm we will compute the expected return of the policy on the
environment for the current pair of parameter vectors (θk, ψk), that is V (ψk, θk). This value is
computed by running 100 Monte-Carlo simulations. Since the DESGA algorithm is stochastic, we
will actually report the average of this value obtained over 20 runs (random seeds) of the algorithm.
The standard deviation over the 20 runs of the algorithm will also be reported.
For every problem we will also compare the performance of DESGA with an algorithm based on a
discretization Ψd of the environment’s hypothesis space Ψ. This algorithm will run the REINFORCE
algorithm for every value of ψd ∈ Ψd and compute the expected return of the policy obtained
using 100 Monte-Carlo simulations. The process will be repeated five times to estimate the average
expected return that could be obtained by a policy learned by the REINFORCE algorithm for each
ψd.
4.2 Mass-Spring-Damper environment
We consider here the MSD environment (S,A,Ξ, P0, fψ, ρψ, Pξ, T ) described in detail in Appendix
C.
Hypothesis spaces. The environment is parametrized by the real vector ψ = (ω, ζ, φ0, φ1, φ2) ∈
Ψ = [0.1, 1.5]× [0.1, 1.5]× [−2, 2]× [−2, 2]× [−2, 2] ⊂ R5. We will constrain the hypothesis space
for the policies to time-invariant policies, meaning piθ(a|s, t) = piθ(a|s, t′), ∀a ∈ A,∀s ∈ S,∀t, t′ ∈
{0, . . . , T − 1}. Any of these policies is a multi-layer perceptron (MLP) with two inputs (one for
each value of the state vector s), and with one hidden layer of 128 neurons with hyperbolic tangent
activation functions. The MLP has five output neurons (|A| = 5) from which a probability distribution
over A will be inferred using a softmax function. All the possible values for the parameters of the
MLP define the policy’s hypothesis space Θ.
Parameters of the DESGA algorithm. The gradients are evaluated applying automatic differenti-
ation on the loss function defined in Eqn. (15). Furthermore, the Adam algorithm is used for updating
(ψ, θ). It is a variant on the vanilla stochastic gradient ascent given in Algorithm 1 which has proven
to perform well on highly non-convex problems [Kingma and Ba, 2014]. The gradients are estimated
2The implementation of our algorithm and of the different benchmarks are provided in the following github
repository:
https://github.com/adrienBolland/Direct-Environment-Search-with-Gradient-Ascent
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on batches of M = 64 trajectories and the stepsize α of the Adam algorithm is chosen equal to 0.005.
We keep the default values for the other parameters of the Adam algorithm. Furthermore, the states
are z-normalized by an average vector corresponding to the equilibrium position (xeq, 0) targeted
by an optimal policy, as explained in Appendix C. The standard deviation of the scaling is chosen
equal to (0.005, 0.02), an approximation of the standard deviation vector of the states collected over
high-performing trajectories.
Performance of the DESGA algorithm. Figure 1a shows the evolution of the expected return,
estimated with 100 Monte-Carlo samples, averaged over 20 runs of the DESGA algorithm. The
standard deviation between the different runs is illustrated by the shaded area around the mean. As
we can see, the DESGA algorithm converges towards a maximal expected return almost equal to
100. We note that 100 is an upper-bound on the return that can only be reached if at each time-step
t, the position of the mass is at its equilibrium xeq. The standard deviation also strongly decreases
as the iterations go on. We discovered that by using time-variant policies, better results could not
be obtained for this problem. Furthermore, Fig 1b shows the average expected return of 5 policies
computed by the REINFORCE algorithm for each ψd ∈ Ψd = Ωd × Zd × {c0} × {c1} × {c2}
where Ωd = Zd = {0.1 + k · ∆|k = 1, . . . , 15} with ∆ = 0.082. We note that, c0, c1 and c2
correspond to an optimal triplet of values for φ1, φ2 and φ3, respectively, as described in Appendix
C. The highest average expected return of the policies occurs for (ω, ζ) = (0.5, 0.5). Finally, the
average expected return of the policies identified by the REINFORCE algorithm, for this value
of ψ = (0.5, 0.5, c0, c1, c2), was almost identical to the expected returns obtained by the policies
computed with the DESGA algorithm. We also note that the DESGA algorithm converged at every
run towards a ψ whose ω and ζ components were both equal to 0.5 and whose triplet (φ0, φ1, φ2)
was always optimal, but not necessarily equal to (c0, c1, c2).
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Figure 1: Assessment of DESGA. Left: the average value of V (θk, ψk) and its standard deviation over
20 executions of the DESGA algorithm as a function of the number of iterations k of the algorithm.
Right: the average expected return of five policies identified with the REINFORCE algorithm for
every element ψd ∈ Ψd.
4.3 Sizing and operation of a solar off-grid microgrid
In this section, we consider the solar off-grid microgrid environment (S,A,Ξ, P0, fψ, ρψ, Pξ, T )
presented in Appendix D.
Hypothesis spaces. The environment is parametrized by the real vector ψ = (SoC, PPV ) ∈
Ψ = [0, 200] × [0, 300]. We will constrain the hypothesis space for the policies to time-invariant
Gaussian policies, i.e. policies such that piθ(a|s, t) = N (a|µθ(s), σθ(s)), ∀a ∈ A,∀s ∈ S,∀t ∈
{0, . . . , T − 1} where µθ(s) and σθ(s) are the expectation and the standard deviation of the normal
distribution N in function of the state s and of the parameter vector θ, respectively. A MLP with
four inputs (one for each value of the state vector s), and with one hidden layer of 128 neurons with
hyperbolic tangent activation functions, outputs the two values µθ(s) and σθ(s). All the possible
values for the parameters of the MLP define the policy’s hypothesis space Θ.
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Parameters of the DESGA algorithm. The parameters related to the optimization process are the
same as those used for the MSD environment in Section 4.2. The states are z-normalized by the
average vector (100, 12, 6.31, 6.48) and by the standard deviation vector (50, 6, 8.9, 2). These values
represent the mean and the standard deviation of the state vector for a microgrid configuration where
ψ = (200, 300). The rewards collected are scaled linearly from the interval [−5000, 0] to the interval
[0, 1]. Moreover, the vector ψ is scaled from [0, 200] × [0, 300] to [0, 1] × [0, 1] in the interest of
keeping the optimization variables in a small range.
Performance of the DESGA algorithm. Similar to Section 4.2, Figure 2a presents the evolution
of the average expected (scaled) return collected in the solar off-grid microgrid environment, averaged
over 20 runs of the DESGA algorithm. As we can see, the DESGA algorithm converges towards a
maximal expected return that stands around a value of 100. We note that 120 is an upper bound on the
expected return that can only be reached if, during the entire horizon (T = 120), the instantaneous
reward takes the value one. The standard deviation also strongly decreases as the iterations go
on. Furthermore, Fig 2b shows the average expected return of five policies computed with the
REINFORCE algorithm at each point ψd ∈ Ψd = {0, 2, ..., 200} × {0, 3, ..., 300}, where Ψd is a
discrete subset of the hypothesis space Ψ that forms a mesh 100× 100. We also note that the DESGA
algorithm is converging at every run towards a value of ψ = (SoC, PPV ) = (114, 165), which
is very close to the value of ψd = (114, 166) that leads to the highest average expected return of
policies computed with the REINFORCE algorithm.
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Figure 2: Assessment of DESGA on the solar off-grid microgrid environment. Left: the average value
of V (θk, ψk) and its standard deviation over 20 executions of the DESGA algorithm as a function
of the number of iterations k of the algorithm. Right: the average expected return of five policies
identified with the REINFORCE algorithm for every element ψd ∈ Ψd. A magnified area of the
original graph is presented, where the maximum values are located.
5 Conclusions and Future Work
In this paper, we propose an algorithm that can jointly optimize an RL environment and a policy with
maximal expected return over a joint hypothesis space of environments and policies. This algorithm
is suited to cases in which the design of the environment and the applied policy are interdependent.
We demonstrate the performance of DESGA on the design of an MSD environment and on the sizing
of an autonomous energy system. The results show that the DESGA algorithm outputs a solution
which is equivalent in terms of performances to the one obtained by the REINFORCE algorithm run
for every element of a finely discretized environment’s hypothesis space.
In this paper, the DESGA algorithm was designed in the context of jointly optimizing the design of a
discrete-time dynamical system and its policy. This algorithm could be extended to the case where
the environment is a finite-time Markov Decision Process (MDP) performing a similar development
as the one presented in Section 3.1. The approach could also be extended to environments with
infinite-time horizons.
Future work could also be directed on an approximation of the gradients. With the computational
complexity of the automatic differentiation being proportional to the optimization horizon, the
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problem may become intractable for long horizons. An analytical bound on the error when performing
this approximation would be valuable for striking a trade-off between computational efficiency and
the quality of the solution.
Additionally, as future work, the proposed method could also be combined with recent research in
gradient-based direct policy search. The use of actor-critic methods, proximal policy optimization,
etc., that are shown to result in stable learning and efficient exploration, could lead to better perfor-
mances. This would come at the expense of involving the additional approximation architecture (set
of parameters) of a value function.
Finally, in this paper we assumed that we have direct access to the parametrized dynamics of the
system, the reward function, and the disturbance function. In the event these assumptions do not
hold, we propose constructing an approximation of these functions by a differentiable function
approximator as future work. This would introduce an additional learning step, in order to obtain
a good approximation architecture from observations, which would then be used in the proposed
algorithm.
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Appendices
A Analytical derivation of the gradient for learning optimal environments
Theorem 1. Let (S,A,Ξ, P0, fψ, ρψ, Pξ, T ) and piθ be an environment and a policy as defined in
Section 2.2. Additionally, let the functions fψ, ρψ and Pξ be continuously differentiable over their
domain of definition. Let V (ψ, θ) be the expected cumulative reward of policy piθ, averaged over the
initial states, for all (ψ, θ) ∈ Ψ×Θ as defined in Eqn. (8).
Then, the function V exists, is bounded, and is continuously differentiable in the interior of Ψ×Θ.
Proof. Let us first define the random variable associating the cumulative reward to a realization of a
trajectory sampled from a policy in the environment for fixed parameter vectors (ψ, θ) ∈ Ψ×Θ. We
prove its expectation exists and is bounded for all (ψ, θ) ∈ Ψ×Θ. Furthermore, V (ψ, θ) is defined
by a parametric integral which we prove to be continuously differentiable for all (ψ, θ) ∈ Ψ×Θ.
Let Rψ,θ be the real random variable that associates to the realization of a trajectory given ψ ∈ Ψ
and θ ∈ Θ its cumulative reward . Given a trajectory τ , the random variable Rψ,θ takes as values
Rψ,θ(τ) as defined in Eqn. (4). Let PRψ,θ be the induced probability of this random variable. We
can write:
PRψ,θ = Pψ,θ(s0, a0, ξ0, a1, ξ1, . . . , aT−1, ξT−1) (23)
= P0(s0)
T−1∏
t=0
piθ(at|st, t)Pξ(ξt|st, at) , (24)
where st+1 = fψ(st, at, ξt). The expected cumulative reward given in Eqn. (8) is the expectation of
the random variablesRψ,θ. If the expectation exists, it can therefore be written as:
V (ψ, θ) =
∫ (
P0(s0)
T−1∏
t=0
piθ(at|st, t)Pξ(ξt|st, at)
)
( T−1∑
t=0
ρψ(st, at, ξt)
)
ds0da0 . . . daT−1dξ0 . . . dξT−1 , (25)
or, more simply, as:
V (ψ, θ) =
∫
PRψ,θ (τ)Rψ,θ(τ)dτ . (26)
The integration theory has shown that a measurable function upper-bounded in norm almost-
everywhere by an integrable function on a domain is itself integrable on this domain. Moreover, a
random variable is measurable by definition and the cumulative reward is such that:∫
|PRψ,θRψ,θ(τ)|dτ ≤
∫
PRψ,θ T rmaxdτ ≤ T rmax . (27)
The integral defined by Eqn. (26) thus exists and the function V is bounded for all (ψ, θ) ∈ Ψ×Θ.
As a corollary to the Leibniz integral rule, a function defined as in Eqn. (26) is continuously
differentiable on the interior of the set Ψ×Θ if PRψ,θRψ,θ(τ) is continuously differentiable on the
compact Ψ × Θ ×X where X = S × (A× Ξ)T is the set of all trajectories. The latter is true by
hypothesis. Furthermore, it implies that the partial derivative of the integral equals the integral of the
partial derivative of the integrand.

Corollary 1. The function V , as defined in Theorem 1, exists, is bounded and is continuously
differentiable on the interior of Ψ×Θ if A and/or Ξ are discrete.
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Proof. Let us write the expression of the expectation (8) in the three cases depending on whether A
and/or Ξ are discrete and show that the different results of Theorem 1 are still valid.
1. If A is discrete:
V (ψ, θ) =
∫ ∑
(a0,...aT−1)∈AT
(
P0(s0)
T−1∏
t=0
piθ(at|st, t)Pξ(ξt|st, at)
)
( T−1∑
t=0
ρψ(st, at, ξt)
)
ds0dξ0 . . . dξT−1 . (28)
2. If Ξ is discrete:
V (ψ, θ) =
∫ ∑
(ξ0,...ξT−1)∈ΞT
(
P0(s0)
T−1∏
t=0
piθ(at|st, t)Pξ(ξt|st, at)
)
( T−1∑
t=0
ρψ(st, at, ξt)
)
ds0da0 . . . daT−1 . (29)
3. If A and Ξ are discrete:
V (ψ, θ) =
∫ ∑
(a0,...aT−1)∈AT
∑
(ξ0,...ξT−1)∈ΞT
(
P0(s0)
T−1∏
t=0
piθ(at|st, t)Pξ(ξt|st, at)
)
( T−1∑
t=0
ρψ(st, at, ξt)
)
ds0 . (30)
In the three cases, we can still bound the integral as in Eqn. (27) and apply the corollary of the
Leibniz integral rule if the integrand is continuously differentiable for all discrete values. Finally, by
linearity of the differential operator, the operator can be distributed on the terms of the different sums
when computing the derivative of the function V .

Corollary 2. The gradient of the function V defined in Eqn. (8) with respect to the parameter
vector ψ is such that:
∇ψV (ψ, θ) = E
s0∼P0(·)
at∼piθ(·|s,t)
ξt∼Pξ(·|st,at)
{( T−1∑
t=0
(∇s log piθ(at|s, t)|s=st +∇s logPξ(ξt|s, at)|s=st) · ∇ψst)
×
( T−1∑
t=0
rt
)
+
( T−1∑
t=0
∇ψρψ(s, at, ξt)|s=st +∇sρψ(s, at, ξt)|s=st · ∇ψst
}
, (31)
where:
∇ψst = (∇sfψ)(s, at−1, ξt−1)|s=st−1 · ∇ψst−1 + (∇ψfψ)(s, at−1, ξt−1)|s=st−1 , (32)
with∇ψs0 = 0.
Proof. To compute this gradient, we first apply the product rule for gradients to Eqn. (8). Afterwards,
we exploit the equality∇f = f∇ log f that holds if f is a continuously differentiable function.
∇ψV (ψ, θ) =
∫
(∇ψPRψ,θ (τ))Rψ,θ(τ)dτ +
∫
PRψ,θ (τ)(∇ψRψ,θ(τ))dτ (33)
=
∫
PRψ,θ (τ)(∇ψ logPRψ,θ (τ))Rψ,θ(τ)dτ +
∫
PRψ,θ (τ)(∇ψRψ,θ(τ))dτ (34)
= E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{(∇ψ logPRψ,θ (τ))Rψ,θ(τ) + (∇ψRψ,θ(τ))} . (35)
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By applying the logarithmic operator to both sides of Eqn. (24), we have:
logPRψ,θ (τ) = logP0(s0) +
T−1∑
t=0
log piθ(at|st, t) +
T−1∑
t=0
logPξ(ξt|st, at) . (36)
Let · denote the dot product operator. Using the chain rule formula together with Eqn. (4), we can
write:
∇ψ log piθ(at|st, t) = ∇s log piθ(at|s, t)|s=st · ∇ψst (37)
∇ψ logPξ(ξt|st, at) = ∇s logPξ(ξt|s, at)|s=st · ∇ψst (38)
∇ψρψ(st, at, ξt) = ∇ψρψ(s, at, ξt)|s=st +∇sρψ(s, at, ξt)|s=st · ∇ψst , (39)
where:
∇ψst = (∇sfψ)(s, at−1, ξt−1)|s=st−1 · ∇ψst−1 + (∇ψfψ)(s, at−1, ξt−1)|s=st−1 , (40)
with∇ψs0 = 0.
Finally, combining the previous results with Eqns. (35) and (36), we have:
∇ψV (ψ, θ) = E
s0∼P0(·)
at∼piθ(·|s,t)
ξt∼Pξ(·|st,at)
{( T−1∑
t=0
(∇s log piθ(at|s, t)|s=st +∇s logPξ(ξt|s, at)|s=st) · ∇ψst)
×
( T−1∑
t=0
rt
)
+
( T−1∑
t=0
∇ψρψ(st, at, ξt)
)}
. (41)

Corollary 3. The gradient of the function V defined in Eqn. (8) with respect to the parameter
vector θ is given by:
∇θV (ψ, θ) = E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{(
T−1∑
t=0
∇θ log piθ(at|st, t))(
T−1∑
t=0
rt)} . (42)
Proof. Using similar derivations as for the Corollary 1, we have for the gradient with respect to θ:
∇θV (ψ, θ) = E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{(∇θ logPRψ,θ (τ))Rψ,θ(τ)} (43)
= E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{(
T−1∑
t=0
∇θ log piθ(at|st, t))(
T−1∑
t=0
rt)} . (44)

Theorem 2. Let (S,A,Ξ, P0, fψ, ρψ, Pξ, T ) and piθ be an environment and a policy as defined in
Section 2.2. Let V (ψ, θ) be the expected cumulative reward of policy piθ averaged over the initial
states as defined in Eqn. (8). Let D = {hm|m = 0, . . . ,M − 1} be a set of M histories sampled
independently and identically from the policy piθ in the environment. Let L be a loss function such
that, ∀(ψ, θ) ∈ Ψ×Θ:
L(ψ, θ) = − 1
M
M−1∑
m=0
( T−1∑
t=0
log piθ(a
m
t |smt , t) + logPξ(ξmt |smt , amt )
)
× ((T−1∑
t=0
rmt )−B
)
+
( T−1∑
t=0
ρψ(s
m
t , a
m
t , ξ
m
t )
))
, (45)
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where B is a constant value called the baseline.
The gradients with respect to ψ and θ of the loss function are unbiased estimators of the gradients of
the function V as defined in Eqn. (8), with opposite directions, i.e. such that:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇ψL(ψ, θ)} = −∇ψV (ψ, θ) (46)
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θL(ψ, θ)} = −∇θV (ψ, θ) . (47)
Proof. Let us first rewrite the loss function using the notations of Theorem 1. We have:
L(ψ, θ) = − 1
M
M−1∑
m=0
(logPRψ,θ (τ
m)− logP0(sm0 ))
(
(
T−1∑
t=0
rmt )−B
)
+ (Rψ,θ(τ
m)) . (48)
The expectation of the gradient with respect to ψ is given by:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇ψL(ψ, θ)} = E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{− 1
M
M−1∑
m=0
∇ψ(logPRψ,θ (τm)− logP0(sm0 ))
× ((T−1∑
t=0
rmt )−B
)
+∇ψ(Rψ,θ(τm))} . (49)
Observing that every term in the sum has the same expectation and that∇ψ logP0(sm0 ) = 0, we can
write:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇ψL(ψ, θ)} = − E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇ψ(logPRψ,θ (τ))×
(
(
T−1∑
t=0
rt)−B
)
+∇ψ(Rψ,θ(τ))} .
(50)
Moreover:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇ψ(logPRψ,θ (τ))B} = ∇ψ E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{B} = 0 , (51)
such that:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇ψL(ψ, θ)} = −∇ψV (ψ, θ) . (52)
Equivalently, the expectation of the gradient with respect to θ is given by:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θL(ψ, θ)} = − E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θ(logPRψ,θ (τ))
× ((T−1∑
t=0
rt)−B
)
+∇θ(Rψ,θ(τ))} . (53)
The expectation of the term relative to the baseline is zero:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θ(logPRψ,θ (τ))B} = ∇θ E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{B} = 0 . (54)
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Furthermore, the gradient of the reward function with respect to θ is zero:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θ(Rψ,θ(τ))} = E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{(
T−1∑
t=0
∇θρψ(st, at, ξt)} = 0 . (55)
We thus have that:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θL(ψ, θ)} = − E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θ(logPRψ,θ (τ))×
( T−1∑
t=0
rt
)} (56)
= − E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θ(
T−1∑
t=0
log piθ(at|st, t))×
( T−1∑
t=0
rt
)} . (57)
Finally, we have that:
E
s0∼P0(·)
at∼piθ(·|st,t)
ξt∼Pξ(·|st,at)
{∇θL(ψ, θ)} = −∇θV (ψ, θ) . (58)

Corollary 4. The gradient of the loss function, defined in Eqn. 15, with respect to θ corresponds
to the opposite of the update direction computed with the REINFORCE algorithm [Williams, 1992]
averaged over M simulations.
Proof. The gradient of the loss function with respect to θ is given by:
∇θL(ψ, θ) = −
M−1∑
m=0
(
∇θ(logPRψ,θ (τm))×
(
Rψ,θ(τ
m)−B)) . (59)
The gradient is the opposite of the average over M trajectories of the update direction of the
REINFORCE algorithm [Williams, 1992].

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B Direct environment search with (projected stochastic) gradient ascent
Algorithm 1 DESGA
function Optimize((S,A,Ξ, P0, fψ, ρψ, Pξ, T ), piθ, ΠΨ, ΠΘ)
Parameter Number of gradient steps N
Parameter Batch size M
Parameter Learning rate α
for all n ∈ {0, . . . , N − 1} do
for all m ∈ {0, . . . ,M − 1} do
h = GenerateHistory((S,A,Ξ, P0, fψ, ρψ, Pξ, T ), piθ)
Add h to the set D
end for
Compute the baseline using the histories B = 1m
∑M−1
m=0
∑T−1
t=0 rt
Differentiate Eqn. (15) for estimating the gradients Eqns. (11) and (13) using D
(ψ, θ) = VanillaGradientAscent(ψ, θ, α, ∇ˆψV (ψ, θ), ∇ˆθV (ψ, θ))
ψ ← ΠΨ(ψ)
θ ← ΠΘ(θ)
end for
return (ψ, θ)
function GenerateHistory((S,A,Ξ, P0, fψ, ρψ, Pξ, T ), piθ)
Sample an initial state: s0 ∼ P0(·)
for all t ∈ {0, . . . , T − 1} do
at ∼ piθ(·|st, t)
ξt ∼ Pξ(·|st, at)
st+1 = fψ(st, at, ξt)
rt = ρψ(st, at, ξt)
end for
h = (s0, a0, ξ0, r0, a1, ξ1, . . . , aT−1, ξT−1, rT−1)
return h
function VanillaGradientAscent(ψ, θ, α, ∇ˆψV (ψ, θ), ∇ˆθV (ψ, θ))
ψ ← ψ + α · ∇ˆψV (ψ, θ)
θ ← θ + α · ∇ˆθV (ψ, θ)
return (ψ, θ)
C Mass-Spring-Damper environment
Figure 3: Mass-Spring-Damper system.
Let us consider a Mass-Spring-Damper (MSD) system defined as follows. A point mass m is attached
to a spring and a damper. The spring has a Hooke constant k and the damping is proportional to the
speed through the damping constant b. The damping force acts in the direction opposite to the motion.
Furthermore, the system is subject to an external force u. Let x denote the position of the mass. The
continuous-time system dynamics is described by Newton’s second law as:
mx¨ = −kx− bx˙+ u , (60)
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which can equivalently be written as:
x¨+ 2ζωx˙+ ω2x = a , (61)
where:
ω =
√
k
m
(62)
ζ =
b
2mω
(63)
a =
u
m
. (64)
The evolution of the position x of the mass is thus described by the position itself and the speed v as:{
x˙ = v
v˙ = a− 2ζωv − ω2x . (65)
Optimization horizon. The optimization horizon T refers to the number of actions to be taken in
the discrete process.
State space. The state is described at every time t by two variables: the position xt and the speed
vt. The state space of the system is:
S = R2 . (66)
Initial state distribution. The initial states x0 and v0 are uniformly drawn from the intervals
[x0,min, x0,max] and [v0,min, v0,max].
Action space. In its most general setting, the system can be submitted to any external acceleration
a. However, we will only consider a discrete action space defined as follows:
A = {−0.3,−0.1, 0, 0.1, 0.3} . (67)
Disturbance space. We will consider a stochastic version of the problem where a real disturbance
ξt is added to the action at such that an acceleration at+ ξt is applied to the system. In such a context,
we have:
ξt ∈ Ξ = R . (68)
Disturbance distribution. The disturbance is sampled at time t from a Normal distribution centred
at the current position xt, and whose standard deviation is a linear combination of the magnitude of
the action at and of the speed vt:
Pξ(ξt|st, at) = N (ξt
∣∣xt, 0.1× |at|+ |st|+ ) , (69)
where  is a constant equal to 10−6.
Discrete dynamics. The discrete-time process comes from a discretization of the continuous
process defined by Eqn. (65) with a discretization time-step ∆ = 50ms. The discrete dynamics f is
the function computing the position and speed after a period ∆ during which the constant acceleration
at + ξt is applied. The position xt+1 and the speed vt+1 can be computed from xt and vt using these
analytical expressions:
xt+1 = g(xt, vt, at + ξt,∆), (70)
vt+1 =
∂g
∂t
(xt, vt, at + ξt, t)|t=∆ , (71)
where:
g(xt, vt, a, t) =
a
ω2
+ exp(−ζωt)×
(xt − aω2 ) cosh(
√
ζ2 − 1ωt) +
vt
ω +ζ(xt− aω2 )√
ζ2−1 sinh(
√
ζ2 − 1ωt) , if ζ > 1
(xt − aω2 ) +
(
vt + ω(xt − aω2 )
)
t , if ζ = 1
(xt − aω2 ) cos(
√
1− ζ2ωt) +
vt
ω +ζ(xt− aω2 )√
1−ζ2 sin(
√
1− ζ2ωt) , if 0 < ζ < 1 .
(72)
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Reward function. The reward function is defined as:
ρ(at, st, ξt) = exp
(
− |xt − xeq| − (ω − cω)2 − (ζ − cζ)2 −
K∏
k=1
(φk − ck)2
)
, (73)
where ω, ζ and φk are parameters of the system that need to be optimized. Furthermore xeq, cω, cζ ,
K and ck are constant values. Let us also remark that the reward function does not depend on the
disturbance.
The first term of the exponential will be minimized if the mass is stabilized at the position xeq. The
second and third terms are minimized if the parameters ω and ζ are equal to cω and cζ , respectively.
The last term is a strictly positive function minimized if, at least one of the parameters φk equals
the value ck. Minimizing these terms results in maximizing the reward. Furthermore, since the the
reward function is the exponential of a negative value, the reward is bounded by rmax = 1.
Parametrized MSD environment. A parametrized MSD environment is an environment
(S,A,Ξ, P0, fψ, ρψ, Pξ, T ) parametrized by the real vector ψ = (ω, ζ, φ0, φ1, φ2) ∈ R5.
Numerical values. In this work, we will consider the values given in Table 1 for the constant
parameters.
Table 1: Parameters for the MSD.
Symbol Value
x0,min 0.198
x0,max 0.202
v0,min −0.010
v0,max 0.010
xeq 0.200
cω 0.500
cζ 0.500
K 3.000
c0 0.500
c1 −0.300
c2 0.200
T 100
D Optimal design of a solar off-grid microgrid
Figure 4: Microgrid configuration
A solar off-grid microgrid is a small-scale electrical grid composed of photovoltaic (PV) panels
(converting solar energy into electricity) and a battery for ensuring the supply of an electrical load. A
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schematic of the considered configuration is presented in Fig 4. The total cost of the microgrid is the
sum of the investment costs and the penalties obtained for shedding the load if there is insufficient
electricity available. In this section, we are interested in sizing the microgrid components, i.e.
identifying the optimal investment in equipment that leads to the least total cost over the investment
lifetime, assuming that the microgrid is operated in an optimal way.
This problem is therefore related to the one addressed in this paper, by noticing that finding the
optimal investment (i.e., the size of the PV panels and the battery) is equivalent to optimizing both the
"solar off-grid microgrid" environment and the policy at the same time. We note that the actions that
can be taken by the policy are related to the charging/discharging power of the battery. An optimal
policy should, in principle, charge the battery when there is an excess of solar power generated by the
PV panels, and discharge that power from the battery when the electrical demand cannot be fully
covered by the PV panels.
We will now provide, hereafter, a formalization of this problem that exactly fits the generic problem
tackled in this paper. We note that more generic formalizations may exist, as for example those where
the load consumption and the PV production cannot be considered as variables fully conditioned on
the hour of the day, as will be assumed here. Those stand beyond the scope of this paper, even if they
could lead to other interesting problem statements. Before carefully defining this benchmark problem,
let us emphasize that we will use the notation [·] to indicate the corresponding unit of the symbol
preceding it. In this section, [W ] denotes instantaneous power production in Watts, [Wp] denotes
nameplate (manufacturer) power capacity, [Wh] denotes energy in Watt-hours and [Whp] denotes
nameplate (manufacturer) energy capacity. We now define the different elements of this learning
optimal environment type of problem.
Optimization horizon. The optimization horizon is denoted by the value T .
State space. The state of the system can be fully described by st = (SoCt, ht, P¯C,ht , P¯
PV,h
t ) ∈
S = [0, SoC]× {0, ..., 23} × R+ × R+, where, at time t:
• SoCt [Wh] ∈
[
0, SoC
]
denotes the state of charge of the battery. The installed capacity of
the battery is denoted by SoC [Whp] ∈ R+.
• ht [h] ∈ {0, ..., 23} denotes the hour of the day.
• P¯C,ht [W ] ∈ R+ denotes the expected value of the electrical consumption level during hour
h that is considered to be known.
• P¯PV,ht [W ] ∈ R+ denotes the expected value of the PV power generation during hour
h = ht that is also considered to be known.
Initial state distribution. The initial state of charge SoC0 is drawn uniformly from the interval[
0, SoC
]
and the initial hour h0 takes the value zero with probability one. The initial value for P¯
C,h
0
is given by the first line of Table 3 in the corresponding column. Let PPV [Wp] ∈ R+ denote the
capacity of PV panels installed, the column p¯PV,h in Table 3 gives the average PV production per
installed capacity (%). Subsequently, the initial value for P¯PV,h0 is given by the product of PPV and
the first element of column p¯PV,h in Table 3.
Action space. As previously described, the available actions correspond to defining the charg-
ing/discharging power of the storage system. The charging power is denoted by PB ∈
[
−PB , PB
]
,
which will be positive during charging and negative during discharging. The charging/discharging
limit PB ∈ R+ is assumed to be a proportion p (%) of the battery capacity as PB = p · SoC.
We therefore consider the continuous action space:
A =
[
−PB , PB
]
. (74)
Disturbance space. We consider as disturbance the variable ξt = EC,ht ∈ Ξ ⊆ R, the stochastic
deviation from the expected consumption for hour ht.
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Disturbance distribution. The disturbance is sampled at time t from a Normal distribution centred
at zero with standard deviation σC,h depending on the hour h = ht:
Pξ(ξt|st, at) = N (ξt|0, σC,h) . (75)
The values of the standard deviations σC,h are given in Table 3 for every hour h of the day.
Transition function. We use a discretization time-step ∆t of one hour for defining the discrete-time
dynamics. For the state variable h we have therefore:
ht+1 = (ht + 1) mod 24 . (76)
The state of charge of the battery is updated using a linear water tank model [Boukas et al., 2020].
With this tank model, the value of SoCt+1 at time t+ 1, if there were no limits on it, would be equal
to At+1 defined as follows:
At+1 = SoCt + ∆t ·
{
ηch · PBt , if PBt ≥ 0
PBt /ηdis , if P
B
t < 0 ,
(77)
where ηch ∈ [0, 1], ηdis ∈ [0, 1] represent the charging and discharging efficiencies of the storage
system. Given the fact that the state of charge of the battery lies within predefined limits, its state of
charge at time t+ 1 is therefore defined as:
SoCt+1 =

0 , if At+1 < 0
SoC , if At+1 ≥ SoC
At+1 otherwise .
(78)
The variable P¯C,ht+1 takes the value reported in Table 3 at the line corresponding to the hour h = ht+1.
Finally, the variable P¯PV,ht+1 is updated as:
P¯PV,ht+1 = p¯
PV,h · PPV , (79)
where p¯PV,h take the values reported in Table 3 at the line corresponding to the hour h = ht+1.
Reward function. The reward signal is, in this case, a cost function composed of two parts, namely
the investment cost and the operational cost. The reward signal is given by:
rt = ρ(st, at, ξt) = −(cfixt + cshedt ) , (80)
where cfixt [$] ∈ R+ represents a fixed hourly payment for settling the initial investment cost and
cshedt [$] ∈ R+ corresponds to the cost of shedding load at each time-step t.
In order to compute the fixed cost term cfixt we proceed as follows. Let c
PV [$/Wp] ∈ R+ denote the
cost per unit of PV capacity installed. The total installation cost for PV IPV [$] ∈ R+ is defined as:
IPV = cPV · PPV . (81)
Let cB [$/Whp] ∈ R+ denote the cost per unit of storage capacity installed. The total installation
cost for battery storage IB [$] ∈ R+ is defined as:
IB = cB · SoC . (82)
The investment cost I is the sum of the investment costs for each component of the microgrid defined
as:
I = IB + IPV . (83)
This payment occurs once in the beginning of the investment. In this case, we assume this investment
to be a loan in its entirety. A fixed yearly payment P over the lifetime of the investment for settling
the initial loan, is given by the following amortization formula:
P = I
r(1 + r)n
(1 + r)n − 1 , (84)
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where n is the number of years considered for the lifetime of the investment and r(%) is the interest
rate considered. By noting that a common (non-leap) year has 8760 hours, we define the fixed hourly
cost as:
cfixt =
P
8760
. (85)
In order to compute the shedding cost term cshedt we proceed as follows. The realization of the
consumption PC,ht [W ] ∈ R+, after an action is taken at each time-step t ∈ T , corresponds to the
actual consumption level in the interval ]t, t+ 1], i.e. for hour ht. This variable takes the value:
PC,ht = P¯
C,h
t + E
C,h
t , (86)
where h = ht is the hour of the day at time t.
We denote by P˜Bt the actual charging power that can be applied to the battery considering its limited
capacity. Given an action to charge PBt , the actual charge P˜
B
t is constrained by the battery capacity
limit for charging the available energy stored in the battery for discharging, according to:
P˜Bt =

(SoC − SoCt)/ηch , if PBt > (SoC − SoCt)/ηch
−(SoCt) · ηdis , if PBt < −(SoCt) · ηdis
PBt otherwise .
(87)
At each time-step t in the simulation horizon, there exists a power balance between the injections and
the off-takes. The residual power resulting from the mismatch between production and consumption
is curtailed P curtailt [W ] ∈ R+. Formally the power balance is given by:
P curtailt = P¯
PV,h
t − PC,ht − P˜Bt . (88)
If P curtailt is positive, the excess of generation is simply lost (curtailed). If P
curtail
t is negative, there
is a lack of generation and a part of the load has to the shed. This is associated with a cost of shedding
load cshedt [$] ∈ R+ equal to:
cshedt = −min(0, P curtailt ) · pished , (89)
where pished [$/W ] ∈ R+ corresponds to the penalty per unit of power shed.
Parametrized environment. The off-grid microgrid environment (S,A,Ξ, P0, fψ, ρψ, Pξ, T ) will
be parametrized by the vector ψ = (SoC, PPV ) ∈ R+2.
Numerical values. Table 2 summarises the parameter values used in the experiments presented in
this paper.
Table 2: Parameters for the solar off-grid microgrid.
Symbol Value Unit
ηch, ηdis 75 %
σC , σPV 0.01 Wh
p 100 %
∆t 1 hour
cPV 1 $/Wp
cB 1 $/Wp
r 7 %
n 2 years
pished 10 $/Wh
T 120 hour
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Table 3: Electrical load consumption and PV production power factor data.
Hour P¯C,h σ2C,h p¯
PV,h
0 6.9 0.55 0.
1 6.4 0.50 0.
2 6.1 0.43 0.
3 5.9 0.39 0.
4 5.7 0.39 0.
5 5.4 0.37 0.
6 4.8 0.37 0.
7 4.5 0.36 0.
8 4.6 0.40 0.
9 4.6 0.43 0.04
10 4.7 0.44 0.08
11 4.9 0.47 0.12
12 5.1 0.42 0.14
13 5.3 0.40 0.15
14 5.4 0.42 0.14
15 5.4 0.47 0.12
16 5.4 0.43 0.08
17 5.8 0.44 0.04
18 8.4 0.81 0.
19 10.6 0.60 0.
20 11.0 0.55 0.
21 10.5 0.57 0.
22 9.2 0.60 0.
23 7.8 0.59 0.
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