Here we explore the prospects of carrying out the single qubit dynamical decoupling spectroscopy of environmental noise characterized by discrete spectral density. We show that the approach to the spectroscopy and spectrum reconstruction has to be adjusted to the resolution of frequency filters produced by the dynamical decoupling pulse sequences. The standard form of spectroscopy is applicable when the filter is unable to resolve discrete spectral lines and only coarse grained approximation of the spectrum is recorded in the qubit's decoherence rate. When the filter's resolution is high enough the qubit probe evolves in a qualitatively different manner and the procedure for recovering spectral density has to be redesigned.
I. INTRODUCTION
The mode of operating for methods of quantum metrology (such as dynamical decoupling spectroscopy) is to characterize the complex system of interest with the information acquired by a probe it is coupled to [1] . Here we consider a case where the probe is realized with an efficiently and precisely controlled qubit (Q), that is used to scrutinize its environment (E) [2] [3] [4] [5] [6] [7] . The inquired information is thus recorded, and then retrieved from, the course of probe's evolution generated by the interactions governed by the coupling lawĤ int that is specific to the particular physical implementation of the qubit. Therefore, the record made by the probe consists of valuable information on the internal dynamics of the environment (e.g., its initial state and free HamiltonianĤ E ), that is inescapably distorted by the 'lens' of qubit-environment coupling. The value of characterized internal dynamics is apparent because of its relevance for situations where the environment E becomes a part of any other experimental system. On the other hand, the probe-specific elements (such as qubit-environment coupling law) are just thatspecific to one particular setup. Hence, a perfect probe is one that allows for clean extraction of environment-only information, or one where the distortions due to specific form of the coupling are negligible.
In the case of qubit-based dynamical decoupling spectroscopy [2, [8] [9] [10] , where the probe undergoes pure dephasing (i.e., when the free qubit Hamiltonian commutes with the interaction, [Ĥ Q ,Ĥ int ] = 0) while being subjected to a periodic sequence of instantaneous π-pulses, the information is acquired in a form of spectral density that quantifies the distribution of frequencies belonging to the portion of environmental energy spectrum that is involved in its coupling to the probe. Then, the objective of the information gathering procedure designed for standard dynamical decoupling spectroscopy, is to provide the means for the reconstruction of the course of this * piotr.szankowski@ifpan.edu.pl spectral density. The most direct access to the required information is facilitated by the Gaussian approximation [2, 11] where spectral density (defined then as a Fourier transform of the auto-correlation of the temporal fluctuations of environmental degrees of freedom), together with the pulse sequence-induced frequency filter, fully describe the evolution of the qubit-probe. From this point we always assume that this approximation is in effect.
As stated previously, spectral density is an amalgamation of contributions from the environmental internal dynamics and the qubit-environment coupling law. Arguably the most direct piece of environment-only information that can be inferred from it, is the central frequency positions of its pronounced peaks (the spectral lines), as well as their overall asymptotic behavior (e.g., the power-law tails or finite width, etc. [11, 12] ) that reflects the structure of environmental energy spectrum.
The intensity and precise shape of these peaks is of less relevance, as they are determined in large part by the details of the qubit-environment coupling law. Here we will demonstrate that it is possible to achieve a more robust quantification of environmental spectrum through localization of spectral lines, whenever the resolution of the pulse sequence-induced frequency filters can be set beyond the limits normally used in the standard dynamical decoupling spectroscopy.
The outline of the paper is as follows. In Sec. II we present an overview of the dynamical decoupling spectroscopy theory and we define the central question of this work: How does the resolution of the pulse sequenceinduced frequency filter affects the course of the qubitprobe evolution and its dependence on the settings of the sequence? The Sec. III provides an answer to this question. In Sec. IV we discuss the consequences of the ability of high-resolution filters to distinguish discrete spectral lines, and their utility in spectroscopy. Then we formulate a scheme for the implementation of a variant of spectroscopy operating in this regime. In Sec. V we perform a numerical simulation that demonstrates its implementation in practice. We conclude the paper in Sec. VI.
II. THEORETICAL OVERVIEW
The state of the qubit-probe that undergoes pure dephasing due to coupling to the environment, while being subjected to the periodic pulse sequence characterized by the filter frequency ω p , is of a following form
here the initial elements ̺ ss ′ = s|̺ Q |s ′ (s, s ′ = ±) defined in respect to eigenstates of Pauli z operator σ z |± = ±|± . The filter frequency is related to the period of pulse sequence, ω p = 2π/T 0 , and the duration of the evolution is chosen so that it encompasses a number of sequence periods T = nT 0 , with integer n. The only evolving element of probe's state, and thus the repository of information about the environment, is the coherence
where the attenuation function χ(T |ω p ) is real and 0
Withing Gaussian approximation the attenuation function is given by the auto-correlation function of environmental fluctuations C(t) and the time-domain filter function f ωp (t) that encapsulates the effects of the applied pulse sequence,
where S(ω) = ∞ −∞ e −iωt C(t)dt is the spectral density. The Fourier transform of the time-domain filter function is given bỹ
where the function
is the shape of filter's frequency passbands with width given by the inverse of the duration, and the weights
are the Fourier series coefficients of the filter function defined in respect to its single period T 0 . Note that only the width of the passbands depend on the duration-the direct consequence of the periodicity of pulse sequences.
This feature allows us to treat T as an independent parameter and to manipulate its length without affecting any other characteristic of the frequency filter (which includes the filter frequency ω p and coefficients c m ). Previous analysis of the behavior of the attenuation function as a function of duration [11] assumed implicitly that the spectral density S(ω) is a continuous function. Under this assumption it has been shown that χ(T |ω p ) is a combination of three terms, each adhering to different T -scaling law, i.e., exhibiting a characteristic type of dependence on T :
The so-called spectroscopic formula that scales linearly with T , and its correction terms, ∆χ 0 that is independent of T and ∆χ T that decays at least as fast as the correlation function C(T ). This allows for setting up a data acquisition scheme, where by exploiting the distinct parametric dependence on the duration, one is able to extract the spectroscopic formula from among other terms, thus enabling an accurate spectrum reconstruction. However, the continuous functions do not exhaust all possible forms of spectral densities. The key example is the case of quantum noise, where the qubitenvironment coupling law is given by the interaction HamiltonianĤ int =Vσ z /2, withV operating in environmental Hilbert subspace. When the free Hamiltonian of the environment possess a discrete spectrum, H E = i E i |i i|, and its initial state̺ E is stationary, [Ĥ E ,̺ E ] = 0, the auto-correlation function has the following form [2] :
Here̺ E = i p i |i i| (with p i 0 and i p i = 1), {Â,B} =ÂB +BÂ, and V ij = i|V |j . The noise spectral density is then obtained by transforming this expression to frequency domain, which leads to what we shall refer to as the discrete spectral density:
When such a form of spectral density is substituted to general expression for attenuation function (3) one obtains the following result:
where we defined the spectral line intensity
Our immediate objective is to identify the T scaling laws for such an attenuation function. The form of functional dependence on the duration is determined here by the relation between the widths of passband functions, given by T −1 , and the separation between the line positions ω n , which are given by the energy differences between eigenstates ofĤ E that are coupled by operatorV . Intuitively, if the passbands are much wider than the typical distance between lines, i.e., T ∆ω ≪ 1, the discrete nature of the spectral density should not be detectable, and the sum over frequencies ω n become well approximated by an integral with continuous, coarse-grained spectral density. In such an event, the structure of the attenuation function described in [11] would be observed here as well. The quantitative conditions for applicability of this kind of approximation are explored in appendix A. When the coarse-grained picture does not hold anymore because the passband functions are not wide enough to overlap with more than one spectral line, i.e., T > 2π/∆ω, the frequency-domain filter produced by the pulse sequence should be able to resolve discrete distribution of ω n . Of course, in such a case the previously obtained results for continuous spectral densities would no longer be correct, and the T -scaling laws of the attenuation function, as well as their utility for spectroscopy ought to be reconsidered.
III. T -SCALING LAWS FOR DISCRETE SPECTRAL DENSITIES
Figs. 1 showcase the typical behavior of χ(T |ω p ) as a function of duration T for discrete spectral density: Initially we can see a linear scaling, characteristic for spectroscopic formula, which signifies that the continuous spectral density approximation holds firmly for this duration scale-we shall refer to this section as the coarse-grained regime. As the duration increases to postcoarse-grained regime where the continuous approximation breaks down, we observe the emergence of qualitatively different types of scaling laws that depend on the setting of filter frequency ω p . More precisely, the parameter that controls the type of the scaling law in postcoarse-grained regime is the minimal detuning defined as
It describes the shortest distance between the filter frequencies (given by multiples of ω p present in Fourier series decomposition of filter function) and the positions of spectral lines ω n . Here we wish to reiterate that, although vital after the transition from coarse-grained regime, the value of δω min has no bearing on the scaling laws encountered when the continuous spectrum approximation is still in effect.
The type of post-coarse-grained regime scaling laws, and their dependence on value of minimal detuning, can be qualitatively explained with a help of simplified model, The duration scaling of attenuation function for discrete spectral density. For the purpose of more transparent presentation we treated here T as a continuous parameter, instead of restricting its values to integer multiples of pulse sequence period T0. The figure on the left depicts the duration scale-the coarse-grained regime-where the width of passbands of pulse sequence-induced frequency filter (proportional to T −1 ) is large enough to encompass many spectral lines, so that the spectral density is well approximated by continuous function. The resultant linear scaling of χ(T |ωp) is observed for all values of filter frequency ωp. The figure on the right shows types of T -scaling for duration beyond coarsegrained regime, where the passbands are too narrow to overlap with more than one spectral line (i.e., T > 2π/∆ω). The observed scaling laws depend on the value of ωp via its detuning from the nearest spectral line position quantified by δωmin defined in Eq. (12) . The attenuation function illustrated here was calculated according to Eq. (3) with a setup identical to one used in Sec. V.
where one neglects the complications introduced by the side passbands in the exact attenuation function (10):
where δω n = |ω n − ω p | and ω 0 denotes the spectral line position for which the detuning is minimal δω 0 = δω min .
In the special case of δω min = 0, i.e., when the filter frequency matches exactly one of the discrete spectral lines, the resonant passband function becomes 4 sin 2 (T δω min /2)/δω 2 min = T 2 , so that the attenuation function scales with T as the second degree polynomial. For non-zero minimal detuning the polynomial scaling is sustained only on the duration scale for which it is appropriate to approximate the sinus function with a few lowest order terms of its power series, the extent of which can be estimated as T δω min /2 ≪ π/2 ⇒ T ≪ π/δω min . For longer duration the oscillatory behavior of the sinus takes over and the scaling turns into harmonic oscillations with the period determined by the detuning T osc = 4π/δω min .
The contributions from the remaining, off-resonance spectral lines are always in harmonic oscillation mode of scaling, since for them the polynomial approximation of 4 sin 2 (T δω n /2)/δω 2 n breaks down simultaneously with the transition from the coarse-grained regime, T > 2π/∆ω > 2π/δω n ≈ 2π/(δω min + n∆ω). Moreover, the resultant oscillation periods are shorter than T osc because the corresponding detunings are, by definition, larger than δω min . For the same reason, the amplitudes of these oscillations are also much smaller due to inverse proportionality to δω 2 n of each term. Hence, the off-resonance lines add a beating patter over the T scaling due the in-resonance spectral line.
The explanation of relations between detuning and the emergent scaling laws described above can still be applied to the exact form of the attenuation function (when the side passbands are not neglected). Similarly to the simplified model, the scaling law is determined by the minimally detuned term proportional to |h T (δω min )| 2 . A new element introduced by the side passbands are more complex background beating patterns due to the addition of mixed terms of form
, where at most only one of the passband functions can be in resonance. More importantly, it is vital to note that according to definition (12) of minimal detuning δω min , there is a possibility that the resonance occurs between spectral line and one of the side filter frequencies mω p with m > 1. This observation is crucial for our upcoming discussion on possible designs of spectroscopy procedure that operates in post-coarse-grained regime.
IV. SPECTROSCOPY OF DISCRETE SPECTRAL DENSITY
When the polynomial scaling is observed in measured attenuation functions one could, in principle, estimate the value of polynomial coefficients (e.g., by performing an appropriate fit to data points in an analogous fashion as it is done for coarse-grained regime spectroscopy [11] ) in order to recover the value of line intensity I(ω n ). However, even if such estimates could be made accurately found, intensities are arguably less informative than the straightforward information on the location of the spectral line itself, ω n . According to Eq. (11) I(ω n ) contain information on the initial state of the environment in a form of probabilities p i and on the particular qubitenvironment coupling law in a form of matrix elements |V ij | 2 . However all these quantities are entangled in such a way that is not clear that it is even possible to unravel them. On the other hand, the spectral line positions provide a direct insight into the structure of the environmental HamiltonianĤ E -the characterization of its internal dynamics. Therefore, whenever it is possible to reach beyond the coarse-grained regime we propose to shift the goal of the spectroscopy from the traditional reconstruction of the shape of spectral density (which is a natural objective in coarse-grained regime) to reconstruction of the discrete distribution of spectral lines. Of course, the information on localization of the lines can always be supplemented with the results of the reconstruction of the coarse-grained spectral density in order to obtain an estimation of line intensities.
The objective of this proposed type of post-coarsegrained regime spectroscopy is to determine the value of detuning δω min for given ω p -the smaller the detuning, the closer the filter frequency matches the frequency of one of the spectral lines, thus reveling its position. On the other hand, the value of δω min also impacts the T scaling laws of qubit's attenuation function: the monotonic growth of polynomial scaling when filter frequency is in resonance, and oscillatory behavior when ω p is detuned from any intense spectral line. Since these types of T dependence are so dramatically different, it is enough to observe the course of evolution of coherence W (T |ω p ) in order to determine which mode of scaling is currently active. Below we define and discuss the simplest procedure that adheres to such a design principle.
In the first step, we choose filter frequency ω p and record the values of coherence in a series of measurements with increasingly longer duration, {|W (T 1 |ω p )|, |W (T 2 |ω p )| . . . , |W (T max |ω p )|}, where T i = n i T 0 = n i 2π/ω p , T max = n max 2π/ω p , and n 1 < n 2 < . . . < n max . Of course, the shortest duration in a series, T 1 , must be long enough to make a transition to postcoarse-grained regime. Next, we plot the gathered data set on a graph in order to inspect the course of coherence evolution. The obtained plot can be classified into two categories, as illustrated in Fig. 2 : (i) The coherence exhibits oscillatory behavior that is manifested as rapid, low-amplitude oscillations on one end of the spectrum, and on the other end we have a revival pattern, where coherence decays to a deep local minimum and rises afterwards towards a high local maximum. The presence of oscillations indicates that the minimal detuning is relatively large (δω min 2π/T max since the recording captured at least half-period of the slowest oscillation). In such a case we take a stance that ω p is miss-Matched with positions of all the spectral lines with significant intensity. (ii) The coherence decays monotonically. When the decay brings the coherence to zero (or at least below a measurable threshold), and there are no visible revivals on the observed duration scale, we can conclude that δω min ≪ 2π/T max . If the coherence remains finite, one can estimate the value of δω min more precisely by looking for the best fit of polynomial decay to the data points,
, with fit parameters u and δω; the latter parameter can be considered as an estimate of minimal detuning. Whatever the case, the lack of oscillatory behavior and visible polynomial T -scaling means that the detuning is small and so, either the filter frequency ω p , or one of the side frequencies mω p (m > 1), has Matched the position of spectral line.
By examining the course of qubit's evolution in this manner for a wide range of filter frequencies we can effectively scan the frequency domain and search for those choices of ω p that produced plots of W (T |ω p ) catego- rized as Matching. However, finding Matching ω p -s does not conclude the procedure yet, as at this stage we cannot say which side frequency mω p is in fact in resonance for a given choice of filter frequency. In order to determine m an additional steps are required. To begin with, let us define the set of side frequencies for a given choice of pulse sequence and filter frequency ω p , Ω(ω p ) = {m 1 ω p , m 2 ω p , m 3 ω p , . . .}. In general, the set contains an infinite number of frequencies, but it does not necessary include all possible multiples of ω p . For example, in the case of often considered Carr-PurcellMeiboom-Gill (CPMG) pulse sequence [2, 13, 14] the set is composed of only odd multiples, because the Fourier coefficients of its filter function c m are non-zero only when m is an odd number. It is also true that in general the coefficients c m go to zero for large m-s (e.g., in case of CPMG sequence c m ∝ m −1 ). The problem to solve here is to determine which frequency, ω p or mω p ∈ Ω(ω p ), is in resonance with spectral line position ω 0 , so that δω min = |ω 0 − mω p | ≪ 2π/T max . The most straightforward approach is to inspect another course of coherence evolution, but this time with the filter frequency set to be equal to the first side frequency of the original data set, i.e., to measure and plot {W (T 1 |m 1 ω p ) , . . . , W (T max |m 1 ω p )}. If this plot belongs in miss-Matched category then we can conclude that m 1 ω p is off-resonance, and we can check the next side frequency m 2 ω p by plotting {W (T 1 |m 2 ω p ) , . . . , W (T max |m 2 ω p )}. If this plot also counts as miss-Matched we proceed with the next side frequency, and so on. In practice, we only need to consider a few first elements of Ω(ω p ) because of the tendency of Fourier coefficients to decrease with the multiplier m. Indeed, if we again take the example of CPMG sequence and suppose that, say 7ω p ≈ ω 0 , then the resonant term in attenuation function would be given by |c 7 | 2 |h T (δω min )| 2 ∼ T 2 /7 2 resulting in strongly suppressed polynomial scaling that is more likely to be included in the miss-Matched category in the first place. If all of the investigated side frequencies are miss-Matched, we conclude by the process of elimination that it is the original ω p that is in resonance. If instead we obtain the plot corresponding to one of the side frequencies, say m k ω p , that belongs in Matching category, then we know that none of ω p , m 1 ω p , . . . , m k−1 ω p were in resonance, and the problem is redefined to determining whether m k ω p or one of its side frequencies
. .} is in resonancethe problem that is solved with the same method as one described above.
V. NUMERICAL SIMULATION OF DISCRETE SPECTRUM SPECTROSCOPY
Here we present a numerical simulation of implementation of method for localization of spectral line positions described in Sec. IV. In this demonstration we focus on pinpointing only a single line instead of full reconstruction of discrete distribution of line positions.
The chosen setup is identical to one used for the purpose of creating Figs. 1 and 2 . The spectral line intensity distribution is given by
where τ c = 0.1∆ω, ν = ∆ω, and the typical line separation ∆ω will be used as a unit of frequency. The positions of spectral lines have been chosen at random from probability distributions
We assume the CPMG pulse sequence, which results in Fourier coefficients [11, 15] 
From Fig. 1 we can readout that the limit of coursegrained regime is T trans = 2π/∆ω ≈ 6/∆ω, i.e., beyond this duration length the attenuation function no longer scales linearly with T . We start by selecting an arbitrary filter frequency, ω p = ω (1) p = 1.08 ∆ω, and collecting a data set comprised of coherence evolving over increasing duration, W
(1) = {W (T
0 |ω
p )}, where
(1) p = 5.8/∆ω ≈ T trans . Next, we plot the data in Fig. 3 (a) . Since we can clearly see oscillations of coherence we classify it in miss-Matched category and conclude that ω (1) p is off-resonance. Moreover, because we can clearly see a revival of coherence we can estimate the detuning δω (16) Here T osc is the oscillation period of resonance term in the attenuation function that we introduced in Sec. III.
We can now utilize the information on detuning to help us steer the choice of subsequent filter frequencies towards the line position. Since the detuning is a distance between filter frequency and the line position, δω
p |, the data we have acquired so far is insufficient to determine whether ω (1) p is larger or smaller than ω 0 ; the only way to find out is to check both options. Hence, as a second step we set ω p = ω
p +δω (1) min to be the next choice of filter frequency. The gathered data set
0 |ω Fig. 3 (b) and we see that it depicts a rapid oscillations with small amplitude-the features that make it belong in missMatched category.
Thus, the next choice of filter frequency is ω p = ω
The resultant data set, Fig. 3 (c) and it depicts the monotonic decay of coherence that we classify in Matched category. Therefore, we conclude that frequency ω ≈ 0.2%. Note that when we used the detuning δω (1) min to steer the filter frequency we implicitly assumed that it described the distance between spectral line and the primary frequency ω (1) p , as opposed to one of its side frequencies mω
min proved to be in resonance this hypothesis has been confirmed. Indeed, in an event when δω
min would produce Matching plot, which would indicate that the assumption was invalid. In such an event, we would have to continue our search by going over side frequencies and constructing plots for subsequent choices of filter frequencies of the form ω p = m k ω (1) p ± δω (1) min until we find one that can be classified as Matching.
Finally, we present an example when the Matching plot is obtained for the initial choice of filter frequency ω p = ω take additional steps to determine if the in-resonance frequency is the primary ω (ini) p or one of its side frequencies mω
, . . .}. The initial plot of coherence evolution is shown in Fig. 4 and it exhibits a monotonic decay which qualifies for Matching category. Next, we plot the data set obtained for first side frequency ω p = 3ω (ini) p and we find it belongs in miss-Matched category. So far we have not disproved the hypothesis that ω (ini) p is in resonance, and thus we proceed with the next side frequency, ω p = 5ω (ini) p . The plot of corresponding data set also exhibits monotonic decay that places it firmly in Matching category. Therefore, we conclude that the resonance occurred not for initial ω 
VI. CONCLUSIONS
We have analyzed the T -scaling laws (i.e., the parametric dependence of the attenuation function on the duration of the evolution) for discrete spectral density in single qubit dynamical decoupling spectroscopy. In this sense, the results presented in this work can be considered as an extension to Ref. [11] , where the scaling laws have been investigated only for continuous spectral densities.
We have shown how these T -scaling laws can be uti-To show how attenuation function for discrete spectrum can be approximated by integral over continuous spectral density we start by rewriting Eq. (10) as
where ω 1 < ω 2 < . . . < ω N , ∆ω n = ω n+1 − ω n , s n = I(ω n )/∆ω n , and 
Now consider a smooth functionS(ω) such that 1.S(ω n ) = s n , for each ω n , 2. min(s n , s n+1 ) S (ω) max(s n , s n+1 ) for each interval ω ∈ [ω n , ω n+1 ].
Essentially, functionS(ω) is an interpolation of discrete distribution of spectral line intensity I(ω n ), which we can use to define a coarse-grained version of attenuation function
In the limit where the width of frequency-domain filter F is such that T ∆ω n ≪ 1 for each ∆ω n , so that we have
we get that each term in the above sum satisfies T 2 F (T ω n ) min(s n , s n+1 )∆ω n ωn+1 ωn T 2 F (T ω)S(ω)dω T 2 F (T ω n ) max(s n , s n+1 )∆ω n .
In this limit the 'sandwiching' expressions only differ by T 2 F (T ω n )s n ∆ω n − T 2 F (T ω n )s n+1 ∆ω n T 2 ∆ω n |s n − s n+1 | ≡ T 2 ∆ω n ∆s n ,
and when in addition to T ∆ω n ≪ 1 we also have that the variation of line intensity on each interval ∆ω n is not too large, T 2 ∆ω n ∆s n ≪ 1, we get that the fine details of the interpolation scheme (i.e., the course ofS(ω) in between line positions) do not impact the overall value of the integral, and that χ(T |ω p ) ≈ n T 2 F (T ω n )s n ∆ω n = χ(T |ω p ).
When this is the caseS(ω) is identified with the coarsegrained spectral density S(ω).
