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Abstract
We introduce improved learning and planning algorithms for average-reward MDPs,
including 1) the first general proven-convergent off-policy model-free control
algorithm without reference states, 2) the first proven-convergent off-policy model-
free prediction algorithm, and 3) the first learning algorithms that converge to
the actual value function rather than to the value function plus an offset. All
of our algorithms are based on using the temporal-difference error rather than
the conventional error when updating the estimate of the average reward. Our
proof techniques are based on those of Abounadi, Bertsekas, and Borkar (2001).
Empirically, we show that the use of the temporal-difference error generally results
in faster learning, and that reliance on a reference state generally results in slower
learning and risks divergence. All of our learning algorithms are fully online, and
all of our planning algorithms are fully incremental.
1 Average-Reward Learning and Planning
The average-reward formulation of Markov decision processes (MDPs) is arguably the most important
for reinforcement learning and artificial intelligence (see, e.g., Naik et al. 2019; Sutton and Barto
2018, Chapter 10) yet has received much less attention than the episodic and discounted formulations.
In the average-reward setting, experience is continuing (not broken up into episodes) and the agent
seeks to maximize the average reward per step, or reward rate, with equal weight given to immediate
and delayed rewards. In addition to this control problem, there is also the prediction problem of
estimating the value function for a given target policy. Solution methods for these problems can
be divided into those that are driven by experiential data, called learning algorithms, those that are
driven by a model of the MDP, called planning algorithms, and combined methods that first learn
a model and then plan with it. For learning methods, both control and prediction problems can be
further subdivided into on-policy versions, in which data is gathered using the target policy, and
off-policy versions, in which data is gathered using a second policy.
Learning algorithms for the average-reward setting have been explored sporadically since Wheeler
and Narendra’s pioneering work in 1986. Tsitsiklis and Van Roy (1999) proved convergence of an
average-reward version of linear TD(λ), a prediction algorithm, then Konda and Tsitsiklis (2000) and
Bhatnagar et al. (2009) extended their work to on-policy actor–critic algorithms. All other results for
average-reward learning algorithms are limited to the tabular, discrete-state setting without function
approximation. For the off-policy problem, early tabular algorithms without convergence proofs
were presented by Schwartz (1993) and Singh (1994); the only proven convergent algorithms are
RVI Q-learning and SSP Q-learning (both due to Abounadi, Bertsekas, and Borkar 2001) and an
algorithm presented by Gosavi in 2004. SSP Q-learning and Gosavi’s algorithm are limited to MDPs
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with a special state that is recurrent under all stationary policies, whereas RVI Q-learning and our new
Differential Q-learning are convergent under all unichain MDPs. Differential Q-learning improves
over RVI Q-learning in that it does not rely on a reference state–action pair or set of reference
pairs. We show empirically that reference state–action pairs can dramatically retard learning or even
cause divergence if they are not chosen well. Our Differential TD-learning algorithm is the first
off-policy learning algorithm for prediction to be proven convergent (cf. Liu et al. 2018; Mousavi
et al. 2020). The off-policy problem is more difficult, and learning algorithms for it can usually be
applied successfully to on-policy problems as a special case.
Planning algorithms for average-reward MDPs have been known at least since the setting was
introduced by Howard in 1960. However, most of these, including value iteration (Bellman 1957),
policy iteration (Howard 1960), and relative value iteration (RVI, White 1963), are ill-suited for use
in reinforcement learning because they involve sub-steps whose complexity is order the number of
states, or more. Jalali and Ferguson (1989, 1990) were some of the first to explore more incremental
methods, though their algorithms are limited to special-case MDPs and require a reference state–
action pair. In planning, as in learning, the state of the art appears to be RVI Q-learning, now applied
as a planning algorithm to a stream of experience generated by the model. When our Differential
Q-learning algorithm is applied in the same way, we call it Differential Q-planning; it improves over
the RVI Q-learning planner in omitting the reference state–action pair, with concomitant efficiencies
just as in the learning case. In the prediction case we have Differential TD-planning. Both of these
algorithms are fully incremental and well suited for use in reinforcement learning architectures (e.g.,
Dyna (Sutton 1990)).
All average-reward algorithms, including our first four, converge not to the actual value function,
but to the value function plus an offset that depends on initial conditions or a reference state or
state–action pair. The offset is normally not a serious problem because only the relative values of
states, or of state–action pairs, is used to determine policies. The actual value function of any policy is
centered, meaning that the values produced when following that policy (in the real MDP in learning,
or in the model MDP in planning) have mean zero. Our final contribution is to extend all four of
our algorithms to centered versions that converge to the actual value function without an offset. The
key to these algorithms is the introduction of a second value-function estimator whose reward is the
estimated values of the usual value-function estimator (cf. Sutton et al. 2011; Sherstan et al. 2018).
2 The Average-Reward Problem Setting
We formalize an agent’s interaction with its environment by a finite Markov decision process,
defined by the tuple M .= (S,A,R, p), where S is a set of states, A is a set of actions, R is
a set of rewards, and p : S × A × S × R → [0, 1] is the dynamics of the environment. At
each of a sequence of discrete time steps t, the agent is in a state St ∈ S and selects, using
behavior policy b : A × S → [0, 1], an action At ∈ A, then receives from the environment a
reward Rt+1 ∈ R and the next state St+1 ∈ S, and so on. The transition dynamics are such that
p(s′, r|s, a) .= Pr(St+1 = s′, Rt+1 = r|St = s,At = a) for all s, s′ ∈ S, a ∈ A, and r ∈ R. All
policies we consider in the paper are in the set of stationary Markov policies Π. Arbitrary policies pi
are ranked according to their long term reward rate:
r(pi)
.
= lim
n→∞
1
n
n∑
t=1
E[Rt|S0, A0:t−1 ∼ pi], (1)
where the limit is assumed to exist and to be independent of S0. These assumptions are not signif-
icantly restrictive; in this case the MDP is commonly said to be unichain. Let r∗
.
= suppi∈Π r(pi)
denotes the best possible reward rate.
The differential value function for policy pi is
vpi(s)
.
= lim
n→∞
1
n
n∑
k=1
k∑
t=1
E [Rt − r(pi) | S0 = s,A0:t−1 ∼ pi] , for all s ∈ S. (2)
The state-value Bellman equations for pi are
v(s) =
∑
a
pi(a|s)
∑
s′,r
p(s′, r|s, a)(r − r¯ + v(s′)), for all s ∈ S, (3)
2
where r¯ and v : S → R are free variables. Note that there is one fewer equation than there are
unknowns. The unique solution for r¯ is r(pi). All the solutions for v(s) are of the form vpi(s) + c,
where c ∈ R.
The action-value Bellman optimality equations,
q(s, a) =
∑
s′,r
p(s′, r|s, a)(r − r¯ + max
a′
q(s′, a′)), for all s ∈ S, a ∈ A, (4)
also have a unique solution for r¯, now equal to r∗, and multiple solutions for q : S ×A → R that are
unique only up to an additive constant.
3 Control Algorithms
Our first new learning algorithm, Differential Q-learning, maintains a table of estimatesQt(s, a),∀s ∈
S, a ∈ A, that is intended to approximate q(s, a) (in the sense of being a solution to (4)), and a scalar
estimate R¯t that is intended to approximate r∗. On each time step, two estimates are updated:
Qt+1(St, At)
.
= Qt(St, At) + αtδt, and Qt+1(s, a) = Qt(s, a),∀s 6= St, a 6= At, (5)
R¯t+1
.
= R¯t + ηαtδt, (6)
where αt is a step size sequence, η is a positive constant, and
δt
.
= Rt+1 − R¯t + max
a
Qt(St+1, a)−Qt(St, At). (7)
The quantity δt is known as the temporal-difference (TD) error. Using the TD error to update the
reward rate estimate is key to our new algorithms, enabling us to prove their convergence in off-policy
cases without recourse to reference states.
The TD error was also used to update the reward rate estimate by Schwartz (1993) and Singh (1994),
but their algorithms were not proved convergent.
Theorem 1 (Sketch). If 1) the MDP M is unichain, 2) the stepsizes, which are specific to each
state-action pair, are decreased appropriately, 3) all the state-action pairs are updated infinite number
of times, and 4) the ratio of the update frequency of the most-updated state-action pair to the update
frequency of the least-updated state-action pair is finite, then the Differential Q-learning algorithm
(Equations 5–7) converges, almost surely, R¯t to r∗, and Qt to a solution for q in (4).
Proof. (Sketch, complete proof in Appendix B) Our proof comprises two steps: 1) combine our
algorithm’s two updates to obtain a single update that is similar to the RVI Q-learning’s update, and 2)
show the convergence for the single update using a proof technique similar to that of RVI Q-learning.
Define Σt
.
=
∑
s,aQt(s, a). At each time step, the increment to R¯t is η times the increment to Qt
and to Σt. Therefore, the cumulative increment can be written
R¯t − R¯0 =
t−1∑
i=0
ηαiδi = η (Σt − Σ0) =⇒ R¯t = ηΣt − c , where c .= ηΣ0 − R¯0. (8)
Next, substitute R¯t in (5) with (8):
Qt+1(St, At) = Qt(St, At) + αt
(
Rt+1 + max
a
Qt(St+1, a)−Qt(St, At)− ηΣt + c
)
,
= Qt(St, At) + αt
(
R˜t+1 + max
a
Qt(St+1, a)−Qt(St, At)− ηΣt
)
, (9)
where R˜t+1
.
= Rt+1 + c. Now (9) is in the same form as the RVI Q-learning’s update:
Qt+1(St, At) = Qt(St, At) + αt
(
Rt+1 + max
a
Qt(St+1, a)−Qt(St, At)− f(Qt)
)
, (10)
with f(Qt) = ηΣt for a slightly different MDP M˜ whose rewards are all shifted by c.
3
Note that the convergence of Qt in (9) can not be obtained using the convergence theorem of RVI
Q-learning because ηΣt = η
∑
s,aQt(s, a) in general does not satisfy conditions on f required
by that theorem. However, building on techniques used in that proof (Abounadi, Bertsekas, and
Borkar 2001), we show that the convergence of Qt in (9) still holds. In particular, we show that Qt
converges almost surely to q∞, the unique solution for q that satisfies both the action-value Bellman
optimality equations under M˜ and η∑s,a q(s, a) = r∗ + c. It can be shown that q∞ also satisfies
the action-value Bellman optimality equation inM. Additionally, because ηΣt = η
∑
s,aQt(s, a)
converges to η
∑
s,a q∞(s, a) = r∗ + c, we have R¯t = ηΣt − c converges to r∗ almost surely. This
completes the proof.
If Differential Q-learning is applied to simulated experience generated from the model of the environ-
ment, then it becomes a planning algorithm, which we call Differential Q-planning.
The simulated experience is generated as follows: at each planning step n, the agent arbitrarily
chooses a state Sn and an action An, and applies pˆ to generate a simulated resulting reward and state
Rn, S
′
n ∼ pˆ(·, ·|Sn, An). Like Differential Q-learning, Differential Q-planning maintains a table of
action-value estimates Qn(s, a),∀s ∈ S, a ∈ A and a reward rate estimate R¯n. At each planning
step n, these estimates are updated by ((5) and (6), just as in Differential Q-learning, except now
using Sn, An, Rn, S′n instead of St, At, Rt+1, St+1.
Theorem 2 (sketch). Under the same assumptions made in Theorem 1, except for using Mˆ instead
ofM, and that the data is generated from the model in the aforementioned way instead of through
the real experience, the Differential Q-planning algorithm converges, almost surely, R¯n to rˆ∗ and Qn
to qˆ∞, where rˆ∗ is the best possible reward rate for the modeled MDP Mˆ .= (S,A,R, pˆ) and qˆ∞ is
a solution for q in the action-value Bellman equations for Mˆ (cf. (4)).
Proof. Essentially as in Theorem 1. Full proof in Appendix B.
4 Empirical Results for Control Algorithms
In this section we show that RVI Q-learning’s rate of learning depends strongly on the choice of the
reference state in the Access-Control Queuing task from the literature (Sutton and Barto 2018). This
task involves customers queuing up to access to one of 10 servers. The customers have differing
priorities (1, 2, 4, or 8), which are also the rewards received if and when their service is complete. At
each step, the customer at the head of queue is either accepted and allocated a free server (if any)
or is rejected (in which case a reward of 0 is received). This decision is made based on the priority
of the customer and the number of currently free servers, which together constitute the state of this
average-reward MDP. The rest of the details of this test problem are exactly as described by Sutton
and Barto (2018).
We applied RVI Q-learning and Differential Q-learning (pseudocodes for both the algorithms are
in Appendix A) to this task, each for 30 runs of 80,000 steps, and each for a range of step sizes
α. Differential Q-learning was run with a range of η values, and RVI Q-learning was run with six
different reference state–action pairs corresponding to 0, 2, 4, 6, 8, or 10 free servers, a priority 8
customer at the head of the queue, and the accept action.
A learning curve for each algorithm is shown in the upper right of Figure 1: both algorithms appear to
be converging. The lower two panels show parameter studies for each algorithm. Plotted is the reward
rate over all 80,000 steps, reflecting their rates of learning. We see that RVI Q-learning performs
acceptably for only half of the reference state-action pairs, whereas the performance of Differential
Q-learning varies only slightly over a wide range of parameter values. A second, smaller example,
with similar results is given in Appendix C.
We found in our experiments that RVI Q-learning performed worse when the reference state–action
pair was visited less often. This can be a major problem when the reference state–action pair is far
from the optimal policy and thus becomes infrequently visited. One extreme case when this happens
is when the MDP contains transient states, which are not revisited under any policy. If one of these is
part of the reference state–action pair, then its value cannot be estimated correctly. RVI Q-learning’s
value estimates may diverge in this case, as we show in Appendix C.
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Figure 1: On the Access-Control queuing
task, our Differential Q-learning is more ro-
bust than RVI Q-learning. Right: Exemplary
learning curves showing that both algorithms
converge. Below: Parameter studies, showing
that RVI Q-learning’s rate of learning depends
strongly on the choice of the reference state–
action pair, whereas Differential Q-learning’s
rate of learning varies little over a broad range
of its parameters. The shading indicates one
standard error.
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5 Prediction Algorithms
Our new prediction learning algorithm, Differential TD-learning, approximates v(s), a solution of
(3), for a policy pi. It uses a table of estimates Vt(s),∀s ∈ S, and an additional scalar estimate R¯t
for r(pi). The real experience, . . . , St, At, Rt+1, St+1, . . ., is generated by a potentially different
behavior policy b, as usual. On each time step, two estimates are updated:
Vt+1(St)
.
= Vt(St) + αtρtδt, and Vt+1(s)
.
= Vt(s),∀s 6= St, (11)
R¯t+1
.
= R¯t + ηαtρtδt, (12)
where
δt
.
= Rt+1 − R¯t + Vt(St+1)− Vt(St) (13)
is the state-value form of the TD error, and ρt
.
= pi(At|St)/b(At|St) is the importance sampling
ratio.
Theorem 3 (sketch). If 1) the MDPM is unichain, 2) for each state, the behavior policy covers all
the actions that the target policy may choose, 3) the stepsizes, which are specific to each state, are
decreased appropriately, 4) all the states are updated an infinite number of times, and 5) the ratio of
the update frequency of the most-updated state to the update frequency of the least-updated state is
finite, then the Differential TD-learning algorithm (Equations 11-13) converges, almost surely, R¯t to
r(pi) and Vt to a solution of v in (3).
Proof. Essentially as in Theorem 1. Full proof in Appendix B.
Note that this result applies to both on-policy and off-policy problems. Differential TD-learning is
the first average-reward algorithm that is proven convergence for off-policy problems.
The planning version of Differential TD-learning, called Differential TD-planning, uses simulated
experience generated just as in Differential Q-planning, except that Differential TD-planning chooses
actions according to policy b and not arbitrarily. Differential TD-planning maintains a value estimate
Vn and a reward rate estimate R¯n and updates them just as in Differential TD-learning ((11) and (12))
using Sn, An, Rn, S′n instead of St, At, Rt+1, St+1.
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Theorem 4 (sketch). Under the same assumptions made in Theorem 3, except for using Mˆ instead
ofM and that the data is generated from the model in the aforementioned way instead of through the
real experience, the Differential TD-planning algorithm converges, almost surely, R¯n to rˆ(pi), and
Vn to vˆ∞, where rˆ(pi) is the reward rate following policy pi for the modeled MDP Mˆ .= (S,A,R, pˆ)
and vˆ∞ is a solution for v in the state value Bellman equations in Mˆ (cf. (3)).
Proof. Essentially as in Theorem 1. Full proof in Appendix B.
6 Empirical Results for Prediction Algorithms
In this section we present empirical results with average-reward prediction learning algorithms using
the Two Loop task shown in the upper left of Figure 2 (cf. Mahadevan 1996, Naik et al. 2019). This
is a continuing MDP with only one action in every state except state 0. Action left in state 0 gives
an immediate reward of +1 and action right leads to a delayed reward of +2 after five steps. The
optimal policy is to take the action right in state 0 to obtain a reward rate of 0.4 per step. The
easier-to-find sub-optimal policy of going left results in a reward rate of 0.2.
The only existing proven-convergent prediction learning algorithm is Tsitsiklis and Van Roy’s (1999)
Average Cost TD-learning, which can only be applied in the on-policy setting. Next we show that
Average Cost TD-learning converges slower than Differential TD-learning. To understand why, it is
useful to examine the updates of the reward rate estimates of the two algorithms in the on-policy case
(the updates of the value estimates of the two algorithms are the same):
Average Cost TD-learning: R¯t+1 = R¯t + ηαt
(
Rt+1 − R¯t
)
Differential TD-learning: R¯t+1 = R¯t + ηαt
(
Rt+1 − R¯t + V (St+1)− V (St)
)
At the beginning of training, the errors of both updates are roughly the same, but as the value estimates
get more accurate, the TD error of Differential TD-learning tends towards zero for deterministic
transitions whereas the conventional error in Average Cost TD-learning continues to be nonzero. The
higher variance of the reward rate estimate of Average Cost TD-learning can be expected to flow over
time into higher variance in the value estimates. Our first prediction experiment shows this.
In this experiment, the target policy was the one that randomly picks the left or right in state
0 with probability 0.5. The reward rate corresponding to this policy is 0.3. All the experiments
were run for 10,000 steps and repeated 30 times. The evaluation metric used is a variant of the
root-mean-squared value error (RMSVE) proposed by Tsitsiklis and Van Roy (1999). It measures the
distance of the estimated values to the nearest solution that satisfies the state-value Bellman equation
(3). We use and denote this metric by ‘RMSVE (TVR)’. Details on how this is computed are provided
in Appendix C along with all the experimental details.
Figure 2 shows the performance of Average Cost TD-learning and Differential TD-learning algorithms
on this task (pseudocodes for both the algorithms are in Appendix A). The learning curves (orange
and blue) on the top-right correspond to the parameters that minimized the average RSMVE (TVR)
over the training period, which reflects their sample efficiency. The plots in the bottom row indicate
the sensitivity of the performance of these two algorithms to the two hyperparameters α and η.
Differential TD-learning converged to a lower average RMSVE (TVR) than Average Cost TD-
learning across the entire range of parameters tested. In other words, Differential TD-learning
converged faster than Average Cost TD-learning, just as we had expected.
We conducted the second experiment to verify our theoretical result for Differential TD-learning in
the more general off-policy setting. This time there are no baselines to compare against because our
Differential TD-learning is the only proven-convergent average-reward prediction learning algorithm
in the off-policy setting. We used this algorithm on the same task with the same target policy,
and a different behavioural policy which took action left and right with probability 0.9 and 0.1
respectively (this is quite ‘off’ from the target policy).
The green learning curve in the top-right of Figure 2 is plotted for the parameters that resulted in the
minimum asymptotic RMSVE (TVR), computed over the last 5000 steps of training. We observed
that Differential TD-learning in the off-policy setting converged within a reasonable amount of time.
The sensitivity of Differential TD-learning in this off-policy setting to the two hyperparameters α and
η is given in Appendix C along with the rest of the experimental details.
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Figure 2: Our Differential TD-learning converges faster than Average Cost TD-learning on the Two
Loop task. Top-left: The transition graph for Two Loop MDP. Top-right: Exemplary learning curves
showing Differential TD-learning converges faster than Average Cost TD-learning in the on-policy
setting, and that Differential TD-learning converges in the off-policy setting. Bottom: Parameter
studies, showing Differential TD-learning in the on-policy setting converges faster to a lower average
RMSVE (TVR) over a broad range of its hyperparameters, whereas Average Cost TD-learning is
more sensitive to stepsize α and converges significantly slower for large stepsizes.
In conclusion, our experiments show that Differential TD-learning, which uses the TD error to update
the reward rate estimate, converges faster than Average Cost TD-learning on the Two Loop task. Our
experiments also verify that Differential TD-learning converges in the off-policy setting.
7 Estimating the Actual Differential Value Function
All average-reward algorithms, including the ones we proposed, converge to an uncentered differential
value function, in other words, the actual differential value function plus some unknown offset that
depends on the algorithm itself and other design choices such as initial values and reference states.
We now introduce a simple technique to compute the offset in the value estimates for both learning
and planning, on-policy and off-policy cases. Once the offset is computed, it can simply be subtracted
from the value estimates to obtain the estimate of the actual (centered) differential value function. We
demonstrate how the offset can be eliminated in Differential TD-learning; the other cases (Differential
TD-planning, Differential Q-learning and Differential Q-planning) are shown in Appendix B). For
this purpose, we introduce, in addition to the first estimator ((11) and (12)), a second estimator in
which the reward is the value estimate of the first estimator.
The second estimator maintains a scalar offset estimate V¯t, an auxiliary table of estimates Ft(s),∀s ∈
S, and uses the following update rules:
Ft+1(St)
.
= Ft(St) + βtρt∆t, and Ft+1(s)
.
= Ft(s),∀s 6= St, (14)
V¯t+1
.
= V¯t + κβtρt∆t, (15)
where
∆t
.
= Vt(St)− V¯t + Ft(St+1)− Ft(St), (16)
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is the TD error of the second estimator, βt is a step size sequence, and κ is a positive constant. βt
and κ can be different from αt and η. We call (11), (12), (13) (14), (15), (16) Centered Differential
TD-learning.
We now briefly give some intuition on why this technique can successfully compute the off-
set. By Theorem 3, almost surely, R¯t converges to r(pi) and Vt converges to some v∞, where
v∞(s) = vpi(s) + c,∀s ∈ S for some offset c ∈ R. In Appendix B, we show the offset
c =
∑
s dpi(s)v∞(s), where dpi is the stationary state distribution following policy pi. As Vt
converges to v∞,
∑
s dpi(s)Vt(s) converges to
∑
s dpi(s)v∞(s) = c. Note that
∑
s dpi(s)Vt(s) and
r(pi) =
∑
s dpi(s)rpi(s) are in the same form. And therefore
∑
s dpi(s)Vt(s) can be estimated similar
to how r(pi) is estimated, using Vt as the reward. This leads to (14), (15), (16).
Theorem 5 (sketch). If the assumptions in Theorem 3 hold, and the stepsizes, which are specific to
each state, are decreased appropriately, then Centered Differential TD-learning (Equations 11-16)
converges, almost surely, Vt − V¯te to vpi and R¯t to r(pi), where e is a |S|-length vector of all ones.
The proof is shown in Appendix B. We also demonstrate how this technique can be used to learn the
actual differential value function with an experiment in Appendix C (pseudocode in Appendix A).
One benefit of eliminating the offsets is it enables comparing multiple estimated differential value
functions. The RMSVE (TVR) metric by Tsitsiklis and Van Roy (1999) achieves this to some
extent, but requires the complete knowledge of the MDP. On the other hand, our technique offers a
simple way to estimate the actual differential value function directly without any domain knowledge.
Moreover, the actual differential value function has mean zero, and hence the following semantics:
from this state, how much more reward would be obtained than on average? This opens the possibility
of expressing knowledge using a differential form of general value functions (cf. Sutton et al. 2011).
Our technique to obtain the actual differential value function is not specific to algorithms proposed in
this paper, but can be used with any average-reward algorithm that estimates the differential value
function.
8 Conclusion and Limitations
All the learning algorithms introduced in this paper are online, meaning that they make updates only
with the experience at the current time step. All the planning algorithms introduced are incremental,
meaning that the estimates are always available and are continually improved in small incremental
steps.
In this paper, we have taken steps to improve the learning and planning algorithms for continuing
(non-episodic) problems that use the average-reward formulation. In particular, we introduced and
proved the convergence of the first general off-policy model-free control algorithm that does not
rely on reference states, and the first off-policy model-free prediction algorithm. Our empirical
results illustrate that reference states can slow down learning, whereas using the TD error results in
faster learning in the domains tested. Additionally, we proposed a technique to estimate the centered
differential value function, which could have multiple benefits. Key to our new algorithms as well as
their convergence proofs is maintaining a reward rate estimate and applying TD error to update the
reward rate estimate.
All of our algorithms are limited to tabular estimates, but it would be natural to extend them
to function approximation, in particular and most immediately to linear function approximation.
Another interesting direction for future work would be to extend these algorithms to semi-Markov
decision processes, so that they can be used with temporal abstractions like options (Sutton, Precup,
and Singh 1999). These potential extensions would be important in enabling application to large-scale
sequential decision problems and to the larger ambitions of artificial intelligence.
Acknowledgments and Disclosure of Funding
The authors were supported by DeepMind, NSERC, and CIFAR. The authors also wish to thank
Vivek Borkar for a fruitful discussion about several related works, as well as Huizhen Yu and Martha
White for valuable feedback during early stages of the work.
8
References
Abounadi, J., Bertsekas, D., Borkar, V. S. (2001). Learning algorithms for Markov decision processes with
average cost. SIAM Journal on Control and Optimization, 40(3):681–698.
Bellman, R. E. (1957). Dynamic Programming. Princeton University Press.
Bhatnagar, S., Sutton, R. S., Ghavamzadeh, M., Lee, M. (2009). Natural actor–critic algorithms. Automatica,
45(11):2471–2482.
Borkar, V. S. (1998). Asynchronous stochastic approximations. SIAM Journal on Control and Optimization,
36(3):840–851.
Borkar, V. S. (2009). Stochastic Approximation: A Dynamical Systems Viewpoint. Springer.
Borkar, V. S., Meyn, S. P. (2000). The ODE method for convergence of stochastic approximation and reinforce-
ment learning. SIAM Journal on Control and Optimization, 38(2):447–469.
Gosavi, A. (2004). Reinforcement learning for long-run average cost. European Journal of Operational Research,
155(3):654–674.
Howard, R. A. (1960). Dynamic Programming and Markov Processes. MIT Press.
Jalali, A., Ferguson, M. J. (1989). Computationally efficient adaptive control algorithms for Markov chains. In
Proceedings of the 28th IEEE Conference on Decision and Control, pp. 1283–1288.
Jalali, A., Ferguson, M. J. (1990). A distributed asynchronous algorithm for expected average cost dynamic
programming. In Proceedings of the 29th IEEE Conference on Decision and Control, pp. 1394–1395.
Konda, V. R., Tsitsiklis, J. N. (2000). Actor-critic algorithms. In Advances in Neural Information Processing
Systems 12, pp. 1008–1014.
Liu, Q., Li, L., Tang, Z., Zhou, D. (2018). Breaking the curse of horizon: Infinite-horizon off-policy estimation.
In Advances in Neural Information Processing Systems, pp. 5356–5366.
Mahadevan, S. (1996). Average reward reinforcement learning: Foundations, algorithms, and empirical results.
Machine Learning, 22(1–3):159–195.
Mousavi, A., Li, L., Liu, Q., Zhou, D. (2020). Black-box off-policy estimation for infinite-horizon reinforcement
learning. ArXiv:2003.11126.
Naik, A., Shariff, R., Yasui, N., Sutton, R. S. (2019). Discounted reinforcement learning is not an optimization
problem. Optimization Foundations for Reinforcement Learning Workshop at the Conference on Neural
Information Processing Systems. Also arXiv:1910.02140.
Puterman, M. L. (1994). Markov Decision Processes: Discrete Stochastic Dynamic Programming. John Wiley
& Sons.
Schwartz, A. (1993). A reinforcement learning method for maximizing undiscounted rewards. In Proceedings of
the 10th International Conference on Machine Learning, pp. 298–305.
Sherstan, C., Ashley, D. R., Bennett, B., Young, K., White, A., White, M., Sutton, R. S. (2018). Comparing
direct and indirect temporal-difference methods for estimating the variance of the return. In Proceedings of
the 34th Conference on Uncertainty in Artificial Intelligence, pp. 63–72.
Singh, S. P. (1994). Reinforcement learning algorithms for average-payoff Markovian decision processes. In
Proceedings of the Conference of the Association for the Advancement of Artificial Intelligence, pp. 700–705.
Sutton, R. S. (1990). Integrated architectures for learning, planning, and reacting based on approximating
dynamic programming. In Proceedings of the International Conference on Machine Learning, pp. 216–224.
Sutton, R. S., Barto, A. G. (2018). Reinforcement Learning: An Introduction. MIT Press.
Sutton, R. S., Modayil, J., Delp, M., Degris, T., Pilarski, P. M., White, A., Precup, D. (2011). Horde: A scalable
real-time architecture for learning knowledge from unsupervised sensorimotor interaction. In Proceedings
of the 10th International Conference on Autonomous Agents and Multiagent Systems, pp. 761–768.
Sutton, R. S., Precup, D., Singh, S. (1999). Between MDPs and semi-MDPs: A framework for temporal
abstraction in reinforcement learning. Artificial Intelligence, 112(1-2):181-211.
Tsitsiklis, J. N., Van Roy, B. (1999). Average cost temporal-difference learning. Automatica, 35(11):1799–1808.
Wheeler, R., Narendra, K. (1986). Decentralized learning in finite Markov chains. IEEE Transactions on
Automatic Control, 31(6):519–526.
White, D. J. (1963). Dynamic programming, Markov chains, and the method of successive approximations.
Journal of Mathematical Analysis and Applications, 6(3):373–376.
9
A Algorithm Pseudocodes
This section contains the pseudocodes for all the algorithms used in the experiments in this paper:
• Section 4 — Empirical Results for Control Algorithms:
Differential Q-learning and RVI Q-learning
• Section 6 — Empirical Results for Prediction Algorithms:
Differential TD-learning and Average Cost TD learning
• Section 7 — Estimating the Actual Differential Value Function:
Centered Differential Q-learning
Algorithm 1: Differential Q-learning (one-step off-policy control)
Input: The policy b to be used (e.g., -greedy)
Algorithm parameters: step size α, η
1 Initialize Q(s, a) ∀s, a; R¯ arbitrarily (e.g., to zero)
2 Obtain initial S
3 while still time to train do
4 A← action given by b for S
5 Take action A, observe R,S′
6 δ = R− R¯+ maxaQ(S′, a)−Q(S,A)
7 Q(S,A) = Q(S,A) + αδ
8 R¯ = R¯+ ηαδ
9 S = S′
10 end
11 return Q
Algorithm 2: RVI Q-learning (one-step off-policy control)
Input: The policy b to be used (e.g., -greedy)
Algorithm parameters: step size α
1 Initialize Q(s, a) ∀s, a arbitrarily (e.g., to zero)
2 Choose function f(Q)
(
e.g., a single reference state-action pair — f(Q) = Q(s0, a0)
)
3 Obtain initial S
4 while still time to train do
5 A← action given by b for S
6 Take action A, observe R,S′
7 δ = R− f(Q) + maxaQ(S′, a)−Q(S,A)
8 Q(S,A) = Q(S,A) + αδ
9 S = S′
10 end
11 return Q
10
Algorithm 3: Differential TD-learning (one-step off-policy prediction)
Input: The policy pi to be evaluated, and b to be used
Algorithm parameters: step sizes α, η
1 Initialize V (s) ∀s, R¯ arbitrarily (e.g., to zero)
2 while still time to train do
3 A← action given by b for S
4 Take action A, observe R,S′
5 δ = R− R¯+ V (S′)− V (S)
6 ρ = pi(A|S)b(A|S)
7 V (S) = V (S) + αρδ
8 R¯ = R¯+ ηαρδ
9 S = S′
10 end
11 return V
Algorithm 4: Average Cost TD-learning (one-step on-policy prediction)
Input: The policy pi to be evaluated
Algorithm parameters: step sizes α, η
1 Initialize V (s) ∀s, R¯ arbitrarily (e.g., to zero)
2 while still time to train do
3 A← action given by pi for S
4 Take action A, observe R,S′
5 δ = R− R¯+ V (S′)− V (S)
6 V (S) = V (S) + αδ
7 R¯ = R¯+ ηα(R− R¯)
8 S = S′
9 end
10 return V
Algorithm 5: Centered Differential Q-learning
Input: The policy b to be used (e.g., -greedy)
Algorithm parameters: step size α, η, β, κ
1 Initialize Q(s, a), F (s, a) ∀s, a; R¯, Q¯ arbitrarily (e.g., to zero)
2 Obtain initial S
3 while still time to train do
4 A← action given by b for S
5 Take action A, observe R,S′
6 δ = R− R¯+ maxaQ(S′, a)−Q(S,A)
7 Q(S,A) = Q(S,A) + αδ
8 R¯ = R¯+ ηαδ
9 ∆ = Q(S,A)− Q¯+ F (S′, argmaxaQ(S′, a))− F (S,A)
10 F (S,A) = F (S,A) + β∆
11 Q¯ = Q¯+ κβ∆
12 S = S′
13 end
14 return Q− Q¯e, where e is a |S × A| vector of all ones.
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B Convergence Proofs
In this section, we present the convergence proofs of Differential Q-learning and Differential Q-
planning in subsection B.1, of Differential TD-learning and Differential TD-planning in subsection
B.2, and that of the centered version of these algorithms in subsection B.3.
For convenience, the following notations are used for all the proofs:
• Given any vector x,∑x denotes sum of all elements in x. Formally,∑x .= ∑i x(i).
• e denotes an all-ones vector, whose length may be |S × A| or |S| depending on the context.
• Finally, exp(·) is used instead of e(·) to denote the exponential function.
B.1 Proof of Differential Q-learning and Differential Q-planning
In this section, we analyze a general algorithm that includes both Differential Q-learning and
Differential Q-planning cases. We call it General Differential Q. We first formally define it and then
explain why both Differential Q-learning and Differential Q-planning are special cases of General
Differential Q. We then provide assumptions and the convergence theorem of General Differential
Q. The theorem would lead to convergence of Differential Q-learning and Differential Q-planning.
Finally, we provide a proof for the theorem.
Given a MDPM .= (S,A,R, p), for each state s ∈ S action a ∈ A and discrete step n ≥ 0, let
Rn(s, a), S
′
n(s, a) ∼ p(·, ·|s, a) denote a sample of resulting state and reward. We hypothesize a
set-valued process {Yn} taking values in the set of nonempty subsets of S ×A with the interpretation:
Yn = {(s, a) : (s, a) component of Q was updated at time n}. Let ν(n, s, a) .=
∑n
k=0 I{(s, a) ∈
Yk}, where I is the indicator function. Thus ν(n, s, a) = the number of times the (s, a) component
was updated up to step n. The update rules of General Differential Q are
Qn+1(s, a)
.
= Qn(s, a) + αν(n,s,a)δn(s, a)I{(s, a) ∈ Yn}, ∀s ∈ S, a ∈ A, (B.1)
R¯n+1
.
= R¯n + η
∑
s,a
αν(n,s,a)δn(s, a)I{(s, a) ∈ Yn}, (B.2)
where
δn(s, a)
.
= Rn(s, a)− R¯n + max
a′
Qn(S
′
n(s, a), a
′)−Qn(s, a). (B.3)
Here αν(n,s,a) is the stepsize at step n for state-action pair (s, a). The quantity αν(n,s,a) depends
on the sequence {αn}, which is an algorithmic design choice, and also depends on the visitation
of state-action pairs ν(n, s, a). To obtain the stepsize, the algorithm could maintain a |S × A|-size
table counting the number of visitations to each state-action pair, which is exactly ν(·, ·, ·). Then the
stepsize αν(n,s,a) can be obtained as long as the sequence {αn} is specified.
Now we show Differential Q-learning is a special case of General Differential Q. Consider a sequence
of real experience . . . , St, At, Rt+1, St+1, . . .. By choosing step n = time step t,
Yt(s, a) = 1, if s = St, a = At,
Yt(s, a) = 0 otherwise,
and S′n(s, a) = St+1, Rn(s, a) = Rt+1, update rules (B.1), (B.2), and (B.3) become
Qt+1(St, At)
.
= Qt(St, At) + αν(t,St,At)δt, and Qt+1(s, a)
.
= Qt(s, a),∀s 6= St, a 6= At, (B.4)
R¯t+1
.
= R¯t + ηαν(t,St,At)δt, (B.5)
δt
.
= Rt+1 − R¯t + max
a′
Qt(St+1, a
′)−Qt(St, At), (B.6)
which are Differential Q-learning’s update rules with stepsize at time t being αν(t,St,At).
Similarly we can show Differential Q-planning is a special case of General Differential Q. Consider a
sequence of simulated experience . . . , Sn, An, Rn, S′n, . . .. By choosing step n to be the planning
step,
Yn(s, a) = 1, if s = Sn, a = An,
Yn(s, a) = 0, otherwise,
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and S′n(s, a) = S
′
n, Rn(s, a) = Rn, update rules (B.1), (B.2), and (B.3) become
Qn+1(Sn, An)
.
= Qn(Sn, An) + αν(n,Sn,An)δn, and Qn+1(s, a)
.
= Qn(s, a),∀s 6= Sn, a 6= An,
(B.7)
R¯n+1
.
= R¯n + ηαν(n,Sn,An)δn, (B.8)
δn
.
= Rn+1 − R¯n + max
a′
Qn(Sn+1, a
′)−Qn(Sn, An), (B.9)
which are Differential Q-planning’s update rules with stepsize αν(n,Sn,An).
We now specify assumptions on General Differential Q, which are required by our convergence
theorem.
Assumption B.1 (Unichain Assumption). The MDPM is Unichain, that is, givenM, the induced
Markov chain under any stationary Markov policy is unichain.
Assumption B.2 (Stepsize Assumption). αn > 0,
∑∞
n=0 αn =∞,
∑∞
n=0 α
2
n <∞.
Assumption B.3 (Asynchronous Stepsize Assumption A). Let [·] denote the integer part of (·), for
x ∈ (0, 1),
sup
i
α[xi]
αi
<∞
and ∑[yi]
j=0 αj∑i
j=0 αj
→ 1
uniformly in y ∈ [x, 1].
Assumption B.4 (Asynchronous Stepsize Assumption B). There exists ∆ > 0 such that
lim inf
n→∞
ν(n, s, a)
n+ 1
≥ ∆,
a.s., for all s ∈ S, a ∈ A. Furthermore, for all x > 0, let
N(n, x) = min
{
m ≥ n :
m∑
i=n
αi ≥ x
}
,
the limit
lim
n→∞
∑ν(N(n,x),s,a)
i=ν(n,s,a) αi∑ν(N(n,x),s′,a′)
i=ν(n,s′,a′) αi
exists a.s. for all s, s′, a, a′.
These assumptions are also required by the convergence theorem of RVI Q-learning. In fact, As-
sumption B.2, B.3 and B.4 originate from the another result showing convergence of stochastic
approximation algorithms (Borkar 1998).
We now explain meanings of these assumptions. Assumption B.1 is the standard unichain assump-
tion for the MDP. Assumption B.2 and B.3 can be satisfied if the sequence {αn} decreases to 0
appropriately. The sequence {αn} could be, for example, 1/n, 1/(n log n), or log n/n (Abounadi,
Bertsekas, and Borkar 2001). Assumption B.4 requires that all elements of Q are updated infinitely
often and that the relative update frequency between any two elements is finite. For example, Borkar
(personal communication) showed that with a common αn = 1/n, Assumption B.4 can be satisfied
(Assumption B.2 and B.3 can also be satisfied with this stepsize). To see this, on substituting 1/n in
αn, we have
N(n, x)
.
= min
{
m ≥ n :
m∑
k=n
αn ≥ x
}
≈ min
{
m ≥ n : log
(m
n
)
≥ x
}
≈ n exp(x).
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Hence for any s 6= s′, a 6= a′
lim
n↑∞
limn↑∞
∑N((n,x),s,a)
k=ν(n,s,a) αk
limn↑∞
∑N((n,x),s′,a′)
k=ν(n,s′,a′) αk
= lim
n↑∞
log ν(n,s,a) exp(x)ν(n,s,a)
log ν(n,s
′,a′) exp(x)
ν(n,s′,a′)
= 1.
This shows that Assumption B.4 is satisfied.
It is easy verify that under the unichain assumption the following system of equations:
q(s, a) =
∑
s′,r
p(s′, r|s, a)(r − r¯ + max
a′
q(s′, a′)), for all s ∈ S, a ∈ A, (B.10)
r∗ − R¯0 = η
(∑
q −
∑
Q0
)
, (B.11)
has a unique solution for q. Denote the solution as q∞.
Theorem B.1 (Convergence of General Differential Q). If Assumptions B.1-B.4 hold, then the
General Differential Q algorithm (Equations B.1-B.3) converges a.s. R¯n to r∗ and Qn to q∞.
We now prove this theorem.
B.1.1 Proof of Theorem B.1
At each step, the increment to R¯n is η times the increment to Qn and
∑
Qn. Therefore, the
cumulative increment can be written
R¯n − R¯0 = η
n−1∑
i=0
∑
s,a
αν(i,s,a)δi(s, a)I{(s, a) ∈ Yi}
= η
(∑
Qn −
∑
Q0
)
=⇒ R¯n = η
∑
Qn − η
∑
Q0 + R¯0 = η
∑
Qn − c, (B.12)
where c .= η
∑
Q0 − R¯0. (B.13)
Now substituting R¯n in (B.1) with (B.12), we have ∀s ∈ S, a ∈ A:
Qn+1(s, a) = Qn(s, a) + αν(n,s,a)(
Rn(s, a) + max
a′
Qn(S
′
n(s, a), a
′)−Qn(s, a)− η
∑
Qn + c
)
I{(s, a) ∈ Yn}
= Qn(s, a) + αν(n,s,a)(
R˜n(s, a) + max
a′
Qn(S
′
n(s, a), a
′)−Qn(s, a)− η
∑
Qn
)
I{(s, a) ∈ Yn}, (B.14)
where R˜n(s, a)
.
= Rn(s, a) + c. Now (B.14) is in the same form as the asynchronous update
(Equation 7.1.2) by Borkar (2008). We apply the result in Section 7.4 of the same text (Borkar
2008) (see also Theorem 3.2 by Borkar (1998)), which shows convergence for Equation 7.1.2, to
show convergence of (B.14). This result, given Assumption B.3, B.4, only requires showing the
convergence of the following synchronous version of the General Differential Q algorithm:
Qn+1(s, a) = Qn(s, a) + αn
(
R˜n(s, a) + max
a′
Qn(S
′
n(s, a), a
′)−Qn(s, a)− η
∑
Qn
)
∀s ∈ S, a ∈ A, (B.15)
which is in the same form as the synchronous RVI Q-learning’s update (Equation 2.5 by Abounadi,
Bertsekas, and Borkar (2001)):
Qn+1(s, a) = Qn(s, a) + αn
(
Rn(s, a) + max
a
Qn(Sn+1, a)−Qn(s, a)− f(Qn)
)
,
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with
f(Qn) = η
∑
Qn, (B.16)
for a slightly different MDP M˜ whose rewards are all shifted by c.
This transformed MDP has the same state and action space as the original MDP and has the transition
probability defined as
p˜(s′, r|s, a) .= p(s′, r + c|s, a). (B.17)
In other words, M˜ .= (S,A,R, p˜).
Note that the unichain assumption we made for the original MDP is still valid for the transformed
MDP. For this transformed MDP, denote the best possible average reward rate as r˜∗. Then
r˜∗ = r∗ + c (B.18)
because the reward in the transformed MDP is shifted by c compared with the original MDP.
Combining (B.18), (B.11), and (B.13), we have
r˜∗ = η
∑
q∞ . (B.19)
Furthermore, because
q∞(s, a) =
∑
s′,r
p(s′, r|s, a)(r + max
a′
q∞(s′, a′)− r∗) (from (B.10))
=
∑
s′,r
p(s′, r|s, a)(r + c+ max
a′
q∞(s′, a′)− r˜∗) (from (B.18))
=
∑
s′,r
p˜(s′, r|s, a)(r + max
a′
q∞(s′, a′)− r˜∗) (from (B.17)),
q∞ is a solution of q in the action-value Bellman equations for not only the original MDPM but
also the transformed MDP M˜.
If the convergence proof of the synchronous RVI Q-learning (Abounadi, Bertsekas, and Borkar 2001)
applies, then Qn → q∞ and η
∑
Qn → r˜∗. However, in general (B.16) does not satisfy Assumption
2.2 by Abounadi, Bertsekas, and Borkar (2001). In particular f(e) = 1 and f(x+ ce) = f(x) + c
are violated. Therefore the convergence theorem of RVI Q-learning can not be directly applied here.
Building on a proof technique that is similar to that of RVI Q-learning, we now show Qn → q∞ and
η
∑
Qn → r˜∗.
Similar as the proof of RVI Q-learning, first define operators T, T1, T2:
T (Q)(s, a)
.
=
∑
s′,r
p˜(s′, r|s, a)(r + max
a′
Q(s′, a′)),
T1(Q)
.
= T (Q)− r˜∗e,
T2(Q)
.
= T (Q)− η
∑
Qe = T1(Q) +
(
r˜∗ − η
∑
Q
)
e.
Consider two ordinary differential equations (ODEs):
y˙t = T1(yt)− yt, (B.20)
x˙t = T2(xt)− xt. (B.21)
Note that by the properties of T1 and T2, both (B.20) and (B.21) have Lipschitz r.h.s.’s and thus are
well-posed.
The next lemma is the same as Lemma 3.1 by Abounadi, Bertsekas, and Borkar (2001).
Lemma B.1. Let y¯ be an equilibrium point of the ODE defined in (B.20). Then ‖yt − y¯‖∞ is
nonincreasing, and yt → y∗ for some equilibrium point y∗ of (B.20) that may depend on y0.
The following lemma can be verified with the same arguments as the proof of Lemma 3.2 by Abounadi,
Bertsekas, and Borkar (2001).
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Lemma B.2. (B.21) has a unique equilibrium at q∞.
Proof. The set of equilibrium points of (B.20) is precisely the set of fixed points of T1. Because
q∞ is a fixed point of T1 it is also an equilibrium point of (B.20), i.e., q∞ = T1(q∞). By (B.19),
T2(q∞) = T1(q∞) = q∞ and thus q∞ is an equilibrium point for (B.21).
Conversely, if T2(q) = q, then q = T1(q)+(r˜∗−η
∑
q)e. But the Bellman equation q = T1(q)+ ce
has a solution if and only if c = 0. Thus η
∑
q = r˜∗, implying q = q∞.
We then show the relation between xt and yt using the following lemma. It shows that the difference
between xt and yt is a vector with identical elements and this vector satisfies a new ODE.
Lemma B.3. Let x0 = y0, then xt = yt+zte, where zt satisfies the ODE z˙t = −ηkzt+(r˜∗−η
∑
yt)
and k .= |S × A|.
Proof. The proof of xt = yt + zte is the same to the Lemma 3.3 by Abounadi, Bertsekas, and Borkar
(2001). We restate it here for the convenience of readers.
From (B.20), (B.21), by the variation of parameters formula,
xt = x0 exp(−t) +
∫ t
0
exp(τ − t)T1(xτ )dτ +
[∫ t
0
exp(τ − t)
(
r˜∗ − η
∑
xτ
)
dτ
]
e,
yt = y0 exp(−t) +
∫ t
0
exp(τ − t)T1(yτ )dτ.
Therefore
max
s
(xt(s)− yt(s))
≤
∫ t
0
exp(τ − t) max
s
(T1(xτ )(s)− T1(yτ )(s))dτ +
[∫ t
0
exp(τ − t)
(
r˜∗ − η
∑
xτ
)
dτ
]
e,
min
s
(xt(s)− yt(s))
≥
∫ t
0
exp(τ − t) min
s
(T1(xτ )(s)− T1(yτ )(s))dτ +
[∫ t
0
exp(τ − t)
(
r˜∗ − η
∑
xτ
)
dτ
]
e.
Subtracting, we have
sp(xt − yt) ≤
∫ t
0
exp(τ − t)sp(T1(xτ )− T1(yτ ))dτ
≤
∫ t
0
exp(τ − t)sp(xτ − yτ )dτ,
where sp(x) denotes the span of vector x. Formally,
sp(x)
.
= max
i
x(i)−min
i
x(i).
By Gronwall’s inequality, sp(xt − yt) = 0 for all t ≥ 0. Because sp(x) = 0 if and only if x = ce
for some c ∈ R, we have
xt = yt + zte, t ≥ 0, (B.22)
because x0 = y0, z0 = 0.
Now we show z˙t = −ηkzt + (r˜∗ − η
∑
yt). Note that
∑
xt =
∑
(yt + zte) =
∑
yt + kzt. In
addition, T1(xt)− T1(yt) = T1(yt + zte)− T1(yt) = T1(yt) + zte− T1(yt) = zte, therefore we
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have, for zt ∈ R:
z˙te = x˙t − y˙t (from (B.22))
=
(
T1(xt)− xt +
(
r˜∗ − η
∑
xt
)
e
)
− (T1(yt)− yt) (from (B.20) and (B.21))
= −(xt − yt) + (T1(xt)− T1(yt)) +
(
r˜∗ − η
∑
xt
)
e
= −zte+ zte+
(
r˜∗ − η
∑
xt
)
e
= −ηkzte+ ηkzte+
(
r˜∗ − η
∑
xt
)
e
= −ηkzte+
(
r˜∗ − η
∑
yt
)
e
=⇒ z˙t = −ηkzt +
(
r˜∗ − η
∑
yt
)
.
With the above lemmas, we have:
Lemma B.4. q∞ is the globally asymptotically stable equilibrium for (B.21).
Proof. We have shown that q∞ is the unique equilibrium in Lemma B.2.
With that result, we first prove Lyapunov stability. That is, we need to show that given any  > 0, we
can find a δ > 0 such that ‖q∞ − x0‖∞ ≤ δ implies ‖q∞ − xt‖∞ ≤  for t ≥ 0.
First, from Lemma B.3 we have z˙t = −ηkzt+ (r˜∗−η
∑
yt). By variation of parameters and z0 = 0,
we have
zt =
∫ t
0
exp(ηk(τ − t))
(
r˜∗ − η
∑
yτ
)
dτ.
Then
‖q∞ − xt‖∞ = ‖q∞ − yt − zte‖∞
≤ ‖q∞ − yt‖∞ + |zt|
≤ ‖q∞ − y0‖∞ +
∫ t
0
exp(ηk(τ − t))
∣∣∣r˜∗ − η∑ yτ ∣∣∣ dτ
= ‖q∞ − x0‖∞ +
∫ t
0
exp(ηk(τ − t))
∣∣∣η∑ q∞ − η∑ yτ ∣∣∣ dτ (from (B.19)).
(B.23)
Because ∣∣∣η∑ q∞ − η∑ yτ ∣∣∣ ≤ ηk ‖q∞ − yτ‖∞
≤ ηk ‖q∞ − y0‖∞ (from Lemma B.1)
= ηk ‖q∞ − x0‖∞ ,
∫ t
0
exp(ηk(τ − t))
∣∣∣η∑ q∞ − η∑ yτ ∣∣∣ dτ ≤ ∫ t
0
exp(ηk(τ − t))ηk ‖q∞ − x0‖∞ dτ
= ηk ‖q∞ − x0‖∞
∫ t
0
exp(ηk(τ − t))dτ
= ηk ‖q∞ − x0‖∞
1
ηk
(1− exp(−ηkt))
= ‖q∞ − x0‖∞ (1− exp(−ηkt))
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Substituting the above equation in (B.23), we have
‖q∞ − xt‖∞ ≤ 2 ‖q∞ − x0‖∞ .
Lyapunov stability follows.
Now in order to prove the asymptotic stability, in addition to Lyapunov stability, we need to show
that there exists δ > 0 such that if ‖x0 − q∞‖∞ < δ , then limt→∞ ‖xt − q∞‖∞ = 0. Note that
lim
t→∞ zt = limt→∞
∫ t
0
exp(ηk(τ − t))
(
r˜∗ − η
∑
yτ
)
dτ
= lim
t→∞
∫ t
0
exp(ηkτ)(r˜∗ − η
∑
yτ )dτ
exp(ηkt)
= lim
t→∞
exp(ηkt)(r˜∗ − η
∑
yt)
ηk exp(ηkt)
(by L’Hospital’s rule)
=
r˜∗ − η
∑
y∗
ηk
(by Lemma B.1).
Because xt = yt + zte (Lemma B.3) and yt → y∗ (Lemma B.1), we have xt → y∗ + (r˜∗ −
η
∑
y∗)e/(ηk), which must coincide with q∞ because that is the only equilibrium point for (B.21)
(Lemma B.2). Therefore limt→∞ ‖xt − q∞‖∞ = 0 for any x0. Asymptotic stability is shown and
the proof is complete.
Lemma B.5. Synchronous General Differential Q (Equation B.15) converges a.s. Qn to q∞ as
n→∞.
Proof. We use Theorem 2 in Section 2 of Borkar (2008) to show the this lemma.
First write the synchronous update (B.15) as
Qn+1 = Qn + αn(h(Qn) +Mn+1)
where
h(Qn)(s, a)
.
=
∑
s′,r
p˜(s′, r|s, a)(r + max
a′
Qn(s
′, a′))−Qn(s, a)− η
∑
Qn
= T (Qn)(s, a)−Qn(s, a)− η
∑
Qn
= T2(Qn)(s, a)−Qn(s, a),
Mn+1(s, a)
.
= R˜n(s, a) + max
a′
Qn(S
′
n(s, a), a
′)− T (Qn)(s, a).
Theorem 2 requires verifying following conditions and concludes that Qn converges to a (possibly
sample path dependent) compact connected internally chain transitive invariant set of ODE x˙t =
h(xt). This is exactly the ODE defined in (B.21). Lemma B.2 and B.4 conclude that this ODE has
q∞ as the unique globally asymptotically stable equilibrium. Therefore the (possibly sample path
dependent) compact connected internally chain transitive invariant set is a singleton set containing
only the unique globally asymptotically stable equilibrium. Thus Theorem 2 concludes thatQn → q∞
a.s. as n→∞. We now list conditions required by Theorem 2:
• (A1) The function h is Lipschitz: ‖h(x)− h(y)‖ ≤ L ‖x− y‖ for some 0 < L <∞.
• (A2) The sequence {αn} satisfies αn > 0, and
∑
αn =∞,
∑
α2n <∞.
• (A3) {Mn} is a martingale difference sequence with respect to the increasing family of
σ-fields
Fn .= σ(Qi,Mi, i ≤ n), n ≥ 0
That is
E[Mn+1|Fn] = 0 a.s., n ≥ 0.
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Furthermore, {Mn} are square-integrable
E[‖Mn+1‖2 |Fn] ≤ K(1 + ||Qn||2) a.s., n ≥ 0,
for some constant K > 0.
• (A4) supn ‖Qn‖ ≤ ∞ a.s..
Let us verify these conditions now.
(A1) is satisfied as both T and
∑
operators are Lipschitz.
(A2) is satisfied by Assumption B.2.
(A3) is also satisfied because for any s ∈ S, a ∈ A
E[Mn+1(s, a)|Fn] = E
[
R˜n(s, a) + max
a′
Qn(S
′
n(s, a), a
′)− T (Qn)(s, a)|Fn
]
= E
[
R˜n(s, a) + max
a′
Qn(S
′
n(s, a), a
′)|Fn
]
− T (Qn)(s, a)
= 0
and E[‖Mn+1‖2 |Fn] ≤ K(1 + ‖Qn‖2) for a suitable constant K > 0 can be verified by a simple
application of triangle inequality.
To verify (A4), we apply Theorem 7 in Section 3 by Borkar (2008), which shows supn ‖Qn‖ ≤ ∞
a.s., if (A1), (A2), and (A3) are all satisfied and in addition we have the following condition satisfied:
(A5) The functions hd(x)
.
= h(dx)/d, d ≥ 1, x ∈ Rk, satisfy hd(x)→ h∞(x) as d→∞, uniformly
on compacts for some h∞ ∈ C(Rk). Furthermore, the ODE x˙t = h∞(xt) has the origin as its unique
globally asymptotically stable equilibrium.
Note that
h∞(x) = lim
d→∞
hd(x) = lim
a→∞
(
T (dx)− dx−
(
η
∑
dx
)
e
)
/d = T0(x)− x−
(
η
∑
x
)
e
where
T0(x)
.
=
∑
s′,r
p˜(s′, r|s, a) max
a′
x(s′, a′).
The function h∞ is clearly continuous in every x ∈ Rk and therefore h∞ ∈ C(Rk).
Now consider the ODE x˙t = h∞(xt) = T0(xt)−xt−(η
∑
xt)e. Clearly the origin is an equilibrium.
This ODE is a special case of (B.21), corresponding to the reward being always zero, therefore
Lemma B.2 and B.4 also apply to this ODE and the origin is the unique globally asymptotically
stable equilibrium.
(A1), (A2), (A3), (A4) are all verified and therefore
Qn → q∞ a.s. as n→∞. (B.24)
Given the convergence Qn in the synchronous update rule (B.15), the convergence of Qn in the
original update rule (B.14) follows immediately using results introduced in Chapter 7 of Borkar
(2008) given Assumptions B.3, B.4.
Finally consider R¯n. Combining (B.12) and Qn → q∞, we have R¯n → η
∑
q∞ − c. In addition,
because η
∑
q∞ = r˜∗ (Equation B.19), we have R¯n → r˜∗ − c. Finally, because r˜∗ = r∗ + c
(Equation B.18), we have
R¯n → r∗ a.s. as n→∞. (B.25)
Theorem B.1 is proved.
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B.2 Proof of Differential TD-learning and Differential TD-planning
The proof is similar to that of Differential Q-learning and Differential Q-planning. We consider a
General Differential TD algorithm which includes both Differential TD-learning and Differential
TD-planning.
Given a MDPM .= (S,A,R, p), a behavior policy b, and a target policy pi, for any state s ∈ S
and discrete step n ≥ 0, let An(s) ∼ b(·|s), Rn(s,An(s)), S′n(s,An(s)) ∼ p(·, ·|s,An(s)). We
hypothesize a set-valued process {Yn} taking values in the set of nonempty subsets of S with the
interpretation: Yn = {s : s component of V was updated at time n}. Define ν(n, s) =
∑n
i=0 I{s ∈
Yi} where I is the indicator function. Thus ν(n, s) = the number of times V (s) was updated up to
time n. Then the update rules of General Differential TD are, for n ≥ 0:
Vn+1(s)
.
= Vn(s) + αν(n,s)ρn(s)δn(s)I{s ∈ Yn} ∀s ∈ S (B.26)
R¯n+1
.
= R¯n +
∑
s
αν(n,s)ρn(s)δn(s)I{s ∈ Yn}, (B.27)
where
δn(s)
.
= Rn(s,An(s)) + Vn(S
′
n(s,An(s)))− Vn(s)− R¯n, (B.28)
and ρn(s)
.
= pi(An(s)|s)/b(An(s)|s) is the importance sampling ratio (this is always well-defined
due to an assumption given below).
The quantity αν(n,s) is the stepsize at step n for state s and can be obtained the same way as introduced
in B.1. It can be shown, using similar arguments as those in B.1, that Differential TD-learning and
Differential TD-planning are special cases of General Differential TD. And therefore we only need
to prove the convergence of General Differential TD. We now specify required assumptions for the
convergence proof.
Similar as General Differential Q, General Differential TD needs Assumption B.1, B.2, B.3 1 and
needs the following variant of Assumption B.4:
Assumption B.5 (Asynchronous Stepsize Assumption B). There exists ∆ > 0 such that
lim inf
n→∞
ν(n, s)
n+ 1
≥ ∆,
a.s., for all s ∈ S. Furthermore, for all x > 0, and
N(n, x) = min
{
m ≥ n :
m∑
i=n
αi ≥ x
}
,
the limit
lim
n→∞
∑ν(N(n,x),s)
i=ν(n,s) αi∑ν(N(n,x),s′)
i=ν(n,s′) αi
exists a.s. for all s, s′.
An additional commonly-used assumption is needed to guarantee that the importance sampling ratio
is well-defined:
Assumption B.6 (Coverage Assumption). b(a|s) > 0 if pi(a|s) > 0 for all s ∈ S, a ∈ A.
The above assumption requires that the behavior policy covers all possible state-action pairs the target
policy may incur.
It can be easily verified that
v(s) =
∑
a
pi(a|s)
∑
s′,r
p(s′, r|s, a)(r − r¯ + v(s′)), for all s ∈ S, (B.29)
r(pi)− R¯0 = η
(∑
v −
∑
V0
)
(B.30)
has a unique solution of v. Denote the solution as v∞.
1The unichain assumption on the MDPM can be replaced by a weaker assumption: the induced Markov
chain under pi is unichain, and Theorem B.2 still holds.
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Theorem B.2 (Convergence of General Differential TD). If Assumptions B.1, B.2, B.3, B.5, and B.6
hold, then General Differential TD (Equations B.26-B.28) converges a.s., R¯n to r(pi) and Vn to v∞.
We now prove this theorem.
B.2.1 Proof of Theorem B.2
Similar as what we did in the proof of General Differential Q, we can combine update rules (B.26)-
(B.28) to obtain a single update rule.
R¯n − R¯0
= η
n−1∑
i=0
∑
s
αν(i,s)ρi(s)δi(s)I{s ∈ Yk}
= η
(∑
Vn −
∑
V0
)
=⇒
R¯n = η
∑
Vn − η
∑
V0 + R¯0 = η
∑
Vn − c, (B.31)
where c .= η
∑
V0 − R¯0. (B.32)
Substituting R¯n in (B.26) with (B.31) we have, ∀s ∈ S:
Vn+1(s) = Vn(s) + αν(n,s)ρn(s)(
Rn(s,An(s)) + Vn(S
′
n(s,An(s)))− Vn(s)− η
∑
Vn + c
)
I{s ∈ Yn}
= Vn(s) + αν(n,s)ρn(s)(
R˜n(s,An(s)) + Vn(S
′
n(s,An(s)))− Vn(s)− η
∑
Vn
)
I{s ∈ Yn}, (B.33)
where R˜n(s,An(s))
.
= Rn(s,An(s)) + c. Now (B.33) is in the same form with the asynchronous
update (Equation 7.1.2) studied by Borkar (2008). Again we can apply the result in Section 7.4
by Borkar (2008) to show convergence of (B.33). This result, given Assumption B.3 and B.5, only
requires showing the convergence of the following synchronous version of General Differential TD:
Vn+1(s) = Vn(s) + αnρn(s)(
R˜n(s,An(s)) + Vn(S
′
n(s,An(s)))− Vn(s)− η
∑
Vn
)
, ∀s ∈ S. (B.34)
This transformed MDP has the same state and action space as the original MDP and has the transition
probability defined as
p˜(s′, r|s, a) .= p(s′, r + c|s, a). (B.35)
Note that the unichain assumption (Assumption B.1) and the coverage assumption (Assumption B.6)
we made for the original MDP is still valid for the transformed MDP. For this transformed MDP,
denote the average reward rate following policy pi as r˜(pi). Then
r˜(pi) = r(pi) + c (B.36)
because the reward in the transformed MDP is shifted by c compared with the original MDP.
Combining (B.36), (B.30) and (B.32), we have
r˜(pi) = η
∑
v∞. (B.37)
Furthermore,
v∞(s) =
∑
a
pi(a|s)
∑
s′,r
p(s′, r|s, a)(r + v∞(s′)− r(pi)) (from (B.29))
=
∑
a
pi(a|s)
∑
s′,r
p(s′, r|s, a)(r + c+ v∞(s′)− r˜(pi)) (from (B.36))
=
∑
a
pi(a|s)
∑
s′,r
p˜(s′, r|s, a)(r + v∞(s′)− r˜(pi)),
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therefore v∞ is a solution of v in the state-value Bellman equations for not only the original MDPM
but also the transformed MDP M˜.
We now provide a proof showing Vn → v∞ and η
∑
Vn → r˜(pi). First, define operators T, T1, T2:
T (V )(s)
.
=
∑
a
pi(a|s)
∑
s′,r
p˜(s′, r|s, a)(r + V (s′)),
T1(V )
.
= T (V )− r˜(pi)e,
T2(V )
.
= T (V )−
(
η
∑
V
)
e = T1(V ) +
(
r˜(pi)− η
∑
V
)
e.
Consider two ODEs:
y˙t = T1(yt)− yt, (B.38)
x˙t = T2(xt)− xt. (B.39)
Note that by the properties of T, T1, T2, both (B.38) and (B.39) have Lipschitz R.H.S.’s and thus are
well-posed.
The next lemma is similar to Lemma 3.1 by Abounadi, Bertsekas, and Borkar (2001) and is a special
case of Theorem 3.1 and Lemma 3.2 by Borkar and Soumyanath (1997).
Lemma B.6. Let y¯ be an equilibrium point of (B.38). Then ‖yt − y¯‖∞ is nonincreasing, and
yt → y∗ for some equilibrium point y∗ of (B.38) that may depend on y0.
The next lemma is similar to Lemma B.2 and the proof of it is almost the same as the proof of Lemma
B.2. The only changes are to replace r˜∗, q∞ and q with r˜(pi), v∞ and v respectively.
Lemma B.7. (B.39) has a unique equilibrium at v∞.
The next two lemmas are almost the same as Lemma B.3 and B.4. The proofs of the next two lemmas
can be easily obtained from the proofs of Lemma B.3 and B.4 by replacing r˜∗ with r˜(pi).
Lemma B.8. Let x0 = y0, then xt = yt + zte, where zt satisfies the ODE z˙t = −kzt + (r˜(pi) −
k
∑
yt), and k
.
= |S|.
Lemma B.9. v∞ is the unique globally asymptotically stable equilibrium for (B.39).
Lemma B.10. Synchronous General Differential TD (Equation B.34) converges a.s., Vn to v∞ as
n→∞.
Proof. Similar as what we did in the proof of Lemma B.5, we use Theorem 2 in Section 2 by Borkar
(2008) to show the convergence of this lemma.
We first write the synchronous update rule (B.34) as
Vn+1 = Vn + αn(h(Vn) +Mn+1), (B.40)
where
h(Vn)(s)
.
=
∑
a
pi(a|s)
∑
s′,r
p˜(s′, r|s, a)(r + Vn(s′))− Vn(s)− η
∑
Vn (B.41)
= T (Vn)(s)− Vn(s)− η
∑
Vn
= T2(Vn)(s)− Vn(s),
Mn+1(s)
.
= ρn(s)
(
R˜n(s,An(s)) + Vn(S
′
n(s,An(s)))− Vn(s)− η
∑
Vn
)
− h(Vn)(s).
(B.42)
Similar as the proof of Lemma B.5, we only need to verify conditions (A1) - (A4) in order to conclude
that Vn converges v∞ a.s. as n→∞.
(A1) is satisfied as both T and
∑
operators are Lipschitz.
(A2) is satisfied by Assumption B.2.
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(A3) is also satisfied because for any s ∈ S
E[Mn+1(s)|Fn]
= E
[
ρn(s)
(
R˜n(s,An(s)) + Vn(S
′
n(s,An(s)))− Vn(s)− η
∑
Vn
)
− h(Vn)(s)|Fn
]
= E
[
ρn(s)
(
R˜n(s,An(s)) + Vn(S
′
n(s,An(s)))− Vn(s)− η
∑
Vn
)
|Fn
]
− h(Vn)(s)
= E
[
ρn(s)
(
R˜n(s,An(s)) + Vn(S
′
n(s,An(s)))
)
|Fn
]
− Vn(s)− η
∑
Vn − h(Vn)(s)
= E[ρn(s)(R˜n(s,An(s)) + Vn(S′n(s,An(s))))|Fn]− T (Vn)(s)
= 0
and E[‖Mn+1‖2 |Fn] ≤ K(1 + ‖Vn‖2) for a suitable constant K > 0 can be verified by applying
triangle inequality given the boundedness of the second moment of the importance sampling ratio,
reward and Vn.
To verify (A4), again we only need to verify (A5). Note that
h∞(x) = lim
a→∞ha(x) = lima→∞
T (ax)− ax− (∑ ax) e
a
= T0(x)− x−
(∑
x
)
e,
where
T0(x)
.
=
∑
a
pi(a|s)
∑
s′,r
p˜(s′, r|s, a)x(s′).
The function h∞ is clearly continuous in every x ∈ Rk and therefore h∞ ∈ C(Rk).
Now consider the ODE x˙t = h∞(xt) = T0(xt)− xt − (
∑
xt)e, clearly the origin is an equilibrium.
This ODE is a special case of (B.39), corresponding to the reward being always zero, therefore Lemma
B.7 and Lemma B.9 also apply to this ODE and the origin is the unique globally asymptotically
stable equilibrium.
(A1), (A2), (A3), (A4) are all verified and therefore Vn → v∞ a.s. as n→∞.
Given the convergence of Vn in the synchronous update rule (B.34), the convergence of Vn in the
original update rule (B.33) follows immediately using results introduced in Chapter 7 of Borkar
(2008) under Assumption B.3, B.5.
Finally consider R¯n. Because R¯n =
∑
Vn − c (Equation B.31) and Vn → v∞, we have R¯n →∑
v∞ − c. In addition, because r˜(pi) =
∑
v∞, we have R¯n → r˜(pi) − c. Finally, because
r˜(pi) = r(pi) + c, we have
R¯n → r(pi). (B.43)
a.s. as n→∞.
Theorem B.2 is proved.
B.3 Centered Algorithms
This section serves as a supplement of Section 7 of the main text. We introduce 4 algorithms: Centered
Differential TD-learning, Centered Differential TD-planning, Centered Differential Q-learning, and
Centered Differential Q-planning. All these algorithms are shown to converge to the centered (actual)
differential value function, rather than the differential value function plus some offset.
The next lemma is useful in the convergence proofs for the centered algorithms.
Lemma B.11. Let pi be a stationary Markov policy. Assume that the induced Markov chain under pi
is unichain. Let dpi be the stationary distribution following policy pi. Then
1) (v, r¯) = (vpi, r(pi)) is the unique solution of (B.29) and∑
s
dpi(s)v(s) = 0, (B.44)
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and
2) if v = vpi + ce then c =
∑
s dpi(s)v(s).
Proof. Let Ppi denote the |S| × |S| transition probability matrix under policy pi, i.e., Ppi(s, s′) .=∑
a,r pi(a|s)p(s′, r|s, a) and let P ∗pi .= limN→∞ 1N
∑N
t=1 P
t−1
pi . Because S is finite, the limit exists
and P ∗pi is a stochastic matrix (has row sums equal to 1). Because the Markov chain induced by pi is
unichain, all rows of P ∗pi are identical and are all equal to d
>
pi . Let rpi(s)
.
=
∑
a,r,s′ pi(a|s)p(s′, r|s, a)r
denote the expected one-step reward under pi. Then the average reward rate following pi can be
written as
r(pi) = d>pi rpi, (B.45)
and the differential value function following policy pi can be written as
vpi(s) = lim
N→∞
1
N
N−1∑
k=0
k∑
t=0
P tpi(rpi − r(pi))(s),
or vpi = HPpirpi in vector form, where HPpi
.
= limN→∞ 1N
∑N−1
k=0
∑k
t=0(P
t
pi − P ∗pi ).
The differential value function vpi satisfies (B.29) due to Theorem 8.2.6 (a) by Puterman (1994).
To see that vpi satisfies the equation (B.44), we apply Equation A.18 in Appendix A by Puterman
(1994), which is P ∗piHPpi = 0. Therefore we have d
>
piHPpi = 0 because all rows of P
∗
pi are d
>
pi .
Because vpi = HPpirpi , we have d
>
pi vpi = d
>
piHPpirpi = 0.
To verify that vpi is the unique solution of (B.29) and (B.44), suppose there exists another vector
v′ 6= vpi satisfying (B.29) and (B.44), then v′ = vpi + ce for some c 6= 0 (any two solutions of (B.29)
differ by a constant). Substituting this into (B.44), we have
d>pi v
′ = d>pi (vpi + ce) = d
>
pi vpi + cd
>
pi e = c
To satisfy (B.44), we must have c = 0. Therefore, vpi is the unique solution of (B.29) and (B.44).
To prove the second part, consider v = vpi + ce, then we have
∑
s dpi(s)v(s) =
∑
s dpi(s)(vpi +
ce)(s) = c.
B.3.1 Centered Differential TD-learning and Differential TD-planning
Centered Differential TD-learning is already presented in Section 7 of the main text. The planning
version of Centered Differential TD-learning is called Centered Differential TD-planning. It uses
simulated experience just as in Differential TD-planning. In addition, just like Differential TD-
planning, Centered Differential TD-planning maintains Vn and R¯n. Centered Differential TD-
planning also maintains an auxiliary table of estimates Fn(s, a),∀s ∈ S, a ∈ A and a offset estimate
V¯n, and updates them just as in Centered Differential TD-learning, using Sn, An, Rn, S′n instead of
St, At, Rt+1, St+1.
Just as we did in Section B.1 and B.2, we now present a general algorithm that includes both Centered
Differential TD-learning and Centered Differential TD-planning. We call it General Centered
Differential TD. Using arguments that are similar as those in Section B.1, it can be shown that both
Centered Differential TD-learning and Centered Differential TD-planning are special cases of General
Centered Differential TD.
The data is generated the same way as it in B.2. Also, we use same notations introduced in B.2.
In addition to update rules of General Differential TD (Equation B.26-B.28), General Centered
Differential TD has two more update rules:
Fn+1(s)
.
= Fn(s) + βν(n,s)ρn(s)∆n(s)I{s ∈ Yn} ∀s ∈ S, (B.46)
V¯n+1
.
= V¯n + κβν(n,s)
∑
s
ρn(s)∆n(s)I{s ∈ Yn}, (B.47)
where
∆n(s)
.
= Vn(s) + Fn(S
′
n(s,An(s)))− Fn(s)− V¯n. (B.48)
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Here βν(n,s) is the stepsize and κ is a positive number. βν(n,s) and κ doesn’t need to be equal to
αν(s,a) and η.
Theorem B.3 (Convergence of Centered Differential TD). If Assumption B.1 holds, Assumption
B.2, B.3, B.5, and B.6 hold for both αn and βn, then General Centered Differential TD (Equations
B.26-B.28, B.46-B.48) converges a.s., R¯n to r(pi) and Vn − V¯ne to vpi .
Proof. To show this theorem, we use the last extension of Section 2.2 by Borkar (2008), which states
that a deterministic or random bounded o(1) noise will not influence the convergence.
Because (B.26)-(B.28) will not be influenced by (B.46)-(B.48), we have Vn → v∞ and R¯n → r(pi)
according to Theorem B.2.
Now consider (B.46)-(B.48). Similar as the proof of Theorem B.2, we can combine (B.46)-(B.48)
and obtain a single update rule:
Fn+1(s) = Fn(s) + βν(n,a)ρn(s)(
V˜n(s) + Fn(S
′
n(s,An(s)))− Fn(s)− κ
∑
Fn
)
I{s ∈ Yn}, ∀s ∈ S, (B.49)
where V˜n(s)
.
= Vn(s) + c and c
.
= κ
∑
F0 − V¯0. As we discussed above, given Assumption B.3 and
B.5, to obtain Vn− V¯ne→ vpi , it only remains to show the convergence of the following synchronous
update rule:
Fn+1(s) = Fn(s) + βnρn(s)(
V˜n(s) + Fn(S
′
n(s,An(s)))− Fn(s)− κ
∑
Fn
)
, ∀s ∈ S. (B.50)
Now we rewrite the above equation:
Fn+1(s) = Fn(s) + βnρn(s)(
v∞(s) + c+ (Vn(s)− v∞(s)) + Fn(S′n(s,An(s)))− Fn(s)− κ
∑
Fn
)
, ∀s ∈ S.
Let
Fn+1 = Fn + βn(h(Fn) +Mn+1 + n), (B.51)
where
h(Fn)(s) =
∑
a
pi(a|s)
∑
s′
p(s′|s, a)(v∞(s) + c+ Fn(S′n(s,An(s))))− Fn(s)− κ
∑
Fn,
Mn+1(s) = ρn(s)
(
v∞(s) + c+ Fn(S′n(s,An(s)))− Fn(s)− κ
∑
Fn
)
− h(Fn)(s),
n(s) = ρn(s)(Vn(s)− v∞(s)).
We first show that without n, (B.51) converges. Then we need to show that n is bounded and is
o(1) so that the last extension of the Section 2.2 of Borkar (2008) can be applied to conclude the
convergence of (B.51) with n.
Given a new table of estimates F ′n(s, a),∀s ∈ S, a ∈ A, and the following update rule
F ′n+1
.
= F ′n + αn(h(F
′
n) +M
′
n+1), (B.52)
where M ′n+1(s)
.
= ρn(s) (v∞(s) + c+ F ′n(S
′
n(s,An(s)))− F ′n(s)− κ
∑
F ′n) − h(F ′n)(s), and
F ′0
.
= F0.
Lemma B.10 shows that F ′n converges to some point a.s. and (B.43) shows that V¯
′
n
.
= κ
∑
F ′n − c
converges to the reward rate following policy pi in a new MDP whose transition dynamics is the same
as it of the original MDP but the reward from state s is v∞(s) instead of Rn(s,An(s)). From (B.45),
the reward rate in the new MDP is d>pi v∞. Therefore V¯
′
n = κ
∑
F ′n − c converges to d>pi v∞ a.s..
We now show that n is bounded and is o(1). n is bounded because ρn is bounded due to the finite
state and action space and Assumption B.6, and Vn is bounded as shown in the proof of Theorem B.2.
In addition, because Vn → v∞ and ρn is bounded, n converges to 0 and thus n is o(1).
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Given the above results, the last extension of the Section 2.2 of Borkar (2008) applies. In other words,
the noise n does not change the convergence of F ′n (i.e., limn→∞ Fn = limn→∞ F
′
n). Therefore we
conclude that almost surely, Fn converges to some point and V¯n = κ
∑
Fn − c converges to d>pi v∞.
Because Vn → v∞ and V¯n → d>pi v∞, Vn−V¯ne→ v∞−d>pi v∞e. Because d>pi v∞e is a vector with all
equal elements, v∞ − d>pi v∞e satisfies the state-value Bellman equation (B.29). In addition, because∑
s′(dpi(s
′)(v∞(s′) − d>pi v∞)) = 0, from Lemma B.11 we have v∞ − d>pi v∞e = vpi. Therefore
Vn − V¯ne→ vpi a.s., as n→∞.
The original update rule (B.49) and the synchronous update rule (B.50) converge to the same point.
Therefore using the original update rule, Vn − V¯ne→ vpi a.s..
B.3.2 Centered Differential Q-learning and Differential Q-planning
Our Centered Differential Q-learning maintains, in addition to the first estimator (Equations 5-7), a
second estimator in which the reward is the value estimate of the first estimator. The second estimator
maintains a scalar offset estimate Q¯t, an auxiliary table of estimates Ft(s, a),∀s ∈ S, a ∈ S, and
uses the following update rules:
Ft+1(St, At)
.
= Ft(St, At) + βt∆t, and Ft+1(s, a)
.
= Ft(s, a),∀s 6= St, a 6= At, (B.53)
V¯t+1
.
= V¯t + κβt∆t, (B.54)
where
∆t
.
= Qt(St, At)− Q¯t + Ft(St+1, argmax
a′
Qt(St+1, a
′))− Ft(St, At), (B.55)
is the TD error of the second estimator, {βt} is a step size sequence, and κ is a positive constant.
βt and κ can be different from αt and η. We call (5)-(7) plus (B.53)-(B.55) Centered Differential
Q-learning.
The planning version of Centered Differential Q-learning is called Centered Differential Q-planning.
It uses simulated experience just as in Differential Q-planning. Just like Differential Q-planning,
Centered Differential Q-planning maintains Qn and R¯n. In addition, Centered Differential Q-
planning maintains an auxiliary table of estimates Fn(s, a), for all s ∈ S, a ∈ A, and an offset
estimate Q¯n, and updates them just as in Centered Differential Q-learning, using Sn, An, Rn, S′n
instead of St, At, Rt+1, St+1.
Just as we did in Section B.1 and B.2, we now present a general algorithm that includes both Centered
Differential Q-learning and Centered Differential Q-planning cases. We call it General Centered
Differential Q. Using arguments that are similar as those in Section B.1, it can be shown that both
Centered Differential Q-learning and Centered Differential Q-planning are special cases of General
Centered Differential Q.
For General Centered Differential Q, let the data be generated the same way as it in B.1. Also, we
use same notations introduced in B.1. In addition to update rules of General Differential Q (Equation
B.1-B.3), General Centered Differential Q has two more update rules:
Fn+1(s, a) = Fn(s, a) + αν(n,s,a)∆n(s, a)I{(s, a) ∈ Yn} ∀s ∈ S, a ∈ A, (B.56)
Q¯n+1 = Q¯n +
∑
s,a
αν(n,s,a)∆n(s, a)I{(s, a) ∈ Yn}, (B.57)
where
∆n(s, a) = Qn(s, a) + Fn(S
′
n(s, a), argmax
a′
Qn(S
′
n(s, a), a
′))− Fn(s, a)− Q¯n. (B.58)
We now present a convergence theorem for General Centered Differential Q. Unlike the previous
theorems, this theorem requires that the optimal policy is unique. The reason is, if there are multiple
optimal policies all achieving the optimal average reward, the greedy policy w.r.t. Qn will jump
between these optimal policies even in the limit so the second estimator can not evaluate any particular
optimal policy. In addition, unlike the discounted case, where different optimal policies all correspond
to the same unique optimal value function, in the average reward case, optimal policies correspond to
different differential value functions. Therefore, in order to use the second estimator to evaluate some
policy derived from Qn, that policy must converge as n→∞.
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In practice, our algorithms can still deal with problems with multiple optimal policies. This can
be achieved by choosing a small threshold  > 0, and then replace the argmaxaQ(s, a) in our
algorithms with the first action a˜ satisfying Q(s, a˜) >= maxaQ(s, a)− . The resulting policy will
converge to an optimal policy if  is sufficiently small.
Theorem B.4 (Convergence of General Centered Differential Q). If Assumption B.1 holds, Assump-
tion B.2, B.3, and B.4 hold for both αn and βn, and the optimal policy is unique, denote the differential
value function for the optimal policy as q∗, then General Centered Differential Q (Equations B.1-B.3,
B.56-B.58) converges, almost surely, R¯n to r∗ and Qn − Q¯ne to q∗.
Proof. Similar as what we did to show Theorem B.3 we use the last extension of section 2.2 of
(Borkar 2008) to show this theorem.
Because (B.1)-(B.3) will not be influenced by (B.56)-(B.58), we have Qn → q∞ and R¯n → r∗ a.s.,
according to Theorem B.1.
Now consider (B.56)-(B.58). Similar as the proof of Theorem B.1, we can combine (B.56)-(B.58)
and obtain a single update rule:
Fn+1(s, a) = Fn(s, a) + βν(n,s,a)(
Q˜n(s, a) + Fn(S
′
n(s, a), argmax
a′
Qn(S
′
n(s, a), a
′))− Fn(s, a)− κ
∑
Fn
)
I{(s, a) ∈ Yn},
∀s ∈ S, a ∈ A. (B.59)
where Q˜n(s, a)
.
= Qn(s, a) + c and c
.
=
∑
F0− Q¯0. As we discussed above, given Assumption B.3
and B.4, to obtain Qn − Q¯ne→ q∗ a.s., it only remains to show the convergence of the following
synchronous update rule:
Fn+1(s, a) = Fn(s, a) + βn(
Q˜n(s, a) + Fn(S
′
n(s, a), argmax
a′
Qn(S
′
n(s, a), a
′))− Fn(s, a)− κ
∑
Fn
)
,
∀s ∈ S, a ∈ A. (B.60)
Rewriting the above equation, we have
Fn+1(s, a) = Fn(s, a) + βn(
q∞(s, a) + c+
∑
s′
p(s′|s, a)Fn(s′, pi∗(s′))− Fn(s, a)− κ
∑
Fn
+ Fn(S
′
n(s, a), pi∗(S
′
n(s, a)))−
∑
s′
p(s′|s, a)Fn(s′, pi∗(s′)))
+Qn(s, a)− q∞(s, a) + Fn(S′n(s, a), argmax
a′
Qn(S
′
n(s, a), a
′))
− Fn(S′n(s, a), pi∗(S′n(s, a)))
)
,
where pi∗ is the unique greedy policy w.r.t. q∞, as there is only one optimal policy by our assumption.
Now, let
Fn+1 = Fn + βn(h(Fn) +Mn+1 + n), (B.61)
where
h(Fn)(s, a)
.
= q∞(s, a) + c+
∑
s′
p(s′|s, a)Fn(s′, pi∗(s′))− Fn(s, a)− κ
∑
Fn,
Mn+1(s, a)
.
= Fn(S
′
n(s, a), pi∗(S
′
n(s, a)))−
∑
s′
p(s′|s, a)Fn(s′, pi∗(s′))),
n(s, a)
.
= Qn(s, a)− q∞(s, a) + Fn(S′n(s, a), argmax
a′
Qn(S
′
n(s, a), a
′))
− Fn(S′n(s, a), pi∗(S′n(s, a)).
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We will first show that without n, (B.61) converges a.s.. Then we will propose a variant of the last
extension of the Section 2.2 of (Borkar 2008) and use that show the convergence of (B.61) with n.
Given a new table of estimates F ′n(s, a), for all s ∈ S, a ∈ A, consider the following update rule
F ′n+1 = F
′
n + βn(h(F
′
n) +M
′
n+1),
where M ′n+1(s, a)
.
= F ′n(S
′
n(s, a), pi∗(S
′
n(s, a)))−
∑
s′ p(s
′|s, a)F ′n(s′, pi∗(s′))), and F ′0 .= F0.
The above update can be viewed as a special case of (B.40) with ρn = 1 for a new Markov Reward
Process. The state space for this MRP is S ×A. The transition dynamics of the MRP is defined as
p˜((s′, a′)|(s, a)) .= ∑pi∗(a|s)∑s′ p(s′|s, a)I(a′ = pi∗(s′)) while the reward starting from (s, a) is
r˜((s, a))
.
= q∞(s, a).
Therefore Lemma B.5 applies and we have that the update F ′n converges to some point satisfying
the state-value Bellman equation for this new MRP. By (B.25), Q¯′n = κ
∑
F ′n − c converges to the
reward rate for this new MRP, which is
∑
s,a dpi∗(s, a)q∞(s, a), the offset in q∞ w.r.t. q∗ by Lemma
B.11.
Now, we propose a variant of the last extension of the Section 2.2 of Borkar (2008) and apply it to show
that the additional noise n does not affect the convergence and therefore limn→∞ Fn = limn→∞ F ′n
as n → ∞ and Q¯n also converges to
∑
s,a dpi∗(s, a)q∞(s, a). The extension of the Section 2.2 of
Borkar (2008) requires that n is bounded and is o(1). The variant we propose also requires that n is
o(1), however instead of requiring n being bounded, it requires a weaker condition
‖n‖∞ ≤ K(1 + ‖Fn‖∞), (B.62)
where K is a positive constant.
This can be shown with the following arguments. 1) If the boundedness of Fn holds, then the
conclusion of Lemma 1 of Section 2 of Borkar (2008) will not be affected and therefore the conver-
gence of Fn remains unchanged. 2) The boundeness of Fn can be shown with the following three
modifications of the proofs in Section 3 of Borkar (2008):
1. It can be seen that the claim of Lemma 4 in Section 3.2 of Borkar (2008) remains unchanged
with this additional noise n.
2. A result similar to Lemma 5 in Section 3.2 of Borkar (2008) can be shown for this additional
noise. That is, the sequence ζ˜ ′n
.
=
∑n−1
k=0 ak ˜k, n ≥ 1 is a.s. convergent, where ak are the
stepsizes, ˜k = k/r(n) form(n) ≤ k < m(n+1) and r(·) andm(·) are defined in Section
3.2 of Borkar (2008). This is due to Assumption B.2 and also n being o(1).
3. Lemma 6 of Section 3.2 of Borkar (2008) holds with the additional n.
Now let us verify if (B.62) holds and if n is o(1). It can be seen that (B.62) is satisfied because
Qn is bounded as we showed in the proof of Lemma B.5. In addition, because Qn → q∞ a.s.,
n → 0 a.s. as n → ∞ and thus n is o(1). Therefore a.s., Fn converges and Q¯n converges to∑
s,a dpi∗(s, a)q∞(s, a), the offset of q∞. Therefore Qn − Q¯ne→ q∗ a.s..
Qn in the original update rule (B.59) and Qn in the synchronous update rule (B.60) converge to the
same point. Therefore using the original update rule, Qn − Q¯ne→ q∗ a.s..
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C Additional Experiments and Experimental Details
All the experiment code is available at github.com/abhisheknaik96/average-reward-methods
C.1 Details of the Control Experiment on the Access Control Queueing Task
In this section, we provide the rest of the experimental details for the control experiment on the
Access Control Queueing Task in Section 4 of the main text.
The task starts with all 10 servers free. The value function for both algorithms and the reward rate
estimate for Differential Q-learning was initialized to zero. Both algorithms were run with step size
α in the range [0.0015625, 0.00625, 0.025, 0.1, 0.4]. For Differential Q-learning, η was chosen from
[0.125, 0.25, 0.5, 1, 2]. The reference state-action pairs were picked as mentioned in Section 4. The
behavioural policy was -greedy with  = 0.1.
The learning curves for both algorithms in the top right of Figure 1 correspond to the hyperparameters
that resulted in the largest reward rate averaged over the training period of 80,000 steps: α = 0.025
for reference state 11 (corresponding to a priority 8 customer at the head of the queue with 2 free
servers) and the accept action; α = 0.025 and η = 0.5 for Differential Q-learning. Each point on
the solid curves denotes the reward rate during training computed over a sliding window of previous
2000 rewards, and the shaded region or error bars denote one standard deviation.
C.2 RVI Q-learning and Differential Q-learning on the Two Loop MDP
After the experiment in Section 4 on the Access Control Queueing task, this is the second experiment
to demonstrate that RVI Q-learning’s rate of learning depends strongly on the choice of the reference
state, this time on the Two Loop MDP (also used and described in Section 6; refer to Figure 2, top
left). This is a continuing MDP with only one action a in every state except state 0. Action left in
state 0 gives an immediate reward of +1 and action right leads to a delayed reward of +2 after five
steps. The optimal policy is to take the action right in state 0 to obtain a reward rate of 0.4 per step.
The easier-to-find sub-optimal policy of going left results in a reward rate of 0.2. Finally, a random
policy that picks either of the actions in state 0 with equal probability results in a reward rate of 0.3.
The starting state of the MDP is randomly chosen among the 9 states.
Figure C.1: On the Two Loop task, our Differ-
ential Q-learning is more robust than RVI Q-
learning. Right: Exemplary learning curves
showing that both algorithms converge. Be-
low: Parameter studies, showing that RVI Q-
learning’s rate of learning depends strongly
on the choice of the reference state–action
pair, whereas Differential Q-learning’s rate of
learning varies little over a broad range of its
parameters. The shading or error bars indicate
one standard error.
Reward
rate  
(30 runs)
Timesteps
Differential Q-learning
RVI Q-learning
Reward
rate  
over 
15k steps 
(30 runs)
α
RVI Q-learning
Ref: (0,left)
Ref: (0,right)
Ref: 
(1,a)
Ref: (
8,a)
Ref
: (7
,a)
Re
f: (
5,a
)R
ef: 
(6,a
)
Ref: (4,a)
Ref: (3,a)
Ref: (2,a)
Reward
rate  
over 
15k steps 
(30 runs)
α
Differential Q-learning
η = 0.125
η = 2
η = 1
η = 0.5
η = 0.25
29
We applied RVI Q-learning and Differential Q-learning on this task for a range of step sizes α
([0.025, 0.5, 0.1, 0.2, 0.4]), each for 30 runs and 15,000 steps. Differential Q-learning was run with a
range of η values: [0.125, 0.25, 0.5, 1, 2]. RVI-Q was run with all possible state-action pairs: state
0 with actions left and right, and states 1-8 with the action a. Both algorithms had an -greedy
behavioural policy with  = 0.1. The value function for both the algorithms and the reward rate
estimate for Differential Q-learning was initialized to zero.
A learning curve for each algorithm is shown in the upper right of Figure 3, with each point indicating a
moving average of the previous 100 rewards obtained during training. These curves are corresponding
to the hyperparameter settings that resulted in the largest reward rate averaged over the course of
training (reference state 8 and action a with α = 0.4 for RVI Q-learning, and η = 0.5 with α = 0.4
for Differential Q-learning). Both algorithms appear to be converging (with  = 0.1, the reward rate
of the -optimal policy is 0.39). The lower two panels show parameter studies for each algorithm.
Plotted is the reward rate over all 15,000 steps, reflecting their rates of learning. We see that the
rate of learning of RVI Q-learning varies significantly among different reference state-action pairs —
the performance is generally better when the reference state-action pair is in the right loop, which
is the more frequently visited loop under the -optimal policy. We also see that the performance of
Differential Q-learning is fairly robust to changes in the hyperparameter η.
In conclusion, RVI Q-learning’s rate of learning depends strongly on the choice of the reference state
in the Two Loop MDP as well.
C.3 RVI Q-learning Diverges when the Reference State is Transient
In this experiment, we show that RVI Q-learning diverges if the reference state is transient. The
domain is a simple two-state MDP with the transition and reward dynamics shown in Figure C.2
(left). State 0 is transient under all stationary policies, meaning it will only be experienced for a finite
number of times before it is never seen again.
The behavioural policy is random. The value function for both algorithms and the reward rate estimate
for Differential Q-learning was initialized to zero. The reference state-action pair was set to be action
a in state 0. The step sizes were all set to a value of 0.01 (an arbitrary choice; this effect can be
observed for any positive step size). The starting state was state 0, and the experiments were run for
1000 steps and repeated 50 times.
0 1
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-10
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RVI Q-learning Differential Q-learning
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Q(0,b)
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R¯
Value
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Figure C.2: Demonstration of divergence in RVI Q-learning when the reference state is transient. Left:
The two-state MDP in which state 0 is transient under all policies. Right: Comparison of estimated
values with RVI Q-learning and Differential Q-learning algorithms on the two-state MDP. The value
of the recurrent state diverges in case of RVI Q-learning, whereas all the estimates converge in case
of Differential Q-learning. The solid lines denote the mean, and one standard deviation is less than
the width of the lines.
Figure C.2 (right) shows the evolution of the learned value estimates over time (the standard error is
smaller than the width of the line representing the mean). The value of the reference state-action pair
Q(0, a) cannot reach the optimal reward rate of 2 and hence the under-estimation leads to divergence
in the estimate of the recurrent state which is updated as Qt+1(2, a) = Qt(2, a) + α
(
2−Q(0, a) +
Qt(2, a)−Qt(2, a)
)
(refer to Algorithm 2).
In conclusion, this simple experiment demonstrates that RVI Q-learning diverges when the reference
state-action pair is transient.
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C.4 Details of the Prediction Experiments
This section presents the supplementary material for the experiments in Section 6: the remaining
experimental details, how the evaluation metric is computed, and the sensitivity plot of off-policy
Differential TD-learning to its hyperparameters on the Two Loop task.
The step size α and the parameter η for both algorithms were chosen from [0.025, 0.05, 0.1, 0.2, 0.4]
and [0.125, 0.25, 0.5, 1, 2] respectively. The learning curves for on-policy Differential TD-learning
and Average Cost TD-learning (blue and orange) on the top-right of Figure 2 correspond to the
hyperparameters that minimized the average RSMVE (TVR) over the training period, which reflects
their sample efficiency: α = 0.1 and η = 0.25 for Differential TD-learning, and α = 0.05 and
η = 0.125 for Average Cost TD-learning. The learning curve for off-policy Differential TD (green)
in the same plot is plotted for the hyperparameters that resulted in the minimum asymptotic RMSVE
(TVR) computed over the last 5000 steps of training: α = 0.05 and η = 0.5. In all the plots, the solid
line represents the mean, and the plotted one standard error is less than the width of the solid lines.
We now describe the evaluation metric in more detail — the variant of RMSVE originally proposed
by Tsitsiklis and Van Roy (1999) (hence the abbreviation ‘RMSVE (TVR)’). As noted in Section 2,
(2) and (3), there are multiple solutions to the Bellman equations for the differential value function of
the form vpi(s) + c, where c ∈ R. All algorithms converge to one of these solutions depending on
design choices such as initializations and reference states. Therefore, computing the value error w.r.t.
the actual value function vpi does not say much about convergence. Tsitsiklis and Van Roy proposed
computing the error w.r.t. the nearest valid solution to the Bellman equations — this error would be
zero for any valid solution to the Bellman equations that an algorithm converges to. Mathematically,
this error is given by:
inf
c
||v − (vpi + c e)||dpi = ||Pv − vpi||dpi ,
where P is a projection operator and dpi is the stationary state distribution corresponding to the policy
pi. Algorithmically, this translates to computing the offset of the learned value function, subtracting it,
and then computing the RMSVE w.r.t. the actual value function vpi. The offset can be computed by
simply taking a dot product of the learned value function and dpi: dTpi (vpi + c e) = d
T
pi vpi + c d
T
pi e =
0 + c = c, where dTpi vpi = 0 (from Lemma B.11).
For the target policy pi that uniformly randomly picks one of the two ac-
tions in state 0, dpi = [0.2, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1]T , and vpi =
[−0.2,−1.4,−1.1,−0.8,−0.5, 0.6, 0.9, 1.2, 1.5]T , which can be obtained by solving the
Bellman equations along with the constraint dTpi vpi = 0.
Finally, we present the sensitivity of the performance of off-policy Differential TD-learning to the
two hyperparameters α and η. The rate of convergence is affected if the η hyperparameter is too high
or too low, but otherwise it is relatively insensitive to the two hyperparameters in this problem.
α
η = 0.125
η = 2 η = 1
η = 0.5
η = 0.25
Differential TD-learning  
(off-policy)
Average
RMSVE 
(TVR) 
over
10k steps 
(30 runs)
Figure C.3: Parameter study showing Differential TD-learning in the off-policy setting achieves a
low average RMSVE (TVR) over a broad range of its hyperparameters. The solid lines denote the
mean, and one standard deviation is less than the width of the lines.
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C.5 Estimating the Actual Differential Value Function
In this section, we demonstrate that the technique introduced in Section 7 of the main text learns
the actual (centered) differential value function. As mentioned earlier, the technique is general and
can be used with any average-reward algorithm that estimates the differential value function. For
illustration, we use this technique with Differential Q-learning on the same experiment in Section
C.2 of this appendix. For the sake of completeness, we re-iterate the key experimental details in the
following paragraph, and elaborate on how the centering technique was applied.
Having already applied RVI Q-learning and (uncentered) Differential Q-learning on this problem, we
used the hyperparameter settings that resulted in the largest reward rate averaged over the training
period (reference state 8, action a with α = 0.4 for RVI Q-learning and α = 0.4 with η = 0.5 for
Differential Q-learning). We then applied Centered Differential Q-learning (refer to Algorithm 5 for
the pseudocode) on the Two Loop MDP, for 30 runs and 10,000 steps with the hyperparameters β and
κ chosen from [0.025, 0.05, 0.1, 0.2, 0.4] and [0.125, 0.25, 0.5, 1, 2] respectively. α and η were kept
the same as that for Differential Q-learning because the centering technique in its current form learns
the offset separately and does not affect the value estimates during learning. The learned offset is
subtracted from the value estimates every time the RMSVE is computed. The stationary state-action
distribution and the action-value function for the optimal policy is shown in Table C.1, which are
again obtained by solving the Bellman equations with the constraint that dTpi vpi = 0.
Table C.1: The stationary state-action distribution and the action-value function for the optimal policy
of choosing action right in state 0 in the Two Loop task.
State-action pair
(0,left) (0,right) (1,a) (2,a) (3,a) (4,a) (5,a) (6,a) (7,a) (8,a)
dpi 0 0.2 0 0 0 0 0.2 0.2 0.2 0.2
qpi -1.8 -0.8 -2.4 -2.0 -1.6 -1.2 -0.4 0.0 0.4 0.8
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Figure C.4: Left: On the Two Loop task, Centered Differential Q-learning learns the centered
differential value function corresponding to the optimal policy, while RVI Q-learning and (uncentered)
Differential Q-learning converge to offset version of the centered differential value function. Right:
Parameter study showing the centering technique results over a low average RMSVE for a broad
range of its hyperparameters. All solid curves denote the mean, and the shaded region or error bars
denote one standard deviation.
A learning curve for each of the algorithms is shown in the left side of Figure C.4. Again, for RVI
Q-learning and (uncentered) Differential Q-learning, these are corresponding to the hyperparameter
settings that resulted in the largest reward rate averaged over the training period (cf. Section C.2). For
Centered Differential Q-learning, the learning curve is plotted for the hyperparameters that resulted in
the lowest RMSVE averaged over the course of training (β = 0.4, κ = 0.125). We see that Centered
Differential Q-learning converges to a differential value function with RMSVE=0, or in other words,
the centering technique proposed in Section 7 of the main text succeeds in estimating the offset
correctly, which is subtracted from the value estimates to result in the centered differential value
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function. RVI Q-learning and (uncentered) Differential Q-learning also converge to some particular
value functions with some offset from the centered differential value function. Note that there is a
lot of variance in the values estimated by RVI Q-learning till it converges after about 6000 steps
(compare this with Figure C.1, top right: convergence occurs at about 6000 steps). Also shown on
the right of Figure C.4 is the sensitivity of the performance of the centering technique to its two
hyperparameters β and κ. We see that in this task where the transitions are mostly deterministic,
larger step sizes β can be used, and the value of κ only has a small effect.
In conclusion, the technique introduced in Section 7 of the main text learns the centered differential
value function in the Two Loops task. We demonstrated this with Differential Q-learning, an off-
policy control learning algorithm, and we expect this technique to work with other combinations of
settings as well: on-policy and off-policy, prediction and control, learning and planning.
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