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An iterative thresholding algorithm for linear inverse problems
with mixed multi-constraints and its applications
Saman Khoramian∗
Abstract
In this paper, we will present a generalization for a minimization problem from I. Daubechies,
M. Defrise, and C. Demol [3]. This generalization is useful for solving many practical problems
in which more than one constraint are involved. In this regard, we will conclude the findings of
many papers (most of which are on image processing) from this generalization. It is hoped that
the approach proposed in this paper will be a suitable reference for some applied works where
multi-frames, multi-wavelets, or multi-constraints are present in linear inverse problems.
Keywords: Hilbert Space; Linear inverse problem; Minimizer; Multi-constraints; Multi-frame; Regu-
larization.
1 Introduction
Many practical problems in sciences especially in applied sciences, can expressed as the following
operator equation
Kf = h
where K : X −→ Y is a linear bounded operator between normed spaces X,Y , and h ∈ Y is fixed.
The observations or data are typically not exactly equal to h = Kf , but rather to a distortion of
h. This distortion is often modeled by an additive noise or error term e, i.e.
g = h+ e = Kf + e.
To find an estimate of f from the observed g, one can minimize the discrepancy ∆(f),
∆(f) = ‖Kf − g‖2
In some problems, we have a priori knowledge about the solution. For instance, we know ‖f‖ = ρ or
‖f‖ ≤ ρ, where ρ is constant. In such situations, we define the following functional
Φ(f ; g) = ‖Kf − g‖2 + µ‖f‖2
where µ is some positive constant called the regularization parameter. Minimization of the following
functionals has been considered in [1,2,6].
‖Kf − g‖2Y + µ‖f‖
2
X ,
‖I(f)− g‖2L2(I) + λ‖f‖
2
Wβ(L2(I))
; ‖f‖2Wβ((L2(I)) =
∑
0≤k
∑
j∈Z2
k
∑
ψ∈ψk
22βk|cj,k,ψ|
2;β <
1
2
‖I(f)− g‖2L2(I) + λ‖f‖
τ
B
β
τ (Lτ (I))
; ‖f‖τ
B
β
τ ((Lτ (I))
=
∑
0≤k
∑
j∈Z2
k
∑
ψ∈ψk
|cj,k,ψ|
τ
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All of above functionals are special cases of the following functional
Φ(f) = ‖Kf − g‖2H′ + |||f |||
p
W,p
where H,H′ are Hilbert spaces and K is linear bounded operator from H to H′ and
|||f |||W,p =

∑
γ∈Γ
wγ | < f, ϕγ > |
p


1
p
for 1 ≤ p ≤ 2, is a weighted lp-norm of the coefficients of f with respect to an orthonormal basis
(ϕγ)γ∈Γ of H, and a sequence of strictly positive weights W = (wγ)γ∈Γ. Studying the minimizer
of Φ is useful for some applied sciences (see [3]). The minimizer of Φ has not been found, but I.
Daubechies, M. Defrise, and C. Demol [3] have found a sequence in H that converges strongly to the
minimizer of Φ. In this paper, we will do the same to the following functional,
Φ(f) = ‖Kf − g‖2H′ + |||f |||
p1
W1,p1
+ · · ·+ |||f |||pnWn,pn (∗)
where
|||f |||Wi,pi =

∑
γ∈Γi
wγ | < f, ϕγ > |
pi


1
pi
for 1 ≤ i ≤ n; 1 ≤ pi ≤ 2, Wi = {wγ}γ∈Γi,Γ = Γ1 ∪ · · · ∪ Γn, {ϕγ}γ∈Γ is an orthonormal basis for
Hilbert space H.
We call
∑n
i=1 |||f |||
pi
Wi,pi
mixed multi-constraints and show them by the following shorthand notation,
|||f |||PW,P = |||f |||
p1
W1,p1
+ · · ·+ |||f |||pnWn,pn
such that P = {p1, p2, . . . , pn} and W =W1 ∪ · · · ∪Wn.
In the special case of p = p1 = p2 = · · · = pn, we will have
|||f |||PW,P =
n∑
i=1
|||f |||piWi,pi =
n∑
i=1
∑
γ∈Γi
wγ | < f, ϕγ > |
p =
∑
γ∈Γ
wγ | < f, ϕγ > |
p = |||f |||pW,p
For regularization, we will define for α = (α1, . . . , αn) the functional Φα;g on H by
Φα;g(f) = ‖Kf − g‖
2 + α1|||f |||
p1
W1,p1
+ α2|||f |||
p2
W2,p2
+ · · ·+ αn|||f |||
pn
Wn,pn
Also we will suppose f∗α;g is minimizer of the functional Φα;g. By assuming
α(ǫ) = (α1(ǫ), α2(ǫ), . . . , αn(ǫ))
such that
lim
ǫ→0
αi(ǫ) = 0, lim
ǫ→0
ǫ2
αi(ǫ)
= 0, lim
ǫ→0
αi(ǫ)
αj(ǫ)
= 1
for every i, j; 1 ≤ i, j ≤ n, we will show, for any f0 ∈ H,
lim
ǫ→0
[
sup
‖g−Kf0‖<ǫ
‖f∗α(ǫ);g − f
†‖
]
= 0
where f † is the unique minimal element with regard to |||·|||PW,P in S = N(K)+f0 = {f ;K(f) = K(f0)}.
Here, we adopt the same procedure as in I. Daubechies, M. Defrise, and C.DeMol [3]. Although
the novelty of the paper lies in the section related to regularization, since changing ||| · |||pW,p to ||| ·
|||p1W1,p1 + · · ·+ ||| · |||
pn
Wn,pn
is a fundamental change, in other sections we repeat the procedure adopted
in [3] for accuracy, and provide the proofs of the theorems to which some change, albeit minor, has
been made. Moreover, for a more logical presentation of the material, the order of the theorems has
been slightly changed.
This generalization can be used in applied problems. To show this in section 3, we conclude the
finding of the following papers from this generalization.
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[4] I.Daubechies, G. Teschke, Variational image restoration by means of wavelets: Simultaneous
decomposition, deblurring and denoising, Appl. Comput. Harmon. Anal. 19(1) (2005) 1-16.
[5] M. Defrise, C. Demol, Inverse imaging with mixed penalties, in: Conference Proceedings, 2004.
[9] G. Teschke, Multi-frame representations in linear inverse problems with mixed multi-constraints,
Appl. Comput. Harmon. Anal. 22(2007), 43-60.
Furthermore, we point out that in subsection 3.1 we have managed to prove a regularization
theorem required by G. Teschke [7].
2 An iterative thresholding algorithm for linear inverse prob-
lems with mixed multi-constraints
2.1 An iterative algorithm through surrogate functionals
At first, we present a Lemma which has been proved in [3]:
Lemma 2.1. The minimizer of the function M(x) = x2 − 2bx + c|x|p for p ≥ 1, c > 0 is Sc,p(b),
where the function Sc,p from R to itself is defined by
Sc,p(t) =


F−1c,p (t) p > 1
t− c2 p = 1, t >
c
2
0 p = 1, |t| ≤ c2
t+ c2 p = 1, t < −
c
2
where the function Fc,p is defined by
Fc,p(t) = t+
cp
2
Sign(t)|t|p−1.
In this paper, we use the shorthand notation fγ for < f, ϕγ >, hγ for < h,ϕγ >, etc.
Proposition 2.2. Suppose K : H −→ H′ is an operator, with ‖KK∗‖ < 1, (ϕγ)γ∈Γ is an orthonormal
basis for H, and W = (wγ)γ∈Γ is a sequence such that ∀γ ∈ Γ wγ > c > 0. Further suppose g is an
element of H′. Let Γ = Γ1 ∪ Γ2 ∪ · · · ∪ Γn, W = W1 ∪W2 ∪ · · · ∪Wn, P = {p1, . . . , pn} such that
pi ≥ 1 for 1 ≤ i ≤ n. Choose a ∈ H and define the functional Φ
S∪R
W,P (f ; a) on H by
ΦS∪RW,P (f ; a) = ‖Kf − g‖
2 +
n∑
i=1
∑
γ∈Γi
wγ |fγ |
pi + ‖f − a‖2 − ‖K(f − a)‖2.
Also, define operators SW,P by
SW,P(h) =
n∑
i=1
∑
γ∈Γi
Swγ ,pi(hγ)ϕγ
with functions Sw,p from R to itself given by Lemma 2.1.
By these assumptions, we will have
A) fmin=minimizer of the functional Φ
S∪R
W,P = SW,P(a+K
∗(g −Ka))
B) for all h ∈ H, one has
ΦS∪RW,P (fmin + h; a) ≥ Φ
S∪R
W,P (fmin; a) + ‖h‖
2.
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Proof. A)
ΦS∪RW,P (f ; a) = ‖Kf − g‖
2 +
∑
γ∈Γ
wγ | < f, ϕγ > |
pγ − ‖Kf −Ka‖2 + ‖f − a‖2
= ‖f‖2 − 2 < f, a+K∗g −K∗Ka > +
∑
γ∈Γ
wγ |fγ |
pγ + ‖g‖2 + ‖a‖2 − ‖Ka‖2
=
∑
γ∈Γ
[|fγ |
2 − 2fγ(a+K
∗g −K∗Ka)γ + wγ |fγ |
pγ ] + ‖g‖2 + ‖a‖2 − ‖Ka‖2
=
n∑
i=1
∑
γ∈Γi
[f2γ − 2fγ(a+K
∗g −K∗Ka)γ + wγ |fγ |
pi ] + ‖g‖2 + ‖a‖2 − ‖Ka‖2
By Lemma 2.1, we have
fmin =
n∑
i=1

∑
γ∈Γi
Swγ ,pi((a+K
∗g −K∗Ka)γ)ϕγ


=
n∑
i=1
SWi,pi(a+K
∗g −K∗Ka) = SW,P(a+K
∗g −K∗Ka)
B)
ΦS∪RW,P (f + h; a)− Φ
S∪R
W,P (f ; a)
=
∑
γ∈Γ
wγ(|fγ + hγ |
pγ − |fγ |
pγ ) + 2 < h, f − a−K∗(g −Ka) > +‖h‖2
=
n∑
i=1

∑
γ∈Γi
wγ |fγ + hγ |
pi − wγ |fγ |
pi

+∑
γ∈Γ
2hγ(f − a−K
∗(g −Ka))γ + ‖h‖
2
=
n∑
i=1

∑
γ∈Γi
wγ |fγ + hγ |
pi − wγ |fγ |
pi + 2hγ(f − a−K
∗(g −Ka))γ

 + ‖h‖2
In [3], the following has been established for pi = 1
wγ |fγ + hγ |
pi − wγ |fγ |
pi + 2hγ(f − a−K
∗(g −Ka))γ ≥ 0
If pi > 1, since fγ = Swγ ,pi((a+K
∗g −K∗Ka)γ), we have
2(f − a−K∗(g −Ka))γ = −wγpi Sign(fγ)|fγ |
pi−1
Also, for fγ 6= 0, there is α ∈ R such that hγ = αfγ . Then
wγ |fγ + hγ |
pi−wγ |fγ |
pi + 2hγ(f − a−K
∗(g −Ka))γ
= wγ |fγ + hγ |
pi − wγ |fγ |
pi − wγpihγ Sign(fγ)|fγ |
pi−1
= wγ |fγ + αfγ |
pi − wγ |fγ |
pi − piαwγfγ Sign(fγ)|fγ |
pi−1
= wγ |fγ |
pi(|1 + α|pi − 1− piα) ≥ 0.
Definition 2.3. Pick f0 in H. We define the functions fn recursively by the following algorithm:
f1 = arg−min(ΦS∪RW,P (f ; f
0)), f2 = arg−min(ΦS∪RW,P (f, f
1)), . . . ,
fn = arg−min(ΦS∪RW,P (f ; f
n−1)).
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Corollary 2.4. By Definition 2.3, we clearly have
fn = SW,P(f
n−1 +K∗(g −Kfn−1)).
Definition 2.5. We define operator T from H to H by
T(f) = SW,P(f +K
∗(g −Kf)).
Corollary 2.6. By Definition 2.5, we have
Tn(f0) = fn.
2.2 Weak convergence of the fn
The following lemma can be proved in the same manner as its corresponding lemma in [3]:
Lemma 2.7. If f∗ ∈ {f ∈ H|T(f) = f} then f∗ is a minimizer of ΦW,P.
By the following lemma, we state characteristics of function T and the sequence {fn}∞n=1 which
were introduced in Definition 2.3 and Definition 2.5.
Lemma 2.8. Let K be a bounded linear operator from H to H′, with the norm strictly bounded by 1.
Take pi ∈ [1, 2] for 1 ≤ i ≤ n, and let SW,P be the operator defined by
SW,P(h) =
∑
γ∈Γ
Swγ ,pγ (hγ)ϕγ
where the sequence W = (wγ)γ∈Γ is uniformly bounded below away from zero, i.e. there exists a
constant c > 0 such that ∀γ ∈ Γ;wγ ≥ c and we have pi = pγ for every γ ∈ Γi. Let, Γ = Γ1 ∪ Γ2 ∪
· · · ∪ Γn,Wi = {wγ}γ∈Γi, P = {p1, p2, . . . , pn} and suppose |||f |||
pi
Wi,pi
=
∑
γ∈Γi
wγ |fγ |
pi ,
|||f |||PW,P =
∑
γ∈Γ
wγ |fγ |
pγ
=
n∑
i=1
∑
γ∈Γi
wγ |fγ |
pi = |||f |||p1W1,p1 + · · ·+ |||f |||
pn
Wn,pn
ΦW,P(f) = ‖Kf − g‖
2 + |||f |||PW,P,
ΦS∪RW,P (f) = ΦW,P(f) + ‖f − a‖
2 − ‖K(f − a)‖2
Then
A) ∀v, v′ ∈ H; ‖SW,P(v)− SW,P(v
′)‖ ≤ ‖v − v′‖
B) ∀v, v′ ∈ H; ‖T(v)−T(v′)‖ ≤ ‖v − v′‖
C) Both (ΦW,P(f
n))n∈N and (Φ
S∪R
W,P (f
n+1; fn))n∈N are non-increasing sequences.
D) ∃M > 0; ∀n ∈ N ; ‖fn‖ < M
E)
∑∞
n=0 ‖f
n+1 − fn‖2 <∞
F) ‖Tn+1(f0)−Tn(f0)‖ = ‖fn+1 − fn‖ −→ 0 for n −→ ∞.
Parts B,C,E,F have similar proofs to their corresponding lemmas in [3]; thus, we just prove parts
A,D, which have some differences in their proofs.
Proof. (A) By [3], we have
∀p ≥ 1 ∀x, x′ ∈ R | Swγ ,p(x) − Swγ ,p(x
′)| ≤ |x− x′|
5
Therefore,
‖SW,P(v)− SW,P(v
′)‖2 =
∑
γ∈Γ
|Swγ ,pγ (vγ)− Swγ ,pγ (v
′
γ)|
2
=
n∑
i=1
∑
γ∈Γi
|Swγ ,pi(vγ)− Swγ ,pi(v
′
γ)|
2 ≤
n∑
i=1
∑
γ∈Γi
|vγ − v
′
γ |
2
=
∑
γ∈Γ
|vγ − v
′
γ |
2 = ‖v − v′‖2
(D)
|||fn|||piWi,pi ≤ |||f
n|||PW,P ≤ ‖K(f
n)− g‖2 + |||fn|||PW,P = ΦW,P(f
n) ≤ ΦW,P(f
0)
For every γ ∈ Γi we have
w
2−pi
pi
γ |fγ |
2−pi = (wγ |fγ |
pi)
2−pi
pi ≤

∑
γ∈Γi
wγ |fγ |
pi


2−pi
pi
= |||f |||2−piWi,pi
=⇒ sup
γ∈Γi
[
w
2−pi
pi
γ |fγ |
2−pi
]
≤ |||f |||2−piWi,pi (1)
For every pi ∈ [1, 2],
∀γ ∈ Γi c ≤ wγ =⇒ c
2
pi ≤ w
2
pi
γ = wγw
2−pi
pi
γ
=⇒
1
wγ
≤
w
2−pi
pi
γ
c
2
pi
(2)
We deduce from (1), (2) that
∑
γ∈Γi
|fγ |
2 =
∑
γ∈Γi
1
wγ
|fγ |
2−piwγ |fγ |
pi
≤ ( sup
γ∈Γi
1
wγ
|fγ |
2−pi)
∑
γ∈Γi
wγ |fγ |
pi
≤ ( sup
γ∈Γi
w
2−pi
pi
γ
c
2
pi
|fγ |
2−pi)|||f |||piWi,pi
≤ c
− 2
pi |||f |||2−piWi,pi |||f |||
pi
Wi,pi
= c
− 2
pi |||f |||2Wi,pi
Consequently, for every i; 1 ≤ i ≤ n, we have∑
γ∈Γi
|(fn)γ |
2 ≤ c
− 2
pi |||fn|||2Wi,pi
≤ c
− 2
piΦW,P(f
0)
2
pi :=Mi
=⇒ ‖fn‖2 =
∑
γ∈Γ
|(fn)γ |
2 =
n∑
i=1
∑
γ∈Γi
|(fn)γ |
2 ≤
n∑
i=1
Mi
=⇒ ∃M > 0;∀n ∈ N ‖fn‖ ≤M.
We recall Lemma 2.9 and Lemma 2.10, from [8] and Appendix B in [3] with minor modification.
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Lemma 2.9. Suppose for mapping A from H to H and v0 ∈ H we have following conditions
(i) ∀v, v′ ∈ H; ‖A(v)−A(v′)‖ ≤ ‖v − v′‖
(ii) ‖An+1(v0)−A
n(v0)‖ −→ 0 as n −→∞
(iii) {v ∈ H|A(v) = v} 6= φ.
Then
∃v∗ ∈ H; A(v∗) = v∗, An(v0)
weakly
−→ v∗.
Lemma 2.10. Suppose for mapping A from H to H and v0 ∈ H we have the following conditions
(i) ∀v, v′ ∈ H; ‖A(v)−A(v′)‖ ≤ ‖v − v′‖
(ii) ‖An+1(v0)−A
n(v0)‖ −→ 0 as n −→∞
(iii) ∃{Ank(v0)}
+∞
k=1 ⊆ {A
n(v0)}
+∞
n=1, ∃v
′ ∈ H; Ank(v0)
weakly
−→ v′
Then
A(v′) = v′.
By Lemma2.9 and Lemma 2.10, we clearly have the following corollary:
Corollary 2.11. Suppose for mapping A from H to H and v0 ∈ H we have the following conditions
(i) ∀v, v′ ∈ H; ‖A(v)−A(v′)‖ ≤ ‖v − v′‖
(ii) ‖An+1(v0)−A
n(v)‖ −→ 0 as n −→∞
(iii) ∃{Ank(v0)}
∞
k=1 ⊆ {A
n(v0)}
+∞
n=1, ∃v
′ ∈ H;Ank(v0)
weakly
−→ v′.
Then
∃v∗ ∈ H; A(v∗) = v∗,An(v0)
weakly
−→ v∗.
We recall the following functional analysis lemma from [7]:
Lemma 2.12. Every bounded sequence in a reflexive space has a weakly convergent subsequence.
We can now establish the following.
Lemma 2.13. There exists f∗ ∈ H such that T(f∗) = f∗, Tn(f0)
weakly
−→ f∗.
Proof. Parts B,F of Lemma 2.8 satisfy conditions (i), (ii) of Corollary 2.11. On the other hand, since
H is a reflexive space, Lemma 2.12 and part D of Lemma 2.8 satisfy condition (iii) of Corollary 2.11.
Therefore Lemma 2.13 is proved, i.e., there exists f∗ ∈ H such that T(f∗) = f∗, fn = Tn(f0)
weakly
−→
f∗.
In the last part of this subsection, we present the weak convergence theorem of sequence {fn}+∞n=1.
Theorem 2.14. (Weak Convergence) Make the same assumptions as in Lemma 2.8, then we have
A) There exists f∗ ∈ H such that fn
weakly
−→ f∗ and f∗ is the minimizer of ΦW,P.
B) If either there exist i; 1 ≤ i ≤ n such that pi > 1 or N(K) = 0, then the minimizer of ΦW,P is
unique.
7
Proof. Part (A) is the direct result of Lemma 2.7, 2.13. For part (B), note that the following inequality
becomes strict for one pi > 1:
∑
γ∈Γi
wγ
∣∣∣∣(f1 + f22 )γ
∣∣∣∣
pi
≤
∑
γ∈Γi
wγ |(f1)γ |
pi +
∑
γ∈Γi
wγ |(f2)γ |
pi
2
Consequently
n∑
i=1
|||
f1 + f2
2
|||piWi,pi <
∑n
i=1 |||f1|||
pi
Wi,pi
+
∑n
i=1 |||f2|||
pi
Wi,pi
2
Then, we have
|||
f1 + f2
2
|||PW,P <
|||f1|||
P
W,P + |||f2|||
P
W,P
2
.
2.3 Strong Convergence of the fn
First, let us introduce the following shorthand notations:
f∗ = w − lim fn, un = f
n − f∗, h = f∗ +K∗(g −Kf∗)
Theorem 2.15. (Strong Convergence) Considering all assumptions of Lemma 2.8, we have
A) ‖Kun‖ −→ 0 for n −→∞.
B) ‖SW,P(h+ u
n)− SW,P(h)− u
n‖ −→ 0 for n −→∞.
C) If for some a ∈ H, and some sequence (vn)n∈N, w − limn→∞ v
n = 0 and limn→∞ ‖SW,P(a +
vn)− SW,P(a)− v
n‖ = 0 then ‖vn‖ −→ 0 for n −→∞.
D) ‖un‖ −→ 0 for n −→∞.
Proof. Parts A,B have similar proofs to corresponding lemmas in [3].
C)
We know for every i, pi ≥ 1 and P = {p1, . . . , pn}. Suppose D1 = {i|pi > 1} and D2 = {i|pi = 1}.
Consquently
D1 ∪D2 = {1, 2, . . . , n}
To prove this part, it is sufficient to consider the two distinct cases i ∈ D1, i ∈ D2, as has been done
for p > 1 and p = 1, respectively, in [3]. We will have:
∀i ∈ D1
∑
γ∈Γi
|vnγ |
2 −→ 0 as n −→∞,
∀i ∈ D2
∑
γ∈Γi
|vnγ |
2 −→ 0 as n −→∞
Then
‖vn‖2 =
∑
γ∈Γ
|vnγ |
2 =
n∑
i=1
∑
γ∈Γi
|vnγ |
2 −→ 0 as n −→∞
Therefore,
‖vn‖ −→ 0 as n −→∞.
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2.4 A Regularization Theorem
The following Lemma has been estabilished in [3]:
Lemma 2.16. Functions Sw,p from R to itself, defined in Lemma 2.1 satisfy
|Sw,p(x) − x| ≤
wp
2
|x|p−1
To prove the regularization theorem, we will need the following lemma.
Lemma 2.17. If the sequence of vectors (vk)k∈N converges weakly in H to v, and limk→∞ |||vk|||
P
W,P =
|||v|||PW,P, then (vk)k∈N converges to v in the H-norm, i.e.
lim
k→∞
‖v − vk‖ = 0.
Proof. It is a standard result that if w − limk→∞ vk = v, and limk→∞ ‖vk‖ = ‖v‖, then
lim
k→∞
‖v − vk‖
2 = lim
k→∞
(‖v‖2 + ‖vk‖
2 − 2 < v, vk >) = (‖v‖
2 + ‖v‖2 − 2 < v, v >) = 0.
We thus need to prove only that limk→∞ ‖vk‖ = ‖v‖.
Since, the vk converge weakly, they are uniformly bounded. It follows that the |vk,γ | = | < vk, ϕγ >
| are bounded uniformly in k and γ by some finite number M . For a, b > 0 and 1 ≤ r ≤ 2, we have
|ar − br| ≤ r|a− b|Max{a, b}r−1
Consequently
‖vk,γ |
2 − |vγ |
2| = |(|vk,γ |
pγ )
2
pγ − (|vγ |
pγ )
2
pγ | ≤
2
pγ
M2−pγ‖vk,γ |
pγ − |vγ |
pγ |
Let M ′ := Max{ 2
pi
M2−pi ; 1 ≤ i ≤ n} then
∀γ ∈ Γ ∀k ∈ N ||vk,γ |
2 − |vγ |
2| ≤M ′||vk,γ |
pγ − |vγ |
pγ |
Since the vk convergence weakly, we have
∀γ ∈ Γ;< vk, ϕγ >−→< v, ϕγ > as k −→∞
=⇒∀γ ∈ Γ; |vk,γ | −→ |vγ | as k −→∞
Define now uk,γ = min(|vk,γ |, |vγ |). Clearly ∀γ ∈ Γ: limk→∞ uk,γ = |vγ |; since
∑
γ∈Γi
wγ |vγ |
pi <
∞, it follows by the dominated convergence theorem that limk→∞
∑
γ∈Γi
wγu
pi
k,γ =
∑
γ∈Γi
wγ |vγ |
pi ,
consequently
lim
k→∞
∑
γ∈Γ
wγu
pγ
k,γ = lim
k→∞
n∑
i=1
∑
γ∈Γi
wγu
pi
k,γ
=
n∑
i=1
lim
k→∞
∑
γ∈Γi
wγu
pi
k,γ
=
n∑
i=1
∑
γ∈Γi
wγ |vγ |
pi
=
∑
γ∈Γ
wγ |vγ |
pγ (6)
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On the other hand, we have
|‖vk‖
2 − ‖v‖2| =
∣∣∣∣∣∣
∑
γ∈Γ
|vk,γ |
2 −
∑
γ∈Γ
|vγ |
2
∣∣∣∣∣∣
≤
∑
γ∈Γ
||vk,γ |
2 − |vγ |
2|
≤M ′
∑
γ∈Γ
||vk,γ |
pγ − |vγ |
pγ |
≤
M ′
c
∑
γ∈Γ
wγ ||vk,γ |
pγ − |vγ |
pγ |
=
M ′
c
∑
γ∈Γ
wγ(|vk,γ |
pγ + |vγ |
pγ − 2u
pγ
k,γ)
=
M ′
c

∑
γ∈Γ
wγ |vk,γ |
pγ +
∑
γ∈Γ
wγ |vγ |
pγ − 2
∑
γ∈Γ
wγu
pγ
k,γ

 .
Since we have (6), the last expression tends to 0 as k tends to ∞.
The following existence lemma is necessary for providing Proposition 2.19 and Theorem 2.20.
Lemma 2.18. Suppose S = N(K) + f0 = {f : K(f) = K(f0)} and assume that either there exists j
such that pj > 1 or N(K) = {0}. Then there is a unique minimal element with regard to ||| · |||
P
W,P in
S.
Proof. uniqueness: If N(K) = 0, then S = {f0}. For the case where there exists j such that
pj > 1, suppose f1, f2 are minimal elements with regard to ||| · |||
P
W,P in S and f1 6= f2; consequently
|||f1|||
P
W,P = |||f2|||
P
W,P,
pj > 1 =⇒ |||
f1 + f2
2
|||
pj
Wj ,pj
<
|||f1|||
pj
Wj ,pj
+ |||f2|||
pj
Wj ,pj
2
=⇒ |||f1|||
P
W,P ≤ |||
f1 + f2
2
|||PW,P = |||
f1 + f2
2
|||p1W1,p1 + · · ·+ |||
f1 + f2
2
|||pnWn,pn
<
|||f1|||
p1
W1,p1
+ |||f2|||
p1
W1,p1
2
+ · · ·+
|||f1|||
pn
Wn,pn
+ |||f2|||
pn
Wn,pn
2
=
|||f1|||
P
W,P + |||f2|||
P
W,P
2
=
2|||f2|||
P
W,P
2
= |||f2|||
P
W,P
Therefore
|||f1|||
P
W,P < |||f2|||
P
W,P
which is a contradiction.
Existence: Note that ||| · |||PW,P is not a norm, but ||| · |||Wi,pi are norms for 1 ≤ i ≤ n. Suppose fi is
the element of minimum ||| · |||Wi,pi-norm in S.
Now, let f † =
∑n
i=1
∑
γ∈Γi
< fi, ϕγ > ϕγ , then we have
|||f †|||PW,P = |||f
†|||p1W1,p1 + · · ·+ |||f
†|||pnWn,pn
= |||f1|||
p1
W1,p1
+ · · ·+ |||fn|||
pn
Wn,pn
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because < f †, ϕγ >=< fi, ϕγ > for γ ∈ Γi. Consequently, f
† is a minimum with regard to ||| · |||PW,P in
S.
Proposition 2.19. Assume that K is a bounded operator from H to H′ with ‖K‖ < 1, (ϕγ)γ∈Γ is
an orthonormal basis for H, and W = (wγ)γ∈Γ is a sequence such that ∀γ ∈ Γwγ > c > 0. Let
Γ = Γ1 ∪ · · · ∪ Γn,Wi = (wγ)γ∈Γi , P = {p1, . . . , pn} such that 1 ≤ pi ≤ 2 for 1 ≤ i ≤ n. Suppose g is
an element of H′, α = (α1, α2, . . . , αn) such that αi ≥ 0 for 1 ≤ i ≤ n, and that either there exists j
such that pj > 1 or N(K) = {0}. Define the functional Φα,W,P;g on H by
Φα,W,P;g(f) = ‖Kf − g‖
2 + α1|||f |||
p1
W1,p1
+ α2|||f |||
p2
W2,p2
+ · · ·+ αn|||f |||
pn
Wn,pn
Also suppose f∗α,W,P;g is the minimizer of the functional Φα,W,P;g, f0 ∈ H, S = N(K)+f0 = {f |K(f) =
K(f0)}, and f
† is the unique minimal element with regard to ||| · |||PW,P in S. Let {ǫt}
∞
t=1 be a sequence
of positive numbers convergent to 0 and α(ǫt) = (α1(ǫt), . . . , αn(ǫt)) such that limt→+∞ αi(ǫt) = 0,
limt→+∞
ǫ2t
αi(ǫt)
= 0, limt→+∞
αi(ǫt)
αj(ǫt)
= 1 for every i, j; 1 ≤ i, j ≤ n. Suppose {gn}
+∞
n=1 ⊆ H
′ is a
sequence such that, for every n, ‖gn −Kf0‖ < ǫn. Then we have
‖f∗α(ǫn);gn − f
†‖ −→ 0 as n −→∞.
Proof. At first, we prove (*),(**),(***).
(*) ∃M > 0; ∀t ∈ N ‖f∗
α(ǫt);gt
‖ < M .
In the proof of part D of Lemma 2.8, we had
∀i;1 ≤ i ≤ n
∑
γ∈Γi
|fγ |
2 ≤ c
− 2
pi |||f |||2Wi,pi
=⇒ ∀i;1 ≤ i ≤ n

∑
γ∈Γi
|fγ |
2


pi
2
≤
1
c

∑
γ∈Γi
wγ |fγ |
pi


Since, {
ǫ2t
αi(ǫt)
}+∞t=1 , {
αi(ǫt)
αj(ǫt)
}+∞t=1 are convergent sequences, we have
∃M ′′ > 0; ∀t
∣∣∣∣ ǫ2tαi(ǫt)
∣∣∣∣ < M ′′,
∣∣∣∣αi(ǫt)αj(ǫt)
∣∣∣∣ < M ′′
Consequently,

∑
γ∈Γi
|(f∗α(ǫt);gt)γ |
2


pi
2
≤
1
c
|||f∗α(ǫt);gt |||
pi
Wi,pi
≤
1
cαi(ǫt)
Φα(ǫt);gt(f
∗
α(ǫt);gt
) ≤
1
cαi(ǫt)
Φα(ǫt);gt(f
†)
=
1
cαi(ǫt)

‖Kf0 − gt‖2 + n∑
j=1
αj(ǫt)|||f
†|||
pj
Wj ,pj


≤
1
c

 ǫ2t
αi(ǫt)
+
n∑
j=1
αj(ǫt)
αi(ǫt)
|||f †|||
pj
Wj ,pj


≤
1
c

M ′′ +M ′′ n∑
j=1
|||f †|||
pj
Wj ,pj

 :=M ′ (7)
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Then ∑
γ∈Γi
|(f∗α(ǫt);gt)γ |
2 ≤ (M ′)
2
pi
=⇒ ‖f∗α(ǫt);gt‖
2 =
n∑
i=1
∑
γ∈Γi
|(f∗α(ǫt);gt)γ |
2 ≤
n∑
i=1
(M ′)
2
pi
=⇒ ∃M > 0; ∀t ∈ N ‖f∗α(ǫt);gt‖ < M.
Furthermore, we have
|||f∗α(ǫt);gt |||
P
W,P ≤
1
min{αi(ǫt)|1 ≤ i ≤ n}
Φα(ǫt);gt(f
∗
α(ǫt);gt
)
≤
1
min{αi(ǫt)|1 ≤ i ≤ n}
Φα(ǫt);gt(f
†)
=
1
min{αi(ǫt)|1 ≤ i ≤ n}
(‖Kf0 − gt‖
2 +
n∑
j=1
αj(ǫt)|||f
†|||
pj
Wj ,pj
)
≤
ǫ2t
min{αi(ǫt)|1 ≤ i ≤ n}
+
n∑
j=1
αj(ǫt)
min{αi(ǫt)|1 ≤ i ≤ n}
|||f †|||
pj
Wj ,pj
Then
lim
t→∞
|||f∗α(ǫt);gt |||
P
W,P ≤ 0 +
n∑
j=1
|||f †|||
pj
Wj ,pj
= |||f †|||PW,P (8)
(**) If {f˜}∞k=1 is subsequence of {f
∗
α(ǫt);gt
}+∞t=1 and f˜ ∈ H, f˜k
weakly
−→ f˜ and {|||f˜k|||
P
W,P}k∈N are con-
vergent, then we have
|||f˜k|||
P
W,P −→ |||f˜ |||
P
W,P, f
† = f˜
At first, we introduce the following new notations
f˜k ∈ {f
∗
α(ǫt);gt
}t∈N =⇒ ∃m; f˜k = f
∗
α(ǫm);gm
Let α˜k := α(ǫm) = (α1(ǫm), . . . , αn(ǫm)), g˜k := gm, e˜k := g˜k −K(f0), (α˜k)γ := αi(ǫm) for γ ∈ Γi. By
these notations, we have
‖e˜k‖ < ǫ˜k, f˜k is the minimizer of the functional Φα˜k;g˜k .
Since, in the assumptions we have: either there exists pi > 1 or N(K) = 0, it follows from Theorem
2.14 that f˜k is the unique minimizer of Φα˜k,g˜k . On the other hand, by Lemma 2.7, 2.13, f˜k is a fixed
point for T˜k, i.e. T˜k(f˜k) = f˜k. Consequently
f˜k = T˜k(f˜k) = Sα˜k,W,P(f˜k +K
∗(g˜k −K(f˜k)))
Let f˜γ :=< f˜, ϕγ >, h˜k := f˜k +K
∗(g˜k −Kf˜k).
With these new notations, we have
(f˜k)γ = S(α˜k)γwγ ,pγ ((h˜k)γ),
h˜k : = f˜k +K
∗(g˜k −K(f˜k)) = f˜k +K
∗K(f0 − f˜k) +K
∗(e˜k) (9)
Moreover, by (*), 2‖f˜k‖+ ‖f0‖ ≤ 2M + ‖f0‖ :=M
′′′ and since ‖K‖ ≤ 1, we have
‖h˜k‖ ≤ ‖f˜k‖+ ‖f0 − f˜k‖+ ‖e˜k‖
≤ 2‖f˜k‖+ ‖f0‖+ ǫ˜k
≤M ′′′ + ǫ˜k
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Therefore, for every γ ∈ Γ,
|S(α˜k)γwγ,pγ ((h˜k)γ)− (h˜k)γ | ≤ pγwγ(α˜k)γ
|(h˜k)γ |
pγ−1
2
≤ pγwγ(α˜k)γ
(M ′′′ + ǫ˜k)
pγ−1
2
and since ǫ˜k −→ 0, (α˜k)γ −→ 0 as k −→∞, then,
|S(α˜k)γwγ ,pγ ((h˜k)γ)− (h˜k)γ | −→ 0 as k −→∞ (10)
Since f˜k
w
−→ f˜ , we have, for every γ ∈ Γ, (f˜k)γ −→ (f˜)γ as k −→∞. This implies that, when k −→∞
|[K∗K(f0 − f˜k)]γ − [K
∗K(f † − f˜)]γ | −→ [K
∗K(f0 − f
†)]γ = 0
and hence
[K∗K(f0 − f˜k)]γ −→ [K
∗K(f † − f˜)]γ (11)
On the other hand, by the following inequality
(K∗e˜k)γ ≤ ‖K
∗e˜k‖ ≤ ‖e˜k‖ < ǫ˜k
we have
(K∗e˜k)γ −→ 0 as k −→∞ (12)
By (9), (10), (11) and (12), we have
f˜γ = lim
k→∞
(f˜k)γ = lim
k→∞
S(α˜k)γwγ ,pγ [(h˜k)γ ]
= lim
k→∞
S(α˜k)γwγ ,pγ [(h˜k)γ ]− (h˜k)γ + lim
k→∞
(h˜k)γ
= lim
k→∞
(h˜k)γ
= lim
k→∞
(f˜k)γ + [K
∗K(f0 − f˜k)]γ + (K
∗e˜k)γ
= f˜γ + [K
∗K(f † − f˜)]γ
Consequently
∀γ ∈ Γ; f˜γ = f˜γ + [K
∗K(f † − f˜)]γ
=⇒∀γ ∈ Γ; [K∗K(f † − f˜)]γ = 0
=⇒K∗K(f † − f˜) = 0
=⇒f † − f˜ ∈ N(K)
=⇒K(f˜) = K(f †)
=⇒f˜ ∈ S
=⇒|||f †|||PW,P ≤ |||f˜ |||
P
W,P (13)
By Fatou’s lemma and (8),(13), we have
|||f˜ |||PW,P =
∑
γ∈Γ
wγ |f˜γ |
pγ
=
∑
γ∈Γ
wγ( lim
k→∞
|(f˜k)γ |
pγ )
≤ lim
k→∞
sup
∑
γ∈Γ
wγ |(f˜k)γ |
pγ
= lim
k→∞
|||f˜k|||
P
W,P ≤ |||f
†|||PW,P
≤ |||f˜ |||PW,P
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This implies that
lim
k→∞
|||f˜k|||
P
W,P = |||f
†|||PW,P = |||f˜ |||
P
W,P
Since f † is the unique minimal element with regard to ||| · |||PW,P in S, it follows that f˜ = f
†.
(***) Let H be a Hilbert space and {xn}n∈N be a bounded sequence in H such that {|||xn|||
P
W,P}n∈N
is bounded, too. Pick x0 ∈ H. Also suppose we know xnk
w
−→ x0 is true for every {xnk}k∈N, a weakly
convergent subsequence of {xn}n∈N, where {|||xnk |||
P
W,P}k∈N is convergent. Then
xn
w
−→ x0.
First, note that for {an}
+∞
n=1 ⊆ R, we have an −→ a if and only if
∀{ank}
+∞
k=1 ⊆ {an}
+∞
n=1∃{ankm}
+∞
m=1 ⊆ {ank}
+∞
k=1; ankm −→ a0
Also, we have
∀f ∈ X∗; f(xn) −→ f(x0)⇐⇒ xn
weakly
−→ x0
Pick arbitrary f ∈ X∗ and suppose {f(xnk)}
+∞
k=1 is a subsequence of {f(xn)}
+∞
n=1. Since {|||xnk |||
P
W,P}
+∞
k=1,
and {xnk}
+∞
k=1 are bounded, and also by Lemma 2.12, we conclude that there is {xnkm }
+∞
m=1, a subse-
quence of {xnk}
+∞
k=1, such that {xnkm }
+∞
m=1 is weakly convergent and {|||xnkm |||
P
W,P}
+∞
m=1 is convergent.
By the assumptions, {xnkm }
+∞
m=1 converges weakly to x0, i.e.
xnkm
w
−→ x0
Hence,
f(xnkm ) −→ f(x0) as m −→ ∞
Then, we conclude
f(xn) −→ f(x0)
Consequently,
xn
weakly
−→ x0.
We have the following inequality in (7):
∀n ∈ N |||f∗µn,gn |||
pi
Wi,pi
≤M ′′ +M ′′
n∑
j=1
|||f †|||
pj
Wj ,pj
This means {|||f∗µn,gn |||
P
W,P}
+∞
n=1 is bounded; this fact together with (*), (**) provide the assumptions
of (***), for {f∗µn,gn}
+∞
n=1 and f
† ∈ H, then by (***) we conclude:
f∗µn,gn
w
−→ f † (14)
Suppose {|||f˜k|||
P
W,P}
+∞
n=1 is an arbitrary subsequence of {|||f
∗
µn,gn
|||PW,P}
+∞
n=1. Since {|||f˜k|||
P
W,P}
+∞
n=1 is
bounded, there is a convergent subsequence {|||f˜km |||
P
W,P}
+∞
m=1 of it, and then by (14), we have
f˜km
w
−→ f †
So, by (**); we conclude:
|||f˜km |||
P
W,P −→ |||f
†|||PW,P as m −→ +∞
And since {|||f˜k|||
P
W,P}
+∞
k=1 is an arbitrary subsequence of |||f
∗
µn,gn
|||PW,P, we conclude:
|||f∗µn,gn |||
P
W,P −→ |||f
†|||PW,P as n −→∞ (15)
Finally, by (14), (15) and lemma 2.17,
‖f∗µn,gn − f
†‖ −→ 0 as n −→∞.
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The following regularization theorem is our major goal in this subsection.
Theorem 2.20. Assume that K is a bounded operator from H to H′ with ‖K‖ < 1, {ϕγ}γ∈Γ is
an orthonormal basis for H, and W = (wγ)γ∈Γ is a sequence such that ∀γ ∈ Γ wγ > c > 0. Let
Γ = Γ1 ∪ Γ2 ∪ · · · ∪ Γn, Wi = (wγ)γ∈Γi , P = {p1, p2, . . . , pn} such that 1 ≤ pi ≤ 2 for 1 ≤ i ≤ n.
Suppose that g is an element of H′, α = (α1, α2, . . . , αn) such that αi ≥ 0 for 1 ≤ i ≤ n, and
that either there exists j such that pj > 1 or N(K) = {0}. Define the functional Φα,W,P;g on H by
Φα,W,P;g(f) = ‖Kf − g‖
2 + α1|||f |||
p1
W1,p1
+ α2|||f |||
p2
W2,p2
+ · · · + αn|||f |||
pn
Wn,pn
. Also assume f∗α,W,P;g is
the minimizer of the functional Φα,W,P;g.
Let α(ǫ) = (α1(ǫ), α2(ǫ), . . . , αn(ǫ)) such that limǫ−→0 αi(ǫ) = 0, limǫ→0
ǫ2
αi(ǫ)
= 0, limǫ→0
αi(ǫ)
αj(ǫ)
= 1
for every i, j; 1 ≤ i, j ≤ n. Then we have, for any f0 ∈ H,
lim
ǫ→0
[
sup
‖g−Kf0‖<ǫ
‖f∗α(ǫ),W,P;g − f
†‖
]
= 0
where f † is the unique minimal element with regard to |||·|||PW,P in S = N(K)+f0 = {f ;K(f) = K(f0)}
as stated in Lemma 2.18.
Proof. Let H(ǫ) := sup{‖f∗
α(ǫ),W,P;g − f
†‖|g ∈ H′, ‖g −Kf0‖ < ǫ}.
We should establish limǫ→0H(ǫ) = 0. If limǫ→0H(ǫ) 6= 0, then there is a sequence {ǫn}
+∞
n=1 such
that ǫn −→ 0 and {H(ǫn)}
+∞
n=1 is not convergent to 0. consequently,
∃δ0 > 0; ∃{H(ǫnk)}
+∞
k=1; ∀k ∈ N H(ǫnk) ≥ δ0
=⇒∃δ0 > 0; ∃{H(ǫnk)}
+∞
n=1; ∀k ∈ N ∃gnk ∈ H
′; ‖gnk −Kf0‖ ≤ ǫnk , ‖f
∗
α(ǫnk);gnk
− f †‖ ≥ δ0.
This is a contradiction, because by Lemma 2.19 for {ǫnk}
+∞
k=1, {gnk}
+∞
k=1, we will have
‖f∗α(ǫnk);gnk
− f †‖ −→ 0.
3 Outcomes in solving many minimization problems
In this section we present, in three subsections, some applications of the generalization provided in
section 2.
3.1 Multi-frame representations in linear inverse problems with mixed
multi-constraints
In this subsection, we prove theorems, from G. Teschke [9], as results from theorems in the previous
section. Furthermore, we present a regularization theorem and prove it. We begin with the following
simple lemma.
Lemma 3.1. A) Suppose H1,H2, . . . ,Hn are Hilbert space with inner products < ., . >Hi for Hi. Then
H1 ×H2 × . . .×Hn is a Hilbert space with the inner product 〈f, g〉H = 〈f1, h1〉H1 + · · ·+ 〈fn, hn〉Hn
for f = (f1, . . . , fn), g = (g1, . . . , gn) such that fi, gi ∈ Hi, and with componential addition and
componential scalar multiplication.
B) If {aiλ}λ∈Λi is an orthonormal basis for Hi, then A = {A
j
λ|A
j
λ = (0, . . . , a
j
λ, 0, . . . , 0);λ ∈
Λj , 1 ≤ j ≤ n} is an orthonormal basis for H1 ×H2 × . . .×Hn.
Remark 3.2. Suppose H = H1 × H2 × . . . × Hn is a Hilbert space as identified in Lemma 3.1 and
K : H −→ H′ is a bounded linear operator.
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We can have all the results in section 2 for K, H. By assuming Γi = Λi and A = A1 ∪ · · · ∪An =
{A1λ}λ∈Λ1 ∪ · · · ∪ {A
n
λ}λ∈Λn for f = (f
1, . . . , fn) ∈ H, we have
|||f |||PW,P = |||f |||
p1
W1,p1
+ · · ·+ |||f |||pnWn,pn
=
∑
λ∈Λ1
wλ| < (f,A
1
λ) >H |
p1 + · · ·+
∑
λ∈Λn
wλ| < f,A
n
λ) >H |
pn
=
∑
λ∈Λ1
wλ| < (f
1, . . . , fn), (a1λ, 0, . . . , 0) >H |
p1 + . . .
+
∑
λ∈Λn
wλ| < (f
1, . . . , fn), (0, . . . , 0, anλ) >H |
pn
=
∑
λ∈Λ1
wλ| < f
1, a1λ >H1 |
p1 + · · ·+
∑
λ∈Λn
wλ| < f
n, anλ >Hn |
pn
Also for h = (h1, . . . , hn)
SW,P(h) =
n∑
i=1
(
∑
λ∈Λi
Swλ,pλ(< h,A
i
λ >H)A
i
λ)
=
n∑
i=1
(
∑
λ∈Λi
Swλ,pi(< h
i, aiλ >Hi)A
i
λ)
=
n∑
i=1
(
∑
λ∈Λi
(0, . . . , Swλ,pi(< h
i, aiλ >Hi)a
i
λ, . . . , 0))
=
n∑
i=1
(0, . . . ,
∑
λ∈Λi
Swλ,pi(< h
i, aiλ >Hi)a
i
λ, . . . , 0)
= (
∑
λ∈Λ1
Swλ,p1(< h
1, a1λ >H1)a
1
λ, . . . ,
∑
λ∈Λn
Swλ,pn(< h
n, anλ >Hn)a
n
λ).
Lemma 3.3. A) If Λ is a countable set, then the following set is a Hilbert space
l2 = {{aλ}λ∈Λ|aλ ∈ C,
∑
λ∈Λ
|aλ|
2 <∞}
considering < a, b >=
∑
λ∈Λ aλb¯λ for a, b ∈ l2 and a = {aλ}λ∈Λ, b = {bλ}λ∈Λ.
B) E = {eγ |eγ = {aλ}λ∈Λ; aγ = 1 for λ = γ, ∀λ 6= γ aλ = 0} is an orthonormal basis for l2.
The following lemma is a simple result of Lemma 3.1, 3.3.
Lemma 3.4. Suppose Λ1,Λ2, . . . ,Λn are countable sets and l
i
2 for i = 1, . . . , n are Hilbert spaces as
follows
li2 = {{aλ}λ∈Λi |aλ ∈ C,
∑
λ∈Λi
|aλ|
2 <∞}
Then, we have
A) (l2)
n := l12 × . . .× l
n
2 with the following inner product
〈f, h〉 = 〈f1, h1〉l1
2
+ · · ·+ 〈fn, hn〉ln
2
is a Hilbert space.
B) If A = {Ejγ |E
j
γ = (0, . . . , e
j
γ , . . . , 0), 1 ≤ j ≤ n, γ ∈ Λj} such that e
j
γ = {aλ}λ∈Λj , aλ = 0 for
λ 6= γ, aλ = 1 for λ = γ, then A is an orthonormal basis for (l2)
n.
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Lemma 3.5. Suppose H,H′ are Hilbert spaces, {φ1λ}λ∈Λ1 , . . . , {φ
n
λ}λ∈Λn are frame in H, Fi : H −→ l
i
2
are frame operators, F ∗i : l
i
2 −→ H are adjoint operators of Fi, and also A : H −→ H
′ is a bounded
linear operator. Defined the function KA : (l2)
n −→ H′ by
K(v1, . . . , vn) =
n∑
i=1
A(F ∗i (v
i)).
Then KA is a bounded linear operator.
Proof. Since F ∗i , A are linear operators, AF
∗
i are linear operators, for i = 1, . . . , n, and consequently
KA =
n∑
i=1
AF ∗i
is a linear operator, too.
After that, we indicate K∗A is bounded, as defined below,
K∗A : H
′ −→ (l2)
n, K∗A(g) = (F1A
∗(g), . . . , FnA
∗(g))
and is an adjoint operator for KA, because for h ∈ H
′ and f = (f1, . . . , fn) ∈ (l2)
n, we have
〈KA(f), h〉H′ =
n∑
i=1
〈AF ∗i (f
i), h〉H′
=
n∑
i=1
〈f i, FiA
∗(h)〉li
2
= 〈f, (F1A
∗(h), . . . , FnA
∗(h))〉(l2)n
= 〈f,K∗A(h)〉(l2)n
Then, for f ∈ H′, we have
‖K∗A(f)‖
2
(l2)n
= ‖F1A
∗(f)‖2l1
2
+ · · ·+ ‖FnA
∗(f)‖2ln
2
≤ ‖F1‖
2‖A‖2‖f‖2H′ + · · ·+ ‖Fn‖
2‖A‖2‖f‖2H′.
By assuming Bi to be an upper bound for Fi and c˜ to be a bound for A, we have
‖KA‖ = ‖K
∗
A‖ < c˜
√
B1 + · · ·+Bn := c.
In Lemma 3.5, if was proved that ‖KA‖ < c; for simplicity, we will restrict ourselves to case c = 1,
without loss of generality, since KA can always be renormalized.
Remark 3.6. Now, we utilize the results in Remark 3.2 for H = (l2)
n, Hi = l
i
2, Ai = {E
i
λ}λ∈Λi as
identified in Lemma 3.4. By assuming Wi = {αiwi}λ∈Λi such that αi, wi ∈ R for i = 1, . . . , n, f
i ∈ li2,
f i = {f iλ}λ∈Λi , f = (f
1, . . . , fn) ∈ (l2)
n,
|f i|pi,wi =
∑
λ∈Λi
wi|f
i
λ|
pi , |||f ||| = (|f1|p1,w1 , . . . , |f
n|pn,wn),
α = (α1, α2, . . . , αn), we have
|||f |||PW,P =
∑
λ∈Λ1
α1w1| < f
1, e1λ >l1
2
|p1 + · · ·+
∑
λ∈Λn
αnwn| < f
n, enλ >ln2 |
pn
= (α1, . . . , αn).(
∑
λ∈Λ1
w1| < f
1, e1λ >l1
2
|p1 , . . . ,
∑
λ∈Λn
wn| < f
n, enλ >ln2 |
pn)
= (α1, . . . , αn).(
∑
λ∈Λ1
w1|f
1
λ|
p1 , . . . ,
∑
λ∈Λn
wn|f
n
λ |
pn)
= (α1, . . . , αn).(|f
1|p1,w1 , . . . , |f
n|pn,wn)
= α.|||f |||
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Therefore
|||f |||PW,P = α.|||f |||
Also, we have
SW,P(h) =
(∑
λ∈Λ1
Swλ,p1(〈h
1, e1λ〉l1
2
)e1λ, . . . ,
∑
λ∈Λn
Swλ,pn(〈h
n, enλ〉ln2 )e
n
λ
)
=
(∑
λ∈Λ1
Sw1α1,p1(h
1
λ)e
1
λ, . . . ,
∑
λ∈Λn
Swnαn,pn(h
n
λ)e
n
λ
)
=
(
{Sw1α1,p1(h
1
λ)}λ∈Λ1 , . . . , {Swnαn,pn(h
n
λ)}λ∈Λn
)
.
Remark 3.6 and Lemma 3.5 in this section, together with Propositions 2.2, 2.19 and Theorem 2.15
in the previous section, give proofs of following theorems.
Theorem 3.7. Suppose KA : (l2)
n −→ H′ is as identified in Lemma 3.5 and P = {p1, p2, . . . , pn}
such that 1 ≤ pi ≤ 2 for i = 1, . . . , n.
For α = (α1, . . . , αn) ∈ R
n, a ∈ (l2)
n and g ∈ H′, define functionals Φ,ΦS∪R on (l2)
n by
Φ(f) = ‖g −KA(f)‖
2
H′ + α.|||f |||,
ΦS∪R(f ; a) = Φ(f) + ‖f − a‖2(l2)n − ‖KA(f)−KA(a)‖
2
H′
such that |||f ||| = (|f1|p1,w1 , . . . , |f
n|pn,wn), |f
i|pi,wi =
∑
λ∈Λi
wi|f
i
λ|
pi for f = (f1, . . . , fn) ∈ (l2)
n and
wi > 0; i = 1, . . . , n. Also, for W = (w1, . . . , wn), T = {t1, . . . , tn}, f = (f
1, . . . , fn) ∈ (l2)
n, define
operators ST,W,P by
ST,W,P(f) = ({St1w1,p1(f
1
λ)}λ∈Λ1 , . . . , {Stnwn,pn(f
n
λ )}λ∈Λn)
with functions Stw,p from R to itself given by Lemma 2.1.
By these assumptions, we will have
A) fm := minimizer of the functional Φ
S∪R = Sα,W,P(K
∗
A(g −KA(a)) + a)
B) For all h ∈ (l2)
n, one has
ΦS∪R(fm + h; a) ≥ Φ
S∪R(fm; a) + ‖h‖
2
(l2)n
.
Theorem 3.8. Pick f0 in (l2)
n. We define the fk recursively by
fk := arg−min(Φ
S∪R(f ; fk−1)).
There is f∗ ∈ (l2)
n such that f∗ is the minimizer of Φ and ‖fk − f
∗‖(l2)n −→ 0.
Theorem 3.9. Suppose KA : (l2)
n −→ H′ is a linear bounded operator as defined in Lemma 3.5,
1 ≤ pi ≤ 2 for i = 1, . . . , n, and either there exists j such that pj > 1 or N(KA) = 0. Also suppose
f∗α,g is the minimizer of the functional Φα;g(f) = ‖g −KA(f)‖
2
H′ + α.|||f ||| for α ∈ R
n, g ∈ H′. Pick
f0 in (l2)
n and suppose {gt}
+∞
t=1 is a sequence in H
′ such that ‖gt − Kf0‖ ≤ ǫt, where {ǫt}
+∞
t=1 is a
sequence of strictly positive numbers that converges to zero as t −→∞. By assuming {α(ǫt)}
+∞
t=1 such
that α(ǫt) = (α1(ǫt), . . . , αn(ǫt)) and for every i, j = 1, . . . , n
lim
t→+∞
αi(ǫt) = 0, lim
t→+∞
ǫ2t
αi(ǫt)
= 0, lim
t→+∞
αi(ǫt)
αj(ǫt)
= 1.
Then we have
‖f∗α(ǫt),gt − f
†‖ −→ 0 as t −→ +∞
where f † is the unique minimal element with regard to 1 · ||| · ||| in S = N(KA)+f0 = {f ∈ (l2)
n;K(f) =
K(f0)}. Note that 1 = (1, . . . , 1) and 1.|||f ||| = |f
1|p1,w1 + · · ·+ |f
n|pn,wn .
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3.2 Inverse imaging with mixed penalties
In [4], I. Daubechies, G. Teschke have solved the following variational problem:
inf Fg(v, u), (16)
where
Fg(v, u) = ‖g −K(u+ v)‖
2
L2(Ω) + γ‖v‖
2
H−1(Ω) + 2α|u|B11(L1(Ω))
such that
‖v‖2H−1(Ω) ∼
∑
λ
2−2|λ||vλ|
2,
|u|
B
β
p (Lp(Ω))
∼
(∑
λ
2|λ|sp|uλ|
p
) 1
p
with s = β + 1−
2
p
where uλ, vλ denote the λ-th wavelet coefficients.
Moreover, in [5], C. Demol, M. Defrise have considered the following mixed-penalty functional:
Φ(u, v) = ‖A(u+ v)− g‖2 + 2τ |||u|||+ µ‖v‖2 (17)
where g is the image or measurement vector containing N data values and A is the N ×M matrix
modeling the imaging process (A is assumed to be known). Also, ‖v‖2 =
∑M
m=1 |vm|
2 denotes the
squared l2-norm of v and |||u||| =
∑M
m=1 |um| denotes the l
1-norm of u.
Both functionals (16),(17) are special cases of the functional Ψ from H×H to R as follows:
Ψ(u, v) = ‖k(u+ v)− g‖2 +
∑
γ∈Γ
w1,γ |uγ |
p1 +
∑
γ∈Γ
w2,γ |vγ |
p2 (18)
To solve this functional, we need to define the linear bounded operator L on H = H×H as follows:
L : H −→ H′
L(u, v) = k(u+ v)
By this definition, we will have
L∗ : H′ −→H
L∗(y) = (K∗(y),K∗(y))
because
< (u, v), L∗(y) >H =< (u, v), (K
∗(y),K∗(y)) >H
=< u,K∗(y) >H + < v,K
∗(y) >H
=< K(u), y >H′ + < K(v), y >H′
=< K(u+ v), y >H′=< L(u, v), y >H′
With the assumption of the Hilbert space H = H×H with the basis {(ϕγ , 0)}γ∈Γ ∪ {(0, ϕγ)}γ∈Γ and
dividing the basis into two parts {(ϕγ , 0)}γ∈Γ and {(0, ϕγ)}γ∈Γ, and the linear bounded operator L
from H to H′, and also by considering W = W 1 ∪W 2 = {w1,γ}γ∈Γ ∪ {w2,γ}γ∈Γ, we will have the
functional Φ in section 2 as follows.
Φ(f) = ‖L(f)− g‖2 +
∑
γ∈Γ
w1,γ | < f, (ϕγ,0) > |
p1 +
∑
γ∈Γ
w2,γ | < f, (0, ϕγ) > |
p2
Φ(u, v) = ‖L(u, v)− g‖2 +
∑
γ∈Γ
w1,γ | < (u, v), (ϕγ,0) > |
p1 +
∑
γ∈Γ
w2,γ | < (u, v), (0, ϕγ) > |
p2
Φ(u, v) = ‖K(u+ v)− g‖2 +
∑
γ∈Γ
w1,γ | < u,ϕγ > |
p1 +
∑
γ∈Γ
w2,γ | < v, ϕγ > |
p2
Φ(u, v) = ‖K(u+ v)− g‖2 + |||u|||p1
W 1,p1
+ |||v|||p2
W 2,p2
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Thus
Φ(u, v) = Ψ(u, v) for (u, v) ∈H.
By the theorems in section 2, we conclude that the sequence {fn}∞n=1 is strongly covergent to the
minimizer of the functional Ψ in (18), as follows:
fn = SW,P(f
n−1 + L∗(g − L(fn−1)))
such that, for P = {p1, p2}, W = {w1,γ}γ∈Γ ∪ {w2,γ}γ∈Γ. By elimination and substitution, we will
have the sequence {fn}+∞n=1 as follows.
fn = (un, vn) = SW,P((u
n−1, vn−1) + L∗(g − L(un−1, vn−1)))
= SW,P((u
n−1, vn−1) + (K∗(g −K(un−1 + vn−1)),K∗(g −K(un−1 + vn−1))))
= SW,P(u
n−1 +K∗(g −K(un−1 + vn−1)), vn−1 +K∗(g −K(un−1 + vn−1)))
=
∑
γ∈Γ
Sw1,γ ,p1((u
n−1 +K∗(g −K(un−1 + vn−1)), vn−1 +K∗(g −K(un−1 + vn−1))), (ϕγ , 0))(ϕγ , 0)
+
∑
γ∈Γ
Sw2,γ ,p2((u
n−1 +K∗(g −K(un−1 + vn−1)), vn−1 +K∗(g −K(un−1 + vn−1))), (0, ϕγ))(0, ϕγ)
= (
∑
γ∈Γ
Sw1,γ ,p1(u
n−1 +K∗(g −K(un−1 + vn−1)), ϕγ)ϕγ
,
∑
γ∈Γ
Sw2,γ ,p2(v
n−1 +K∗(g −K(un−1 + vn−1)), ϕγ)ϕγ)
Therefore, we have un, vn as follows:
un =
∑
γ∈Γ
Sw1,γ ,p1(u
n−1 +K∗(g −K(un−1 + vn−1)), ϕγ)ϕγ ,
vn =
∑
γ∈Γ
Sw2,γ ,p2(v
n−1 +K∗(g −K(un−1 + vn−1)), ϕγ)ϕγ .
3.3 Linear inverse problems with multi-constraints
In this subsection, we consider a generalization for [3] that differes from the one given in section 2.
Minimization of the following functionals has been considered in [1,2,3,6].
‖Kf − g‖2Y + µ‖f‖
2
X
‖I(f)− g‖2L2(I) + λ‖f‖
2
Wβ(L2(I))
; ‖f‖2Wβ(L2(I)) =
∑
0≤k
∑
j∈Z2
K
∑
ψ∈ψk
22βk|cj,k,ψ|
2;β <
1
2
‖I(f)− g‖2L2(I) + λ‖f‖
τ
B
β
τ (Lτ (I))
; ‖f‖τ
B
β
τ ((Lτ (I))
=
∑
0≤k
∑
j∈Z2
k
∑
ψ∈ψk
|cj,k,ψ |
τ
‖Kf − g‖2 +
∑
λ∈Λ
2σp|λ|| < f,Ψλ > |
p
All of above functionals are special cases of the following functional
‖Kf − g‖2 + λ‖f‖sY
where Y is a space that measures the smoothness of the approximations f , λ is a positive parameter,
and s is an exponent that is chosen to make the computations (and analysis) easier. If the positive
parameter λ is large, then the smoothness of f is important; if it is small, the approximation error
between g and K(f) is important.
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The point arising at this time is that if we can simultaneously consider two or more constraints in
a minimization problem, we can potentially obtain better results.
With this account, we tried to show the importance of the minimization problem of the following
functional:
‖Kf − g‖2H′ + λ1‖f‖
s1
1 + · · ·+ λn‖f‖
sn
n
or
‖Kf − g‖2H′ + |||f |||
p1
W 1,p1
+ · · ·+ |||f |||pnWn,pn
where
|||f |||W i,pi = (
∑
γ∈Γ
wi,γ | < f, ϕγ > |
pi)
1
pi
for 1 ≤ i ≤ n; 1 ≤ pi ≤ 2, W
i = {wi,r}γ∈Γ, {ϕγ}γ∈Γ is an orthonormal basis for Hilbert space H.
We call the new constraint
∑n
i=1 |||f |||
pi
W i,pi
multi-constraints, which are different from the constraint∑n
i=1 |||f |||
pi
Wi,pi
introduced in section 2, which we called mixed multi-constraints. We cannot obtain
the solution of this problem directly (as was done in subsection 3.2) from the theorems in section 2,
but we can solve this problem by modifying some lemmas and theorems of section 2 and through a
procedure similar to what was carried out there.
Except for Lemma 2.1, Proposition 2.2, part A of Lemma 2.8 and part C of Theorem 2.15 which
are rewritten as follows, all the modifications are trivial.
Lemma 3.10. The minimizer of the function M(x) = x2−2bx+
∑n
i=1 ci|x|
pi for ∀i, 1 ≤ i ≤ n; pi ≥ 1,
ci > 0 is S(c1,...,cn),(p1,...,pn)(b), where the function S(c1,...,cn),(p1,...,pn) from R to itself is defined by
S(c1,...,cn),(p1,...,pn)(t) =


F−1(t) B = φ
F−11 (t) B 6= φ, t ∈
(∑
i∈B ci
2 ,+∞
)
0 B 6= φ, t ∈
[
−
∑
i∈B ci
2 ,
∑
i∈B ci
2
]
F−12 (t) B 6= φ, t ∈
(
−∞,
−
∑
i∈B ci
2
)
where B = {i|pi = 1} and the functions F1, F2, F are defined by
F (x) = x+ Signx
∑n
i=1 pici|x|
pi−1
2
for x ∈ R,
F1(x) = x+
∑
i∈B ci +
∑
i6∈B pici|x|
pi−1
2
for x > 0,
F2(x) = x−
∑
i∈B ci +
∑
i6∈B pici|x|
pi−1
2
for x < 0.
Proof. Since, limx→±∞M(x) = +∞ and M is a continuous function, M has minimizer on R.
For B = φ, M is differentiable, and the minimization reduces to solving the variational equation
b = x+ Signx
∑n
i=1 pici|x|
pi−1
2
since, the real function
F (x) = x+ Signx
∑n
i=1 pici|x|
pi−1
2
is a one-to-one map from R to itself, the minimizer is F−1(b), i.e.
S(b) = F−1(b).
ForB 6= φ, M is differentiable only if x 6= 0; then either minimizer is x = 0 or minimizer is an x 6= 0
such that M ′(x) = 0. Note that F1, F2 are one-to-one maps such that
DomainF1 = (0,+∞), RangF1 = (
∑
i∈B ci
2
,+∞)
DomainF2 = (−∞, 0), RangF2 = (−∞,
−
∑
i∈B ci
2
).
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Case 1: b ∈
(∑
i∈B ci
2 ,+∞
)
.
For x > 0, we have
M ′(x) = 2x− 2b+
∑
i∈B
ci +
∑
i6∈B
pici|x|
pi−1
If M ′(x) = 0, then
b = x+
∑
i∈B ci +
∑
i6∈B pici|x|
pi−1
2
= F1(x)
Since, b ∈ RangF1, we have
∃!x0 ∈ (0,+∞);x0 = F
−1
1 (b)
Therefore,
M ′(F−11 (b)) = 0.
For x < 0, we have
M ′(x) = 2x− 2b−
∑
i∈B
ci −
∑
i6∈B
pici|x|
pi−1
If M ′(x) = 0, then
b = x−
∑
i∈B ci +
∑
i6∈B pici|x|
pi−1
2
= F2(x)
since, b 6∈ RangF2,
6 ∃x ∈ (−∞, 0); b = F2(x)
Therefore,
6 ∃x ∈ (−∞, 0);M ′(x) = 0.
By above argumnet, we conclude S(b) ∈ {0, F−11 (b)}. By the following fact, we will have
M(F−11 (b)) ≤ 0 =M(0)
Then
S(b) = F−11 (b).
Fact: If M is a continuous function such that
(i) limx→±∞M(x) = +∞.
(ii) M(0) = 0.
(iii) (0,+∞) ⊆ DomainM ′ and for every x, x′ ∈ (0,+∞) such that x′ < x we haveM ′(x′) < M ′(x).
(iv) ∃!xm ∈ (0,+∞);M
′(xm) = 0.
Then
M(xm) ≤ 0.
If M(xm) > 0, then ∃δ > 0; ∀x ∈ (xm − δ, xm + δ) M(x) > 0, therefore
∃x0 ∈ (0, xm);M(x0) > 0
=⇒M ′(x0) < M
′(xm) = 0
=⇒∀x ∈ (0, x0)M
′(x) < M ′(x0) < 0
=⇒∀x ∈ (0, x0)M(x) > M(x0) > 0
This is a contradiction, because M(0) = 0 and f is a continuous function.
Case 2: b ∈ (−∞,
−
∑
i∈B ci
2 ).
By an argument as case 1, we conclude S(b) = F−12 (b).
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Case 3: b ∈
[
−
∑
i∈B ci
2 ,
∑
i∈B ci
2
]
.
We have b 6∈ RangF1, b 6∈ RangF2, then
6 ∃x 6= 0; M ′(x) = 0
Therefore,
S(b) = 0.
Proposition 3.11. Suppose K : H −→ H′ is an operator, with ‖KK∗‖ < 1, (ϕγ)γ∈Γ is an orthonor-
mal basis for H, and W i = (wi,γ)γ∈Γ are a sequences such that ∀γ ∈ Γ, wi,γ > c > 0 for 1 ≤ i ≤ n.
Further suppose g is an element of H′. Let W = W 1 ∪W 2 ∪ · · · ∪Wn, P = {p1, . . . , pn} such that
pi ≥ 1 for 1 ≤ i ≤ n. Choose a ∈ H and define the functional Φ
S∪R
W,P (f ; a) on H by
ΦS∪RW,P (f ; a) = ‖Kf − g‖
2 +
n∑
i=1
∑
γ∈Γ
wi,γ |fγ |
pi + ‖f − a‖2 − ‖K(f − a)‖2.
Also, define operators SW,P by
SW,P(h) =
∑
γ∈Γ
S(w1,γ ,...,wn,γ),(p1,...,pn)(hγ)ϕγ (19)
with functions S(w1,γ ,...,wn,γ),(p1,...,pn) from R to itself given by Lemma 3.10.
By these assumptions, we will have
A) fmin = minimizer of the functional Φ
S∪R
W,P = SW,P(a+K
∗(g −Ka))
B) for all h ∈ H, one has
ΦS∪RW,P (fmin + h; a) ≥ Φ
S∪R
W,P (fmin; a) + ‖h‖
2.
Proof. A)
ΦS∪RW,P (f ; a) =
∑
γ∈Γ
[f2γ − 2fγ(a+K
∗g −K∗Ka)γ +
n∑
i=1
wi,γ |fγ |
pi ] + ‖g‖2 + ‖a‖2 − ‖Ka‖2
By Lemma 3.10, we have
fmin =
∑
γ∈Γ
S(w1,γ ,...,wn,γ),(p1,...,pn)((a+K
∗g −K∗Ka)γ)ϕγ
= SW,P(a+K
∗g −K∗Ka)
B)
ΦS∪RW,P (f + h; a)− Φ
S∪R
W,P (f ; a)
=
∑
γ∈Γ
((
n∑
i=1
wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi) + 2hr(f − a−K
∗g −K∗Ka)γ) + ‖h‖
2
The cases B = φ and B 6= φ should be treated slightly differently.
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Case 1: For B = φ, we have
S(t) = t+ Sign t
∑n
i=1 wi,γpi|t|
pi−1
2
Then,
(a+K∗g −K∗Ka)γ = fγ + Sign fγ
∑n
i=1 wi,γpi|fγ |
pi−1
2
Therefore,
2(f − a−K∗(g −K(a)))γ = − Sign fγ(
n∑
i=1
wi,γpi|fγ |
pi−1)
for fγ 6= 0, there is α ∈ R such that hγ = αfγ , then
n∑
i=1
(wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi) + 2hγ(f − a−K
∗(g −Ka))γ
=
n∑
i=1
(wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi)− hγ Sign fγ(
n∑
i=1
wi,γpi|fγ |
pi−1)
=
n∑
i=1
(wi,γ |fγ + αfγ |
pi − wi,γ |fγ |
pi − αwi,γpifγ Sign fγ |fγ |
pi−1)
=
n∑
i=1
[wi,γ |fγ |
pi(|1 + α|pi − 1− piα)] ≥ 0
If fγ = 0, then
n∑
i=1
wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi + 2hγ(f − a−K
∗(g −Ka))γ
=
n∑
i=1
wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi − piwi,γhγ Sign fγ |fγ |
pi−1
=
n∑
i=1
wi,γ |hγ |
pi ≥ 0
Case 2: B 6= φ.
Define now Γ0 = {γ ∈ Γ : fγ = 0}, and Γ1 = Γ\Γ0. We will have
∑
γ∈Γ0

(∑
i∈B
wi,γ |fγ + hγ | − wi,γ |fγ |
)
+

∑
i6∈B
wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi

+ 2hγ(f − a−K∗(g −Ka))γ


=
∑
γ∈Γ0

(∑
i∈B
wi,γ |hγ | − 2hγ(a+K
∗(g −Ka))γ
)
+

∑
i6∈B
wi,γ |hγ |
pi




For γ ∈ Γ0, |aγ + [K
∗(g −Ka)]γ | <
∑
i∈B wi,γ
2 , so that
∑
i∈B wi,γ |hγ | − 2hγ(aγ + [K
∗(g −Ka)]γ) ≥ 0.
If γ ∈ Γ1, we distinguish two cases, acording to the sign of fγ . We discuss here only the case
fγ > 0; the similar case fγ < 0 is left to the reader. For fγ > 0, we have
(a+K∗(g −Ka))γ = fγ +
∑
i∈B wi,γ +
∑
i6∈B wi,γpi|fγ |
pi−1
2
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Consequently
∑
γ∈Γ

(∑
i∈B
wi,γ |fγ + hγ | − wi,γ |fγ |
)
+

∑
i6∈B
wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi

 + 2hγ(f − a−K∗(g −Ka))γ


=
∑
γ∈Γ
∑
i∈B
(wi,γ |fγ + hγ | − wi,γ |fγ | − hγwi,γ)
+
∑
γ∈Γ
∑
i6∈B
(
wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi − wi,γpihγ |fγ |
pi−1
)
We have, ∑
i∈B
wi,γ |fγ + hγ | − wi,γ |fγ | − hγwi,γ
=
∑
i∈B
wi,γ (|fγ + hγ | − (fγ + hγ)) ≥ 0
Also, there is α ∈ R such that hγ = αfγ , then∑
i6∈B
wi,γ |fγ + hγ |
pi − wi,γ |fγ |
pi − wi,γpihγ |fγ |
pi−1
=
∑
i6∈B
wi,γ |fγ + αfγ |
pi − wi,γ |fγ |
pi − αwi,γpifγ |fγ |
pi−1
=
∑
i6∈B
wi,γ |fγ |
pi(|1 + α|pi − 1− αpi) ≥ 0.
Lemma 3.12. The operators SW,P are nonexpansive, i.e.,
∀v, v′ ∈ H, ‖SW,P(v) − SW,P(v
′)‖ ≤ ‖v − v′‖
Proof. As shown by (19),
‖SW,P(v)− SW,P(v
′)‖2 =
∑
γ∈Γ
|S(w1,γ ,...,wn,γ),(p1,...,pn)(vγ)− S(w1,γ ,...,wn,γ),(p1,...,pn)(v
′
γ)|
2
which means that it suffices to show that, ∀x, x′ ∈ R, and all (w1, . . . , wn), (p1, . . . , pn) such that
wi ≥ 0, pi ≥ 1 for i = 1, . . . , n,∣∣S(w1,...,wn),(p1,...,pn)(x) − S(w1,...,wn),(p1,...,pn)(x′)∣∣ ≤ |x− x′| (20)
If B = φ, then S is the inverse of the function F . F is differentiable and we have
F ′(x) = 1 +
∑n
i=1 wipi(pi − 1)|x|
pi−2
2
thus
|F ′(x)| > 1
and (20) follows immediately in this case. For B 6= φ, we use another argument. For the sake of
definiteness, let us assume x > x′. We will just check all the possible cases:
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Case 1: x, x′ >
∑
i∈B wi
2 . In this case, we have
S(x), S(x′) > 0, S(x′) < S(x),
x = S(x) +
∑
i∈B wi +
∑
i6∈B wipi|S(x)|
pi−1
2
,
x′ = S(x′) +
∑
i∈B wi +
∑
i6∈B wipi|S(x
′)|pi−1
2
.
Then,
0 < S(x)− S(x′) = x− x′ +
∑
i6∈B wipi(|S(x
′)|pi−1 − |S(x)|pi−1)
2
≤ x− x′.
Case 2:
−
∑
i∈B wi
2 ≤ x, x
′ ≤
∑
i∈B wi
2 . In this case, we have
S(x) = S(x′) = 0.
Then,
|S(x) − S(x′)| = |0− 0| = 0 < |x− x′|.
Case 3: x, x′ <
−
∑
i∈B wi
2 . In this case, we have
S(x), S(x′) < 0, S(x′) < S(x),
x = S(x)−
∑
i∈B wi +
∑
i6∈B wipi|S(x)|
pi−1
2
,
x′ = S(x′)−
∑
i∈B wi +
∑
i6∈B wipi|S(x
′)|pi−1
2
.
Then,
0 < S(x)− S(x′) = x− x′ +
∑
i6∈B wipi(|S(x)|
pi−1 − |S(x′)|pi−1)
2
< x− x′.
Case 4: x >
∑
i∈B wi
2 ,−
∑
i∈B wi
2 ≤ x
′ ≤
∑
i∈B wi
2 . In this case, we have
S(x) > 0,
x = S(x) +
∑
i∈B wi +
∑
i6∈B piwi|S(x)|
pi−1
2
,
S(x′) = 0
Then,
0 < S(x)− S(x′) = S(x) = x−
∑
i∈B wi +
∑
i6∈B piwi|S(x)|
pi−1
2
< x−
∑
i∈B wi
2
≤ x− x′.
Case 5: −
∑
i∈B wi
2 ≤ x ≤
∑
i∈B wi
2 , x
′ < −
∑
i∈B wi
2 . In this case, we have
S(x′) < 0,
x′ = S(x′)−
∑
i∈B wi +
∑
i6∈B piwi|S(x
′)|pi−1
2
,
S(x) = 0
Then,
0 < S(x)− S(x′) = −S(x′) = −x′ −
∑
i∈B wi +
∑
i6∈B piwi|S(x
′)|pi−1
2
< −
∑
i∈B wi
2
− x′ ≤ x− x′.
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Case 6: x >
∑
i∈B wi
2 , x
′ <
−
∑
i∈B wi
2 . In this case, we have
S(x) > 0, S(x′) < 0
x = S(x) +
∑
i∈B wi +
∑
i6∈B piwi|S(x)|
pi−1
2
,
x′ = S(x′)−
∑
i∈B wi +
∑
i6∈B wipi|S(x
′)|pi−1
2
.
Then,
0 < S(x)− S(x′) = x− x′ −
∑
i∈B
wi −
∑
i6∈B wipi(|S(x
′)|pi−1 + |S(x′)|pi−1)
2
< x− x′.
Lemma 3.13. If for some a ∈ H and some sequence (vn)n∈N, w−limn→+∞ v
n = 0 and limn→+∞ ‖SW,P(a+
vn)− SW,P(a)− v
n‖ = 0 such that pi ∈ [1, 2] for i = 1, . . . , n then ‖v
n‖ −→ 0 for n −→∞.
Proof. The argument of the proof is slightly different for the cases B = φ and B 6= φ. If B = φ, then
S(x) = F−1(x) and since pi ∈ [1, 2], we have
F ′(x) = 1 +
∑n
i=1 wi,γpi(pi − 1)|x|
pi−2
2
< 1 +
∑n
i=1 wi,γpi(pi − 1)
2(2b)2−pi
for x ∈ [−b, b] where b > 0. Therefore, in this case, we will have an argument similar to what has
been done for case p > 1 in [3].
For B 6= φ, we define a finite set Γ0 ⊆ Γ so that
∑
γ∈Γ\Γ0
|aγ |
2 ≤ ( c4 )
2, where c is the uniform
lower bound on the
∑n
i=1 wi,γ . Because this is a finite set, the weak convergence of the v
n implies
that
∑
γ∈Γ0
|vnγ |
2 −→
n−→∞
0, so that we can concentrate on
∑
γ∈Γ\Γ0
|vnγ |
2 only.
For each n, we split Γ1 = Γ\Γ0 into two subsets: Γ1,n = {γ ∈ Γ1 : |v
n
γ + aγ | ≤
∑
i∈B wi,γ
2 } and
Γ˜1,n = Γ1\Γ1,n. If γ ∈ Γ1,n, then S(aγ + v
n
γ ) = S(aγ) = 0 (since |aγ | <
c
4 ≤
∑
i∈B wi,γ
2 ), so that
|vnγ − S(aγ + v
n
γ ) + S(aγ)| = |v
n
γ |. It follows that∑
γ∈Γ1,n
|vnγ |
2 ≤
∑
γ∈Γ
|vnγ − S(aγ + v
n
γ ) + S(aγ)|
2 −→ 0 as n −→∞.
It remains to prove only that the remaining sum,
∑
γ∈Γ˜1,n
|vnγ |
2, also tends to 0 as n −→∞. If γ ∈ Γ1
and vnγ + aγ >
∑
i∈B wi,γ
2 , then
|vnγ − S(aγ + v
n
γ ) + S(aγ)| = |v
n
γ − S(aγ + v
n
γ )|
≥ vnγ − S(aγ + v
n
γ )
= −aγ +
∑
i∈B wi,γ +
∑
i6∈B wi,γpi|S(aγ + v
n
γ )|
pi−1
2
> −aγ +
∑
i∈B wi,γ
2
> −
c
4
+
∑
i∈B wi,γ
2
> −
c
4
+
c
2
=
c
4
.
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If γ ∈ Γ1 and v
n
γ + aγ <
∑
i∈B wi,γ
2 , then
|vnγ − S(aγ + v
n
γ ) + S(aγ)| = |v
n
γ − S(aγ + v
n
γ )|
≥ S(aγ + v
n
γ )− v
n
γ
= aγ +
∑
i∈B wi,γ +
∑
i6∈B wi,γpi|S(aγ + v
n
γ )|
pi−1
2
> aγ +
∑
i∈B wi,γ
2
> −
c
4
+
∑
i∈B wi,γ
2
> −
c
4
+
c
2
=
c
4
.
This implies that ∑
γ∈Γ˜1,n
|vnγ − S(aγ + v
n
γ ) + S(aγ)|
2 ≥ (
c
4
)2Card(Γ˜1,n);
since ‖vn − SW,P(a+ v
n) + SW,P(a)‖ −→
n→+∞
0, we know on the other hand that
∑
γ∈Γ˜1,n
|vnγ − S(aγ + v
n
γ ) + S(aγ)|
2 < (
c
4
)2
when n exceeds some threshold N , which implies that Γ˜1,n is empty when n > N . Consequently,∑
γ∈Γ˜1,n
|vnγ |
2 = 0 for n > N . This completes the proof for the case B 6= φ.
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