To solve the problems of easily falling into local optimal solution and solving process instability for adaptive genetic algorithms, an improved adaptive genetic algorithm is presented by improving the crossover and mutation probability calculation method, which balances the solving stability and reliability in the early and late process. The crossover and mutation probability of the superiority individuals should be relatively small in the evolutionary process. But they can not be zero so as to avoid early entering into local optimal solutions since the superiority individuals can not make the crossover and mutation operation and produce new individuals in early evolutionary process. The worse individuals should have a greater crossover and mutation probability in the evolutionary process in order to increase the number of new individuals and prevent premature entry into the local optimal solution. The case analysis demonstrates that this algorithm has better ability of global optimization and stability.
Introduction
Genetic algorithm (GA) is simple and easy to use, has good robustness and is applicable to solve complex mathematical modeling problems, and is widely used in solving engineering problems [1, 2] . But basic GA is easy to enter the premature and only obtains the local optimal solutions since the crossover and mutation probability are constant in the evolutionary process and it ignores the individual adaptive change ability with the change of the environment [3] . The adaptive genetic algorithm can change the crossover and mutation probability, population number or the gene encoding length with the individual fitness value change. This can solve the premature phenomenon of the basic GA in a certain extent. For example, Srinivas [4] and Chen [5] et al. present representative adaptive genetic algorithm. But the experimental results show that the traditional adaptive genetic algorithm still exist some problems of easily falling into local optimal solution or solving process instability. This paper analyzes the influence rules of the crossover and mutation probability on the solving process and proposes an improved adaptive genetic algorithm to improve solving quality and stability by balancing the algorithm solving performance in the whole process.
Design principle of the algorithm
Analysis of some typical adaptive genetic algorithms. The crossover and mutation probability affect the GA's behavior and performance in the computational process. The bigger the crossover probability P c is, the faster GA generates new individuals. But if a big crossover probability is chosen in the later stage of evolution, the higher fitness parent individuals will be broken and reduce their probability. The bigger the mutation probability P m is, the faster GA generates new individuals, too. In the early stage of evolution, with few higher fitness individuals, the mutation International Conference on Manufacturing Science and Engineering (ICMSE 2015) probability should increase to some degree in order to expand the search scopes into the entire region quickly. However in the later stage of revolution, for higher-fitness individuals, the mutation probability should be decreased to some degree so as to avoid the lost of genes in good parent individual chromosomes. So appropriate crossover and mutation probability should be chosen in order to improve the stability of in overall evolution solving process. Srinivas et al. [4] first put forward to the adaptive genetic algorithm S-AGA. In this algorithm, when the fitness values gradually tend to the maximum fitness value, the P c and P m gradually become small and eventually become zero. The above P c and P m meet the solving requirements in the later stage of revolution. But in the early evolution stage, the above P c and P m will make the excellent individuals in initial population almost fall into a constant state. So it is easy to fall into the local optimal solution. Chen et al. [5] present an adaptive genetic algorithm P-AGA based on superiority inheritance. This definition will affect the solving stability for crossover probability P c when it is close to the optimal solution in the late stage of evolution.
An improved adaptive genetic algorithm. The good or bad individuals should both have a bigger crossover and mutation probability in order to prevent individuals from falling into the local optimal solutions in the initial stage of evolution. In the later stage of evolution, the crossover and mutation probability of good individuals is small and the bad individual is big. So the crossover and mutation probability of improved adaptive genetic algorithm (G-AGA) are as follows: 
Where f ′ denotes the bigger fitness value of two crossed individuals; f ′′ denotes the fitness value of mutation individuals; max f denotes the maximum fitness value of the population; f denotes the average fitness value. The individuals whose fitness values are higher than the average fitness value are called good individuals. Else, they are called bad individuals.
The change curves of the crossover and mutation probability for the G-AGA are shown in Fig.1 . When the individual is good one, the crossover and mutation probability should be relatively small in the evolutionary process, but not to zero. If it is zero, the superiority individual will not make the crossover and mutation operation and does not produce new individuals in early evolutionary process, which will fall into local optimal solution untimely. The bad individuals should have a greater crossover and mutation probability in the overall evolutionary process in order to increase the number of new individuals and to prevent its entry into the local optimal solution untimely. a) Crossover probability b) Mutation probability 
The initial population is 50 and the maximum evolution algebra is 500. The test makes five experiments for each algorithm. c1 P =0.6, c2 P =0.9, c3 P =0.2, m1 P =0.1 and m2 P =0.001. The optimization results are as shown in Tab. 1. From Tab. 1, the G-AGA can obtain better optimization results and good solving quality. In the optimization process, the changes of the fitness values with the evolution algebra in the Fig. 3 and Fig. 4 . From Fig.3 and Fig.4 , we can know the solving process early falls into the local optimal solution and can not obtain the global optimal solution. The solving process fluctuates due to the function of crossover and mutation probability. The proposed G-AGA has better stability in the process of solving two test functions optimization. 
Conclusions
Based on the analysis of the previous adaptive genetic algorithms, and considering the evolutionary performance in the whole process, an improved adaptive genetic algorithm is presented. This algorithm improves the crossover and mutation probability so as to improve the solving quality and stability. The example analysis shows that the algorithm is of the high solving accuracy, good stability and strong capability of global search. This will benefit improving the solving reliability of the AGA.
