Abstract. We study the global existence and decay to spherical equilibrium of Hele-Shaw flows with surface tension. We prove that without injection of fluid, perturbations of the sphere decay to zero exponentially fast. On the other hand, with a time-dependent rate of fluid injection into the Hele-Shaw cell, the distance from the moving boundary to an expanding sphere (with time-dependent radius) also decays to zero but with an algebraic rate, which depends on the injection rate of the fluid.
1. Introduction 1.1. The problem statement. We establish decay estimates for solutions of the Hele-Shaw equations with surface tension on the free-boundary, and with injection of fluid into the cell. With the time-dependent fluid domain denoted by Ω(t), an open subset of R 2 with boundary Γ(t), and for time t ∈ [0, T ], the two-dimensional Hele-Shaw equations are given by
V(Γ(t)) = − ∂p ∂n on Γ(t) ,
where δ is the Dirac delta function at the origin, p(x, t) denotes the fluid pressure, µ = µ(t) denotes the rate of injection of fluid if µ ≥ 0 (or suction if µ ≤ 0), and H is the (mean) curvature of the evolving free-boundary Γ(t). We use V(Γ(t)) to denote the normal velocity of the moving free-boundary Γ(t), and we let n denote the outward-pointing unit normal on Γ(t). When the injection rate µ ≡ 0, the volume of the fluid domain |Ω(t)| can be computed as
where ρ(t) ≡ 1 + t 0 µ(s) π ds > 0 is the radius of a ball centered at the origin.
In fact, if the initial domain Ω = B 1 ≡ B(0, 1), then the solution to (1) is given explicitly by Ω(t) = B(0, ρ(t)), with pressure function p(x, t) = 1 ρ(t) + µ(t) 2π log |x| ρ(t) .
We will show that under certain growth conditions on the injection rate µ(t), if
(1) the initial domain Ω is sufficiently close to the unit ball B 1 ≡ B(0, 1) in R 2 with |Ω| = |B 1 | = π; (2) the center of mass of Ω is sufficiently close to the origin (which is the point of injection),
then Ω(t) converges to B ρ ≡ B(0, ρ(t)) as t → ∞. The precise statement of our result is given below in Theorem 1.1.
Of fundamental importance to our analysis is the conversion of the second-order Poisson equation (1a) to a coupled system of first-order equations. Introducing the velocity vector u = −∇p, equation (1) can be rewritten as
divu = µδ in Ω(t) , (3b)
V(Γ(t)) = u · n on Γ(t) ,
1.2. Some prior results. In the case that fluid is not being injected into the Hele-Shaw cell and µ = 0, Constantin & Pugh [2] established the stability and exponential decay of solutions of (1) using the methods of complex analysis. Friedman and Reitich [6] also establish this stability result. In [1] , Chen studied a two-phase Hele-Shaw problem with surface tension, and established well-posedness using the energy method coupled with certain pointwise estimates from the theory of harmonic functions; moreover, he proved that solutions exist for all time if the initial interface is a sufficiently small perturbation of equilibrium. Weak solutions have been obtained by Elliott & Ockendon [3] and Gustafsson [7] , and classical shorttime solutions to related problems have been obtained by Escher and Simonett [4] in multiple space dimensions. In two dimensions, Escher and Simonett [5] establish global existence and stability near spherical shapes using center manifold theory. In the case of fluid injection where µ > 0, Prokert [8] and Vondenhoff [9] establish global existence results in the case that the injection rate µ is a positive constant.
Statement of main results.
We propose a simple methodology (equally applicable in three space dimensions) for establishing global existence and decay to equilibrium for time-dependent injection rates. Unlike the case of zero fluid injection, the decay to equilibrium is not exponentially fast but, rather, algebraic. We use an Arbitrary Eulerian Lagrangian (ALE) formulation to transform the free-boundary problem (3) to a system of PDE on a fixed domain. This ALE transformation depends on the signed height function h measuring the signed distance between the moving surface Γ(t) and the expanding sphere B ρ(t) . The idea behind the proof is the construction of a (total) norm, denoted by ||| · ||| T , which consists of a norm · X associated to energy estimates in sufficiently high-regularity Sobolev spaces, and a norm · Y associated to decay estimates in weaker topologies. The total norm is given by
for some function D(t) → ∞ as t → ∞. We shall prove that h satisfies
for some integer p. The inequality (4) implies that if ǫ ( an upper bound of the initial for a norm of the initial data h) is sufficiently small, then |||h||| T stays small for all t ∈ [0, T ]; a standard continuation argument shows provides global existence and the fact D(t) in front of the lower-order norm · Y gives the decay to equilibrium.
The main results we establish in this paper are the following two theorems.
Theorem 1.1 (Stability for slow injection). Let (p, Ω(t)) be the solution to (1), h denote the signed distance between Γ(t) = ∂Ω(t) and ∂B ρ with ρ(t) defined by (2) , and the center of mass of the initial domain Ω be the origin. If the injection rate µ ≥ 0 is such that the corresponding radius ρ(t) satisfies
then there exists an ǫ > 0 sufficiently small, such that the solution to (1) exists for all time provided that h 0 H 6 (S 1 ) ≤ ǫ. Moreover, the signed distance h decays to zero, and
for some constant C > 0 and β ∈ (0, 7/8), where
Theorem 1.2 (Stability for fast injection). Let (p, Ω(t)) be the solution to (1), h denote the signed distance between Γ(t) = ∂Ω(t) and ∂B ρ with ρ(t) defined by (2), and (x 0 , y 0 ) be the center of mass of the initial domain Ω. Suppose that µ ≥ 0 is such that the corresponding ρ(t) satisfies
as well as one of the following conditions:
(1) ρ ′′ ≤ 0 or (2) log ρ ′ has small enough total variation.
Then there exists an ǫ > 0 sufficiently small, such that the solution to (1) exists for all time provided that h 0 H K (S 1 ) ≤ ǫ with K defined by K = max 6, 64ν − 21 16ν − 6 + 1 . Moreover, the signed distance h decays to zero, and
for some constant C > 0.
In the following discussion, we define
Then (6) and (8) can be summarized as
Remark 1.3. In Theorem 1.2, the sufficient condition h 0 H k (S 1 ) ≤ ǫ which guarantees the existence of the global-in-time solution also suggests that the center of mass cannot be too far from the point of injection.
Remark 1.4. Assumption (5) limits the injection rate of the fluid. In this case, the location of the center of mass of the initial domain is crucial for the stability result, and Theorem 1.1 states that stability holds when the center of mass of the initial domain and the point of injection are identical. On the other hand, when (7) is valid, the injection is fast enough so that even if the center of mass of the initial domain is different from (but close to) the point of injection, the stability result holds. Remark 1.5. Suppose that (7) is satisfied. By Gronwall's inequality, the condition
for some constant C > 0, implies that ν < ∞. Then for each 0 < ε ≪ 1, there exists C 1 and C 2 such that
so that
Consequently, ρ(t)
, where we use the notation ν ± to denote ν ± ε whenever 0 < ε ≪ 1. We will make crucial use of the integrability of certain functions of these bounds.
When µ = 0, ρ(t) = 1 so (5) holds. Theorem 1.1 implies that the distance from the moving boundary Γ(t) to the boundary of the equilibrium state (wherein the boundary is the unit circle) decays to zero exponentially, which is result that was obtained by [1] , [2] , [6] , and [5] , but with more conditions on the data.
When µ is a positive constant, we have ρ(t) = 1 + µ π t. For this case, Vondenhoff [9] provides a decay estimate for a rescaled function:
∀ α ∈ (0, 1) and t > 0 , but this, in fact, shows that h H 6 (S 1 ) ∼ t (1−α)/2 for large t > 0 and hence the perturbation may actually grow in time.
In contrast, for the case of constant injection, our Theorem 1.2 shows that
which is the first result proving the decay rate of the actual height function of the perturbation of the sphere. With the rescaled variable,
Moreover, our theorem applies to time-dependent injection rates, and thus generalizes the results of [8] and [9] .
1.4. Outline. In Section 2, we derive the evolution equation for the signed height function h and define the corresponding ALE map ψ, which we use to pull-back the equations onto the fixed domain B 1 . In Section 4, we derive some inequalities, fundamental for our subsequent analysis. In Section 5, an estimate of the type
is derived using the decay property of the linearized problem, where [0, T ] is the time interval of the existence of the solution. We combine this with energy estimates for h in a higher-order Sobolev spaces in Section 6, from which we obtain
for some polynomial P. Finally, in Section 7, we show how the decay estimate (12) together with our energy estimate (13) leads to Theorem 1.1 and 1.2.
The Arbitrary Eulerian-Lagrangian (ALE) formulation
We let S 1 = ∂B 1 denote the boundary of the unit ball, and parametrize S 1 using the usual angular variable θ. For each θ ∈ S 1 , let h(θ, t) denote the signed distance from Γ(t) to ∂B(0, ρ(t)), where the sign of h is taken positive if for x(θ, t) ∈ Γ(t), |x(θ, t)| > ρ(t) and taken negative if |x(θ, t)| < ρ(t). In other words, Γ(t) can be parametrized by the equation
where N(θ) = (cos θ, sin θ) is the outward-pointing unit normal to B 1 . Let T(θ) = (− sin θ, cos θ) be the tangent vector on S 1 . Then the outwardpointing unit normal at the point (x(θ, t), y(θ, t)) is
where
Then Φ has the property that Γ(t) ≡ (x, y) ∈ R 2 Φ(x, y, t) = 0 . Since the boundary is moving with the fluid velocity, Φ satisfies the transport equation
which implies that h satisfies
or after rearrangement,
where v(θ, t) = u(x(θ, t), t), and
In addition, we note that with respect to the height function h, the mean curvature is given by
2.1. A divergence-free velocity. When h 0 = 0 so that Ω = B 1 , the solution to the Hele-Shaw equation (3) is given by Ω(t) = B(0, ρ(t)),
In order to have a divergence-free velocity field, we introduce the new variables u = u −ū and p = p −p, so that (3) is converted to
2.2. The ALE formulation. Let ψ(·, t) denote the ALE mapping, taking B 1 to Ω(t), defined as the solution to the elliptic equation
where we recall that x = (ρ + h)N on S 1 . When the perturbation h is close to zero, elliptic estimates and the inverse function theorem show that ψ(t) = ψ(·, t) is a diffeomorphism, and Ω(t) = ψ(t)(B 1 ). By introducing the ALE variables v = u • ψ, q = p • ψ,q =p • ψ, and A = ∇ψ −1 , we find that (19) can be rewritten on the fixed domain as
where H h (x) is given by (18) and N is defined in (17).
The vector
, we find that
2.4. Linearization about the unperturbed state h ≡ 0. When h 0 = 0, h = 0 for all t > 0, in which case, ψ(x, t) = ρ(t)x and A = ρ −1 Id. Therefore, we may decompose (21a,b) into a linear term and a nonlinear remainder as
In order to determine the linear operator associated to the boundary condition (21c), we multiply both sides of (21c) by ρ −2 (ρ + h) −1 J 3 h , and find that
We remark that
we may write (24) as
where E denotes an error-term given by
A homogeneous version of (23).
We can now define a new velocity field which is divergence-free. Let f 1 = w + ρ −1 ∇r, where r is the zero-average solution to the following elliptic equation
We remark that the solvability of (25) is guaranteed by the solvability condition
Let v = v − w, and q = q − r. By (25a) we find that divw 1 = f 2 ; thus (23) implies that
where G = E − r. We note that on S 1 ,
3. The total norm and the basic assumptions used for our decay estimates
We first define the total norm |||· ||| T , used to establish (4), as follows:
where K = 6 if (5) is satisfied or K = 64µ − 21 16µ − 6 + 1 if (7) is satisfied, and we recall that D(t) is defined in (9) by (5) is satisfied, (7) is satisfied.
We remark that once the boundedness of |||h||| T is established, h H 2.5 (S 1 ) decays to zero at the rate D(t) −1 . Throughout the rest of the paper, we assume that ρ satisfies the condition (5) or (7); that is,
Moreover, we make the following basic assumption: for t ∈ [0, T ] and for sufficiently small positive constants ǫ and σ to be made precise later,
(We will prove that (29) indeed holds whenever the initial data is sufficiently small.)
4.
A priori estimates 4.1. Estimates of ψ. Under assumption (29), elliptic estimates show that
and for 1 ≤ s ≤ K − 1,
Estimate (30) implies that
Note that (30) and (32) together imply that for 0 ≤ s ≤ K − 2,
Furthermore, with J ≡ det(∇ψ), inequality (30) implies that
and (32) and (33) together with (34) shows that
from which it follows that for 0 ≤ s ≤ K − 2,
4.2. Estimates ofq andq.
we find that with the basic assumption (29), for 1 ≤ s ≤ K − 2.5,
Sinceq =q + ρ
and
4.4. Estimates of q. Before proceeding to the estimate of q, we remark that since
by (37) we obtain that
Note that q satisfies
Elliptic estimates together with (38)-(41) then show that
by assumption (29) we find that
Similarly, elliptic estimates also show that for integers 1
we conclude that
In particular, when k = 2, using our basic assumption (29), we obtain that
and is hence made small by (29). This, in turn, implies that
Consequently,
for 1 ≤ s ≤ K − 2, where we have used the basic assumption h H 2.5 (S 1 ) ≤ σ.
4.5.
Estimates of r and w. Applying elliptic estimates to (25), using (45) we find that
Since w = f 1 − ∇r, we also obtain that
4.6. Estimates of v and q in terms of h. Since v = v − w and q = q − r,
Moreover, since ∇q = ρv = ρv − ρw,
which together with (46) further implies that
Therefore,
On the other hand, we also have
thus by estimates (32), (33) and assumption (29) we find that for 1 ≤ s ≤ K − 1,
4.7. Elliptic estimates for the height function h. We may rewrite the boundary condition (26c) as
Elliptic estimates then imply that for 1 ≤ s ≤ K − 1,
thus by (41), (43), (46) and (49) together with the smallness of h H 6 (S 1 ) , as well as the boundedness of ρ ′ /ρ, we find that
It then follows that for 1 ≤ s ≤ K − 1,
4.8. An elliptic estimate via the Hodge decomposition.
(52)
Since curlv = divv = 0, we find that
Again, with divv = curlv = 0, we see that
5. Decay estimates for h H 2.5 (S 1 )
5.1. The Fourier representation of solutions. Let G 1 = G + γq, and express h and G 1 in terms of their Fourier series:
Since q is harmonic in B 1 with the Dirichlet boundary condition (26c), the Poisson integral formula shows that
Taking the inner product of (26) and the vector N , by (27) and that ∂q ∂N = ∂q ∂r r=1 , we find that
(53)
Therefore, for k = 0, ±1 we have
where p R k is the Fourier coefficient of R defined as the right-hand side of (53). Note that estimates (40) and (46) then suggest that
5.2. The H 2.5 -decay estimate. Define
Then the use of I k (t) as the integrating factor in (54) implies that
Since d(t) + 2 log ρ(t) = I 2 (t) ≤ I k (t) for all |k| ≥ 2, and ρ(s) ≤ ρ(t) for all s ≤ t, we find that
thus by Hölder's inequality,
Since ρ ′ (t) is bounded, by (55) and interpolation we obtain that
The case that ρ satisfies (5). In this case, by interpolation (57) implies that
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thus by (5), we obtain that
where we conclude the last inequality from sup t>0 te 2βd(t)/7 < ∞ which is a direct consequence of assumption (5) as well.
5.2.2.
The case that ρ satisfies assumption (7). In this case,
thus d is bounded. Since
by interpolation, (57) implies that
Note that by the definition of K, K > 64ν − 21 16ν − 6 ; thus by (7), ρ(s)
and we then conclude from (56) that
5.3. The mass and the center of mass. For x ∈ Ω(t), we write x = (x, y). Equation (2) shows that Ω(t) = πρ(t) 2 ; hence,
As a consequence,
Moreover, by Green's identity and the fact that that
HndS = 0, we see that
Therefore, the center of mass of Ω(t) does not change in time; thus (ρ + h) 3 sin θdθ.
Letting x 0 + iy 0 = r 0 e iθ0 , we see that
thus
In particular, since
By (58) and the Schwartz inequality,
On the other hand, since
and similarly,
Moreover, by assumption (29),
As a consequence, (61) together with (62), (63) and (64) implies that
A similar argument also suggests that | p h −1 | shares the same upper bound as | p h 1 |. Therefore, once again using the inequality | p h 0 | ≤ 2πσ ≪ 1, (60) together with (62) implies that
Combining (58) (or (59)), (65) and (66), we conclude that
for D in both the slow and fast injection cases, (51) implies that
6. Energy estimates in the space of higher regularity Let∂ = T·∇ = ∂ ∂θ denote the tangential derivative. Tangentially differentiating (21a) ℓ-times (ℓ = 0, 1, 2, 3, 4, 5) and then testing the resulting equation against J∂ ℓ v, we find that
Writing the second integral on the left-hand side as
then integrating by parts in x j leads to
Using the Kronecker delta symbol δ 0ℓ , which vanishes for all ℓ = 0, by (33), (34) and (50) together with the continuous embedding
as well as for 0 ≤ k ≤ ℓ − 2,
and for k = ℓ − 1,
Therefore, (44) suggests that
We now focus on the second integral of the left-hand side of (70). By identity (22) and the boundary condition (21c),
By employing the H 0.5 (S 1 )-H −0.5 (S 1 ) duality pairing,
and by (37),
Moreover, since
we find that
Finally, because of the identity
by the evolution equation (21d) we obtain that
Since div(JA Tṽ ) = 0, by the normal trace estimate, we find that v · N H −0.5 (S 1 ) = (ρ + h)
and similarly, for 0 ≤ ℓ ≤ K − 1, (1 + t)
thus in either case, If (5) is satisfied, due to the exponential decay it is easy to see that
Suppose that (7) is satisfied. Then By the definition of K, the exponent of the integrand 2ν
if ν − > 3/8, so (76) is still valid if (7) holds. Therefore, (75) implies that for some constant 0 < c < 1. A similar argument, again relying on Lemma 4.1, shows that h estimates and the Sobolev embedding theorem are fixed, the maximum of σ is a fixed computable number which can be chosen independent of h 0 H 6 (S 1 ) . Inequality (79) then implies that there exists ǫ > 0 small enough such that if h 0 H K (S 1 ) ≤ ǫ, by the continuity (in time) of h,
This suggests that as long as the solution exists, h has to satisfy the estimate (80), and this establishes Theorem 1.1 and 1.2.
