Abstract: This paper considers a general class of parameter-driven models for time series of counts. A comprehensive simulation study is conducted to evaluate the accuracy and efficiency Our results are applied to problems concerning polio incidence and daily numbers of epileptic seizures.
INTRODUCTION
defines two classes of models for time series data: parameter-driven models (PDMs) and observation-driven models (ODMs). In an ODM, autocorrelation is introduced through the dependence of the conditional expectation of c 2011 Statistical Society of Canada / Société statistique du Canada the current observation on the past observations (e.g. an AR(1)), whereas a PDM uses a set of latent variables to explain the autocorrelation. A key feature of PDMs is that the observed data are assumed to be independent given the values of the latent variables. The class of PDMs includes moving average models, hidden Markov models (HMMs), generalized linear mixed models (GLMMs), and hierarchical generalized linear models (see Lee and Nelder 1996) . ODMs and PDMs have different properties and usages. For example, in the case of ODMs, evaluating the likelihood and estimating the model parameters are typically straightforward, and, for this reason, ODMs are often used for forecasting. On the other hand, the interpretation of PDMs is usually simpler than that of ODMs. Specifically, on the marginal level, properties of PDMs are often easier to establish than those of ODMs, especially when the data are non-normally distributed. PDMs thus provide a convenient way of modeling overdispersion and autocorrelation.
However, PDMs tend to have more complicated likelihoods, and hence estimation of these models is challenging.
In this paper, we focus solely on the study of PDMs for time series of count data. In particular, we use the setting of Zeger (1988) where, conditional on the latent variables, the observations are Poisson distributed with log mean specified by a linear function of predictors and latent variables. Zeger (1988) introduces a consistent quasi-maximum-likelihood estimator (QMLE) of the regression coefficients in such models. Others have used this approach in different areas of application (e.g. Campbell 1994 , Brannas & Johansson 1994 , Albert et al 1994 , and McShane et al 1997 . Davis, Dunsmuir and Wang 2000 (henceforth called DDW) suggest estimating the regression coefficients using the maximum likelihood estimator (MLE) of a Poisson generalized linear model (GLM). They prove that, although this estimator is based on a misspecified model, it is consistent for the true regression coefficients. They also derive its asymptotic covariance matrix. The GLM-based estimator has advantages like simplicity and robustness.
However, to the best of our knowledge, its efficiency has not been studied. Similarly, the consistency of estimators of other PDMs is typically the only property studied (e.g. Wu 2009 and Neuhaus et al. 2013 ).
Our goal in the present paper is to investigate the efficiency of the GLM estimator relative to that of other simple estimators. In particular, we evaluate the standard errors (SEs) of three estimators of the regression coefficients of Poisson PDMs: the GLM estimator, finite mixture model (FMM) estimator, and hidden Markov model (HMM) estimator. These estimators, unlike MLEs of some models, are easy to compute. In addition, we derive estimate of the asymptotic covariance matrices for these estimators.
The remainder of the paper is organized as follows. In §2 we specify the PDM of Zeger (1988) and present some special cases that we consider as a basis for estimating the regression parameters of this model. In §3, we derive asymptotic SEs of the estimators. In §4, we illustrate the performance of the estimators and
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The Canadian Journal of Statistics / La revue canadienne de statistique their standard errors for certain choices of the true model. In §5, we present results on the relative performances of the estimators for a broad class of true models and provide some general rules for efficient estimation of regression coefficients in the context of time series of counts. In §6 we present applications of our results to problems concerning polio incidence (in Zeger 1988 & DDW) and daily numbers of epileptic seizures. We conclude with a discussion in §7.
MODEL SPECIFICATION AND ESTIMATION
Let Y = (Y 1 , . . . , Y n ) be the observed counts, and let α = (α 1 , . . . , α n ) be the latent variables. We assume, as for all PDMs, that {Y t } are independent given {α t }. Following Zeger (1988) , we model Y t | α t as having a Poisson distribution
where X t is a d-dimensional vector of covariates at time t and {α t } is a general stationary process with
Cov (exp(α t ), exp(α s )) = γ t−s , and Corr(exp(α t ), exp(α s )) = ρ t−s , where t ≥ s. We assume that the first entry of X t is a 1, i.e. that the first entry of β is the intercept.
One way to understand the implications of the assumed (conditional) model on the resulting distribution for the observed data is to examine the marginal moments. In Zeger's model, the effect of the covariates on the marginal moments
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and the mean-variance and mean-covariance relationships are easy to determine.
In particular, the first and second marginal moments are:
Equation (3) shows that µ 2 t σ 2 α is the extra-Poisson variation and is a function of
less of the distribution of the latent process (Davis et al. 2000) . Consequently, detecting and analyzing the latent process based on the observed data can be challenging.
Zeger's model is quite general, and, for this reason, includes many common models for time series of counts. We next discuss some special cases and explain how they can be used as a basis for estimating the regression parameters in (1).
Poisson GLM
If we set α t ≡ 0 in (1), then {Y t } are treated as independent and as following a 
where P is the Poisson probability mass function with mean parameter µ t exp(S i ). We define the FMM estimator as the maximizer of (6). For the purpose of simplicity, we restrict our study to the case where K = 2. Optimization of the likelihood function is easy in this case and the estimator is of dimension
Like the GLM estimator, the FMM estimator may not use all of the information in the autocorrelation in the observations. However, it can capture the information in the overdispersion. Therefore, we expect it to be more efficient than the GLM estimator. The third model we consider for estimation purposes is the Poisson HMM, which allows for both autocorrelation and overdispersion. A stationary Poisson HMM can be defined by allowing α t in (1) to follow a Markov chain (MC) with K hidden states (α t ∈ {S 1 , . . . , S K }), transition probabilities P ij , i, j = 1, . . . , K, and limiting probabilities π(S j ), j = 1, . . . , K. As an aside, the Poisson FMM is a special case of the Poisson HMM where the rows of the transition probability matrix, {P i,j }, are identical.
The likelihood function of the Poisson HMM can be expressed as
This expression is equivalent to a product of matrices. We define the HMM estimator as the maximizer of (7). For a small number of hidden states, K, the HMM estimator is easy to compute using numerical methods. As in the case of the FMM estimator, we thus restrict attention to the case where K = 2. We expect the HMM estimator, which can use the information in the overdispersion and autocorrelation in the data but has dimension of just d + 3, to be more efficient than the GLM and FMM estimators. 
Poisson GLMM
Another estimator considered in the literature is the GLMM estimator (Nelson and Leroux 2008) . Specifically, let {α t } be an unobserved AR (1) process and set α t = c + φα t−1 + δ t , t = 1, . . . , n, where δ ∼ N(0, σ 2 ). To
. Then, the process {Y t } is treated as following a Pois-
We define the GLMM estimator as the maximizer of (8). Like the HMM estimator, it can incorporate information in the overdispersion and autocorrelation.
However, unlike (7), (8) does not have a simple algebraic form, and numerical methods typically do not perform well for such high dimensional integrals. Nelson and Leroux (2008) use Markov chain Monte Carlo methods to approximate the likelihood and obtain the maximizer. Their simulation studies suggest that, when the true model is a Poisson GLMM, the GLMM estimator (i.e. the MLE) is consistent for the regression parameters. However, computations are expensive, particularly for large sample sizes. Thus, we do not explore the properties of the GLMM estimator further in this paper.
SE OF THE ESTIMATORS
In this section, we develop approximate SEs for the estimators. White (1984) develops asymptotic covariance matrices for estimators based on dynamic models (which include Poisson HMMs, FMMs and GLMs) even when the models are misspecified. Let M be the (possibly misspecified) model that we fit to the data, and θ be the vector of parameters in this model. White (1984) shows that asymptotically
, where
Under mild conditions, White (1984) shows that H n and I n are consistent estimators of H n and I n , where Here, θ n is the MLE of θ based on the assumed model M and g is the conditional distribution of the observation at time t given previous observations based on M.
White (1984) suggests using ℓ < n 1/3 .
To approximate the SE of the HMM estimator, we use the algorithm of Lystig and Hughes (2002) to compute partial derivatives of the conditional pmf, g, in H n and I n efficiently (g is equivalent to Λ t = P (Y t |Y 1 , . . . , Y t−1 ) in the notation of Lystig and Hughes (2002)).
For the GLM estimator, DDW propose a SE that depends on well-behaved estimates of the latent process' moments, which are not easy to obtain. As an alternative, since the GLM is a specific case of the HMM, we can use (10) to obtain a SE of the GLM estimator that is independent of the latent process' parameters.
Evaluating (10) in the GLM case is straightforward since H n is the usual estimated covariance matrix of the GLM estimator when the GLM is the true model, and the elements of I n are products of the first derivatives of the Poisson GLM log-likelihood function.
Equation 10 can in fact be used to obtain SEs for all of our estimators, since they are all special cases of the HMM.
PERFORMANCE OF THE ESTIMATORS AND THEIR STANDARD ERRORS FOR SPECIAL CASES OF THE TRUE MODEL
This section details a simulation study of the three estimators described in §2:
the GLM, FMM, and HMM estimators. We consider certain true models in the
class (1) to illustrate our key points, and report our general results concerning models in this class in §5.
The true models considered in this secion include GLMMs and HMMs, with parameters chosen to achieve different degrees of variation and autocorrelation in the observations (see (3) and (5)). Specifically, we consider values of σ 2 α that lead to a variety of overdispersion (OD) factors, defined as
Likewise, we choose a variety of values for ρ Y (t) (emphasizing in particular ρ Y (1), which we call AC1) in order to investigate the impact of the autocorrelation on the performance of our estimators.
In addition, we consider a third property of the data, which we call "separation probability" (SP). Specifically, in the case where the latent variable takes on
K different values, we have K different conditional distributions for the observations. For each t, we define SP S j ,S j+1 as one minus the overlap probability of each "adjacent" pair of conditional distributions, i.e., if S 1 < · · · < S k , we have the following k − 1 values of SP : where the latent variable is continuous (e.g., in the Poisson GLMM in (8)), we define SP = 0.
In summary, we consider three data properties (OD, AC1 and SP) as factors that may affect the efficiency of our estimators. In our simulation studies, we choose the parameters of the true models to achieve different levels of these factors, as described in table 1. Note that the properties cannot always be manipulated separately. For instance, in the Poisson HMM with K = 2 and a fixed transition probability matrix, all the three data properties are increasing functions of the first hidden state, S 1 .
We focus on two main cases. In study 1, the true models are chosen such that the MLEs are easy to compute. We then compare the bias and sample variances (SVs) of our estimators to those of the MLE of the true models. In this way, we get a sense of how much information we lose by fitting a misspecified model (under the assumption that the MLE is the most efficient estimator). In study 2, the MLE of the true models are too expensive to compute. Therefore, we simply compare the bias and SVs of our estimators (which are all based on misspecified
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In our studies, we consider covariates of different forms, including binary, normally distributed, and a trend. We investigate two sample sizes, n = 100 and n = 1000, and we generate 4000 replicates for each run.
Study 1
We first consider the case where the true model is a stationary Poisson HMM with K = 2 hidden states. The 2-state HMM normally has 3 free parameters (say S 1 , p 11 and p 22 ). However in this study, for simplicity, we fix the elements of the transition probability matrix at p 11 = p 22 = 0.9 and vary only the value of S 1 . We use a binary covariate.
The simulation results show that all the estimators are approximately unbiased even for n = 100; the magnitude of the estimated bias was always less than or equal to 0.005 (see online material, table SM 2). SV ratios for different sample sizes are similar.
Study 2
In this study, we consider Poisson HMMs with K = 3 and K = 4 and also a Poisson GLMM as data generating mechanisms. The 3-state and 4-state HMMs have d + 8 and d + 15 free parameters, respectively. As in study 1, we vary the S j 's and fix the elements of the transition probability matrices at p ii = 0.9 and p ij = 0.1/(K − 1), where i = j. We use different forms of covariates, including binary, seasonal, and trend, in this study.
We choose the values of the parameters in the true models to achieve different levels of the factors described in We also looked at the performance of the 3-state Poisson HMM and FMM estimators in our simulation study. However, because these estimators were poorly behaved (even for n = 1000), we have omitted the details of these findings.
Sample SD and SE of the estimators
In this section, we evaluate our methods in §3 with a simulation study. (10), after having experimented with different values. (1984) always performs better than that of DDW, sometimes dramatically (See online material for other cases, tables SM 21-22, 25-26, and 28).
GENERAL RESULTS CONCERNING THE ESTIMATORS AND THEIR STANDARD ERRORS
Our simulation studies in the previous section illustrate the effect of three factors (OD, AC1 and SP) on the performance of the HMM, FMM and GLM estimators and their SEs for certain true models that have a single covariate. In this section, we report on the performance these estimators more generally, i.e., for any choice of true model in class (1). We study the effect of including multiple covariates as well as the effect of the level of OD, AC1, and SP. With respect to the latter, of the 27 possible combinations of levels of these factors, we study 22. (See online material for details of each setting, models in class (1), we are not able to simulate data for five combinations, e.g.
low OD and high AC1 and SP. We call each combination of factor levels a run. Table 3 shows a summary of the most efficient estimator (indicated by * ) for each run where the model had a single covariate. All the estimators are approximately unbiased. In this table, we include only the most extreme runs where the GLM estimator is the most efficient estimator (since models associated with the less extreme runs are even closer to the GLM), and the least extreme runs where the HMM estimator is the most efficient estimator (since models associated with more extreme runs are even closer to the HMM). See online material (table SM 16) for results from other runs. In general, we recommend the GLM estimator as a consistent, efficient and robust estimator. The HMM estimator performs better only if the SP factor is at its high level, or the SP and AC1 factors are both at at least their medium level. In other words, when the data arise from model (1) with a latent variable that is either continuous or takes on closely spaced values, we recommend the GLM estimator. The HMM estimator is appropriate only when the latent variable takes on highly separated values. We never recommend the FMM estimator. Interestingly, the OD factor doesn't have a big impact on the efficiency of the estimators.
We also conducted studies where the true model had multiple covariates of different forms. Our results show that the number and form of covariates affect the efficiency of the estimators (see online materials, tables SM 17-28). For in-stance, estimating a trend effect is challenging and the chance of underestimating its SE is high when using either the HMM or GLM estimator, especially when other covariates are present in the model. In general, the SE of the GLM estimator is better-behaved than that of the HMM estimator when we have many covariates in the model. In particular, when the HMM estimator is more efficient (e.g. runs 4-6 in table 3), the SE of the HMM estimator can be severely negatively biased (as low as 50% of the SSD), whereas the SE of the GLM estimator is approximately unbiased (except the estimator of the coefficient of the trend, where both SEs are negatively biased). Therefore, we recommend the GLM estimator, regardless of the levels of the factors in table 1.
In practice, when the response is a function of one covariate, the factors in table 1 can be estimated. Thus, the problem can be classified according to the runs in table 3 and the best estimator identified. However, when we have multiple covariates in the model, estimating factors described in table 1 could be challenging. As an alternative, we can fit a GLM to the observed counts, compute the standardized residuals, and then estimate the factors for these residuals.
In this way, we can classify models with any number of covariates according to table3.
To summarize, we present some guidelines for choosing the "best" estimator (i.e., the estimator with high relative efficiency and well-behaved SE) among the three estimators in practice (where the true model is unknown). In particular, we recommend the HMM estimator only when the model has fewer than 4 covariates and SP is at its high level (or SP and AC1 are both at their medium level).
Otherwise, in light of its consistency, efficiency, robustness, and well-behaved SE estimate, we recommend the GLM estimator.
APPLICATION
We now apply our findings from the previous sections to real applications. We first re-analyze the polio data considered by Zeger (1988) and DDW. We then present a second application concerning the daily numbers of epileptic seizures.
Polio Incidence Data
Zeger ( estimates. We recommend using our SE based on the approach of White (1984) (listed in the fourth column of table 4) because it performs better in general (according to our simulation study) . Nevertheless, the trend is not significant based on either our SE estimate or that of DDW.
Daily number of epileptic seizures
The second application that we consider is a series of counts of myoclonic seizures suffered by one patient on 204 consecutive days. In the neurology literature, Poisson HMMs appear to be common for the analysis of seizure counts (see e.g. Hopkins et al 1985 or Franke and Seligmann 1993) . In particular, Albert (1991) and Le et al. (1992) fit a Poisson 2-state HMM to these counts.
Since other predictor variables for this patient are not available, we consider only a trend effect in the model.
The data are illustrated in fig. 6 (a). We can see medium estimated AC1 and high estimated OD in the GLM residuals. In addition, the histogram of the Poisson GLM standardized residuals suggests at least two components (i.e., the true model might be a Poisson HMM), but with low SP ( fig. 6 (b) ). Since the properties of the residuals are similar to those of run 1 in table 3, we recommend the GLM estimator. Table 5 shows the estimated coefficients and their SEs. As expected, the GLM estimator does have smaller SEs than does the HMM estimator. These results are consistent with our findings that the HMM estimator is more efficient only when the true model is an "extreme" HMM.
DISCUSSION
In this paper, we considered a general class of models for time series of counts (1). We conducted a comprehensive study of the accuracy and efficiency of three estimators, the GLM, 2-state FMM and 2-state HMM estimators, and the accuracy of their SEs.
Our results showed that except in extreme cases, the GLM estimator is the most efficient. In addition, the GLM estimator is consistent and robust, has a well-behaved estimated SE, and is easy to compute using standard software. The GLM estimator has particular advantages over the MLE of the Poisson GLMM.
Specifically, the Poisson GLMM allows for the latent variable to have a general (i.e. possibly non-normal) distribution. However, we usually don't know the distribution of the latent variable. This uncertainty provides yet more motivation for using the GLM estimator.
We considered other estimators including the 3-state FMM and HMM estimators, negative binomial (Davis and Wu 2009) , and Zeger QMLE, as well, but they were less efficient than the 2-state HMM estimator, or poorly behaved, or their SEs were poorly behaved (see §4).
Initially, we thought of the HMM with x number of hidden states (HMMx) as approximation to the GLMM. Thus, we expected that the HMMx estimator (for x > 2) would perform better than the GLM or HMM2 estimator when the true model was a GLMM, HMM3, HMM4, etc. But that was not the case, at least for the sample sizes we considered. Interesting future work could include the exploration of complex models where the HMMx estimator does perform well.
We proposed three main factors (OD, AC1 and SP) associated with the true model that could affect the performance of the estimators. We then considered a broad set of simulation runs (including extreme cases) by changing the levels of our factors. Surprisingly, OD, which is an obvious violation of the assumption of a Poisson GLM, had limited effect on the efficiency of the estimators -even the Poisson GLM estimator.
In addition, we developed SEs for our estimators. To the best of our knowledge, our SEs for the Poisson HMM and FMM estimators are unique, our SE 
