In this paper, a highly performing model order reduction technique called Proper Generalized Decomposition (PGD) is applied to the numerical modeling of highly transient non-linear thermal phenomena associated with additive manufacturing (AM) powder bed fabrication (PBF) processes. The manufacturing process allows for unprecedented design freedom but fabricated parts often suffer from lower quality mechanical properties associated with the fast transients and high temperature gradients during the localized melting-solidification process. For this reason, an accurate numerical model for the thermal evolutions is a major necessity. This work focuses on providing a low-cost/high accuracy prediction of the high gradient thermal field occurring in a material under the action of a concentrated moving laser source, while accounting for phase changes, material non-linearities and time and space-dependent boundary conditions. An extensive numerical simulation campaign shows that the use of PGD in this context enables a remarkable reduction in the total number of global matrix inversions (5 times less or better) compared to standard techniques when simulating realistic AM PBF scenarios.
intense, all happening on a very small scale (see [5] ). The goal is to provide 
26
(see [12, 13, 14, 15, 16, 17] ) has been adapted for this problem to consider Thanks to it, computational cost is significantly reduced and variable separa- For the purpose of this study, a patch of material of unit thickness is 46 subjected to intense heating from a heat source moving over its surface (see Figure 1 ). While the heating is three-dimensional in nature and the build is moving over the patch in the negative x-direction with a given speed (υ).
63
The patch loses heat to the surrounding environment at temperature (T env ) 64 through its surface according to a film condition with heat transfer coeffi-cient (h). In addition heat is also lost through its boundaries according to a ((x − x 0 (t)) 2 + (y − y 0 (t)) 2 )
Here n out represents the outer unit normal to the domain boundary, T 0
77
represents the prescribed uniform initial temperature field, R 0 represents a 78 characteristic radius for the Gaussian distribution and and a stationary and temperature independent heat source. Consequently, 95 q out = Q out = f x = f y = 0 ∀t ∈ I, and Q in is independent of time:
So, for the linear problem, Equation (1) can be reformulated as:
The problem is solved by classical FEM (see [20] 
100
For PGD, the temperature field is assumed to be decomposable in the
101
form of a finite sum of products between space and time functions:
where N mod is the number of products, determined based on a convergence 
120
The basis is progressively enriched by the addition, at stage n < N mod , of 121 a new couple (Φ n , λ n (t)) which can be viewed as a correction to the previous 122 result T n−1 (t):
The basis computation proceeds in successive stages. time function (Φ n , λ n (t)) is computed;
127
• An update step: all time functions are recomputed.
128

PGD Enrichment step (addition of a new couple)
129
Assuming that the first n − 1 couples (Φ i , λ i (t)) i=1,...,n−1 have been previ-
130
ously obtained, the current approximation of the field is written in the form
131
T n (t) = T n−1 (t) + Φ n λ n (t), with the new couple (Φ n , λ n (t)) unknown.
132
The new couple (Φ n , λ n (t)) is obtained by applying an alternating direc- 
138
The process starts with the initialization of the time function λ choice is arbitrary, since several functions can result in converged results.
140
We opted for using a linear time function. This was determined on physical conditions behaves as an unbounded growth of the temperature field.
144
After the initialization, the fixed-point iterations consist in computing 145 in sequence: Φ
n and λ n (t) (second 146 iteration), etc., until convergence to the couple (Φ n , λ n (t)). n known).
151
Space problem
152
Assuming that λ 
155
Based on the work of Nouy (see [15] ) and Néron (see [16] ), by employing 156 the virtual work machinery, the space problem is then given by the equation:
where
Letting:
for i = 1, . . . , n − 1 and
this problem takes the form:
Time problem
162
Assuming that Φ (k) n is known, one obtains λ n λ * (t).
165
Based again on the work of Nouy (see [15] ) and Ladevèze (see [21] ), the 166 time problem is then given by the equation:
this problem takes the form: 
173
Convergence criterion
174
The new couple (Φ n , λ n (t)) is obtained after convergence of the fixed point 
where tol P GD is a small tolerance. The optimal value of tol P GD is case- 
205
For the FEM, the equation becomes:
which is solved incrementally using implicit time integration with Backward-
207
Euler finite differences and Newton iterations (where a small tolerance T ol F EM 208 must be used) at each time increment. More details can be found in [20] .
209
For the PGD, the non-linearities are taken into account at each stage by 210 using all the known information about the current content of the solution.
211
The computation of each new couple (Φ n , λ n (t)) takes place again in two 212 steps.
213
PGD Enrichment step
214
This step proceeds again by fixed point iterations.
215
where T n−1 (t) is not known for the first couple, one proceeds by using all 217 the available information at each iteration.
218
To compute the first couple (Φ 1 , λ 1 (t)), the temperature field T (x, y, t) 219 is initialized to T 0 and used to compute initial values for the capacitance 220 and conductivity matrices M
matrices are then used to compute the first iterate {Φ
1 (t)}. After each 222 new iteration, these matrices are updated with the temperature field of the 223 current iteration.
224
Thus, after the k th iteration, yielding (Φ
1 (t)), the matrices are up-
and used to compute the next iterate (Φ
, λ the n th pair (Φ n , λ n (t)), T(t) is replaced by the known quantity
, where all the time functions have been updated, and the ca-234 pacitance and conductivity matrices are updated via:
Aside from the special treatment for the first couple, the process is repet-
236
itive.
237
After initializing the process for the n th couple (Φ n , λ n (t)) with an arbi-
n (t), each iteration consists of solving in sequence:
known). Letting:
the space problem takes the form:
• A time problem for λ
n known). Letting:
11 for i = 1, . . . , n − 1 and
the time problem takes the form:
PGD Update step
246
This step re-computes all time functions. The capacitance and conductiv-247 ity matrices are first updated in terms of all current information
the update problem takes the form:
3.3. Extension to phase change by latent heat capacity, time-and temperature- surface are also taken into account.
258
In SLM processes, phase changes from raw materials (e.g. powder) to 259 liquid followed by solidification occur at very high speed (10 −6 − 10 −3 s).
260
Upon melting, the local internal energy increases significantly while the tem- properties of the finished product, and therefore it is critical to capture rea-270 sonably well these highly transient events (see [19] ).
271
The change in internal energy as function of temperature can then be If the source is time-dependent, i.e. the laser source is no longer station-278 ary, the the right-hand side of the FEM equation for the problem becomes:
With the impetus of global-local FEM-based modeling techniques, the 
Furthermore, if an additional temperature-dependent source, represent-287 ing an outward convective flux similar to a 3D film condition is taken into 288 account:
13
Figure 2: Internal energy for phase change and equivalent non-linear specific heat a convective conductivity matrix must be added to the non-linear conductiv-290 ity matrix:
and a convective source term must be added to the right-hand side of the
The FEM equation finally becomes:
294
The FEM formulation remains incremental, with Newton iterations at each time increment as described in Section 3.2.
296
The PGD formulation also remains a succession of stages consisting of an 297 enrichment step followed by an update step, as described in Section 3.2, but 298 some terms are modified, as presented below.
299
PGD Enrichment step 300
In the enrichment step, a new couple (Φ n , λ n (t)) is again obtained with • The space problem, consisting of solving the algebraic system:
with:
• The time problem, consisting of integrating the ordinary differential
PGD Update step
308
In the update step, the set of time functions {λ 1 (t), ..., λ n (t)} is again 309 simultaneously updated by integrating the ordinary differential system:
The computations for stage n(> 1) in this most general case are summa- 
325
The domain to be analyzed consists of a 2 mm × 2 mm square plate 326 made of Ti-6Al-4V. The laser is stationary and heats the plate during 0.1 s.
327
The walls are insulated and there are no Dirichlet boundary conditions. A Further information is presented in Table 1 and in Figure 3 .
331 Some of the cases tested are presented in Table 2 and Figure 4 . Note 332 that in all cases the temperature is analyzed at the node where the laser is 333 located.
334
Algorithm 1 Non-linear PGD
. . , n − 1 and
n (t)) end if end while Update step (Re-computation of all time functions {λ 1 (t), ..., λn(t)})
Solve for {λ 1 (t), ..., λn(t)}: a j,iλ i (t) + b j,i λ i (t) = c j (t) for i=1,...,n end for 
40
Here:
is the expression used to compute the error. It measures the difference be- Several tests were run, varying the number of modes and convergence 368 criterion. The results are presented in Figure 7 and Table 3 , again at the 369 node where the laser is located.
370
The PGD error measure is the same as in Equation (46 to impose a fixed number of iterations per mode instead of using a tolerance.
385
For example, one can compare PGD 6 modes with tol P GD =0.01 and PGD 7 386 modes with 2 iterations for the first mode and 1 iteration for the others. In 387 the first case, the total number of iterations is not known a priori. The error 388 from Equation (17) must be smaller than 0.01 in order to calculate the 389 next mode. In the second case, the number of iterations of a specific mode is 390 imposed, and Equation (17) add an extra mode (with just one iteration) than to perform more iterations. and to take into account the latent heat and the melting pools.
406
The properties for this problem are shown in Table 4 The approach used for modeling latent heat is explained in Section 3.3.
425
The phase transformation from solid to liquid and vice-versa occurs for Ti- In order to obtain a smooth variation of the total heat capacity, the latent 435 heat capacity (henceforth C λ ) is interpolated using a fourth order degree 436 polynomial:
Adding the C λ values from Equation (47) to the previous C p defined in 438 Figure 6b , one obtains the total C p which will be used in the current analysis 439 (Figure 9 ). The source is now allowed to move within the patch in the negative x-442 direction with speed υ = υ x , so that f x (t) = υ x and f y (t) = 0 (see Equations (2) and (3)). Consequently, the moving source expression becomes:
As the source travels along the horizontal direction, the regions of high 445 temperature are expected to follow its motion. 
455
The results of the simulation are illustrated in Figure 11 and 12 and in 456   Table 6 . Here:
is the error for the first half time of the simulation, where the laser is turned 459 on and travels from point 5 to point 10, and
is the error for the total duration of the simulation, i.e., the laser on and the always be larger than Error 2 in this example.
466
As can be seen from these curves, the response behavior is in accordance loss which will be subject of future work.
514
The properties for this problem are the same as in Example 3, so they 515 can be found in Table 4 
34
The source motion is the same as in the previous case: at the beginning of 521 the simulation (t=0), the laser is at point 5 (now located at (0.85,0.05) mm).
522
Then it starts moving towards point 10, traveling a distance of 0.5 mm with 523 a constant speed of 0.5 m/s. Once arrived at point 10, the laser is turned 524 off, and the cooling phenomenon is observed during 1 ms.
525
The previous description is illustrated in Figure 15 . In all previous examples, it was considered that the domain was ther-528 mally insulated, so the Neumann boundary conditions were zero everywhere.
529
However, in reality, not all the laser heat received remains inside the model.
530
A fraction of the heat is lost through the edges due to non-homogeneous
531
Neumann boundary conditions. In order to determine realistic Neumann 532 boundary conditions (to be applied to our model in Example 4), a specific 533 approach was used.
534
The procedure starts with the computation of the non-linear problem 
542
The second step was the extraction of the space and time-dependent out-543 flux, that is represented in Figure 16 . 30 points at and near the boundaries 544 of the small patch (labeled "point 11" to "point 41") were created. For each Neumann boundary conditions is significant.
552
The final step was to apply at the boundaries of the small patch the 553 previously computed flux and to compute the new response. 
where h= 18 W/K/m (see [27] ) is the heat transfer coefficient for the air-567 titanium interaction and T env = 293 K is the air temperature, here considered 568 the same as the room temperature.
569
This approach is an attempt to be as realistic as possible, since we are 
604
In previous work we have found that with minimal calibration, parabolic
605
PDEs associated with transient heat transfer equations are sufficiently accu-
606
rate/predictive and hence we have focused this work in that context.
607
After a brief introduction and setting the objectives in Section 1, the 608 specific problem benchmark in this work is outlined in Section 2. Linear (key for realistic models in AM process simulation) in this highly transient 622 thermal analysis, and; 2) the remarkable computational time savings.
