We discuss the division of radio resources in the time and frequency domains for wireless local area network (WLAN) devices powered with microwave energy. In general, there are two ways to avoid microwave power transmission (MPT) from influencing data communications: adjacent channel operation of continuous MPT and WLAN data transmission and co-channel operation of intermittent MPT and WLAN data transmission. Experimental results reveal that, even when we implement these methods, several problems arise because WLAN devices have been developed without supposing the existence of MPT. One problem clarified in our experiment is that adjacent channel operation at 2.4 GHz does not necessarily perform well owing to the interference from MPT. This interference occurs regardless of the frequency separation at 2.4 GHz. The other problem is that intermittent MPT could result in throughput degradation owing to the data rate control algorithm and the association scheme of the WLAN. In addition, the experimental results imply that a microwave energy source and a WLAN device should share information on the timings of intermittent MPT and data transmission to avoid buffer overflow. key words: microwave power transmission, IEEE 802.11, CSMA/CA, WLAN, adjacent channel interference
Introduction
With the wide deployment of wireless machine-to-machine networks, exploiting batteryless devices in wireless networks has been desired. Wireless networks powered with batteries suffer from a limited lifetime. In contrast, batteryless devices would free us from battery replacement and disposal: therefore, they have the potential to make wireless networks ubiquitous.
In recent years, much of the previous work on batteryless devices has focused on energy harvesting [1] , [2] and wireless powering [3] , [4] , including radio-frequency (RF) inductive powering [5] and microwave power transmission (MPT) [6] - [10] . In particular, MPT is more efficient at longer range than the use of RF inductive powering and can be controlled more actively than energy-harvesting schemes. By powering wireless devices actively and selectively, we can extend the network lifetime. Because MPT would interfere with data receptions of wireless local area network (WLAN) devices when the frequency of continuous MPT is set to the same channel as that used for WLANs, the microwave power should be transmitted on a separate channel from the data transmissions or should be transmitted intermittently.
There is much research on MPT for wireless devices. In [6] , [7] , the authors have succeeded in designing antennas and rectifiers. In [8] , [9] , the authors have succeeded in powering mobile phones or sensor devices wirelessly using the 2.4-GHz band. In these previous works, the effects of MPT on the WLAN communications are not discussed in detail. In [10] , the authors have investigated the effects of MPT on IEEE 802.15-based communications.
The main purpose of this paper is to experimentally investigate the impact of MPT on IEEE 802.11g-based WLAN data communications. In particular, we discuss a model where a wireless device is powered wirelessly and the device tries to transmit its data. We would like to note that a problem that MPT to a device could interfere with data transmission of other devices is out of scope of this study. In addition, in particular, we discuss protocol issues such as the division of radio resources in the time and frequency domains. On the other hand, we do not discuss issues related to the amount of supplied power.
The motivation for using IEEE 802.11g is as follows. Our big goal is to power IEEE 802.11ah [11] devices wirelessly in the 900-MHz band. IEEE 802.11ah is based on carrier sense multiple access with collision avoidance (CSMA/CA) and is in the standardization phase, and it targets low-rate and low-power-consumption services such as sensor networks. Because there are no devices using the IEEE 802.11ah protocol at present, we use IEEE 802.11g-based WLAN devices in the present study. Note that both IEEE 802.11ah and IEEE 802.11g are CSMA/CA-based standards.
In this study, the microwave power is set to be transmitted at the same 2.4-GHz band toward efficient utilization of the spectrum. There are two means of avoiding interference from MPT to data communications: adjacent channel operation of continuous microwave power and data transmissions and co-channel operation of intermittent microwave power and data transmissions. However, there are several problems that cannot be solved by these methods because WLAN devices have been developed without supposing the existence of MPT. Adjacent channel WLAN devices would be affected by MPT because they have been developed without supposing the amount of power from a microwave energy source. On the other hand, in general, WLAN communications can be conducted successfully because of CSMA/CA when microwave power is transmitted intermittently. However, the WLAN devices may fail to receive beacon frames because they have been developed without supposing the length of the period during MPT. This paper is organized as follows. Section 2 describes adjacent channel operation of continuous MPT and WLAN data transmissions. In Sect. 3, co-channel operation of intermittent MPT and WLAN data transmission is described. Section 4 summarizes the main findings.
Adjacent Channel Operation of Continuous MPT and WLAN Data Transmission
In this section, we measure the throughput in adjacent channel operation to discuss the feasibility of adjacent channel operation of continuous MPT and IEEE 802.11-based data transmission. In particular, both the impact of received power density at a WLAN device and that of the frequency separation on the throughput are evaluated. Even when using adjacent channel operation, WLAN devices would be affected by the influence of MPT. This is because the received MPT power is quite large and thus cannot be attenuated by using a band-pass filter. Figure 1 shows the setup of our experiment. In the experiment, the system consists of an energy source (ES), a data transmitter (DT), and a data receiver (DR). All measurements in Sect. 2 and Sect. 3 are performed in a radioanechoic chamber, i.e., there are no other transmitters. The DT transmits data frames to the DR at a center frequency of 2.457 GHz. The ES transmits continuous microwave to the DT. Note that the use of continuous microwave for MPT is a general assumption as in [3] , [4] , [7] , [8] . We have confirmed that the bandwidth for MPT is less than 2 kHz through measurements. In addition, the center frequency, f MPT , is set to be in the band from 2.4 to 2.5 GHz. The ES, DT, and DR are placed on a straight line. Figure 2 shows the horn antenna of the ES and the DT used in this experiment. The distance between the ES and the DT is set to be 2.46 m, and the distance between the ES and the DR is set to be 2.49 m. The DR is positioned behind the ES to avoid the influence from MPT. In this experiment, we need only one DT, and the DT is not powered wirelessly. This is because the purpose of this experiment is to discuss the feasibility of adjacent channel operation of continuous MPT and WLAN data transmission, not the feasibility in terms of the amount of supplied power.
Experimental Setup for Continuous MPT
The ES consists of a signal generator, an amplifier, and The DR consists of an access point (Allied Telesis AT-TQ2403) and a laptop PC. Using Iperf, the laptop PC on the DR receives data frames from the DT via the access point (AP) and measures the throughput. Figure 3 shows the results of the experiments. The throughput characteristics highly depend on the received power density at the DT. When the received power density at the DT was ≤ 0.60 μW/cm 2 , a throughput of approximately 15 Mbit/s was achieved unless the center frequency of the MPT, f MPT , overlapped the channel for the WLAN. Here, recall that the offered load is 15 Mbit/s. The reason the DT transmitted data frames at 15 Mbit/s is that it did not detect microwave energy from the ES. In contrast, the DT detected microwave energy from the ES when f MPT overlapped the channel for WLAN communication; thus, the throughput was essentially zero.
Adjacent Channel Operation Results
On the other hand, when the received power density at the DT was 6.0 μW/cm 2 , the DT detected microwave energy from the ES regardless of f MPT because the band-pass filter at the receiver does not completely attenuate the microwave energy.
If WLAN devices are powered wirelessly, the received power density at the devices generally needs to be much greater than 6.0 μW/cm 2 . In this case, the WLAN modules would detect microwave energy from the ES regardless of the value of f MPT . For example, as estimated in [13] , the WLAN sensor node needs to receive a power density of 0.3 mW/cm 2 , even in sleep mode. There are at least two possible solutions. The first solution is to use an appropriate band-pass filter at the receiver to attenuate microwave power of MPT. The second solution is to transmit microwave power intermittently. Since the second solution can be implemented by using commercially available devices, in this paper, we discuss only on intermittent MPT. In this case, co-channel operation of MPT and data transmission is more appropriate than adjacent channel operation in terms of the available bandwidth for other systems using the 2.4-GHz band.
Co-Channel Operation of Intermittent MPT and WLAN Data Transmissions
In this section, the feasibility of the co-channel operation of intermittent MPT and WLAN data transmission is discussed. Because WLAN devices are operated on the basis of CSMA/CA, WLAN devices seem to successfully communicate even when microwave power is transmitted intermittently. However, the effect of other control schemes including the association scheme is of concern.
To discuss the feasibility in detail, we measure the data rate and the number of discarded data frames. In addition, we discuss unknown issues caused by application of MPT to WLAN devices via comparison with experimental data. Figure 4 shows the setup of the experiment, which consists of an ES, a DT, a DR, and a frame analyzer (FA). The ES, DT, and DR are placed on a straight line. In addition, the DR and FA are positioned behind the ES to avoid the influence from MPT. As in the previous experiment in Sect. 2, we need only one DT in this experiment, and the DT is not powered wirelessly. This is because the purpose of this experiment is to discuss the feasibility of co-channel operation of intermittent MPT and WLAN data transmission, not the feasibility in terms of the amount of supplied power.
Experimental Setup for Intermittent MPT
The FA consists of a WLAN capture device and a laptop PC and captures the frames from the DT and DR. The motivation for conducting frame capturing is to investigate the data rate that is specified in the header of each frame and the number of transmitted frames in detail. Note that in the experiment in Sect. 3, we have no need to use the FA because the purpose of the experiment was to investigate whether the DT detects microwave energy or not.
The ES transmits microwave power intermittently; specifically, it transmits microwave power during a fixed time, T PT , and stops MPT during the other fixed time, T PS , periodically. Note that the subscript "PT" represents "power transmission," and the subscript "PS" represents "power suspension." For the FA to correctly capture data frames from the DT even if the ES transmits microwave power, we change the positions of devices and the transmission power of the ES from those in Sect. 2. The ES is set to transmit microwave power intermittently at a center frequency of 2.457 GHz and a transmission power of 1.70 mW. Moreover, the distance between the ES and the DT is set to be 1.90 m, and the distance between the ES and the DR is set to be 4.75 m. Note that this power setting does not affect the operation of the DT and DR.
During T PT , the DT detects microwave energy from the ES; hence, the DT seems not to transmit data frames and holds them in a finite-size buffer during T PT , and the DT would transmit them in T PS . As in the previous experiment in Sect. 2, the offered load is set to be 15 Mbit/s in this experiment, and the UDP datagram size is set to be 1470 B.
Theoretical Estimation of Frame Loss Rate
In general, a WLAN module employing CSMA/CA seems to transmit data frames successfully when microwave power is transmitted intermittently. This is because the WLAN module detects the microwave energy and avoids collisions between data frames and microwave power. However, the DT appears to delete particular frames in the buffer, if the output buffer is full, according to a pre-programmed buffer management rule [14] . Thus, in the experiments, the buffer management rule seems to have considerable influence on the number of discarded frames. In this section, for simplicity, we discuss the frame loss caused by buffer overflow with tail-drop.
The frame loss rate P loss is defined as
where N received is the number of received frames, and N generated is the number of generated frames. In particular, we discuss the impact of T PT and T PS on the frame loss rate. The output buffer on the DT seems to overflow mainly when T PT is long, or T PS is short. This is because more data frames will be stored in the buffer during T PT when T PT is larger. In addition, fewer data frames can be transmitted during T PS when T PT is smaller; as a result, the buffer is likely to be full. To confirm these hypotheses and estimate the conditions to prevent frame loss, we formulate the frame loss rate as a function of T PT and T PS . For the sake of simplicity, we assume that the DT does not transmit data frames during T PT .
First, when T PS is long enough, whether or not the output buffer overflows depends on the value of T PT . Intuitively, it seems clear that the output buffer overflows when the sum of the size of the data frames generated during T PT is larger than the output buffer size Z. Therefore, the condition to prevent buffer overflow is:
where G is an offered load. Here, the equality of (2) holds if
Therefore, when T PS is long enough and T PT > T PT,longPS , the number of discarded frames, N generated − N received N discarded , is calculated as follows:
where L is the UDP payload size. Second, when T PT ≤ T PT,longPS , whether or not the output buffer overflows depends on the ratio of T PS to T PT . When the number of data frames generated in a cycle is larger than the number of data frames that can be transmitted in T PS , the buffer would overflow. Therefore, the condition to prevent buffer overflow is:
where τ represents the average value of the periods from the start of data transmission to the start of the next data transmission. Note that the value of τ is evaluated experimentally. Here, the equality of (5) holds if
Therefore, when T PT ≤ T PT,longPS and T PS < T PS,shortPT , N discarded is calculated as follows:
Third, when T PT > T PT,longPS , whether N discarded is calculated by (4) or (7) depends on the value of T PS . In this case, the DT should transmit (Z + GT PS )/L of data frames during T PS . Therefore, when
N discarded is calculated by (7) . Here, the equality of (8) holds if
Consequently, by using equations from (2)- (6) and N generated = G(T PT + T PS )/L, the frame loss rate P loss can be calculated as
T PT > T PT,longPS and T PS ≥ T PS,shortPT ; 0, (10c) T PT ≤ T PT,longPS and T PS ≥ T PS,shortPT .
We would like to emphasize that P loss is an increasing function of T PT , and it is a decreasing function of T PS .
To avoid buffer overflow, T PT ≤ T PT,longPS and T PS ≥ T PS,shortPT are required. Thus, the ratio of T PS to T PT should satisfy:
i.e., the lower bound of T PS /T PT needs to be increased along with the offered load G. Note that a larger value of T PS /T PT means more time for data transmission and less time for MPT. The existence of the lower bound for T PS /T PT means that there is an upper bound for the supplied power. We let the supplied power during T PT be denoted by P PT . Then, the average supplied power over multiple cycles, P e , can be written as
Thus, the larger offered traffic G means a lower average supplied power. Figure 5 shows the relation between P e,max /P PT and G for τ = 0.67 ms and L = 1470 B. P e,max /P PT decreases as G increases. Therefore, G needs to decrease to supply enough power to a WLAN device. tors are related to data rate control, and they increase the frame loss rate more than that estimated in (10a), (10b), and (10c). The first factor is that the DT attempts to retransmit data frames at a decreased data rate during T PT as shown in Fig. 6 . This is because the DT sometimes attempts to transmit and fail to receive an acknowledgment (ACK) frame, even during T PT . In particular, the data rate gradually decreased along with T PT . Note that the data rate control is not standardized and depends on the device characteristics. The second factor is that a certain amount of time is required for the DT to reconfigure the data rate after the ES stops MPT as can be seen in Figs. 6(b) and 6(c).
As shown in Fig. 6(a) , the DT generally transmits data frames at 48 Mbit/s during T PS . Note that when we set T PT < 0.10 s, similar trends to the case of T PT = 0.10 s would be achieved. On the other hand, when T PT is long enough and T PS is shorter than the time required for the data rate of 48 Mbit/s, the DT would not reconfigure the data rate even after the ES stops MPT.
If the DT is controlled not to transmit data frames during MPT, the DT is expected not to decrease its data rate. The ES and the DT need to share information on the timings of MPT and data transmission to enable this control. Figure 7 shows the frame loss rate versus T PS for T PT = 0.50 s and T PT = 1.0 s. Here, T PS is set to be ≥ 0.50 s in the experiment for T PT = 1.0 s. This is because similar trends to the case of T PS = 0.50 s would be achieved as long as T PS is shorter than the time required to reconfigure the data rate to 48 Mbit/s. In addition, T PS is set to be ≥ 0.50 s also in the experiment for T PT = 0.50 s. This is because the purpose of our experiments is to reveal unknown issues as data rate degradation. Note that when T PT < 0.10 s, the data rate would not be reconfigured during T PS . The frame loss rate P loss decreased as T PS increased, as can be easily understood from (10a), (10b), and (10c). We can see that (10a) and (10b) are appropriate models for the relation between P loss and T PS when T PT = 1.0 s in the range T PS ≥ 2.0 s. In this range, τ = 0.65 ms is measured independent of T PS , and Z is estimated by fitting the experimental data T PT = 1.0 s in this range to the theoretical estimations (10a), (10b), and (10c) using a least-squares method. Therefore, the theoretical estimations of the frame loss rate are calculated as follows:
Frame Loss Rate
Note that T PS,longPT is calculated as 4.4 s using (9) . In the other range, i.e., when T PT = 1.0 s and T PS ≤ 1.5 s, the theoretical estimations do not fit the experimental data well. This is caused by the first and second factors that we have not taken into account in Sect. 3.2. In particular, the second factor is the main cause. Recall that, when T PS is short, the period during which the DT transmits at a low rate becomes longer.
We can see that (10a) and (10c) are appropriate models for the relation between P loss and T PS when T PT = 0.50 s in the range T PS ≥ 0.70 s. In this range, τ = 0.69 ms is measured independent of T PS . Therefore, the theoretical estimation of the frame loss rate is calculated as follows:
Note that T PS,shortPT is calculated as 3.5 s using (6) . In the other range, i.e., when T PT = 0.50 s and T PS = 0.50 s, the theoretical estimations do not fit the experimental data well. This is also caused by the second factor that we have not taken into account in Sect. 3.2. Note that the difference between the experimental data for T PT = 1.0 s and the theoretical curve (13) is larger than that between the experimental data for T PT = 0.50 s and the theoretical curve (14) . This is mainly caused by the first factor that we have not taken into account in Sect. 3.2. Recall that the longer T PT is, the more the DT fails to receive ACK frames, and thus, the data rate decreases. Figure 8 shows the frame loss rate P loss versus T PT for T PS = 2.0 s and T PS = 6.0 s. Here, T PT is set to be ≥ 0.10 s in this experiment. This is because similar trends to the case of T PT = 0.10 s would be achieved when T PT < 0.10 s. The frame loss rate P loss increases along with T PT , as can be easily understood from (10a), (10b), and (10c). When T PS = 2.0 s, the theoretical estimations (10a), (10b), and (10c) do not fit the experimental data. This is caused by the second factor mentioned previously. Recall that T PS is so short that the data rate cannot be reconfigured during T PS .
In addition, we can see that when T PS = 6.0 s in the range 0 ≤ T PT ≤ 2.5 s, (10b) and (10c) are appropriate models for the relation between P loss and T PT . In this range, τ = 0.67 ms is measured independent of T PT , and Z is estimated by fitting the experimental data in the range from 1.0 s ≤ T PT ≤ 2.5 s to the theoretical estimation (10b) using a least-squares method. Therefore, when T PS = 6.0 s, the theoretical estimations of frame loss rate (10b) and (10c) are calculated as follows:
Note that T PT,longPS is calculated as 1.0 s using (3). In the other range, i.e., T PT ≥ 2.6 s and T PS = 6.0 s, the theoretical estimations (10a), (10b), and (10c) do not fit the experimental data well. This is caused by a factor that is described neither in Sect. 3.2 nor in Sect. 3.3.1. Hereafter, we call it the third factor, where the DT often fails to receive frames from the DR during T PT , including beacon frames. We find that the DT attempts to go to sleep and does not transmit data for a certain time when T PT ≥ 2.6 s. Thus, P loss is higher than the theoretical estimation. Note that details of sleep control is not standardized and depends on the device characteristics. In addition to these sleep periods, a network disassociation would be caused as the result of beacon reception failure.
To avoid these sleep periods and the network disassociation, for example, microwave power should not be transmitted during a beacon transmission or some timer values concerned with beacon reception should be tuned.
From these results, it has been demonstrated that the theoretical estimations in Sect. 3.2 match the experimental data well, except for the rage in which frame loss rate is affected by any one of the three factors. Owing to these factors, more data frames are discarded than expected in Sect. 3.2.
Conclusion
We have experimentally clarified the requirements for both MPT and IEEE 802.11-based WLAN data transmissions using the same 2.4-GHz band. In particular, we have pointed out three specific issues for MPT that affect WLAN devices. In general, adjacent channel operation of microwave power and data transmissions may be a possible solution. However, we have first demonstrated that almost all data communications failed regardless of the frequency separation in the 2.4-GHz band when the supplied microwave power is enough for the WLAN devices. This may be because the band-pass filter at the receiver does not completely attenuate the microwave energy. Because a great number of WLAN devices have already been used, it is difficult to solve this problem by only changing the frequency of MPT at 2.4 GHz.
Thus, we have measured the frame loss rate of data transmissions during intermittent MPT. In general, as a result of CSMA/CA, frames are not discarded by setting the offered load so that the output buffer of the WLAN devices does not overflow. However, we have also found that WLAN devices inefficiently decrease their data rate if they attempt to transmit during MPT. In addition, we have demonstrated that if a WLAN device does not receive consecutive beacons above a certain number owing to MPT, it switches its mode to sleep, or it is disassociated from the AP.
There are many possible solutions to resolve these issues. To avoid the data rate degradation, following solutions seem to be effective: setting the DT not to transmit data frames during MPT, setting the DT not to reduce the data rate, and setting the DT to increase the data rate immediately after MPT is stopped. In addition, to avoid sleep periods and disassociation from the AP, following solutions seem to be effective, i.e., tuning parameters related to time to sleep or time to disassociation and setting the ES not to transmit microwave power while the DT receives beacon frames. In particular, to avoid interference from MPT to beacon receptions, for example, the ES and the DT are required to share information on timings of MPT and data transmission. In contrast, to prevent the transmission of data frames during MPT, for example, sharing information on the timings of MPT and data transmission is required.
Note that some results presented in this paper seem to be specific to WLAN devices used in this study (e.g., data rate control algorithms, adjacent channel rejection, and so forth). However, we would like to emphasize that the purpose of this paper is to reveal unknown issues that are caused by the application of MPT to WLAN devices. In addition, these results at 2.4-GHz band cannot be directly used for IEEE 802.11ah, however, we hope the results presented here will provide useful insights in the standardization process or practical use of IEEE 802.11ah-based devises because similar issues would occur if IEEE 802.11ah is standardized and developed without considering the existence of MPT.
