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SZEGO'S THEOREM FOR SUMS WITH DEPENDENT INDICES 
by FLORIN AVRAM 2 
1. Introduction 
A. The initial motivation of this work was the establishing of certain 
limit theorems in probability (see [7, Theorem 2]). This turned out to depend 
upon the study of the asymptotics of a certain class of sums, which we call 
sums with dependent indices. 
These sums and their asymptotic behavior are described in Section 3. One 
particular example of such sums, well known to analysts from the work of 
Szegti, is the trace of a product of n × n Toeplitz matrices. This example is 
discussed in Section 2. 
B. The key tool in our results was the establishing of a "generalized 
Holder inequality" (see [2, Theorem 1]), tinder the "power counting condi- 
tions" used by physicists in quantum field theory. These are conditions which 
ensure the convergence of integrals of the form 
f [0w !~"  " " dye , -x- i f '  (1.1) 
where x e, e = 1 .. . . .  E, are linear combinations with integer coefficients of 
Yl,--., Ye, taken modulo 1, and z~ are positive numbers. Let 
. . . . .  . . . . .  v )M, 
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where M is the C × E matrix of the dependence. It was known that the 
integral (1.1) converges if for any set of columns A of the matrix M, 
~_, Ze<rank(A ) VAc  (1 .. . . .  E}.  (1.2)  
e~A 
We showed that if fce)(x) ~ Lpe , e = 1 ... . .  E, and z e = (pe) -1, the same 
conditions (1.2) imply a HSlder inequality 
dye E efO)(xl)  "'" f t~)(xE)  dY l " "  -~ V I  Ilf<e)llpe • (1.3) 
[0.11 e = 1 
C. In the applications of our method, we actually encountered a particu- 
lar case of sums with dependent indices, in which the matrix M above was 
associated to a graph. In this case, the use of a well-known formula of matroid 
theory simplified considerably the analysis of the conditions (1.2). This case 
forms the object of Section 4. 
D. For the actual application of these results in probability, see Theo- 
rem 2 of [5]. 
2. Convolution-Like Sums 
Let ft~)(x), e = 1,..., E, be E complex functions on the toms [0,1]. We 
assulTte 
f(e>E~-..~pe[0,1], l~Pe~O0, 
where LP n denotes the closure of trigonometric polynomials in Lp sense, i.e., 
Lp if p ¢ ~,  
~P= C if p=~c.  
I_~t ~> denote the Fourier coefficients of f(e)(x), i.e., 
j~e> = fole 2~rikx~(e)( X  dx, e=l  . . . . .  E. 
Finally, let 
S, = ~ ~<1> ~.¢2> . . .  ~<E>. (2.1) JJl--J2JJ2--13 " IE - -  J l "  
Jt ..... j~ = 1 
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The sums S. are the trace of product of E n × n matrices, and, more 
important in the sequel, they are similar to convolution sums, as the following 
result shows. 
THEOREM 1 [1]. I f  j~) (x )  ~ ,L~'p, e = 1 . . . . .  E, and 
E 
E (P~) -1~<1, (2.2) 
e=l  
then 
1 1 E 
n s" --" fo [1 ax. (2.3) e=l 
NOTE. 
(1) Two particular cases of this theorem were well known: the case 
fO)(x)  . . . . .  f(r)(x), from the work of SzegS, and the case E = 2, which is 
Parseval's relation. 
(2) The condition (2.2) ensures, by HSlder's inequality, that the RHS of 
(2.3) is well defined and a continuous functional from Lp~ × Lp~ x • • • × LpE 
to R. 
We sketch now the proof of this theorem. 
One checks first that (2.3) holds when f(e)(x) = e 2'~ikex, e = 1 . . . . .  E, or, 
equivalently, when ~e)= 8ke_k, e = 1 .. . . .  E. Equation (2.3) reduces in this 
case to a certain counting statement. By multilinearity of the LHS and RHS, 
it follows then immediately that (2.3) holds when f(~)(x) are trigonometric 
polynomials. 
In the general case, we select for each f(e) ~ *~v, a sequence of polyno- 
mials P~) such that IIf ~) -  e~e)llp~n__.o~O. Denote by S~,N the sum ob- 
tained in (2.1), with P~) replacing f~e). We have then 
1 1 E 
am -~Sn,N -'~- f H P~e)(x) dx 
n.---,oo "0 e=l 
and 
E E 
lim f l  I-I P~e)(x) dx--  f '  [1 f (e)(x)  dx, 
N--*oo.'O effi l  "0 e=l  
by (2.2) and HSlder's inequality. 
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To establish (2.3) it remains now only to show that 
_ _  1 
lira lim - IS , -  S,,N[ = 0. 
g~oo n--~oo 'n 
This may be accomplished by using a "controlling inequality" for Sn, which 
will be presented later in a more general setup. 
3. Sums wi th  Dependent  Indices 
We consider now sums more general than (2.1), in which the arguments 
J l -  ]e, J~-  j3 .. . . .  I~-  il are replaced by any set of linear combinations 
with integer coefficients. Thus let M be a V × E integer matrix, let 
and let 
( i l  . . . . .  i t )  = ( j l  . . . . .  l v )  M,  
S.(M) = ~ ~(t)t~(2)-.. f~!~) (3.1) J i  I J ig  ;e " 
h ..... jv = 1 
We assume again f (e) (x)  ~ "~pz e = 1 . . . . .  E, and let z~ := (pc) -1. 
The nullity of the map M will be denoted by tt (tt = V-  rank M). 
Throughout the paper, we make the assumption: 
(A) For any row r in M, rank M --- rank(M \ r). 
Assumption (A) implies /~ >~ 1. 
Let now M* be an integer matrix representing the dual matroid of M, i.e. 
a matrix having the same number of columns E as M, and such that the rows 
of M* form a basis in the subspace orthogonal to the rows of M. The number 
of rows C of M* is thus 
For any set A c {1 ..... E} let r (A )  [r*(A)] denote the rank of the set of 
columns of M [M*] indexed by A. It turns out that the order of magnitude of 
the sums Sn(M), denoted by OCM(Z), depends on the rank function r*. 
THEOREM I [3]. I f  the matrix M satisfies assumption (A ), then 
E 
ISn(M) I ~< CM n'M(z) 1--I [If(e)l[~e, 
e=l  
(3.2) 
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where c M is a constant, and 
aM(Z)=#+ max [ Y'~ ze - r* (A  )]. 
Ac (1 . . . . .  E} e~A 
(3.3) 
NOTE. It follows from (3,3) that 
< aM(z) < v 
and aM(z)=/~ iff 
~.. Z~<r*(A)  VAc {1, . . . ,E) .  
e~A 
It ~trns out that when aM(Z ) =/.t, the inequality (3.2) is in fact tight, and 
a SzegS-type theorem holds for the sums S,(M). 
THEOREM 1 [5]. Let M satisfy assumption (A), let f(e)(x) ~ *~ve" e = 
1,..., E, and assume 
Z Ze<~r*(A) VAc  (1,...,E). (3.4) 
e~A 
Then 
1 E C 
n~,Sn(M)~CMI(M*) CM cr- l  f(e)(X~) l-I dgc, 
"~[0,1] e=l  c=l  
(3.5) 
where c M is constant, and (x 1 ..... xE)=(g  1 ..... go) , each x e being 
reduced mod [0,1]. 
NOTE. 
(1) The conditions (3.4) imply that the RHS of (3.5) is well defined and a 
continuous multilinear functional, by the "generalized H61der inequality" 
(see Theorem 1 of [2]). 
(2) This theorem may be proved along the same lines as those following 
Theorem 1 [1] of Section 2. The "controlling inequality" needed to make the 
approximation work is precisely Theorem 1 [3]. 
248 A. BERMAN, D. HERSHKOWlTZ, AND L. LERER 
(3) By a similar proof, one can show: 
COROLLARY 1. I f  aU > IZ, then 
S.(M)=o(n~M). 
4. EVALUATION OF a M FOR GRAPH SUMS 
An interesting special case of a sum with dependent indices is that in 
which the dependency matrix M is associated to a graph. Let G = (Y', o ~) be 
a directed graph with V vertices and E edges. For any v ~ Y" and e ~ g~, let 
Mv,e = 
0 if vq~e, 
1 if v is the end point of e, 
-1  if v is the start point of e. 
In this case, we shall denote the sums (2.1) by S,(G), and call them graph 
$um8.  
Since this M represents the cycle matroid of the graph, its dual is the 
bond matroid, and using the known formula for r*(A) one gets that in this 
case  
ac= max [c (G\A) -  E (1--Ze)] ,  
Ac{1 .. . . .  E} e~A 
(4.1) 
where c(G \ A) denotes the number of components left in G after the edges 
indexed by A have been removed. 
One can think of the formula (4.1) as a "game of breaking the graph": 
removing an edge e "costs" 1 - z e, and breaking a new component brings a 
"profit" of 1; a C is then the maximal profit possible. 
For any partition P which refines the partition into components of the 
graph G, let Ap be the set of edges in 8 which connect different classes of 
the partition (the edges whose removal "breaks" G into the classes of P). 
Let 
,u¢ c = ( A v: all components of the graph (~e', e \ A p) are biconnected ). 
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It is easy to see that in (4.1), one needs only to take the maximum over sets in 
~¢c, which greatly reduces the work of computing ac: 
ac = Ae~'cmax [c(G \ A) - e~AE (1 -  Ze)]" (4.2) 
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L INEAR OPERATORS ON MATRICES: 
THE INVARIANCE OF RANK-k MATRICES 
by LEROY B. BEASLEY 3 and THOMAS J. LAFFEY 4 
Let ~t',,, n0:) denote the set of all m × n matrices over the field D:, and 
let p(A) denote the rank of A. We define a rank-k preserver to be a linear 
operator T on ,At'm. n(F) such that p(A) = k implies p(T(A)) = k. Further, ff 
T is a rank-k preserver we say that T preserves rank-k matrices. A linear 
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