Although neural networks (NNs) have been applied for trac and congestion control in ATM networks, many implementations only consider a single service class with identical trac characteristics and requirements. In addition, the most commonly used NN is the multi-layer perceptron (MLP) networks which are known to converge slowly. We present a multi-service connection admission control (CAC) scheme that harness the fast learning capability of modular neural networks for cell-loss-ratio (CLR) prediction at each switch. The proposed scheme does not require precise models of network processes and detailed knowledge of higher-order moments of the trac. Simulations were carried out to compare the performance of the proposed scheme with an equivalent bandwidth (EBW) method. Ó
Introduction
Asynchronous transfer mode (ATM) [2] has been selected as the transfer technology for the broadband integrated services digital network (B-ISDN), in which various kinds of communication services such as voice, video and data are transferred over high-speed links. It aims to support the vastly dierent quality-of-service (QoS) and bandwidth needs of each service through ecient trac management techniques [1, 20] , in contrast to conventional networks that only provide a single QoS level and a single bandwidth.
The ATM Forum has de®ned dierent service classes, which include constant bit rate (CBR), variable bit rate (VBR), available bit rate (ABR), unspeci®ed bit rate (UBR) and the upcoming guaranteed frame rate (GFR). While the integration of dierent services over a single communication channel gives rise to advantages such as sharing of physical resources, as well as statistical gain through multiplexing variable rate sources, it has made trac management an extremely dicult task. There is no immediate clear way to identify the amount of resources required by each connection during its lifetime. This spurs the interest of numerous researchers in the bandwidth Computer Networks 36 (2001) 181±202 www.elsevier.com/locate/comnet allocation problem and its corresponding connection admission control (CAC) strategies [3,6,9±11, 14,16,19,22,36] . In ATM networks, CAC makes the important decision of whether a new connection can be established, based on the network resources available and the requirements of the new session. A connection setup request has to be sent to the CAC controller, during which trac parameters (e.g. peak cell rate (PCR), sustainable cell rate (SCR), burstiness and peak duration) and the required QoS are declared. The controller forms an estimate of the resulting network situation and only accepts the connection if the QoS requirements of both new and existing connections will not be violated.
There has been much research in determining the equivalent or eective bandwidth (EBW) needs of multiplexed sources [9, 14, 16, 19, 22, 36] for CAC purposes. They are based on some probabilistic representation of the trac sources so as to determine whether the QoS can be satis®ed for a set of sources and a given shared bandwidth. However, many of these approaches require detailed knowledge of higher-order moments of the trac, which could be dicult to estimate in real-time. Complex models whose parameters cannot be easily estimated will be of little value. With the emergence of yet unknown applications and new service categories such as guaranteed frame rate (GFR) [12, 15] and variable bit rate (VBR ) [24, 27] , more complicated EBW methods might be required, thus making the matter worse.
The use of neural networks (NNs) in trac management [4, 7, 23, 25, 32, 39] has been gaining wide acceptance lately due to the following advantages of NNs: · ability to adapt to changes in trac conditions via on-line training, · precise models of the network processes are not required, · ability to give reasonable outputs for input patterns previously not observed, · high computational rates due to parallel hardware implementation, and · ability to perform prediction by learning the relationship between current and future values.
In this paper, we present a multi-service CAC scheme that harness the fast learning capability of a modular NN known as the hierarchical mixtures of experts (HME). In the following section we review previous work that has been performed on NNbased CAC. In Section 3, we describe the architecture and learning algorithms of HME and present its advantages. In Section 4, we present the proposed multi-service CAC scheme. The experimental details and the corresponding simulation results are presented in Sections 5 and 6, respectively. In Section 7, we look at a situation when the sources assume dierent trac characteristics. Finally, some additional comments and concluding remarks can be found in Sections 8 and 9, respectively.
NN-based connection admission control
Since the ®rst paper by Hiramatsu [17] was published, several other papers have addressed various aspects of NN-based CAC techniques [4, 23, 25, 32, 39] . Hiramatsu [17] proposes a threelayer, fully connected multi-layer perceptron (MLP) trained with back-propagation for CAC. Two cases are explored:
(i) single-bit-rate situation (SBR), and (ii) multiple-bit-rate (MBR) situation. In the SBR case the input signal to the MLP consists of a history of the observed cell arrival rates, while the binary output is a judgement as to whether the target cell-loss-ratio (CLR) can be achieved. In the MBR case, the sources are ®rst categorized into dierent categories according to their declared parameters. The connection pattern (call vector) at the multiplexer forms the input to the MLP, which is used to de®ne the optimum connection admission boundary. However, the work only considers CAC between two ATM nodes. In addition, all sources are assumed to have the same CLR requirement.
In [39] , two types of MLP-based modules are proposed for CAC. The ®rst type estimates the EBW of a source, where the inputs are the required QoS and the number of cell arrivals measured over the last n intervals in a sliding window manner. One such module is required for each virtual path (VP). The second module is used to estimate the capacity required for supporting multiple VPs, where the inputs are the outputs of the ®rst module. However, the number of modules belonging to the ®rst type increases with the number of VPs, which could lead to scalability problem.
Morris and Samadi [23] used the MLP to learn the relationship between the call vector (number of connections in each class) and delay performance. The predicted delay is then used to make an accept/reject decision upon the arrival of a connection request. However, they only consider a single network edge node. In addition, only one input and one output queue are considered.
Chang et al. [4] used a completely dierent approach. The power spectrum of the input processes is assumed to contain the correlation behavior of the input trac. Speci®cally, a three-layer MLP is used to accept/reject a new connection request, using the necessary power spectrum parameters as the inputs to the MLP. However, they assume that any input rate process at can be modeled as an M 1 state Markov modulated Poisson process (MMPP), so as to extract its power spectrum parameters from the declared trac parameters. This makes the proposed scheme dependent on the validity of the trac model as well as the declared trac parameters.
Further reviews on NN applications in ATM trac management problems can be found in the work of Douligeris [7] , Park and Lee [25] and Tarraf et al. [32] .
As can be seen, the NN-based CAC schemes reviewed above still suer from several problems. The most signi®cant problem yet to be mentioned, however, is the choice of MLP trained with backpropagation [28] as the NN used. A severe drawback of MLP is that it requires many training cycles before the required mapping function is learnt. For example, Hiramatsu [17] shows that the proposed system achieved the target CLR of 10 À4 in``a few thousand seconds''. This slow response is unacceptable for adaptive real-time trac control in high-speed networks. In this paper, we propose a multi-service CAC scheme based on a fast-learning modular and hierarchical NN architecture called the hierarchical mixtures of experts (HME) [21] . In addition, our CAC algorithms shall tackle the numerous problems presented above.
Modular neural networks
Although single or monolithic function approximators, such as MLP networks, are able to model most functions, an alternative, especially when complex functions need to be modeled, is to use multiple models for regression. This method involves the construction of several dierent predictors and then combining them to give improved prediction accuracy. In this section, we present the architecture of a modular NN that accomplishes the above ± the HME.
Hierarchical mixtures of experts
The HME is an architecture that is based on the principle of divide-and-conquer in which a large and dicult function approximation problem is broken into several smaller and easier-to-solve sub-problems. This involves dividing the input space into a nested set of regions and ®tting surfaces to the data that fall in these regions. A separate function-approximator or``expert'' network is assigned through competition to each of these regions. Each expert network may itself be composed of competing sub-experts.
When the HME was used in time-series prediction tasks [30, 37] , results that were better than leading methods, including those using MLP networks [38] , can be obtained. Signi®cant improvement of an existing¯ow control scheme [29] has also been achieved by the authors, using an HMEbased predictor [31] . In this paper, the HME is used in multi-service CAC for predicting the CLR at ATM switches, while utilizing the number of connections of dierent trac categories (call vectors) as inputs.
Description of the HME architecture
A two-level HME architecture, which consists of expert networks and gating networks, is shown in Fig. 1 . The mathematical framework presented in this section is based on this twolevel tree-like architecture ± it is straightforward to extend it to arbitrarily deep structures. Only the main features will be described here (see [21] for details).
The case in which the architecture as a whole is performing regression is considered here. Within the architecture, the expert networks perform regression in regions of input space, whereas the gating networks essentially perform classi®cation over the entire input space since their task is to select the appropriate expert network in order to produce the output value. The observed input± output pairs used for training the HME can be denoted as x; y.
The various parts of the architecture will now be described. Expert network i; j produces output l ij as a linear function of the input x, i.e. l ij U ij x, where U ij is a weight matrix of dimensionality n Â m in the case where there are m elements in the input vector and n elements in the output vector.
The top-level gating network produces intermediate variables n i , also as linear functions of the input vector: n i v T i x, where v i is a weight vector. Subsequently, the ith output of the gating network is produced by the``softmax'' activation function g i e n i = P k e n k , where the g i values are positive and sum to one for each x. This is the mechanism which enables gating networks to perform classi®cation. Likewise, the outputs of the lower-level gating networks are de®ned as follows: n ij v T ij x, and g j j i e n ij = P l e n il , where g j j i is the jth output of the ith gating network at the second level of the architecture.
The output vector at each non-terminal node of the tree is the weighted sum of the outputs of expert networks below that node, which for the second level is l i P j g j j i l ij . Finally, the output at the top level of the tree is l P i g i l i . Since the values of g and l depend on the input vector x, the ®nal output value of the architecture is a non-linear function of x.
3.3. Training the HME: a maximum likelihood estimation problem
The HME architecture can also be viewed as a statistical model of the observed data, which is assumed to be generated by the environment through a mixture of regressive processes. The HME training task becomes one of identifying the parameters of the expert networks which function as regressive processes P ij y, and gating networks which determine the mixture coecients g i and g j j i . The posterior probabilities h i and h j j i that each branch of the architecture generated the target vector y can also be evaluated using Bayes' formula [21] .
The HME is to be trained as follows. First, a likelihood function which gives the likelihood that the HME architecture generated the observed target value is formulated. The parameters of the HME architecture are then adapted so as to increase or maximize this likelihood measure, i.e., the training task is essentially to solve a maximum likelihood (ML) estimation problem.
On-line training with recursive least squares
From this point onwards, training the HME becomes an optimization problem. In this paper, a second-order method based on Newton±Raphson, known as the recursive least-squares (RLS) algorithm, is used.
For the expert networks, the on-line update rule is given by
where R ij is the inverse covariance matrix for expert network i; j, and h ij h i h j j i . This matrix is updated recursively according to where k (set to 0.99) is a forgetting factor to enable the networks to track time-varying parameters since the posterior probabilities change over time.
The update equations for the top-and lower-level gating networks have a similar form with ln h i and ln h j j i , respectively, replacing y as the target value to be learnt, and the weighting terms 1 and h i , respectively, replacing h ij .
Multi-service connection admission control
In earlier work [33] , we have investigated CAC for the case of a two node network with sessions whose sources generate trac at the same bit rate, and all sessions have the same CLR requirement. In this paper, we consider CAC for a more realistic multi-service scenario with dierent types of trac sources, each having its own trac characteristics and CLR requirement. The method that shall be presented is suitable even for a large ATM network with many switches and potential bottleneck links. It has to ensure that the CLR requirements of all connected sessions are met while achieving high link utilization in the bottleneck links.
In our scheme, all connections are categorized into several categories according to the following criteria: 1. declared trac parameters (PCR and SCR), 2. QoS requirements (the maximum allowable CLR), and 3. service types (e.g. CBR, VBR or ABR). This categorization approach is similar to those adopted by several other papers [17, 18, 23, 34] . According to Hiramatsu [17] , the behavior of cells from many connections that are multiplexed together in an ATM link can be characterized by the number of connections in each category. For practical reasons, the number of categories is usually less than 100. We only consider the maximum allowable CLR as the QoS required by the various sources.
Two priority queues (see Fig. 2 ) are used at each output port of an ATM switch to dierentiate between real-time and non-real-time services. They are (1) the CBR/VBR queue, and (2) the ABR queue. Cells in the CBR/VBR queue have absolute priority over cells in the ABR queue, i.e. the latter is only serviced when the CBR/VBR queue is empty. In each priority queue, cells are queued in a ®rst-in-®rst-out (FIFO) fashion in the ®xed-size buer. In both cases, cells are discarded when the buer is full regardless of which source they originated from. Each queue maintains a separate counter to keep track of its respective CLR.
An HME-based controller is implemented at each ATM switch (see Fig. 3 ). The HME predicts the resulting CLRs for both CBR/VBR and ABR queues at an output port every time when a new connection request is routed through this output port. Thus, the output vector of the HME is twodimensional. Note that more than two priority queues at each output port can be handled by simply adjusting the dimension of the HME's output vector accordingly, shall the need arise. Fig. 4 shows the algorithm for the HME-based controller. At each output queue of an ATM switch, the number of connections in each category n i for i 1; . . . ; k are determined, where k is the total number of trac categories under consideration. These values become the components of a k-dimensional vector which serves as the input pattern to the HME for a particular output port of interest.
For training, the input pattern is n z t n z1 t; n z2 t; . . . ; n zk t T ;
which is the connection pattern at the zth output port at training instant t. For prediction, the input pattern becomes n H z t n z1 t; n z2 t; . . . ; n zC t 1; . . . ; n zk t T ;
where the new connection request passes through the zth output port and belongs to the Cth category. Note that training occurs at ®xed time intervals of Dt, whereas a prediction is made whenever a new connection request arrives. At each training instant t, the CLRs for CBR/ VBR queue and ABR queue from each output port z over the most recent interval Dt, i.e. l VBR;z t and l ABR;z t respectively, are observed and used as targets for training. Speci®cally, we use the on-line RLS learning algorithms described in Section 3.4 to train the HME. Training patterns that consist of both the input connection patterns and the CLR values are also stored in pattern tables (as is done in [17, 33] ) so that they can be reused for training, thus speeding up the learning process of the HME. It is assumed that the number of connections do not change rapidly so that the connection pattern observed at the training instant is responsible for the CLRs l VBR;z t and l ABR;z t observed over the past Dt interval. When a pattern table becomes full, we overwrite the oldest entry with the latest entry received. As our scheme is designed for multiple CLR requirements, the contents of pattern tables are dierent compared to those of [17, 33] . The observed training patterns cannot be classi®ed simply into low-cell-loss-rate events and high-cellloss-rate events as what is``high'' to one category may be considered``low'' to another category that has a less stringent CLR requirement. In this case, two pattern tables are still used: one stores no-cellloss events (called no-cell-loss table), while the other stores events with cell loss (called cell-loss  table) .
After training the HME with the current training pattern from each output port z, which comprises the input pattern n z t and targets l VBR;z t and l ABR;z t, training is repeated using M previously observed training patterns chosen from the pattern tables. For each of these M patterns, the cell-loss table is selected with probability P t while the no-cell-loss table is selected with probability (1 À P t ). A training pattern is then chosen randomly from the selected pattern table. The parameter P t aects the HME controller in the following way. An increase in P t would make the controller more conservative, while a decrease in P t would make it more optimistic. Therefore, a choice of P t 0:5 would strike a balance between these two behaviors.
Fig . 5 outlines the behaviors at the source and destination, while Fig. 6 outlines the behavior at the switch. We de®ne a special type of operations, administration and maintenance (OAM) cell, referred to as a``CAC-cell'': CAC(L VBR ;L ABR ; S VBR ; S ABR ; C), where ·L VBR : sum of estimated CLRs for all CBR/VBR queues along the entire path, ·L ABR : sum of estimated CLRs for all ABR queues along the entire path, · S VBR : most stringent category connected along the path for CBR/VBR queues, Fig. 4 . HME prediction and training procedure.
· S ABR : most stringent category connected along the path for ABR queues, and · C: category of current connection request. A forward CAC-cell is sent from the source to the destination when a connection setup request is received, in addition to other signaling cells. When a switch receives a forward CAC-cell, if it happens to be the ®rst switch encountered by the CAC-cell, it will categorize the connection request into one of the k categories based on its declared QoS requirements and trac characteristics, and update the category number C of the CAC-cell. The CAC-cell is then passed on to the next switch in the path. Upon receiving a forward CAC-cell, the destination returns it back to the source.
On its return trip, the backward CAC-cell updates its information ®elds. Speci®cally, the backward CAC-cell sums up all the estimated CLRs at each forward output buer, thus obtaining an estimate of the overall end-to-end cell loss when it reaches the requesting source. By using a decentralized approach, this scheme is robust against any re-routing that may occur as each HME-predictor only predicts the CLR for its output buer, instead of the end-to-end CLR. The CAC-cell also records the category number of the connection with the most stringent CLR requirement along the forward path.
Two additional rules are also incorporated into the switch behavior (Rule 2c in Fig. 6 ): · If the current ABR queue is very congested (i.e. buer queue length exceeds the fast-down queue threshold DQT), 1 setL ABR to 1.
2
· If the total MCR of all ABR sessions exceeds the maximum ABR bandwidth allocation, set L ABR to the largest possible CLR of 1 as well. 3 For the ®rst rule, it is straightforward to understand why new connections should be rejected if 1 This threshold is de®ned in the ABR¯ow control algorithm described in [29] , exceeding which will lead to fast reduction of ABR source rate. 2 This indirectly causes the rejection of current connection request by Rule 2 in Fig. 5 , regardless of whether it belongs to a CBR/VBR or ABR category. 3 This can only occur when the connection request belongs to an ABR category, and it will also indirectly result in the rejection of the connection request.
the ABR queue is in danger of buer over¯ow. The second rule aims at limiting the total sustainable bit rate used by the ABR sessions. This is to prevent the starvation of new CBR/VBR connection requests, which will be explained shortly.
Upon receiving the backward CAC-cell, the way in which the admission decision is made for a CBR/VBR source diers slightly from that of an ABR source. Due to priority queuing, a CBR/ VBR connection, if accepted, may cause cell loss for the existing ABR 4 connections even though it may not cause any cell loss for the existing CBR/ VBR connections. Thus, it is not sucient to look at the estimated CLR for CBR/VBR alone when a CBR/VBR connection request arrives. In order to honor the agreed CLR requirements in the existing Fig. 6 . Outline of the switch behavior for multi-service HME-based CAC.
service contracts for all trac types, a new CBR/ VBR connection can only be accepted if the total estimated CLRs for both CBR/VBR and ABR connections do not violate the CLR requirements of their most stringent connections along the entire path.
The admission decision for ABR connection requests should not depend on the estimated CLRs of the CBR/VBR queues. This is because the ABR service has a lower priority, and its acceptance should have negligible eect on the CBR/VBR CLR (assuming that the switching fabric is fast enough). In addition, cell loss in CBR/VBR queue is not always accompanied by cell loss in ABR queue. Therefore, a new ABR connection request can be accepted as long as the total estimated CLR for ABR alone does not violate the CLR requirements of the most stringent ABR connection.
However, these decision rules may lead to the starvation of CBR/VBR services. New CBR/VBR connection requests may be persistently rejected when predictions indicate that the existing ABR sessions may not meet their CLR targets. On the other hand, CAC decisions for ABR connection requests are made without any concern about existing CBR/VBR connections. As a result, the ABR services may dominate the link utilization such that the ABR output queues are always at the onset of congestion, while the CBR/VBR applications have little share of the bandwidth. This explains why a limit has to be imposed on the total MCR of all connected ABR sessions, as implemented by Rule 2c of the switch behavior shown in Fig. 6 . 5 
Experimental details

Network topology
The network topology used in the experiments for multi-service CAC is shown in Fig. 7 .
The network topology comprises four ATM switches connected by 150 Mbps 6 links. The Fig. 7 . Network topology for multi-service CAC simulations. 5 These concerns about ABR services are important only if the ABR services have non-zero MCRs. Otherwise, all ABR connection requests can be accepted. 6 This is approximately the actual bandwidth available after accounting for the synchronous optical network (SONET) overhead.
broadband terminal equipments (B-TEs) that are connected to the ATM switches are in turn connected to many user terminals (not shown
Trac sources and parameters used
The CBR sources used are assumed to send cells at PCR for their entire connection lifetime, while the ABR sources used are assumed to be persistent.
There are many existing models for simulating VBR sources. A popular example is the interrupted¯uid process (IFP) [11, 14] , where both the burst period (ON) and the silence period (OFF) are drawn from exponential distributions. During the ON mode, cells are transmitted at PCR. Parameters such as the mean burst length (t ON ), the mean interval between bursts (t OFF ), and the PCR, have to be speci®ed. It is important to stress here that the proposed HME-based CAC controller does not rely on the trac models used ± they are used in the simulations merely for trac generation purpose.
There are seven trac categories used in the simulations, out of which Categories 1, 2 and 3 are CBR, Categories 4 and 5 are VBR, Categories 6 and 7 are ABR. The trac characteristics for the various categories are shown in Tables 1±3. It is assumed that all sources conform to their declared trac characteristics and usage parameter control (UPC) functions exist to enforce these. The interarrival times and holding times of all connections are exponentially distributed, and all rejected connections are assumed to be lost. For the ABR services, the intelligent congestion control technique developed by Siu and Tzeng [29, 31] is used for¯ow control. Table 4 shows other miscellaneous simulation parameters and the¯ow control parameters used.
Note that the limit imposed on the total MCR of all connected ABR sessions was chosen to be 5 Mbps, and this limit was applied to both CAC schemes used in the simulations. From Table 1 , it can be seen that all the three CBR categories have the same mean holding time and mean inter-arrival time. This implies that all the three categories will have the same average number of connections in the absence of a CAC controller. Any dierence is therefore due to the decisions made by the CAC controller in its eort to guarantee CLR requirements of the connected sessions. Among the three categories, Category 3 has the largest PCR. Thus, a wrong decision which leads to an extra Category 3 connection being accepted at the onset of congestion is more severe, compared to if the same were to happen for the other two categories. Nevertheless, a fair CAC scheme should not starve any of the categories. Table 2 shows that the mean holding time and mean inter-arrival time of the VBR categories are the same as the CBR categories. The implication described earlier for CBR categories applies here as well: a wrong decision for Category 5 is more severe. Both Category 4 and 5 use the IFP model described above.
From Table 3 , it can be seen that the ABR categories have the same mean inter-arrival time as the other trac sources. However, the mean holding time cannot be speci®ed as it depends on the network load condition ± transmission rates for the ABR categories are high when the network is lightly loaded, and low otherwise. Note that each ABR category comes with a MCR, which is non-zero. This is essential for recent proposals to support multimedia applications over the ABR service [35] . The implication is that the ABR categories will transmit cells at a non-zero rate even in the event of network congestion. As a result, CAC has to be applied for the ABR categories as well so as to guarantee the CLR requirements of the connected sessions.
Experiments
It is generally dicult to establish fair experimental settings to compare the performance of dierent CAC schemes. Nevertheless, in order to provide some insight into how well our scheme works, we have chosen to compare it against a classic equivalent bandwidth method proposed by Guerin et al. [14] . Speci®cally, we carried out simulations using the following two dierent CAC schemes: · EB: the equivalent bandwidth method proposed by Guerin et al. [14] , with some modi®cation, and · HME: the proposed HME-based CAC scheme. The EB scheme uses the equations derived in [14] to determine the equivalent bandwidth of multiple VBR sources (Categories 4 and 5) when they are multiplexed together, and is only valid for sources belonging to the IFP model. For CBR and ABR sources, PCR and MCR are allocated, respectively. This agrees with intuition that the CBR sources have equivalent bandwidths equal to their PCR, since they do not exhibit any bit rate¯uc-tuation. Also, the inclusion of the lower-priority ABR sources will not aect the service behavior of the CBR/VBR sources. This permits a reasonably fair comparison between the EB scheme and our proposed scheme.
For our simulations with only seven trac categories, a 1-level HME with 8-experts was found to be sucient. All the weights of the gating and expert networks were initialized to small random values. This causes the HME controller to make wrong decisions initially when the HME is still learning the relationship between the observed trac patterns and their corresponding CLRs, but it improves rapidly thereafter.
For each CAC scheme, the simulation duration was 100 s. In order to evaluate the performance of dierent CAC schemes under rapidly changing trac characteristics, there were no ABR connection requests (i.e. Categories 6 and 7) in the t 0± 10, and 20±30 s intervals.
Results and discussion
As CAC decisions between two end-users are mainly in¯uenced by the availability of bandwidth throughout the entire path, attention should be focused on the bottleneck links of the network. For the network topology used in the simulations, the major bottleneck link is LS34. Hence, the main concern is the performance at the output port of SW3 which serves the link LS34.
The performance of both CAC schemes will be evaluated based on: (1) CLR, (2) link utilization, (3) throughput, (4) total declared peak and sustainable bit rates of all connected CBR/VBR sessions, and (5) the call rejection ratio (CRR) of dierent trac categories. Item (4) demonstrates whether a scheme is biased against bursty VBR sources with high peak bit rates but low sustainable bit rates. Note that ABR source parameters are excluded from the total declared peak and sustainable bit rate computations as they do not have sustainable bit rates, and their peak bit rates are set to be equal to the link capacity. Table 5 shows the throughput and cell loss results obtained at the SW3 output port. In general, the CRR for each scheme increases for categories that have higher bit rate requirements. For instance, among the CBR categories, Category 3, which has the largest peak bit rate, also has the largest CRR. For the VBR categories, Category 5 has higher CRR than Category 4 since it has higher PCR and SCR than the latter. The same observation applies for the ABR services, where Category 7 has a higher CRR than Category 6 since it has a higher MCR. Note that the CRRs for the ABR sources are much higher than the other categories because the total MCR of all connected ABR sources cannot exceed 5 Mbps in the simulations. It is also interesting to compare the CRRs between the CBR and the VBR trac sources, while keeping in mind that all CBR and VBR have the same average connection arrival rates and connection holding times. Ideally, the VBR sources can bene®t from statistical multiplexing and their CRRs should not be too dierent from those of CBR sources if their SCRs are comparable. Any vast dierence in CRRs is thus an indication that the particular CAC scheme is biased against certain categories. Detailed comparisons will be made in the following discussions on both CAC schemes.
EB
From Fig. 8(a) , it can be seen that the EB method achieves very high link utilization. Throughout the entire 100 s simulation period, link utilization reaches 100% very frequently. During the intervals 0±10 and 20±30 s when ABR trac is absent, extremely high link utilization is achieved without any cell loss. During the other intervals when ABR trac is present, few ABR cells but no CBR/VBR cells are lost. From Table 5 , it is observed that the EB scheme achieves a high average link utilization of approximately 93%. Thus, the EB scheme seems to be nearly perfect in terms of achieving high throughput and low CLR performance here. However, a closer look at Table 6 shows that Category 5 has a larger CRR than Category 3, even though its SCR is lower than that of the latter. The high utilization observed is therefore due to the smaller number of bursty sources being accepted. Inherently, the EB scheme is slightly biased against bursty VBR sources, since such sources tend to have higher equivalent bandwidth compared with less bursty or nonbursty sources.
HME
As the HME-based controller starts with random internal weights in the HME, it makes some decision errors which lead to cell losses during the 0±60 s simulation period. In fact, these errors enable the HME-based controller to learn to recognize high CLR trac patterns and improve its performance. The observations for dierent intervals within the simulation period are presented below (refer to Fig. 8(b) 
0±10 s: This interval only consists of CBR and VBR trac. After some initial cell losses, the HME learns and is able to maintain high link utilization, occasionally reaching full link utilization.
10±20 s: When trac characteristics change with the injection of ABR trac, utilization by CBR/VBR trac decreases slightly because new CBR/VBR connection requests are rejected whenever the ABR queue faces congestion. This is the result of the destination behavior rule shown in Fig. 5 , whereby a CBR/VBR connection request cannot be accepted if the predicted CLR for existing ABR sessions violates the requirement previously promised. Nevertheless, the 5 Mbps ceiling imposed on the total MCR of all connected ABR sessions served to prevent too many ABR sessions from being accepted, which may otherwise result in starvation of CBR/VBR requests. The ABR sources utilize nearly all the remaining bandwidth that are not used by the CBR/VBR sources. As no cell loss occurs in this interval, the HME is unable to learn any cell-loss patterns from the mixing of CBR, VBR and ABR trac.
20±30 s: With the absence of ABR trac again, the CBR/VBR utilization increases to achieve higher bandwidth eciency, thus demonstrating its adaptability to trac changes. However, there are occasional cell losses in this interval as weight values learnt during the 0±10 s interval have changed slightly during the time the HME learns no-cell-loss patterns in the 10±20 s interval.
30±60 s: When ABR trac is introduced again, the HME attempts to adapt to the current trac characteristics. Occasional cell losses occur for both CBR/VBR and ABR queues as the HMEbased scheme searches for the decision boundary. This happens now because cell-loss patterns did not occur earlier during the 10±20 s interval when there was a mixture of CBR, VBR and ABR trac, and the HME did not have a chance to learn the high cell-loss patterns properly. 60±100 s: This is the period in which the HME has become accustomed to the trac characteristics and is performing well. As can be seen from Fig. 8(b) , high link utilization is achieved by the CBR/VBR sources, occasionally reaching full link utilization without incurring any cell loss. It is remarkable that zero cell loss is achieved even for the lower-priority ABR sources that have MCRs to satisfy.
Although a large number of cell losses for CBR/ VBR connections seem to have occurred (see Table 5 ), all these cell losses occurred during the 0±60 s simulation period when the HME has not yet learnt the trac patterns accurately. It should be emphasized here that the HME was initialized with random weights in the simulations to illustrate its ability to adapt to the changing trac patterns rapidly. A fully-trained HME can be used for actual implementation, while allowing it to ®ne-tune its weight parameters via on-line learning.
For the lower-priority ABR sources, the number of cells lost is rather low and occurred entirely in the ®rst half of the simulation period. By the time the ABR trac is injected, the HME internal weights are no longer random, so the HME requires less time to adapt to the new trac characteristics. In contrast, the EB scheme had cell loss for ABR trac even in the 80±90 s interval. The HME's throughput is approximately 2% lower than the EB scheme during the 0±60 s simulation period, and 5% lower than the latter during the 60±100 s simulation period. The trade-in for the zero CLR performance was thus the slight reduction in total throughput.
From the total declared peak and sustainable bit rate plots, it is observed that the gap between the two plots is wider than for the EB scheme. Thus, it is not as biased against bursty VBR sources. This is illustrated by the lower CRR obtained by the HME scheme for Category 5. This is another reason why the EB scheme achieves higher throughput than the HME scheme, because throughput can apparently be increased by accepting a larger number of less bursty (Category 4) or non-bursty (CBR) connections.
It must be emphasized here that the EB scheme performed reasonably well in the simulations because the trac model used to generate the trac matches the model used for its derivation. In real applications, trac models are mere approximations of the source behavior. Slight deviations from the assumed trac model can thus lead to sharp deterioration in its performance. In addition, it is very dicult to pick the right trac model in real-time based on the few trac parameters declared during connection setup time. In the next section, we shall see how the EB method could suer deterioration in its performance when there is a mismatch between the trac model assumed and the trac generation characteristics.
A dierent VBR trac model
The key advantage of the HME scheme is that it does not require trac modeling, whereas the EB scheme used earlier assumes that the VBR sources follow the IFP model. The performance of analytical methods is expected to deteriorate when the trac sources do not conform to the trac models under which the methods are derived. The HME scheme, on the other hand, can be applied even in situations where the actual trac parameters are either intractable or too computationally intensive in real-time.
In this section, we consider how the EB and HME methods perform when the VBR categories conform to a dierent trac model. Speci®cally, both Categories 4 and 5 are now assumed to be generated using the interrupted Bernoulli process (IBP) model. The IBP model has ON and OFF states drawn from an exponential distribution, similar to the IFP model. However, during the ON period, the source does not always transmit at PCR. Instead, the ON period is divided into intervals of length D, where D is the inter-arrival time between cells at PCR. At each of these intervals, a cell is transmitted with a probability P ON , where 0 6 P ON 6 1 (see Fig. 9 ). For a required SCR, P ON can be computed as follows:
The interval length D is simply
The IFP model used earlier is a special case of this model, where P ON is 1.0. Table 7 shows the trac characteristics used for generating Categories 4 and 5 in the simulation. Note that both categories have the same SCRs as in the previous simulations. Now, there is a mismatch between the VBR source model used in the derivation of the equivalent bandwidth in the EB method and the actual VBR trac in the network. To better illustrate the eects of this mismatch on the EB method, we removed all CBR and ABR sources from the current simulations. Fig. 10 shows the CLR, link utilization and total declared peak and sustainable bit rate plots obtained from the simulations. Table 8 shows the
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Cell transmits with probability P Cell transmits with probability P ON ON OFF OFF Fig. 9 . The IBP model. Fig. 10 . Performance at the SW3 output port (serving LS34) for two dierent CAC schemes, with trac generated using IBP: (a) EB; (b) HME. throughput and cell-loss results while Table 9 shows the CRRs for Categories 4 and 5.
EB
From Fig. 10(a) , it is observed that the EB method does not suer from any cell loss throughout the entire simulation period. However, further examination of the plot shows that this is the result of very poor link utilization. From Table  8 , it can be seen that the average link utilization is only about 27% throughout. This is the direct consequence of a mismatch between the actual trac model (IBP) and the model under which the EB scheme was based (IFP). The EB scheme overestimates the equivalent bandwidth of the trac sources, causing a lot more connection requests to be rejected than necessary. Even though the total declared peak bit rate of all connected sessions is close to 200 Mbps, the total declared sustainable bit rate is at a miserably low of 40 Mbps.
HME
Similar to the results obtained for the HME scheme shown in Section 6.2, the HME makes occasional mistakes during the initial simulation period. However, it is observed from Fig. 10(b) that the main bulk of cell loss is limited to the ®rst 0±10 s of the simulation period. This corresponds to the period when the HME is still vigorously modifying its internal weights from its initial random values. Subsequently, average CLR for the remaining 10±100 s simulation period is at a low of 3:23 Â 10 À6 . Note that the HME learns the trac patterns much faster than in the previous simulation because only two trac categories have been used here.
From Fig. 10(b) , it is observed that link utilization is very high throughout the entire simulation period, with an average of 83.6% (from Table  8 ) after the HME has learnt. The total declared peak bit rate is well above 600 Mbps, while the total declared sustainable bit rate is about 120 Mbps. The HME scheme is able to achieve high statistical multiplexing gain using real-time adaptation, while keeping CLR low. Table 9 shows the CRRs for Categories 4 and 5 for both schemes. Clearly, the HME scheme has very low CRRs compared with those obtained by the EB scheme.
The results for the simulation clearly shows that the proposed HME-based scheme is able to adapt to dierent trac conditions. High link utilization and low CLR can be achieved once the HME has learnt the mapping between the trac patterns and the resulting CLR. It must be emphasized that no trac modeling is necessary to achieve all these results.
Comments
Our main objective of this paper is to propose a new approach towards multi-service CAC. To our knowledge, we are the ®rst to propose a CAC scheme that caters for ABR CLR in an integrated manner. This makes it even more dicult for us to establish fair experimental settings to compare its performance with other existing CAC algorithms proposed in the literature. However, in order to provide some insight into how well our scheme performs, we have chosen to compare our scheme against the classic equivalent bandwidth method proposed in [14] for its simplicity, even though it is widely known that the latter is often highly conservative [11, 26] .
In our earlier work [33] , we have demonstrated that the HME outperforms the MLP in a simple CAC scenario with a single trac type. In addition, it is already widely known in the literature that modular NNs such as the HME are able to learn complex functions more rapidly than nonmodular NNs [30, 37] . Thus, we feel that it is unnecessary to devote the paper to compare our scheme against the MLP. Nonetheless, we have performed experiments using a 8-8-2 MLP in place of the HME. Similar to our HME approach, we utilized on-line learning with random weight initializations. Due to slow learning, excessive cell losses occurred continuously throughout the entire 100 s simulation period because more than 99% of the connection requests were accepted. We do not compare our method against other NN approaches as well; fair comparisons among NNs are extremely dicult, because dierent NNs have dierent architecture and parameter settings. For instance, one might argue that the MLP could be made more powerful by increasing the number of hidden layers and neurons. The main objective of using the HME in our approach is to illustrate that it has a great potential for the complex task of learning the admission regions for a multi-service CAC scenario. We hope that with the promising results obtained in our work, we would be able to spur the interest of the research community to consider using the HME in their approaches in place of non-modular NNs such as the MLP.
Recently, there has been increasing interest in measurement-based admission control (MBAC) methods [5, 8, 13] , where trac characteristics such as eective bandwidth and CLR are estimated through direct measurements of trac parameters or buer occupancy. Our proposed scheme is similar to measurement-based techniques in the sense that we relate connection patterns to the average CLR observed in previous time window, and used them to train the HME. By doing so, we have assumed that the trac processes are stationary and ergodic. Comparisons between our proposed method and other existing measurementbased approaches would be interesting, but extra care has to be taken to make the experimental settings as fair as possible. For instance, the method proposed in [5] is mainly designed to handle single type of calls sharing a buer, and could potentially result in very conservative estimates if modi®ed to handle multiple call types.
As mentioned earlier, we have utilized on-line learning in our simulations with random weight initializations. This is to demonstrate the HME's ability to adapt rapidly to complex multi-dimensional connection patterns. As the HME controller learns, new calls are rejected whenever the resulting connection patterns are predicted to violate CLR requirements. As a result, the number of training patterns that correspond to high CLRs are very limited, and new training patterns with high CLRs are obtained on the¯y only when wrong decisions are made. It is therefore dicult to quantify the convergence times of the HME in our approach. However, we would expect actual convergence times to increase with the dimension of the connection patterns. We have also experienced diculty in measuring the HME's prediction accuracy because call requests with high predicted CLRs are rejected, therefore the connection patterns used for the prediction in such cases were never realized eventually.
In the simulations, all multiplexer buers make use of FIFO queuing. As a result, CLRs for all sessions sharing the same buer are identical. When many sessions having dierent CLR requirements are multiplexed together, the switch has to ensure that the most stringent CLR requirement among all sessions is met. Hence, those sessions which do not require such stringent CLR performance enjoy better QoS than is required. Higher throughput can be achieved and more connections can be accepted if each session only obtains the exact CLR performance which it requires. However, this could only be achieved by implementing some form of buer management and scheduling policy at the switches, which is beyond the scope of this paper.
Our proposed HME controller is scalable. An increase in the number of queues at each output port could be met with a corresponding increase in the dimension of the HME's output vector. Similarly, an increase in the number of trac classes could be met with a corresponding increase in the dimension of its input vector. Although these could lead to a slower convergence rate, as with any other NN, the bulk of the training could be performed o-line as mentioned above. Also, note that the complexity of the HME does not depend on load apart from the fact that more call arrivals would require more decisions to be handled by the HME predictor. The maximum number of call arrivals per unit time that could be handled would in turn depend on the processing speed of the ASIC used.
The mean connection holding times and mean interarrival times of connection requests used in the simulations are rather short, compared to real application parameters. The choices are limited by the time taken to simulate the network behavior, which could be intolerably long when cell-level characteristics are of interest. Because we are estimating CLR based on fraction of lost cells over small observation time windows, the variance of the observed CLR could become very large. This is also why our target CLRs are chosen to be rather large (between 10 À4 to 10 À3 ) in the simulations. As mentioned in [5] , the variance could be reduced by adopting a``virtual buer approach''. Speci®cally, a smaller virtual buer could be used so as to increase the frequency of buer over¯ows in order to collect more samples. The CLR of the actual buer size could then be extrapolated using the shape of CLR versus buer size derived using theory of large deviations. A smaller CLR variance obtained this way is expected to improve the performance of our scheme.
For our simulations, we have made use of the unmodi®ed intelligent congestion control technique proposed in [29] for ABR¯ow control. Performance is expected to improve further if the HME-based preventive¯ow control scheme proposed by us in [31] is integrated with the multiservice CAC scheme.
Conclusion
In this paper, we have proposed an integrated approach towards multi-service CAC that utilizes a powerful modular NN known as the HME. The approach makes use of CLR predictions by an HME at each switch in the path from source to destination in order to make the CAC decision. It does not require precise models of source trac characteristics in order to perform well. Although the controller does not perform well initially due to random weight initializations, the HME adapts quickly and good performance is achieved within a short time. The fast learning capability of the HME is attributed to its modular structure and the second-order on-line learning algorithms used. This overcomes the de®ciencies of slow learning in many other NN-based CAC schemes that use MLPs. The performance of the proposed HME scheme can be further improved by o-line pretraining using data captured from real network, before allowing it to ®ne-tune its weights via online training in a real network.
Unlike most existing NN-based CAC schemes that tackle only one trac category at a single network node, our proposed scheme can handle CAC for multiple service categories in an end-toend fashion.
The introduction of an HME-based controller into an ATM switch increases the complexity of the switch, but it may be worthwhile, considering the bene®ts it can bring. One possible way is to make use of inexpensive DSP or RISC processors to implement the HME control schemes in the switch, thus allowing the main switch processor to be dedicated to the necessary switch functions such as address decoding and signaling.
