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Abstract
In this paper we consider the existence and uniqueness of global solutions to linear
dynamical equations for a Banach space on time scales from a new point of view. We
characterize those linear dynamical equations for a Banach space whose existence
and uniqueness of global solutions do not depend on concrete time scales.
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1 Introduction
The calculus of time scales was introduced by Hilger in his PhD dissertation [] in order to
unify continuous and discrete analysis. In , Bohner and Peterson published a compre-
hensive introduction to time scales []. Another book which consolidates further research
in the area is []. The reader is referred to [–] for better understanding of time scales.
We begin with introducing brieﬂy some notation and terminologies.
We denote a time scale, which is a closed subset of the real numbers, by the symbol T.
Thus R and Z, i.e., the real numbers and the integers, are the examples of time scales.
The forward jump operator and backward jump operator σ ,ρ : T→ T and the graininess
μ : T → [,∞) are deﬁned by σ (t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t} and μ(t) :=
σ (t) – t for t ∈ T, respectively (supplemented by inf∅ = supT and sup∅ = infT). A point
t ∈ T is called right-dense, right-scattered, left-dense, left-scattered, if σ (t) = t, σ (t) > t,
ρ(t) = t, ρ(t) < t hold, respectively. The set Tk which is derived from the time scale T is
deﬁned as follows: If T has a left-scattered maximum m, then Tk = T – {m}. Otherwise,
Tk = T.
Let X be a complex Banach space, B(X ) be the class of all bounded linear operators
on X . A delta derivative for a function f : T→X was introduced by Hilger [].
Let t ∈ Tk . Then we deﬁne f (t) to be the element in X (provided it exists) with the
property that given any ε > , there is a neighborhood U of t (i.e., U = (t – δ, t + δ)∩T for
some δ > ) such that ‖[f (σ (t)) – f (s)] – f (t)[σ (t) – s]‖ ≤ ε|σ (t) – s| for all s ∈ U(t, δ). In
this case, f (t) is called the delta (or Hilger) derivative of f at t. Moreover, f is said to be
delta (or Hilger) diﬀerentiable on Tk if f (t) exists for all t ∈ Tk .
This delta derivative is equal to f ′ (the usual derivative) if T = R, and it is equal to 
f
(the usual forward diﬀerence) ifT = Z. So, the study of dynamical equations on time scales
allows a simultaneous treatment of diﬀerential and diﬀerence equations. And this ﬁeld has
attracted many researchers’ attention.
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Especially for linear dynamical equations in ﬁnite-dimensional spaces on time scales,
a lot of results have been obtained (see [–, –]). While for dynamical equations in
Banach spaces on time scales, only a few results have been obtained (see [, , ]). In [,
], Hilger obtained the existence and uniqueness conditions for the global solutions to
nonlinear and linear dynamical equations, while the conditions are closely dependent on
the concrete time scales. It is natural to ask whether or not there exists a class of equations
whose existence and uniqueness of global solutions do not depend on the concrete time
scales.
In this paper, we consider the linear dynamical equation of the IVP
{
y(t) = A(t)y + g(t),
y(t) = y,
()
where T is a time scale, the function y is from T to X , y ∈X , g : T→X is rd-continuous
and A : T→ B(X ) is rd-continuous in the strong operator topology (SOT).
The purpose of this paper is to investigate those classes A of operators satisfying that
for any time scaleT, ifV (A) := {A(t) ∈ B(X ) : t ∈ T} ⊆A, then equation () has exactly one
global solution on the whole time scale. In order to state our main result, we ﬁrst deﬁne a
class U of operators as
U :=
{
A ∈ B(X ) : σ(A)∩R– = ∅
}
,
where σ(A) := {λ ∈ C : A – λI is not invertible} denotes the spectrum of A and R– :=
(–∞, ).
The main result of this paper is the following theorem.
Theorem . The class U is the largest one of those classes A ensuring that equation ()
has exactly one global solution for any time scale T and any rd-continuous A : T → B(X )
with V (A)⊆A.
From Theorem . we obtain the largest class of equations whose existence and unique-
ness of global solutions do not depend on the concrete time scales. In Section , we make
some preparations about time scales and show some needed lemmas. In Section , we give
the proof of Theorem ..
2 Preparations
Firstly, we introduce some needed deﬁnitions.
Deﬁnition . [] A function f : T → X is said to be rd-continuous if it is continuous at
right-dense points in T and its left-sided limits exist at left-dense points in T. The set of
all rd-continuous functions f : T→X will be denoted by Crd(T,X ).
Similarly, the set of all rd-continuous functions f : T→ B(X ) in the norm topology will
be denoted by Crd(T,B(X )).
Deﬁnition . [] A function A : T→ B(X ) is called regressive if I +μ(t)A(t) is invertible
for all t ∈ Tk .
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Deﬁnition . [] Let T be a time scale andX be a Banach space. A function f : T×X →
X is said to be
(i) rd-continuous if g(t) = f (t,x(t)) is rd-continuous for any continuous function
x : T→X ;
(ii) regressive at t ∈ Tk if the mapping id +μ(t)f (t, ·) :X →X is invertible (where id is
the identity function), and f is called regressive on Tk if f is regressive at each
t ∈ Tk ;
(iii) bounded on a set S ⊂ T×X if there exists a constantM >  such that ‖f (t,x)‖ ≤M
for all (t,x) ∈ S.
Firstly, we introduce the existence and uniqueness theorem for the dynamical equation
{
y(t) = f (t, y),
y(t) = y,
()
where T is a time scale, the function y is from T to X , y ∈ X , f (t, y) is a function from
T×X →X .
Lemma . [] If f (t, y) is regressive and rd-continuous on Tk , then equation () has ex-
actly one global solution on T.
Especially for the linear form of equation (), we obtain simpler conditions in the fol-
lowing lemma.
Lemma . Let T be some time scale and f (t, y) = A(t)y + g(t), where A : T → B(X ) and
y, g : T→X . Then the following two statements hold.
(i) The function f (t, y) is regressive on Tk if and only if the function A(t) is regressive on
Tk .
(ii) The function f (t, y) is rd-continuous on Tk if and only if the function A(t) is
rd-continuous in the strong operator topology and g(t) is rd-continuous on Tk .
Proof (i) ‘ ⇒’. Assume that f (t, y) = A(t)y + g(t) is regressive on Tk . Then, for any t ∈ Tk ,
b(t) := I + μ(t)f (t, ·) : X → X is invertible. So [I + μ(t)A(t)] = b(t) – μ(t)g(t) is invertible
from X to X and therefore A(t) is regressive on Tk .
‘ ⇐’. If the functionA(t) is regressive onTk , then for any t ∈ Tk , I +μ(t)A(t) is invertible
on X . And then [I +μ(t)A(t)](·) +μ(t)g(t) is invertible from X to X .
(ii) ‘ ⇒’. From Deﬁnition ., it is easy to see that g(t) is rd-continuous on Tk if we take
the continuous function y(t) ≡ . Similarly, for any ﬁxed y ∈ X , let the function y(t) ≡ y
on T, then A(t)y + g(t) is also rd-continuous. Therefore A(t)y = (A(t)y + g(t)) – g(t) is rd-
continuous on Tk . So the function A(t) is rd-continuous in the strong operator topology.
‘ ⇐’. For any continuous function y(t) on Tk , and any ﬁxed right-dense point t ∈ Tk ,
we have
∥∥A(t)y(t) –A(t)y(t)∥∥≤ ∥∥A(t)(y(t) – y(t))∥∥ + ∥∥(A(t) –A(t))y(t)∥∥.
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So it suﬃces to show that for any ε > , there exists δ >  such that for any t with |t– t| <
δ, we have ‖A(t)y(t) –A(t)y(t)‖ < ε.
If not, then there exist ε >  and a sequence {tn}∞n= with limn→∞ tn = t such that
∥∥A(tn)(y(tn) – y(t))∥∥ > ε for n≥ . ()
For A(t) being rd-continuous in the strong operator topology, we have
lim
n→∞A(tn)y = A(t)y for any y ∈X .
So supn≥ ‖A(tn)y‖ <∞ for any y ∈X . By the principle of uniform boundedness [], there
existsM >  such that supn≥ ‖A(tn)‖ <M. And then limn→∞ ‖A(tn)(y(tn)–y(t))‖ =  from
the continuity of y(t). This is a contradiction to inequality ().
So f (t) = A(t)y(t) is continuous on right-dense points. Similarly, we can show that for
left-dense points, the left-sided limits of f (t) = A(t)y(t) exist. 
It should be noticed that the proof of Lemma . is independent of special time scale
features, except for the notion of rd-continuity at the end. We can obtain the following
corollary easily by Lemma . and Lemma ..
Corollary . LetT be some time scale, f (t, y) = A(t)y+g(t) be the right-hand side of equa-
tion (). If the function A(t) is regressive and rd-continuous in the strong operator topology
on Tk , g(t) is rd-continuous on Tk , then equation () has exactly one global solution on T.
Remark . Corollary . implies the result for ﬁnite-dimensional spaces (see [, Theo-
rem .]) and improves the conclusion for inﬁnite-dimensional spaces (see [, Section ])
because the strong operator topology is equal to the norm topology in ﬁnite-dimensional
spaces but weaker than the latter in inﬁnite-dimensional spaces.
Therefore the condition ‘strong operator topology’ in (ii) of Lemma . cannot be re-
placed by ‘norm topology’. In fact, we have the following counterexample.
Example . Let L[, ] be the space of Lebesgue square integrable functions on [, ],
and let B(L[, ]) be the class of all bounded linear operators on L[, ]. For t ∈ [, ] and






⎩x(s) if s ∈ [, t), if s ∈ [t, ].
Then A : [, ] → B(L[, ]) is an operator-valued function. We ﬁrst show that A(t) is
rd-continuous in strong operator topology.
Arbitrarily, choose x ∈ L[, ]. For any t ∈ (, ) being right-dense, we have
lim
t→t
∥∥(A(t) –A(t))x∥∥ = limt→t
∫
[t,t)or[t,t)
∣∣x(s)∣∣ ds = .
This implies thatA : [, ]→ B(L[, ]) is continuouswith respect to the SOT in the range
space. On T = [, ] the two notions of rd-continuity and continuity coincide.
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On the other hand, it is obvious that for any t, t′ ∈ [, ], t > t′,A(t)–A(t′ ) is an orthogonal
projection on L[, ] with norm . Therefore we conclude that A(t) is not rd-continuous
in the norm topology.
3 Proof of themain result
FromLemma . andCorollary ., we can see that existence and uniqueness of the global
solution to equation () depend closely on the regressivity of the operator-valued function
A(·). Now we are going to give the proof of the main theorem.
Proof of Theorem . We give the proof by two steps.
Step . U is a class of operators which ensures that equation () has a unique solution for
any time scale T and any A : T→ B(X ) with V (A)⊆A.
We have the graininess μ : T → [,∞). If V (A) ⊆ U , then I + μ(t)A(t) is invertible for
any t ∈ Tk . So A(·) is regressive on any time scale. Moreover, we know from equation ()
that g(·) is rd-continuous and A(·) is rd-continuous in the strong operator topology. From
Corollary ., equation () has a unique solution on the whole time scale.
Step . Suppose that M is a class of operators with M  U satisfying condition (i). We
need only to prove that there exist a time scale T and a function A from T to B(X ) with
V (A)⊆M such that equation () either has no solution or has at least two solutions on T.
Take A ∈M\U, then there exists λ >  such that –λ ∈ σ (A).We consider the following













(A + λI)y(t), y(t) = y.
It follows from –λ ∈ σ (A) that A + λI is not invertible.
If A + λI is not injective, then y(t – λ ) is not unique.
If A + λI is not surjective, then we can choose y ∈X \R(I + λA) (whereR(I + λA) is
the range of (I + 
λ
A)). Hence y(t – λ ) does not exist. This completes the proof. 
Remark . For B(X ) being the matrix algebra Mn(C), it is easy to see that the closure
of U is equal to Mn(C). Hence we can deduce that U is a very large class of operators in
Mn(C). We can also consider the closure and interior of the class U in a Hilbert space in
the future.
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