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ONE-SIDED SCALING LIMIT OF MULTICOLOR BOX-BALL SYSTEM
ATSUO KUNIBA AND HANBAEK LYU
ABSTRACT. A random box-ball system starts with occupying each of the first n boxes inde-
pendently with a ball of random color from {0,1, · · · ,κ}, where balls of color 0 are consid-
ered as empty boxes. The time evolution is defined by a successive application of the com-
binatorial R, and possesses a κ-tuple of Young diagrams as the complete set of conserved
quantities. Using a Markov chain method, we show that if we scale the rows of each of
the invariant Young diagrams by 1/n, it converges to some limiting shape as n →∞ at an
exponential rate. Furthermore, we determine the limiting shape by ratios of Schur poly-
nomials with initial ball densities as parameters. We also derive similar results through an
alternative method using the Fermionic form and Thermodynamic Bethe Ansatz, which
apply once we condition the initial measure on the set of highest states. By a large devia-
tions principle, we identify the limiting shapes of invariant Young diagrams correspond-
ing to the unconditioned and conditioned initial measures.
1. INTRODUCTION
The basic κ-color box-ball system (BBS) is a cellular automaton on the half-integer lat-
ticeN. At each discrete time t ≥ 0, the system configuration is given by a coloring X t :N→
{0,1, · · · ,κ} with finite support. When X t (x)= i , we say that site x is unoccupied at time t if
i = 0, and occupied with a ball of color i at time t if 1≤ i ≤ κ. To define the time evolution
rule, for each 1≤ a ≤ κ, let Ka be the operator on the set {0,1, · · · ,κ}N of all (κ+1)-colorings
onN defined as follows:
(i) Label the balls of color a from left to right as a1, a2, · · · , am .
(ii) Starting from k = 1 to m, move ball ak to the leftmost unoccupied site to its right.
Now the time evolution (X t )t≥0 of the basic κ-color BBS is given by
X t+1 =K1 ◦K2 ◦ · · · ◦Kκ(X t ) ∀t ≥ 0. (1)
A typical 4-color BBS trajectory is shown below.
t = 0 : 112140101214204420120000000000000000000000000000
t = 1 : 010240101021421140142200000000000000000000000000
t = 2 : 001024010100210024011144220000000000000000000000
t = 3 : 000102401010002102400011104422000000000000000000
t = 4 : 000010240101000021240000011100442200000000000000
t = 5 : 000001024010100000124200000011100044220000000000
t = 6 : 000000102401010000012042000000011100004422000000
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2 ATSUO KUNIBA AND HANBAEK LYU
The basic κ-color BBS was introduced in [25], generalizing the original κ = 1 BBS first
invented in 1990 [27]. In the most general form of the BBS, each cite accommodates a
semistandard tableau of rectangular shape with letters from {0,1, · · · ,κ} and the time evo-
lution is defined by successive application of the combinatorial R (cf. [6, 8, 16, 11]). The
basic κ-color BBS treated in this paper corresponds to the case where the tableau shape is
the single box.
Observe that if there is a string of length k consecutive balls of non-decreasing colors,
then each of the balls moves at least distance k in one iteration of the update rule. Suppose
there is a such sequence of length k1, followed by a sequence of m 0’s, and then another
non-increasing sequence of balls of length k2. Also note that if k1 ≤m ≤ k2, then the two
sequences do not interact in one iteration and the spacing becomes m+(k2−k1)≥m. On
the other hand, if k1 > k2, then the longer sequence on the left eventually catches up the
shorter one and interfere. Since there are only finitely many balls in the initial configura-
tion X0, it is not hard to observe that after a finite number of iterations, the system decom-
poses into a disjoint non-interacting sequence of balls of non-increasing colors, whose
lengths are non-decreasing from left to right. Each of such non-interacting sequence of
balls is called a soliton, and such decomposition is called a soliton decomposition of the
system (X0)t≥0.
Given a basic κ-color BBS configuration X0 :N→ {0,1, · · · ,κ}, its soliton decomposition
may be encoded in a Young tableau whose j th column corresponds to j th longest soliton.
For instance, below is the Young tableau corresponding to the soliton decomposition of
the t = 6 instance of the 4-color BBS given before:
4
4 1
2 1 4
2 1 2 2 1 1 1 4 2 1
(2)
For κ = 1, such a Young tableau is filled with all 1’s, so its shape contains all relevant
conserved quantities. For κ > 1, however, solitons possess not only their length but also
their internal degrees of freedom. It turns out that we need a κ-tuple of Young diagrams
(µ(1),µ(2), · · · ,µ(κ)) to fully describe all such conserved quantities, where µ(1) encodes the
lengths of solitons and the other ‘higher order’ Young diagrams describe their internal
degrees of freedom. They provide a proper label of iso-level sets of the basic κ-color BBS
[16]. For our running example of 4-color BBS, the four invariant Young diagrams are
µ(1) = , µ(2) = , µ(3) = , µ(4) = . (3)
Recently, Levine, Lyu, and Pike studied various soliton statistics of the κ= 1 BBS when
the system is initialized according to a Bernoulli product measure with ball density p on
n boxes [18]. One of their main result shows that for any p ∈ (0,1) and integer i ≥ 1, the
i th row length of the invariant Young diagram µ(1) scales asymptotically linearly in n. This
suggests that if we scale the Young diagram horizontally by 1/n, then the sequence of
random Young diagrams should converge to some limiting shape.
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In this paper, we establish a similar convergence result for the basic κ-color BBS with
random initial configuration. Our approach is based on realizing the accompanying car-
rier process as an irreducible Markov chain on a finite state space and identifying its
unique stationary measure. This enables us to establish limit theorems of the row lengths
such as the strong law of large numbers and the large deviations principle. The latter
pushes the same strong law under conditioning the initial measure on the subset called
highest states. We are then able to obtain an alternative expression for the limiting shapes
of the invariant Young diagrams by exploiting further connections to the Fermionic for-
mula and Thermodynamic Bethe ansatz known in the representation theory of quantum
affine algebras and the Yang-Baxter integrable systems (see, e.g., [11]).
1.1. Notation. We denote by Z the set of integers, and byN andN0 the set of positive and
nonnegative integers, respectively. When a,b are integers, we denote by [a,b] the integer
interval {k ∈Z : a ≤ k ≤ b}.
1.2. Organization. In Section 2, we give a brief introduction to the combinatorial R and
define the invariant Young diagrams associated to a basic κ-color BBS configuration. We
give complete statements of our main results in Section 3. In Section 4, we first establish
the irreducibility of the carrier process and identify its unique stationary measure (Theo-
rem 1), and then prove various limit theorems for the row lengths of the invariant Young
diagrams (Theorems 2, 4.9, and Corollary 4). We then study the effect of conditioning the
initial measure on the highest states and prove Corollary 6 in Section 5. In the last section,
Section 6, we prove Theorem 7 using the Fermionic formula, and obtain a simple prod-
uct formula for the limiting shape of the invariant Young diagrams (Theorem 8) by the
method of Thermodynamic Bethe Ansatz. A more general result in this direction has been
obtained recently in [14]. The case treated in this paper corresponds to its one parameter
specialization, which deserves an independent report due to the nontrivial factorization
of the final result in (31).
2. THE COMBINATORIAL R AND THE ENERGY MATRIX
The basic κ-color BBS has another description in terms of the crystal base theory [12]
and the combinatorial R. While the definition of time evolution of BBS given in (1) in-
volves the nonlocal movements of balls, such a crystal theory formulation has a fully local
description in terms of the accompanying ‘carrier process’, which was first introduced in
[26] for the original κ= 1 BBS. In the multicolor case, a similar carrier version of the time
evolution can be defined, and the action of the carrier on each box is given by the com-
binatorial R. We give a brief introduction in this section, and refer to [11, 17] for more
backgrounds and details.
2.1. Combinatorial R and the local energy H . Fix an integer parameter κ ≥ 1. For each
integer 1 ≤m ≤ κ and n ≥ 1, let B (m)n = B (m)n (κ) be the set of all semistandard tableaux of
rectangular shape (m×n) with letters from {0,1, · · · ,κ}. Equivalently, it is the set of all (m×
n) matrices whose entries are from {0,1, · · · ,κ} and are weakly increasing on the rows and
strictly increasing in columns. For a semistandard tableau b and an integer x ≥ 0, denote
by (b ← x) the tableau obtained by inserting x into b using Schensted row insertion. If
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x were a row vector (x1, x2, · · · , xr ) of nonnegative integers, then we can define (b ← x)
similarly by (· · · (((b ← x1)← x2) · · ·← xr ). For example,(
1 2
3 4
← 1 3 4
)
=
(
1 1
2 4
3
← 3 4
)
=
(
1 1 3
2 4
3
← 4
)
=
1 1 3 4
2 4
3
. (4)
For each element B ∈B (m)n , denote by row(B) the element in B (1)mn obtained by concatenat-
ing the rows of B from bottom to top to the right. For example,
row
(
1 2
3 4
)
= 3 4 1 2 . (5)
Then, it is known that [24] there exists a unique map R : B (a)c ×B (r )s → B (r )s ×B (a)c , (C ,B) 7→
(B ′,C ′) satisfying
(B ← row(C ))= (C ′← row(B ′)). (6)
We call this unique map the combinatorial R. We denote R2(C1, x1) ∈ B (a)c denotes the
second component of the image R(C1, x1).
The associated local energy is a function H : B (a)c ×B (r )s →N0 where
H(C ,B)= ∑
i>max(a,r )
length of the i th row of (B ← row(C )). (7)
For our running example in (4), we have
H
(
1 2
3 4
, 1 3 4
)
= 1. (8)
Since the combinatorial R is defined through the factorization condition (6), one needs
to compute the image given a pair (C ,B) of semistandard Young tableaux. An algorithm
for such computation is known [22, p.55], even though it is somewhat cumbersome. In
the special case of the combinatorial R acting on B (a)c ×B (r )s with a = r = 1 or c = s =
1, a diagramatic computation rule was given in [21]. In the appendix, we give a simple
algorithm for the case r = s = 1, which is sufficient to completely analyze the basic κ-color
BBS.
2.2. The carrier processes and the energymatrix. At the beginning of Section 2, we men-
tioned that the basic κ-color BBS can be formulated in terms of the ‘carrier’ and the com-
binatorial R. One of the advantages in such formulation is that its entire κ-tuple of in-
variant Young diagrams can be extracted by simply running carriers with different shapes
over a given basic κ-color BBS configuration. In this subsection, we introduce a formal
setup to state such observation.
Fix a basic κ-color BBS configuration X , which we may identify with a map N→ B (1)1 =
B (1)1 (κ). Fix integers (a,c) ∈ [1,κ]×N. Let U (a)c ∈ B (a)c be the (a× c) tableau such that each
box in its i th row is filled with i − 1 ∈ {0,1, · · · ,κ}. We define two maps Γ : N0 → B (a)c and
X ′ :N→B (1)1 as follows. First let Γ(0)=U (a)c and then recursively for each x ≥ 1, we require
R(Γ(x−1), X (x))= (X ′(x),Γ(x)) ∈B (1)1 ×B (a)c , (9)
where R is the combinatorial R defined in the previous subsection.
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In words, we run a B (a)c -carrier on the array X starting with the initial tableau U
(a)
c .
The carrier with a certain state ∈ B (a)c acts on the next site with state ∈ B (1)1 according to
the combinatorial R, producing a site state and new carrier state. Hence Γ(x) may be
regarded as the carrier state after scanning the sites in the interval [1, x]. In this sense, we
call Γ(a)c = (Γ(x))x≥0 the B (a)c -carrier process over X (see Figure 1). The integer parameters
c and a are called the capacity and height of the carrier, respectively.
  
1 
0 
2 
𝑚௝
(௔) 
𝜌ଵ
(௔) 
𝜆ଵ
(௔) 𝑗 
𝑖 𝐸௜
(௔) 
0 0 0 
1 1 1 
1 2 0 3 0 0 
1 
0 0 
1 1 1 
0 0 1 
1 1 2 
0 
2 
0 1 
1 2 
1 
0 
2 
0 1 
1 2 
0 
1 
3 
0 2 
1 2 
0 
3 
0 2 
1 1 
0 
3 
0 0 
1 1 
0 
3 
0 0 
1 1 
0 
1 2 2 0 
⋯ 
FIGURE 1. Initial basic 3-color BBS configuration X = (12203100 · · · ) (top row) as-
sociated B (2)3 -carrier process Γ
(2)
3 (middle row), and new basic 3-color BBS con-
figuration X ′ = (10011220 · · · ) (bottom row). At each crossing in the diagram, a
carrier state Γ(x − 1) and a box state X (x) are mapped to a new box state X ′(x)
and a new carrier state Γ(x) by the combinatorial R.
An important fact is that if a = 1 and c ≥ 1 is large enough relative to the total number
of balls in X , then the induced update mapT (a)c : X 7→ X ′ in fact agrees with the time evo-
lution of the basic κ-color BBS given in (1) (see. e.g., [10]). Hence, this gives an alternate
characterization of the basic κ-color BBS defined in the introduction1
The major advantage of the above construction of the basic κ-color BBS is that we
get conserved quantities by simply running carriers of different capacities and heights.
Namely, for a given basic κ-color BBS configuration X and for each integers c ≥ 1 and
1≤ a ≤ κ, we define its (row transfer matrix) energy
E (a)c (X )=
∞∑
x=1
H(Γ(x−1), X (x)), (10)
where Γ(a)c = (Γ(x))x≥0 is the B (a)c -carrier process over X , and H is the local energy func-
tion introduced in the previous subsection. One can see that (10) is convergent from the
definition (7). These quantities can be collected as a (∞×κ) integer matrix E(X ) whose
(c, a) entry is E (a)c (X ), which we call the energy matrix of X . For the running example of
4-color BBS given in the introduction, we have
X = (11214010121420442012000 · · · ) 7→ E(X )=

10 5 2 1
13 7 3 2
15 8 4 3
16 9 4 4
16 9 4 4
...
...
...
...

. (11)
1 The update map T (a)c may not preserve number of balls when a > 1, as seen in Figure 1. In order to
make it a time evolution that preserves number of balls, we need to introduce ‘barriers’ at the right tail of the
state space. See [14, Subsection 2.2] .
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The invariants corresponding to the first column of the energy matrix were introduced
in [6]. Based on the successive application of the Yang-Baxter equation for the combi-
natorial R, the authors also established its time invariance. A similar method shows the
time invariance of the entire energy matrix. Namely, for any basic κ-color BBS trajectory
(X t )t≥0, we have
E(X t )≡ E(X0) ∀t ≥ 0. (12)
Given the invariance of the energy matrix, we construct a κ-tuple of invariant Young di-
agrams (µ(1)(X t ), · · · ,µ(κ)(X t )) by setting the length of the i th row of the ath Young diagram
µ(a)i (X t ), which we denote by ρ
(a)
i (X t ), through the following relation
ρ(a)1 (X t )+·· ·+ρ(a)i (X t )= E (a)i (X t ) ∀ i ≥ 1 and 1≤ a ≤ κ. (13)
We note that there is another construction of these invariant Young diagrams using the
Kerov-Kirillov-Reshetikhin bijection [13] The equivalence between the two constructions
is proven in [23]. Hence (13) does indeed define valid Young diagrams.
We remark that ‘physical’ meaning of the energy matrix can be given in terms of the
soliton decomposition. For instance, let t ≥ 1 be large enough so that all solitons of differ-
ent lengths are separated with enough spacing between them. If we run the B (1)1 -carrier
over X t , then the summation (10) for E
(1)
1 (X t ) picks up the left boundaries of distinct soli-
tons, so the corresponding energy equals the total number of solitons, as seen from (13)
with i = a = 1. More generally, ρ(1)i (X t ) equals the number of solitons of length ≥ i (see [6]
for a proof). See [16] for soliton interpretations of the higher order Young diagrams.
3. STATEMENT OF RESULTS
Let p = (p0, p1, · · · , pκ) be a probability distribution on {0,1, · · · ,κ} such that pi > 0 for
all 0≤ i ≤ κ. Let X p be a random mapN→ {0,1, · · · ,κ} drawn from the product probability
measure Pp, where Pp(X p(x)= i )= pi independently for all x ∈N and 0≤ i ≤ κ. For each
integer n ≥ 1, denote by X n,p the random basic κ-color BBS configuration obtained by the
following truncation
X n,p(x)= X p(x) ·1(1≤ x ≤ n). (14)
If we run the B (a)c -carrier over the infinite i.i.d. basicκ-color BBS configuration X
p, then
the associated carrier process Γ(a)c = (Γ(x))x≥0 becomes a stochastic process. In fact, since
its evolution is determined by the combinatorial R and the i.i.d. input X p, the carrier
process becomes a Markov process on the finite state space B (a)c = B (a)c (κ). We call this
Markov chain as the B (a)c -carrier process over X
p.
The main subject in this paper is a scaling behavior of the basic κ-color BBS trajectory
(X t )t≥0 initialized at the random configuration X0 = X n,p, as n →∞. The grounding result
in this paper is that the carrier processes over X p is an irreducible Markov chain with a
unique stationary measure, which is given by a simple product form. Furthermore, its
partition function (normalization constant) becomes a Schur polynomial.
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For a Young diagramλ= (ρ1, · · · ,ρκ+1) of row lengths ρ1 ≥ ·· · ≥ ρκ+1 and for parameters
w1, · · · , wκ+1, the Schur polynomial sλ(w1, · · · , wκ+1) is defined by
sλ(w1, · · · , wκ+1)=
det
(
w
ρ j+κ+1− j
i
)κ+1
i , j=1
det
(
wκ+1− ji
)κ+1
i , j=1
. (15)
Let (ca) denote the (a× c) Young diagram (c,c, · · · ,c).
Theorem 1. The B (a)c (κ)-carrier process over X
p is an irreducible Markov chain with a
unique stationary measure pi(a)c =pi(a)c (κ,p). Furthermore, pi(a)c is given by
pi(a)c (C )=
1
Z (a)c
κ∏
i=0
pmi (C )i , (16)
where mi (C ) denotes the number of i ’s in the semistandard tableau C and the normaliza-
tion constant Z (a)c = Z (a)c (κ,p) is given by
Z (a)c (κ,p)= s(ca )(p0, p1, · · · , pκ). (17)
We remark that Z (1)1 = p0+p1+·· ·+pκ = 1 and pi(1)c = p. Our proof of the irreducibility
depends on an algorithmic characterization of the combinatorial R acting on B (a)c ×B (1)1 .
On the other hand, the stationarity of pi(a)c is shown by a similar argument for a more gen-
eral result [14, Prop. 3.2]
With Theorem 1 at hand, we can apply standard limit theorems for additive functionals
of Markov chains for the row transfer matrix energy E (a)c (X
n,p). Here we state the strong
law of large number (SLLN) and the large deviations principle (LDP). See Theorem 4.9 for
limit theorems describing fluctuation of the energy matrix.
Theorem 2. Consider the basic κ-color BBS initialized at X n,p.
(i) (SLLN) For each integers c ≥ 1 and 1≤ a ≤ κ, define a constant ε(a)c = ε(a)c (κ,p) by
ε(a)c (κ,p)=
1
Z (a)c
∑
C∈B (a)c (κ)
κ∏
j=0
p
m j (C )
j
( ∑
C (a,1)<i≤κ
pi
)
, (18)
where Z (a)c and m j (C ) are as defined before. C (a,1) is the bottom left entry of the
semistandard tableau C . Then ε(a)c ∈ (0,1) and almost surely as n →∞,
n−1E (a)c (X
n,p)→ ε(a)c . (19)
(ii) (LDP) There exists a convex rate function Λ∗ such that Λ∗ ∈ (0,∞) on [0,ν] \ {ε(a)c } for
some ν ∈ (ε(a)c ,1) and
lim
n→∞
1
n
logPp
(∣∣n−1E (a)c (X n,p)−ε(a)c ∣∣≥ u)=−min(Λ∗(ε(a)c −u),Λ∗(ε(a)c +u)). (20)
Remark 3. The quantity ε(a)c can also be written as a ratio of Schur polynomials:
ε(a)c (κ,p)=
s(ca ,1)(p0, · · · , pκ)
s(ca )(p0, · · · , pκ)
. (21)
A more general result has been given in Example 3.3 and equation (22) in [14], where ε(a)c
is denoted by h(a)c .
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According to (13), Theorem 2, and Remark 3, it follows that the invariant Young dia-
grams converge if we scale their rows by the reciprocal of system size 1/n.
Corollary 4. Consider the basic κ-color BBS initialized at X n,p. Then for each i ≥ 1 and
1≤ a ≤ κ, almost surely as n →∞, we have
n−1ρ(a)i (X
n,p)→ f (a)κ,p (i ) :=
s(i a ,1)(p0, · · · , pκ)
s(i a )(p0, · · · , pκ)
− s((i−1)a ,1)(p0, · · · , pκ)
s((i−1)a )(p0, · · · , pκ)
> 0, (22)
where we set the last fraction equals to zero for i = 1. Furthermore, a large deviations esti-
mate similar to (20) holds. In particular, if κ= a = 1 and q := p1/p0, then
f (a)κ,p (i )=
{
(q−1)2q i
(q+1)(q i−1)(q i+1−1) if p1 6= 1/2
1
2i (i+1) otherwise.
(23)
Remark 5. Note that the function f (1)1,p is invariant under the swapping transformation p=
(p0, p1) 7→ p′ = (p1, p0) (see Figure 2). This gives the ‘row version’ of the duality between
the supercritical and subcritical BBS with ball densities p and 1−p, observed in [18] (see,
in particular, Lemma 6.2).
  
𝑚௝
(௔) 
𝜌ଵ
(௔) 
𝜆ଵ
(௔) 𝑗 
𝑖 𝐸௜
(௔) 
𝜇(௔) 
𝑦 = exp ቆ
−(9𝑥 + 1) + √9𝑥ଶ + 18𝑥 + 1 
6𝑥
ቇ 𝑦 =
−𝑥 + √𝑥ଶ + 2𝑥 
2𝑥
 
0.25 0.25 0.25 0 0
  0 
0
  0 
      
𝑦 = exp ቆ
−(9𝑥 + 1) + √9𝑥ଶ + 18𝑥 + 1 
6𝑥
ቇ 
FIGURE 2. Invariant Young diagram µ(1) corresponding to the single-color BBS
of system size n = 500000 with ball densities p = 1/3 (left), 1/2 (middle), and 2/3
(right). The equations for the limiting curve are obtained as the inverse of f (1)1,p in
(23).
Our next set of results consider the random basicκ-color BBS conditioned on the ‘high-
est states’. Namely, a given basic κ-color BBS configuration X0 :N→ {0,1, · · · ,κ} is said to
be a highest state if for all n ≥ 1,
#(balls of color i in X0 over [1,n])≥ #(balls of color i +1 in X0 over [1,n]) ∀0≤ i < κ,
(24)
where we interpret balls of color 0 as empty boxes. The following concentration result is
a consequence of Corollary 4 and estimating the probability of sampling a highest state
from X n,p using a generalized Ballot theorem.
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Corollary 6. Consider the basic κ-color BBS initialized at X n,p conditioned on the highest
states. Suppose p0 ≥ p1 ≥ ·· · ≥ pκ. Let f (a)κ,p be the same function as in Corollary 4. Then for
each i , a ≥ 1,
n−1ρ(a)i (X
n,p)→ f (a)κ,p (i ) (25)
almost surely as n →∞.
The above corollary implies that the same limiting curve f (a)κ,p describing the asymptotic
profile of invariant Young diagrams for the i.i.d. BBS X n,p still gives the limiting shape af-
ter the highest state conditioning. We call the phenomenon the ‘asymptotic equivalence’
between unconditioned and highest state BBS (see Remark 5.4). This allows us to incor-
porate powerful techniques developed for BBS started from a highest state.
Indeed, if we condition the random BBS configuration X n,p on the highest states, we
are able to obtain a precise law on the invariant Young diagrams of the system using the
so-called Fermionic formula. In order to state the result, let us introduce the following
quantities (See Figure 3 for illustration).
m(a)i =number of the length i columns in µ(a), (26)
Cab = 2δa,b −δa,b−1−δa,b+1, (27)
E (a)i =
∑
j≥1
min(i , j )m(a)j = ρ(a)1 +ρ(a)2 +·· ·+ρ(a)i , (28)
v (a)i = nδa,1−
κ∑
b=1
CabE
(b)
i . (29)
Here δa,b = 1(a = b) is the Kronecker delta, the matrix (Cab)1≤a,b≤κ is the Cartan matrix of
slκ+1, and the quantity v (a)i is called vacancy. Recall that (28) was the defining equation
for the row lengths ρ(a)i , where E
(a)
i = E (a)i (X0) means the row transfer matrix energy.
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𝜇(௔) 
𝑦 = exp ቆ
−(9𝑥 + 1) + √9𝑥ଶ + 18𝑥 + 1 
6𝑥
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FIGURE 3. Illustration of notation for the of the ath Young diagram µ(a). E (a)i
denotes the area of the shaded region.
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Theorem 7. Consider the basic κ-color BBS initialized at X n,p conditioned on the highest
states. Then the law on the set of all κ-tuple of invariant Young diagrams is given by
Pp(µ
(1), · · · ,µ(κ))= 1
Zn
e−
∑κ
a=1βa
∑
i≥1 i m
(a)
i
κ∏
a=1
∏
i≥1
(
v (a)i +m(a)i
m(a)i
)
, (30)
where the chemical potentials βa are defined by eβa = pa−1/pa for 1 ≤ a ≤ κ and Zn is the
normalization constant.
For our last result, we specialize the initial configuration by letting pi ∝ q i for 0 ≤ i ≤
κ, where q ∈ (0,1) is a parameter. In this case, by using Thermodynamic Bethe ansatz
we obtain a factorized form of the limiting curve f (a)κ,p in Corollary 6. By the ‘asymptotic
equivalence’ this in fact applies to the unconditioned BBS.
Theorem 8. Consider the basic κ-color BBS initialized at X n,p, where pi ∝ q i for all 0 ≤
i ≤ κ for some parameter 0< q < 1. Then almost surely as n →∞,
n−1ρ(a)i (X
n,p)→ q
i+a−1(1−q)(1−q a)(1−qκ+1−a)
(1−qκ+1)(1−q i+a−1)(1−q i+a) . (31)
Note that when κ = a = 1, the formula (31) agrees with (22) in Corollary 4, which was
obtained by a completely different method. We also remark that (31) is a special case
pi ∝ q i of the result for general density p0 > p1 > ·· · > pκ in [14, Sec. 6].
4. LIMIT THEOREMS FOR THE ROWS
In this section, we first establish the irreducibility and identify the unique stationary
measure of the carrier process, as stated in Theorem 1. Since each entry E (a)c (X
n,p) of
the energy matrix is the sum of a functional of the carrier process augmented with new
site states (see (10)), we may apply limit theorems developed for such partial sums. The
strong law of large number (Theorem 2 (i)) and functional CLT and persistence scaling
(Theorem 4.9) follow from a standard theory of Markov chains. However, we need some
more work to show that the large deviations rate function Λ∗(u) is strictly positive for
u 6= ε(a)c (Theorem 2 (ii)). This will be crucial in pushing the strong law under the highest
state conditioning in Section 5.
4.1. Irreducibility and stationarity of the carrier process. We prove Theorem 1 in this
subsection. We first take a look at an illustrative example of B (1)5 (2)-carrier process.
Example 4.1. Let κ= 2 and ball density p= (p0, p1, p2), where pi > 0 for all 0≤ i ≤ 2. Con-
sider the carrier process Γ(1)5 over X
p. We may identify a tableau C ∈B (1)5 (2) with an integer
vector (c1,c2) ∈N20 such that c1+ c2 ≤ 5, where ci = #(balls of color i ∈C ). For example,
0 0 1 2 2 ' (1,2). (32)
Then by invoking the algorithm for computing the combinatorial R given in the appendix,
we can obtain the state space diagram of this chain as shown in Figure 4.
Since pi > 0 for all 0 ≤ i ≤ 2, clearly the chain is irreducible. Since the state space is
finite, there must be a unique stationary measure, which we may denote by pi= pi(1)5 (κ,p)
ONE-SIDED SCALING LIMIT OF MULTICOLOR BBS 11
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑋(𝑥)   
𝑋ᇱ(𝑥) 
Γ(ହ)(𝑥) 
0 1 7 13 𝑥 
5ଶ 
Y௦ଵ 
Y௦ଶ 
(0, 0) 
𝑝଴ 𝑝ଵ 
𝑝ଶ 
𝑝ଵ 𝑝଴ 
𝑝ଶ 
𝑝ଶ 
𝑝଴ 𝑝ଵ 
6 
5 
4 
3 
2 
1 
10 
(1, 0) 
(0, 1) 
` ` ` ` 
` ` ` 
` ` 
` 
(5, 0) 
𝑝଴ 𝑝ଵ 
𝑝ଶ 
𝑝଴ 𝑝ଵ 
𝑝ଶ 
𝑝଴
𝑝ଶ 
𝑝ଵ 
𝑝଴ 𝑝ଵ 
𝑝ଶ 
𝑝ଵ 
(0, 5) 
𝑝ଶ 
(0, 0) 
𝑝଴ 
FIGURE 4. State space diagram for the carrier process Γ(1)5 on the state space
{(c1,c2) ∈N20 |c1+c2 ≤ 5}. Each vertex has coordinate (c1,c2), where ci is the num-
ber of balls of color i currently in the carrier. The transition kernel is illustrated
in blue arrows with probabilities pi ’s.
in this example. Observe that this stationary measure is characterized by the following
detailed balance equations:
pi(a,b)=pi(a,b+1)p0+pi(a−1,b)p1+pi(a+1,b−1)p2 for 1≤ a,b and a+b ≤ 4
pi(a,0)=pi(a+1,0)p0+pi(a−1,0)p1+pi(a,1)p0 for 1≤ a ≤ 4
pi(0,b)=pi(0,b+1)p0+pi(1,b−1)p2+pi(0,b−1)p2 for 1≤ b ≤ 4
pi(a,b)=pi(a−1,b)p1+pi(a+1,b−1)p2+pi(a−1,b+1)p1 for 1≤ a,b and a+b = 5
pi(0,0)=pi(0,0)p0+pi(1,0)p0+pi(0,1)p0
pi(5,0)=pi(4,0)p1+pi(5,0)p1+pi(4,1)p1
pi(0,5)=pi(0,4)p2+pi(1,4)p2+pi(0,5)p2
(33)
It is straightforward to check that the stationary measure pi is given by
pi(a,b)= 1
Z (1)5
p5−a−b0 p
a
1 p
b
2 , (34)
where the partition function Z can be written as
Z (1)5 =
∑
a,b,c≥0
a+b+c=5
pa0 p
b
1 p
c
2. (35)
N
Our proof of the irreducibility of the carrier process relies on Proposition 4.3, which
gives an algorithm for direct computation of the combinatorial R and the local energy
function H acting on B (a)c ×B (1)1 . This part may be regarded as a special case of the general
algorithm known for B (a)c ×B (s)r for example in [22, p.55]. Our algorithm consists of two
essential steps, namely, the reverse bumping and column insertion. The former is the re-
verse of the usual Schensted row insertion (T ← x) from the bottom to the top row (See [7,
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p.8].) The latter is the usual Schensted column insertion from the first to the last column.
(See [7, p.186].)
More precisely, we define a map R˜ : B (a)c ×B (1)1 →B (1)1 ×B (a)c , (T, x) 7→ (y,S), as below. Let
z be the number inscribed in the bottom left box in the tableau T .
(i) (reverse bumping) Case x > z. Replace the rightmost element x ′ such that x ′ < x in the
bottom row of T by x. Replace the rightmost element x ′′ such that x ′′ < x ′ in the
row above (row (c−1)) of T by x ′. Perform the similar replacements all the way to
the top row. The resulting (a× c) tableau is S, and the last replaced letter from the
top row is y . The algorithm then halts.
(ii) (column insertion) Case x ≤ z. Replace the topmost element x ′ such that x ′ ≥ x in
the first column of T by x. Replace the topmost element x ′′ such that x ′′ ≥ x ′ in
the second column of T by x ′. Perform the similar replacements all the way to the
last column. The resulting (a×c) tableau is S, and the last replaced letter from the
rightmost column is y . The algorithm then halts.
Example 4.2. We give four instances of the map R˜. In this example we use ⇒ and ⇓ to
indicate the intermediate steps of the reverse bumping and column insertion for single
row and column, respectively.(
0 1 1
2 3 4
, 3
)
7→
(
3 ⇒
0 1 1
2 3 4
)
7→
(
2 ⇒ 0 1 1
3 3 4
)
7→
(
1 , 0 1 2
3 3 4
)
, (36)
(
0 1 1
2 3 4
, 2
)
7→
 2⇓
0 1 1
2 3 4
 7→
 2⇓
0 1 1
2 3 4
 7→
 3⇓
0 1 1
2 2 4
 7→ ( 4 , 0 1 12 2 3
)
, (37)
(
0 1 1
2 2 4
4 4 5
, 3
)
7→

3
⇓
0 1 1
2 2 4
4 4 5
 7→

4
⇓
0 1 1
2 2 4
3 4 5
 7→

4
⇓
0 1 1
2 2 4
3 4 5
 7→
(
4 ,
0 1 1
2 2 4
3 4 5
)
, (38)
(
0 1 1
2 2 4
4 4 5
, 0
)
7→

0
⇓
0 1 1
2 2 4
4 4 5
 7→

0
⇓
0 1 1
2 2 4
4 4 5
 7→

1
⇓
0 0 1
2 2 4
4 4 5
 7→
(
1 ,
0 0 1
2 2 4
4 4 5
)
. (39)
Observe from example (39) that if 0 is inserted, then the algorithm always halts by sliding
the top row to the right by a single cell and the (1,1) cell is filled with a new 0. N
Proposition 4.3. We have R˜ =R on any B (a)c ×B (1)1 . Furthermore, the local energy function
H is given by
H(T, x)= 1(x > bottom left element in T ). (40)
Proof. Suppose R : (T, x) 7→ (y,S). Then by definition and duality between row and column
insertion [7, Appendix A.2], we have
(S ← y)= (x ← row(T ))= (x → T ), (41)
where the first equality is due to (6) and → denotes the column insertion [7, p186]. The
second equality follows from the equivalence of the two constructions of product tableaux
ONE-SIDED SCALING LIMIT OF MULTICOLOR BBS 13
based on row and column insertions. Compare the bottom formula on [7, p11] and the top
one on [7, p187]. Let z be the bottom left letter in the tableau T as in the above algorithm
(i) and (ii). (I) Suppose x > z. Then (x → T ) is obtained by attaching a single box contain-
ing x below the first column of T . To find (y,S) from such (x → T ) by the postulate (41) is
done exactly by the reverse bumping procedure in (i). (II) Suppose x ≤ z. Then (x → T )
has the shape of a (a×c) tableau with a single box attached to the right of its first row. Let
S′ be its left (a× c) part and y ′ be the remaining single box. Since y ′ the largest in the first
row of (x → T ), it follows that (S′← y ′)= (x → T ). By the uniqueness, it follows that S′ = S
and y ′ = y . Lastly, from (7) we have H(T, x) = 1 for case (I) and H(T, x) = 0 for case (II),
proving (40). 
Now we are ready to prove Theorem 1. We note that the stationarity of pi(a)c has been
established in the more general BBS in the recent work [14, Prop. 3.2]. We include a proof
of stationarity here since the argument is short and it becomes more transparent in our
current setting of the basic κ-color BBS.
Proof of Theorem 1. We first show that the B (a)c -carrier process over X
p is irreducible. For
a tableau T ∈ B (a)c and its row word row(T ) = t1t2 · · · tac , we denote the reverse row word
by row′(T )= tac · · · t2t1. For any tableau C ∈B (a)c and a word x1x2 · · ·xr , 0≤ xi ≤ κ, define
R2(C , x1x2 · · ·xr ) :=R2(· · ·R2(R2(C , x1), x2) · · · , xr ) ∈B (a)c . (42)
For given two tableaux C ,C ′ ∈B (a)c , say C reaches C ′ if
R2(C , x1x2 · · ·xk )=C ′ (43)
for some xi ∈ {0,1, · · · ,κ}, 1≤ i ≤ r . Lastly, let V (a)c be the ‘lowest tableau’, whose entries in
row a− i are (κ− i ) for all 0≤ i < a.
For the irreducibility of the carrier process, by the independence in X p and since we are
assuming p> 0, it is enough to show that any tableau C ∈B (a)c reaches V (a)c and vice versa.
This is indeed the case since (43) holds for the concatenation x1 · · ·xk = row′(V (a)c )·row′(C ′)
for any C ,C ′ ∈ B (a)c . In fact, using the realization of R by the reverse bumping and the
column insertion, it is not hard to see
R2(C , row
′(V (a)c ))=V (a)c , R2(V (a)c , row′(C ))=C . (44)
See below for an illustration when κ= 5, where we show ⇒ and ⇓ only for the first step of
successive reverse bumping and column insertion for inserting each letter.
3
⇓
0 2
2 3
3 4
 7→

3
⇓
0 2
2 3
3 4
 7→

4 ⇒
0 2
2 3
3 4
 7→

4 ⇒
2 2
3 3
4 4
 7→

5 ⇒
2 2
3 3
4 4
 7→

5 ⇒
2 3
3 4
4 5
 7→ 3 34 4
5 5

2
⇓
3 3
4 4
5 5
 7→

0
⇓
2 3
4 4
5 5
 7→

3
⇓
0 2
4 4
5 5
 7→

2
⇓
0 2
3 4
5 5
 7→

4
⇓
0 2
2 3
5 5
 7→

3
⇓
0 2
2 3
4 5
 7→
0 2
2 3
3 4
(45)
This shows the irreducibility of the B (a)c -carrier process over X
p.
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Next, we show pi(a)c is a stationary measure for the B
(a)
c carrier process over X
p. For each
semistandard tableau T (not necessarily rectangular), denote ewt(T ) =∏κi=0 pmi (T )i , where
mi (T ) denotes the total number of letter i in T as before. For any two rectangular tableaux
S,T , we may denote S ·T = (S ← row(T )) (see (6) and above). Since the total number of
letter i is preserved in each row insertion step, we have mi (S ·T ) = mi (S)+mi (T ). Now
for any (C ,B) ∈ B (a)c ×B (1)1 and (B ′,C ′) ∈ B (1)1 ×B (a)c such that R(C ,B) = (B ′,C ′), we have
C ·B =B ′ ·C ′ by definition so we have
ewt(C )ewt(B) = ewt(C ·B) = ewt(B ′·C ′) = ewt(B ′)ewt(C ′). (46)
Moreover, recall the combinatorial R : B (a)c ×B (1)1 →B (1)1 ×B (a)c is a bijection, so it also gives
a bijection between B (1)1 × {C ′} and its inverse image under R. Hence we have∑
(C ,B)∈B (a)c ×B (1)1
R2(C ,B)=C ′
ewt(C )ewt(B) = ∑
(C ,B)∈B (a)c ×B (1)1
R2(C ,B)=C ′
ewt(B
′)ewt(C
′) = ewt(C ′) ∑
B ′∈B (1)1
ewt(B
′). (47)
Note that ewt(i ) = pi for each 0 ≤ i ≤ κ, so the summation in the last expression equals 1.
Hence dividing both sides by the partition function Z (a)c gives∑
(C ,i )∈B (a)c ×B (1)1
R2(C ,i )=C ′
pi(a)c (C )pi =pi(a)c (C ′). (48)
This shows that pi(a)c is a stationary measure for the B
(a)
c -carrier process over X
p. The
uniqueness follows from irreducibility and the fact that the state space B (a)c (κ) is finite.
The formula (17) is obvious from an alternative definition of the Schur function as the
generating sum of ewt over the semistandard tableaux. 
4.2. SLLN and LDP for the energymatrix. In the previous subsection, we have seen that
the carrier process Γ(a)c = (Γ(x))x≥0 over X p defines an irreducible Markov chain on the
finite state space B (a)c (κ). In addition, the infinite i.i.d. basic κ-color BBS configuration X
p
also defines a Markov chain on B (1)1 (κ), which is irreducible since X
p(x) is i.i.d. over x and
p is positive on every element of B (1)1 (κ). Then it follows that the pair Xt = (Γ(x−1), X p(x))
defines an irreducible Markov chain on finite state space B (a)c ×B (1)1 with unique stationary
measure pi(a)c ⊗p, (C , x) 7→pi(a)c (C )p(x). Note that its transition kernel P is given by
P ((C1, x1), (C2, x2))= 1(C2 =R2(C1, x1))p(x2), (49)
where R2(C1, x1) ∈B (a)c denotes the second component of the image R(C1, x1) of the com-
binatorial R.
In the following proposition, we give some basic estimates about the energy matrix
E(X n,p), which will be used in proving Theorem 2.
Proposition 4.4. Let ε(a)c = ε(a)c (κ,p) be as in (18).
(i) ε(a)c = Epi(a)c ⊗p[H(C , x)] and ε
(a)
c ∈ (0,1).
(ii) For any ε ∈ [0,ε(a)c ) and n ≥ 1,
Pp(n
−1E (a)c (X
n,p)≤ ε)≥ pn0 . (50)
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(iii) There exists ν ∈ (ε(a)c ,1) and δ ∈ (0,1) such that for each ε ∈ (ε(a)c ,ν) and n ≥ 1,
Pp(n
−1E (a)c (X
n,p)≥ ε)≥ δn . (51)
Proof. Recall the chain Xt = (Γ(t −1), X p(t )) on B (a)c ×B (1)1 is irreducible with unique sta-
tionary measure pi(a)c ⊗p.
(i) By Theorem 1 and Proposition 4.3, we have
Epi(a)c ⊗p[H(C , x)]=
1
Z (a)c
∑
C∈B (a)c
∑
0≤i≤κ
1(C (a,1)< i )pi
κ∏
j=0
p
m j (C )
j = ε(a)c . (52)
Furthermore, observe that H(C ,0) = 0 for all C ∈ B (a)c and H(U (a)c ,κ) = 1 due to
Proposition 4.3. Since pi(a)c ⊗p is positive at every element in B (a)c ×B (1)1 , this shows
ε(a)c ∈ (0,1).
(ii) Fix 0≤ ε< ε(a)c . Since Γ(0)=U (a)c and R(U (a)c ,0)= (0,U (a)c ), independence in X p gives
Pp(n
−1E (a)c (X
n,p)≤ ε)≥Pp(E (a)c (X n,p)= 0) (53)
≥Pp(X p(x)≡ 0 ∀1≤ x ≤ n)≥ pn0 . (54)
(iii) Observe that by the irreducibility of the chain Xt , there is a positive fraction τ > 0
of times x ∈ N at which Γ(x − 1) =U (a)c and X p(y) ≡ 0 for all y ∈ [x, x + 3L]. Call
such interval [x, x + 3L] ‘frozen’ since Γ(y) ≡ U (a)c and H(Γ(y − 1), X p(y)) ≡ 0 for
all y ∈ [x, x + 3L]. Now if we replace the configuration X p over the middle third
[x +L, x +2L] appropriately, then we gain additional unit contribution to the en-
ergy E (a)c while maintaining the chain Xt = (Γ(t −1), X p(t )) the same at the begin-
ning and at the end of such interval. By the independence in X p, we can perform
such replacement independently over all such frozen intervals of length 3L with
a positive probability, say, δ. Hence we may perform this replacement for about
τn such intervals appearing in [1,n] to increase the energy E (a)c (X
n,p) by τn at the
cost of exponential probability δn > 0. This shows
Pp(n
−1E (a)c (X
n,p)≥ ε(a)c +τ)≥ δn , (55)
as desired.

Next, we recall a large deviations principle (LDP) for additive functionals of finite-state
irreducible Markov chains. Let (Xt )t≥0 be a Markov chain on a state spaceΩwith transition
kernel P :Ω2 → [0,1]. Let g :Ω→R be a functional, and define Sn =∑nk=1 g (Xk ) with S0 = 0.
We may assume that the following (sufficient but not necessary) conditions are satisfied:
(a) The state spaceΩ is finite;
(b) The Markov chain {Xt }t≥0 is irreducible and has a unique stationary distribution pi.
For each t ∈R, let Pt g be the exponentially weighted transition matrix defined by
Pt g (x, y)= P (x, y)e t g (y). (56)
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Then by Perron-Frobenius theorem, the matrix Pt g has a unique principal eigenvalue
λP (t g )> 0 for any t ∈R. LetΛ(t ) := logλP (t g ) and define its Legendre transform
Λ∗(u)= sup
t∈R
[ut −Λ(t )]. (57)
It is well-known that bothΛ andΛ∗ are convex, and thatΛ is differentiable everywhere in
R (See [2, Section 3.1.1]).
Then Cramér’s theorem for the Markov additive functionals asserts that (see [2, Theo-
rem 3.1.2]) for any closed subset F ⊂R\ {Epi[g (X0)]},
lim
n→∞
1
n
logP(n−1Sn ∈ F )=− inf
u∈F
Λ∗(u). (58)
Now we are ready to prove Theorem 2.
Proof of Theorem 2. Fix integers a,c ≥ 1 and κ≥ a. Let ε(a)c be as in (18). It is well-known
that a finite-state irreducible Markov chain is ergodic. So by Proposition 4.4 (i) and the
Markov chain ergodic theorem (e.g., [3, Theorem 7.2.1]),
n−1E (a)c (X
n,p)→ ε(a)c ∈ (0,1), (59)
almost surely as n →∞. This shows (19).
For the large deviations part, consider the irreducible Markov chain Xt = (Γ(t−1), X p(t ))
on the finite state space Ω = B (a)c ×B (1)1 , where Γ(a)c = (Γ(t ))t≥0 is the carrier process over
X p. Let P be the transition kernel of this chain given in (49). Define Λ(t ) = logλP (t H).
Then (20) follows from (58) by taking F = (−∞,ε(a)c −u]∪ [ε(a)c +u,∞).
Lastly, to show the positivity of Λ∗, let ν ∈ (ε(a)c ,1) be as in Proposition 4.4 (iii). Then
Proposition 4.4 and (58) imply that Λ∗(ε)≥ log p−10 > 0 for all ε ∈ [0,ε(a)c ) and that Λ∗(ε)≥
logδ−1 > 0 for any ε ∈ (ε(a)c ,ν). Then (20) implies that Λ∗(ε) > 0 for all ε ∈ [0,ν] \ {ε(a)c }, as
desired. This shows the assertion. 
Remark 4.5. It is elementary to show that Λ∗(ε(a)c ) = 0. Using the fact that λP (t H) is the
largest real root of the characteristic equation det(xI −Pt H )= 0, it is not hard to show that
there are positive constants ν,c,c ′ > 0 such that Λ(t ) = νt − c +O(1) as t →∞ and Λ(t ) =
−c +o(1) as t →−∞. Then the definition of Λ∗ implies that Λ∗ is strictly decreasing on
[0,ε(a)c ), strictly increasing on (ε
(a)
c ,ν], and equals∞ elsewhere. See the following example.
Example 4.6. Let κ = 2 and consider the carrier process Γ(1)2 with uniform density p =
(1/3,1/3,1/3) (see Example 4.1). The Markov chain Xt = (Γ(t −1), X p(t )) is defined on the
state space B (1)2 (2)×B (1)1 (2) with a (18× 18) transition kernel P given in (49). We apply
the LDP for Sn =∑nk=1 g (Xk ) explained in the above to (10) by setting Sn = E (a)c (X n,p ) and
g =H , where H is the local energy defined in (7). Let Λ(t )= logλP (t H), where λP (t H) be
the largest real root of the following characteristic polynomial of Pt H divided by x12:
x6−x5− 2e
t −1
3
x4− 4e
2t −12e t +1
27
x3+ e
t (5e t −2)
27
x2+ 2e
2t (e t −2)
81
x− e
3t (e t +8)
36
= 0. (60)
By taking partial derivative in t and plugging in (t , x)= (0,1), we get
ε(1)3 =
dΛ(t )
d t
∣∣∣
t=0
= dλP (t H)
d t
∣∣∣
t=0
= 4
9
. (61)
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Note that as t →−∞, λP (t H) is asymptotically the largest real root of
x3(x−1/3)3 = 0, (62)
which is 1/3. Thus Λ(t )=− log3+o(1) as t →−∞. On the other hand, as t →∞, λP (t H)
is asymptotically the largest real root of
x6− 4e
2t −12e t +1
27
x3− e
3t (e t +8)
36
= 0, (63)
so we get
Λ(t )= 2t
3
− log
(
3(
p
5−1)
2
)
+o(1) as t →∞. (64)
By definition (57), this implies that Λ∗ is strictly decreasing on [0,4/9), strictly increasing
on (4/9,2/3], and equals∞ elsewhere. N
Proof of Corollary 4. The first part of the assertion is a direct consequence of Theorem 2
with the relation (28). Next, suppose κ = a = 1. We first compute the partition function
Z (1)c . If we denote q = p1/p0, then
Z (1)c = p00pc1+p10pc−11 +·· ·+pc0p01 =
pc0(1−qc+1)
1−q 1(q 6= 1)+
c+1
2c
1(q = 1). (65)
Hence we obtain
ε(1)c = p1Ppi(1)c (C contains at least one 0)= p1
(
1− p
c
1
Z (1)c
)
(66)
= p1 1−q
c
1−qc+1 1(p1 6= 1/2)+
c
2(c+1)1(p1 = 1/2). (67)
Then a simple algebra shows (23). 
Remark 4.7. The first part of Corollary 4 for κ = 1 case in fact strengthens [18, Lemma
3.4] with a shorter proof, relying on a general large deviations theory for Markov chains.
Also, we remark that one can compute ε(1)c via a completely different method. Namely,
let (Sk )k≥0 be the simple random walk started at S0 = 0 and jumping to the right with
probability p and to the left with probability 1−p. Let ς = inf{k > 0 : Sk = 0} be the first
return time of Sk to 0. Then according to [18, Theorem 1], we have
ε(1)c =P
(
max
0≤k≤ς
Sk ≤ c
)
. (68)
Now considering Sk as the fortune of a gambler after betting k times, using the Gambler’s
ruin probability [3, Ch. 5.7], we arrive at the same expression in (67).
4.3. Fluctuation of the energy matrix. Having established that the rescaled energy ma-
trix n−1E(X n,p) converges almost surely to some limiting matrix at an exponential rate, a
natural next question is about its fluctuation around its mean. We characterize the fluc-
tuation of energy matrix in terms of the functional central limit theorem (FCLT) and its
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‘persistence scaling’. Namely, the central limit theorem about the energy matrix states the
following convergence in distribution
E (a)c (X
n,p)−ε(a)c np
n
⇒ γg Z , (69)
where Z is the standard normal random variable and γg is a quantity that will be defined
shortly. The FCLT gives a stronger version of such diffusive scaling in the process level.
On the other hand, persistence scaling gives the asymptotic behavior as n →∞ of the
probability that the energy E (a)c (X
k,p) beats its mean ε(a)c k for all 1≤ k ≤ n.
To make precise statements, let Xt = (Γ(t −1), X p(t )), where (Γ(t ))t≥0 is the B (a)c -carrier
process over X p. Let pi = pi(a)c ⊗p be its unique stationary measure. Define the centered
energy Sn = E (a)c (X n,p)−ε(a)c n for all n ≥ 1. By the independence in X p, it is not hard to see
that the following quantity
γ2g :=Varpi[H(X0)]+2
∞∑
k=1
Covpi[H(X0), H(Xk )] (70)
is positive and finite. Here γ2g is called the limiting variance of the additive process Sn .
Denote by γg the positive square root of γ2g .
Theorem 4.9. Let pi, (Sn)n≥1, and γg be as before.
(i) (FCLT) Let [S](·) : [0,∞)→R denote the linear interpolation of the points (n,Sn)n≥0 with
setting S0 = 0. Let C [0,1] be the set of all continuous functions [0,1]→ R. Then for
any continuous functional F : C [0,1]→R,
lim
n→∞Epi[F (n
−1/2[S](ns) : 0≤ s ≤ 1)]= Epi[F (γg B)], (71)
where B = (Bs : 0≤ s ≤ 1) is the standard Brownian motion.
(ii) (Persistence) As n →∞,
Pp (S1 ≥ 0, · · · ,Sn ≥ 0 |S0 = 0)∼
γg
(1−ε(a)c )
p
2pi
n−1/2. (72)
Proof. The Markov chain Xt = (Γ(t −1), X p(t )) is not started at the stationary measure pi,
but being a finite-state irreducible chain, it mixes to the stationarity in finite time. Hence
we can apply known limit theorems about stationary ergodic Markov chains. For (i), we
refer to [1, Corollary 3] or [20, Theorem 17.4.4]. For (ii), see [19, Theorem 2]. 
5. CONDITIONING ON THE HIGHEST STATES
In this section we prove Corollary 6. The key question we need to address to do so is
the following: How probable it is to sample a highest state from the i.i.d. basic κ-color BBS
configuration X n,p? This question can be phrased in terms of lattice paths as follows. Let
e1, · · · ,eκ+1 be the standard basis vectors of the (κ+1)-dimensional lattice Zκ+1. The Weyl
chamber of dimension κ+ 1 is the subset Wκ+1 := {(x1, · · · , xκ+1) ∈ Nκ+10 : x1 ≥ x2 ≥ ·· · ≥
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xκ+1}. Given a basic κ-color BBS configuartion X0 :N→ {0,1, · · · ,κ}, define an associated
(κ+1)-dimensional lattice path Sk by S0 = (0, · · · ,0) and
Sk −Sk−1 =
κ∑
i=0
ei+11(X0(k)= i ). (73)
Namely, if there is a ball of color i −1≥ 0 (calling empty box as ball of color 0) at kth box,
then the walk moves a unit step in the i th direction. Then observe that X0 is a highest state
if and only if Sk lies entirely in the Weyl chamber.
For example, if we let κ = 1, p = (1− p, p), and X0 = X n,p, then Sk becomes a simple
directed random walk inN20. If p > 1/2, certainly the probability of sampling a path that is
contained in the 2-dimeionsional Weyl chamber W2 will decay to zero exponentially fast
as n →∞. If 0< p < 1/2, then this probability converges to a nontrivial value in (0,1). For
the general case κ≥ 1, when the ball densities strictly decrease, an elementary probabilis-
tic argument shows that X n,p is a highest state for all n ≥ 1 with a positive probability. This
is the content of the following proposition.
Proposition 5.1. If p0 > p1 > ·· · > pκ, then
Pp (Sk ∈Wκ+1 ∀k ≥ 0)> δ> 0. (74)
Proof. For each integer i , j ≥ 1, define a simple random walk Si jk by S
i j
0 = 0 and
Si jk = #(balls of color i in [1,k])−#(balls of color j in [1,k]). (75)
If i < j , then the random walk Si jk has positive drift so there exists a finite random time τi j
such that Sk −Sτi j ≥ 0 for all k ≥ τi j . Define a random time τ=max0≤ j<i≤κ(τi j ). Then τ is
almost surely finite, so we may choose N1 ≥ 1 large enough so that
P(τ≤N1)> δ1 > 0. (76)
By using independence of the ball colors, choose N2 ≥ 1 large enough so that
P
(
Si jN2 > 2N1 for all 0≤ i < j ≤ κ
)
> δ2 > 0. (77)
In other words, SN2 ∈ Wκ+1 and is at least 2N1 steps away from the boundary of Wκ+1.
Hence SN1+N2 ∈Wκ+1 with probability > δ2. Since the restarted lattice path (Sk )k>N2 has
the same law as (Sk )k≥0 by the Markov property, by using the independence of increments
and (76), we get
P (Sk ∈Wκ+1 for all k ≥ 0 ) (78)
≥P(SN1+N2 ∈Wκ+1)P
(
Sk+N1 −SN1+N2 ∈Wκ+1 ∀k ≥N2
)≥ δ1δ2 > 0. (79)
This shows the assertion. 
Remark 5.2. When κ= 1 and p0 > p1, a simple application of Wald’s equation [3, Exercise
4.1.13] gives
Pp(Sk ∈W2 ∀k ≥ 0)=
2p0−1
p0
. (80)
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Now consider the critical case p = 1/2 when κ = 1. Then the resulting 2-dimensional
lattice walk has no bias, and the probability that Sk ∈W2 for all k ≥ 1 is the same as the
‘survival probability’ of a simple symmetric random walk, and the following asymptotic is
known (see, e.g., [4, Theorem XII.7.1a]):
P((Sk )1≤k≤n is contained in W2)∼
√
2
pin
. (81)
In general, if some of the inequalities p0 ≥ p1 ≥ ·· · ≥ pκ are equalities, then we expect the
probability that Sk stays in Wκ+1 for n steps decays to zero at a polynomial rate. This claim
can be justified by using a high dimensional Ballot theorem, as we shall explain below.
Suppose p = 1/2 and after n steps we knew that there were n0 empty boxes and n1 balls
in the initial configuration. Then what is the probability of a highest state given that there
are n0 empty boxes and n1 balls? This is a classic problem in probability theory known
as the Ballot problem (see., e.g., [5, Ch. III.1]). This problem has been generalized to the
higher dimensions and addressed in [28], giving a general Ballot theorem that enumerates
the number of lattice paths within the Weyl chamber from the origin to a fixed destination.
Namely, for each point m = (m1, · · · ,mr ) ∈ Wr in the r -dimensional Weyl chamber, let
G(m) be the number of lattice paths from the origin to m that is contained in the Weyl
chamber. Then
G(m)= (m1+·· ·+mr )!
∏
1≤i< j≤r (mi −m j + j − i )
(m1+ r −1)!(m2+ r −2)! · · ·mr !
. (82)
Using this enumeration, we can estimate the probability of sampling a highest state from
an i.i.d. BBS configuration.
Proposition 5.3. Suppose p0 ≥ p1 ≥ ·· · ≥ pκ. Then there exists constants c1,c2 > 0 such that
for all n ≥ 1,
c1n
−a/2 ≤Pp(X n,p is a highest state)≤ c2n−a/2, (83)
where a =∑0≤i< j≤κ1(pi = p j ).
Sketch of proof. For simplicity of the argument, we show the assertion for the special case
of κ= 2. Observe that each sample path with m1 empty boxes, m1 balls of color 1, and m2
balls of color 2 occurs with the same probability pm10 p
m2
1 p
m3
2 . Hence using (82), we can
write
Pp(X
n,p is a highest state) (84)
= ∑
m1≥m2≥m3≥0
m1+m2+m3=n
(m1−m2+1)(m2−m3+1)(m1−m3+2)
(m1+1)(m1+2)(m2+1)
pm10 p
m2
1 p
m3
2 . (85)
By law of large numbers, each ball count mi is of order O(n). If p0 > p1 > p2, then each
mi −m j for i < j grows asymptotically linearly in n, so the above summation is of order
O(1). On the other extreme, suppose p0 = p1 = p2 = 1/3. Then the sum gets the most con-
tribution when each mi−m j is of order O(
p
n), so in this case the sum is of order O(n−3/2).
For the general case, each term mi −m j =O(
p
n) contributes a factor of O(n−1/2), so the
general asymptotic formula follows in this manner. 
Now Corollary 6 follows immediately from Theorem 2.
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Proof of Corollary 6. By the relation (28), it suffices to show the assertion for the energy
function E (a)c (X
n,p) instead of the row length ρ(a)c (X
n,p). Let Λ∗ be the rate function in
Theorem 2, which is positive in an open neighborhood of ε(a)c > 0. Write
Λ˜∗(u)=min(Λ∗(ε(a)c −u),Λ∗(ε(a)c +u)). (86)
Theorem 2 yields that for all sufficiently small u > 0, there exists N (u)≥ 1 such that
Pp
(∣∣n−1E (a)c (X n,p)−ε(a)c ∣∣≥ u)= exp[n (n−1 logPp (∣∣n−1E (a)c (X n,p)−ε(a)c ∣∣≥ u))] (87)
≤ exp(−(Λ˜∗(u)/2)n) (88)
for all n ≥N (u).
Suppose p0 ≥ p1 ≥ ·· · ≥ pκ. Then by Proposition 5.3, there exists a constant c1 > 0 such
that
Pp
(∣∣n−1E (a)c (X n,p)−ε(a)c ∣∣≥ u ∣∣∣X n,p is highest)≤ Pp
(∣∣∣n−1E (a)c (X n,p)−ε(a)c ∣∣∣≥ u)
Pp(X n,p is highest)
(89)
≤ c1nκ(κ+1)/2 exp(−(Λ˜∗(u)/2)n), (90)
for sufficiently small u > 0 and all n ≥N (u).
By using the continuity of Λ∗ at ε(a)c and its positivity near ε
(a)
c , we may choose a se-
quence ur > 0 such that ur → 0 and Λ˜∗(ur )≥ r−1/2 as r →∞. Then we have
Pp
(∣∣n−1E (a)c (X n,p)−ε(a)c ∣∣≥ ur ∣∣∣X n,p is highest)≤ c1nκ(κ+1)/2 exp(−n/pr ) (91)
for all r ≥ 1 and n ≥ N (ur ). Note that the right hand side is summable for any sequence
n = nr as long as nr →∞ as r →∞. This implies that for any sequence (nr )r≥1 of integers
such that nr ≥N (ur ), the above probabilities are summable over all nr . By Borel-Cantelli
lemma, this yields
n−1E (a)c (X
nr ,p)→ ε(a)c (92)
almost surely as r →∞. It follows that if we are given any sequence nk →∞, we may
take a further subsequence nr := nkr →∞ along which we have the above almost sure
convergence to the common value ε(a)c . This shows (25), as desired. 
Remark 5.4. The conclusion of Corollary 6 can be schematically summarized as
BBS started with X n,p ' BBS started with X
n,p
conditioned on the highest states
(93)
provided p0 ≥ p1 ≥ ·· · ≥ pκ, where ' means that the rescaled energy matrices have the
same limit. In [14], we adopted this as a hypothesis for the generalized BBS initialized at
a similar product measure on (B (r )s )
N. Despite irreducibility of the corresponding carrier
process in this general situation is still in question, we suspect a large deviations prin-
ciple can be established in the general case as in Theorem 2. Then the hypothesis of
asymptotic equivalence is justified if the probability that X n,p is a highest state decays
sub-exponentially in n, following a similar method we used in the proof of Corollary 6.
We leave verification of this for a future work.
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6. SCALING LIMIT OF YOUNG DIAGRAMS FROM TBA
In this section, we prove Theorems 7 and 8. Our argument is based on the Fermionic
form and Thermodynamic Bethe Ansatz. Throughout in this section, we consider the
basic κ-color BBS started at random initial configuration X n,p conditioned on the high-
est state. A similar treatment for the generalized BBS where each site is initially occu-
pied with an (r × s) tableau is elaborated in [14]. Throughout in this section, we assume
p0 > p1 > ·· · > pκ.
6.1. Fermionic formula and grand canonical ensemble. When a basic κ-color BBS is
started at a highest state, extracting the κ-tuple of invariant Young diagram (µ(1), · · · ,µ(κ))
can be done most universally by the map called Kerov-Kirillov-Reshetikhin bijection2 [13].
The bijection is defined recursively and complicated in general, so we refer to [16, Section
2.7] for details.
Fortunately, it is well known that the number of highest states corresponding to the
prescribed κ-tuple of Young diagrams (µ(1), · · · ,µ(κ)) can be written down explicitly as the
so-called Fermionic form (cf. [9]):
κ∏
a=1
∏
i≥1
(
v (a)i +m(a)i
m(a)i
)
, (94)
where the vacancy v (a)i and soliton multiplicty m
(a)
i for the a
th Young diagram µ(a) are as
in (26) and (29), respectively.
Since m(a)i = 0 for sufficiently large i , the apparent infinite product (94) is convergent.
For (94) not to vanish, v (a)i ≥ 0 must hold, which imposes nontrivial constraints among
µ(1), · · · ,µ(κ). Also note that for (28) and (29), we set
v (a)∞ = nδa,1−
n∑
b=1
Cab |µ(b)|, E (a)∞ =
∑
i≥1
i m(a)i = |µ(a)|. (95)
Now let us derive the probability measure on the set of κ-tuple of Young diagrams
(µ(1), · · · ,µ(κ)), as stated in Theorem 7. We recall from [16] that the size of the Young di-
agrams (µ(1), · · · ,µ(κ)) are related to the color content of the BBS state X0 by
|µ(a)| = #(balls of color ≥ a in X0) ∀1≤ a ≤ κ. (96)
Proof of Theorem 7. According to (96), the number of empty boxes and the color a balls
contained in a BBS state are n−|µ(1)| and |µ(a)|− |µ(a+1)| for a = 1, · · · ,κ with |µ(κ+1)| = 0.
Then
Pp
(
µ(1), · · · ,µ(κ))∝ pn−|µ(1)|0 p |µ(1)|−|µ(2)|1 · · ·p |µ(κ−1)|−|µ(κ)|κ−1 p |µ(κ)|κ κ∏
a=1
∏
i≥1
(
v (a)i +m(a)i
m(a)i
)
. (97)
Denote eβa = pa−1/pa for all 1≤ a ≤ κ as in the statement of the assertion. Using (96) and
the second half of (95), we can write
p−|µ
(1)|
0 p
|µ(1)|−|µ(2)|
1 · · ·p
|µ(κ−1)|−|µ(κ)|
κ−1 p
|µ(κ)|
κ = e−β1|µ
(1)|−···−βκ|µ(κ)| (98)
= e−
∑κ
a=1βa
∑
i≥1 i m
(a)
i (99)
2It was invented in a very different context in 1980’s and is later found [16] to linearize the BBS dynamics.
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= e−
∑κ
a=1 E
(a)
∞ βa . (100)
Therefore omitting the common factor pn0 from (97), we arrive at (30) with following par-
tition function
Zn =
∑
m
e−
∑κ
a=1 E
(a)
∞ βa
κ∏
a=1
∏
i≥1
(
v (a)i +m(a)i
m(a)i
)
, (101)
where the outer sum extends over m = (m(a)i )(a,i )∈[1,κ]×∈N. This shows the assertion. 
Note that the right hand side of (101) depends on the system size n via (29). The param-
eters β1, · · · ,βκ play the role of chemical potentials or inverse temperatures in the context
of the generalized Gibbs ensemble.
6.2. Y-system as the equilibrium condition. Our next aim is to determine the “equilib-
rium", i.e., most probable tuple of Young diagrams (µ(1), · · · ,µ(κ)) under the probability
distribution (30) in the large n limit. It will be done by the method of grand canonical
ensemble with the partition function given in (101).
In the large n limit, Corollary 6 and definitions in (26)-(29) guarantee the following as-
ymptotic relation
m(a)i = ρ(a)i −ρ(a)i−1 ∼ nξ(a)i , v (a)i ∼ nϕ(a)i , E (a)i ∼ nε(a)i (102)
almost surely as n →∞, where ξ(a)i ,ϕ(a)i ,ε(a)i are suitable positive constants. Here the sym-
bol ε(a)i is taken over from (92). Moreover, by (96), we have
|µ(a)| ∼ n(pa +pa+1+·· ·+pκ). (103)
Then after normalizing the equations (26)–(28) by n, we get
ϕ(a)i = δa,1−
κ∑
b=1
Cab ε
(b)
i , ε
(a)
i =
∑
j≥1
min(i , j )ξ(a)j , (104)
ϕ(a)∞ = δa,1−
κ∑
b=1
Cab ε
(b)
∞ , ε
(a)
∞ =
∞∑
j=1
jξ(a)j = pa +pa+1+·· ·+pκ, (105)
where (104) is due to (28) and (29), and (105) follows from (95), (102), and (103).
This allows us to define the “free energy per site", which is the limit of (−1/n) times the
logarithm of the summand in (101) as n →∞. After applying Stirling’s formula, this reads
F [ξ]=
κ∑
a=1
βa
l∑
i=1
iξ(a)i −
κ∑
a=1
l∑
i=1
(
(ξ(a)i +ϕ(a)i ) log(ξ(a)i +ϕ(a)i )−ξ(a)i logξ(a)i −ϕ(a)i logϕ(a)i
)
,
(106)
where ξ = (ξ(a)i ) and we have introduced the cutoff l for i . We will take l →∞ later. Note
that the assumption (102) is consistent with the extensivity of the free energy, which en-
abled us to remove the system size n as the common overall factor.
According to Theorem 7, the equilibrium is achieved at ξwhich minimizes F [ξ]. Noting
that ∂ϕ(b)j /∂ξ
(a)
i =−Cab min(i , j ), the equilibrium condition ∂F [ξ]/∂ξ(a)i = 0 is expressed as
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the following Thermodynamic Bethe ansatz (TBA) equation
−iβa + log(1+ y (a)i )=
κ∑
b=1
Cab
l∑
j=1
min(i , j ) log(1+ (y (b)j )−1) (107)
in terms of the ratio
y (a)i =ϕ(a)i /ξ(a)i ∀1≤ i ≤ κ. (108)
By taking double difference, this is equivalent to the Y-system
(1+ y (a)i )2
(1+ y (a)i−1)(1+ y (a)i+1)
=
κ∏
b=1
(1+ (y (b)i )−1)Cab (109)
with the boundary condition
y (a)0 = 0, 1+ y (a)l+1 = eβa (1+ y (a)l ). (110)
The Y-system is known to follow from the Q-system
(Q(a)i )
2 =Q(a)i−1Q(a)i+1+
∏
Cab=−1
Q(b)i , (111)
by the substitution (see [15, Prop. 14.1])
y (a)i =
Q(a)i−1Q
(a)
i+1∏
Cab=−1 Q
(b)
i
, 1+ y (a)i =
κ∏
b=1
(Q(b)i )
Cab , 1+ (y (a)i )−1 =
(Q(a)i )
2
Q(a)i−1Q
(a)
i+1
. (112)
The solution of the Q-system satisfying Q(1)0 = ·· · =Q(κ)0 = 1 containsκparameters z1, · · · , zκ
and is given by the Schur function
Q(a)i (z1, · · · , zκ)= s(i a )(w1, · · · , wκ+1), (113)
where we set
wa = za/za−1 ∀1≤ a ≤ κ+1, z0 = zκ+1 = 1. (114)
Note that this is the character of the irreducible slκ+1 module (Schur function) associated
with the Young diagram of a × i rectangular shape. The property Q(a)i ∈ Z[z±11 , . . . , z±1κ ]
holds. The simplest one reads
Q(1)1 =
κ∑
a=0
za+1
za
. (115)
To validate the Q-system (111) at i = 0, we set Q(a)−1 = 0.
Next we take the boundary condition (110) into account. The left one y (a)0 = 0 is au-
tomatically satisfied due to Q(a)−1 = 0. On the other hand the right condition in (110) is
expressed as
eβa =
κ∏
b=1
(
Q(b)l+1
Q(b)l
)Cab
. (116)
Suppose the parameters z1, · · · , zκ > 0 are chosen such that
κ∏
b=1
zCabb > 1 ∀1≤ a ≤ κ. (117)
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Then one can invoke the result [9, Th. 7.1 (C)]. In the present notation it says
lim
l→∞
(Q(a)l+1/Q
(a)
l )= za ∀1≤ a ≤ κ. (118)
Thus the large l limit of (116) can be taken, giving
eβa =
κ∏
b=1
zCabb , za = exp
(
κ∑
b=1
(C−1)abβb
)
= exp
(
κ∑
b=1
(
min(a,b)− ab
κ+1
)
βb
)
. (119)
Noting the definitions of βa given in Theorem 7, one finds that the variables z1, . . . , zκ are
related to the ball density as
za = u−
a
κ+1 p0p1 · · ·pa−1, u = p0p1 · · ·pκ (1≤ a ≤ κ). (120)
From this it follows that the assumption we made in (117) is equivalent to p0 > p1 > ·· · >
pκ, which is our grounding assumption in this section.
In what follows, the quantities like ξ(a)i ,ϕ
(a)
i ,ε
(a)
i are to be understood as the equilibrium
values.
6.3. Equation of state and consistency. Here we derive the equation of state of the sys-
tem and show that it is indeed satisfied by (120) to demonstrate the consistency of the
analysis. First we calculate the equilibrium value of the free energy per site (106). Using
(108) rewrite (106) as
F [ξeq]=
κ∑
a=1
βa
l∑
i=1
iξ(a)i −
κ∑
a=1
l∑
i=1
(
ξ(a)i log(1+ y (a)i )+ϕ(a)i log(1+ (y (a)i )−1)
)
. (121)
On the other hand taking the linear combination of the TBA equation as
∑κ
a=1
∑l
i=1(107)×
ξ(a)i we get
κ∑
a=1
βa
l∑
i=1
iξ(a)i =
κ∑
a=1
l∑
i=1
ξ(a)i log(1+ y (a)i )−
κ∑
a,b=1
Cab
l∑
i , j=1
min(i , j )ξ(a)i log(1+ (y (b)j )−1).
(122)
Substituting this into the first term on the RHS of (121) and using ϕ(a)i from (104) we find
F [ξeq]=−
l∑
i=1
log(1+ (y (1)i )−1)=− log
(
Q(1)1 Q
(1)
l
Q(1)l+1
)
l→∞−→ − log
(
z−11 Q
(1)
1
)
, (123)
where (112) is used and the last step is due to (118).
Now we resort to the general relation
F [ξeq]=− lim
n→∞
1
n
log Zn . (124)
From (95), (101) and (103) one has the equation of state pa + pa+1+ ·· · + pκ = ∂F [ξeq]∂βa for
1≤ a ≤ κ. In view of (119) it is convenient to take the linear combination of it as follows:
κ∑
b=1
Cab(pb +pb+1+·· ·+pκ)=
(
κ∑
b=1
Cab
∂
∂βa
)
F [ξeq]= za
∂F [ξeq]
∂za
. (125)
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Substituting (123) we obtain the equation of state:
za
∂
∂za
logQ(1)1 = δa,1−
κ∑
b=1
Cab(pb +pb+1+·· ·+pκ). (126)
From (115), it reads explicitly as (z0 = zκ+1 = 1)
za
∂
∂za
log
( κ∑
b=0
zb+1
zb
)
= δa,1−
κ∑
b=1
Cab(pb +pb+1+·· ·+pκ). (127)
These n equations relate the two sets of variables p1, · · · , pκ and z1, · · · , zκ. The former
are densities of balls in the BBS while the latter are essentially the fugacities e−β1 , · · · ,e−βn
as seen in (119). It is an elementary exercise to check that the substitution (120) satisfies
(127) under the normalization condition p0+ p1+ ·· ·+ pκ = 1. The relation (127) is also
consistent with eβa = pa−1/pa given in Theorem 7.
6.4. Difference equation characterizing equilibrium Young diagrams. Recall from (28)
and (102) that
ε(a)i = limn→∞
1
n
(# of boxes in the first i rows of µ(a)). (128)
Therefore in order to determine the scaled Young diagrams in the equilibrium, it suffices
to characterize ε(a)i or ϕ
(a)
i related to it by (104) for (a, i ) ∈ [1,κ]×Z≥1. This is done as
follows. Taking the double difference of the first relation in (104) leads, by using (108), to
ϕ(a)i−1−2ϕ(a)i +ϕ(a)i+1 =
κ∑
b=1
Cab(y
(b)
i )
−1ϕ(b)i (i ≥ 1, a ∈ [1,κ]). (129)
Here we have introduced ϕ(a)0 = δa,1. Since (129) is second order as a difference equation
with respect to i , we are yet to specify ϕ(a)i at another i . Such a point is available at i =
∞ from (105). This completes a characterization of the scaled vacancy ϕ(a)i hence the
equilibrium Young diagrams µ(1), · · · ,µ(κ) in the scaling limit.
The procedure is summarized as follows:
(1) Given the ball densities in the region 1> p0 > ·· · > pκ > 0, specify z1, . . . , zn as (120)
and calculate y (a)i by (112) and (15).
(2) Find the unique solution to (129) satisfying the boundary condition:
ϕ(a)0 = δa,1, ϕ(a)∞ = δa,1−
κ∑
b=1
Cab(pb +pb+1+·· ·+pκ). (130)
(3) The quantity (128) is determined as ε(a)i =
∑κ
b=1(C
−1)ab(δb,1−ϕ(b)i ).
Admittedly the second step in the above is nontrivial since the boundary condition is
imposed at the two most distant points i = 0 and i =∞. In [14] the same problem for the
most general BBS has been treated and the solution linked to the crystal base theory has
been given. In the next subsection we present an explicit solution for a special choice of
p0, . . . , pκ, which deserves an independent demonstration in the light of the neat factor-
ization not happening in the general case.
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6.5. Explicit solution under principal specialization. We prove Theorem 8 in this sub-
section. To begin, fix a parameter 0< q < 1 and consider the one parameter specialization
of the p0, · · · , pκ as
pa = q
a
1+q +·· ·+qκ =
q a(1−q)
1−qκ+1 . (131)
This certainly gives a probability measure on {0,1, · · · ,κ+1} and fulfills the condition 1 >
p0 > ·· · > pκ > 0. Then the equation of state (127) is satisfied by
za = q−a(κ+1−a)/2, (132)
and such choice of za is known as the principal specialization reducing characters to the
so-called q-dimensions.
Under this specialization, Q(a)i in (15) becomes Q
(a)
i =
∏a
b=1
∏i
j=1
[κ+1+ j−b]
[a−b+i− j+1] , with [x]=
q x/2−q−x/2. Thus y (a)i is reduced to
y (a)i =
q−i (1−q i )(1−q i+κ+1)
(1−q a)(1−qκ+1−a) . (133)
It remains to solve (129) with the boundary condition (130). By a direct calculation one
can establish the following result.
Proposition 6.2. The following satisfies the difference equation (129) and the boundary
condition (130).
ϕ(a)i =
q a−1(1−q)2(1−q i )(1−q i+κ+1)(1+q i+a)
(1−qκ+1)(1−q i+a−1)(1−q i+a)(1−q i+a+1) . (134)
As a corollary of Proposition 6.2, we deduce
ξ(a)i =
q i+a−1(1−q)2(1−q a)(1−qκ+1−a)(1+q i+a)
(1−qκ+1)(1−q i+a−1)(1−q i+a)(1−q i+a+1) (135)
from (108) and (133).
Now Theorem 8 immediately follows.
Proof of Theorem 8. By Corollary 6 and the relation (28), we get
lim
n→∞n
−1ρ(a)i (X
n,p)= ε(a)i −ε(a)i−1. (136)
By using the first relation in (104), we then obtain
lim
n→∞n
−1ρ(a)i (X
n,p)=
κ∑
b=1
(C−1)ab(ϕ(b)i−1−ϕ(b)i ) (137)
= q
i+a−1(1−q)(1−q a)(1−qκ+1−a)
(1−qκ+1)(1−q i+a−1)(1−q i+a) , (138)
where the last step is due to (134) and (C−1)ab = min(a,b)− abκ+1 which has already ap-
peared in (119). 
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Remark 6.3. Observe that in the limit q → 1 from below, we approach the uniform distri-
bution p0 = ·· · = pκ = 1κ+1 , and (138) tends to the rational form
lim
n→∞n
−1ρ(a)i (X
n,p)= a(κ+1−a)
(κ+1)(i +a−1)(i +a) . (139)
When i = 1 the result (138) agrees with the value obtained by a direct calculation of the
Markov process of the carries induced by interaction with the random BBS states. When
κ= a = 1, the formulas (138) and (139) reproduce the function f (1)1,p(i ) in Corollary 4.
To make another observation, consider the sum∑
i≥λ
ξ(a)i =
qλ+a−1(1−q)(1−q a)(1−qκ+1−a)
(1−qκ+1)(1−qλ+a−1)(1−qλ+a) , (140)
where λ is a N-valued parameter. The scaling behavior of the length λ(1)1 , . . . ,λ
(κ)
1 of the
first columns of the equilibrium Young diagrams µ(1), · · · ,µ(κ) may be inferred by setting
n
∑
i≥λ(a)1
ξ(a)i ∼ 1. (141)
This postulate leads to a crude estimate
λ(a)1 ∼−
1
log q
log
(
q a−1(1−q)(1−q a)(1−qκ+1−a)n
1−qκ+1
)
∼− logn
log q
(n →∞). (142)
When κ= a = 1, this logarithmic scaling reproduces µn in [18, Th.2 (i)] as µn =λ(1)1 |q=θ−1 .
ACKNOWLEDGMENTS
The authors appreciate valuable conversations with Frank Aurzada, Mikhail Lifshits,
Masato Okado, and Makiko Sasada. Atsuo Kuniba is supported by Grants-in-Aid for Sci-
entific Research No. 18H01141 from JSPS.
REFERENCES
[1] Jérôme Dedecker and Emmanuel Rio. On the functional central limit theorem for stationary
processes. In Annales de l’IHP Probabilités et statistiques, volume 36, pages 1–34, 2000.
[2] Amir Dembo and Ofer Zeitouni. Large deviations techniques and applications, volume 38.
Springer Science & Business Media, 2009.
[3] Rick Durrett. Probability: theory and examples. Cambridge Series in Statistical and Proba-
bilistic Mathematics. Cambridge University Press, Cambridge, fourth edition, 2010.
[4] William Feller. An introduction to probability and its applications, Vol. II. Wiley, New York,
1971.
[5] Willliam Feller. An introduction to probability theory and its applications, Vol. I. John Wiley &
Sons, 1957.
[6] Kaori Fukuda, Yasuhiko Yamada, and Masato Okado. Energy functions in box ball systems.
International Journal of Modern Physics A, 15(09):1379–1392, 2000.
[7] William Fulton. Young tableaux, volume 35 of London Mathematical Society student texts,
1997.
ONE-SIDED SCALING LIMIT OF MULTICOLOR BBS 29
[8] Goro Hatayama, Kazuhiro Hikami, Rei Inoue, Atsuo Kuniba, Taichiro Takagi, and Tetsuji Tok-
ihiro. The A(1)M automata related to crystals of symmetric tensors. Journal of Mathematical
Physics, 42(1):274–308, 2001.
[9] Goro Hatayama, Atsuo Kuniba, Masato Okado, Taishiro Takagi, and Yasuhiko Yamada. Re-
marks on Fermionic formula, Recent developments in quantum affine algebras and related
topics (Raleigh, NC, 1998), 243–291. Contemp. Math, 248.
[10] Goro Hatayama, Atsuo Kuniba, and Taichiro Takagi. Factorization of combinatorial R matri-
ces and associated cellular automata. Journal of Statistical Physics, 102(3-4):843–863, 2001.
[11] Rei Inoue, Atsuo Kuniba, and Taichiro Takagi. Integrable structure of box–ball systems: crys-
tal, Bethe ansatz, ultradiscretization and tropical geometry. Journal of Physics A: Mathemati-
cal and Theoretical, 45(7):073001, 2012.
[12] Masaki Kashiwara. On crystal bases of the q-analogue of universal enveloping algebras. Duke
Mathematical Journal, 63(2):465–516, 1991.
[13] Sergei Kerov, Anatol Kirillov, and Nicolai Reshetikhin. Combinatorics, bethe ansatz, and rep-
resentations of the symmetric group. Journal of Mathematical Sciences, 41(2):916–924, 1988.
[14] Atsuo Kuniba, Hanbaek Lyu, and Masato Okado. Randomized box-ball systems, limit shape of
rigged configurations and Thermodynamic Bethe ansatz. arXiv preprint arXiv:1808.02626v4,
2018.
[15] Atsuo Kuniba, Tomoki Nakanishi, and Junji Suzuki. T -systems and Y -systems in integrable
systems. Journal of Physics A: Mathematical and Theoretical, 44(10):103001, 2011.
[16] Atsuo Kuniba, Masato Okado, Reiho Sakamoto, Taichiro Takagi, and Yasuhiko Yamada. Crys-
tal interpretation of Kerov–Kirillov–Reshetikhin bijection. Nuclear Physics B, 740(3):299–327,
2006.
[17] Thomas Lam, Pavlo Pylyavskyy, and Reiho Sakamoto. Rigged configurations and cylindric
loop schur functions. arXiv preprint arXiv:1410.4455, 2014.
[18] Lionel Levine, Hanbaek Lyu, and John Pike. Double jump phase transition in a random soli-
ton cellular automaton. arXiv preprint arXiv:1706.05621, 2017.
[19] Hanbaek Lyu and David Sivakoff. Persistence of sums of correlated increments and clustering
in cellular automata. Stochastic Processes and their Applications, 2018.
[20] Sean Meyn and Richard Tweedie. Markov chains and stochastic stability. Springer Science &
Business Media, 2012.
[21] Atsushi Nakayashiki and Yasuhiko Yamada. Kostka polynomials and energy functions in solv-
able lattice models. Selecta Mathematica, 3(4):547–599, 1997.
[22] Masato Okado. X =M conjecture. In Combinatorial aspect of integrable systems, pages 43–73.
Mathematical Society of Japan, Memoirs 17, 2007.
[23] Reiho Sakamoto. Kirillov–Schilling–Shimozono bijection as energy functions of crystals. In-
ternational Mathematics Research Notices, 2009(4):579–614, 2009.
[24] Mark Shimozono. Affine type A crystal structure on tensor products of rectangles, Demazure
characters, and nilpotent varieties. Journal of Algebraic Combinatorics, 15(2):151–187, 2002.
[25] Daisuke Takahashi. On some soliton systems defined by using boxes and balls. In 1993 Inter-
national Symposium on Nonlinear Theory and Its Applications,(Hawaii; 1993), pages 555–558,
1993.
[26] Daisuke Takahashi and Junta Matsukidaira. Box and ball system with a carrier and ultradis-
crete modified KdV equation. Journal of Physics A: Mathematical and General, 30(21):L733,
1997.
[27] Daisuke Takahashi and Junkichi Satsuma. A soliton cellular automaton. J. Phys. Soc. Japan,
59(10):3514–3519, 1990.
30 ATSUO KUNIBA AND HANBAEK LYU
[28] Doron Zeilberger. Andre’s reflection proof generalized to the many-candidate Ballot problem.
Discrete Mathematics, 44(3):325–326, 1983.
ATSUO KUNIBA, INSTITUTE OF PHYSICS, UNIVERSITY OF TOKYO, KOMABA, TOKYO 153-8902, JAPAN
E-mail address: atsuo.s.kuniba@gmail.com
HANBAEK LYU, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA, LOS ANGELES, CA 90095,
USA
E-mail address: colourgraph@gmail.com
