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Abstrat
We onsider a spin-1/2 harged partile in the plane under the inuene
of two idealized Aharonov-Bohm uxes. We show that the Pauli operator
as a dierential operator is dened by appropriate boundary onditions at
the two vorties. Further we expliitly onstrut a basis in the deieny
subspaes of the symmetri operator obtained by restriting the domain
to funtions with supports separated from the vorties. This onstrution
makes it possible to apply the Krein's formula to the Pauli operator.
1
I. Introdution
The goal of the present paper is to provide a more detailed analysis of the Pauli
operator desribing a spin-1/2 harged partile under the inuene of two Aharonov-
Bohm (AB) uxes.
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We onsider the idealized setup when the magneti uxes are
onentrated along two parallel lines so that the problem eetively redues to a two-
dimensional quantum system living in a perpendiular plane. In what follows we all
the intersetion points of the uxes with the plane vorties.
To dene the Pauli Hamiltonian with singular uxes we use the Aharonov-Casher
deomposition.
2
It makes it possible to introdue the two diagonal omponents of the
Pauli operator orresponding to spin up and down as the unique selfadjoint operators
assoiated to appropriate quadrati forms. Sine the magneti eld vanishes outside
of the vorties the two omponents of the Pauli Hamiltonian as well as the spinless
AB Hamiltonian are selfadjoint extensions of the same symmetri operator. In the
ase of one AB ux all the selfadjoint extensions are known to be dened by appro-
priate boundary onditions at the vortex.
3,4
Thus our rst goal was to distinguish the
boundary onditions dening the two omponents of the Pauli Hamiltonian.
The seond goal was to onstrut a basis in the deieny subspaes in the two-
vortex ase. In this ase as well the two diagonal omponents of the Pauli Hamiltonian
and the spinless Hamiltonian are selfadjoint extensions of a ommon symmetri oper-
ator. We show that the deieny indies of this symmetri operator are (4, 4). The
onstrution is based on the observation that the oeients ψ(x) standing at singular
terms in the asymptoti expansion in the variable x0 at a vortex of the Green funtion
Gz(x, x0) belong to the deieny subspae with spetral parameter z. Here we make
use of the expliit knowledge of the spinless two-vortex Green funtion Gz(x, x0).
5
The next and nal goal whih naturally follows is a onstrution of the two-vortex
Green funtion for the Pauli Hamiltonian with the aid of the Krein's formula. Even
this problem is solved expliitly. Surprisingly many features an be again derived from
the asymptoti analysis near a vortex.
The paper is organized as follows. In Setion II we summarize some basi fats
and formulae onerning the spinless AB Hamiltonian with one and two vorties. In
Setion III we introdue the Pauli operator with one and two AB uxes and derive
the boundary onditions at a vortex dening the spin up and down omponents of
the Pauli Hamiltonian. In Setion IV we provide a basi asymptoti analysis near a
vortex of funtions from the deieny subspaes as well as that of the spinless Green
funtion. In Setion V we onstrut a basis in the deieny subspaes. Setion VI is
devoted to the appliation of the Krein's formula to our problem.
II. Preliminaries. The AB Hamiltonian for a spinless
partile
The AB Hamiltonian with one vortex and desribing a spinless partile, H0, was
introdued in Ref. 1 and studied in a long series of papers by many authors. For
2
example, one an onsult Ref. 6 for some mathematial details. It ats in L2(R2, d2x)
and is nothing but the selfadjoint operator assoiated to the losure of the positive
quadrati form ∫
R2
( ∣∣∣∣(∂x1 − i αx2|x|2
)
ϕ
∣∣∣∣2 + ∣∣∣∣(∂x2 + i αx1|x|2
)
ϕ
∣∣∣∣2
)
d2x , (1)
dened on the spae of test funtions D(R2\{0}). In other words, H0 is the Friedrihs
extension of the orresponding symmetri operator with the domain D(R2 \ {0}).
Owing to the gauge equivalene we an assume that α ∈ (0, 1).
We shall use the polar oordinates (r, θ) with the angle θ ∈ (−pi, pi). This implies
a ut along the negative x1 half-axis. Sometimes it is onvenient to apply the unitary
operator
(Uαϕ)(r, θ) = e
iαθϕ(r, θ)
and work with the unitarily equivalent operator
H = UαH0U
−1
α .
In partiular this unitary transformation is useful when onstruting the Green fun-
tion. This means that
Dom(H) = Uα(Dom(H0)) .
Formally, as a dierential operator,
H = −∆ .
The domain of H is determined by the boundary onditions at the ut, namely
ψ(r, pi) = e2pi iαψ(r,−pi), ∂rψ(r, pi) = e2pi iα∂rψ(r,−pi) . (2)
In addition, one should take are about boundary onditions at the vortex. As an-
alyzed in Refs. 3, 4, the domain of H0 is haraterized by the boundary ondition
ϕ(0) = 0. Sine ψ(r, θ) = exp(iαθ)ϕ(r, θ) the same is true for Dom(H), namely the
boundary ondition at the vortex reads ψ(0) = 0.
The generalized eigenfuntions of H ,{
1√
2pi
J|n+α|(k r) e
i(n+α)θ
}
k>0, n∈Z
,
form a omplete normalized set,∫ ∞
0
Jν(k x) Jν(k y) k dk =
1
x
δ(x− y) .
This makes it possible to write down the Green funtion and the propagator as inte-
grals,
Gz(r, θ; r0, θ0) =
1
2pi
∑
n∈Z
ei(n+α)(θ−θ0)
∫ ∞
0
J|n+α|(k r) J|n+α|(k r0)
k2 − z k dk (3)
3
and
Kt(r, θ; r0, θ0) =
1
2pi
∑
n∈Z
ei(n+α)(θ−θ0)
∫ ∞
0
e−i k
2tJ|n+α|(k r) J|n+α|(k r0) k dk . (4)
They are related by the Laplae transform,
Gz(r, θ; r0, θ0) =
∫ ∞
0
ez tK−i t(r, θ; r0, θ0) dt .
Starting from (4) one an derive the following formula for the propagator,
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Kt(r, θ; r0, θ0) =

1
e2pi iα
e−2pi iα
 14pi i t exp(− 14i t |x− x0|2 ) (5)
−sin(pi α)
pi
∫ ∞
−∞
1
4pi i t
exp
(
− 1
4i t
R(s)2
) e−α s+iα (θ−θ0)
1 + e−s+i (θ−θ0)
ds ,
where
|x− x0|2 = r2 + r20 − 2r r0 cos(θ − θ0), R(s)2 = r2 + r20 + 2r r0 cosh(s),
and the phase fator in front of the rst term depends on whether
θ − θ0 ∈ (−pi, pi), (pi, 2pi) or (−2pi,−pi).
The Laplae transformation results in a formula for the Green funtion,
Gz(r, θ; r0, θ0) =

1
e2pi iα
e−2pi iα
 12pi K0(√−z |x− x0|) (6)
−sin(pi α)
pi
∫ ∞
−∞
1
2pi
K0
(√−z R(s)) e−α s+iα (θ−θ0)
1 + e−s+i (θ−θ0)
ds .
The seond term on the RHS of (6) an be given still another form with the aid of the
identity ∫ ∞
−∞
Kiτ (a)K−iτ(b)
eφ τ
sin(pi(α+ iτ))
dτ
=
∫ ∞
−∞
K0
(√
a2 + b2 + 2 a b cosh(u)
) e−α(u−iφ)
1 + e−u+iφ
du
for a > 0, b > 0, 0 < α < 1 and |φ| < pi. This way we get
Gz(r, θ; r0, θ0) =
1
2pi
K0
(√−z |x− x0|) (7a)
−sin(pi α)
2pi2
∫ ∞
−∞
Kiτ
(√−z r) K−iτ(√−z r0) e(θ−θ0) τ
sin(pi(α+ i τ))
dτ
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for θ − θ0 ∈ (−pi, pi),
Gz(r, θ; r0, θ0) = e
2pi iα
(
1
2pi
K0
(√−z |x− x0|) (7b)
−sin(pi α)
2pi2
∫ ∞
−∞
Kiτ
(√−z r) K−iτ(√−z r0) e(θ−θ0−2pi) τ
sin(pi(α+ i τ))
dτ
)
for θ − θ0 ∈ (pi, 2pi), and
Gz(r, θ; r0, θ0) = e
−2pi iα
(
1
2pi
K0
(√−z |x− x0|) (7)
−sin(pi α)
2pi2
∫ ∞
−∞
Kiτ
(√−z r) K−iτ(√−z r0) e(θ−θ0+2pi) τ
sin(pi(α+ i τ))
dτ
)
for θ − θ0 ∈ (−2pi,−pi).
Despite of this threefold desription depending on the value of θ − θ0 the Green
funtion should be ontinuous, even real analyti, in its domain of denition if x 6= x0.
Cheking the limits from the right and left for θ−θ0 = ±pi one nds that the ontinuity
is guaranteed by the identity∫ ∞
−∞
Ki τ (a)K−i τ (b) dτ = piK0(a + b) for a > 0, b > 0.
Let us add a remark on deieny subspaes. First we reall a general and easy to
verify fat. Let A be a selfadjoint extension of a symmetri operator X . Denote by
N(z) = Ker(X∗ − z) the deieny subspaes, Im z 6= 0. Then it holds
f ∈ N(w) =⇒ f + (z − w)(A− z)−1f ∈ N(z) .
This an be illustrated on our problem. We hoose H (the one-vortex AB Hamil-
tonian dened by the boundary onditions (2)) for A, and X is a restrition of H
obtained by requiring the supports of funtions from the domain of X to be separated
from the singular point (the origin). The deieny indies are known to be (2, 2).
For a basis in N(z) we an hoose the vetors
ψ−1,z(r, θ) = K1−α
(√−z r) ei(α−1)θ , ψ0,z(r, θ) = Kα(√−z r) eiαθ . (8)
Here z ∈ C \ R+, Re
√−z > 0. As shown in Ref. 3 it holds true that∫ ∞
0
(∫ pi
−pi
Gz(r, θ; r0, θ0)ψ0,w(r0, θ0) dθ0
)
r0 dr0
=
1
z − w e
iαθ
((√−z√−w
)α
Kα
(√−z r)−Kα(√−w r)) ,
hene
ψ0,w + (z − w)(H − z)−1ψ0,w =
(√−z√−w
)α
ψ0,z . (9)
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Similarly,
ψ−1,w + (z − w)(H − z)−1ψ−1,w =
(√−z√−w
)1−α
ψ−1,z . (10)
Let us now fous on the ase of two vorties but still onsidering a spineless partile.
The vorties are supposed to be loated in the points a = (0, 0) and b = (ρ, 0), ρ > 0.
Let (ra, θa) be the polar oordinates entered at the point a and (rb, θb) be the polar
oordinates entered at the point b. The two-vortex AB HamiltonianH0 is the unique
self-adjoint operator assoiated to the quadrati form∫
R2
(|(−i ∂x1 − A1)ϕ|2 + |(−i ∂x2 −A2)ϕ|)2 d2x , (11a)
where
A = −α dθa − β dθb. (11b)
Again, owing to the gauge equivalene, we an assume that α, β ∈ (0, 1).
Also in this ase one an pass to a unitarily equivalent formulation. The plane is
ut along two half-lines,
La = (−∞, 0)× {0} and Lb = (ρ,+∞)× {0}.
The values θa = ±pi orrespond to the two sides of the ut La and similarly for θb
and Lb. The geometrial arrangement is skethed in Fig. 1. The unitarily equivalent
HamiltonianH is formally equal to −∆ and is determined by the boundary onditions
along the ut,
ψ(ra, θa = pi) = e
2pi iαψ(ra, θa = −pi), ∂raψ(ra, θa = pi) = e2pi iα∂raψ(r, θa = −pi) ,
ψ(rb, θb = pi) = e
2pi i βψ(rb, θb = −pi), ∂rbψ(rb, θb = pi) = e2pi iβ∂rbψ(r, θb = −pi) . (12)
In addition, one should impose a boundary ondition at the vortex, namely ψ(a) =
ψ(b) = 0.
A formula for the Green funtion of the Hamiltonian H is known also in the ase
of two vorties.
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For a ouple of points x, x0 ∈ R2 \ (La ∪ Lb) we set
ζa = 1 or ζa = e
2pi iα
or ζa = e
−2pi iα
depending on whether the segment x0x does not interset La, or x0x intersets La and
x0 lies in the lower half-plane, or x0x intersets La and x0 lies in the upper half-plane.
Analogously,
ζb = 1 or ζb = e
2pi iβ
or ζb = e
−2pi i β
depending on whether the segment x0x does not interset Lb, or x0x intersets Lb and
x0 lies in the upper half-plane, or x0x intersets Lb and x0 lies in the lower half-plane.
Furthermore, let us set
ζa = e
iα ηa , ζb = e
i β ηb
where ηa, ηb ∈ {0, 2 pi,−2 pi}.
6
Remark. Notie that if ζa 6= 1 then neessarily ζb = 1 and vie versa.
The formula for the Green funtion reads
Gz(x, x0) = ζaζb
1
2 pi
K0
(√−z |x− x0|)
− ζa sin(pi α)
2pi2
∫ ∞
−∞
Kiτ
(√−z ra) K−iτ(√−z r0a) e(θa−θ0a−ηa)τ
sin(pi(α + iτ))
dτ
− ζb sin(pi β)
2pi2
∫ ∞
−∞
Kiτ
(√−z rb) K−iτ(√−z r0b) e(θb−θ0b−ηb)τ
sin(pi(β + iτ))
dτ
+
1
2pi
∑
γ, n≥2
(−1)n
∫
Rn
Kiτn
(√−z r)Ki(τn−1−τn)(√−z ρ) (13)
× . . .×Ki(τ1−τ2)
(√−z ρ)K−iτ1(√−z r0) sin(pi σn) exp(θ τn)pi sin(pi(σn + iτn))
× sin(pi σn−1)
pi sin(pi(σn−1 + iτn−1))
× . . .× sin(pi σ2)
pi sin(pi(σ2 + iτ2))
sin(pi σ1) exp(−θ0τ1)
pi sin(pi(σ1 + iτ1))
dnτ .
Here the sum
∑
γ, n≥2 runs over all nite alternating sequenes of length at least two,
γ = (cn, cn−1, . . . , c1), suh that for all j, cj ∈ {a, b} and cj 6= cj+1, and σj = α (resp.
β) depending on whether cj = a (resp. b). In addition, (r, θ) are the polar oordinates
of the point x with respet to the enter cn, (r0, θ0) are the polar oordinates of the
point x0 with respet to the enter c1(the dependene on γ is not indiated expliitly).
III. The Pauli Hamiltonian with AB uxes
Aording to the Aharonov-Casher ansatz
2
the two diagonal omponents of the Pauli
Hamiltonian with the third omponent of spin equal to ±1/2 an be fatorized,
H± = (p− A)2 ∓B = P ∗±P± ,
where
P± = (p1 − A1)± i (p2 −A2).
Using the omplex oordinate z = x1 + i x2 one an rewrite the Pauli Hamiltonian as
follows:
H+ = 4(−i ∂z − Az)(−i ∂z − Az),
H− = 4(−i ∂z − Az)(−i ∂z − Az).
We start our disussion from onsidering the situation with one vortex. Then
A =
α
r2
(x2 dx1 − x1 dx2) = −α dθ = iα
2
e−2i θ de2i θ =
iα
2
z
z
d
z
z
=
iα
2
( dz
z
− dz
z
)
.
Hene
Az =
iα
2z
, Az = − iα
2z
,
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and we an write
H+ = −4
(
∂z +
α
2z
)(
∂z − α
2z
)
, H− = −4
(
∂z − α
2z
)(
∂z +
α
2z
)
.
In fat, these are formal expressions. More preisely, the operators are dened as the
unique selfadjoint operators assoiated respetively to the positive quadrati forms
q+(ϕ) = 4
∫
R2
∣∣∣(∂z − α
2z
)
ϕ
∣∣∣2 d2x , q−(ϕ) = 4 ∫
R2
∣∣∣(∂z + α
2z
)
ϕ
∣∣∣2 d2x , (14)
with their natural maximal domains of denition.
Sine the magneti eld vanishes on R2 \ {0} the operators H± oinide with the
spinless AB Hamiltonian H0 on the domain D(R
2 \ {0}) (D is the spae of test fun-
tions). This means that all three operators H+, H− and H0 are selfadjoint extensions
of the same symmetri operator X˜ . From Refs. 3 and 4 it is known that all selfadjoint
extensions an be desribed by appropriate boundary onditions at the origin. The
method used to derive the boundary onditions was inspired by the desription of
point interations in the plane given in Ref. 7. Let us also note that analogous bound-
ary onditions have been derived in Ref. 8 for the model with additional homogeneous
magneti eld while the ase of Dira-Weyl operator is disussed in Ref. 9.
To desribe the boundary onditions one introdues four funtionals,
Φ−11 (ϕ) = lim
r↓0
r1−α
1
2pi
∫ 2pi
0
ϕ(r, θ) ei θ dθ,
Φ−12 (ϕ) = lim
r↓0
r−1+α
(
1
2pi
∫ 2pi
0
ϕ(r, θ) ei θ dθ − r−1+αΦ−11 (ϕ)
)
,
Φ01(ϕ) = lim
r↓0
rα
1
2pi
∫ 2pi
0
ϕ(r, θ) dθ,
Φ02(ϕ) = lim
r↓0
r−α
(
1
2pi
∫ 2pi
0
ϕ(r, θ) dθ − r−αΦ01(ϕ)
)
.
Eah boundary ondition is determined by a ouple of matries A1, A2 ∈ Mat(2,C)
fullling (the symbol (A1, A2) designates a 2× 4 matrix)
rank (A1, A2) = 2, A1D
−1A∗2 = A2D
−1A∗1
where
D =
(
1− α 0
0 α
)
.
The boundary ondition takes the form
A1
(
Φ−11 (ϕ)
Φ01(ϕ)
)
+ A2
(
Φ−12 (ϕ)
Φ02(ϕ)
)
=
(
0
0
)
.
Two ouples of matries, {A1, A2} and {A′1, A′2}, determine the same boundary on-
dition if and only if there exists a regular matrix G ∈ GL(2,C) suh that (A′1, A′2) =
G(A1, A2).
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For example, the domain of the spinless AB Hamiltonian H0 is determined by
the boundary onditions at the vortex Φ−11 (ϕ) = Φ
0
1(ϕ) = 0 and so by the ouple of
matries
A1 =
(
1 0
0 1
)
, A2 =
(
0 0
0 0
)
.
We wish to derive the boundary onditions for the Hamiltonians H+ and H−. A-
ording to the well-known onstrution, the operator A assoiated to a semi-bounded
quadrati form q is determined by the ondition
∀f ∈ Dom(A) ⊂ Dom(q), ∀ϕ ∈ Dom(q), 〈ϕ,Af〉 = q(ϕ, f) .
This is to say that f ∈ Dom(q) belongs to Dom(A) if and only if there exists g ∈ H
suh that the equality 〈ϕ, g〉 = q(ϕ, f) holds true for all ϕ ∈ Dom(q). In that ase g
is unique and Af = g. We are going to apply this presription to the quadrati forms
(14). This amounts to integration by parts.
More preisely, the Green formula implies that∫
R2
(∂zf)g d
2x = −
∫
R2
f(∂zg) d
2x− lim
a↓0
a
2
∫ 2pi
0
(f g)(a cos(θ), a sin(θ)) e−i θ dθ .
Thus one nds that f ∈ Dom(X˜∗) belongs to Dom(H+) if and only if for all ϕ ∈
Dom(q+),
lim
a↓0
a
∫ 2pi
0
(
ϕ
(
∂z − α
2z
)
f
)
(a cos(θ), a sin(θ)) e−i θ dθ = 0,
or, when expressing (z, z) in the polar oordinates,
lim
a↓0
∫ 2pi
0
(
ϕ ( r ∂r + i ∂θ − α)f
)
(a cos(θ), a sin(θ)) dθ = 0.
Any f ∈ Dom(X˜∗) asymptotially behaves like
f =
(
Φ−11 (f) r
−1+α + Φ−12 (f) r
1−α) e−i θ + (Φ01(f) r−α + Φ02(f) rα)+ regular part.
Hene
(r ∂r + i ∂θ − α)f ∼ 2(1− α)Φ−12 (f) r1−αe−i θ − 2αΦ01(f) r−α + . . . .
Notie that
(r ∂r + i ∂θ − α)r−1+αe−i θ = (r ∂r + i ∂θ − α)rα = 0
and so any funtion of the form r−1+αη(r)e−i θ or rαη(r), with η ∈ C∞(R+), η(r) ≡ 1
in a neighborhood of 0 and η(r) ≡ 0 in a neighborhood of +∞, belongs to Dom(q+).
Therefore a suient and neessary ondition for f to belong to Dom(H+) is
Φ−12 (f) = Φ
0
1(f) = 0. (15)
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The orresponding ouple of matries an be hosen as
A1 =
(
0 1
0 0
)
, A2 =
(
0 0
1 0
)
The other omponent of the Pauli Hamiltonian, H−, an be treated similarly. One
nds that f ∈ Dom(X˜∗) belongs to Dom(H−) if and only if for all ϕ ∈ Dom(q−),
lim
a↓0
∫ 2pi
0
(
ϕ (r ∂r − i ∂θ + α)f
)
(a cos(θ), a sin(θ)) dθ = 0
whih turns out to be equivalent to
Φ−11 (f) = Φ
0
2(f) = 0. (16)
The orresponding ouple of matries an be hosen as
A1 =
(
1 0
0 0
)
, A2 =
(
0 0
0 1
)
.
The generalization to the ase of several vorties is quite straightforward. One
simply imposes the above derived boundary onditions at eah vortex. Let us onsider
the ase of two vorties. For the sake of simpliity we assume that the vorties are
a = (0, 0) and b = (1, 0). The Pauli Hamiltonian formally reads
H+ = −4
(
∂z +
1
2
(α
z
+
β
z − 1
))(
∂z − 1
2
(α
z
+
β
z − 1
))
,
H− = −4
(
∂z − 1
2
(α
z
+
β
z − 1
))(
∂z +
1
2
(α
z
+
β
z − 1
))
.
We still assume that 0 < α, β < 1 (in virtue of the gauge equivalene).
The Pauli Hamiltonian with two vorties is known to have zero modes.
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They an
be omputed with the aid of the Aharonov-Casher ansatz sine it eetively enables to
redue the seond order dierential equation to a rst order one. Expliit solutions are
even known in some essentially more ompliated situations (see for example Ref. 11).
Just for the sake of illustration let us verify that the zero modes atually satisfy the
above derived boundary onditions (15) or (16).
If α + β < 1 then the funtion
ϕ(z) =
|z|α |z − 1|β
z(z − 1)
is L2 integrable and solves (
∂z − 1
2
(α
z
+
β
z − 1
))
ϕ = 0.
So it is a zero mode of H+. It is elementary to ompute its asymptoti behavior for
ra → 0,
ϕ = r−1+αa e
−i θa +
(
1− β
2
)
rαa −
β
2
rαa e
−2 i θa +O
(
r1+αa
)
.
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Hene ϕ obeys (15). The boundary ondition at the vortex b is analogous.
Similarly, if α + β > 1 then
ϕ(z) =
1
|z|α |z − 1|β
is a zero mode of H− and
ϕ = −β
2
r1−αa e
−i θa + r−αa −
β
2
r1−αa e
i θa +O
(
r2−αa
)
.
Hene ϕ obeys (16).
IV. Asymptoti behavior near a vortex
Our rst task in this setion is the asymptoti analysis of funtions from a deieny
subspae. To simplify the disussion we shall use the symbolO(rγ) in a sense somewhat
weaker than it is ommon. The equality f(r, θ) = O(rγ) for r ↓ 0 will mean that
f(r, θ) =
∑
n∈Z fn(r)e
inθ
and for all n it holds fn(r) = O(r
γ).
Lemma 1. Assume that R > 0, z ∈ C \ R+, 0 < α < 1 and ϕ ∈ L2(B(0, R), d2x)
satises in the weak sense the dierential equation
(Y − z)ϕ = 0
on B(0, R) \ {0} (the disk entered at 0 with the radius equal to R) where (using the
polar oordinates (r, θ))
Y = −e−iαθ∆eiαθ = −(∂x1 + iα ∂x1θ)2 − (∂x2 + iα ∂x2θ)2
= −
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
( ∂
∂θ
+ iα
)2)
.
Then there exist onstants c0, d0, c−1, d−1, suh that
ϕ(r, θ) = c0r
−α + d0rα +
(
c−1r−1+α + d−1r1−α
)
e−i θ +O(rγ) for r ↓ 0 , (17)
where γ = min{2− α, 1 + α}.
Proof. For all n ∈ Z, η ∈ D((0, R)) (the spae of test funtions) it holds true that
0 = 〈(Y − z¯)η(r) einθ, ϕ〉 = −
〈( ∂2
∂r2
+
1
r
∂
∂r
+ z¯ − (n + α)
2
r2
)
η(r) einθ, ϕ
〉
.
Hene
ϕ(r, θ) =
∞∑
n=−∞
fn(r) e
in θ ,
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where
∀n ∈ Z,
(
∂2
∂r2
+
1
r
∂
∂r
+ z − (n+ α)
2
r2
)
fn(r) = 0 on (0, R)
in the weak sense. This implies that the generalized derivative ∂r
(
r ∂rfn(r)
)
belongs
to L1loc
(
(0, R)
)
and onsequently fn ∈ AC2
(
(ε, R)
)
for all 0 < ε < R. Therefore
neessarily fn(r) is a linear ombination of the modied Bessel funtions,
fn(r) = anKn+α
(√−z r)+ bn I|n+α|(√−z r) .
Let us reall the asymptoti behavior of the Bessel funtions. If 0 < ν and ν /∈ N then
Iν(r) =
1
Γ(ν + 1)
(r
2
)ν
+O
(
rν+2
)
and
Kν(r) =
Γ(ν)
2
(r
2
)−ν (
1 +O
(
r2
))− Γ(1− ν)
2ν
(r
2
)ν (
1 +O
(
r2
))
.
This implies that fn ∈ L2((0, R), r dr) if and only if either an = 0 or n ∈ {0,−1}.
This is to say that an an be nonzero only for n = 0,−1. So if n 6= 0,−1 then
fn(r) = O(r
|n+α|). This proves the lemma.
Let H be the two-vortex spinless AB Hamiltonian dened by boundary onditions
(12). The symbol X below stands for the symmetri operator obtained by restriting
the domain of H so that funtions from DomX vanish in some neighborhood of the
vorties. The deieny subspaes are denoted by N(z) = Ker(X∗ − z).
Corollary 2. If z ∈ C \ R+ and ψ ∈ N(z) then there exist onstants ca,0, ca,−1, cb,0,
cb,−1, suh that
ψ(x) = ca,0 r
−α
a e
iαθa + ca,−1 r−1+αa e
i(α−1)θa + o(1) for ra ↓ 0, (18)
and
ψ(x) = cb,0 r
−β
b e
i β θb + cb,−1 r
−1+β
b e
i(β−1)θb + o(1) for rb ↓ 0. (19)
Proof. The property ψ ∈ N(z) means that ψ ∈ L2(B(0, R), d2x), (−∆ − z)ψ = 0
on R2 \ (La ∪ Lb) in the weak sense and ψ satises the boundary onditions (12) on
La ∪ Lb. Then the funtion exp(−iα θa)ψ obeys the assumptions of Lemma 1 and
relation (17) implies (18). Relation (19) an be shown similarly.
Corollary 3. Assume that z ∈ C \ R+, ψ ∈ N(z) and ψ(a) = ψ(b) = 0. Then
ψ ∈ Dom(H) and hene ψ = 0.
Proof. We use one more the fat that exp(−iα θa)ψ obeys the assumptions of Lemma 1
and hene
exp(−iα θa)ψ(x) = c0r−αa + d0r αa +
(
c−1r−1+αa + d−1r
1−α
a
)
e−i θa +O(r γa ) for ra ↓ 0 .
Sine ψ(a) = 0 it holds c−1 = c0 = 0. Let U be the unitary operator on L2(R2, d2x)
ating via multipliation by the phase fator exp(iαθa+iβθb). Then ϕ = exp(−iαθa−
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iβθb)ψ belongs to Ker(X˜
∗−z) where X˜ = U−1XU . The funtion θb(x) is real analyti
in a neighborhood of a and
θb(x) = sin(θa)
ra
ρ
+O(r 2a ) for ra ↓ 0 .
A straightforward omputation gives the asymptoti behavior of ϕ and one nds that
Φ−11 (ϕ) = c−1, Φ
−1
2 (ϕ) = d−1 +
βc0
2ρ
, Φ01(ϕ) = c0, Φ
0
2(ϕ) = d0 −
βc−1
2ρ
.
So one nds that the boundary ondition Φ−11 (ϕ) = Φ
0
1(ϕ) = 0 is satised at the
vortex a. Analogously, the same boundary ondition is fullled at the vortex b. As
realled in Setion III, these boundary onditions determine the domain of H0. Hene
ϕ ∈ Dom(H0) and ψ ∈ Dom(H). But H is positive, z 6∈ R+, and therefore Dom(H)∩
N(z) = {0}. This shows that ψ = 0.
Further we are interested in the asymptoti behavior near a vortex of the Green
funtions (7) and (13). It is easy to see that in the spinless ase the Green funtion
vanishes in eah vortex. For example in the ase of two vorties it holds true that
Gz(a, x0) = 0. This an be derived from (13) with the aid of the relation
Kiτ (r)→ pi δ(τ) for r ↓ 0 (20)
and some simple ombinatoris. It is also obvious that
K0
(√−z |x− x0|) = K0(√−z r0a)+O(ra) for ra ↓ 0,
(here r0a = |a− x0|) and
Kiν
(√−z rb) = Kiν(√−z ρ)+O(ra) for ra ↓ 0.
To get an additional information we shall need an asymptoti formula for the
integral ∫ ∞
−∞
Kiτ
(√−z ra) Ki(ν−τ)(√−z ρ) sin(piα) exp(θa τ)
pi sin(pi(α+ iτ))
dτ . (21)
Suh an asymptoti analysis an be arried on with the aid of the following lemma.
Lemma 4. Suppose that r > 0, |θ| < pi and 0 < α < 1. Then∫ ∞
−∞
e−r cosh(s)
e−α(u−s−iθ)
1 + e−u+s+iθ
ds =
pi
sin(pi α)
− Γ(α)
1− α
(r
2
)1−α
e(1−α)(u−iθ)
− Γ(1− α)
α
(r
2
)α
e−α(u−iθ) + Z(r, u) , (22a)
where
∀r ∈ (0, 1), ∀u ∈ R, |Z(r, u)| ≤ Kr cosh(u) (22b)
and K depends on θ and α but does not depend on r and u.
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Proof. The LHS of (22a) equals∫ ∞
u
e−r cosh(s)
e−(1−α)(s−u+iθ)
1 + e−s+u−iθ
ds +
∫ ∞
−u
e−r cosh(s)
e−α(s+u−iθ)
1 + e−s−u+iθ
ds . (23)
Therefore it sues to study integrals of the form∫ ∞
u
e−r cosh(s)
e−γ(s−u+iθ)
1 + e−s+u−iθ
ds = eγ(u−iθ)
∫ ∞
u
e−r cosh(s)−γs ds
−
∫ ∞
u
e−r cosh(s)
e−(γ+1)(s−u+iθ)
1 + e−s+u−iθ
ds (24)
for 0 < γ < 1. The seond integral on the RHS of (24) an be treated easily and one
nds that∫ ∞
u
e−r cosh(s)
e−(γ+1)(s−u+iθ)
1 + e−s+u−iθ
ds =
e−iγθ
γ
−
∫ ∞
0
e−γ(s+iθ)
1 + e−s−iθ
ds + Z1(r, u) ,
where Z1(r, u) satises estimate (22b). To treat the rst integral on the RHS of (24)
we note that
e−r cosh(s) = exp
(
−r
2
es
) ∞∑
k=0
1
k!
(
−r
2
)k
e−ks
and therefore∫ ∞
0
e−r cosh(s)−γs ds =
∞∑
k=0
1
k!
2−γ−krγ+k Γ
(
−γ − k, r
2
)(
−r
2
)k
= −Γ(1 − γ)
γ
(r
2
)γ
+
1
γ
+
γ
1− γ2 r +O(r
2) .
Furthermore, ∫ 0
u
e−r cosh(s)−γs ds =
e−γu − 1
γ
+ Z2(r, u) ,
where Z2(r, u) satises estimate (22b). Thus we have derived that∫ ∞
u
e−r cosh(s)
e−γ(s−u+iθ)
1 + e−s+u−iθ
ds = −Γ(1 − γ)
γ
(r
2
)γ
eγ(u−iθ)+
∫ ∞
0
e−γ(s+iθ)
1 + e−s−iθ
ds+Z3(r, u) ,
(25)
where Z3(r, u) satises estimate (22b). To onlude the proof it sues to apply (25)
to the both integrals in (23) and to take into aount that∫ ∞
0
e−(1−α)(s+iθ)
1 + e−s−iθ
ds+
∫ ∞
0
e−α(s−iθ)
1 + e−s+iθ
ds =
∫ ∞
−∞
e−α(s−iθ)
1 + e−s+iθ
ds =
pi
sin(piα)
for |θ| < pi.
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Corollary 5. Under the same assumptions as in Lemma 4 it holds true that∫ ∞
−∞
Kiτ
(√−z r) Ki(ν−τ)(√−z ρ) sin(piα) exp(θ τ)
pi sin(pi(α+ iτ))
dτ
= Kiν
(√−z ρ)− sin(pi α)
pi
Γ(α)
1− α
(√−z r
2
)1−α
ei(α−1)θKiν−1+α
(√−z ρ)
− sin(pi α)
pi
Γ(1− α)
α
(√−z r
2
)α
eiαθKiν+α
(√−z ρ)+O(r) (26)
for r ↓ 0.
Proof. Using
Kiτ(a) =
1
2
∫ ∞
−∞
ei s τ−a cosh(s) ds for a > 0, τ ∈ R, (27)
and applying the equality∫ ∞
−∞
ei τ(u−s)
exp(θ τ)
sin(pi(α+ iτ))
dτ = 2
e−α(u−s−iθ)
1 + e−u+s+iθ
we nd that (21) equals
sin(pi α)
2pi
∫ ∞
−∞
e−
√−z ρ cosh(u)−i ν u
(∫ ∞
−∞
e−
√−z r cosh(s) e
−α(u−s−iθ)
1 + e−u+s+iθ
ds
)
du .
Now it sues to apply (22) to the inner braket and then to use the integral form
(27) in the reversed sense.
First let us apply (26) to the ase of one vortex. In fat, the following observa-
tion about the asymptoti expansion of the Green funtion (7) near the vortex will
be ruial for the subsequent analysis. We get either the asymptoti expansion of
Gz(r, θ; r0, θ0) for r ↓ 0, or, sine in general it holds true that
Gz(r, θ; r0, θ0) = Gz(r0, θ0; r, θ), (28)
the expansion for r0 ↓ 0 as well, namely
Gz(r, θ; r0, θ0) =
sin(pi α)
2pi2
Γ(α)
1− α
(√−z r0
2
)1−α
K−1+α
(√−zr) ei(α−1)(θ−θ0) (29)
+
sin(pi α)
2pi2
Γ(1− α)
α
(√−z r0
2
)α
Kα
(√−zr) eiα(θ−θ0) +O(r0) .
One observes that the oeients standing at r 1−α0 e
−i(α−1)θ0
and r α0 e
−iαθ0
are respe-
tively proportional to
K−1+α
(√−z r) ei(α−1)θ and Kα(√−z r) eiαθ.
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But these funtions are nothing but the basis funtions in the orresponding deieny
subspae, see (8).
Next we shall onsider the ase of two vorties. Applying (26) to (13) we get
Gz(x, x0) =
sin(piα)
2pi2
Γ(α)
1− α
(√−z ra
2
)1−α
ei(α−1)θaLα−1(x0)
+
sin(pi α)
2pi2
Γ(1− α)
α
(√−z ra
2
)α
eiα θa Lα(x0) +O(ra) (30a)
for ra ↓ 0 where
Lν(x0) = Kν
(√−z r0a) e−i ν θ0a + ∑
γ, n≥2, cn=a
(−1)n−1
∫
Rn−1
Kiτn−1+ν
(√−z ρ)
×Ki(τn−2−τn−1)
(√−z ρ)× . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1(√−z r0)
× sin(pi σn−1)
pi sin(pi(σn−1 + iτn−1))
× . . .× sin(pi σ2)
pi sin(pi(σ2 + iτ2))
sin(pi σ1) exp(−θ0τ1)
pi sin(pi(σ1 + iτ1))
dn−1τ
(30b)
(and, again, (r0, θ0) are the polar oordinates of the point x0 with respet to the enter
c1). The onvergene of the series in (30b) will be disussed later in Setion V.
V. Deieny subspaes for the ase of two vorties
In this setion we are going to onstrut a basis in the deieny subspaes in the
two-vortex ase. So H designates the two-vortex spinless AB Hamiltonian desribed
by the boundary onditions (12), X is the symmetri operator obtained by restriting
the domain of H as desribed in Setion IV and N(z) = Ker(X∗ − z) is a deieny
subspae.
Asymptoti expansion (29) for the one vortex ase suggests that also in the two
vortex ase one may extrat from the Green funtion a basis in the deieny subspae.
From (30) and (28) on derives immediately a andidate for suh a basis. It is formed
by the funtions
ψu,ν,z(x) =
∞∑
n=0
Sn(u, ν, z; x) , (31a)
where
S0(u, ν, z; x) = Kν
(√−z ru) ei ν θu, (31b)
Sn(u, ν, z; x) = (−1)n
∫
Rn
Kiτn
(√−z rn) (31)
×Ki(τn−1−τn)
(√−zρ) × . . .×Ki(τ1−τ2)(√−zρ)K−iτ1−ν(√−zρ)
× sin(pi σn) exp(θn τn)
pi sin(pi(σn + iτn))
sin(pi σn−1)
pi sin(pi(σn−1 + iτn−1))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
dnτ
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for n ≥ 1, the indies are restrited to the range
u ∈ {a, b}, ν ∈ {ω − 1, ω} where ω = α if u = a, and ω = β if u = b, (31d)
and to eah n ∈ N one relates the unique alternating sequene (cn, cn−1, . . . , c1), cj ∈
{a, b} and cj 6= cj+1, suh that c1 6= u. Correspondingly, σj = α if cj = a and σj = β
if cj = b. As usual, (rn, θn) = (rcn, θcn) are the polar oordinates with respet to the
enter cn, (rc, θc) are the polar oordinates entered at the point c.
Let us show that the series (31a) atually onverges. In the Hilbert spae L2(R, dτ)
we introdue the vetors
fu,z(x; τ) = Kiτ
(√−z ru) exp(θuτ) sin(pi σ)
pi sin(pi(σ + iτ))
, gν,z(τ) = K−iτ−ν
(√−z ρ) ,
and the operators Kz and Du with the generalized kernels
Kz(µ, ω) = Ki(ω−µ)
(√−zρ) , Du(µ, ω) = sin(pi σ)
pi sin(pi(σ + iµ))
δ(µ− ω),
where
u ∈ {a, b}, σ = α if u = a, and σ = β if u = b.
For u ∈ {a, b} let v be the omplementary vortex, i.e., {u, v} = {a, b}. For the sake
of brevity we shall use the matrix-like notation in the following paragraph. Thus the
transposition will in fat indiate an integration , i.e., fTg =
∫
R
f(τ) g(τ) dτ .
We an rewrite the summands in equation (31a) using this notation (here n ≥ 1),
S2n−1(u, ν, z; x) = −fv,z(x)T (Kz Du KzDv)n−1gν,z ,
S2n(u, ν, z; x) = fu,z(x)
TKz Dv(Kz Du KzDv)
n−1gν,z .
These formulae make it possible to estimate the summands. Note that Kz ats as a
onvolution operator and so it is diagonalized by the Fourier transform. Sine∫ ∞
−∞
eix τKiτ (a) dτ = pi e
−a cosh(x)
we get
‖Kz‖ = pi e−Re(
√−z)ρ.
The operator Du is already diagonal. Therefore
‖Du‖ = sup
µ∈R
∣∣∣∣ sin(piσ)pi sin(pi(σ + iµ))
∣∣∣∣ = 1pi .
Jointly this implies that
|S2n−1(u, ν, z; x)| ≤ ‖fv,z(x)‖‖gν,z‖ e−(2n−2) Re(
√−z) ρ ,
|S2n(u, ν, z; x)| ≤ ‖fu,z(x)‖‖gν,z‖ e−(2n−1) Re(
√−z) ρ .
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The estimates show that the series (31a) onverges absolutely at least as fast as a
geometri series. Even one an rewrite the formula for ψu,ν,z(x) in a ompat form,
namely
ψu,ν,z(x) = Kν
(√−z ru) ei ν θu (32)
+
(
fu,z(x)
TKz Dv − fv,z(x)T
)
(I− Kz Du KzDv)−1gν,z.
Here the inverse operator (I − Kz Du KzDv)−1 exists with the norm estimated from
above by (1− exp(−2Re(√−z) ρ))−1.
Altogether we get four funtions: ψa,α−1,z , ψa,α,z, ψb,β−1,z and ψb,β,z. Our goal is to
show that they atually form a basis in the deieny subspae. Obviously
(∆ + z)ψu,ν,z = 0
sine
(∆ + z)Kν
(√−z r) e±i ν θ = 0 on R2 \ {0}
for all ν ∈ C, z ∈ C \ R+, and therefore all the summands satisfy the equation
(∆ + z)Sn(u, ν, z) = 0 in the domain R
2 \ (La ∪ Lb).
Let us verify that ψu,ν,z obeys the boundary onditions (12). For the sake of
deniteness we shall onsider the funtion ψa,ν,z, ν ∈ {α−1, α}. Firstly we shall show
that
e−iαpiψa,ν,z
∣∣
θa=pi
− eiαpiψa,ν,z
∣∣
θa=−pi = 0. (33)
If n = 2m− 1 is odd then cn = b. Moreover, if θa = ±pi then θb = 0 and rb = ra + ρ.
Hene
e−iαpiS2m−1(a, ν, z)
∣∣
θa=pi
− eiαpiS2m−1(a, ν, z)
∣∣
θa=−pi
=
∫
R2m−1
Kiτ2m−1
(√−z(ra + ρ))× . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1−ν(√−z ρ)
× 2 i sin(pi α) sin(pi σ2m−1)
pi sin(pi(σ2m−1 + iτ2m−1))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2m−1τ .
If n = 2m, m ≥ 1, is even then cn = a and
e−iαpi exp(pi τn)− eiαpi exp(−pi τn) = −2 i sin(pi(σn + iτn))
hene
e−iαpiS2m(a, ν, z)
∣∣
θa=pi
− eiαpiS2m(a, ν, z)
∣∣
θa=−pi
= −
∫
R2m
Kiτ2m
(√−z ra)Ki(τ2m−1−τ2m)(√−z ρ)× . . .×K−iτ1−ν(√−z ρ)
× 2i sin(pi α)
pi
sin(pi σ2m−1)
pi sin(pi(σ2m−1 + iτ2m−1))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2mτ .
The integration in τ2m an be arried on with the aid of the identity∫ ∞
−∞
Kiτ (a)Ki(ν−τ)(b) dτ = piKiν(a + b) for a > 0, b > 0. (34)
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This way we get the equality
e−iαpiS2m(a, ν, z)
∣∣
θa=pi
− eiαpiS2m(a, ν, z)
∣∣
θa=−pi
= −(e−iαpiS2m−1(a, ν, z)∣∣θa=pi − eiαpiS2m−1(a, ν, z)∣∣θa=−pi)
valid for all m ≥ 1. Obviously,
e−iαpiS0(a, ν, z)
∣∣
θa=pi
− eiαpiS0(a, ν, z)
∣∣
θa=−pi = 0.
The last two equalities imply (33).
Similarly one an show that
e−i β piψa,ν,z
∣∣
θb=pi
− eiβ piψa,ν,z
∣∣
θb=−pi = 0. (35)
Equality (34) again turns out to be useful but this time when treating the odd sum-
mands. With its aid the dimension of the integration domain is redued by 1 and one
obtains the equality
e−i β piS2m−1(a, ν, z)
∣∣
θb=pi
− ei β piS2m−1(a, ν, z)
∣∣
θb=−pi
= −(e−iβ piS2m−2(a, ν, z)∣∣θb=pi − eiβ piS2m−2(a, ν, z)∣∣θb=−pi)
valid for all m ≥ 1. This shows (35).
Finally we note that the remaining two boundary onditions,
e−iαpi
∂ψa,ν,z
∂ra
∣∣∣
θa=pi
− eiαpi ∂ψa,ν,z
∂ra
∣∣∣
θa=−pi
= 0,
e−i β pi
∂ψa,ν,z
∂rb
∣∣∣
θb=pi
− ei β pi ∂ψa,ν,z
∂rb
∣∣∣
θb=−pi
= 0,
an be veried in exatly the same way.
Next we wish to examine the asymptoti behavior of the funtions ψu,ν,z near the
singular points a and b. We shall again fous on the funtions ψa,ν,z, the funtions
ψb,ν,z an be treated similarly. First notie that
ψa,ν,z(b) = 0. (36)
Atually, for the even summands in (31a) the limit x → b just means setting ra = ρ.
To treat the odd summands one applies the limit proedure (20) for rb → 0 and nds
that
S2m−1(a, ν, z; b) = −S2m−2(a, ν, z; b) for all m ≥ 1.
This shows (36).
Let us make this result more preise. The even summands in (31a) simply satisfy
S2m(a, ν, z; x) = S2m(a, ν, z; b) +O(rb) for x → b.
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Asymptoti behavior of the odd summands an be obtained with the aid of relation
(26). We get (here S2m−1(a, ν, z; b) = −S2m−2(a, ν, z; b))
S2m−1(a, ν, z; x) = S2m−1(a, ν, z; b) +
sin(pi β)
pi
Γ(β)
1− β
(√−z rb
2
)1−β
ei(β−1)θb
×
∫
R2m−2
Kiτ2m−2−1+β
(√−zρ)× . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1−ν(√−zρ)
× sin(pi σ2m−2)
pi sin(pi(σ2m−2 + iτ2m−2))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2m−2τ
+
sin(pi β)
pi
Γ(1− β)
β
(√−z rb
2
)β
ei β θb
×
∫
R2m−2
Kiτ2m−2+β
(√−z ρ)× . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1−ν(√−zρ)
× sin(pi σ2m−2)
pi sin(pi(σ2m−2 + iτ2m−2))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2m−2τ +O(rb)
for x → b. Jointly this means that
ψa,ν,z(x) =
∑
µ∈{β−1, β}
sin(pi |µ|)
pi
Γ(1− |µ|)
|µ|
(√−z rb
2
)|µ|
eiµ θb Sµ,ν(α, β; z)+O(rb) (37)
for x → b where
Sω,ν(α, β; z) = Kω−ν
(√−zρ)+ ∞∑
m=1
∫
R2m
Kiτ2m+ω
(√−z ρ)
×Ki(τ2m−1−τ2m)
(√−z ρ) × . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1−ν(√−z ρ) (38)
× sin(pi σ2m)
pi sin(pi(σ2m + iτ2m))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2mτ
with (σ2m, . . . , σ2, σ1) = (α, . . . , α, β).
The funtion ψa,ν,z has a singularity at the point a. Nevertheless it holds true that
∞∑
n=1
Sn(a, ν, z; a) = 0. (39)
The veriation is similar to that of equality (36). This time it holds true that
S2m(a, ν, z; a) = −S2m−1(a, ν, z; a) for all m ≥ 1.
This shows (39). A more preise result an be derived as follows. Note that
S2m−1(a, ν, z; x) = S2m−1(a, ν, z; a) +O(ra) for x → a.
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Asymptoti behavior of the even summands an be obtained with the aid of relation
(26). We get
S2m(a, ν, z; x) = S2m(a, ν, z; a)− sin(pi α)
pi
Γ(α)
1− α
(√−z ra
2
)1−α
ei(α−1)θa
×
∫
R2m−1
Kiτ2m−1−1+α
(√−z ρ) × . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1−ν(√−z ρ)
× sin(pi σ2m−1)
pi sin(pi(σ2m−1 + iτ2m−1))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2m−1τ
− sin(pi α)
pi
Γ(α)
1− α
(√−z ra
2
)1−α
eiαθa
×
∫
R2m−1
Kiτ2m−1+α
(√−z ρ)× . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1−ν(√−z ρ)
× sin(pi σ2m−1)
pi sin(pi(σ2m−1 + iτ2m−1))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2m−1τ +O(ra)
for x → a. The asymptoti behavior of the Madonald funtion is given by the
formula
12
Kν(x) =
pi
2 sin(ν pi)
( 2ν
Γ(1− ν) x
−ν − 2
−ν
Γ(1 + ν)
xν
)
+O
(
x−ν+2
)
=
Γ(ν)
2
(x
2
)−ν
− Γ(1− ν)
2ν
(x
2
)ν
+O
(
x−ν+2
)
for 0 < ν < 1.
Finally we arrive at the expansion
ψa,ν,z(x) =
Γ(|ν|)
2
(√−z ra
2
)−|ν|
ei ν θa (40)
−
∑
µ∈{α−1, α}
sin(pi |µ|)
pi
Γ(1− |µ|)
|µ|
(√−z ra
2
)|µ|
eiµ θa Tµ,ν(α, β; z) +O(ra)
for x → a where
Tω,ν(α, β; z) =
pi
2 sin(piα)
δµν +
∞∑
m=1
∫
R2m−1
Kiτ2m−1+ω
(√−z ρ)
×Ki(τ2m−2−τ2m−1)
(√−z ρ)× . . .×Ki(τ1−τ2)(√−z ρ)K−iτ1−ν(√−z ρ) (41)
× sin(pi σ2m−1)
pi sin(pi(σ2m−1 + iτ2m−1))
× . . .× sin(pi σ1)
pi sin(pi(σ1 + iτ1))
d2m−1τ
with (σ2m−1, . . . , σ2, σ1) = (β, . . . , α, β).
Remark. As a onsequene one an show that
∞∑
n=1
Sn(u, ν, z; x) =
∞∑
n=1
Sn(u,−ν, z; x). (42)
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Atually, a short inspetion of the above derivation shows that the funtions
ψ˜u,ν,z(x) =
∞∑
n=0
Sn(u,−ν, z; x)
also satisfy the boundary onditions (12) and solve the equation (∆ + z)ψ˜u,ν,z = 0.
Therefore the funtion
f(x) =
∞∑
n=1
Sn(u, ν, z; x)−
∞∑
n=1
Sn(u,−ν, z; x)
satises the boundary onditions (12) as well and solves (∆ + z)f = 0. In addition,
f(a) = f(b) = 0. Consequently, f ∈ Dom(H) and (H − z)f = 0. Neessarily f = 0.
Lemma 6. dim N(z) ≤ 4.
Proof. In virtue of Corollary 2, for any ve-tuple of funtions from N(z) there exists
a nontrivial linear ombination of these funtions vanishing both at a and b. By
Corollary 3, suh a linear ombination equals 0.
Proposition 7. dimN(z) = 4.
Proof. Owing to Lemma 6 it sues to show that dimN(z) ≥ 4. But in relation
(31) we have onstruted four funtions ψa,α−1,z, ψa,α,z, ψb,β−1,z and ψb,β,z from the
deieny subspae N(z). The asymptoti expansions (37) and (40) show that these
funtions are atually linearly independent.
We onlude that the funtions {ψa,α−1,z, ψa,α,z, ψb,β−1,z, ψb,β,z} form a basis inN(z).
Remark. Formula (32) is well suited for numerial omputations. To give the reader
an idea about the behavior of ψu,ν,z we have plotted |ψa,α−1,i| in Fig. 2 and |ψb,β,i| in
Fig. 3, with α = 1/3, β = 2/3 and ρ = 1. Note that the former funtion vanishes in
the vortex b while the latter one vanishes in the vortex a.
VI. The Krein's formula
We would like to emphasize one more that we are using two unitarily equivalent
formulations. The operators H±, H0 are respetively assoiated to the quadrati
forms (14) and (11). Let U be the unitary operator in L2(R2, d2x) ating as Uϕ =
exp(iαθa+iβθb)ϕ. The Green funtion (13) orresponds to the operator H = UH0U
−1
dened by the boundary onditions on the ut (12).
Set
fu,ν,z =
(√−z)|ν|ψu,ν,z. (43)
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Let us enumerate the basis {fa,α−1,z, fa,α,z, fb,β−1,z, fb,β,z} in N(z) as {f 1z , f 2z , f 3z , f 4z } (in
this order). Set f˜ jz = U
−1f jz , Rz = (H0 − z)−1, R±z = (H± − z)−1. Aording to the
Krein's formula
R±z −Rz =
∑
j, k
(M±z )
j,k f˜ jz 〈f˜kz , ·〉 (44)
or, in terms of Green funtions,
G±z (x, x0) = Gz(x, x0) +
∑
j, k
(M±z )
j,k f jz (x) f
k
z (x0) , (45)
where M±z is a holomorphi matrix-valued funtion dened on C \ R.
An operator-valued funtion R±z onstruted this way will be the resolvent of a
selfadjoint operator if and only if it satises (Ref. 13, Chp. 5.2)
∀z ∈ C \ R, (R±z )∗ = R±z (46)
and (the Hilbert identity)
∀z, w ∈ C \ R, R±z − R±w = (z − w)R±z R±w (47)
(it follows from (44) that KerR±z = {0} for all z ∈ C \ R). Let us analyze onditions
(46) and (47). It is straightforward to see that (46) is satised if and only if
M∗z =Mz . (48)
In equality (52) below we shall show that
∀z, w ∈ C \ R, ∀j, f˜ jw + (z − w)Rzf˜ jw = f˜ jz .
With the aid of this identity it is just an easy omputation to show that (47) is
equivalent to the ondition
∀z, w ∈ C \ R, Mz −Mw = (z − w)MzP (z, w)Mw , (49)
where P (z, w) is the 4× 4 matrix of salar produts,
P (z, w)j,k = 〈f jz , fkw〉.
Equality (49) was presented in Ref. 14 and was applied to problems similar to ours
for example in Refs. 15 and 3.
Aording to formula (30) and denition (31) of ψu,ν,z(x) we have
Gz(x, x0) =
sin(pi α)
2pi2
Γ(α)
1− α
(√−z r0a
2
)1−α
e−i(α−1)θ0aψa,α−1,z(x)
+
sin(pi α)
2pi2
Γ(1− α)
α
(√−z r0a
2
)α
e−iαθ0a ψa,α,z(x) +O(r0a) (50)
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for r0a ↓ 0. Using this asymptoti behavior and the Hilbert identity written in terms
of Green funtions,
(z − w)
∫
R2
Gz(x, y)Gw(y, x0) d
2y = Gz(x, x0)− Gw(x, x0) ,
we obtain an equality valid for u = a, namely
(z −w)
(√−w)|ν| ∫
R2
Gz(x, y)ψu,ν,w(y) d
2y =
(√−z)|ν|ψu,ν,z(x)− (√−w)|ν|ψu,ν,w(x) .
(51)
This means that
ψu,ν,w + (z − w)(H − z)−1ψu,ν,w =
(√−z√−w
)|ν|
ψu,ν,z
for ν ∈ {α− 1, α} and u = a. The same argument naturally applies also to the vortex
u = b. Using notation (43) we nd that
fu,ν,w + (z − w)(H − z)−1fu,ν,w = fu,ν,z (52)
holds true for all w, z ∈ C \ R.
We wish to ompute the 4 × 4 matrix of salar produts P (z, w). Using (28) and
applying the asymptoti behavior (50) one more, this time to equality (51), we nd
that the integral ∫
R2
ψv,µ,z(y)ψu,ν,w(y) d
2y
equals the oeient standing at
sin(pi |µ|)
2pi2
Γ(1− |µ|)
|µ|
(rv
2
)|µ|
eiµ θv
when taking the asymptoti expansion of the expression
1
z − w
(
1(√−w)|ν| ψu,ν,z(x)− 1(√−z)|ν| ψu,ν,w(x)
)
for x→ v, i.e., rv ↓ 0. In virtue of (40) and (37) we get∫
R2
ψa,µ,z(y)ψa,ν,w(y) d
2y
= −2pi 1
z − w
((√−z√−w
)|ν|
Tµ,ν(α, β; z)−
(√−w√−z
)|µ|
Tµ,ν(α, β;w)
)
and ∫
R2
ψa,µ,z(y)ψb,ν,w(y) d
2y
= 2pi
1
z − w
((√−z√−w
)|ν|
Sν,µ(α, β; z)−
(√−w√−z
)|µ|
Sν,µ(α, β;w)
)
.
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In partiular,∫
R2
|ψa,ν,z(x)|2 d2x = − 2pi
Im(z)
Im
((√−z√−z
)|ν|
Tν,ν(α, β; z)
)
.
This means that, when passing to funtions {f jz} instead of {ψu,ν,z},
(z − w)P (z, w)
= −2pi

(√−z)2−2αTα−1,α−1(α, β; z) √−z Tα,α−1(α, β; z)√−z Tα−1,α(α, β; z) (√−z)2αTα,α(α, β; z)
−(√−z)2−α−βSα−1,β−1(β, α; z) −(√−z)1+α−βSα,β−1(β, α; z)
−(√−z)1−α+βSα−1,β(β, α; z) −(√−z)α+βSα,β(β, α; z)
(53)
−(√−z)2−α−βSβ−1,α−1(α, β; z) −(√−z)1−α+βSβ,α−1(α, β; z)
−(√−z)1+α−βSβ−1,α(α, β; z) −(√−z)α+βSβ,α(α, β; z)(√−z)2−2βTβ−1,β−1(β, α; z) √−z Tβ,β−1(β, α; z)√−z Tβ−1,β(β, α; z) (√−z)2βTβ,β(β, α; z)

− (z ↔ w) .
The Green funtions G±z (x, x0) should satisfy the orresponding boundary ondi-
tions in eah variable x, x0. Let us rst onsider the ase of H
+
. Reall that the
boundary onditions whih determine the domain of H+ are Φ−12 = Φ
0
1 = 0 (see (15)).
Let us hek the asymptoti behavior of G±z (x, x0) for x0 → a. Asymptoti behavior of
Gz(x, x0) is given in (50) and asymptoti behavior of f
j
z (x0) follows from (40) and (37)
jointly with denition (43). The ondition Φ01 = 0 means that the oeient standing
at (r0a/2)
−α exp(−iαθ0a) vanishes. This term ours only in the asymptoti expansion
of f 2z (x0) and so ∑
j
(M+z )
j,2 f jz (x) = 0 .
The set of funtions {f jz} is linearly independent and thus we get a ondition on the
matrix M+z : (M
+
z )
j,2 = 0 for all j. Considering the limit x0 → b one similarly derives
the ondition (M+z )
j,4 = 0. In view of (48) one obtains more, namely
(M+z )
j,k = 0 whenever j = 2, 4 or k = 2, 4. (54)
Let us denote by M+,redz the redued 2×2 matrix obtained by omitting the vanishing
rows and olumns, i.e.,
M+,redz =
(
(M+z )
1,1 (M+z )
1,3
(M+z )
3,1 (M+z )
3,3
)
.
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The onditionΦ−12 = 0 for x0 → ameans that the oeient standing at (r0a/2)1−α exp
(−
i(α− 1)θ0a
)
vanishes. Using (54) we get
sin(pi α)
2pi2
Γ(α)
1− αf
1
z (x) +
∑
j
f jz (x)
(
− (M+z )j,1
sin(pi α)
pi
Γ(α)
1− α
× (√−z )2(1−α) Tα−1,α−1(α, β; z)
+ (M+z )
j,3 sin(pi α)
pi
Γ(α)
1− α
(√−z )2−α−β Sα−1,β−1(β, α; z)) = 0.
This is equivalent to the ouple of equations
1
2pi
− (M+z )1,1
(√−z )2(1−α) Tα−1,α−1(α, β; z)
+ (M+z )
1,3
(√−z )2−α−β Sα−1,β−1(β, α; z) = 0,
− (M+z )3,1
(√−z )2(1−α) Tα−1,α−1(α, β; z)
+ (M+z )
3,3
(√−z )2−α−β Sα−1,β−1(β, α; z) = 0.
Analogously, another two equations are obtained when onsidering the limit x0 → b,
namely
1
2pi
− (M+z )3,3
(√−z )2(1−β) Tβ−1,β−1(β, α; z)
+ (M+z )
3,1
(√−z )2−α−β Sβ−1,α−1(α, β; z) = 0,
− (M+z )1,3
(√−z )2(1−β) Tβ−1,β−1(β, α; z)
+ (M+z )
1,1
(√−z )2−α−β Sβ−1,α−1(α, β; z) = 0.
The four equations an be jointly rewritten in the matrix form,
M+,redz (55)
=
1
2pi
( (√−z)2−2αTα−1,α−1(α, β; z) −(√−z)2−α−βSβ−1,α−1(α, β; z)
−(√−z)2−α−βSα−1,β−1(β, α; z) (√−z)2−2βTβ−1,β−1(β, α; z)
)−1
.
It is straightforward to verify that the derived matrixM+z atually obeys onditions
(48) and (49). The former one follows from the equalities
Tµ,ν(α, β; z) = Tµ,ν(α, β; z), Sµ,ν(α, β; z) = Sµ,ν(α, β; z),
and
Tµ,ν(α, β; z) = Tν,µ(α, β; z), Sµ,ν(α, β; z) = Sν,µ(β, α; z).
The latter one follows from the form of P (z, w) given in (53). In fat, (53) and (55)
jointly imply
(z − w)P (z, w)red = (M+,redw )−1 − (M+,redz )−1.
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The other omponent of the Pauli operator, H−, an be treated similarly. The
boundary onditions read Φ−11 = Φ
0
2 = 0 (see (16)). The ondition Φ
−1
1 = 0 for x0 → a
means that the oeient standing at (r0a/2)
−1+α exp
(− i(α−1)θ0a) vanishes. Hene∑
j
(M−z )
j,1 f jz (x) = 0 ,
or equivalently, (M−z )
j,1 = 0. Similarly for x0 → 0 we derive that (M−z )j,3 = 0, hene
(M−z )
j,k = 0 whenever j = 1, 3 or k = 1, 3. (56)
Set
M−,redz =
(
(M−z )
2,2 (M−z )
2,4
(M−z )
4,2 (M−z )
4,4
)
.
The onditionΦ02 = 0 for x0 → ameans that the oeient standing at (r0a/2)α exp(−iαθ0a)
vanishes. Using (56) we get
sin(pi α)
2pi2
Γ(1− α)
α
f 2z (x) +
∑
j
f jz (x)
(
− (M+z )j,2
sin(pi α)
pi
Γ(1− α)
α
× (√−z )2α Tα,α(α, β; z)
+ (M+z )
j,4 sin(pi α)
pi
Γ(1− α)
α
(√−z )α+β Sα,β(β, α; z)) = 0.
This is equivalent to the ouple of equations
1
2pi
− (M−z )2,2
(√−z )2α Tα,α(α, β; z) + (M−z )2,4(√−z )α+β Sα,β(β, α; z) = 0,
− (M−z )4,2
(√−z )2α Tα,α(α, β; z) + (M−z )4,4(√−z )α+β Sα,β(β, α; z) = 0.
For x0 → b one derives other two equations,
1
2pi
− (M−z )4,4
(√−z )2β Tβ,β(β, α; z) + (M−z )4,2(√−z )α+β Sβ,α(α, β; z) = 0,
−(M−z )2,4
(√−z )2β Tβ,β(β, α; z) + (M−z )2,2(√−z )α+β Sβ,α(α, β; z) = 0.
Jointly the four equations mean that
M−,redz =
1
2pi
( (√−z)2αTα,α(α, β; z) −(√−z)α+βSβ,α(α, β; z)
−(√−z)α+βSα,β(β, α; z) (√−z)2βTβ,β(β, α; z)
)−1
. (57)
Let us note that the inverted matries on the RHS of (55) and (57) are atually
well dened. This is beause the matries in question depend on z analytially in
the domain C \ R+ and tend exponentially fast to invertible diagonal matries for
Re
√−z → +∞ as one an easily dedue from the disussion of the formula (32)
related to the onvergene of the series (31a) and from the form of matrix entries (38)
and (41).
27
VII. Conluding remarks
Having a formula for the Green funtion G±z (x, x0) it would be, of ourse, desirable
to use it for a more detailed analysis of the Pauli operator, rst of all for its spetral
analysis. This aim would assume, however, a more detailed analysis of the funtions
Sω,ν(α, β; z) and Tω,ν(α, β; z). In partiular, it would be important to know what
happens in the limit Re
√−z → 0, i.e., when z approahes λ ∈ R+ from the upper
or lower half-plane. Reall that both Sω,ν(α, β; z) and Tω,ν(α, β; z) are expressed as
innite series whose onvergene is guaranteed for Re
√−z > 0. Our rst attempts in
this diretion suggest that suh an analysis might be rather omplex and should be
onsidered as an independent problem in its own right.
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Figure aptions
FIGURE 1. Geometrial arrangement. Choie of the uts La, Lb and hoie of the
angle variables θa, θb.
FIGURE 2. Funtion ψa,α−1,i from the deieny subspae for the values of parame-
ters α = 1/3, β = 2/3, ρ = 1.
FIGURE 3. Funtion ψb,β,i from the deieny subspae for the values of parameters
α = 1/3, β = 2/3, ρ = 1.
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Figure 1: Geometrial arrangement. Choie of the uts La, Lb and hoie of the angle
variables θa, θb.
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Figure 2: Funtion ψa,α−1,i from the deieny subspae for the values of parameters
α = 1/3, β = 2/3, ρ = 1.
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Figure 3: Funtion ψb,β,i from the deieny subspae for the values of parameters
α = 1/3, β = 2/3, ρ = 1.
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