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Abstract 
Lin, Y. and R.J. Tait, Finite-difference approximations for a class of nonlocal parabolic boundary value 
problems, Journal of Computational and Applied Mathematics 47 ( 1993) 335-350. 
We consider finite-difference approximations for a class of nonlocal parabolic boundary value problems 
which arise in thermoelasticity and poroelasticity. Approximations for both fixed and natural boundary 
conditions are considered together with an analysis of their stability. An example arising in testing 
poroelastic annular cylindrical samples is considered under various boundary conditions and for realistic 
values of the physical parameters. 
Keywords: Finite difference; parabolic; stability; nonlocal. 
1. Introduction 
The nonlocal parabolic boundary value problem 
82.4 
- = L(u) + e 
at s 
KCw+y,t)dy, XESZ, O<t<T, 
ukt) = flxAQ xEai2, O<t<T, 
(1.1) 
u(x,O) = 4(x), x E a, 
occurs in a number of physical applications. Here U(X, t) is a scalar function, t denotes time, x is a 
vector in W and 52 denotes an open bounded region in W, L?Q its boundary and a its closure. E is 
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a parameter and L an elliptic operator. In thermoelastic problems u denotes temperature [2] and 
in problems dealing with flow in porous elastic media [ 5 ] u denotes fluid pressure. We assume that 
all variables have been reduced to nondimensional form. Questions of existence and uniqueness of 
solutions of ( 1.1) have been considered in [ 41. 
In the present paper we consider the stability of numerical solutions using finite-difference 
methods for a particular problem of the form described by ( 1.1). In particular we discuss the 
equation 
au d2U , ldu , _ ; _du, -=- 
at dr2 +--+’ r dr J pdt ip, t> 0, O<a<p<b, O<t<T, 
a 
(1.2) 
subject to suitable initial and boundary conditions. The physical derivation of (1.2) is described 
in detail in [ 5 1. Clearly (1.2) can be treated by eigenfunction expansion methods which have 
theoretical advantages, but do lead to difficulties at small times. We prefer here to examine direct 
numerical methods. 
The paper is organised as follows. In Section 2 we formulate our numerical procedures and 
comment on their implementation. In Section 3, the stability of the backward Euler and Crank- 
Nicolson schemes are considered. In Section 4 we discuss the numerical scheme and stability 
properties when natural boundary conditions are employed, and in Section 5 we present the results 
of numerical experiments with the schemes. 
2. Numerical procedures 
In this section we formulate various numerical procedures before considering questions of stability 
and computational implementation. We assume that ( 1.2) has been reduced to nondimensional 
form so that a, b, E are parameters. 
In order to discretise the equations in question, let N > 0 be a positive integer and define 
h = (b - a)/N, z to denote the spatial and temporal grid spacings respectively, and write 
ri = a + ih, ri+1/2 = a + (i + &)h, i=O,l,..., N-l, 
MY = u(a + ih,nT), i = 0, l,..., N, n > 0, 
(2.1) 
where ro = a, rN = b. Then 
suy = “:‘lh- f4 ) i=O,1,2 ,..., N-l, 
62u? = ri+l/26$ - ri-l/2~u~-, 1 h 
, i = 1,2 ,..., N- 1. 
With suitable smoothness assumptions on u(x, t) we may then write 
(2.2) 
( 1 Urr + --ur r )I I = r, = :G’ui + Q(h2), I (2.3) 
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where ui = u(a + ih). If r(x) E C2 [a, b], the trapezoidal rule gives 
b 
s v(x) dx = 5 wkQz + 0(/z’), (2.4) 
a kc0 
where vk = v (a + hk ) and wk = i if k = 0, N, and unity otherwise. 
With this notation we define a backward Euler scheme (BES) for the finite analogue of ( 1.2) as 
N n+l 
+&xwkrk 'k -‘;1h T , i=l,2, 
k=O 
If the boundary/initial conditions are of the form 
u(a,t) = f(t), u(b,t) = g(t), O<t<T, 
uCc,O) = 4(x), a < x G b, 
then we supplement (2.5) with the conditions 
u; = f”, uk = g”, n > 1, 
Up = $9i, i=O,l,..., N, 
,N-1, n&O. (2.5) 
(2.6a) 
(2.6b) 
where f” = f(tn), g” = g(P), t” = no and $i = $(Yi) for i = 0, l,..., N. 
In a similar way we can define a Crank-Nicolson scheme (CNS) as 
,;+I - I.41 
= &62(u:+1 
N n+l 
+@)+&~Wkrk ‘k 
-‘i,?, 
T 
~ , i=l,..., N, n>O, (2.7) 
I kc0 
together with boundary/initial conditions given by (2.6 ). 
In the following we shall show that both the BES and CNS are unconditionally stable with the 
former giving rise to an error 0 (T + h2) and the latter to an error 0 ( 22 + h2). To establish 
stability results it is preferable to work with (2.5 ), (2.7). The actual computational algorithm can 
be simplified however by replacing the finite sums in these equations by alternative expressions. 
Consider then (2.5), (2.6) and write 
n+l 
sN(n + l,n) = cwkrkUk r- ih, n 2 0. 
k=O 
If we multiply (2.5) by rib and sum on i, we obtain 
N-l 
CriU1’lrmu’h_= rN_1p8u;t;t_{ -r,,28u~+1 + &CNSN(n + l,n), 
i=l 
(2.8) 
(2.9) 
where 
N-l 
CN = C rib = s(b2-a2). 
i=l 
(2.10) 
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On adding the quantity 
E(n + 1,n) = $n+r -f”) + $“+I+) 
to either side and rearranging terms, we have 
sN(n + l,n) = 
1 
(1 - ECN) 
e(n + l,n) + rN-l/2 
The BES of (2.5) now reduces to 
(2.11) 
(2.12) 
(2.13) 
where 
Fi” = (1 -:cN) rN-1/2&?+' q2f n+’ h + h i = 1 )...) N-l, n&o. (2.14) 
Together with (2.6)) equations (2.13), (2.14) may be written as a matrix system 
Ax =y, (2.15) 
with A an (N - 1) x (N - 1) diagonally dominant matrix for h small, and x and y are (IV - l)- 
vectors. The components of x are ul+‘, i = 1,. . . , N-l,andthoseofyareulfori= l,...,iV-I. 
The scheme is then easily implemented using any standard procedure for sparse matrices. 
The CNS may be treated in a similar way. We consider (2.6), (2.7) and proceed as above. This 
results in the scheme 
x {3cv-1,2(~;~: + u;_,) + ~r~,2(~;+~ + u;)} + G:, 
i = 1 )..., N-l, nao, 
where 
g n+l + g” 
TN-l/2 2h 
+ r1,2fn+1  f" 
2h 
+E(n + l,n) , 
> 
(2.16) 
(2.17) 
and the relevant quantities are defined above. 
Again CNS may now be reduced to a matrix system as above for computational purposes. 
Equation (1.2) subject to natural boundary conditions may be treated in a similar way. Some 
additional notation is required and we defer their treatment to Section 4. 
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3. Stability 
In order to derive appropriate stability estimates for the numerical algorithms described by (2.5) 
or (2.7) subject to conditions (2.6), we define the discrete inner products 
k=O 
N-l 
(U,‘u)l = c rk+l/&k8ukh, 
kc0 
where the notation is that of Section 2 with uk 
are then given by 
Ilull; = (u, u)o, Ilull: = (U,U)l. 
(3.1) 
(3.2) 
= U(U + kh), vk = ZI (a + kh). The induced norms 
(3.3) 
If Qt = (a, b) u (0, t), we write 
C4,2(Zjr) = u: U’dr”‘dtm 
I 
a9.4 a9.4 
We then have the following theorem. 
E C(Q,): n 6 4,m Q 2 . 
> 
Theorem 3.1. Let u be a solution of (1.2) subject to conditions (2.6), and {UT} the solution of (2.5) 
subject o conditions (2.6b) with u E C412(aT) and suppose $&(b2 - a2) < 1. Then there exists a 
CO > 0 depending only on u such that for all T > 0, 
~~~IIe”llo G CO(T + h2), 
, 
where 
ey = 2.47 - u(ri,nz), i=O,l,..., N, n&O. 
Proof. With e/ given above it follows from (2.5) that 
e?+’ 
I 
- e: 
T 
N 
ek 
n+l _ e” 
+&xWkrk ~ kh+cr;, i = 1, 
kc0 
ef = 0, i=O,l,...,N, e:=eJ$=O, n2 1, 
(3.4) 
,N- 1, n > 0, (3.5) 
(3.6) 
where c+ 
such that 
denotes the discretisation error. The condition on u implies that there exists an Lo > 0 
Igi<!$r&O I41 G Lo(7 + h2). (3.7) 
Let y = {v/i}, i = 1,2,. . . ,N- 1, with v/o = VN = 0. Multiplying (3.5) by riy/ih and summing on 
i gives 
en+’ _ en 
YV + (e”+’ 
7 
,v)1= E 
CC 
en+’ _ en 
+ (a”,wh, n > 0. (3.8) 
0 7 0 
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If we choose v/ = en+‘, (3.8) becomes 
( 
p+l _ en 
,e n+l 
7 > 
+ (e”+‘,e”+‘)l 
0 
en+1 _ en 
=& K ,l ,e”+’ ) > + (cy”,en+l)O, n 2 0. r 0 0 (3.9) 
Expanding the terms and converting to norms gives 
Ile n+llli - Ile”lli + II@+’ - e”lli + Ilen+lll~ 
22 
e ( =z;: 1 
en+‘, 1); - (e”, 1); + [(en+l, l)o - (en, 1)012} + (a”,e”+‘)o, n > 0. 
(3.10) 
On summing (3.10) on n from 0 to m leads to 
Ile m+llli + 2 lie”+’ -e”llg + 275 ]]e”+‘jI~ 
n=O n=O 
= E 
{ 
(e”+‘,l)i + &(e”+l,l)e- (e”,l)e12 + 2r&on,en+‘)0. (3.11) 
n=O n=O 
If we use the appropriate Schwartz inequality on each of the terms on the right-hand side of 
(3.11), noting that e,” = e$ = 0, n 3 0, and transfer the resulting expression for the terms in E to 
the left-hand side, we obtain 
Ile m+lJli + 5 (Ien+’ - enjlfj + 2re (le”+‘I(f < 1 _‘eb, 5 Il~nllOllen+lllO~ 
n=O n=O n=O 
whereD,=C~~:Ykh=~(b-a-h)(b+a)=IIlII~-(~+b)h. Since 
m l2 
1 _2iD 
N 
2 Il~“llOllen+ll10 G 5 ;ypm Ilen+% + i 
n=O . ( 
1 _2& C Il~“Il0) y 
n=O 
(3.12) 
it now follows that 
Ile m+ll10 G 1 _2;DN 5 ll~nIlo, m 3 0. 
n=O 
On using (3.7) and writing T = m7, we have 
Ile 
23f2TLO(b2 - u2)‘12 
2-&(P-u2) 
(r + h2). 
The required result now follows with 
c _ 23/2T(b2 - a2)‘j2Lo 
0- 2-.z(b2--2) * 
The Crank-Nicolson scheme may be treated in a similar manner. 0 
(3.13) 
(3.14) 
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Theorem 3.2. Let u and { ul} be the solutions of (1.2) and (2.7) respectively, subject o boundary 
conditions (2,6a), (2.6b). Then under the same conditions as in Theorem 3.1 there exists a CO > 0 
depending only on u such that for all T > 0, 
rn;$le”llo < G(r2 + h2). (3.15) 
Proof. Using the same notation as in Theorem 3.1, we now have 
e?+l - e,! 
N 
I ek 
n+l __e” 
=- 
z 
l ‘d2(e/+’ 
Yi ’ + el) + eCtukrk 
7 k h + /3;, 
k=O 
= l,..., 
ep = 0, 
en+1 _ en 
+ i(e”+* = E 
_ en 
Pry + (P”,v)o. (3.18) 
7 0 7 
If we now set 
y = en+’ + en, 
then after a little rearrangement we find 
lb n+llIf+ - Ile% + illen+I 
7 
+ e”llT = f {(en+‘, 1); - (e”, l);} + (fln,en+i + e”)0. 
(3.19) 
Again summing (3.19) over from 0 m and into account last two equations 
(3.16), find 
Ile + t75 + e”llf c(em+‘, 1): rc(pn,en+l + (3.20) 
n=O 
Again using Schwartz inequality the brackets the right-hand and transferring 
in E the left-hand we obtain 
*+llli G _iDN 2 + lle”ll0). 
It follows that 
(3.21) 
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where T = mz, and so 
Ile m+ll10 < 
23/2L,-,T(b2 - a2)‘i2 
2-e(b2-a2) (72 + h2), 
(3.23) 
giving the required result with 
c 
0 
= 23/2LoT(b2 - a2)‘/* 
2-c(b2-a2) ’ 
We note that the above results may be generalised without difftculty to deal with the equation 
n-1824 ?S+-- y dr +a bp”-l$~,t)dp = g, 
J 
acr-cb, t>O, 
a 
together with suitable initial and boundary conditions. 
4. Natural boundary conditions 
We consider here the questions of a numerical scheme and stability for ( 1.2) when natural 
boundary conditions are imposed. As a typical example we take 
u(a,t) = f(t), $(b,t) + u(t,b) = g(t), t > 0, 
(4.1) 
u(r,O) = 4(r), a < r < b. 
Clearly the linearity of the problem allows any class of boundary conditions to be split into ones of 
the above type and those previously considered. General conditions of the form 
a(t)~(b,t) + B(t)u(b,t) = s(t) (4.2) 
can be handled as described below with trivial modification provided (Y > 0 and say o, j? continuous 
for t > 0. 
We consider a BES and employ the notation used previously with some modification. We assume 
in the following that the solution can be continued smoothly, say as a Taylor series to first- 
derivative terms, beyond the boundary at r = b to r = b + h, and introduce the fictitious value 
%+I n 2 0. This value will be subsequently eliminated before proceeding with the analysis. With 
rN+t/2 = b + fh, rN+l = b + h, we then have the scheme 
$h , i=1,2 ,..., IV, n>O, (4.3) 
with 
up = &, i = O,l,..., ZV, 
uo” = S”, n 2 0, 
624% + uk = g”, n 2 0, 
(4.4) 
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where 
6u; = %+1- u% 
h . 
The integration formula has been modified here since we require accuracy 0 (h ) rather than 0 ( h2 ). 
With 
n+l 
SN(~ + 1,n) = crkU* -Uih, 
k=O 
z (4.5) 
we multiply (4.3) by rib and sum over i to get 
N 
c 
un+l -u? 
ri ’ ’ h = rN+I12~uN 
n+l _ 
z 
h/2$ ‘+l + EENSN(R + l,TZ), (4.6) 
i=l 
where 
Replacing 6 u;t;’ ’ by the third equation of (4.4) and adding 
ro (fn’:-fn) h 
to either side of (4.6 ) gives 
SN(n + l,n) = rN+l/2(g”+’ - U&+:+') - rli2 (u 
‘f” _ j-n+') 
+ rotf 
n+l_ fn)h 
h 
z + EEw%‘(IZ + l,n), 
so that 
SN(n + l,n) = l _iE n+l n+l _ - rN+ l/2uN rl/2u1 
N h 
+ rN+1/2$? 
+ nj2_fn+ 1 
h + 
ro(_P1 - fn)h 
5 
Replacing SN(n + 1,n) in (4.5) using (4.8) then gives the scheme 
n+l 
n+l rl/2U1 
rN+1J2uN + h + G;, 
i=1,2 ,..., N, n>O, 
where 
G;= ’ n+l 
~-&EN 
rl/2f”+’ + ro(_F1 - fn)h 
rN+1/2g + h 
7 
7 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
where 6u>+l = gn+l - u;+l. 
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This scheme again gives rise to a matrix scheme of the type described before with the minor 
alteration that A is now an N x N matrix and x, y are N-vectors. 
We next turn to the stability of the scheme defined by (4.3) subject to conditions (4.4) and note 
the following lemma. 
Lemma 4.1. Let { Iyo, y1, . . . , V/N} be a sequence with I//O = 0. Zf q > 0, then for suitable C > 0, 
(4.11) 
Proof. This requires a slight modification of the argument used in [ 11. Write 
rk-1,204 - &I) = h~k-l/2b’kdVk + vk-l), (4.12) 
fork = 1,2,..., r, and add these expressions. Using the Cauchy inequality with q, we obtain 
N-l N 
rN-l/2v$ G vldlt4l~ + h c wk2 + i ~W& 
k=O kc1 
(4.13) 
Equation (4.11) now follows with rl = q1/rN-1/2 and c > (1 + vl)/(rN-l/2)*. 0 
We can now state the following theorem. 
Theorem 4.2. Let u be a solution of (1.2) subject o conditions (4.1) and {up} a solution of (4.3) 
subject o conditions (4.4). Then, if u E C4**(DT) and i&(b* -a*) < 1, there exists a CO > 0 such 
that for all T > 0, 
y$le”llo < CO(T + h). 
/ 
(4.14) 
Proof. With the previous notation and the modifications set out above we have 
e?+’ - e? 
1 I 
z 
N 
ek 
n+l _ en 
+exWkrk z kh+y!, i= 1,2 ,..., N, n 2 0, 
n=O 
(4.15) 
ey = ei = 0 7 i=O,l,..., N, n>O, se; + e;l = P, n 2 0. 
We note that the value at b + h has been included. The conditions on u imply that there exists an 
LO > 0 such that 
(4.16) 
Proceeding as before we multiply (4.15) by ri V/ih and sum over i to find that, on using the second 
and third equation of (4.15), 
en+1 _ en 
7 
>cy 
> 
+ (en+’ ,W)l = e(W,l)o en+;-e”J 
> 
+ rN+1/2(dnvN - e$+‘V/N). 
0 0 
(4.17) 
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Ifwe choose ryi = el+‘, i = O,l,...,N, and note that 
2(e”+’ - e”,e”+‘)o = f/en+’ - enlli + Ilen+‘II~ - Ilen(l& 
2(e”+’ -en, l)o(en+l, l)o = (e”+’ -en, 1); + (e”+‘, 1): - (e”, l>& 
then on summing (4.17 ) over n, we have 
Ile m+lllfj + 2 lie”+’ - e”lli + 22 g Ile”+lll: 
n=O n=O 
= c (em+‘, 1): + fJe’+l 
1 -en,l)t} + Zre(y”,e”+‘)o 
n=O n=O 
m 
+ 27rN+1/2 E gnen+l N - 2 (et+‘)Z). (4.18) 
n=O n=O 
Replacing the last terms by their absolute values and using the Schwartz inequality on the terms in 
E and the term following, we have 
Ile m+llli + 2re Ile”+‘II: 
n=O 
2r m 
' (1 _&EN) n+ll10 + (b + l){ 2 1Pl Iei+ll + &e$+1)2}}. (4.19) 
n=O ?I=0 
Next, using Cauchy’s inequality on the terms involving y, 6 on the right-hand side, and making use 
of Lemma 4.1 to estimate (e, ‘+ ’ )2 together with (4.16) for the discretisation errors, we have 
Ile m+llli + 2re [le”+lllf 
n=O 
6 (1_7EEN){M(l + EN)L~(T+~)~ + 3@ + lhf$+lll? 
n=O 
+ (1 + 
3(b+l)C m 
r >C 
Ilen+’ Ii}. 
n=O 
If we now choose ye > 0 such that 
1 _ 3(b + l)vl 
2(1-&EN) ’ ;’ 
then (4.20) reduces to 
T(1 + EN) (1 + 3(b + 1)/V) m Ile m+lll; < 
(1 -&EN) 
J537+ N2 + 
(~-&EN) 
7 C Ilen+lll& 
n=O 
where T = m7. 
Given a sequence {Q}, k = 0, 1,2,. . ., and the inequality 
O<% G c+deak, m = 0,1,2,..., 
k=O 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
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with c > 0, 0 < d < 1, it follows that 
a, 6 2cexp(2md). 
It then follows from (4.22) by setting a,,, = Ile”+‘IIg in (4.23) that 
Ilem+‘II~ < Ci(7 + h)', 
where 
C2 = 2T(l + EQexp 
0 l-&EN O { 
2(1 + 3(b + l)C/rt) T 
(1 _&EN) > 
> 
provided that 7 is chosen sufficiently small so that 
o< 1+3(b+l)Clrl 
l-&EN 
and h chosen sufficiently small so that 
l-EEN>O, (4.27) 
that is, 
o<h< E(b:aj(l-+(b2-a2)). 
(4.24) 
(4.25) 
(4.26) 
(4.28) 
The required result now follows from (4.25). 0 
5. Numerical experiments 
In ( 1.2), E may take positive or negative values depending on whether the equation describes 
thermoelastic or poroelastic problems respectively, as in [2,5]. For illustrative purposes we have 
taken E < 0 below and consider a poroelastic problem described in [ 51. In order to clarify the 
choice of initial conditions, we briefly review the equations used in [ 51 and refer to that paper for 
further details. We consider then an annular region 0 < a < r < b containing a poroelastic material. 
The radial stress or,. in the material at time t is then given by 
Grrb, t) = 2C(t) - ; s(t) + W2P(a, t) + 2~ 
s 
pp(p, t) dp , a-crcb, t>O, 
il 
(5.1) 
where C (t ) and S (t ) are as yet arbitrary functions. In addition, the pressure p (r, t ) in the fluid 
contained in the material is given by 
2(v, -v) dC(t) 
+ ~(1 -v~) dt ’ 
a<r<b, t>O. (5.2) 
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c is a constant, the coefficient of consolidation, having dimension of (length)2/time. 9, V, vP are 
dimensionless constants. If the inner region 0 < r < a is filled with fluid which is subsequently 
pressurised, we have 
p(a,t) = Pof(t), G&t) = -Pof(t), (5.3) 
with pe a suitable constant measure of pressure. At the outer boundary we assume a stress-free 
condition with 
o,,(b,t) = 0, 
and a pressure boundary condition of the form 
(5.4) 
u$(b, t) + KP(b, t) = 0, (5.5) 
K is dimensionless and Q has the dimension of length. The typical examples are (Y = 0, K = 1 or, 
if the cylinder is jacketed, (Y = 1, K = 0. A porous jacket would require rw # 0, K # 0. 
If we apply the second equation of (5.3) and (5.4) to (5.1), we may determine C(t), S(t) and 
b 
s 
PP(P,t)dp . 
a 
(5.6) 
Substituting this value in (5.2) then leads to 
6 
p 8P(P t) ,&’ 2a2 V~-VPO 0-(t) dp + pzyT-_~~~ 
a<r<b, t > 0. (5.7) 
We then have the boundary conditions 
P&t) = PO.!-(t), n!$(b,t) + KP(b,t) = 0, (5.8) 
and we require an initial condition to complete the specification. Rice and Cleary [ 51 proceed 
as follows. For a < r < b integrate (5.7) with respect o t from t = O- to t = O+, assuming all 
quantities are zero for t < 0. Then, after a little calculation, 
2a2 ql-vPof(O+) 
p(r,O+) = --- 
b2 -a2 1 -v 2~ * 
Equations ( 5.7 ) - ( 5.9 ) are now nondimensionalised by setting 
F= 1: 
a’ 
&‘y 
a’ 
R= ;, 
substituting in the equations and dropping the hats. We also set 
2a2 VP - u 
& = ~laZ1_v,’ 
1 - up 
E* = l_V&. 
(5.9) 
(5.10) 
(5.11) 
These equations now reduce to 
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2 
1 ap 
gj+-- 
r ar 
p(l,t) =f(t), ugw)+kPuw =0, P@,O) = -$(o+). 
Finally, to remove the term in f (t ) from the first equation above, take 
P = p- $(f(t) -j-(0+)), 
giving the set of equations 
a2p 
R 
1 ap apht) - -- 
a6 + r dr =g+c p J ap 0, 
1 
P(l,t) = f(t) + @t) -f(O+)), 
(5.12) 
(5.13) 
(5.14) 
(5.15) 
ag(R,t) + IcP(R,t) 
P(r,O) = -$-f(O+). 
As a first example we consider a constant pressure applied at r = 1 at t = 0 and take f (t ) = 1, 
t > 0, f (O+ ) = 1, with cy = 0. The results are shown in Fig. 1 for various values of t. In all of the 
= +w -f(o+)), (5.16) 
(5.17) 
0.75 
0.50 
0.25 
0 
‘. 
. . ‘. ‘. - t=0.0001 
, ‘. ‘. \ . . ‘. 
----- tz0.01 
‘. \ \ ‘.., 
‘. 
‘. 
, 8 ‘.., 
‘. ----- tz1.0 
‘.., ‘. , ‘. , ‘. , ‘.., . . \ ‘.., ‘. , ‘,.. . . I ‘. \ ‘. . . ‘. ‘. , ‘. . . \ ‘. . . ‘. \ . . \ ‘... .-._ \ ‘.... --._ \ ._ \ .‘...,, \ . .._. \ “...._,__, 
.-._ 
.-. 
\ ‘........._..,,.............’ 
‘\ _-’ .- 
‘. cc 
*___ __-- -- ---____________---- 
-0.25 1 
1.00 1.25 1.50 1.75 ; 
radial distance 
IO 
Fig. 1. Nondimensional pressure as a function of radial distance for nondimensional times as shown, when 
p(1, t) = I,p(R, t) = O,p(r,O) = -e’/2q. The values of the parameters used are given in (5.18). 
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1 .oo 1 
E 
2 0.75 
z 
h 
0.50 
0.25 
0 
-._. 
‘“, -.__ 
‘.) -._. 
‘, ‘.I‘ 
-._. -._. 
B .:\ 
_.A._, 
‘, ‘..‘\ 
-.-._, 
-~--~-~-~-.-._.-.___._._ 
\ ‘., ‘\ 
I ‘. ‘\ 
, 
\ ‘.., ‘\ 
, ‘.., *\ 
‘\ , 
, ‘. . . .\ - t=0.00001 
, *\ \ ‘.._ ‘\ ----- 0.001 
, ‘.., *\ , *\ 
.,........ t=0,, 
\ ‘.., 
, ‘.., *\ 
----- tz0.2 
, .. ‘. -‘-‘- tz1.0 ‘_ \ .. *. \ ‘. -. ._ , . . -. \ . . (. --.._ \ . . -. \ ‘._, -._ \ . . . . . . ---____ 
\ . . ‘._, ---___ 
‘\ 
‘. 
‘.......,,, 
-.__ .‘..,......,__,_ . . .._.._... ________________---------------- i 
-0.25 i 
1.00 1.25 1.50 1.75 2.00 
radial distance 
Fig. 2. As in Fig. 1, but withp(l,t) = 1, (ap/ar)(R,t) = O,P(r,O) = -E*/(h). 
cases to be considered we have taken typical values with 
Y = 0.2, VP = 0.3, 9 = 0.25, - 2. 
a 
Clearly, as t -+ cc in this case, the solution approaches the steady-state solution 
p= l- lnr 
InR’ 
1 .oo 
0.50 
0.25 
0 
i 
-0.25 c 
1 .oo 1.25 1.50 1.75 
radial distance 
Fig. 3. As in Fig. 1, but with p(l,t) = t,p(R,t) = O,p(r,O) = 0. 
(5.18) 
(5.19) 
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0.50 
0.25 
0 
Legend 
- t=0.01 
_ - - _ _. t=o., 
. . . . . . . . . t=o.s 
----- tz1.0 
-0.25  i 
1 .oo 1.25 1.50 1.75 2.00 
radial distance 
Fig. 4. As in Fig. 1, but withp(l,t) = t,(ap/ar)(R,t) = O,p(r,O) = 0. 
The results shown in Fig. 1 appear to agree with those in [3]. Figure 2 shows the results for the 
same condition on the inner boundary but with cy = 1, IC = 0 at r = R. In each of these cases, 
p (r, t ) = P (r, t) and the variables are taken in nondimensional form. 
The second example chosen is to take f (t) = t, t > 0, f (O+ ) = 0, which is of some practical 
interest and takes account of the fact that the inner boundary is not pressurised instantaneously. 
Figures 3 and 4 show the result at various times t where in Fig. 3 we have taken a = 0 and in 
Fig. 4, K = 0, Q = 1. We have chosen to show the actual nondimensional pressure p (Y, t) rather 
than P(r, t). 
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