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Abstract
This paper describes work directed towards the development 
of a syllable prominence-based prosody generation 
functionality for a German unit selection speech synthesis 
system. A general concept for syllable prominence-based 
prosody generation in unit selection synthesis is proposed. As 
a first step towards its implementation, an automated syllable 
prominence annotation procedure based on acoustic analyses 
has been performed on the BOSS speech corpus. The 
prominence labeling has been evaluated against an existing 
annotation of lexical stress levels and manual prominence 
labeling on a subset of the corpus. We discuss methods and 
results and give an outlook on further implementation steps.
1. Introduction
State-of-the-art unit selection speech synthesis systems that 
operate on large speech corpora allow for the production of a 
highly natural speech output under ideal circumstances. An 
important factor that constrains the design of a prosody 
generation functionality for this technique is the general 
philosophy of the corpus-based synthesis approach: Unit 
selection speech synthesis draws its potential for naturalness 
from exploiting the inherent variation of the data in the 
speech corpus. Interference with the data should be kept at 
minimum [1], Prosody generation should be faithful to this 
principle. A good way to ensure this is to model prosodic 
structures by selecting units that best fit a given prosodic 
specification, rather than by employing signal manipulation 
techniques, which are likely to have a negative impact on 
speech quality.
As for the realization of this concept, there are two 
approaches that one could think of: One possibility is to 
model the individual prosodic parameters in a very direct 
way, for example by using algorithms that predict specific F0 
targets and segmental durations for the speech output, and to 
select units that best fit these specifications. Another 
approach would be to treat prosody as a “black box”. In this 
approach, prosody is represented in terms of abstract 
perceptual prominence levels of linguistic units, such as 
syllables, rather than specified acoustic-prosodic parameters. 
For this purpose, prominence can be defined as the degree to 
which the syllable is perceived as standing out relative to its 
environment [2]. The realization of a certain prominence 
pattern could be ensured by selecting units from the speech 
corpus that match the predicted prominence levels of the 
corresponding units in the desired speech output as closely as 
possible. It could be argued that in the context of unit 
selection synthesis, representing prosody in terms of abstract 
prominence levels might have the advantage of better 
exploiting the inherent variation within the speech data. For 
example, a specific predicted pitch target for a certain
position within an utterance to be synthesized might not be 
available in the speech corpus. In a prominence-based 
framework, this could be made up for by selecting a unit that 
exhibits a high value for another prosodic parameter at this 
position, resulting in the same abstract prominence level that 
the pitch target would have assigned. The prominence-based 
approach could thus be an efficient way of prosody modeling, 
although it has to be acknowledged that there certainly are 
contexts in which a specific pitch profile is crucial.
A possible architecture for syllable-prominence-based 
prosody prediction in unit selection synthesis could be 
thought of in terms of three components: First, the text-to- 
speech component of the synthesis system needs to have 
implemented a syllable prominence model that predicts 
prominence levels for each syllable in the desired target 
utterance to be synthesized. Previous research has shown that 
this can be realized based on a very simple set of rules or a 
machine learning scheme, taking into account features such 
as part-of-speech information, lexical stress patterns and the 
position of a word relative to phrase boundaries [3]. Second, 
each syllable in the speech corpus of the system needs to be 
assigned a prominence value based on its relative perceptual 
salience. Third, these prominence values will have to be 
included into the system either as target or as transition costs, 
so that they can be considered in unit selection. This paper is 
concerned with the second step, the assignment of 
prominence values on syllable level to a speech corpus for 
unit selection synthesis. The rest of the paper is organized as 
follows: In section 2, we discuss previous research and 
motivate our method. The Bonn Open Synthesis System 
(BOSS), in which our prosody prediction functionality is to 
be implemented, is introduced in section 3. In the fourth 
section, the prominence model and the prominence detection 
algorithm are introduced and special challenges for its 
application in a synthesis system are discussed. In section 5, 
we present evaluation results for the automatic prominence 
labeling. In section 6, conclusions are drawn and perspectives 
for further work are addressed.
2. Previous Work
An early example of work on the modeling of prominence in 
speech synthesis is presented in [4], who describe the 
prediction of abstract prosodic labels from text using a 
machine learning method. However, they apply a quite 
different notion of prominence, equaling it with the relative 
height of a pitch accent within the phrase it occurs in. 
Interestingly, [5] show that the prominence paradigm may be 
superior to other approaches towards representing prosodic 
structures in a speech synthesis context: The authors report of 
problems with an initial attempt to annotate a speech 
synthesis corpus with ToBI labels for training a machine
-  377 -
learning scheme due to low inter-labeler consistency for a 
number of TobI labels. After collapsing the ToBI labels into a 
smaller set of categories according to their association with 
four different levels of perceived prominence that were 
annotated by naive listeners, the authors were able to train a 
model on the data that significantly improved synthetic 
prosody. More recently, it has been demonstrated that the 
modeling of prominence improves the quality of synthetic 
speech in unit selection synthesis [6]. In their 
implementation, every word in the synthesis corpus is 
assigned a prominence value, which basically expresses the 
probability of it carrying a pitch accent. These probabilities 
have been obtained from other corpora, which have been 
manually annotated for pitch accents. The work that probably 
comes closest to the present approach is described in [7], 
where perceived prominence on a 30-point scale is used as an 
intermediate representation between linguistics and acoustics. 
Syllable prominence values are generated from text using 
different kinds of linguistic information. However, since the 
work is based on a traditional concatenative synthesis system, 
prominence values then have to be “translated back” into 
acoustic-phonetic parameters, for which the authors present a 
rule system and a neural network. In a preliminary 
experiment, they show that focal structures can be 
synthesized using the prominence-based prosody generation.
Since unit selection corpora tend to be too large to be 
manually annotated for prominence, automatic methods have 
to be applied. There are two different approaches towards the 
automatic assignment of prominence labels to speech data. In 
a number of studies, machine learning algorithms which are 
trained on prominence annotations by human labelers have 
been used for prominence classification. These algorithms are 
able to take into account acoustic as well as linguistic 
features. For German, [8] and [9] have demonstrated the 
integration of acoustic and linguistic information in automatic 
prominence classification, using Classification and 
Regression Trees (CART). While good results have been 
obtained by automatic prominence annotation based on 
linguistic criteria, it entails two problems: First, it requires 
that the speech corpus be enriched with explicit linguistic 
meta-data and second, it is questionable whether prominence 
labeling based on linguistic criteria will always correspond 
well to individual production in corpus recordings, e. g. due 
to influences of prosodic focus or contextual deaccentuation.
There are some recent studies in which promising results 
have been obtained by using machine learning algorithms 
which are exclusively based on segmental and acoustic 
features [10, 11]. This is advantageous, since the information 
that is taken into account by these algorithms is either 
inherently required in a speech synthesis context and is 
therefore likely to be available anyway, or can be 
automatically added with relatively little effort. Prominence 
has been classified in these studies in terms of small numbers 
of discrete categories. However, one remaining problem is 
that prominence classification based on machine learning 
algorithms requires substantial amounts of hand-labeled 
training data, which to obtain is a labor-intensive procedure.
A second approach towards automatic prominence 
annotation is to rely on algorithms that perform acoustic 
analyses of the speech data at runtime. This strategy is based 
on a large body of experimental evidence that suggests a 
relationship between perceptual prominence ratings and a 
number of acoustic-phonetic parameters [12, 13]. Currently, 
there are various implementations of acoustically-based 
prominence identification algorithms for a number of 
languages [14, 15, 16, 17]. All these systems include 
components for automatically detecting syllables or syllable 
nuclei in running speech, so that there should theoretically be 
no need to supply additional information besides the speech
data itself. For our present analysis, we employed an 
algorithm that is based on work by Tamburini [14, 15, 18, 
19], more specifically an adaption for German data, which is 
described in [14]. It detects syllable nuclei in running speech 
and performs analyses of a number of acoustic cues. Details 
on the algorithm are given in section 4.
One problem with this approach is that listeners do not 
exclusively rely on acoustic cues in interpreting syllable 
prominence. There is evidence that linguistic expectancies of 
listeners play a substantial role in assigning prominence 
values to syllables [13, 20, 21]. Specifically, [22] have 
observed that linguistic cues introduce systematic deviations 
from acoustic prominence patterns to listeners' ratings in 
French. [14] themselves report that human annotators who 
have been employed for evaluating the automatic prominence 
tagging show a “rhythmical bias” in rating syllable 
prominence. Moreover, recent studies have shown that 
priming effects may influence the perception of syllable 
prominence, and that the overall pattern of prominence values 
in an utterance may have an impact on the relative 
importance of the individual acoustic parameters [23, 24]. A 
prominence tagging algorithm that takes these factors into 
account would be a desirable achievement. For the moment, 
we have to rely on the purely acoustic detection method, 
which, despite the problems mentioned, has been shown to 
reach good correlations with annotations by human labelers.
3. Synthesis system and corpus
The Bonn Open Synthesis System (BOSS) is a non-uniform 
unit selection speech synthesis system based on the 
Verbmobil synthesis concept [25]. A simplified 
representation of the system architecture is shown in Figure 
1. As can be seen, the system is separated into three 
components. The first one, the client, receives the user input 
and performs text preprocessing. In the current configuration, 
BOSS employs a generic TTS client which is described in 
[26]. It performs text normalization on the user input and 
creates an XML representation of the normalized user input 
which is sent to the server. The server module performs 
linguistic analysis of the user input, as well as unit selection 
and the actual synthesis.
BOSS Client
Preprocessing
BOSS Server 
Linguistic Analysis
Synthesis Unit Selection
Data
Speech Corpus Meta-data
Figure 1: Schematic representation of BOSS 
system architecture.
BOSS currently employs the Verbmobil speech corpus 
[27]. It consists of 4545 sentences and approximately 10,000 
words. The sentences are taken from transcriptions of actual
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planning dialogs in the domain of meeting scheduling and 
hotel bookings. They were read by a professional female 
speaker. The related meta-data is provided in an SQL 
database, comprising relevant segmental and acoustic 
information about the speech data on sentence, word, 
syllable, phone and half phone level. In the unit selection 
process, the information stored in this database is retrieved in 
order to select the best-fitting candidate unit in a given 
position. The prominence labels obtained in this study will 
have to be fed into the corpus meta-data in order to make 
them accessible for unit selection.
Unit selection in BOSS is performed in two stages. First, 
a preselection is applied which creates a search space 
consisting of all units that match the segmental structure and 
context of the desired output. This process starts on word 
level and is passed on to lower levels if no suitable word 
candidates are found [25]. While in the original configuration 
of BOSS, no specific computation of acoustic-prosodic 
parameters was performed, the candidate selection includes 
some rough functionalities for prosodic control: In addition to 
segmental structure, candidate selection on word level takes 
into account whether a word has been uttered with declarative 
or interrogative intonation; for lower-level units such as 
syllables, the position of the unit relative to phrase 
boundaries in the utterance it is part of is considered.
Moreover, the linguistic analysis component of the system 
generates lexical stress patterns for the individual words in 
the input. The necessary information is taken from the 
pronunciation dictionary of the system [28]. Within its 
entries, syllable boundaries are specified and it is indicated 
for each syllable whether it bears primary, secondary or no 
lexical stress. The speech corpus has been annotated for 
lexical stress on syllable level using the same classification. 
This annotation is taken into account if candidate selection is 
performed on syllable level, so that the stress patterns of the 
individual words in the output will ideally match the 
corresponding patterns in the input. Obviously, prominence 
patterns on utterance level can not be modeled by this 
mechanism. Moreover, the annotation of the speech corpus 
for lexical stress has been carried out based on the canonical 
stress patterns of the individual words. Thus, it reflects how 
strongly each syllable in the corpus should be stressed rather 
than their actual realization in terms of perceptual 
prominence. It is hoped that the approach we propose will 
take care of these shortcomings and allow for finer-grained 
and perceptually more adequate prosody modelling.
Once the candidate selection is completed, actual unit 
selection is performed on the set of candidates. At this stage, 
the automatically assigned prominence values of the 
candidates will have to be considered. The obvious way of 
doing this would be to model prominence as a target cost 
factor, by adding the difference between predicted and actual 
prominence value to the cost function for a candidate unit.
4. Automatic prominence annotation
Previous studies on the relationship between perceptual 
prominence and acoustic parameters have identified four 
central factors that contribute to the perception of a syllable 
as being prominent: Duration, overall intensity, pitch 
movements and spectral emphasis, the latter being related to 
the spread of energy over high frequency bands [2, 12, 14, 
19]. These cues are utilized by the prominence identification 
algorithm we applied. Prominence values on a continuous 
scale, in most cases ranging from 0 to 1, are assigned to each 
syllable in the speech data. This is an important point, since 
prominence is often understood in discrete terms, 
distinguishing between prominent and non-prominent 
syllables only. The prominence values in the algorithm we
applied are based on the following computation of the 
acoustic parameters [14]:
Prom1 = WPA * [SpEmph‘spLH-spL * dur‘] +
W pA  ^  [ e n  ov ^  ( A  eveni(O iM ,O tm ) * D  eveni(O iM ,O tm ))]
Detailed descriptions on the computation of the individual 
parameters are given in [14]. SpEmph'spLH-spp represents the 
spectral emphasis parameter [29] and en'ov is the overall 
intensity during the generic syllable nucleus i. The dur1 
parameter represents the duration of that nucleus. A'event and 
D'event are parameters derived from a TILT model 
representation of the FO movements within the syllable 
nucleus i [30]. This way of computing syllable prominence 
reflects the finding that most of the relevant acoustic 
information for perceiving a syllable as prominent is 
concentrated in the nucleus [15]. Wfa, Wfa, am and am are 
language-specific weighting factors, which have been 
introduced by [14]. WFA and WPA are meant to weight the 
individual contributions of force accents, related to spectral 
emphasis and duration versus pitch accents, related to FO 
movements and overall intensity in a given language [14], 
whereas aM and atm represent different types of temporal 
alignment of pitch maxima and minima to syllable nuclei.
As for the settings of these parameters, we applied the 
findings reported in [14]. Wfa and Wfa were set to 0.9 and 0.4 
respectively, paying attention to the finding that force accents 
play a more important role in marking a syllable as prominent 
than do pitch accents in German. The configuration of am and 
atm was chosen so as to align pitch maxima with the syllable 
nucleus that exhibits the greatest overlap with their rise 
section, while pitch minima are aligned with the nucleus that 
exhibits the greatest overlap with a period of time starting 
shortly before the end of the fall section and covering 
approximately 75% of the rise section of the minimum, which 
[14] report to be the optimal configuration for German data.
The automatic syllable nucleus detection that is 
implemented in the tagging software is very delicate and 
error-prone and will introduce a severe element of uncertainty 
to tagging results. However, if reliable information on the 
temporal positions of syllable nuclei within the speech data 
under consideration can be provided, the software is able to 
utilize it instead of relying on the automatic nucleus 
detection. We were able to obtain this information from the 
phonetic transcription of the BOSS speech corpus that is 
provided within its meta-data. A list of all possible syllable 
nuclei was prepared and compared to the phonetic 
transcription of the corpus. Whenever a phone label from the 
transcription matched an entry in the list, the information on 
its temporal position within the utterance it is part of was 
extracted. The labeling conventions that have been applied in 
the creation of the BOSS corpus make this procedure very 
straightforward, as combinations of phones that constitute 
syllable nuclei in German, such as a vowel followed by an /H/ 
realized as a vocalic [e] or a combination of syllabic 
consonants in a reduced syllable, are represented as single 
phone units in the phonetic transcription. Thus, reliable 
segmentation into syllable nuclei could be obtained for every 
utterance within the BOSS speech corpus.
In the computation of the syllable prominence values, the 
automatic algorithm normalizes the values of the individual 
parameters for every syllable nucleus i to the mean and 
variance of the utterance that i is part of. As listeners can be 
expected to evaluate the prominence value of a given syllable 
against its neighboring syllables [14], this procedure is well- 
motivated with regard to perceptual adequacy. However, it is 
not clear whether it is ideal in a speech synthesis context: If, 
for example, a given syllable has been produced with a
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relatively high intensity compared to the mean and variance 
of the utterance it is part of, it will be assigned a high value 
for this parameter. If, on the other hand, the overall intensity 
level of this utterance is relatively low compared to the other 
utterances in the corpus, the computed prominence value for 
the syllable under consideration may be too high compared to 
syllables from other utterances. It might be speculated that 
this could lead to deviations from the intended prominence 
pattern of the speech output if elements from different 
utterances are combined in the synthesis process.
One possible answer to this objection is that with 
carefully controlled speech data such as a synthesis corpus, 
variation in terms of the acoustic parameters on utterance 
level should not be too dramatic. In order to substantiate this 
assumption, we performed a correlation analysis on 
prominence values and non-normalized durations of all 
syllable nuclei in the corpus. The rationale behind this 
procedure is that if normalization on utterance level is 
unproblematic, a stable relationship between prominence 
labels and the individual acoustic parameters should be 
observable not only within the individual utterances, but also 
over the whole speech data. We found a correlation of 0.49 
(Pearson's r; p<0.05) for prominence and nucleus duration 
over the whole data range. This result lies within the range of 
what could be expected, since prominence is, of course, also 
affected by the other acoustic parameters and cannot be 
predicted based on durations alone. The fact that a substantial 
correlation exists indicates that the relationship between 
prominence and acoustic parameters throughout the whole 
corpus is not affected to a problematic extent by 
normalization on utterance level.
5. Evaluation
The adequacy of the automatic prominence annotation was 
assessed by two evaluation techniques. First, we used the 
above-mentioned annotation of the BOSS corpus for lexical 
stress levels for a preliminary evaluation procedure. Although 
the existing annotation of lexical stress levels purely reflects 
canonical word stress patterns and is not based on any 
acoustic measure, we hypothesized that syllables that bear 
primary stress should at least show a tendency to be 
acoustically more prominent than syllables that bear 
secondary stress, which, in turn, should be more prominent 
than unstressed syllables. In order to find out whether this 
tendency was reflected in the results of the automatic 
prominence annotation, we computed the mean prominence 
values of the syllables in the three lexical stress categories, 
“Primary”, “Secondary” and “None”. The mean prominence 
values for the three stress labels are shown in Figure 2.
Figure 2: Mean prominence values of syllables from 
the BOSS corpus with primary, secondary and no 
lexical stress.
Comparing the mean prominence values of the syllables 
with primary, secondary and no lexical stress in a one-way 
ANOVA, we found a significant interaction between lexical 
stress category and prominence value (F = 4534.34, p< 
0.0005). This preliminary result confirms our initial 
hypothesis and thus can be interpreted as a first rough 
indication of the adequacy of the prominence labeling 
algorithm.
The second assessment methodology we used was 
evaluation against manually-tagged speech data. This is a 
well-established procedure for testing automatic prominence 
tagging algorithms [14, 16]. We recruited seven subjects for 
prominence labeling on a subset of the BOSS corpus. Since 
prominence annotation is a very exhausting task for listeners, 
the size of the test set was restricted to 15 sentences. All 
subjects were native speakers of German and trained in 
phonetics. A reimplementation of the graphical interface 
described in [24] was used for the labeling task. Orthographic 
representations of the sentences to be labeled were shown to 
the subjects on a computer screen, with a slider above each 
syllable. Subjects listened to the sentences over computer 
speakers or headphones and were asked to indicate the 
perceived prominence of each syllable by the position of the 
respective slider. Before the actual labeling procedure, 
subjects went through a short training phase, in which an 
experimenter explained the procedure based on example 
sentences, comprising instances of very prominent and non­
prominent syllables. Subjects were instructed to move sliders 
up to the top of the rating scale if they perceived a syllable as 
maximally prominent, and to the bottom if they perceived a 
syllable as minimally prominent. They were allowed to listen 
to each sentence as often as they liked. Figure 3 shows a 
picture of the graphical user interface.
Figure 3: Graphical user interface used for manual 
prominence labeling. Each syllable is rated with one 
slider. The “Play Sample” button is use to play the 
audio file. The arrow button on the right is used to 
proceed to the next sentence.
There has been considerable discussion in the literature 
with regard to the optimal rating scale for prominence 
labeling tasks. Scales with fine-grained discrete gradations, 
such as values from 0 to 30, have been used in previous 
works [13], but it has been argued that this kind of scale 
might be hard to handle for raters [31]. In other studies, 
continuous rating scales without any gradation have been 
applied [32]. Since the prominence tagger produces a 
continuous output, we decided to follow this approach and 
did not give subjects any indication of a rating scale in 
addition to the sliders. System-internally, prominence levels 
were encoded in terms of values between 0 and 100.
Agreement between the individual annotators was 
computed by taking the average over pairwise correlation
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coefficients (Spearman p). Results are shown in Table 1. The 
mean correlation among annotators was 0.61 on the test set.
Table 1: Pairwise correlation coefficients (Spearman 
p) between human annotators (Sl-7) averaged over 
the 15 test sentences.
S1 S2 S3 S4 S5 S6 S7 0  all
S2 0.70
S3 0.58 0.58
S4 0.79 0.72 0.55
S5 0.56 0.49 0.38 0.59
S6 0.79 0.72 0.59 0.74 0.58
S7 0.58 0.55 0.44 0.64 0.60 0.62
0 0.67 0.62 0.52 0.67 0.53 0.67 0.57 0.61
In order to compare computed and perceived prominence, we 
calculated the median of the perceived prominence ratings for 
each syllable in the test set. Thus, a perceived prominence 
profile for each sentence in the test set was obtained. We 
found a median correlation of 0.62 between perceived and 
computed prominence profiles on the test set (Spearman p; 
p<0.05). This result suggests that the automatic prominence 
labeling on the whole comes close to human inter-rater 
agreement. Yet, it also confirms some of the problems that 
have been highlighted in previous studies. For example, the 
rhythmical bias reported in [14] was also found in our 
perceived prominence profiles, causing notable deviations 
from the computed prominence profiles in a number of cases. 
A closer inspection of the results revealed that, whereas in 
most sentences, perceived and computed prominence profiles 
match quite well, correlations were only marginal in some 
other sentences. Our work thus delivers further evidence for 
the finding that prominence perception is not always perfectly 
in line with acoustic parameters. More research is necessary 
to identify the sources of mismatch between acoustics and 
perception and find ways by which they could be taken into 
account by automatic prominence detection algorithms. An 
example of a computed and a perceived prominence profile of 
an utterance from the BOSS corpus is shown in Figure 4.
Prominence (Ranks)
Die zwei te Ju li wo ehe
The prominence labeling algorithm we applied has proven 
reasonably successful in predicting perceived prominence 
patterns on data from the BOSS speech corpus. A comparison 
with an existing annotation of lexical stress levels has also 
yielded encouraging results. Of course, it is not clear from 
these preliminary results whether prominence-based prosody 
generation will improve synthesis quality. In order for this to 
be tested, a new series of perception experiments will have to 
be run once the prominence prediction is implemented in the 
synthesis system.
The automatically-assigned prominence labels have been 
obtained on the basis of acoustic analyses alone. No 
additional information was exploited with the exception of 
the syllable nucleus segmentation, which could be easily 
obtained from the existing corpus annotation on phone level. 
This is a particularly interesting perspective for speech 
synthesis corpora, as information necessary for prominence 
identification algorithms that rely on linguistic criteria might 
not be available with speech synthesis resources. Thus, we 
have demonstrated an interesting application of the 
prominence annotation algorithm. Moreover, it may be argued 
that our work provides a potentially more valid test of the 
algorithm than the procedures reported in [14], since our test 
data was obtained from more annotators, who labeled 
prominence on a continuous scale, just like the algorithm 
itself and in contrast to the discrete 31-point scale applied in 
[14]. It has been hypothesized that the normalization 
procedure on utterance level that is performed by the tagging 
software might lead to problems in synthesis. Although in the 
light of our preliminary results it seems unlikely that severe 
problems will be caused, this will have to be kept in mind 
when the synthesis system is tested after the implementation 
of the prominence prediction.
Further work includes the implementation of a 
prominence prediction functionality within the linguistic 
analysis component of the system and the inclusion of the 
prominence labels as a cost factor into the unit selection 
algorithm. As has been stated, modeling prominence as a 
target cost factor would be the most obvious solution; 
however, an alternative approach may be possible: 
prominence could be modeled in terms of transition costs, 
imposing that a unit to be selected exhibits a certain 
prominence value in relation to the neighboring units in the 
synthesized speech output. In either case, an important 
consideration would be how much relative weight the 
prominence value of a unit should be assigned in the 
computation of costs. As [6] state, “control of prosody comes 
at the potential cost of lower segmental quality”. Therefore, 
perception tests on the complete implementation will have to 
take into account the question whether speech output with an 
improved prosody will be preferred by listeners even if it 
goes along with a reduction in segmental quality.
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Figure 4: Perceived (light) and computed (dark) 
prominence profiles for the utterance “Die zweite 
Juliwoche (the second week of July) ”.
6. Discussion and Conclusions
In this paper, we have presented a first step towards the 
development of a syllable-prominence based prosody 
generation functionality for unit selection speech synthesis.
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