We consider rational functions of the form V (x)/U (x), where both V (x) and U (x) are polynomials over the finite field F q . Polynomials that permute the elements of a field, called permutation polynomials (P P s), have been the subject of research for decades. Let P 1 (F q ) denote Z q ∪ {∞}. If the rational function, V (x)/U (x), permutes the elements of P 1 (F q ), it is called a permutation rational function (PRF). Let N d (q) denote the number of PPs of degree d over F q , and let N v,u (q) denote the number of PRFs with a numerator of degree v and a denominator of degree u. It follows that N d,0 (q) = N d (q), so PRFs are a generalization of PPs. The number of monic degree 3 PRFs is known [11] . We develop efficient computational techniques for N v,u (q), and use them to show N 4,3 (q) = (q + 1)q 2 (q − 1) 2 /3, for all prime powers q ≤ 307, N 5,4 (q) > (q + 1)q 3 (q − 1) 2 /2, for all prime powers q ≤ 97, and N 4,4 (p) = (p + 1)p 2 (p − 1) 3 /3, for all primes p ≤ 47. We conjecture that these formulas are, in fact, true for all prime powers q. Let M (n, D) denote the maximum number of permutations on n symbols with pairwise Hamming distance D. Computing improved lower bounds for M (n, D) is the subject of much current research with applications in error correcting codes. Using PRFs, we obtain significantly improved lower bounds on M (q, q − d) and M (q + 1, q − d), for d ∈ {5, 7, 9}.
Introduction
Permutation arrays (PAs) with large Hamming distance have been the subject of many recent papers with applications in the design of error correcting codes. New lower bounds for the size of such permutation arrays are given, for example, in [1, 2, 3, 4, 5, 6, 7, 12, 15, 14, 19, 20, 22] .
Let X be a set of n symbols, and let π and σ be permutations over X. The Hamming distance between π and σ, denoted by hd(π, σ), is the number of positions x ∈ X such that π(x) = σ(x). Define the Hamming distance of a PA A, by hd(A) = min{hd(π, σ) | π, σ ∈ A, π = σ}. Let M (n, D) denote the maximum number of permutations in any PA A on n symbols with Hamming distance D.
Let F q denote the finite field with q = p m elements, where p is prime and m ≥ 1. The prime p is called the characteristic of the field. A polynomial V (x) over F q is a permutation polynomial (P P ) if it permutes the elements of F q . Permutation polynomials have been studied for many decades, for example [2, 8, 9, 10, 13, 16, 17, 21] .
In this paper, we focus on permutation rational functions (PRFs), defined as follows: Definition 1. Let V (x) and U (x) be polynomials over F q , such that gcd(V (x), U (x)) = 1. Let P 1 (F q ) denote Z q ∪ {∞}. If the rational function V (x)/U (x) permutes the elements of P 1 (F q ), then it is called a permutation rational function (PRF ).
Yang et al. [23] used PRFs to compute, for example, an improved lower bound for M (19, 14) . Ferraguti and Micheli [11] enumerated all PRFs of degree 3.
Let a ∈ F q and a ′ ∈ F q \ {0}. We use these conventions to evaluate expressions involving ∞:
a/∞ = 0, a ′ /0 = ∞.
Let W (x) = V (x) U (x) be a PRF , where V (x) has degree v, U (x) has degree u, and their high order coefficients are a v and b u , respectively. We use equation 1 to evaluate W (x) at ∞:
Specifically, equation 2 implies that
Observe that when v > u, PRFs over P 1 (F q ) can be viewed as permutations of F q by eliminating ∞ from the domain.
Example.
Let V (x) = x 3 + x and U (x) = x 2 + 5 be polynomials over Clearly W (x) is a permutation of the elements of P 1 (F 7 ). Hence W (x) is a PRF . Observe also that when W (x) is restricted to F 7 , the result is a permutation of the elements of F 7 . Also observe that W (1/x) is a PRF :
W (1/x) = 0 1 2 3 4 5 6 ∞ ∞ 4 5 3 1 2 6 0
In general, many of the same concepts and techniques discussed for polynomials over finite fields apply to PRFs. Let N d (q) be the number of PPs of degree d over F q [17] . We generalize this notion by defining N v,u (q) for PRFs.
is also a PRF . That is, if (a 0 , a 1 , . . . , a q ) is a permutation of P 1 (F q ), then (a −1 0 , a −1 1 , . . . , a −1 q ) is also a permutation of P 1 (F q ). We compute values of N v,u (q), for many values of v, u and q, and use the computed values to give significantly improved lower bounds for M (q, D) and M (q + 1, D). We show that the Hamming distance between permutations defined by PRFs,
is of degree r, and S(x) is of degree s, is at least q − max{v + s, u + r}. In this paper we focus on PRFs with numerators of degree v and denominators of degree either v or v − 1; however, N v,u (q) is computed also for other pairs of v, u for the sake of computing M (q, D).
We obtain improved lower bounds for M (q, q − d) and M (q + 1, q − d) by showing that M (q + 1, q − d) ≥ T d (q). In addition, by computation, we show that:
Based on our experimental evidence, we conjecture that these formulas are valid for all prime powers q. We have also computed N 3,2 (q) and N 3,3 (q), which we don't include in the above list as we have recently become aware of work by Ferraguti et al. [11] , describing all PRFs of degree 3. However, we do use the results for degree 3 PRFs to give improved lower bounds for M (q, q − d) and M (q + 1, q − d) for d ∈ {5, 7, 9}.
Our paper is organized as follows. In Section 2 we discuss Hamming distance properties of PRFs, and give proofs of our new lower bounds for M (q, q − d) and M (q + 1, q − d). In Section 3 we consider various forms of normalization that are useful for speeding up the search for PRFs. In Section 4 we discuss functions that map PRFs into PRFs that are also useful for speeding up our computations. In Section 5 we give formulas and compute values for N 4,3 (q), N 4,4 (q), and N 5,4 (q). The formulas are verified computationally and conjectured to be valid for all prime powers q. In Tables 3 and 5 , we list new results, derived from PRFs, for M (q, D), for various q and D. Table 3 shows new results for M (q, q − 5) and M (q, q − 7), for 16 ≤ q ≤ 149. Table 4 shows new results for N 5,4 (q) and values obtained by our formula given in Conjecture 19 (our 5/4 conjecture). Table 5 shows new results for M (q, q − 9), for 13 ≤ q ≤ 97. Tables 6 and 7 give new results for M (q + 1, q − 5) and M (q + 1, q − 7), respectively. We have improved lower bounds for M (q, D) for several other values of q and D, but they are not included here due to space restrictions.
Notation. We use the following notation throughout this paper. F q is a finite field where q = p m for some m ≥ 1. We use the convention that t denotes a generator of the group of non-zero elements of F q . Using this notation, the elements of F q are 0, t 0 = 1, t 1 = 2, . . . , t q−2 = q − 1. Lidl and Niederreiter [18] give this as one way to represent the elements of a finite field. Another representation lists the elements of F p m by degree m polynomials with coefficients from F p . PRFs can easily be converted from one notation to the other. As a primitive polynomial is needed to do the appropriate arithmetic, we give explicit primitive polynomials for our computations and results. For notational clarity, we let V, U, R and S denote polynomials of degree v, u, r and s, with coefficients a i , b i , c i and d i respectively, That is,
Hamming distance of PRFs
We now discuss properties of PRFs that are useful for improving lower bounds for M (q, D) and M (q + 1, D). Some similar ideas were given in [23] . For the proofs in this section, we consider the
is not a constant. For this discussion, the degrees of the PRFs need be not be the same. 
It follows also that the permutations corresponding to different PRFs are different, because the permutations have non-trivial Hamming distance. 
if and only if the ratios of the high order coefficients in the numerator and denominator are the same in W (x) and Y (x). That is,
is of degree at most d, not d + 1, since the high order terms, if they are of the same degree, disappear through subtraction. It follows that, if W (x) and Y (x) have the same value at ∞, then there are at most d agreements when x ∈ F q . So, by Theorem 4 the permutations defined by these PRFs have Hamming distance at least q + 1 − (d + 1) = q − d. It follows that the total number of permutations on q + 1 symbols with pairwise Hamming distance q − d is at least as large as T d (q), i.e., the sum of N v,u (q) over all pairs v, u with v, u ≤ (d + 1)/2.
As seen in the proof of Theorem 4, this means that permutations defined by W (x) and Y (x) have at most d agreements.
As we want to consider permutations on F q (not P 1 (F q )) we need to eliminate occurrences of the symbol ∞ using an operation called contraction [1] . If W (∞) = ∞, then we can simply eliminate the symbol ∞, which of course makes no new agreements. If W (∞) = a, with a ∈ F q , then we exchange the symbol ∞ wherever it occurs in the permutation with a, and then eliminate the symbol ∞. One, or at most two, new agreements could be created, the latter situation arising when v = u. Consequently, if W (∞) = ∞ (so an exchange with ∞ is required), stronger conditions are needed to ensure that there are a total of at most d agreements. The terms in the sum S d (q) are calculated to ensure that the Hamming distance between permutations (after all needed contractions are performed) is at least q − d.
First suppose that v = u = t = (d − 3)/2 and suppose that U (x) and V (x) are monic polynomials. Then the related permutations always end with the same symbol, namely 1. Contraction applied to the permutation associated with W (x) creates at most one new agreement with any other permutation that already has the symbol 1 in the exchanged position. The number of such permutations produced by PRFs with U (x) and V (x) both monic and both of degree t is N t,t (q)/(q − 1).
Otherwise, consider v ≤ (d+1)/2 and u ≤ (d−1)/2, which are the largest degrees allowed by our hypotheses for a numerator and denominator, respectively. Then consider permutations associated with PRF Y (x), with numerator and denominator both of degree r = s = t ≤ (d − 5)/2. It follows that the polynomial V (x)S(x) − U (x)R(x) has degree ≤ d − 2. Note that if we exchange symbols a = b with ∞ in different permutations, say π and σ, there can be two new agreements. That is, consider the case when π(i) = ∞, σ(j) = ∞, π(j) = b, σ(i) = a, π(∞) = a, and σ(∞) = b. After the exchanges forming, say π ′ and σ ′ , we have two new agreements, namely π ′ (i) = σ ′ (i) = a and π ′ (j) = σ ′ (j) = b. So, to preserve the Hamming distance bound, the number of agreements before eliminating ∞ must be at most d − 2, which we have assured by making t = r = s ≤ (d − 5)/2.
Hence the Hamming distance between permutations defined by W (x) and Y (x), with the stated numerator/denominator degree bounds given in the sum in the definition of S d (q), is at most q − d. It follows that total number of permutations on q symbols with pairwise Hamming distance q − d is at least as large as S d (q).
Examples. (Note: Some of the terms in the sums are not shown because they are zero. Also, some terms are written as 2N u,v to denote N u,v + N v,u when applicable.)
Normalization of PRFs
The goal of normalization is to enable a more efficient search for PRFs. That is, normalization indicates that certain coefficients can be fixed at a specified value and a search algorithm need not try all possibilities. Normalization has been discussed previously in the context of PPs [2, 17, 21] . Equivalence relations based on normalization [2] allow partitioning of PPs of degree d in F q into equivalence classes, each represented by a normalized permutation polynomial (nPP). We use normalization to map PRFs to normalized PRFs (nPRFs). Normalization operations [18] , listed in Table 1 , are essentially the same for PPs and PRFs. We point out a few subtleties that arise due to the presence of a denominator in PRFs. Let a, b, c, r, y, z ∈ F q . Multiplying a PRF W (x) = V (x) U (x) by a nonzero constant a is equivalent to multiplying by a = y/z, for y, z = 0. Addition of a constant b to the variable is accomplished by replacing x by x + b in both numerator and denominator. Adding a constant c to W (x) equates to computing V (x)
Normalization Operation for PPs
. Multiplication of the variable by a constant is accomplished by replacing the argument x by rx, for some constant r = 0. Note that if W (x) permutes the elements of P 1 (F q ), then so does W (rx). That is, if W (x) is a PRF , then W (rx) is also a PRF . In fact, all of the normalization operations in Table 1 map PRFs to PRFs.
We now discuss the usage of these operations to map PRFs to nPRFs. In Table 2 we define define three types of normalized PRFs and list the restrictions on each. The definitions are modeled after the definitions of normalization of PPs which are described in [2] . Note that normalization of PRFs fixes four coefficients: a v and b u both have the value 1, a 0 is 0, and an additional coefficient, determined by the type of normalization, is zero. In the sections that follow, we prove that almost all PRFs can be normalized. As explained earlier, this is useful for an efficient search for PRFs. We use the following in our proofs for normalization. Let a, b, c ∈ F q , a = 0, let where
and
c-normalization
As seen in Table 2 , c-normalization applies to PRFs when the field characteristic p does not divide the degree of the denominator. We use nPRFs to define an equivalence relation on PRFs as follows:
S(x) be PRFs. We say that W (x) and Y (x) are related by R c if there is a sequence of the first three normalization operations in Table 1 
It is easily seen that R c is an equivalence relation on PRFs. That is, observe that each of the three operations has an inverse. For example, the inverse of multiplying by a is multiplying by the inverse of a. So, W (x) is related to itself by the empty sequence of operations. If W (x) and Y (x) are R c related, then there is some sequence that transforms W (x) into Y (x). A sequence formed by taking the inverse of each operation in backwards order transforms Y (x) into W (x). So, Y (x) and W (x) are also R c related. That is, R c is symmetric. Finally, if there is a sequence of operations that transforms W (x) into Y (x) and a sequence that transforms Y (x) into P (x) Q(x) , then a concatenation of these sequences transforms W (x) into P We show that [W ] contains exactly q 2 (q − 1) PRFs. Theorem 9 below is nearly identical to one proved (for PPs) in [2] .
be a PRF that is not normalized, and let W (x) be the nPRF that represents
where the last equality is achieved by letting a ′ = a −1 , b ′ = −b, and c ′ = −(a ′ c). By Theorem 9, the triple (a ′ , b ′ , c ′ ) is unique for normalizing the specific PRF Y (x). By the uniqueness properties of inverses in a field, a, b and c are are unique as well. Thus each triple in the set {(a, b, c) | a, b, c ∈ F q and a = 0} is unique. Since there are q 2 (q − 1) such triples, the claim follows.
Note that Theorem 9 implies that each equivalence class of R c contains one and only one nPRF . By Lemma 10, each equivalence class contains exactly q 2 (q − 1) members (including the representative nPRF ). Equivalence classes by definition are disjoint, so, if the number of nPRFs is k, there are kq 2 (q − 1) PRFs. Note that c-normalization indicates that we can fix four coefficients, namely the first coefficient of both V (x) and U (x), the second coefficient of U (x), and the last coefficient of V (x). There are, in general, q possible values for each coefficient. Furthermore, V (x) and U (x) are of degrees v and u, respectively, so there are v + u + 2 coefficients altogether. This means a naive search program (which exhaustively tries all combinations of coefficients) needs to examine q u+v+2 rational functions. Normalization allows the number to be reduced to q u+v−2 .
m-normalization
As seen in Table 2 , m-normalization is used when p | u and p = 2.
Theorem 11. Let v, u ∈ F p m , where v > u and p | u and p = 2. Any PRF W (x) = V (x)
U (x) can be transformed to an m-normalized PRF Y (x) = V ′ (x) U ′ (x) by the normalization operations. Proof. For m-normalization, we need to show that
See equations 4 and 5 for the definitions of V ′ (x) and U ′ (x). To show that (A) holds, we must show that either zb u−1 = 0 or zb u−2 = 0. First observe that if b u−1 = 0, then zb u−1 = 0, so (A) holds. So suppose instead that b u−1 = 0, and consider zb u−2 in U ′ (x). Since u is a multiple of p, the expansion of (x + b) u will derive nonzero coefficients only for terms whose degrees are multiples of p. Since p > 2, this means that p ∤ (u − 2), so (x + b) u will have a coefficient of 0 for the degree u − 2 term. Hence b u−2 is calculated solely by the expansion of (x + b) u−1 and (x + b) u−2 .
The expansion of (x + b) u−1 will produce a term of degree u − 2 with coefficient zb
The expansion of (x + b) u−2 will produce a term of degree u − 2 with coefficient zb u−2 . Therefore the coefficient of
To show that (B) holds, observe that the degree u term of U ′ (x) has the coefficient zb u . If we choose z to be the multiplicative inverse of b u , then U ′ (x) will be monic. To show that (C) holds, observe that every term in U ′ (x) has smaller degree than v. Hence none of them affect the coefficient of degree v term in V ′ (x). This means that the coefficient of
It follows that Y (x) is m-normalized.
b-normalization
In this section, we consider the remaining case, namely, p | u and p = 2, and show that bnormalization can be achieved except when u = 2 i − 2, for some i ≥ 2.
We begin with a brief description of the Gap Lemma for polynomials (Lemma 12 below), and its application for normalization of polynomials (Lemma 13 below). Both were proven in [2] . We use these lemmas in the proof of Theorem 14 which describes b-normalization for PRFs.
We [2] ] For all i > 1, the expansion of (
Lemma 13.
[2] Let i > 1, m > 2 and let d ∈ [2 i , 2 i+1 − 3] be even. For any PP P (x) over F 2 m , there is a constant b in F 2 m such that in the PP P (x + b), either the x 2 i −1 term or the x 2 i −2 term is zero.
For example, let d = 2 3 , and let P (x) = a 8 x 8 + a 7 x 7 + a 6 x 6 + · · · + a 1 x + a 0 . Adding b to the argument gives: We want to solve for the value of b that makes the coefficient of the x 6 term of P (x + b) zero. So a 7 bx 6 + a 6 x 6 = 0 is satisfied by b = −a 7 /a 6 .
We now use Lemma 13 in our proof that certain PRFs can be b-normalized.
Theorem 14. Any PRF V (x) U (x) in F 2 m with v > u, m > 2, and 2 | u, can be transformed to a b-normalized PRF V ′ (x) U ′ (x) by the normalization operations, except when u = 2 i − 2, for some i ≥ 2.
Proof. See equations 4 and 5 for the definitions of V ′ (x) and U ′ (x). Observe first that the degree u term of U ′ (x) has the coefficient zb u . Noting that b u = 0, we choose z = b −1 u , making U ′ (x) monic. Observe further that every term in U ′ (x) has smaller degree than v. Hence none of them affect the coefficient of degree v term in V ′ (x). This means that the coefficient of
, making the coefficient of x 0 in V ′ (x) equal to zero. Finally, by Lemma 13, there is a b such that in U ′ (x), the coefficient of either the degree 2 i − 1 term or degree 2 i − 2 term equal to 0, except when u = 2 i − 2, for some i ≥ 2.
Mapping nPRFs to nPRFs
We are interested in methods to optimize the search for PRFs. In [2] we described several operations on permutation polynomials that allow certain coefficients of PPs to be fixed, making the search space smaller. These operations include normalization and the F -map and the G-map. The F -map allows an additional coefficient to be fixed. The G-map partitions nPRFs into disjoint cycles, and each cycle can be described by a representative nPRF . We show that the F -map and the G-map can be extended to nPRFs, allowing again faster searches.
It is shown in [2] that F (V (x)) = t v V (x/t). So for a PRF W (x), we have
Thus, if W (x) is a PRF , then so is W ′ (x) = t v−u W (x/t). That is, if W (x) permutes the elements of P 1 (F q ), then so does W ′ (x). Consequently, the F -map maps PRFs to PRFs. In fact, referring to equation 6, we see that the F -map maps nPRFs to nPRFs, as the first coefficients of both numerator and denominator map to themselves, and any zero coefficient is mapped to itself.
We use the F -map to fix an additional coefficient in a PRF , resulting in a total of 5 fixed coefficients for each nPRF . For example, consider searching for nPRFs of the form W (x) = V (x)
U (x) . By the definition of normalization, V (x) and U (x) are monic, the coefficient of x 0 in V (x) is zero, and one other coefficient in U (x) is zero, as determined by the type of normalization. Using the F -map, the coefficient of x v−1 in V (x) can also be fixed to either 0 or 1. That is, if the coefficient of x v−1 is not zero, then consider the cycle, V (x), F (V (x)), F 2 (V (x)), . . . , F i (V (x)), . . . . By the definition of the F -map, the coefficient of
U (x) is an nPRF and the coefficient of
is nonzero and is not equal to 1, then there is also an nPRF where the coefficient of
We now discuss the G-map [2] and how it can be applied to PRFs. The G-map raises each coefficient in a polynomial to the p-th power, where p is the field characteristic. 
Define the G-map on PRFs over F q by
It is shown in [2] that, if V (x) is a PP (nPP), then G(V (x)) is a PP (nPP), and that G(V (x p )) = V (x) p . Similarly,
, and, if W (x) is a PRF , then W (x) p is a PRF . This follows from the fact that (x + y) p = x p + y p , when p is the characteristic of the field. Iterating the G-map gives a cycle based on orbits of elements in F q . For example, consider the field F 2 3 , when defined by the primitive polynomial x 3 + x 2 + 1, and the PRF W (x) = x 3 +x 2 +2x
Consequently, it is not necessary to search separately for cases when the coefficient of x in the numerator is either 3 or 5. It is sufficient to search with the coefficient 2. In general, cycles partition the elements of F q into disjoint sets, so for a chosen coefficient, the search can be limited to one value in each set.
Results
Using the normalization theorems in Table 1 , as well as the F -map and the G-map described in Section 4, we have developed an efficient search tool for PRFs. Our results are presented in Tables  3 through 7 . Due to space restrictions, we are unable to include all of the improved lower bounds that we have computed for M (q, D) for several other values of q and D.
We have found several interesting classes of PRFs. Specifically, there are good classes with degree ratios 3/2, 4/3, and 5/4 for PRFs of F q , and with degree ratios 3/3, 4/4, and 5/5 for PRFs of P 1 (F q ). Note that when the degree of the numerator is larger than the degree of the denominator, the permutations of P 1 (F q ) end with ∞, and ∞ can just be deleted giving a permutation of F q .
Theorem 17 below justifies substantial improvements on lower bounds for M (q, q − 5) and M (q + 1, q − 5), for many prime powers q, as shown in Table 3 and Table 6 . As mentioned earlier, Ferraguti et al. [11] have recently given a complete characterization of monic degree 3 PRFs, which subsumes our results for degree ratios 3/2 and 3/3. They gave essentially Theorem 17 based on monic PRFs, hence we omit a proof.
Theorem 17. For all q,
For degree ratios 4/3, 4/4, and 5/4, the number of nPRFs is also predictable. Formulas for the number of PRFs for ratios 4/3, 4/4, and 5/4 are given in Conjectures 18, 19 and 20 below. Experimentally, we have verified that N 4,3 (q) is exactly (q + 1)q 2 (q − 1) 2 /3, for all q ≤ 307. Again, this justifies substantial improvements on previous lower bounds for M (q, q − 7) for many prime powers q, as shown in Table 3 .
Conjecture 18. (4/3 -conjecture) For all q, N 4,3 (q) = (q + 1)q 2 (q − 1) 2 /3.
The 5/4-conjecture is true for all q ≤ 97. N 5,4 (q) for q ≤ 97 is shown in Table 4 . This justifies substantial improvements on previous lower bounds on M (q, q − 9), which are shown in Table 5 .
The 4/4-conjecture is true for all q ≤ 47. We use the N 4,4 (q) results to obtain improved lower bounds for M (q + 1, q − 7) as shown in Table 7 .
Examples of overall results: We also computed: 
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