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1
Abstract
We consider here the local existence of strong solutions for the Zakharov-Kuznestov
(ZK) equation posed in a limited domainM = (0, 1)x × (−π/2, π/2)d, d = 1, 2. We
prove that in space dimensions 2 and 3, there exists a strong solution on a short
time interval, whose length only depends on the given data. We use the parabolic
regularization of the ZK equation as in [STW12] to derive the global and local
bounds independent of ǫ for various norms of the solution. In particular, we derive
the local bound of the nonlinear term by a singular perturbation argument. Then
we can pass to the limit and hence deduce the local existence of strong solutions.
Keywords: Zakharov-Kuznetsov equation, Korteweg-de Vries equation, Local exis-
tence of strong solutions in 3D
1 Introduction
The Zakharov-Kuznetsov equation
∂u
∂t
+∆
∂u
∂x
+ c
∂u
∂x
+ u
∂u
∂x
= f, (1.1)
where u = u(x, x⊥, t), x⊥ = y or x⊥ = (y, z), describes the propagation of nonlinear ionic-sonic
waves in a plasma submitted to a magnetic field directed along the x-axis. Here c > 0 is the
sound velocity. It has been derived formally in a long wave, weakly nonlinear regime from the
Euler-Poisson system in [ZK74] and [LS82]. A rigorous derivation is provided in [LLS13]. For
more general physical references, see [BPS81] and [BPS83]. When u depends only on x and t,
(1.1) reduces to the classical Korteweg-de Vries (KdV) equation.
Concerning the initial and boundary value problems of the Korteweg-de Vries equation posed
on a bounded interval (0, L), we refer the interested readers to e.g. [BSZ03], [CG01a] and
[CG01b].
The initial and boundary value problem associated with (1.1) has been studied in the half
space {(x, y) : x > 0} ([Fam06]), on a strip like {(x, y) : x ∈ R, 0 < y < L} ([BF13]) or
{(x, x⊥) : 0 < x < 1, x⊥ ∈ Rd, d = 1, 2} ([Fam08] and [ST10]), and in a rectangle {(x, x⊥) :
0 < x < 1, x⊥ ∈ (−π/2, π/2)d, d = 1, 2} ([STW12]). Specifically in [STW12], the authors
have established, for arbitrary large initial data, the existence of global weak solutions in space
dimensions 2 and 3 (d = 1 and 2 respectively) and a result of uniqueness of such solutions in
the two-dimensional case.
As for the existence of strong solutions, the global existence in space dimension 2 has been
proven in a half strip {(x, y) : x > 0, y ∈ (0, L)} in [LT13]. The existence and exponential decay
of regular solutions to the linearized ZK equation in a rectangle {(x, y) : x ∈ (0, L), y ∈ (0, B)}
has been studied in [DL13].
However, to the best of our knowledge, there has been no result so far for the local existence
of strong solutions in 3D in a limited domain. In the present article we prove the short time
existence of strong solutions in a 3D rectangular domain as in [STW12] .
The article is organized as follows.
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Firstly we introduce the basic settings of the equation and the related functional spaces in
Section 2.
Secondly we introduce the parabolic regularization as in [ST10] and [STW12]. We derive
the global bounds on uǫ independent of ǫ in Section 3.1. Then we derive the local bounds on
[0, T∗), where T∗ > 0 depends only on the data (Sections 3.2 and 3.3). In particular, we use a
singular perturbation argument in the x direction to deduce the local bounds on the nonlinear
term in Section 3.3.
Finally we pass to the limit on the regularized equation and obtain the local existence of a
strong solution (Section 4).
In the Appendix, we recall from [ST10] and [STW12] a trace result concerning a singular
perturbation problem in the x direction.
2 The ZK equation in a rectangle
We aim to study the ZK equation:
∂u
∂t
+∆
∂u
∂x
+ c
∂u
∂x
+ u
∂u
∂x
= f, (2.1)
in a rectangle or parallelepiped domain in Rn with n = 2 or 3, denoted as M = (0, 1)x ×
(−π/2, π/2)d, with d = 1 or 2, ∆u = uxx +∆⊥u, ∆⊥u = uyy or uyy + uzz. In the sequel we will
use the notations Ix = (0, 1)x, Iy = (−π/2, π/2)y , Iz = (−π/2, π/2)z , and Ix⊥ = Iy or Iy × Iz.
We assume the boundary conditions on x = 0, 1 to be
u(0, x⊥, t) = u(1, x⊥, t) = ux(1, x
⊥, t) = 0, (2.2)
and the initial condition reads:
u(x, x⊥, 0) = u0(x, x
⊥). (2.3)
We also need suitable boundary conditions in the y and z directions. As in [STW12], we will
choose either the Dirichlet boundary conditions
u = 0 at y = ±π
2
(z = ±π
2
), (2.4)
or the periodic boundary conditions
u
∣∣y=pi2
y=−pi
2
= uy
∣∣y=pi2
y=−pi
2
= 0 (u
∣∣z=pi2
z=−pi
2
= uz
∣∣z=pi2
z=−pi
2
= 0). (2.5)
We will study the initial and boundary value problem (2.1)-(2.3) supplemented with the bound-
ary condition (2.4), that is, in the Dirichlet case, and we will make some remarks on the extension
to the periodic boundary condition case.
We will denote by | · | and (·, ·) the norm and the inner product of L2(M).
We use the following functional space in the sequel:
Au := ∆ux + cux, ∀ u ∈ D(A),
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where D(A) =
{
u ∈ L2(M) : Au ∈ L2(M), u = 0 on ∂M, ux(1, x⊥, t) = 0
}
. Note that the
trace theorem proven in [STW12] shows that if u ∈ L2(M) and Au ∈ L2(M) then the traces of
u on ∂M, and of ux at x = 1 make sense.
We also consider the space
Ξ =
{
u ∈ H2(M) ∩H10 (M), ux
∣∣
x=1
= 0
}
, (2.6)
and endow this space with the scalar product and norm [·, ·]2 and [·]2,
[u, v]2 = (uxx, vxx) + (uyy, vyy) + (uzz, vzz),
[u]22 = |uxx|2 + |uyy|2 + |uzz|2 , (2.7)
which make it a Hilbert space, thanks to the Dirichlet boundary condition and the Poincare´
inequality and elliptic boundary regularity (see [ST10] and [STW12]). Furthermore by a result
proven in [STW12], we know that D(A) ⊂ H2(M) ∩H10 (M), and hence
D(A) ⊂ Ξ. (2.8)
3 Parabolic regularization
For the sake of simplicity we will only treat the more complicated case when d = 2; the case
when d = 1 is easier. To begin with, we recall the parabolic regularization introduced in [ST10]
and [STW12], that is, for ǫ > 0 “small”, we consider the parabolic equation,

∂uǫ
∂t
+∆
∂uǫ
∂x
+ c
∂uǫ
∂x
+ uǫ
∂uǫ
∂x
+ ǫ Luǫ = f,
uǫ(0) = u0,
(3.1)
where
Luǫ :=
∂4uǫ
∂x4
+
∂4uǫ
∂y4
+
∂4uǫ
∂z4
,
supplemented with the boundary conditions (2.2), (2.4) and the additional boundary conditions
uǫyy
∣∣
y=±pi
2
= uǫzz
∣∣
z=±pi
2
= 0, (3.2)
uǫxx
∣∣
x=0
= 0. (3.3)
Note that since uǫyy = u
ǫ
zz = 0 at x = 0, (3.3) is equivalent to
∆uǫ
∣∣
x=0
= 0.
It is a classical result (see e.g. [Lio69], [LSU68] or also [STW12]) that there exists a unique
solution to the parabolic problem which is sufficiently regular for all the subsequent calculations
to be valid; in particular,
uǫ ∈ L2(0, T ;H4(M)) ∩ C1([0, T ]; Ξ). (3.4)
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3.1 Global bounds independent of ǫ for uǫ
Firstly, we prove the following global bounds:
Lemma 3.1. We assume that
u0 ∈ L2(M), (3.5)
f ∈ L2(0, T ;L2(M)), (3.6)
then, for every T > 0 the following estimates independent of ǫ hold:

uǫ is bounded in L∞(0, T ; L2(M)),
uǫ is bounded in L2(0, T ; H10 (M)),
uǫx(0, ·, ·) is bounded in L2(0, T ; L2(Ix⊥)).
(3.7)
Proof. As in [STW12], we multiply (3.1) with uǫ and xuǫ, integrate over M and integrate by
parts.
3.2 Local bounds independent of ǫ for uǫ
We first introduce a useful result:
Lemma 3.2. Under the same assumptions as in Lemma 3.1, if we further suppose that
f ∈ L∞(0, T ;L2(M)), (3.8)
then we have
|uǫx(t)|2 ≤ |uǫt(t)|2 + κ, 0 ≤ t ≤ T, (3.9)
where κ is a constant depending only on |u0|, |f |L∞(0,T ;L2(M)) and T .
Proof. We rewrite (3.1)1 as
∆
∂uǫ
∂x
+ c
∂uǫ
∂x
+ uǫ
∂uǫ
∂x
+ ǫ Luǫ = −∂u
ǫ
∂t
+ f. (3.10)
We multiply (3.10) by (1 + x)uǫ, integrate over M, integrate by parts, and follow the same
calculations as in [STW12]; we find when ǫ ≤ 14 ,
|uǫx|2 ≤ −
∫
M
uǫt (1 + x)u
ǫ dM+ |f |2 + |(1 + x)uǫ|2 + c|uǫ|2 + c′|uǫ|6
≤ |uǫt |2 + |f |2 + c′|uǫ|2 + c′|uǫ|6,
(3.11)
Here and below c′ indicates an absolute constant which may be different at each occurrence.
Hence if we call ν a bound of |uǫ|L∞(0,T ;L2(M)) as in (3.7)1, we can set
κ = |f |2L∞(0,T ;L2(M)) + c′ν2 + c′ν6 + |u0x|2; (3.12)
and by (3.8) we obtain (3.9). Thus we have completed the proof of Lemma 3.2.
Now we are ready to prove the following result giving the local bounds on uǫ independent of
ǫ:
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Proposition 3.1. Under the same assumptions as in Lemma 3.2, if we further suppose that
ft ∈ L∞(0, T ;L2(M)), (3.13)
f ∈ L2(0, T ;L2(Ix;H2(Ix⊥))), (3.14)
Lu0 ∈ L2(M), (3.15)
∆u0x + u0u0x + cu0x − f(0) ∈ L2(M), (3.16)
∇⊥u0, u0yy, u0zz ∈ L2(M), (3.17)
then there exists T∗ = min(T, T1),
T1 =
c3
µ4
, (3.18)
µ = µ(κ, |ft|L∞(0,T ;L2(M)), |Lu0|, |∆u0x + u0u0x + cu0x − f(0)|),
such that for every t, 0 ≤ t ≤ T∗,
|uǫt(t)| . µ, (3.19)∫ T∗
0
|∇uǫt(s)|2 ds . µ, (3.20)
|∇uǫ(t)| ≤ C(µ), (3.21)∫ T∗
0
|∇uǫy(s)|2 ds ≤ C(µ),
∫ T∗
0
|∇uǫz(s)|2 ds ≤ C(µ), (3.22)
|uǫyy(t)| ≤ C(µ), |uǫzz(t)| ≤ C(µ), (3.23)∫ T∗
0
|∇uǫyy(s)|2 ds ≤ C(µ),
∫ T∗
0
|∇uǫzz(s)|2 ds ≤ C(µ), (3.24)
ǫ
∫ T∗
0
[uǫyy]
2
2 ds ≤ C(µ), ǫ
∫ T∗
0
[uǫzz]
2
2 ds ≤ C(µ), (3.25)
where . means ≤ up to a multiplicative constant independent of ǫ, the constant c3 depends only
on the data, and the constant C(µ) depends only on µ and the data and may be different at each
occurrence.
Proof. We differentiate (3.1) in t, write uǫt = v
ǫ and we find:

∂vǫ
∂t
+∆
∂vǫ
∂x
+ c
∂vǫ
∂x
+ uǫ
∂vǫ
∂x
+ vǫ
∂uǫ
∂x
+ ǫ Lvǫ = ft,
vǫ(0) = uǫt0 = −ǫLu0 −∆u0x − u0u0x − cu0x + f(0).
(3.26)
Thus when ǫ ≤ 1,
|uǫt0| ≤ |Lu0|+ |∆u0x + u0u0x + cu0x − f(0)|. (3.27)
From (3.15) and (3.16), we obtain
uǫt0 is bounded independently of ǫ in L
2(M). (3.28)
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Multiplying (3.26) by (1+x)vǫ, integrating over M and integrating by parts, dropping ǫ for the
moment we find
•
∫
M
∂v
∂t
(1 + x)v dM = 1
2
d
dt
|√1 + x v|2,
•
∫
M
∆
∂v
∂x
v dM = 1
2
∫
I
x⊥
(vx
∣∣
x=0
)2 dx⊥,
•
∫
M
∆
∂v
∂x
xv dM = 3
2
|vx|2 + 1
2
|∇⊥v|2,
•
∫
M
cvx(1 + x)v dM = − c
2
∫
M
v2 dM,
•
∫
M
uvx (1 + x)v dM = −1
2
∫
M
(1 + x)uxv
2 dM− 1
2
∫
M
uv2 dM,
•
∫
M
vux (1 + x)v dM =
∫
M
(1 + x)uxv
2 dM,
•
∫
M
ft(1 + x)v dM≤ 1
2
|ft|2 + 1
2
|(1 + x)v|2 ≤ 1
2
|ft|2 + |v|2,
• ǫ
∫
M
∂4v
∂x4
(1 + x)v dx dx⊥ = ǫ|√1 + x vxx|2 − ǫ
∫
I
x⊥
(vx
∣∣
x=0
)2 dx⊥,
• ǫ
∫
M
(
∂4v
∂y4
+
∂4v
∂z4
) (1 + x)v dM = ǫ
(∣∣√1 + x vyy∣∣2 + ∣∣√1 + x vzz∣∣2) .
Hence we arrive, when ǫ ≤ 14 , at
d
dt
|√1 + xuǫt|2 + |∇uǫt |2 +
1
4
|uǫtx|x=0|2L2(I
x⊥
)
+ 2ǫ
(|√1 + xuǫtxx|2 + |√1 + xuǫtyy|2 + |√1 + xuǫtzz|2)
≤
∣∣∣∣
∫
M
((1 + x)uǫx − uǫ) (uǫt)2 dM
∣∣∣∣+ (c+ 2)|uǫt |2 + |ft|2.
(3.29)
For the first term on the right-hand-side of (3.29), we have
∣∣∣∣
∫
M
((1 + x)uǫx − uǫ) (uǫt)2 dM
∣∣∣∣ . (with σǫ(t) := |uǫx|+ |uǫ|)
. σǫ(t)|uǫt |2L4(M)
. (by H3/4 ⊂ L4 in 3D)
. σǫ(t)|uǫt |1/2|∇uǫt |3/2
≤ c′(σǫ(t))4|uǫt |2 +
1
8
|∇uǫt |2
≤ (by (3.9))
≤ c′ (|uǫt |6 + κ2|uǫt |2 + |uǫ|4|uǫt |2)+ 18 |∇uǫt |2.
(3.30)
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Applying (3.30) to (3.29), we obtain
d
dt
|√1 + xuǫt|2 +
7
8
|∇uǫt|2 +
1
4
|uǫtx|x=0|2L2(I
x⊥
)
+ 2ǫ
(|√1 + xuǫyxx|2 + |√1 + xuǫyyy|2 + |√1 + xuǫyzz|2)
≤ c1(|uǫt |2 + 1)3 + |ft|2
≤ c1(|
√
1 + xuǫt |2 + 1)3 + |ft|2.
(3.31)
where c1 depends only on κ. Setting |
√
1 + xuǫt |2 + 1 := Yǫ, (3.31) implies that
d
dt
Yǫ ≤ c2(Yǫ)3, (3.32)
with c2 := c1 + |ft|2L∞(0,T ;L2(M)). Thus
Yǫ(t) ≤ 2µ20, 0 ≤ t ≤
3
8c2µ
4
0
, (3.33)
where µ0 is a bound of
√
Yǫ(0) independent of ǫ as provided by (3.28). Now (3.33) implies that
|uǫt(t)| . µ0, 0 ≤ t ≤
3
8c2µ
4
0
. (3.34)
Then by (3.34) and (3.9) we deduce that
|uǫx(t)| . µ, 0 ≤ t ≤ T∗. (3.35)
with µ := µ0 +
√
κ, and T∗ = min(T, T1),
T1 =
c3
µ4
≤ 3
8c2µ40
. (3.36)
By (3.34), (3.36) and (3.31) we obtain (3.20).
We multiply (3.1) by (1+x)uǫyy, integrate overM and integrate by parts, dropping ǫ for the
moment, we find
•
∫
M
ut (1 + x)uyy dM = −1
2
d
dt
|√1 + xuy|2,
•
∫
M
uxxx (1 + x)uyy dM = −3
2
|u2xy| −
1
2
∣∣u2xy∣∣x=0∣∣L2(Iy) ,
•
∫
M
uxyy (1 + x)uyy dM = −1
2
|u2yy|,
•
∫
M
uxzz (1 + x)uyy dM = −1
2
|u2zy|,
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•
∫
M
cux(1 + x)uyy dM = c
2
∫
M
u2y dM,
•
∫
M
uux (1 + x)uyy dM = 1
2
∫
M
u2y (u− (1 + x)ux) dM,
• ǫ
∫
M
uxxxx (1 + x)uyy dM = −ǫ
∫
M
uxxxxy(1 + x)uy dM
= ǫ
∫
M
uxxxyuy dM+ ǫ
∫
dM
uxxxy(1 + x)uxy dM
= −2ǫ
∫
M
uxxyuxydM− ǫ
∫
M
(1 + x)u2xxydM
= ǫ
∫
M
u2xy
∣∣
x=0
dM− ǫ
∫
M
(1 + x)u2xxy dM,
• ǫ
∫
M
uzzzz (1 + x)uyy dM = −ǫ
∫
M
(1 + x)u2zzy dM,
• ǫ
∫
M
uyyyy (1 + x)uyy dM = −ǫ
∫
M
(1 + x)uǫyyy dM,
•
∫
M
f(1 + x)uyy dM = −
∫
M
fy (1 + x)uy dM≤ 1
2
|(1 + x)uy|2 + 1
2
|fy|2.
Hence when ǫ ≤ 14 , we have
d
dt
|√1 + x uǫy|2 + |∇uǫy|2 +
1
4
∣∣uǫxy∣∣x=0∣∣2L2(Iy)
+ 2ǫ
(|√1 + xuǫyxx|2 + |√1 + xuǫyyy|2 + |√1 + x uǫyzz|2)
≤
∣∣∣∣
∫
M
(uǫy)
2 ((1 + x)uǫx − uǫ) dM
∣∣∣∣+ (c+ 2)|uǫy |2 + |fy|2.
(3.37)
For the first term on the right-hand-side of (3.37), we find∣∣∣∣
∫
M
(uǫy)
2 ((1 + x)uǫx − uǫ) dM
∣∣∣∣ . (with σǫ(t) := |uǫx|+ |uǫ|)
. σǫ(t)|uǫy|2L4(M)
≤ c′(σǫ(t))4|uǫy|2 +
1
8
|∇uǫy|2
≤ (by (3.35))
≤ c′ (µ4 + |uǫ|4) |uǫy|2 + 18 |∇uǫy|2, 0 ≤ t ≤ T∗.
(3.38)
Applying (3.38) to (3.37), we find
d
dt
|√1 + xuǫy|2 +
7
8
|∇uǫy|2 +
1
4
∣∣uǫxy∣∣x=0∣∣2L2(Iy)
+ 2ǫ
(|√1 + xuǫyxx|2 + |√1 + xuǫyyy|2 + |√1 + xuǫyzz|2)
≤ c′µ4|uǫy|2 + |fy|2
≤ c′µ4|√1 + xuǫy|2 + |fy|2, 0 ≤ t ≤ T∗.
(3.39)
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We can then close the Gronwall inequality on the time interval (0, T∗), and obtain
|√1 + xuǫy(t)|2 ≤ C(µ)
(
|√1 + xu0y|2 +
∫ T∗
0
|fy(s)|2 ds
)
≤ C(µ, |u0y|, |fy|L2(0,T ;L2(M))), 0 ≤ t ≤ T∗,
which implies
|uǫy(t)| ≤ C(µ), 0 ≤ t ≤ T∗. (3.40)
By (3.40) and (3.39) we obtain
∫ T∗
0
|∇uǫy(s)|2 ds ≤ C(µ). (3.41)
Similarly, we can obtain the same kind of estimates for uǫz, ∇uǫz, that is
|uǫz(t)| ≤ C(µ), 0 ≤ t ≤ T∗, (3.42)
∫ T∗
0
|∇uǫz(s)|2 ds ≤ C(µ). (3.43)
From (3.35), (3.40) and (3.42) we obtain (3.21).
We then multiply (3.1) by (1 + x)uǫyyyy , integrate over M and integrate by parts, to find
•
∫
M
ut (1 + x)uyyyy dM = 1
2
d
dt
|√1 + xuyy|2,
•
∫
M
uxxx (1 + x)uyyyy dM = 3
2
|uxyy|2 + 1
2
∣∣uxyy∣∣x=0∣∣2L2(Iy) ,
•
∫
M
uxyy (1 + x)uyyyy dM = 1
2
|u2yyy|2,
•
∫
M
uxzz (1 + x)uyyyy dM = 1
2
|u2zyy|2,
•
∫
M
cux (1 + x)uyyyy dM = − c
2
|uyy|2,
•
∫
M
uux (1 + x)uyyyy dM
= −
∫
M
uyux(1 + x)uyyy dM−
∫
M
uuxy(1 + x)uyyy dM
=
∫
M
u2yyux(1 + x) dM+ 2
∫
M
uyuxy(1 + x)uyy dM+
∫
M
uuxyy(1 + x)uyy dM
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=∫
M
u2yyux(1 + x) dM+
∫
M
∂
(
u2y
)
∂x
(1 + x)uyy dM+ 1
2
∫
M
u
∂
(
u2yy
)
∂x
(1 + x) dM
=
1
2
∫
M
u2yyux(1 + x) dM−
∫
M
u2yuyy dM−
∫
M
u2y(1 + x)uxyy dM−
1
2
∫
M
uu2yy dM
=
1
2
∫
M
(ux(1 + x)− u) u2yy dM−
∫
M
u2yuyy dM−
∫
M
u2y(1 + x)uxyy dM
• ǫ
∫
M
uxxxx (1 + x)uyyyy dM = −ǫ
∫
M
uxxxxy(1 + x)uyyy dM
= −ǫ
∫
M
uxxxyuyyy dM+ ǫ
∫
M
uxxxy(1 + x)uxyyy dM
= −ǫ
∫
I
x⊥
u2xyy
∣∣
x=0
d Ix⊥ + ǫ
∫
M
(1 + x)u2xxyy dM,
• ǫ
∫
M
uyyyy (1 + x)uyyyy dM = ǫ|
√
1 + xuyyyy|2,
• ǫ
∫
M
uzzzz (1 + x)uyyyy dM = ǫ|
√
1 + xuzzyy|2,
•
∫
M
f(1 + x)uyyyy dM = −
∫
M
fyy (1 + x)uyy dM≤ 1
2
|(1 + x)uyy|2 + 1
2
|fyy|2.
Hence when ǫ ≤ 14 ,
d
dt
|√1 + xuǫyy|2 + |∇uǫyy|2 +
1
4
|uǫxyy
∣∣2
x=0
|L2(Iy)
+ 2ǫ
(|√1 + xuǫyyxx|2 + |√1 + xuǫyyyy |2 + |√1 + xuǫyyzz|2)
≤
∣∣∣∣
∫
M
((1 + x)uǫx − uǫ) (uǫyy)2 dM
∣∣∣∣+ 2
∣∣∣∣
∫
M
u2yuyy dM
∣∣∣∣
+ 2
∣∣∣∣
∫
M
u2y(1 + x)uxyy dM
∣∣∣∣+ (c+ 1)|uǫyy |2 + |fyy|2
:= Iǫ1 + I
ǫ
2 + I
ǫ
3 + (c+ 1)|uǫyy|2 + |fyy|2.
(3.44)
For Iǫ1, by the similar calculations in (3.38) we deduce
Iǫ1 ≤ c′
(
µ4 + |uǫ|4) |uǫyy|2 + 18 |∇uǫyy|2, 0 ≤ t ≤ T∗. (3.45)
For Iǫ2 we have
Iǫ2 ≤ 2|uǫy|2L4(M)|uǫyy|
. |uǫy|1/2|∇uǫy|3/2|uǫyy|
≤ (by (3.40))
≤ C(µ)|∇uǫy|3/2|uǫyy|
≤ C(µ)|∇uǫy|3/2|uǫyy|2 + C(µ)|∇uǫy|3/2, 0 ≤ t ≤ T∗.
(3.46)
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For Iǫ3 we have
Iǫ3 ≤ 2|uǫy|2L4(M)|uǫxyy|
. |uǫy|1/2|∇uǫy|3/2|uǫxyy|
≤ 1
8
|uǫxyy|2 + c′|uǫy||∇uǫy|3
≤ (by Jensen’s inequaliy, |∇uǫy|3 . |uǫxy|3 + |uǫyy|3 + |uǫyz |3)
≤ 1
8
|uǫxyy|2 + c′|uǫy||uǫxy|3 + c′|uǫy||uǫyy|3 + c′|uǫy||uǫyz|3
:=
1
8
|uǫxyy|2 + J ǫ4 + J ǫ5 + J ǫ6.
(3.47)
We now estimate J ǫ4. We observe that since u
ǫ
x = 0 at y = ±π2 ,
|uǫxy|2 =
∫
M
(
uǫxy
)2
dM = −
∫
M
uǫxu
ǫ
xyy dM≤ c′|uǫx||uǫxyy|. (3.48)
Thus we have
J ǫ4 ≤ c′|uǫy||uǫx|3/2|uǫxyy|3/2
≤ c′|∇uǫ|5/2|uǫxyy|3/2
≤ (by (3.21) which is already proven))
≤ C(µ)5/2|uǫxyy|3/2
≤ C(µ)10 + 1
8
|uǫxyy|2, 0 ≤ t ≤ T∗.
(3.49)
Similarly for J ǫ6, since u
ǫ
z = 0 at y = ±π2 , we can apply the intermediate derivative theorem
to uǫz, and deduce that |uǫzy|2 ≤ c′|uǫz||uǫzyy|. Hence by estimates similar as in (3.49) we have
J ǫ6 ≤ C(µ)10 +
1
8
|uǫzyy|2, 0 ≤ t ≤ T∗. (3.50)
To estimate J ǫ5, by (3.40) we have
J ǫ5 ≤ C(µ)|uǫyy|3, 0 ≤ t ≤ T∗. (3.51)
Collecting the estimates in (3.49), (3.51) and (3.50), along with (3.47) we obtain
Iǫ3 ≤
3
8
|∇uǫyy|2 +C(µ) + C(µ)|uǫyy|3, 0 ≤ t ≤ T∗. (3.52)
Collecting the estimates in (3.45), (3.46) and (3.52), along with (3.44) we obtain
d
dt
|√1 + xuǫyy|2 +
1
2
|∇uǫyy|2 + 2ǫ
(|√1 + xuǫyyxx|2 + |√1 + xuǫyyyy|2 + |√1 + xuǫyyzz|2)
≤ c′
(
µ4 + |uǫ|4 + C(µ)|∇uǫy|3/2 + C(µ)|uǫyy|+ c+ 1
)
|uǫyy|2
+ C(µ)|∇uǫy|3/2 + C(µ) + |fyy|2, 0 ≤ t ≤ T∗.
(3.53)
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In particular, setting ηǫ(t) = c′
(
µ4 + |uǫ|4 + C(µ)|∇uǫy|3/2 + C(µ)|uǫyy|+ c+ 1
)
, from (3.53) we
infer that
d
dt
|√1 + xuǫyy|2 ≤ ηǫ(t)|
√
1 + xuǫyy|2 + C(µ)|∇uǫy|3/2 + C(µ) + |fyy|2, 0 ≤ t ≤ T∗. (3.54)
Since |∇uǫy|3/2 ≤ |∇uǫy|2 + c′, along with (3.41) we deduce∫ T∗
0
ηǫ(s) ds ≤ C(µ).
We can then close the Gronwall inequality on the time interval (0, T∗) in (3.53), and obtain
|√1 + xuǫyy(t)| ≤ C(µ, |u0yy|, |fyy|L2(0,T ;L2(M))), 0 ≤ t ≤ T∗,
which implies
|uǫyy(t)| ≤ C(µ), 0 ≤ t ≤ T∗. (3.55)
By (3.55) and (3.44) we obtain ∫ T∗
0
|∇uǫyy(s)|2 ds ≤ C(µ), (3.56)
ǫ
∫ T∗
0
[uǫyy]
2
2 ds ≤ C(µ), 0 ≤ t ≤ T∗. (3.57)
Similarly we can obtain the same kind of estimates for uǫzz, ∇uǫzz and ǫ[uǫzz]22.
Combining all the previous local bounds, we obtain (3.19)-(3.25). Hence we have completed
the proof of Proposition 3.1.
3.3 A singular perturbation argument
We are now ready to show the local estimates for uǫxx and u
ǫ uǫx by singular perturbation.
Proposition 3.2. Under the same assumptions as in Proposition 3.1, we have
uǫxx is bounded independently of ǫ in L
2(0, T∗, L
2(M)), (3.58)
uǫuǫx is bounded independently of ǫ in L
2(0, T∗;L
2(M)). (3.59)
Remark 3.1. Note that by (3.58) and (3.23) we deduce that
uǫ is bounded independently of ǫ in L2(0, T∗, Ξ). (3.60)
Remark 3.2. We know that∫
M
(uǫuǫx)
3/2 dM≤
(∫
M
(uǫ)6 dM
)1/4(∫
M
(uǫx)
2 dM
)3/4
= |uǫ|3/2
L6(M)
|uǫx|3/2
≤ (by H1(M) ⊂ L6(M) in 3D)
. |∇uǫ|3.
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Hence
ess sup
t∈(0,T∗)
|uǫuǫx(t)|L3/2(M) . ess sup
t∈(0,T∗)
|∇uǫ(t)|2 . (by (3.21)) . C(µ)2,
which implies that
uǫuǫx is bounded independently of ǫ in L
∞(0, T∗;L
3/2(M)),
and hence in L3/2(Ix;L
3/2((0, T∗)× Ix⊥)).
Thus we can apply Lemma 5.1 in the Appendix with p = 3/2 and Y = L3/2((0, T∗)× Ix⊥), and
obtain
uǫxx is bounded independently of ǫ in L
∞(Ix;L
3/2((0, T∗)× Ix⊥)). (3.61)
However, to obtain more useful estimates as in (3.58) and (3.59), we need to use the following
proof which provides a stronger result.
Proof of Proposition 3.2. We rewrite the regularized equation (3.1) as follows:{
uǫxxx + u
ǫuǫx + ǫu
ǫ
xxxx = g
ǫ,
uǫ(0) = uǫ(1) = uǫx(1) = u
ǫ
xx(0) = 0,
(3.62)
where gǫ := −uǫt − ∆⊥uǫx − cuǫx − ǫuǫyyyy − ǫuǫzzzz + f . Hence by (3.19), (3.24) and (3.25), we
know that each term in gǫ is bounded independently of ǫ in L2(0, T∗, L
2(M)), and thus
gǫ is bounded independently of ǫ in L2(0, T∗, L
2(M)). (3.63)
Multiplying (3.62) by x and integrating in x from 0 to 1, we find
•
∫ 1
0
xuxxx dx = −
∫ 1
0
uxx dx+ uxxx
∣∣x=1
x=0
= ux
∣∣
x=0
+ uxx
∣∣
x=1
,
•
∫ 1
0
xuux dx =
∫ 1
0
∂
∂x
(
u2
2
)
dx = −1
2
∫ 1
0
u2 dx,
• ǫ
∫ 1
0
xuxxxx dx = −ǫ
∫ 1
0
uxxx dx+ ǫuxxxx
∣∣x=1
x=0
= −ǫuxx
∣∣
x=1
+ ǫuxxx
∣∣
x=1
.
Hence
uǫx
∣∣
x=0
+ uǫxx
∣∣
x=1
− 1
2
∫ 1
0
(uǫ)2 dx− ǫuǫxx
∣∣
x=1
+ ǫuǫxxx
∣∣
x=1
=
∫ 1
0
gǫx dx. (3.64)
Integrating (3.62) in x from x˜ to 1, we obtain
•
∫ 1
x˜
uxxx dx = uxx
∣∣
x=1
− uxx,
•
∫ 1
x˜
uux dx = −1
2
u2,
• ǫ
∫ 1
x˜
uxxxx dx = ǫuxxx
∣∣
x=1
− ǫuxxx.
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Hence
uǫxx
∣∣
x=1
− uǫxx −
1
2
(uǫ)2 + ǫuǫxxx
∣∣
x=1
− ǫuǫxxx =
∫ 1
x˜
gǫ dx. (3.65)
Then (3.64) and (3.65) imply
uǫx
∣∣
x=0
− 1
2
∫ 1
0
(uǫ)2 dx− ǫuǫxx
∣∣
x=1
+ uǫxx +
1
2
(uǫ)2 + ǫuǫxxx =
∫ 1
0
gǫx dx−
∫ 1
x˜
gǫ dx,
which we rewrite as
uǫxx + ǫu
ǫ
xxx = ǫu
ǫ
xx
∣∣
x=1
+ hǫ, (3.66)
where
hǫ = −uǫx
∣∣
x=0
+
1
2
∫ 1
0
(uǫ)2 dx− 1
2
(uǫ)2 +
∫ 1
0
gǫx dx−
∫ 1
x˜
gǫ dx. (3.67)
Now we estimate the term (uǫ)2 in (3.67). Since
|(uǫ)2|2 ≤ |uǫ|4L4(M) . (by H3/4(M) ⊂ L4(M) in 3D) . |∇uǫ|3|uǫ|,
we have∫ T∗
0
|(uǫ)2|2 ds .
∫ T∗
0
|∇uǫ|3|uǫ| ds ≤ (by (3.21) and the Poincare´ inequality) . C(µ)4T∗.
(3.68)
Thus
(uǫ)2 is bounded independently of ǫ in L2(0, T∗;L
2(M)). (3.69)
Applying (3.7)4, (3.63) and (3.69) to (3.67) we find
hǫ is bounded independently of ǫ in L2(0, T∗, L
2(M)). (3.70)
Multiplying (3.66) by uǫxx, integrating in x from 0 to 1, we obtain
• ǫ
∫ 1
0
uxxxuxx dx =
ǫ
2
u2xx
∣∣
x=1
,
• ǫ
∫ 1
0
uxx
∣∣
x=1
uxx dx = ǫuxx
∣∣
x=1
∫ 1
0
uxx dx = −ǫuxx
∣∣
x=1
ux
∣∣
x=0
;
hence we arrive at∫ 1
0
(uǫxx)
2 dx+
ǫ
2
(uǫxx)
2
∣∣
x=1
= −ǫuǫxx
∣∣
x=1
uǫx
∣∣
x=0
+
∫ 1
0
uǫxx h
ǫ dx,
≤ ǫ
4
(uǫxx
∣∣
x=1
)2 + c′ǫ(uǫx
∣∣
x=0
)2 +
1
2
|uǫxx|2L2(Ix) +
1
2
|hǫ|2L2(Ix).
Thus
1
2
∫ 1
0
(uǫxx)
2 dx+
ǫ
4
(uǫxx
∣∣
x=1
)2 ≤ c′ǫ(uǫx
∣∣
x=0
)2 +
1
2
|hǫ|2L2(Ix). (3.71)
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We integrate both sides of (3.71) in Ix⊥ and then in time from 0 to T∗; by (3.70) and (3.7)4 we
obtain (3.58). As in Remark 3.1, we thus have (3.60).
Now since
|uǫuǫx|2 ≤ |uǫ|2L4(M)|uǫx|2L4(M)
. (by H3/4(M) ⊂ L4(M) in 3D)
. |uǫ|1/2|∇uǫ|3/2|uǫx|1/2[uǫ]3/22
. |uǫ|2|∇uǫ|4 + [uǫ]22,
hence we obtain ∫ T∗
0
|uǫuǫx|2 ds .
∫ T∗
0
|uǫ|2|∇uǫ|4 ds+
∫ T∗
0
[u]22 ds.
This together with (3.21) and (3.60) implies (3.59).
4 Passage to the limit
Using a compactness argument, we can pass to the limit in (3.1). Hence we obtain (2.1), with
a function u ∈ C1([0, T∗];L2(M)) ∩ L2(0, T ;H10 (M)). Then we rewrite (2.1) as
uxxx = −ut −∆⊥ux − cux − uux − f. (4.1)
From (3.19), (3.24) and (3.59), we infer that each term in the right-hand-side of (4.1) belongs
to L2(0, T∗;L
2(M)), and hence
uxxx ∈ L2(0, T∗;L2(M)). (4.2)
Now we are ready to state the main result: the local existence of strong solutions.
Theorem 4.1. The assumptions are the same as in Proposition 3.1, that is (3.5), (3.6), (3.8)
and (3.13)-(3.17). We suppose also that the following compatibility conditions hold:
u0 = 0 on ∂M, u0x
∣∣
x=1
= 0, u0yy
∣∣
y=±pi
2
= u0zz
∣∣
z=±pi
2
= 0, (4.3)
ut0 = 0 on ∂M, ∂ut0
∂x
∣∣∣
x=1
= 0,
∂2ut0
∂y2
∣∣∣
y=±pi
2
=
∂2ut0
∂z2
∣∣∣
z=±pi
2
= 0, (4.4)
where ut0 = −∆u0x−u0u0x−cu0x+f(0). Then there exists a local strong solution to (2.1)-(2.4)
on some time interval [0, T∗), T∗ > 0 depending only on the data as in Proposition 3.1, such
that
∇u, uyy, uzz, ut ∈ L∞(0, T∗;L2(M)), (4.5)
u ∈ L2(0, T∗;D(A)), (4.6)
u ∈ L2(0, T∗; Ξ), (4.7)
u ∈ L2(0, T∗;H3(Ix;L2(Ix⊥)) ∩H3(Ix⊥ ;L2(Ix))), (4.8)
16
ut ∈ L2(0, T∗;H1(M)). (4.9)
Moreover, we have for every t ∈ (0, T∗),
uyy(t)
∣∣
y=±pi
2
= uzz(t)
∣∣
z=±pi
2
= 0. (4.10)
Remark 4.1. We have proven that all the spatial derivatives of the third order of u are in
L2(0, T∗;L
2(M)), except for uxxy and uxxz.
Proof. We rewrite (2.1) as
Au = −ut − uux − f ; (4.11)
from (3.19) and (3.59) we know that each term on the right-hand side of (4.11) belongs to
L2(0, T∗;L
2(M)). Hence Au belongs to the same space. We also know that ux(1, x⊥, t) = 0,
t ∈ [0, T ] using the same argument as in [STW12]. Hence we obtain (4.6). Now by (2.8) and
(4.6), we deduce (4.7).
By (3.22), we know that uyyy, uzzz both belong to L
2(0, T∗;L
2(M)). Hence we can apply
the trace theorem and pass to the limit on the boundary conditions in (3.2) to obtain (4.10).
The other results can be deduced directly from (3.19)-(3.24) and (4.2).
Remark 4.2. As for the periodic case, that is, (2.1) and the boundary and initial conditions
(2.2), (2.3) and (2.5), the results are exactly the same as in the Dirichlet case discussed above.
The reasoning is totally the same and therefore we skip it.
5 Appendix: a trace result
We recall a trace result from [STW12], which is used in the article.
Lemma 5.1. Let Y be a (not necessarily reflexive) Banach space and let p ≥ 1. Assume that
two sequences of functions uǫ, gǫ ∈ Lpx(Ix;Y ) satisfy{
uǫxxx + ǫu
ǫ
xxxx = g
ǫ,
uǫ(0) = uǫ(1) = uǫx(1) = u
ǫ
xx(0) = 0,
(5.1)
with gǫ bounded in Lpx(Ix;Y ) as ǫ→ 0. Then uǫxx (and hence uǫx, and uǫ) is bounded in L∞x (Ix;Y )
as ǫ → 0. Furthermore if Y is reflexive, then for any subsequence uǫ → u converging strongly
or weakly in Lqx(Ix;Y ), 1 < q < ∞, uǫx(1) converges to ux(1) in Y (weakly at least), and hence
ux(1) = 0.
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