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Introduction et contexte industriel
Dans les centrales nucléaires de type REP (Réacteur à Eau Pressurisée), les composants
des circuits de refroidissement sont soumis à des sollicitations cycliques qui conduisent à la
fatigue des matériaux. Au niveau des zones de mélange, les fluctuations thermiques induisent des
déformations cycliques à caractère aléatoire sur la paroi interne de la tuyauterie à des fréquences
à la fois élevées et à plage étendue. Le régime turbulent causé par le mélange des fluides chaud
et froid entraîne de forts gradients de température à la surface du conduit. L’endommagement
des matériaux causé par ce processus peut provoquer l’apparition de fissures et, à terme, d’une
fuite.
Un tel phénomène s’est produit dans la centrale de Civaux, le 12 mai 1998. Une fuite de
30m3/h est apparue dans le circuit RRA (Refroidissement du Réacteur à l’Arrêt). Le circuit
RRA a pour fonction, lors de la mise à l’arrêt normal du réacteur, d’évacuer la chaleur du circuit
primaire (la puissance résiduelle du combustible), puis de maintenir l’eau du circuit primaire
à basse température pendant toute la durée de l’arrêt. En effet, la radioactivité présente dans
le cœur du réacteur à l’arrêt produit de l’énergie sous forme de chaleur, en quantité suffisante
pour faire fondre le combustible. C’est pourquoi il est impératif de maintenir une température
stable dans le réacteur.
Après inspection de la structure, la présence d’une fissure de 18 cm de long a été constatée
au niveau du coude situé en aval du té de mélange (figure 1). De plus, un réseau de microfissures
(faïençage thermique) a été mis en évidence. La géométrie de la tuyauterie a été modifiée à la
suite de cet incident de manière à positionner la zone de mélange dans une région où la tuyauterie
principale conserve une forme rectiligne. Bien que la structure ait été modifiée pour éliminer
tout risque de fuite, il est primordial d’étudier ce phénomène d’amorçage et de propagation de
fissures en fatigue thermomécanique afin de mieux quantifier l’endommagement de la structure.
Fig. 1 – Ancienne et nouvelle configurations du circuit RRA.
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Fig. 2 – Chargements et mécanismes conduisant à l’endommagement de la paroi interne des
tuyauteries au niveau des zones de mélange, d’après Bompard [1].
Les fluctuations rapides du chargement résultant sont concentrées en peau interne, du fait
de la faible conductivité thermique de l’acier austénitique employé pour cette structure. Les sol-
licitations thermomécaniques en surface interne sont de nature biaxiale : déformations axiale et
circonférentielle. De plus, de par la pression interne appliquée, il s’avère que le chargement consi-
déré est à contrainte moyenne non nulle. Dans le cas du circuit RRA, la contrainte moyenne
résultant de cette pression est d’environ 50 MPa. Les déformations cycliques dues aux fluc-
tuations de température restent d’un niveau assez faible. La figure 2 présente les principaux
ingrédients conduisant à la complexité du chargement et les paramètres à prendre en compte
dans l’analyse [1].
Il est à noter que le procédé de fabrication du composant industriel induit, suivant l’état
de surface souhaité (brut, brossé, poli...), des particularités telles qu’une certaine rugosité de
surface, la présence de contraintes résiduelles et un écrouissage local. Ces paramètres ont une
influence non négligeable sur la durée de vie du composant. Toutefois, celle-ci reste difficilement
quantifiable. La plupart des critères de fatigue ne prennent pas directement en compte ce type
de paramètres.
L’amorçage est, à l’échelle d’un composant industriel, basé sur les possibilités de détection
d’une fissure par un procédé non destructif. Cette méthode de détection se base généralement sur
l’identification de fissures dont la taille minimale est de l’ordre du millimètre. En dessous de cette
échelle, il est difficile de parvenir à détecter les fissures et de prédire leur vitesse de propagation
notamment avec les modèles linéaires élastiques. On parle alors de fissures « courtes ». La
particularité de ces fissures réside dans leur forte dépendance vis-à-vis de la microstructure
du matériau lors des premiers stades de fissuration. Les sites d’amorçage, le trajet ainsi que la
vitesse de propagation de ces fissures sont étroitement liés à la microstructure. Nous reviendrons
sur cette notion ultérieurement, dans la section 1.1.
Parmi les essais lancés en collaboration entre EDF, CEA et AREVA, deux ont été réalisés
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Fig. 3 – Descriptif de l’essai INTHERPOL : (a) Photo de la structure. (b) Schéma de mise en
place du chargement. (c) Champ de température résultant.
sur des structures similaires au circuit RRA : FATHER [27] et INTHERPOL [28–30].
L’essai FATHER consiste en un essai de fatigue thermique visant à reproduire de manière
quasi identique les conditions propres aux zones de mélange. L’objectif est d’étudier le charge-
ment résultant en mesurant le champ de température puis, par des calculs thermomécaniques,
d’en déduire les champs de contraintes et de déformations. Pour cela, une maquette a été réa-
lisée à l’identique du nouveau té du circuit RRA, mais de dimensions inférieures (diamètre de
150mm au lieu de 400mm). Les résultats majeurs de cette étude montrent que l’amplitude de
déformation obtenue est de l’ordre de 0,15 à 0,3 %.
L’essai INTHERPOL consiste en un essai de fatigue thermique dont le chargement est
complètement instrumenté. Une partie de la surface interne du cylindre étant chauffée et refroidie
périodiquement par un système de lampes infrarouges et de pulvérisateurs d’eau (cf. figure 3). Le
chargement est simplifié par rapport aux conditions réelles mais en reste assez proche. Plusieurs
états de surface sont testés et une soudure est introduite dans la structure.
EDF a aussi mis en place avec des partenaires un projet ANR « Matériaux et Procédés »
débuté en 2009. Ce dernier s’intitule AFGRAP (Amorçage d’une fissure de Fatigue dans un
GRain d’Agrégat polycristallin et Propagation dans les grains adjacents). Il réunit les parte-
naires industriels et universitaires suivants :
– EDF
– CEA
– AREVA
– ArcelorMittal
– LMSSMat (École Centrale de Paris)
– Centre des Matériaux (MINES ParisTech)
– PPRIME (ENSMA)
– SIMAP (INPG)
– SYMME (Université de Savoie)
L’objectif de ce projet est d’étudier les phénomènes d’amorçage et de micropropagation de fis-
sures de fatigue en alliant les compétences de chaque acteur dans les domaines expérimental
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(essais de fatigue, observations MEB 1, MET 2, EBSD 3, AFM 4, FIB 5...) et numérique (DDD 6,
calculs EF 7 d’agrégats polycristallins, couplage EF/DDD). L’étude porte sur le rôle des pa-
ramètres microstructuraux (orientation cristalline, forme des grains, voisinage...) vis-à-vis de
l’amorçage et du franchissement du premier joint de grains. Le matériau étudié est l’acier aus-
ténitique inoxydable 316LN fourni par AREVA. Notre participation au projet ANR AFGRAP
consiste à donner des informations sur les influences de paramètres locaux sur l’amorçage à
partir de calculs d’agrégats. Il est également prévu de travailler sur les premiers calculs EF
d’agrégats couplés à la DDD.
L’endommagement des composants de centrales causé par l’amorçage et la micropropagation
des fissures courtes conduit à la formation d’un réseau de fissures. L’évolution de ce mécanisme
d’endommagement reste difficile à quantifier tant par les études expérimentales que par les outils
numériques actuels. Dans ce cadre, il devient nécessaire de passer à une modélisation à l’échelle
mésoscopique, en travaillant sur des agrégats polycristallins pour pouvoir rendre compte des
mécanismes de fissuration. Pour mener à bien ce travail, il est proposé d’étudier l’amorçage à
travers les premiers grains en surface de la structure selon une approche micromécanique basée
sur la plasticité cristalline. L’ensemble de l’étude portera sur l’analyse de résultats de calculs
EF d’agrégats en ajoutant un point de vue statistique aux travaux déjà réalisés sur ce sujet.
Le manuscrit se structure en six chapitres. Nous débuterons par une revue bibliographique
concernant les bases de la fatigue, les observations expérimentales sur les fissures courtes, les
travaux numériques destinés à modéliser le comportement micromécanique des microstructures
ainsi que les particularités du comportement des aciers austénitiques. Nous étudierons ensuite
dans les deux chapitres principaux l’effet de voisinage au travers d’une étude statistique en deux
dimensions, puis en trois dimensions afin d’analyser l’influence des paramètres microstructuraux.
Les deux derniers chapitres feront état des travaux en cours et des perspectives ouvertes :
introduction de la rugosité de surface et modélisation semi-périodique.
1. MEB : Microscope Électronique à Balayage.
2. MET : Microscope Électronique à transmission.
3. EBSD : Diffraction d’électrons rétrodiffusés, de l’anglais « Electron Back Scattering Diffraction ».
4. AFM : Microscope à force atomique, de l’anglais « Atomic Force Microscope ».
5. FIB : Faisceaux d’ions focalisés, de l’anglais « Focused Ion Beam ».
6. DDD : Dynamique Discrète des Dislocations.
7. EF : Éléments Finis.
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1.1 Introduction à la fatigue
La rupture des pièces mécaniques par fatigue est un phénomène qui suscite, depuis plusieurs
décennies, un grand nombre d’études joignant les expertises industrielle et scientifique. Les
efforts cycliques, de nature mécanique et/ou thermique, que subit un matériau peuvent mener
à sa ruine même si un seul cycle n’entraîne aucun dommage apparent. Nous présentons dans
cette section les bases et les généralités propres à la fatigue des métaux. Pour plus de détails,
le lecteur est invité à consulter les ouvrages de Pineau [31] et Krupp [2].
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Fig. 1.1 – Représentation schématique définissant les paramètres communs d’un chargement
de fatigue piloté en contrainte, d’après Krupp [2]. Évolution de la contrainte en fonction du
temps (à gauche) et la boucle d’hystérésis correspondante (à droite).
1.1.1 Bases
L’étude du phénomène de fatigue fait intervenir plusieurs termes et paramètres généraux
que nous définissons ici en nous appuyant sur la figure 1.1 :
– σmin et σmax représentent respectivement les valeurs minimales et maximales de la contrainte
atteintes dans un cycle ;
– εmin et εmax représentent respectivement les valeurs minimales et maximales de la défor-
mation atteintes dans un cycle ;
– les amplitudes de contraintes et de déformation sont définies respectivement par ∆σ/2 =
(σmax − σmin)/2 et ∆ε/2 = (εmax − εmin)/2 ;
– on raisonne aussi parfois en amplitude de déformation plastique ∆εp/2 = ∆ε/2−∆σ/2E,
avec E le module d’Young ;
– de manière analogue, les contraintes et déformations moyennes sont définies respective-
ment par σm = (σmax + σmin)/2 et εm = (εmax + εmin)/2 ;
– le rapport de charge R = σmin/σmax.
1.1.2 Historique
Le terme qualifiant le phénomène de « fatigue » a été introduit il y a 150 ans environ
par Braithwaite [32] suite aux accidents survenus sur les diligences et les premières machines
industrielles telles que les moteurs à vapeur ou les trains. De nombreux cas de rupture d’essieux
en métal forgé étaient rencontrés à cette époque. Une nouvelle problématique, conséquence des
sollicitations cycliques subies par les pièces mécaniques, venait s’ajouter au travail traditionnel
des ingénieurs dimensionnant les structures : la prédiction de durée de vie en fatigue. À l’heure
actuelle, elle fait intégralement partie du processus de conception, notamment dans le domaine
de l’aéronautique, de l’automobile et du nucléaire.
Parmi les premières études menées sur la prédiction de durée de vie en fatigue, en 1870,
Wöhler élabora une campagne de mesures de déformations au cours du trajet d’un train [33].
Il mit en relation les pics de déformation résultant du passage du train sur les aiguillages avec
les défaillances. C’est à partir de ces résultats que son successeur Spangenberg établit le célèbre
diagramme de Wöhler, également appelé diagramme S–N, qui représente l’amplitude de la
contrainte appliquée en fonction du nombre de cycles à rupture Nf (cf. figure 1.2). Ce diagramme
a été construit sur la base de l’hypothèse d’un chargement uniaxial simple. Cette hypothèse ne se
vérifiant que rarement sur les cas de structures étudiées, il est commun de réduire les tenseurs
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Fig. 1.2 – Schématisation du diagramme de Wöhler présentant l’amplitude de contrainte ap-
pliquée en fonction du logarithme du nombre de cycles à rupture Nf .
de contraintes σ∼ et de déformations ε∼ à des grandeurs scalaires équivalentes σeq et εeq. Le
diagramme dépend du matériau et des paramètres comme la température, l’environnement et
du niveau de contrainte moyenne. Il existe une variante de ce diagramme qui consiste à remplacer
l’amplitude de la contrainte par l’amplitude de la déformation.
Cependant, en l’absence de moyens d’observation microstructurale, la connaissance du phé-
nomène physique restait à cette époque très limitée. C’est au début du XXe siècle qu’Ewing et
Humfrey effectuèrent les premières observations sur des pièces de métal ayant subi des flexions
alternées [34]. Ils mirent en évidence l’apparition de bandes de glissement persistantes (PSB 1)
pouvant conduire à la formation de fissures de fatigue.
De manière générale, les fissures de fatigue s’initient à la surface des composants ou des
éprouvettes dans le cas d’essais en laboratoire [35]. Forsyth justifie cette observation par une
mobilité plus importante des dislocations en surface à laquelle s’ajoutent les effets d’environ-
nement (oxydation) [3, 36]. Il retranscrit les différents stades de propagation d’une fissure de
fatigue (cf. figure 1.3) :
– une PSB se forme par glissement simple près de la surface, émerge et crée une extrusion
de surface qui absorbe de l’oxygène au cours des cycles ;
– la fissure s’initie par décohésion à la base de la PSB émergente ;
– elle se propage par cisaillement sur un système de glissement (mode II) dans le premier
grain en surface, à 45° par rapport à la direction de la contrainte principale. Cela corres-
pond au stade 1 de la propagation des fissures de fatigue ;
– grain après grain, la fissure s’oriente perpendiculairement à la direction de la contrainte
principale pour se propager en mode I comme une fissure macroscopique. Cela correspond
au stade 2 de la propagation des fissures de fatigue où l’on observe du glissement multiple.
En présence de faïençage thermique, comme c’est le cas dans notre étude, on observe plusieurs
microfissures initiées dans les grains en surface. La plupart s’arrêtent, mais une configuration
microstructurale particulière peut être favorable à leur propagation et conduire à une rupture.
Forrest et Tate ont mené des essais de fatigue sur un alliage de cuivre. Ils observent eux
aussi que les fissures de fatigue s’initient généralement dans les PSB et croissent par cisaillement
1. PSB : Bandes de glissement persistantes, de l’anglais « Persistent Slip Bands ».
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Fig. 1.3 – Représentation schématique des différents stades de propagation d’une fissure de
fatigue, d’après Forsyth [3].
vers les joints de grains où leur vitesse de propagation chute fortement. Les joints de grains
constitueraient donc une barrière microstructurale pour les fissures de fatigue en ralentissant
leur progression. Ils observent également une concentration du glissement en surface des pièces
testées qui conduit à un amorçage quasi systématique dans ces zones. Ceci est en partie prouvé
par l’allongement de la durée de vie obtenu en procédant à des polissages successifs au cours
de l’essai. La rugosité induite par le glissement en surface est donc en partie responsable de
l’amorçage en fatigue [37].
Miller [4] a observé différents types de localisation de la déformation plastique en surface.
Il distingue deux types de facettes décrites en figure 1.4. Elles correspondent toutes deux aux
plans de cisaillement maximum dans le cas d’une traction. Cependant, la facette B conduit à
une émergence de la matière et à une direction de propagation orientée vers l’intérieur de la
matière. Ce n’est pas le cas de la facette A, qui conduit à une propagation le long de la surface,
ce qui est moins nocif. La proportion de facettes A et B varie suivant le type de chargement :
– la torsion pure conduit à des facettes A
– la traction uniaxiale conduit à une proportion équivalente de facettes A et B
– la traction biaxiale conduit à des facettes de type B
1.1.3 Différents domaines de fatigue
La figure 1.5 illustre par une courbe de contrainte en fonction du nombre de cycles les
différents régimes de fatigue et donne une idée de la dispersion des résultats pour un même
niveau de sollicitation. De manière générale, on distingue plusieurs domaines :
– la fatigue à petit nombre de cycles, appelée également fatigue oligocyclique ou fatigue
LCF 2, qui correspond aux fortes sollicitations cycliques. Dans ce cas, les fissures s’initient
rapidement et la rupture de l’éprouvette survient après un petit nombre de cycles (Nf <
104∼105).
– la fatigue à grand nombre de cycles, appelée également fatigue polycyclique ou fatigue
HCF 3, qui correspond aux faibles niveaux de sollicitations cycliques. Dans ces conditions,
2. LCF : de l’anglais « Low Cycle Fatigue ».
3. HCF : de l’anglais « High Cycle Fatigue ».
1.1 Introduction à la fatigue 9
specimen
TYPE A
−→
l −→
l
surface
specimen
surface
TYPE B
Fig. 1.4 – Schématisation des fissures de fatigue en surface selon Miller [4].
l’amorçage a lieu préférentiellement en surface et la phase d’amorçage représente une
plus grande proportion de la durée de vie totale (cf. figure 1.10). La rupture a lieu pour
Nf < 106 à 107. Une importante dispersion des résultats se remarque dans ce domaine. Ceci
est principalement dû aux particularités de la microstructure du matériau, entre autres,
les configurations d’orientations des grains et la présence d’impuretés. Nous reviendrons
sur cet aspect dans la section 1.2.3.
– la fatigue à très grand nombre de cycles (VHCF 4 ou UHCF 5), aussi appelée fatigue
gigacyclique.
La courbe de Wöhler présente en général une asymptote horizontale qui détermine la limite
de fatigue conventionnelle, notée σFL (cf. figure 1.5). Ce domaine, s’il existe correspond à une
endurance illimitée, si bien qu’aucun amorçage ne peut avoir lieu.
On peut par ailleurs noter que de récentes études [38, 39] ont montré des cas de ruptures
dans le domaine VHCF pour certains métaux et alliages. Cette fois, les fissures s’initient plutôt à
cœur, au niveau des pores ou des inclusions au lieu des PSB en surface. Cela nuance la notion de
limite de fatigue conventionnelle σFL. Selon les travaux de Mughrabi [38], une nouvelle limite
de fatigue est définie aux alentours de 1010 cycles, qualifiée de « limite de fatigue interne »
par opposition à la limite de fatigue conventionnelle que l’on rebaptise « limite de fatigue de
surface ». Toutefois, il est important de noter que d’autres études révèlent des cas d’amorçage
en surface dans le domaine VHCF, notamment pour des aciers austénitiques [40]. La fréquence
élevée des essais (de l’ordre de 20 KHz) est aussi mise en cause, des essais gigacycliques à
une fréquence plus basse, ne causant pas d’échauffement excessif, seraient nécessaires, bien que
couteux en temps, pour statuer sur ce sujet.
1.1.4 Premiers modèles de prédiction de durée de vie
Le premier modèle de prédiction de durée de vie des pièces mécaniques en fatigue fut intro-
duit par Basquin en 1910 à l’aide d’une relation logarithmique entre l’amplitude de la contrainte
appliquée ∆σ/2 et le nombre de cycles à rupture Nf [41] :
∆σ
2 = σ
′
f (2Nf )b (1.1)
4. VHCF : de l’anglais « Very High Cycle Fatigue ».
5. UHCF : de l’anglais « UltraHigh Cycle Fatigue ».
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Fig. 1.5 – Schématisation des différents domaines de la fatigue et mise en évidence de la
dispersion aux faibles amplitudes de sollicitation.
où σ′f est la contrainte de rupture statique et b le coefficient de Basquin. Cette loi est plutôt
réservée au domaine de la fatigue HCF, mais ne peut rendre compte des effets de contrainte
moyenne.
Vers 1950, Manson et Coffin, chacun de leur côté, établirent un autre modèle applicable au
domaine de la fatigue LCF, basé sur l’amplitude de déformation plastique ∆εp [42, 43] :
∆εp
2 = ε
′
f (2Nf )c (1.2)
où ε′f représente le coefficient de ductilité et c l’exposant de ductilité en fatigue.
Il devient alors possible de couvrir l’intégralité des domaines de durée de vie en combinant les
deux équations (1.1) et (1.2) pour obtenir l’équation (1.3) et donc reproduire mathématiquement
l’ensemble du diagramme S–N.
∆ε
2 =
∆σ
2E +
∆εp
2 =
σ′f
E
(2Nf )b + ε′f (2Nf )c (1.3)
où E est le module d’Young du matériau.
1.1.5 Tolérance au dommage
En 1957, Irwin introduit le coefficient d’intensité de contrainte K qui constitue la base de la
Mécanique Linéaire de la Rupture (MLR) [44]. Celle-ci repose sur la définition de trois modes
de fissuration, décrits en figure 1.6. Le facteur d’intensité de contrainte en mode I dépend de la
géométrie, de la contrainte appliquée σ et de la longueur de fissure a :
K = σ
√
piaY (1.4)
où Y une fonction géométrique dépendant de la géométrie. Cette approche est basée sur l’hypo-
thèse d’un milieu élastique linéaire isotrope et homogène : la plasticité est supposée restreinte
à une zone très limitée en pointe de fissure. Elle donne des résultats cohérents à l’échelle ma-
croscopique, donc pour l’étude des fissures longues (LC 6).
6. LC : de l’anglais « Long Cracks ».
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Fig. 1.6 – Les trois modes de fissuration introduits en mécanique linéaire de la rupture : (I)
mode d’ouverture, (II) mode de cisaillement plan et (III) mode de cisaillement antiplan (figure
d’après Krupp [2]).
En 1961, Paris et Erdogan reprennent le concept d’Irwin pour construire, à partir d’une
démarche expérimentale, une relation dictant le taux de propagation des fissures de fatigue
en fonction de la variation du facteur d’intensité de contrainte ∆K [45]. Pour construire cette
relation, ils ont procédé à des mesures de vitesse de propagation à ∆K décroissant et rapport de
charge constant. Ils ont ensuite reporté ces mesures dans un graphique log
(
da
dN
)
–log(∆K) (cf.
figure 1.7). On voit apparaître trois domaines pour lesquels les paramètres microstructuraux, la
contrainte moyenne et les facteurs d’environnement influent de manière différente :
A. En dessous d’une valeur seuil ∆Kth, la vitesse de propagation devient nulle. Une forte
influence de la microstructure, de la contrainte moyenne et de l’environnement est constatée
ici.
B. Un régime linéaire est obtenu entre la vitesse de propagation de fissure et ∆K. L’ensemble
des paramètres cités précédemment n’ont qu’une très faible influence dans ce domaine.
C. À partir d’une valeur critique Kc (ténacité du matériau) la rupture est immédiate. Dans
cette zone, on retrouve une forte influence de la microstructure et de la contrainte moyenne.
C’est dans le domaine B qu’a été établie la « loi de Paris » :
da
dN
= C∆Kn (1.5)
où C et n sont des paramètres matériau. À titre d’exemple, pour l’acier, ces coefficients ont
des valeurs de l’ordre de C ∼ 10−11 et n ∼ 4. Cette équation empirique permet simplement
(uniquement deux paramètres matériau), de retranscrire l’évolution de la vitesse de propagation
d’une fissure de fatigue. Elle marque un point important dans l’étude de la fatigue et reste
une référence dans l’estimation des durées de vie en fatigue. On peut désormais dimensionner
une pièce, non seulement en cherchant à éviter l’amorçage de fissures, mais aussi en tolérant
la formation de celles-ci, compte-tenu d’une propagation de fissure stable, dont la durée est
relativement longue par rapport à la durée de vie prévue pour la pièce. Il s’agit de l’approche
de tolérance au dommage. Cependant, nous verrons par la suite que cette loi ne s’applique pas
au cas des fissures courtes.
La mécanique linéaire de la rupture n’est valable que pour les fissures longues. En effet, nous
verrons dans la suite que les mécanismes gouvernant l’endommagement dans les premiers stades
de la fatigue sont liés aux mouvements des dislocations dans la zone plastique en pointe de fis-
sure. Cette zone plastique a une taille qui n’est, dans ce cas, plus négligeable devant la longueur
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C
Fig. 1.7 – Diagramme représentant la vitesse de propagation de fissure en fonction du facteur
d’intensité de contrainte et laissant apparaître trois domaines distincts A, B et C.
de fissure surtout dans le cas des métaux ductiles. Ceci est incohérent avec les hypothèses de
la MLR. De plus, à cette échelle, la longueur des fissures est comparable aux dimensions carac-
téristiques de la microstructure (taille de grain). On rencontre une forte anisotropie élastique
et/ou plastique au niveau local, ce qui perturbe les calculs basés sur la MLR. Pour pallier ce
problème, on fait appel dans ce cas à d’autres méthodes comme la Mécanique Élastoplastique
de la Rupture (MEPR), qui s’appuie sur l’intégrale de Rice [46]. D’autres approches mettent
en jeu l’amplitude du déplacement d’ouverture en pointe de fissure [47], comme l’avait proposé
initialement Morris [48].
1.1.6 Évolution des fissures de fatigue polycyclique
La majorité des études du XXe siècle ont porté sur la fatigue oligocyclique (LCF). Depuis
quelques décennies, on s’intéresse de plus en plus au domaine de la fatigue polycyclique (HCF).
De manière générale, le scénario conduisant à la ruine de la structure peut être décomposé en
plusieurs stades, chacun propre à une échelle :
1. l’amorçage d’une microfissure (un grain) ;
2. la propagation d’une fissure courte (quelques grains) ;
3. la propagation d’une fissure macroscopique (> 0,5–1 mm) ;
4. la rupture du composant.
Cette décomposition est schématisée pour le domaine HCF en figure 1.8 en reportant la longueur
a de la fissure en fonction du nombre de cycles N . La phase d’amorçage peut se traduire comme
une phase « d’incubation » qui prend fin lorsque la microfissure est initiée.
À chacun de ces stades correspond une longueur de fissure et un régime de propagation.
Plus précisément, les fissures courtes peuvent se diviser en deux catégories.
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Fig. 1.8 – Différents stades d’évolution d’une fissure de fatigue HCF explicités par une courbe re-
présentant la longueur de fissure a en fonction du nombre de cycles N . (1) Incubation/amorçage
(2) Micropropagation (3) Propagation macroscopique (4) Rupture.
1. les fissures microstructuralement courtes (MSC 7) dont la longueur est inférieure à environ
5 grains. Elles se sont initiées par des mécanismes de déformation locaux. Leur évolution
est grandement influencée par la microstructure du matériau et peut présenter des phases
d’accélération, de ralentissement voire même d’arrêt, avant éventuellement de se propager
à nouveau. En effet, elles se propagent par cisaillement jusqu’aux joints de grains qui
constituent des barrières microstructurales et qui ralentissent la croissance de ces fissures.
On utilise des modèles micromécaniques pour prévoir leur évolution.
2. les fissures physiquement courtes (PSC 8) dont la longueur, de cinq à dix grains, se situe
entre 0,2mm et 0,5mm dans le cas de l’acier 316L. Cela correspond à la période de
transition entre les fissures courtes et les fissures longues. Pour prévoir leur évolution, on
utilise par exemple une modélisation de type MEPR.
L’aspect non-propagation des fissures de fatigue a été explicité par Kitagawa et Takahashi
en 1976 [5]. En élaborant un diagramme (en figure 1.9a), présentant l’amplitude de la contrainte
appliquée en fonction de la longueur de fissure, on voit apparaître les différents régimes de pro-
pagation suivant la longueur de fissures. Les fissures courtes nécessitent l’utilisation de modèles
micromécaniques ou de type MEPR tandis que les fissures longues se traitent classiquement
avec les modèles issus de la MLR. D’après Kitagawa et Takahashi, les fissures de type MSC ne
se propagent qu’à partir d’une amplitude de contrainte dépassant le seuil de la limite de fatigue
σth. À partir d’une certaine longueur caractéristique a0 (généralement de l’ordre de quelques
grains), on passe au régime de transition où le seuil de propagation vient se caler petit à petit
sur le régime linéaire de la MLR appliqué aux fissures longues ou « industrielles ». Ceci a lieu
pour une longueur de fissure a2 ≈ 10 × a0. Ce diagramme met en avant une limite de fatigue
dépendante de la longueur de fissure.
Brown a repris et modifié le diagramme de Kitagawa–Takahashi (en figure 1.9b) et a dé-
montré expérimentalement que les MSC pouvaient s’initier à des amplitudes de contraintes
7. MSC : Fissure microstructuralement courte, de l’anglais « Microstructurally Short Cracks ».
8. PSC : Fissure physiquement courte, de l’anglais « Physically Short Cracks ».
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Fig. 1.9 – Diagramme de Kitagawa–Takahashi : (a) original [5] et (b) modifié [6].
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Fig. 1.10 – Diagramme de Wöhler explicitant les nombres de cycles des phases d’amorçage Ni
et de propagation Np pour les fissures de fatigue.
inférieures à la limite de fatigue conventionnelle [6]. Le seuil de propagation des MSC augmente
ensuite avec la longueur de la fissure. Ceci se fait par à-coups, au fur et à mesure que la fissure
franchit les barrières microstructurales (longueurs d1, d2...). On retrouve le régime initialement
décrit pour a ∼ a0.
Dans le cadre de la fatigue HCF, la phase d’amorçage peut représenter jusqu’à 80 % de la
durée de vie totale de la pièce (cf. figure 1.10). Le nombre de cycles à rupture Nf se décompose
comme suit :
Nf = Ni +Np (1.6)
avec Ni et Np les nombres de cycles respectivement des phases d’amorçage et de propagation.
Dans le cas de notre problématique industrielle, les sollicitations sont faibles (amplitude de
déformations cycliques de l’ordre de 0,15 à 0,3 %). On se trouve donc dans le domaine de la
fatigue HCF. La phase d’amorçage des fissures courtes, autrement dit la phase de formation des
MSC, est prédominante par rapport à la durée de vie du composant.
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Fig. 1.11 – Diagramme de Paris faisant apparaître la propagation spécifique des fissures courtes.
1.2 Fissures courtes
1.2.1 Mise en évidence
En 1975, Pearson [49] met en évidence les fissures courtes de fatigue dont la longueur est
de l’ordre de la dimension caractéristique de la microstructure du matériau. Il s’avère que
ces fissures s’amorcent et se propagent pour des valeurs de facteurs d’intensité de contrainte
inférieures au seuil Kth et à une vitesse supérieure que celle décrite par la MLR pour les
fissures longues (cf. figure 1.11). L’aspect conservatif de la loi de Paris (équation (1.5)) est donc
remis en cause, du moins concernant les premiers stades de propagation. D’autres travaux ont
reporté le même genre d’observation [50]. Il est vrai que dans chaque cas le facteur d’intensité de
contraintes est calculé à partir de la valeur du tenseur de contraintes macroscopiques, et ne tient
donc pas compte des éventuelles surcharges dues aux redistributions locales (voir la discussion
du prochain paragraphe). L’influence de la microstructure sur la propagation (vitesse, trajet,
arrêt...) des fissures courtes est aussi mise en exergue. Lankford montre, en réalisant des essais
sur des éprouvettes à différentes tailles de grain, que la phase de ralentissement des fissures
courtes correspond à une longueur de fissure de l’ordre de la taille de grain [51]. Cette observation
rejoint le concept de la loi de Hall–Petch mettant en relation la contrainte d’écoulement σy avec
la taille de grain d [52].
σy = σ0 +
k√
d
(1.7)
où σ0 est la contrainte de friction et k le facteur de Hall–Petch. Cette loi retranscrit l’effet
néfaste de la taille de grain sur la résistance du matériau.
L’influence de la microstructure étant mise en jeu dans le problème des fissures courtes,
quelques bases sont rappelées sur les matériaux polycristallins dans la section suivante.
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Fig. 1.12 – (a) Schématisation de la loi de Schmid. (b) Description schématique des systèmes
de glissement octaédriques dans les réseaux de type CFC.
1.2.2 Les monocristaux et polycristaux
Monocristal
Un monocristal est un matériau homogène (si l’on fait abstraction des impuretés) à compor-
tement anisotrope dans les domaines élastique et plastique. L’assemblage ordonné des atomes
forme un réseau cristallin. Plusieurs types de réseau existent, ils dépendent de la composition
chimique du cristal. Dans le cas du cuivre ou de la phase austénitique de l’acier, il s’agit du
réseau CFC 9. Les mécanismes de déformation du monocristal dépendent directement de cette
structure cristalline.
Les monocristaux se déforment par cisaillement lorsque la cission résolue τ sur un système
de glissement atteint la cission résolue critique τ0. La cission résolue est définie pour chaque
système de glissement par la loi de Schmid, qui fait intervenir les angles αl et αn. Ces angles
sont définis par la direction de sollicitation t, la direction de glissement l et la normale au plan
de glissement n (cf. figure 1.12a).
τ = F
S
cosαl =
F
S0
cosαn × cosαl (1.8)
τ = M F
S0
= Mσa (1.9)
M = τ
σa
(1.10)
où F et σa sont respectivement la force et la contrainte appliquées, S0 la surface du spécimen
dans le direction de sollicitation, S la surface du plan de glissement et M le facteur de Schmid.
9. CFC : Cubique à Faces Centrées
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Plan ns Direction ls No Zebulon NoBoas
(111)
[101] 1 B4
[011] 2 B2
[110] 3 B5
(111)
[101] 4 D4
[011] 5 D1
[110] 6 D6
(111)
[011] 7 A2
[110] 8 A6
[101] 9 A3
(111)
[110] 10 C5
[101] 11 C3
[011] 12 C1
Tab. 1.1 – Description des systèmes de glissement octaédriques et correspondance entre la
numérotation Zebulon et la notation de Schmid & Boas [23].
Le facteur de Schmid M dépend uniquement de la normale au plan de glissement n, de la
direction de glissement l et de la direction de sollicitation t.
M = (t · n)× (t · l) = cosαn × cosαl (1.11)
On différencie parfois le facteur de Schmid macroscopique M du facteur de Schmid local m,
calculé à partir du tenseur de contrainte local σ∼ :
m = (σ∼ · n) · l
σa
(1.12)
avec σa représentant la contrainte macroscopique appliquée.
Étant donné que les réseaux cristallins possèdent plusieurs systèmes de glissement, chaque
terme (τ , n, l, M , m) est défini pour chaque système en ajoutant l’exposant s (τ s, ns, ls,
M s, ms). Dans le cas d’un réseau CFC, ce sont les systèmes octaédriques qui entrent en jeu. Il
s’agit des plans de type {111} et des directions de type 〈110〉. Ces derniers sont listés dans le
tableau 1.1 et illustrés en figure 1.12b. Le facteur de Schmid macro maximum Mmax pour une
configuration donnée est souvent déterminant pour caractériser la plasticité dans un cristal. Il
peut cependant différer du facteur de Schmid local maximum mmax dans les polycristaux, en
raison de la redistribution des contraintes locales dues aux grains voisins.
Mmax = max
s
M s (1.13)
mmax = max
s
ms (1.14)
Le tableau 1.2 présente, en ordre décroissant, les valeurs des facteurs de Schmid sur chaque
système de glissement octaédrique pour certaines directions de chargement caractéristiques dans
le cas des réseaux cristallins de type CFC. Les orientations de type [001], [011] et [111] conduisent
à du glissement multiple alors que les orientations [213], [519] et [5 1 11] conduisent à du
glissement concentré sur un ou deux systèmes. Suivant le niveau de sollicitation et l’orientation
du cristal, on peut obtenir l’absence de glissement, du glissement simple, double ou multiple.
Les isovaleurs du facteur de Schmid maximal Mmax dans le triangle standard sont reportées
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Orientation
[001] [101] [111] [102] [213] [519] [5 1 11]
M s s M s s M s s M s s M s s M s s M s s
0.408 8 0.408 9 0.272 9 0.490 9 0.467 9 0.500 9 0.496 9
0.408 7 0.408 8 0.272 8 0.490 1 0.350 8 0.472 1 0.458 1
0.408 6 0.408 3 0.272 6 0.245 8 0.350 1 0.311 5 0.298 8
0.408 5 0.408 1 0.272 5 0.245 7 0.292 5 0.283 2 0.267 5
0.408 3 0.000 7 0.272 12 0.245 5 0.175 6 0.250 8 0.229 3
0.408 2 0.000 6 0.272 11 0.245 3 0.175 3 0.250 7 0.229 2
0.408 12 0.000 5 0.000 7 0.245 2 0.175 2 0.222 12 0.198 7
0.408 10 0.000 4 0.000 4 0.245 12 0.117 7 0.194 4 0.160 12
0.000 9 0.000 2 0.000 3 0.163 4 0.117 4 0.189 3 0.153 4
0.000 4 0.000 12 0.000 2 0.163 11 0.000 12 0.167 11 0.115 6
0.000 11 0.000 11 0.000 10 0.082 6 0.000 11 0.117 6 0.115 11
0.000 1 0.000 10 0.000 1 0.082 10 0.000 10 0.056 10 0.046 10
Tab. 1.2 – Facteurs de Schmid de tous les systèmes de glissement octaédriques pour un char-
gement suivant les orientations caractéristiques des réseaux de types CFC. Les valeurs en gras
représentent les systèmes susceptibles d’être activés (M s > 0.2).
en figure 1.13a, les orientations caractéristiques y sont aussi indiquées. Le facteur de Schmid
maximal ne suffit pas à caractériser la tendance d’un cristal à se déformer plastiquement puisqu’il
occulte le nombre de systèmes susceptibles d’être activés, néanmoins il représente souvent un
bon indicateur.
L’écoulement plastique dans les monocristaux se fait selon différents régimes de durcisse-
ment, comme en témoigne la figure 1.13b qui montre l’évolution de la cission résolue en fonction
de la déformation de cisaillement monotone appliquée γ.
I. Seul un système en question est activé : il s’agit du glissement facile pour lequel le durcis-
sement est limité.
II. Un second système est activé : par interaction avec le premier, le cristal devient plus
résistant au mouvement des dislocations. Le module d’écrouissage reste constant dans
cette zone.
III. Au-delà d’une certaine contrainte ou déformation, l’écrouissage arrive à saturation et le
glissement devient multiple. La diminution progressive du taux d’écrouissage est due au
phénomène d’annihilation des dislocations par glissement dévié.
Cette courbe peut varier selon les matériaux ainsi que le nombre de régimes identifiés [53]. Ceci
est fonction de l’énergie de fautes d’empilement et de la matrice d’interaction, chacune propre
au matériau.
Sous chargement cyclique, les monocristaux tendent en général à se durcir au cours des
premiers cycles jusqu’à atteindre un cycle stabilisé, à partir duquel la boucle d’hystérésis reste
constante. Cet état peut être atteint en un ou quelques cycles. On rencontre parfois des exemples
d’adoucissement cyclique. Le cycle stabilisé est caractérisé par l’amplitude de cission à saturation
∆τsat. En menant des essais à amplitude de glissement plastique ∆γp imposée sur un monocristal
orienté pour du glissement simple, on peut représenter l’évolution de ∆τsat en fonction de ∆γp.
Cette courbe est reportée en figure 1.14d pour un cristal CFC non écroui. Elle met en évidence
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Fig. 1.13 – (a) Isovaleurs du facteur de Schmid maximal dans le triangle standard CFC. (b)
Courbe schématique présentant l’évolution de la cission résolue τ en fonction de la déformation
de cisaillement γ sur un système de glissement dans un réseau de type CFC.
trois stades de déformation plastique, chacun associé à un type de structure de dislocations mis
en évidence par les observations effectuées au Microscope Électronique à Transmission (MET).
A. À faible amplitude de glissement, les rotations du réseau cristallin n’ont pas lieu et le glis-
sement se concentre sur un plan de glissement. Ceci conduit à la formation de « veines »
riches en dislocations séparées par une matrice pauvre en dislocations (cf. figure 1.14a). Plus
le volume des veines augmente et plus le cristal durcit jusqu’à atteindre un plateau lorsque
les veines représentent 50 % du volume.
B. La phase de saturation correspond à la formation des bandes de glissement persistantes
(PSB), qui par un mécanisme de création et annihilation des dipôles de dislocations, n’en-
gendre pas de durcissement. Les PSB sont des sites de glissement très intense (environ
100 fois plus élevé dans que les structures en veines), que l’on qualifie de structures en
échelles, qui sont séparés par une matrice composée de structures en veines comme illustré
en figure 1.14b. Le volume occupé par ces PSB augmente avec l’amplitude de glissement
plastique jusqu’à saturation.
C. Lorsque le glissement plastique dépasse la valeur γpB, la cission résolue à saturation augmente
à nouveau sous l’effet du glissement dévié. Il se forme alors des structures en labyrinthes (cf.
figure 1.14c) ou en cellules de dislocations. À noter que les structures en labyrinthes peuvent
se former plus tôt, avant que la fraction volumique des PSB atteigne 100 %.
Polycristal
Un polycristal est un matériau hétérogène constitué d’un agrégat de grains. Chaque grain
est équivalent à un monocristal caractérisé par la nature de sa phase (par exemple austénite
ou ferrite) et l’orientation de son réseau cristallin. Selon les matériaux, les grains peuvent avoir
des formes plutôt concaves ou convexes. Ils peuvent aussi parfois présenter un allongement dans
des directions privilégiées comme la direction de laminage. C’est le cas de l’acier 316LN étudié
dans le projet AFGRAP.
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(a) Veines [54] (b) PSB [55] (c) Labyrinthes [56]
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(d) Amplitude de cission résolue à saturation ∆τsat en fonction de l’amplitude
de glissement plastique imposée ∆γp, d’après [57].
Fig. 1.14 – (a,b,c) Différentes structures de dislocations d’un monocristal CFC sous chargement
cyclique et (d) courbe cyclique de contrainte–déformation.
Le comportement moyen d’un matériau polycristallin est généralement isotrope mais peut
aussi présenter une certaine anisotropie due à sa texture cristalline. Elle-même dépend des
phénomènes de cristallisation présents lors du procédé de fabrication et de mise en forme du
matériau. On peut accéder à la morphologie de surface des grains constituant un polycristal ainsi
que leur orientation par l’intermédiaire de la technique EBSD 10 qui s’appuie sur la diffraction
des électrons rétro diffusés. Cette technique reste non destructive tant qu’on se limite à des cartes
d’orientation sur la surface du spécimen. Pour accéder à la morphologie volumique, il est possible
de réaliser des acquisitions EBSD après des polissages successifs comme l’a fait Le Pécheur sur
l’acier 304L [18]. Cependant, cette technique est destructive, coûteuse en temps et nécessite
un polissage précis. Les derniers apports de la microtomographie de contraste combinée à la
diffraction aux rayons X permettent, pour certains matériaux, d’accéder à la microstructure
(morphologie volumique et orientation cristalline). Cette technique a été notamment utilisée
par Herbig et al. sur des alliages de titane pour étudier la propagation tridimensionnelle des
fissures de fatigue [58]. Un nouveau point de vue est maintenant disponible pour aider à la
compréhension de ce phénomène.
Le point critique des polycristaux réside aux joints de grains où la composition chimique
est quelque peu différente. En effet, lors du procédé d’élaboration ou de la recristallisation,
certains composés comme les carbures se fixent aux joints de grains. Ceci n’est qu’un exemple
des particularités spécifiques des joints de grains. Ils jouent un rôle important dans nombre de
10. EBSD : Diffraction d’électrons rétrodiffusés, de l’anglais « Electron Back Scattering Diffraction ».
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Fig. 1.15 – Courbe illustrant l’écrouissage cyclique de l’acier 316L sous chargement à déforma-
tion totale imposée.
phénomènes mécaniques et physiques. La désorientation cristalline entre les deux grains d’une
part, l’orientation géométrique du joint par rapport à l’axe de sollicitation d’autre part, et enfin
par rapport à la surface libre jouent aussi beaucoup dans les phénomènes de localisation, et
donc d’amorçage de fissure. Le mouvement des dislocations est bloqué aux joints de grains dès
lors que la désorientation entre les grains est assez élevée.
On peut noter, dans le cas de polycristaux purs, la tendance des grains en surface libre à
se rapprocher du comportement des monocristaux en présentant essentiellement du glissement
simple. Dans le reste du polycristal, le glissement double (ou dévié) apparaît beaucoup plus
facilement que dans les monocristaux. Ceci est dû à l’influence des grains voisins qui perturbent
le champ de contraintes local par un effet de structure. Les grains étant plus ou moins résis-
tants suivant leur orientation cristallographique, des hétérogénéités se créent dans le champ de
déformation, et donc dans le champ de contraintes.
Une autre particularité des polycristaux est le maclage dont nous ne détaillerons pas le
mécanisme de formation ici. Une macle correspond à une rotation du réseau cristallin de 60°
autour d’un axe de type [111]. Selon les matériaux et les procédés de fabrication, les grains
maclés représentent une proportion plus ou moins importante. Les joints de macles sont des
sites de glissement facile, ils représentent donc des sites d’amorçage préférentiels.
Sous chargement de fatigue, les polycristaux présentent une boucle d’hystérésis qui se sta-
bilise au cours des cycles. La stabilisation correspond à l’organisation des structures de disloca-
tions dans les grains, notamment des PSB comme indiqué précédemment pour les monocristaux
(cf. figure 1.14d). Par exemple, sur la figure 1.15, l’acier inoxydable austénitique 316L durcit
au cours des premiers cycles. Il atteint ensuite un plateau au bout d’une centaine de cycles.
On remarque que, suivant les amplitudes de sollicitation, le durcissement ne suit pas la même
évolution. Les parts de durcissement et d’adoucissement ne sont pas constantes.
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1.2.3 Observations expérimentales sur l’amorçage et la micropropagation des
fissures courtes dans les polycristaux
Les études expérimentales effectuées sur l’amorçage des fissures de fatigue ont révélé l’in-
fluence de plusieurs paramètres à la fois sur les sites d’amorçage et sur la durée de cette phase :
– le niveau de sollicitation ;
– les joints de grains ou de phases (anisotropie élastique et plastique) ;
– l’émergence de PSB en surface ;
– l’environnement ;
– l’état de surface ;
– la présence d’inclusions, de précipités et/ou de pores.
Effet du niveau de sollicitation
Kim et Laird [59, 60], ainsi que Figueroa et Laird [61], ont observé les fissures de fatigue dans
des polycristaux de cuivre en condition LCF, sous air. Par mesure de diffraction aux rayons X,
ils ont obtenu les orientations cristallines des grains fissurés. Sous l’effet des fortes sollicitations,
les fissures sont de type intergranulaire. À moyenne et faible amplitude, les fissures sont en
majeure partie transgranulaires, amorcées dans les PSB. Cependant, à moyenne amplitude, des
fissures intergranulaires peuvent apparaître à la jonction entre une PSB et le joint de grains.
Ce type d’amorçage n’a lieu que sous des conditions de fortes désorientations entre les grains
et lorsque l’orientation géométrique du joint de grains vis-à-vis de la direction de sollicitation
se rapproche d’une configuration de type A (45°) ou B (90°).
En 1990, Heinz et Neumann ont procédé à des essais de fatigue sous air, à déformation
plastique imposée, sur un acier austénitique inoxydable [62]. Ils ont étudié la compétition entre
les différents sites d’amorçage (joints de grains, joints de macles, PSB) et ont montré que
les joints de macles représentaient les sites critiques surtout en condition HCF. Neumann et
Tönnessen ont aussi observé que, dans le cas des métaux CFC, les fissures se forment tous les
deux joints de macles, sous l’effet de l’anisotropie élastique [63].
Blochwitz et al. [64] ont mesuré les traces de glissement persistantes (PSM 11) apparaissant
en surface des grains (environ 500) d’un polycristal de nickel. Ils ont ensuite comparé, pour
chaque grain, ces valeurs au facteur de Schmid macroM et à lp, projection du vecteur glissement
du système actif l sur la normale à la surface nsurf .
lp = l · nsurf (1.15)
Pour les grains présentant ce type de traces, une bonne corrélation est obtenue entre les systèmes
activés et les valeurs importantes de M et lp des systèmes primaires et secondaires calculés.
Cependant, il s’avère que pour les grains n’engendrant pas de traces de glissement, il est difficile
de justifier cette absence par des faibles valeurs de M et/ou de lp.
Dans une autre étude sur l’acier 316L, Blochwitz et al. ont mis en évidence la dépendance par
rapport à ∆εp de la localisation des sites d’amorçage et du trajet de propagation [24]. D’après
leurs résultats, les fissures s’amorcent dans les PSB à faible amplitude et le long des joints
de grains à moyenne et forte amplitude. Ensuite, les fissures se propagent préférentiellement
suivant des plans cristallographiques de différents types selon l’amplitude de chargement. Sous
des sollicitations de faible amplitude, les fissures suivent des plans de type {111} et {100},
alors qu’à plus forte amplitude il s’agit plutôt des plans de type {100} et {110}. Ceci montre
11. PSM : traces de glissement persistantes, de l’anglais « Persistent Slip Markings ».
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∆εp/2 2,5× 10−4 5× 10−4 1× 10−3
Amorçage
PSB X
Joints de macles X
Joints de grains X X
Propagation (%)
Trajet intracristallin 57 48 60
Trajet selon les joints de macles 27 28 20
Trajet intercristallin 16 24 20
Propagation selon les plans (%)
{100} 28 23 16
{110} 8 8 36
{111} 37 10 1
Alternativement {100}/{010} – 10 6
Alternativement {100}/{110} 2 10 11
Alternativement {110}/{101} 4 17 13
Alternativement {110}/{111} 13 3 –
Tab. 1.3 – Analyse microstructurale de l’amorçage et de la propagation des MSC [24].
encore une fois la diversité des mécanismes de fissuration, suivant le niveau de chargement. En
examinant les profils des fissures, il s’avère que plus de la moitié du trajet de fissuration est de
type intracristallin (cf. tableau 1.3).
Effet des joints de grains
Blochwitz et al. [65] ont étudié l’influence de la désorientation entre les grains (joints de
macles inclus) sur la propagation des fissures dans le cadre de la fatigue à grand nombre de
cycles. Les essais ont été réalisés sur des polycristaux de Nickel et sur de l’acier 316L. Un
paramètre de désorientation MBlochwitz a été élaboré pour prédire le franchissement des joints
de grains. Celui-ci repose à la fois sur la désorientation du réseau cristallin et sur les contraintes
au niveau du joint de grains.
∆R = (l× n)G1 − (l× n)G2 (1.16)
sin2 β = σGB
σ0
(1.17)
MBlochwitz = sin2 β∆R · et (1.18)
où l et n sont la direction et la normale au plan de glissement du système de glissement
primaire, les indices G1 et G2 font référence aux grains 1 et 2, σGB est la composante normale
des contraintes au joint de grains, σ0 la contrainte appliquée et et le vecteur correspondant à la
trace de glissement. Le paramètre MBlochwitz est en bonne concordance avec les joints de grains
fissurés.
Les observations microscopiques ont révélé que les joints de macles représentent une grande
proportion des joints endommagés. Ceci avait déjà été montré par Neumann et al. [62, 63] qui
avaient notamment explicité l’importance des joints de macles dans les phénomènes d’amorçage
de fissures courtes dans les métaux de type CFC.
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Fig. 1.16 – Schéma explicitant les angles de twist α et de tilt β, d’après Zhai et al. [7].
Zhai et al. ont aussi étudié le phénomène de ralentissement et de déviation des fissures au
niveau des joints de grains [7]. Ils ont proposé un modèle cristallographique de propagation de
fissures en stade I au niveau des joints de grains, basé sur l’angle de twist α et l’angle de tilt β
(cf. figure 1.16). On préconise cette fois de prédire le franchissement du joint de grains à partir
de la désorientation entre les systèmes de glissement favorables au trajet de fissuration plutôt
que la désorientation absolue entre les réseaux cristallins des différents grains. Cette fois-ci,
l’orientation géométrique du joint de grains est alors prise en compte par l’intermédiaire de
l’angle de twist α. Ce dernier a une forte influence sur le franchissement (aisé/rapide ou non)
du joint de grains, une valeur moindre favorisant considérablement la propagation au travers de
l’obstacle. À partir des normales aux plans du joint de grains nGB, à la surface du spécimen nsurf
et des systèmes de glissement favorables des grains 1 et 2, les angles de twist et tilt s’écrivent :
α = arccos
(
(nGB × n1) · (nGB × n2)
)
= |ψ1 − ψ2| (1.19)
β = arccos
(
(nsurf × n1) · (nsurf × n2)
)
= |θ1 − θ2| (1.20)
Cependant, cette étude portant sur les alliages d’aluminium laminés avec des grains en structures
colonnaires, les joints de grains étaient considérés perpendiculaires à la surface. En effet, il est
difficile d’accéder à la morphologie des joints de grains dans le spécimen. La configuration
géométrique des joints de grains n’a donc pas totalement été prise en compte dans cette étude.
Cette approche a été reprise par Proudhon, qui a étudié la propagation de fissures de fatigue
dans les alliages d’aluminium [66]. Obtenues à partir de microtomographie, les configurations
prises en compte ne correspondaient pas à des cas particuliers mais bien à des cas réels. Il nuance
les conclusions de Zhai en combinant le facteur de Schmid avec l’angle de twist α. Une fissure
se propagerait sur le système qui possède l’angle α le plus faible et le facteur de Schmid le plus
élevé.
Amorçage de fissure dans les PSB
Nous avons vu que l’amorçage des fissures pouvait avoir lieu dans différents sites comme
les joints de grains, les joints de macles ou les PSB. Nous développerons ici le phénomène
d’amorçage dans les PSB.
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Fig. 1.17 – Amorçage de fissure à la base d’une extrusion de surface dans un monocristal de
cuivre après 60 000 cycles, sous un chargement de ∆ε/2 = 0,2 % [8].
En 1956, Thompson et al. réalisent des essais de fatigue sur des polycristaux de cuivre en
procédant à des polissages électrolytiques réguliers [67]. Les observations répétées de PSM à
une position identique, même après un retour à une surface polie, montrent que leur origine
provient des PSB émergeant à la surface.
Basinski et al. ont effectué le même type d’essais cette fois sur des monocristaux de cuivre [68].
Ils ont mesuré, à l’intérieur des PSB, des déformations plastiques 30 fois supérieures à la défor-
mation plastique moyenne, mettant en exergue les effets de localisation de déformation plastique
sous chargement de fatigue. De manière analogue aux observations de Thompson, après polis-
sage, les PSM réapparaissent aux mêmes positions. Ce polissage rallonge de manière significative
la durée de vie des éprouvettes. Ma et Laird ont observé des amorçages de fissures dans les creux
des marches d’intrusion/extrusion (cf. figure 1.17) en surface de monocristaux de cuivre [8]. Avec
un chargement de ∆ε/2 = 0,2 %, ces extrusions peuvent atteindre une hauteur d’environ 1–5µm
après 60 000 cycles.
La formation de ces extrusions en surface a été analysée par Essmann et al. à l’aide d’un
modèle physique basé sur le mouvement des dislocations [69]. Cette approche met en jeu l’annihi-
lation des dipôles de dislocations au sein des PSB et rend compte qualitativement du mécanisme
de déformation plastique en surface du composant.
Les travaux de Polak et al. ont porté sur l’analyse du relief de surface résultant d’essais de
fatigue sur l’acier 316L [70, 71]. Les extrusions, parallèles aux plans de glissement primaires,
croissent rapidement dans les premières centaines de cycles puis, plus lentement, jusqu’à satu-
ration à 20 % de la durée de vie totale. L’analyse combinée par EBSD et AFM a permis de
caractériser l’évolution des PSM au cours des essais [72, 73]. Durant les 500 premiers cycles,
la hauteur de marche d’extrusion est directement corrélée à la largeur de ces bandes d’extru-
sion. Ensuite, la largeur se stabilise puis, seule la hauteur augmente, et ce de manière linéaire
en fonction du nombre de cycles N . La croissance linéaire de es extrusions conduit parfois à
l’amorçage d’une fissure de type MSC.
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Effet de l’environnement
Les résultats d’essais menés par Thompson et al. [67] ainsi que Basinski et al. [68] ont montré
que les polissages à intervalles réguliers rallongent la durée de vie. En effet, le mouvement des
dislocations dans les PSB engendre un approvisionnement en oxygène près de la surface. Cette
« contamination » peut mener à la décohésion de la PSB avec la matrice et amorcer une fissure.
Mendez et al. ont renforcé ces observations en procédant à des essais de fatigue sous vide sur des
polycristaux de cuivre [74]. La durée de vie sous vide est non seulement beaucoup plus élevée
que sous air, mais les fissures ne s’amorcent plus que dans les joints de grains quelle que soit
l’amplitude de sollicitation.
Ce type d’expérience a été renouvelé sur le 316L [13, 75], les effets sur la durée de vie ainsi
que sur la localisation des sites d’amorçage sont similaires. À une amplitude de déformation
plastique ∆εp/2 = 2 × 10−3, la fraction de fissures initiée dans les PSB est réduite de moitié
sous vide. L’oxydation joue donc un rôle important dans l’amorçage de fissure dans les PSB. Une
atmosphère plus propice à l’oxydation, telle que dans les circuits de refroidissement contenant
de l’eau chargée, est néfaste pour la durée de vie du matériau. Plusieurs études ont été menée
sur ce sujet, notamment en effectuant des essais de fatigue dans l’eau ou en reproduisant les
conditions d’environnement du milieu primaire [76, 77].
1.3 Modélisation micromécanique
Nous présentons dans cette section une sélection de modèles de plasticité cristalline. D’une
part les modèles de monocristaux, utilisés pour les matériaux monocristallins purs ou pour les
grains d’un agrégat polycristallin, d’autre part, les modèles polycristallins, sous forme de lois
de transition d’échelle entre le monocristal et le matériau polycristallin.
1.3.1 Modèles de monocristaux
Dans la littérature, on trouve deux grandes catégories de modèles visant à retranscrire le
comportement des monocristaux :
– les modèles quasi physiques, dont les variables internes sont basées sur les densités de dis-
locations. Les paramètres matériaux, généralement issus de mesures physiques, apportent
un sens physique mais ne permettent pas toujours de couvrir les chargements cycliques
ou complexes.
– les modèles phénoménologiques, basés sur des variables internes d’écrouissage. Les para-
mètres matériaux sont obtenus le plus souvent par identification inverse et présentent une
meilleure réponse sous chargements complexes.
L’ensemble de ces modèles repose sur les mêmes bases. Le tenseur de déformation plastique
provient de la somme des contributions plastiques sur l’ensemble des systèmes [78], formulé en
vitesse :
ε˙∼
p =
∑
s
γ˙sm∼
s (1.21)
où γ˙s est la vitesse de glissement sur le système s et m∼ s le tenseur d’orientation du système s.
Ce dernier est défini par la normale au plan de glissement ns et la direction de glissement ls :
m∼
s = 12
((
ls ⊗ ns)+ (ns ⊗ ls)) (1.22)
1.3 Modélisation micromécanique 27
La définition de la surface de charge repose sur cission résolue τ s calculée par l’intermédiaire
de la loi de Schmid, à partir du tenseur des contraintes σ∼ , de la normale ns et de la direction
de glissement ls sur chaque système s :
τ s = σ∼ : m∼
s (1.23)
Modèles quasi physiques
Modèle de Tabourot–Tedodosiu [79, 80].
La loi d’écoulement, de type puissance, fait intervenir la cission critique τ s0 :
γ˙s = γ˙0
(
τ s
τ s0
)n
(1.24)
où γ˙0 est la vitesse de déformation de référence, constante dépendant de la température
et n un paramètre reflétant la sensibilité à la vitesse de déformation.
Pour reproduire le phénomène d’écrouissage, on fait appel à la relation d’Orowan [81] qui
lie la cission résolue critique τ0 à la densité de dislocations ρ :
τ0 ∝ µb2√ρ (1.25)
où µ est le module de cisaillement et b la norme du vecteur de Burgers. Cette formule
n’est valable que pour un régime de glissement simple. Une modification a été apportée
pour travailler sur une famille de systèmes, et prendre en compte les interactions entre ces
derniers par le biais de la matrice a :
τ s0 ∝ µb
√∑
r
asrρr (1.26)
L’évolution de la densité de dislocations sur chaque système est régi par une loi proposée
précédemment par Estrin et Mecking [82], qui est composée d’un terme de production de
dislocations et d’un terme d’annihilation des dislocations.
ρ˙s = |γ˙
s|
b
(√∑
r asrρ
r
K
− 2ycρs
)
(1.27)
où yc est la distance moyenne entre les dislocations et K un paramètre matériau.
Ce modèle a donné de bons résultats pour reproduire le comportement des monocristaux
de cuivre, mais uniquement en chargement monotone.
Modèle de Déprés [83]
Déprés a repris le modèle de Tabourot–Teodosiu en ajoutant un écrouissage cinématique,
ce qui permet son utilisation dans le cas de chargements cycliques [10]. Pour cela, il
s’est appuyé sur les résultats issus de ses propres simulations en DDD. Il inclut ici le
concept des dislocations géométriquement nécessaires (GND 12), assurant la compatibilité
des déplacements aux joints de grains, introduit en 1970 par Ashby [9]. Elles visent à
rétablir les incompatibilités géométriques induites par le glissement près des joints de
grains d’un polycristal (cf. figure 1.18). Des dipôles de dislocations aux abords des joints
de grains sont alors créés. Cependant, ce type de dislocations peut aussi apparaître dans
le cœur du grain à cause des hétérogénéités de déformation plastique.
12. GND : Dislocations géométriquement nécessaires, de l’anglais « Geometrical Necessary Dislocations ».
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La loi d’écoulement de ce modèle s’écrit :
γ˙s = γ˙0
〈
τ s − τ sd
τ si
〉n
sign(τ s − τ sd ) avec 〈x〉 =
{
x si x ≥ 0
0 si x < 0
(1.28)
τ sd = τ sintra + τ sinter (1.29)
où τ si représente la force des dipôles de dislocations et τ sd la contrainte interne à longue
distance. Cette dernière est divisée en contrainte intragranulaire τ sintra et intergranulaire
τ sinter, qui sont chacune reliées à un type de dislocations :
– τ sinter est reliée aux dislocations GND assurant la compatibilité des déplacements aux
joints de grains par l’intermédiaire de la densité de dislocations ρsG ;
– τ sintra est reliée aux dislocations récupérables dans un cycle, de densité ρsg. Ces disloca-
tions sont assimilées à des GND situées à l’intérieur du grain pour assurer la compati-
bilité des déformations plastiques hétérogènes dans le grain ;
Les lois d’évolution des contraintes d’écrouissage sont formulées comme suit :
τ sinter =
nPUdmax
k1
µ
1− ν
b2
∆γs ρ
s
G (1.30)
τ sintra = µbλsρsg (1.31)
où k1 est une constante prenant en compte l’orientation et la forme du grain, nPUdmax est
le nombre maximal de dislocations, b la norme du vecteur de Burgers et λs la longueur
interne du cristal.
La loi d’évolution de la densité de dislocations totale est définie par trois termes de pro-
duction et un terme d’annihilation rsa. Chacun de ces termes est détaillé dans [10] :
ρs = ρsG + ρsg + ρsS (1.32)
ρ˙s = ρ˙sG + ρ˙sg + ρ˙sS − rsa (1.33)
où ρsS est la densité de dislocations statistiquement stockées et rsa est le terme d’annihila-
tion des dislocations.
La force de ce modèle est la bonne compatibilité des résultats en chargement cyclique avec
les simulations numériques de DDD, tout en conservant une approche physique.
Modèle CrystalECP [84]
La loi d’écoulement est de type Peirce et al. [85], exprimée plus loin (équations (1.36) et
(1.37)).
La loi d’évolution de la densité de dislocations ρs est définie par :
ρ˙s = |γ˙
s|
b
(∑
r 6=s ρr
K
+ 1
D
− gcρs
)
(1.34)
où b est la norme du vecteur de Burgers, D est la taille de grain moyenne, K est un
paramètre matériau, gc est proportionnelle à la distance d’annihilation des dislocations.
La cission résolue critique τ sc est reliée à la densité de dislocations par une relation de type
Orowan :
τ sc = τ0 + µb
√∑
r
asrρr (1.35)
Ce modèle est lui aussi capable de bonnes prédictions à la fois en monotone et en cyclique.
Schwartz et al. [84] l’ont enrichi en introduisant les GND pour rendre mieux compte des
effets de taille de grains.
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Fig. 1.18 – Description schématique du concept des dislocations géométriquement nécessaires
dans un polycristal, selon Ashby [9], illustré par Déprés [10].
Modèles phénoménologiques
Modèle de Peirce [85]
Il s’agit d’un modèle monocristallin dont l’écrouissage est calculé à partir des cissions
critiques :
γ˙s = γ˙s0
〈
τ s
τ sc
〉n
(1.36)
τ˙ sc =
∑
r
hsr|γ˙s| (1.37)
hss = h(γ) = h0 sech2
∣∣∣∣ h0γτsat − τ0
∣∣∣∣ (1.38)
sech = 1cosh (1.39)
hsr = qh(γ) pour s 6= r (1.40)
où τ s est la cission résolue, γ˙s0 la vitesse de déformation de référence, τ sc le terme d’écrouis-
sage, n l’exposant de viscosité, q la capacité d’écrouissage, h0 le module d’écrouissage
initial, τsat une cission de saturation, τ0 la cission critique et h la matrice d’interaction
rendant compte de l’auto-écrouissage et de l’écrouissage latent entre les différents sys-
tèmes.
Ce modèle ne comporte pas d’écrouissage cinématique, son usage est donc restreint aux
problèmes à chargements monotones.
Modèle de Méric–Cailletaud [86]
L’expression de la vitesse de glissement plastique de chaque système γ˙s fait intervenir une
loi d’écoulement viscoplastique de type Norton avec une contrainte interne. Elle comporte
un terme d’écrouissage isotrope rs et un terme d’écrouissage cinématique xs. Ce dernier
terme rend compte des effets des impuretés rencontrées au sein même du monocristal, i.e.
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du grain.
γ˙s = sign(τ s − xs)v˙s (1.41)
v˙s =
〈 |τ s − xs| − τ0 − rs
K
〉n
avec 〈x〉 =
{
x si x ≥ 0
0 si x < 0
(1.42)
où τ0 est la cission résolue critique initiale, v˙s est la vitesse de glissement sur le système
s, K et n sont les coefficients matériau de la loi de Norton.
Les lois d’évolution des écrouissages sont de type non linéaire.
xs = cαs (1.43)
α˙s = γ˙s − dαsv˙s (1.44)
rs = bQ
∑
r
hsrρ
r (1.45)
ρ˙s = (1− bρs)v˙s (1.46)
où c/d et d sont la capacité et la vitesse d’écrouissage cinématique, Q et b la capacité et
la vitesse d’écrouissage isotrope et h les composantes de la matrice d’interaction entre les
systèmes de glissement.
Les équations (1.45) et (1.46) peuvent se rassembler en une seule :
rs = Q
∑
s
hsr
(
1− e−bvs
)
(1.47)
La force de ce modèle réside dans son bon rapport qualité/coût de calcul. Il se comporte
aussi très bien face à des chargements cycliques et/ou complexes, lorsqu’il est associé aux
modèles à champs moyen dans le cadre de modélisations multiéchelles.
1.3.2 Modèles de polycristaux
Les premiers modèles établis pour l’étude des polycristaux sont en réalité des modèles d’ho-
mogénéisation ou « modèles à champs moyens ». Ces derniers se basent sur une transition entre
les échelles macroscopique et mésoscopique. Dans un calcul d’agrégat par Éléments Finis, un
grain est caractérisé uniquement par son orientation cristalline si l’on met de côté les caractéris-
tiques géométriques. On peut donc réunir tous les grains de même orientation (ou d’orientations
très proches) en une seule phase i, à laquelle est associée une fraction volumique fi. Pour cela, il
convient de définir à l’échelle macroscopique, la déformation E∼ et la contrainte Σ∼ . Ces tenseurs
sont obtenus en effectuant une moyenne spatiale des tenseurs locaux respectifs ε∼ et σ∼ .
Σ∼ =
∑
i
fiσ∼
i (1.48)
E∼ =
∑
i
fiε∼
i (1.49)
Un des premiers modèles établis pour les polycristaux est celui de Taylor [87, 88] qui consi-
dère le polycristal comme un matériau parfaitement plastique. L’élasticité est négligée. La dé-
formation plastique à l’intérieur des grains est supposée uniforme et égale à la déformation
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plastique macroscopique. Les interactions entre les grains sont négligées. Aucune variable ciné-
matique n’est incluse, la matrice d’interaction h est considérée isotrope (hij = 1 ∀i,j) et les
vitesses de glissements γ˙s évoluent linéairement. Le choix des systèmes actifs se fait selon une mi-
nimisation de la somme des vitesses de glissement des systèmes actifs dans chaque grain. Lin [89]
a étendu ce modèle en incluant la déformation élastique. Cette fois, c’est la déformation totale
(élastique + plastique) des grains qui est uniforme et égale à la déformation macroscopique.
Il s’est avéré que ce type de modèle (Taylor–Lin) peut rendre compte de certains des phé-
nomènes propres au comportement sous chargement cyclique tels que l’effet Bauschinger, le
glissement simple aux faibles amplitudes [90], le durcissement ou l’adoucissement cyclique voire
même l’effet mémoire [91]. Une modélisation polycristalline est donc pertinente pour une étude
multiéchelle.
Dans le cas de l’élasticité isotrope, le modèle de Lin s’écrit :
σ∼
i = Σ∼ + 2µ
(
E∼ − ε∼
)
(1.50)
Le terme de contrainte qu’il introduit est connu pour être trop élevé. C’est le cas également
pour le modèle Kröner [92]. Basé sur une approche statistique, ce modèle tente une approche
autocohérente en résolvant le problème auxiliaire qui assimile chaque grain à une inclusion
ellipsoïdale entourée d’une matrice infinie, dont les propriétés sont celles d’un milieu homogène
équivalent (Eshelby [93]). Il considère la déformation plastique comme un déformation libre
(« eigenstrain ») si bien que son évolution n’est pas liée à l’incrément de contrainte. Dans le cas
de l’élasticité homogène, la différence entre déformation plastique macroscopique E∼
p et locale
ε∼
p,i est la source de contraintes interphases (intergranulaires dans les polycristaux). Pour chaque
phase i, la contrainte locale s’écrit :
σ∼
i = Σ∼ +C≈ :
(
I≈ − S≈
)
:
(
E∼
p − ε∼p,i
)
(1.51)
où S≈ est le tenseur d’interaction d’Eshelby qui rend compte de la forme des inclusions, C≈ le ten-
seur d’élasticité et I≈ le tenseur identité d’ordre 4. Le modèle apporte donc une accommodation
élastique, caractérisée par le tenseur L≈ = C≈ :
(
I≈ − S≈
)
:
σ∼
i = Σ∼ +L≈ :
(
E∼
p − ε∼p,i
)
(1.52)
Ce modèle n’est valable que dans les tous premiers instants de l’écoulement plastique.
Dans le cas d’une inclusion sphérique, l’équation (1.51) se simplifie :
σ∼
i = Σ∼ + 2µ(1− β)
(
E∼
p − ε∼p,i
)
et β = 2(4− 5ν)15(1− ν) (1.53)
où µ et le module de cisaillement élastique isotrope et ν le coefficient de Poisson.
C’est Hill qui a construit le premier modèle réellement satisfaisant d’accommodation élas-
toplastique [94]. Il a considéré la règle d’accommodation sous forme incrémentale et introduit
localement l’opérateur élastoplastique tangent. À la place de l’équation (1.52) de Kröner, il
obtient :
σ∼
i = Σ∼ +L≈
∗ :
(
E∼
p − ε∼p,i
)
(1.54)
L≈
∗ = L≈
H :
(
S≈
−1 − I≈
)
(1.55)
L≈
H =
〈
L≈ :
(
L≈ +L≈
∗)−1 : (L≈H +L≈∗)
〉
(1.56)
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où L≈
∗ est le tenseur d’accommodation élastoplastique de Hill et L≈
H le tenseur uniforme des
modules instantanés. Les contraintes résiduelles sont moins élevées que dans le cas précédent,
en raison de l’évolution du tenseur L≈
∗ avec la déformation plastique, qui tient compte de la
diminution du module plastique.
Le modèle de Hill a été intégré par Berveiller et Zaoui [95] dans le cas simple d’une in-
clusion sphérique et de l’élasticité homogène isotrope, pour le cas de chargements monotones
radiaux. Le modèle s’exprime de façon explicite en fonction du « module plastique sécant »
HS = Σmises/Epmises, avec E
p
mises et Σmises les valeurs équivalentes au sens de von Mises des
tenseurs macroscopiques de déformation plastique E∼
p et de contraintes Σ∼ :
σ∼
i = Σ∼ + 2µ(1− β)α
(
E∼
p − ε∼p,i
)
(1.57)
β = 2(4− 5ν)15(1− ν) (1.58)
1
α
= 1 + 3µ
HS
(1.59)
Ce modèle donne de bons résultats en traction monotone, sans avoir à identifier de paramètre
propre au modèle. Barbe et al. ont également montré qu’une bonne correspondance était obtenue
entre la courbe de traction macroscopique issue du modèle BZ et celle issue d’un calcul EF
d’agrégat polycristallin [96]. Il est donc souvent utilisé pour donner une première identification
des paramètres d’une loi monocristalline à partir d’une courbe de traction.
Le modèle de « la règle en β » est le fruit de plusieurs travaux publiés, à partir de 1987 par
Cailletaud [97], puis Pilvin [98, 99] et enfin conjointement [100, 101]. Partant d’une approche
phénoménologique, une variable d’accommodation élastoplastique β
∼
i est introduite pour limiter
les contraintes intergranulaires au cours de la déformation. Au lieu de faire évoluer le tenseur
comme dans le modèle de Hill, on choisit ici d’introduire une variable interphases (ou intergra-
nulaire dans les polycristaux), dont l’évolution obéit à une règle d’Armstrong–Frederick, ce qui
limite le niveau de contrainte interne.
σ∼
i = Σ∼ + 2µ(1− β)(B∼ − β∼
i) avec β = 2(4− 5ν)15(1− ν) et B∼ =
∑
i
fiβ∼
i (1.60)
L’équation (1.60) peut être écrite différemment en utilisant un autre paramètre C, dont la valeur
est proche de µ :
σ∼
i = Σ∼ + C(B∼ − β∼
i) (1.61)
La loi d’évolution de la variable d’accommodation β
∼
i a été définie différemment suivant les
publications.
Il est d’abord proposé de faire intervenir dans chaque phase i, les vitesses de glissement de
chaque système v˙s,i [97] :
β˙
∼
i = ε˙∼
p,i −Dβ
∼
i
∑
s
v˙s,i (1.62)
où D est un paramètre matériau rendant compte de la microstructure.
Il est aussi possible d’utiliser la valeur équivalente de von Mises de la vitesse de déformation
plastique de chaque phase ε˙p,ieq [100, 101] :
β˙
∼
i = ε˙∼
p,i −Dβ
∼
iε˙p,ieq avec ε˙p,ieq =
√
2
3 ε˙∼
p,i : ε˙∼
p,i (1.63)
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On peut aussi associer un terme linéaire et non linéaire avec un nouveau coefficient δ [99] :
β˙
∼
i = ε˙∼
p,i −D
(
β
∼
i − δε∼p,i
)
ε˙p,ieq (1.64)
L’avantage de ce modèle réside dans sa capacité à pouvoir reproduire fidèlement la réponse
macroscopique des métaux sous une grande diversité de chargements (cyclique, biaxial, tor-
sion...) comme il a été montré dans la littérature [102, 103]. C’est pourquoi on se propose de
l’utiliser dans les procédures d’identification. Comme dans tous les modèles à champs, on ne
prend pas en compte les effets de voisinage. Chaque phase est définie uniquement par son orien-
tation cristalline et sa fraction volumique. La disposition spatiale des grains est négligée. Cet
aspect sera retranscrit dans notre travail par l’intermédiaire des calculs EF d’agrégats.
Plusieurs travaux ont repris le modèle en β pour des applications plus précises. Pilvin a
enrichi son modèle afin de prendre en compte l’effet de surface dans les polycristaux [104]. Pour
cela, il introduit une nouvelle variable η, rapport de la profondeur du grain sur le diamètre de
grain moyen.
σ∼
i = Σ∼ + C(η)(B∼ − β∼
i) (1.65)
β˙
∼
i = ε˙∼
p,i −D(η)
(
β
∼
i − δ(η)ε∼p,i
)
ε˙p,ieq (1.66)
Les paramètres C, D et δ deviennent directement fonctions de η, toutes de la forme :
F (η) = F0h(η) + F∞(1− h(η)i) (1.67)
avec h(0) = 1 et h(∞) = 0
Sai et al. ont repris le modèle en β pour l’appliquer aux matériaux à solidification dirigée,
formés de grains colonnaires [105]. Les coefficients C et D sont transformés en paramètres ten-
soriels afin de retranscrire l’orientation géométrique des grains, considérés comme des inclusions
cylindriques. Par un principe similaire, Herbland a appliqué ce modèle en fatigue pour permettre
un calcul accéléré des zones de plasticité en fond d’entaille [106].
1.3.3 Dynamique Discrète des Dislocations
La modélisation de la Dynamique Discrète des Dislocations a été mise en place en France à
la fin des années 80, tout d’abord pour des problèmes 2D en chargement monotone. Il a fallu
attendre la fin des années 90 pour pouvoir effectuer des simulations sous chargements cycliques.
La plupart des travaux de DDD ont abouti à une meilleure connaissance des interactions entre
systèmes de glissement [107–109] et à l’enrichissement des modèles de plasticité cristalline [10,
83, 110].
Déprés et al. ont utilisé des simulations numériques de DDD en 3D pour reproduire les
marches d’extrusions apparaissant en fatigue à la surface des composants [11]. La combinaison du
glissement primaire et du glissement dévié conduit à une forte concentration de la déformation
plastique irréversible au sein des PSB (cf. figure 1.19). La hauteur des marches simulées est
proportionnelle à la racine carrée du nombre de cycles N sous les chargements à rapport de
charge R = −1. Plus la déformation moyenne augmente, plus l’évolution des marches devient
linéaire [111]. L’apparence de ces extrusions est en accord avec les observations des structures
de dislocations trouvées dans la littérature. Ces marches peuvent créer à une décohésion à leur
base et conduire à l’amorçage de fissure comme l’ont montré Ma et al. [8].
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Fig. 1.19 – Relief de surface sur un monocristal induit par un chargement de fatigue, calculé
par DDD (a) en global (b) en local [11].
1.3.4 Calculs d’agrégats
Récemment, grâce à l’augmentation de la puissance des ordinateurs, il est devenu possible
de modéliser explicitement le rôle de la microstructure dans les calculs EF de fatigue. Barbe
et al. [96, 112] ont réussi par des calculs d’agrégats polycristallins à retranscrire les observations
réalisées par Forrest et Tate [37] concernant la concentration du glissement en surface. En effet,
ces calculs ont révélé une plus grande dispersion des résultats dans les grains en surface, d’où la
possibilité d’atteindre des valeurs maximales plus élevées que dans le reste de l’agrégat et donc
une chance accrue d’observer un amorçage de microfissure en surface.
En partant des 12 systèmes de glissement octaédriques valables pour un réseau cristallin
de type CFC, Dafalias [113] propose une simplification du modèle géométrique de plasticité
cristalline pour son application en deux dimensions. La projection des systèmes de glissements
définis en figure 1.12b et tableau 1.1 sur le plan (110) conduit à une symétrie. Les systèmes
actifs peuvent se réduire à deux systèmes effectifs projetés sur le plan (110) qui correspond au
plan d’étude.
Plusieurs travaux de modélisation sont inspirés de cette simplification pour mener des études
en 2D sur l’évolution des microfissures à l’échelle du grain. Tout d’abord, Lin et al. [114] ont
dressé une étude en appliquant cette simplification sur un modèle micromécanique et ont utilisé
ce dernier pour modéliser des bicristaux en surface. La solution du champ de contrainte est
obtenue par la solution analytique proposée par Tung et al. [115]. Par cette approche, ils ont pu
montrer qu’une désorientation forte diminue le taux de propagation d’une fissure transgranulaire
et peut conduire à la formation de fissures intergranulaires.
Certains travaux portant sur des simulations numériques ont permis d’apporter nombre d’in-
formations sur les déplacements en pointe de fissure. Ces calculs ont tout d’abord été effectués
sur des structures de type monocristal, bicristal [116, 117] et sur des polycristaux [118, 119].
Bennett et al. se sont intéressés aux paramètres locaux pouvant déterminer l’amorçage de
MSC dans des polycristaux sous différents chargements : traction–compression, cisaillement,
traction–compression avec contrainte moyenne, et traction–compression combinées avec du ci-
saillement. Une modélisation par éléments finis basée sur une loi monocristalline de type Méric–
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Cailletaud [86] comprenant deux systèmes de glissement planaires a été utilisée. En partant
de critères de fatigue tels que ceux de Dang Van [120] ou Fatemi–Socie [121] mais formulés à
l’aide de variables locales, trois paramètres locaux d’amorçage ont été définis. Les résultats des
simulations numériques mettent en exergue une forte variabilité de ces paramètres suivant les
jeux d’orientations attribués aux grains.
Bennett et al. ont aussi examiné le comportement d’une fissure initiée dans un maillage
d’agrégat sous chargement de traction et de cisaillement [122]. La déviation du trajet de fissura-
tion a été étudiée en se basant sur différentes configurations d’orientations des grains en surface
de manière à favoriser les glissements primaire ou secondaire dans le grain adjacent au grain
fissuré. L’évolution des déplacements calculés en pointe de fissure, en ouverture (CTOD 13) et
en cisaillement (CTSD 14) reflète un effet de surface important dans les 2-3 premiers grains
ainsi qu’une forte influence de la désorientation entre les grains. Une nette différence avec les
résultats de la MLR a été mise en évidence. Une autre de leurs conclusions souligne la nécessité
de modéliser un agrégat dans son ensemble plutôt qu’un bicristal qui élimine tous les effets de
voisinage. Il s’agira donc de réaliser des calculs sur des agrégats de l’ordre d’une centaine de
grains et d’étudier la réponse locale d’un groupe de grains suivant le voisinage.
Simonovski et Cizelj ont mené plusieurs études sur l’acier 316L en se focalisant sur les
déplacements en pointe d’une fissure de type MSC maillée explicitement dans le premier grain en
surface. Leur modèle de plasticité cristalline est basé sur le modèle présenté par Peirce et al. [85],
rappelé par les équations (1.36) à (1.40). Les valeurs du CTOD varient d’un facteur 4,4 suivant
l’orientation des grains entourant le grain contenant la pointe de fissure [123]. Cet effet tend à
s’estomper au fur et à mesure que la fissure avance et franchit les joints de grains. Pour chaque
orientation cristallographique, les plans de glissement primaire et secondaire peuvent diriger la
propagation de la fissure depuis le joint de grains [124]. Cette propagation est favorisée dans
les grains mous, à haut facteur de Schmid. Cependant, l’intégralité de ce travail est effectuée
sous des conditions de chargements monotones. Le modèle de comportement utilisé ne permet
pas de reproduire le comportement cyclique de l’acier. Ils ont également montré que la taille du
grain fissuré influait fortement sur la valeur du CTOD [125].
D’autres travaux ont porté sur le Zirconium et des alliages de titane. Sur des agrégats 2D
issus d’acquisitions EBSD, Dunne et al. retrouvent les bandes de localisations de glissement ob-
servées expérimentalement en surface [126]. Venkatramani et al. ainsi que Dunne et al. ajoutent
les effets de taille de grains dans leurs modélisations, soit en intégrant la loi de Hall–Petch
au modèle [127], soit en incorporant les GND [128]. Héripré et al. [12] ont procédé à des cal-
culs d’agrégats 2D extrudés, générés à partir d’acquisitions EBSD réalisées sur la surface des
éprouvettes sollicitées en traction. Les conditions aux limites expérimentales ont été détermi-
nées par corrélation d’images et implantées dans le calcul EF. Cette méthodologie, présentée en
figure 1.20, apporte une modélisation plus fidèle du problème aux limites. Cependant, l’identifi-
cation par corrélation d’image restreint l’information à la surface, l’influence de la microstructure
dans le volume n’est pas retranscrite.
Récemment, les études se tournent vers des modélisations tridimensionnelles qui se prêtent
plus à la représentation des mécanismes de plasticité dans les polycristaux. Les maillages
peuvent être réglés, les éléments formant une grille, et les orientations affectées à chaque point
de Gauss [112]. Cette méthode s’applique facilement pour reproduire un agrégat 3D à partir
de coupes EBSD obtenues par polissages successifs [18]. Il est aussi possible de procéder par
maillage libre, c’est-à-dire de mailler la microstructure en suivant les joints de grains et de
13. CTOD : Déplacement d’ouverture en pointe de fissure, de l’anglais « Crack Tip Opening Displacement ».
14. CTSD : Déplacement de cisaillement en pointe de fissure, de l’anglais « Crack Tip Sliding Displacement ».
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Fig. 1.20 – Méthodologie mise en place pour effectuer des calculs EF sur une microstructure
réelle accompagnée des conditions aux limites expérimentales, d’après Héripré et al. [12].
mailler librement l’intérieur des grains [20, 127, 129]. L’orientation des grains est attribuée élé-
ment par élément. Cette méthode est appropriée dès lors que l’on génère une microstructure
synthétique par décomposition de Voronoï 15. L’inconvénient est de n’obtenir que des grains
de forme convexe, ce qui n’est pas forcément le cas de la microstructure du matériau étudié.
L’avantage réside dans une meilleure discrétisation des joints de grains en comparaison avec
les joints de grains en « escalier » caractéristiques des maillages réglés. Cela n’a pas d’impact
significatif sur les résultats si on s’intéresse aux valeurs moyennes par grain, mais les maillages
réglés ont l’inconvénient de surévaluer les contraintes locales aux joints de grains [130].
1.4 Aciers inoxydables austénitiques
Les aciers inoxydables austénitiques possèdent de bonnes propriétés mécaniques (forte ca-
pacité d’écrouissage, ductilité) et ce jusqu’à plus de 600 ◦C. En outre, ils résistent bien à la
corrosion, ce qui justifie leur utilisation dans le domaine de l’énergie nucléaire. La nuance de
base de ces aciers contient 17–18 % de chrome, 10–12 % de nickel et 0,01–0,03 % de carbone en
moyenne. Nous présentons dans cette section quelques propriétés de ces aciers (en nous basant
sur certaines coulées) 304L/INTERPHOL [18], 316L/SPH [13] et 316LN/AFGRAP [131].
L’acier inoxydable austénitique 316L a été développé particulièrement pour l’utilisation en
milieu corrosif, comme les circuits de refroidissement des centrales nucléaires. En effet, l’ajout
de molybdène augmente les propriétés mécaniques et la résistance à la corrosion par rapport au
304L. Il fait partie des aciers austénitiques de type chrome–nickel–molybdène, sa composition
est spécifiée dans le tableau 1.4. Il est constitué en majorité d’une phase austénitique. Quelques
bandes de ferrite sont aussi présentes dans les grains mais en densité faible, selon les coulées on
observe différentes teneurs :
– 304L : moins de 5 %
– 316L : moins de 1 %
– 316LN : moins de 0,01 % en surface et de 0,1 % à 2 % à cœur (en bandes étirées dans les
directions T et L)
15. Décomposition de Voronoï : également appelée partition de Voronoï, diagramme de Voronoï ou pavage de
Voronoï. Cela correspond au dual de la triangulation de Delaunay.
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Cr Ni C N Mn Si S P Mo Cu Co
304L 18,3 10,4 0,014 0,07 1,62 0,34 0,005 0,015 – 0,03 –
316L 17,45 11,9 0,022 0,069 1,69 0,31 0,002 0,023 2,25 0,11 0,19
316LN 17,5 12,5 0,027 0,072 1,7 0,37 0,0002 0,024 2,47 0,01 0,04
Tab. 1.4 – Composition chimique (% massique) de plusieurs aciers austénitiques.
Proportion [%]
Direction {111} {100} {110} autres
Laminage (L) 23 16 6 55
Travers Long (TL) 17,5 20 14 48,5
Travers cours (TC) 6 15 28 51
Tab. 1.5 – Texture l’acier 316L suivant la direction de mesure [13].
1.4.1 Microstructure
Selon les nuances d’acier et les coulées, les caractéristiques microstructurales varient. Tout
d’abord, en termes de taille de grain, la valeur moyenne est d’environ 50µm, avec certaines
nuances en fonction des alliages :
– 304L : 50µm avec un écart type de 25µm
– 316L : 50µm (30µm en tenant compte des grains maclés)
– 316LN : 100µm (50µm en tenant compte des grains maclés), avec un écart type de l’ordre
de 30µm
Les grains sont généralement équiaxes, mais présentent une légère élongation (d’environ 20 %)
dans le sens du laminage [132].
La coulée d’acier 316L SPH étudiée par M. Mineur [13] présente une texture cristalline
dont les principales caractéristiques sont répertoriées dans le tableau 1.5. Ce tableau donne le
pourcentage de grains correspondant à différentes familles d’orientations suivant les directions de
caractérisation : sens de laminage (L), travers long (TL) et travers court (TC). On regroupe dans
une famille de direction nominale {hkl}, les grains dont la désorientation avec cette direction
nominale {hkl} est inférieure à 15°. Le procédé de laminage entraîne une répartition différente
de la proportion des grains {111} et {110} entre les directions L et TC. Ceci représente un
paramètre intéressant à prendre en compte pour une modélisation fine de la microstructure.
Cette observation n’est cependant pas identique pour l’acier 316LN, qui est très peu texturé.
Dans le cas d’attribution aléatoire d’orientation cristallographique aux grains, il serait également
intéressant de comparer les résultats avec ou sans texture cristalline.
Les aciers de type 316L présentent aussi une forte proportion de macles. En effet, environ
50 % des grains sont maclés pour la coulée étudiée par Mineur [13], 40 % dans le cas de la coulée
de 316LN du projet AFGRAP [131]. Cette particularité peut avoir un effet non négligeable sur
la durée de vie du matériau car les joints de macles représentent des sites de glissements faciles.
L’amorçage de fissures de fatigue y est plus propice, surtout en fatigue HCF [13].
La distribution de désorientation entre les grains diffère nettement de celle d’un matériau
parfaitement non texturé calculée par Mackenzie (cf. figure 1.21). La forte concentration des
désorientations vers 60° vient des macles qui, comme précisé précédemment, sont massivement
présentes dans ce matériau. En excluant les macles, la texture de désorientation se rapproche
beaucoup plus d’un matériau non texturé.
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Fig. 1.21 – Distribution des désorientations pour le 316L et pour un matériau non texturé [13].
1.4.2 Comportement macroscopique et effet mémoire
Dans les années 80, de multiples études portant sur le comportement de l’acier 316L sous
chargement cyclique et complexe ont été menées [133, 134]. Cet acier a la particularité de
présenter un durcissement cyclique et un effet mémoire très importants (cf. figure 1.23c). En
effet, la faible énergie de fautes d’empilement (SFE 16) du 316L limite l’apparition du glissement
dévié et confère à cet acier un effet mémoire caractéristique.
Pour les matériaux à haute SFE comme l’aluminium, sous de fortes déformations plastiques,
le glissement dévié peut survenir et des structures de dislocations de type cellule ou labyrinthe
apparaissent (cf. figure 1.22). C’est le cas lors d’un pré-écrouissage qui s’accompagne d’un
durcissement du matériau. Si l’on soumet ensuite le matériau à un chargement cyclique, ces
cellules se réorganisent puis s’effacent, ce qui occasionne un adoucissement. Le matériau finit
par retrouver le même état de durcissement que s’il n’avait pas été pré-écroui (cf. figure 1.23a).
Il y a donc absence d’effet mémoire.
Dans le cas des matériaux à faible SFE, le pré-écrouissage forme essentiellement des arran-
gements planaires et peu de PSB, veines et cellules. Ces structures planaires sont difficiles à
réorganiser sous chargement cyclique avec peu de glissement dévié, l’adoucissement résultant
est donc limité. Le matériau conserve une histoire du chargement et reste dans un état de
durcissement supérieur au cas non écroui (cf. figure 1.23b).
Cailletaud et al. [135] ont procédé à des essais à chargements cycliques multiaxiaux com-
plexes (chargement non proportionnels, hors phase, à différents niveaux de déformation succes-
sifs...) sur l’acier 316L. Le durcissement du matériau est en partie évanescent. Ils ont mis en
évidence une forte augmentation du durcissement et de l’effet mémoire dès lors que le charge-
ment devient non proportionnel. Nouailhas et al. [17] ont proposé un modèle de comportement
macroscopique capable de rendre compte de l’effet mémoire et l’ont confronté à des résultats
d’essais sur l’acier 316L à différents états d’écrouissage (trempé, forgé, laminé...). En se basant
sur un modèle de type Chaboche et en instaurant une nouvelle variable interne qui conserve
l’histoire du matériau, un effet mémoire est simulé. Une partie de cet effet mémoire, corres-
pondant au maclage, est irréversible. Avec cette modification, on peut reproduire l’évanescence
partielle du durcissement résultant de trajets de chargements complexes.
Doquet a effectué des essais cycliques sur l’acier austénitique 304L en présence de diffé-
rents types de pré-écrouissage (monotone, cyclique, contrainte ou déformation moyenne...) [136].
16. SFE : Énergie de fautes d’empilement de l’anglais « Stacking Fault Energy ».
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Fig. 1.23 – Courbes d’écrouissage monotones (en pointillés) et cycliques (en continu) pour un
matériau (a) sans effet mémoire et (b) avec effet mémoire. Les courbes noires correspondent
aux essais sans pré-écrouissage et les grises avec pré-écrouissage [15, 16]. (c) Effet de différents
écrouissages sur l’acier 316L, d’après Nouailhas et al. [17].
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(a) (b)
Fig. 1.24 – État de surface de l’éprouvette axisymétrique après pré-écrouissage à 14 % :
(a) vue globale de l’éprouvette, (b) zoom mettant en évidence l’état de surface induit par le
pré-écrouissage.
Ceux-ci ont révélé une diminution de la durée de vie en fatigue dépendant du type de pré-
écrouissage et du niveau de contrainte moyenne. Le Pécheur a aussi étudié expérimentalement
l’effet d’un pré-écrouissage sur les résultats en fatigue pour l’acier 304L (coulée CLI) [18]. L’ap-
plication d’un pré-écrouissage monotone produit un état de surface rugueux qui rend plus
vulnérables les éprouvettes. La figure 1.24 rend compte de cet état de surface induit par un
pré-écrouissage à 14 % de déformation. Afin de s’astreindre de cette rugosité de surface induite,
un polissage est appliqué sur l’éprouvette. Pour cela, une épaisseur de 100µm est retirée de la
surface de l’éprouvette. Des essais cycliques à différentes amplitudes de déformation totale ont
été effectués sur trois types d’éprouvettes :
– vierges
– pré-écrouies à 14 % de déformation monotone
– pré-écrouies à 14 % de déformation monotone puis repolies
Les nombres de cycles à rupture en fonction de l’amplitude de déformation totale imposée
pour les trois types d’éprouvette sont reportés en figure 1.25. Le pré-écrouissage de 14 % a un
effet néfaste à toutes les amplitudes en termes de durée de vie. Cet effet est rattrapé par le
polissage mais cela est significatif uniquement à faible amplitude de sollicitation. On peut noter
que ces premiers résultats confortent l’idée que l’initiation des MSC au niveau des extrusions est
due aux PSB en surface des composants. Néanmoins, ces résultats nécessitent d’être complétés
par des essais complémentaires. En effet, la dispersion des résultats rencontrée en fatigue HCF
suggère de baser les conclusions sur un échantillon de résultats représentatifs.
1.4.3 État de surface
Un facteur très important dans la durée de vie des pièces mécaniques est l’état de surface,
c’est encore plus prononcé en condition HCF. Les singularités géométriques émanant du relief,
les contraintes résiduelles, l’état d’écrouissage et même la recristallisation des grains induite par
l’usinage entrent en jeu. De manière générale, durcir le matériau en surface permet de limiter
l’émergence des PSB en surface, donc de retarder l’amorçage. Mais cela a deux inconvénients :
cela peut induire une rugosité de surface, synonyme de localisation de plasticité accrue, et favo-
riser la propagation des fissures, une fois amorcées sous la couche affectée par le pré-écrouissage.
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Fig. 1.25 – Nombres de cycles à rupture Nf obtenus pour des éprouvettes d’acier 304L vierges,
pré-écrouies et repolies après pré-écrouissage, d’après Le Pécheur [18] complété par des essais
menés à EDF R&D.
Il existe toute une littérature pour caractériser un profil de rugosité. Les coefficients Rt, Rm,
Ra et Rq sont les principaux. Ils représentent respectivement la rugosité totale, la profondeur
moyenne, l’amplitude moyenne et l’écart type des hauteurs. Leur définition est donnée pour un
profil discret hi contenant N points d’une part, et pour un profil continu y(x) de longueur L
d’autre part. 
Rt = max
i
(hi)−min
i
(hi) = max
x∈[0;L]
(y(x))− min
x∈[0;L]
(y(x)
Rm =
1
N
∑
i
hi =
1
L
∫ L
0
y dx
Ra =
1
N
∑
i
|hi −Rm| = 1
L
∫ L
0
|y −Rm|dx
Rq =
1
N
∑
i
(hi −Rm)2 = 1
L
∫ L
0
(y −Rm)2 dx
(1.68)
√
Rq représente la courbure moyenne des sommets de aspérités.
Lee et al. ont procédé a des essais de fatigue sur l’acier 304L, sous vide, à température
ambiante, à une amplitude de ∆ε/2 = 2 % et avec différentes rugosités de surface [137]. Dans
ces conditions, lorsque le facteur Rq est décuplé, le nombre de cycles à l’amorçage est divisé par
deux.
Petitjean a étudié expérimentalement l’influence de l’état de surface et a mis en évidence
le rôle significatif de la rugosité et de l’écrouissage de surface sur les durées de vie de l’acier
304L en fatigue HCF [138]. Cette influence est accrue dans le cas d’essais à contrainte moyenne
positive. Par des tests de microdureté Vickers effectués en surface et à différentes profondeurs,
un gradient de dureté a été mis en évidence. Le rapport de dureté entre la surface et le cœur
du composant est proche de 2 selon les traitements de surface.
Le Pécheur a étudié deux états de surface :
– brut, correspondant à l’état de surface du RRA et présentant des arrachements de matière ;
– brossé, moins marqué avec des singularités géométriques plus fines.
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Rugosité Microdureté Vickers
Profil Rt Ra Rq Surface 250µm de profondeur
Brut 61,3µm 11,1µm 14,1µm 300–450Hv 150–200Hv
Brossé 14,3µm 1,88µm 2,38µm 300Hv 100Hv
Tab. 1.6 – Caractéristiques des états de surface étudiés par Le Pécheur [18].
Pour ces deux états de surface, le gradient de dureté de surface est caractérisé par une valeur 1,5
à 2 fois plus élevée en surface qu’à cœur. La dureté diminue de manière asymptotique jusqu’à
250µm de profondeur.
Les caractéristiques de rugosité et de dureté de ces deux états de surface sont répertoriées
dans le tableau 1.6.
D’autres particularités ont été révélées en surface :
– une taille de grain beaucoup plus petite que la moyenne, avec notamment des grains de
martensite ;
– une plus forte proportion de grains maclés ;
– une densité de dislocations plus élevée qu’à cœur.
Des calculs d’agrégats sous chargement biaxial, avec rugosité et/ou gradient d’écrouissage, ont
été réalisés avec le modèle CrystalECP (cf. section 1.3). Le pré-écrouissage, seul sans rugosité
de surface, homogénéise la répartition des déformations plastiques. Les contraintes résiduelles
de compression en surface rendent aussi le composant plus résistant. Cependant, les contraintes
résiduelles s’estompent au cours du cyclage, donc cet avantage ne perdure que pour une courte
période. De plus, l’ajout d’une rugosité de surface est plus néfaste car les déformations plastiques
sont beaucoup plus localisées au niveau des stries. L’analyse des isovaleurs de déformation
plastique équivalente a montré que la localisation due à la rugosité de surface se ressentait à
proximité de la surface, sur une profondeur de plusieurs grains.
On note donc qu’il y a une compétition entre la rugosité de surface et le pré-écrouissage du
matériau. L’influence de chacun de ces aspects varie selon le niveau de chargement.
1.5 Critères d’amorçage en fatigue
Plusieurs critères de fatigue ont été introduits au cours des dernières années, chacun ap-
portant une meilleure estimation de l’amorçage dans des conditions particulières (chargement,
nombre de cycles, etc). Selon ces critères, la structure ne s’endommage pas tant que le critère
ne dépasse pas le seuil critique.
Dans le domaine de la fatigue HCF, les modèles utilisent deux types de variables, l’un prenant
en compte le déviateur, le second la contrainte hydrostatique. C’est l’amplitude du déviateur
qui est critique. Initialement calculée comme un double maximum sur tous les instants du
cycle pour en déduire les deux points extrêmes, elle est maintenant évaluée par des procédures
plus élaborées [139]. On a montré en effet, que dans l’espace de dimension 5 des contraintes
déviatoriques, cette procédure permet de trouver le plus grand diamètre mais ne permet pas
toujours d’englober l’ensemble du trajet de déformation [140]. Si on utilise l’invariant de von
Mises pour caractériser la distance dans l’espace des contraintes, l’amplitude est notée ∆J/2.
Dans ces conditions, il devient très simple d’exprimer le critère de Crossland [141], qui est une
combinaison linéaire de ∆J et de la pression hydrostatique maximale sur le cycle, notée Pmax :
σC = (1− a)∆J2 + aPmax (1.69)
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ou celui de Sines qui fait apparaître de son côté la pression hydrostatique moyenne , notée Pm :
σS =
∆J
2 + aPm (1.70)
Il n’y a pas amorçage tant que les contraintes équivalentes σC ou σS sont inférieures à la limite
de fatigue en traction alternée σFL.
Au lieu de considérer le critère de von Mises pour évaluer l’effet du déviateur de contrainte,
Dang Van a recours au cisaillement dans un plan critique [120]. Il introduit une amplitude
de cisaillement en justifiant le modèle par des arguments micromécaniques indiquant que dans
les grains qui plastifient, la cission moyenne tend vers zéro en raison des redistributions des
contraintes. Dans le cas d’une durée de vie infinie, en dessous d’un certain seuil de chargement,
la totalité des grains s’adapte pour suivre un comportement élastique. Si le chargement vient
à dépasser ce seuil, certains grains critiques ne pourront pas s’adapter et au bout d’un certain
nombre de cycles, ceci conduit à l’amorçage d’une fissure.
σDV = max
n,t
(
τ(t,n) + aP (t)
)
(1.71)
où τ est la cission courante du tenseur déviatorique des contraintes locales s∼ « recentrées » dans
le plan de normale n, a un paramètre matériau et P la pression hydrostatique locale.
Papadopoulos a repris le critère de Dang Van en remplaçant la cission locale par une cission
calculée au sens de Tresca [142]. Cette nouvelle formulation est plus simple à mettre en œuvre
tout en obtenant des résultats plus conservatifs mais moins précis dans le cas de chargement
quelconques.
τ = σI − σIII2 (1.72)
où σI et σIII sont respectivement les plus grande et plus petite valeurs propres du tenseur
déviatorique des contraintes locales s∼.
En fatigue oligocyclique, les auteurs ne se restreignent pas au tenseur des contraintes pour
construire les variables critiques. La plasticité joue un rôle important, que ce soit le tenseur
de déformation plastique ou le glissement plastique selon une direction donnée. Brown et Mil-
ler [143] ont repris l’approche de type plan critique pour élaborer un critère défini à partir de
l’amplitude de cisaillement maximale ∆γmax et de l’amplitude de déformation normale d’ou-
verture/fermeture associée ∆εn :
γBM = max
t1,t2
(∆γmax(t1,t2)
2 S∆εn(t1,t2)
)
(1.73)
où S est un paramètre matériau. ∆γmax et ∆εn sont calculées sur la base du même vecteur n,
normal au plan d’amplitude de glissement maximale. εn est la déformation normale au plan de
normale n.
∆γmax(t1,t2) = max
n
(
γ(n, t1)− γ(n, t2)
)
(1.74)
∆εn(t1,t2) = εn(t1)− εn(t2) (1.75)
Fatemi et Socie [121] proposent un critère qui est lui aussi basé sur l’amplitude de cisaillement
maximale ∆γmax au cours du cycle, mais cette fois combinée à la contrainte normale σn associée :
γFS = max
t1,t2
(
∆γmax(t1,t2)
2
(
1 + kσn(t)
σy
))
(1.76)
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où σy est la limite d’élasticité du matériau et k un paramètre matériau.
Une autre manière de concevoir un critère de fatigue consiste à relier la quantité d’énergie
dissipée au cours de chaque cycle à l’apparition de l’endommagement par fatigue. On suppose
que sous un chargement quelconque, le matériau ne peut dissiper qu’une quantité d’énergie
limitée.
Au cours d’une déformation mécanique cyclique, l’énergie de déformation Wcyc peut se
décomposer en plusieurs parties. Tout d’abord en une partie due au trajet de chargement ∆W
et une partie due à une valeur moyenne statiqueWm. Cette dernière est directement associée à la
pression hydrostatique moyenneWm = W hm. Ensuite, il est possible de décomposer le terme ∆W
en trois parties : la densité d’énergie plastique dissipée ∆W dp , la densité d’énergie de distorsion
élastique dissipée ∆W de et la densité d’énergie hydrostatique ∆W h.
Wcyc = ∆W +Wm = ∆W +W hm = ∆W dp + ∆W de + ∆W h +W hm (1.77)
∆W dp =
∫
cycle
σ∼ : ε˙∼
p dt (1.78)
∆W de =
∫
cycle
〈
s∼ : e˙∼e
〉
dt (1.79)
∆W h =
∫
〈3Pr · ε˙h,r〉 dt (1.80)
W hm =
3(1− 2ν)
2E Pm
2 (1.81)
où ε˙∼
p est le tenseur des vitesses de déformations plastiques, s∼ et e∼e sont respectivement les
tenseurs déviatoriques des contraintes et des déformations élastiques et Pm la pression hydro-
statique moyenne, εh est la déformation hydrostatique. L’indice r fait référence à la valeur d’une
variable •, recentrée sur le cycle, c’est-à-dire qu’on retire la valeur moyenne •r = • − •m. Pr
représente donc la pression hydrostatique recentrée et εh,r la déformation hydrostatique recen-
trée.
Dans le domaine LCF, l’énergie plastique ∆W dp est majoritaire à cause des fortes déforma-
tions plastiques et peut permettre de statuer sur l’endommagement. L’endommagement dans le
domaine HCF peut être caractérisé par l’énergie élastique ∆W de . La combinaison de ces deux
variables offre la possibilité de couvrir l’intégralité des domaines de fatigue.
Park et Nelson [144] ont établi leur critère sur une énergie totale équivalente W ∗ reprenant
les deux variables de densités d’énergie présentées précédemment. Afin de rendre compte des
effets de contrainte moyenne et de pression hydrostatique, une modification est apportée à ces
deux densités d’énergie.
W ∗ = ∆W ∗p + ∆W ∗e (1.82)
∆W ∗p = 2k1(TFs−1)∆W dp et TFs =
3Pa
sa,eq
(1.83)
∆W ∗e = 2k2TFm∆W de et TFm =
3Pm
sa,eq
(1.84)
∆seq =
1
2
√
3
2∆s∼ : ∆s∼ (1.85)
où k1 et k2 sont des paramètres matériaux, Pa l’amplitude de pression hydrostatique, Pm la
pression hydrostatique moyenne et sa,eq l’amplitude de contrainte déviatorique équivalente.
Cette formulation donne de bons résultats entre 1× 104 et 2× 106 cycles pour divers matériaux
et pour des chargements complexes.
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Un autre critère formulé en énergie a été proposé par le LMS 17 en partant des travaux
de Dang Van. Ce critère a été utilisé dans la thèse de S. Amiable [145]. Son principe est de
combiner la densité d’énergie plastique dissipée ∆W dp avec la pression hydrostatique maximale
Pmax et s’écrit simplement :
WLMS = ∆W dp + αPmax (1.86)
où α est un paramètre matériau.
Déprés [10] a élaboré un critère d’amorçage à l’échelle du grain, à partir de son modèle de
plasticité cristalline, basé sur une valeur seuil de la déformation plastique cumulée en surface
γsurflim(∆εp) :
√
NDi =
τprim
τdev
1,28Dg
Hg
1
1 + 2 |εVM |∆εVM
γsurflim(∆εp)
∆εVM (1.87)
où Dg et Hg sont respectivement le diamètre et la profondeur du grain, τprim et τdev les cissions
dans les systèmes de glissement primaire et dévié, ∆εVM l’amplitude déformation imposée et
εVM sa valeur moyenne. Le choix du couple de systèmes primaire/dévié est basé sur le rapport
τprim
τdev
le plus faible. Dans le cas de chargement à R = 0, l’équation se simplifie :
√
NDi =
τprim
τdev
1,28Dg
Hg
γsurflim(∆εp)
∆εVM (1.88)
Ce critère a été appliqué par Osterstock [146] sur un grain en surface parmi 180 calculs d’agrégats
polycristallins soumis à des chargements uniaxial et équibiaxial. Les polycristaux étudiés étaient
composés de grains à base hexagonale extrudée, ce qui restreint le champ de l’étude à certaines
configurations de joints de grains. Les résultats de l’application de ce critère montrent que
l’équibiaxialité du chargement augmente de 30 % le nombre de grains fissurés. Ceci n’a toutefois
pas fait l’objet d’une validation expérimentale.
Une grande partie de ces critères a été répertoriée, documentée et testée récemment par
Curtit sur l’acier 304L en fatigue multiaxiale [147]. Selon Curtit et al., le critère de Fatemi–
Socie et les critères en énergie permettent une bonne prédiction, l’avantage étant donné aux
critères en énergie pour leur faible coût en calcul.
1.6 Résumé
Nous avons vu que le phénomène de fatigue en zone de mélange pouvait conduire à la
formation de fissures en peau interne de la tuyauterie. Étant donné l’amplitude des sollicitations
cycliques, nous nous plaçons dans le domaine de la fatigue à grand nombre de cycles pour lequel
la phase d’amorçage et de micropropagation des fissures courtes représente la majeure partie de
la durée de vie de la pièce avant rupture.
Nous avons vu que la compréhension de ce phénomène a été possible par des études numé-
riques au niveau macroscopique et des observations aux échelles plus fines. La dépendance du
comportement des fissures de type MSC vis-à-vis de la microstructure a également été souligné
par les apports de la littérature. Ceci a été abordé par des études numériques à l’échelle du
monocristal (DDD) mais sans prendre en compte le voisinage du grain. L’objectif est d’enrichir
17. LMS : Laboratoire de Mécanique des Solides, École Polytechnique.
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ces travaux par une approche à une échelle intermédiaire, l’échelle mésoscopique. Les études
basées sur des calculs d’agrégats souffrent soit d’un manque de point de vue statistique, soit
d’une modélisation limitée à deux dimensions.
Nos travaux se concentreront donc sur l’influence des paramètres de la microstructure (orien-
tation, désorientation, forme des grains) sur la localisation de la déformation plastique locale et
à terme, sur l’amorçage des MSC. Cela implique de modéliser les interactions entre grains, l’outil
actuel le plus approprié est la modélisation Éléments Finis. Pour mettre en lumière cet aspect,
nous procéderons à des séries de calculs EF d’agrégats polycristallins couplés à un modèle de
plasticité cristalline pour obtenir les champs locaux de contrainte–déformation. La multitude
des configurations microstructurales implique aussi de donner un point de vue statistique sur le
problème, c’est pourquoi des séries de calculs intensives seront lancées pour couvrir une large
étendue de configurations.
D’après les conclusions de la littérature, l’amorçage des MSC a lieu préférentiellement en
surface. L’intégralité de nos calculs portera donc sur la surface du composant. Dans cette confi-
guration, la surface libre joue un rôle important dans la réponse micromécanique des grains.
Chapitre 2
Modélisation 2D : mise en évidence
de l’effet de « cluster »
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Nous étudions dans ce chapitre l’effet de cluster présent dans les polycristaux au travers d’une
étude statistique sur un modèle numérique bidimensionnel simplifié. Un cluster est un groupe de
grains adjacents ayant des propriétés (orientation, forme, taille) particulières. Les conclusions
sont essentiellement qualitatives et visent à donner des tendances générales communes aux
matériaux polycristallins.
L’idée est de mettre en avant l’effet de voisinage, l’influence des grains voisins sur un grain
en particulier. Ceci est reflété par des calculs d’agrégats en deux dimensions comportant d’une
part des grains orientés de manière totalement aléatoire, d’autre part des clusters en surface
libre. Les travaux décrits dans ce chapitre ont fait l’objet d’une publication [148].
2.1 Mise en place des calculs
Les calculs d’agrégats sont basés sur l’anisotropie élastique et plastique des grains. Ceci est
retranscrit par une matrice d’élasticité anisotrope et un modèle monocristallin.
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2.1.1 Modèle de plasticité cristalline et simplification 2D
Sauzay a montré l’importance d’une représentation anisotrope du comportement élastique
des grains dans un modèle de plasticité cristalline [149]. Afin de décrire au mieux le comporte-
ment d’un réseau cristallin de type CFC, la matrice d’élasticité C≈ choisie est cubique. Elle est
définie par trois coefficients (C1111, C1122 et C1212).
C≈ =

C1111 C1122 C1122 0 0 0
C1122 C1111 C1122 0 0 0
C1122 C1122 C1111 0 0 0
0 0 0 C1212 0 0
0 0 0 0 C1212 0
0 0 0 0 0 C1212

(2.1)
Dans ce chapitre, l’étude se restreint à un espace bidimensionnel. Le problème éléments finis
est formulé en déformations planes généralisées. Le modèle de plasticité cristalline est simplifié
pour ne travailler que sur un unique système de glissement, de plan n et de direction l.
n = (100) et l = [010] (2.2)
Bien que cette modélisation s’éloigne des modèles cristallins classiques, Zouhal et al. ont montré
que le nombre de systèmes de glissement actifs dans les polycristaux tendait vers 1 au bout de
quelques cycles [90]. Il a aussi été montré qu’en fatigue, l’activation du glissement en surface
n’apparaissait que sur un seul système pendant la phase d’amorçage [150].
Nous utilisons le modèle de plasticité cristalline de Méric–Cailletaud [86], décrit dans la
section 1.3 dont la formulation sur un système de glissement se simplifie comme suit :
τ = σ∼ : m∼ (2.3)
m∼ =
1
2
((
l⊗ n)+ (n⊗ l)) (2.4)
où m∼ représente le tenseur d’orientation du système de glissement.
La loi d’écoulement s’écrit :
ε˙∼
p = γm∼ (2.5)
γ˙ = sign(τ − x)v˙ (2.6)
v˙ =
〈 |τ − x| − τ0 − r
K
〉n
avec 〈•〉 =
{
• si • ≥ 0
0 si • < 0 (2.7)
où γ est le glissement plastique, τ0 est la cission résolue critique, v˙ est la vitesse de glissement
du système, K et n sont les coefficients matériau de la loi de Norton.
Les lois d’évolution des écrouissages sont de type non linéaire.
x = cα (2.8)
α˙ = γ˙ − dαv˙ (2.9)
r = bQρ (2.10)
ρ˙ = (1− bρ)v˙ (2.11)
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où c et d sont la capacité et la vitesse d’écrouissage cinématique, Q et b la capacité et la vitesse
d’écrouissage isotrope. Les deux dernières équations peuvent se rassembler en une seule :
r = Q(1− e−bv) (2.12)
En tenant compte du système d’axes explicité en figure 2.2, l’orientation cristallographique
est fixée par un seul angle de rotation θ autour de e3. Les vecteurs l et n restent dans le plan
d’étude. L’intervalle de rotation est, du fait de la symétrie, réduit à [0◦; 90◦]. Les grains sont
appelés « mous » lorsque θ = 45◦ (cission résolue maximale) et « durs » lorsque θ = 0◦ ou
θ = 90◦ (cission résolue nulle).
2.1.2 Maillage et conditions aux limites
Le maillage utilisé dans cette étude comporte 71 grains de forme hexagonale (cf. figure 2.1).
Il est composé de 10 561 nœuds et 5 178 éléments quadratiques comme le recommandent Barbe
et al. pour les calculs d’agrégats [112]. À nombre de nœuds égal, un maillage quadratique permet
de mieux reproduire les hétérogénéités et la localisation de la déformation plastique qu’un
maillage linéaire. En outre, nous avons choisi de conserver une taille et une forme homogène
pour tous les grains de façon à éviter les effets indésirés que pourraient avoir ces paramètres sur
notre analyse.
Différents types de grains sont alors considérés :
– les grains situés à cœur du maillage ;
– les grains sur lesquels s’appliquent aux conditions limites ;
– les grains en surface libre.
De plus les grains en surface se divisent en deux catégories, les grains « ouverts » et les grains
« fermés ». Cette appellation fait référence au contour du grain, lorsqu’il s’agit d’un hexagone
complet, le contour est fermé (cf. figure 2.1). Si au contraire, le grain est coupé par la limite
correspondant à la surface et n’est plus qu’un demi-hexagone, le contour est ouvert. Nous
étudierons les différences entre ces deux types de grains de surface.
Des conditions aux limites de type symétrie, définies en déplacement, sont appliquées sur
les limites droite (u1 = 0) et inférieure (u2 = 0) de l’agrégat (cf. figure 2.1). Le chargement
cyclique, piloté en déplacement, est imposé sur la limite supérieure de l’agrégat pour une durée
de 10 cycles. Le bord gauche du maillage, correspondant à la surface du composant, est laissée
libre. Plusieurs amplitudes de chargement sont étudiées :
∆ε/2 =

2 %
1 %
0,5 %
0,2 %
L’étude est focalisée sur deux niveaux de chargement, l’un élevé (∆ε/2 = 2 %) et un autre plus
faible (∆ε/2 = 0,5 %).
Les paramètres matériau utilisés sont reportés dans le tableau 2.1. Les coefficients de la
matrice d’élasticité cubique sont ceux de la phase cristalline de type austénite caractérisée par
Huntington [25]. Il ne s’agit pas de paramètres identifiés directement sur un alliage 316L, mais
ils permettent de reproduire le comportement des aciers austénitiques. L’étude élaborée dans
ce chapitre ne cadre pas un matériau particulier, mais les matériaux polycristallins en général.
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2
1
u2 =
t
u2 = 0
grain
closed
grain
u1 = 0
open
Core grains
Grains involved in BC’s
Surface grains
Fig. 2.1 – Maillage et conditions aux limites appliquées
pour le problème 2D.
Coefficients élastiques
C1111 = 197GPa
C1122 = 125GPa
C1212 = 122GPa
Loi d’écoulement
K = 10MPa.s−n
n = 10
Écrouissage isotrope
τ0 = 40MPa
Q = 10MPa
b = 20
Écrouissage cinématique
c = 15 000MPa
d = 500
Critères de fatigue
kDV = 0,2
kSF = 1
σy = τ0 = 40MPa
Tab. 2.1 – Paramètres matériau.
θ
−→x1
−→x2
−→n −→l
Fig. 2.2 – Définition de l’unique
système de glissement et de
l’orientation cristallographique
correspondante θ.
2.1.3 Variables et paramètres étudiés
Les paramètres étudiés sont les effets de l’orientation cristallographique θ, la localisation du
grain dans l’agrégat et sa forme (ouvert ou fermé).
Les variables reflétant l’activité de glissement sont la déformation plastique cumulée p et sa
moyenne par grain 〈p〉g. L’analyse des résultats est concentrée sur ces valeurs.
p =
∫ t
t0
v˙ dt (2.13)
〈p〉g =
1
V
∫
V
p dV (2.14)
En plus de la déformation plastique cumulée p, deux critères de fatigue basés sur les don-
nées locales et dépendant de l’activité des systèmes de glissement sont introduits. Ces critères
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consistent en une reformulation à l’échelle mésoscopique des critères de Dang Van [120] et de
Fatemi–Socie [121], tous deux déjà présentés en section 1.5.
a. Le critère de Dang Van modifié reprend le critère multiaxial original (cf. section 1.5) en
remplaçant le plan critique (à la base quelconque) par le plan de glissement cristallographique.
σDV = max
s
(
max
t
(
τ sr (t) + kDV P (t)
))
(2.15)
τ sr (t) = τ s(t)−
1
2
(
max
t
(
τ s(t)
)
+ min
t
(
τ s(t)
))
(2.16)
où P est la pression hydrostatique, τ sr la cission résolue recentrée sur le système s et kDV un
paramètre matériau.
b. Le critère de Fatemi–Socie modifié se base cette fois sur la contrainte normale maximale
calculée sur les plans de glissement.
γSF = max
s
(
∆γs
2
(
1 + kSF max
t
σsn(t)
σy
))
(2.17)
où ∆γs est l’amplitude crête à crête du glissement sur le système s, σsn est la contrainte
normale au plan de glissement du système s, σy est la valeur initiale de la cission résolue
critique (i.e. τ0) et kSF un paramètre matériau.
De cette façon, nous étudierons à l’échelle du grain, un critère purement basé sur les défor-
mations, un second basé sur les contraintes et un dernier critère mixte.
2.1.4 Description des calculs sur les agrégats aléatoires et sur les clusters
Agrégats aléatoires
Dans un premier temps, les simulations sont lancées sur des agrégats composés de grains
orientés de façon totalement aléatoire. Ceci servira à mettre en lumière les différences de com-
portement suivant la localisation des grains et à introduire l’effet de voisinage. 800 calculs sont
lancés au cours de cette phase pour chaque niveau de chargement.
Clusters
Dans une seconde étape, nous nous focalisons sur l’effet de cluster. Les clusters étudiés, ainsi
que leur dénomination, sont définis par trois paramètres (cf. figure 2.3) :
– le type du grain central du cluster T : ouvert (O comme « open » en anglais) ou fermé (C
comme « closed » en anglais)
– l’orientation du grain central : θ1
– l’orientation des grains de la couronne entourant le grain central : θ2 (R si aléatoire)
La dénomination utilisée est la suivante : T–θ1–θ2.
Un cluster centré sur un grain fermé orienté à θ1 = 0◦, entouré de grains orientés à θ2 = 45◦ est
donc un cluster C–0–45.
Nous nous restreindrons à l’étude de clusters de type « grain mou entouré de grains durs »
(et inversement), ainsi que des grains durs (ou mous) entourés de grains orientés aléatoirement.
Pour chaque type de cluster, nous étudierons les configurations centrées sur un grain ouvert et
sur un grain fermé. 100 calculs seront lancés pour chaque cluster et par niveau de chargement,
soit au total 800 calculs par niveau de chargement. Au final, l’étude sur le cluster portera sur :
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θ1 θ2
θ2
θ2
θ2
θ2θ2
θ2
(a)
θ2
θ2
θ1
θ2
(b)
Fig. 2.3 – Définition des angles pour les clusters construits autour des grains (a) fermés et (b)
ouverts.
– C–0–45 ×100
– O–0–45 ×100
– C–45–0 ×100
– O–45–0 ×100
– C–0–R ×100
– O–0–R ×100
– C–45–R ×100
– O–45–R ×100
2.2 Analyse statistique sur les agrégats aléatoires
2.2.1 Comportement en surface et à cœur
Une première analyse statistique est conduite sur la réponse globale de chaque type de
grain en fonction de l’orientation cristallographique sous un chargement correspondant à une
déformation de ∆ε/2 = 2 %. En figure 2.4, l’ensemble des moyennes par grain de la déforma-
tion plastique cumulée p au bout de 10 cycles est reporté en fonction de l’orientation θ. Plus
précisément, on reporte d’une part les valeurs moyennées par intervalle d’orientation, d’autre
part, l’écart type par intervalle, représenté par un espace solide autour de la valeur moyenne.
Cela permet de visualiser la dispersion des valeurs autour de la valeur moyenne, toujours en
fonction de l’orientation. Pour plus de lisibilité, les graphes sont tracés séparément en figure 2.4
et regroupés sur la figure 2.5 pour une comparaison directe des valeurs moyennes par type de
grain.
Pour chacune des courbes, on compare les résultats à la référence obtenue sur un monocristal
pour une même déformation plastique moyenne. L’écart entre les courbes relatives à chaque type
de grain et la courbe du monocristal reflète l’effet de voisinage. Plus la courbe est « aplatie »,
plus les grains environnants influent sur le comportement du grain en question en déviant
les directions de sollicitation locales par rapport au chargement global. En effet, on remarque
en figure 2.4a que, dans le cas général, i.e. pour tous les grains de l’agrégat, les grains durs (θ
proche de 0° ou 90°) plastifient de manière non négligeable, près d’un tiers de la valeur maximale
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(a) Tous les grains.
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(b) Grains en surface.
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(c) Grains fermés en surface.
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(d) Grains ouverts en surface.
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(e) Grains à cœur.
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(f) Grains aux conditions aux limites.
Fig. 2.4 – Comportement plastique de différents types de grains en fonction de l’orientation
cristallographique et comparaison avec le monocristal (∆ε/2 = 2 %). Sont tracés la courbe
moyenne lissée et l’écart type autour de la moyenne.
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Fig. 2.5 – Déformation plastique cumulée en fonction de l’orientation cristallographique pour
différents types de grains.
obtenue pour θ = 45◦. À l’inverse, les grains mous (θ proche de 45°) se plastifient moins que
dans le cas du monocristal.
Cette observation est nuancée suivant les types de grains considérés. Par exemple, on
constate que cet effet est encore plus marqué dans le cas des grains à cœur (cf. figure 2.4e).
De plus, l’écart type est plus faible à cœur que pour l’ensemble de l’agrégat, synonyme d’une
dispersion moindre.
Au contraire, les grains en surface subissent plus de déformation plastique que la moyenne
quelle que soit l’orientation (cf. figure 2.4b). S’ajoute à cela une dispersion plus prononcée
comme l’avaient montré Barbe et al. [96]. L’agrégat comportant 11 grains en surface (6 ouverts
et 5 fermés), sur la base de 800 calculs, on obtient 8 800 valeurs en surface (4 800 pour les grains
ouverts et 4 000 pour les grains fermés), ce qui donne un échantillon statistique acceptable pour
chaque type de grain.
Plus particulièrement, une différence nette se dégage des figures 2.4c et 2.4d. Les grains
ouverts présentent une courbe bien plus aplatie, leur comportement s’éloigne énormément du
monocristal, ils subissent donc un très fort effet de voisinage. De leur côté, les grains fermés sont
les plus critiques, car ce sont les grains qui se plastifient le plus, quelle que soit l’orientation,
avec aussi un fort écart type.
Enfin, la réponse des grains directement en contact avec les conditions aux limites est très
proche du monocristal avec une forte dispersion (cf. figure 2.4f). Dans ces zones, les contraintes
locales sont beaucoup plus proches du chargement global et les déformations sont fortement
contraintes le long des conditions aux limites. Ceci est responsable de la forte dispersion de p
pour ces grains.
2.2.2 Grain dur/mou, ouvert/fermé
Pour une vision plus qualitative, les tableaux 2.2 et 2.3 présentent les données statistiques
de la déformation plastique cumulée p, évaluées sur les résultats de calcul à ∆ε/2 = 2 % et
∆ε/2 = 0,5 %. Seuls les grains durs (θ < 1◦ et θ > 89◦) et mous (44◦ < θ < 46◦) sont
considérés. Les statistiques sont réalisées à deux échelles : sur les valeurs aux points de Gauss
et sur les moyennes par grain. On remarque, qu’aux deux échelles, on obtient en moyenne 10
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p
Type de grain Min Moyenne Max Écart type
Tous 0.00e+00 7.81e−01 2.71e+01 1.10e+00
Surface 0.00e+00 9.50e−01 2.71e+01 1.51e+00
Fermés 0.00e+00 8.78e−01 9.83e+00 1.20e+00
Ouverts 0.00e+00 1.07e+00 2.71e+01 1.91e+00
Cœur 0.00e+00 8.35e−01 1.28e+01 1.04e+00
BC 0.00e+00 5.32e−01 1.36e+01 9.38e−01
(a) Grains durs (θ < 1◦ et θ > 89◦) aux points de Gauss.
p
Type de grain Min Moyenne Max Écart type
Tous 5.04e−03 2.63e+00 2.97e+01 2.26e+00
Surface 7.03e−03 2.92e+00 2.97e+01 2.64e+00
Fermés 1.50e−02 3.15e+00 2.97e+01 2.75e+00
Ouverts 7.03e−03 2.60e+00 2.11e+01 2.46e+00
Cœur 5.04e−03 2.54e+00 2.26e+01 2.11e+00
BC 7.31e−03 2.70e+00 2.51e+01 2.39e+00
(b) Grains mous (44◦ < θ < 46◦) aux points de Gauss.
〈p〉g
Type de grain Min Moyenne Max Écart type
Tous 2.34e−04 7.48e−01 4.63e+00 6.52e−01
Surface 2.34e−04 9.75e−01 4.52e+00 8.39e−01
Fermés 3.04e−02 8.71e−01 3.03e+00 7.03e−01
Ouverts 2.34e−04 1.07e+00 4.52e+00 9.37e−01
Cœur 6.11e−03 8.25e−01 4.27e+00 5.94e−01
BC 6.89e−03 4.98e−01 4.63e+00 5.70e−01
(c) Grains durs (θ < 1◦ et θ > 89◦) en moyenne par grain.
〈p〉g
Type de grain Min Moyenne Max Écart type
Tous 1.90e−01 2.64e+00 8.43e+00 1.38e+00
Surface 1.90e−01 2.82e+00 7.76e+00 1.55e+00
Fermés 6.15e−01 3.15e+00 7.49e+00 1.55e+00
Ouverts 1.90e−01 2.57e+00 7.76e+00 1.51e+00
Cœur 2.83e−01 2.53e+00 7.25e+00 1.17e+00
BC 2.48e−01 2.75e+00 8.43e+00 1.59e+00
(d) Grains mous (44◦ < θ < 46◦) en moyenne par grain.
Tab. 2.2 – Données statistiques aux points de Gauss et en moyenne par grain sur la déformation
plastique cumulée dans les grains mous et durs pour ∆ε/2 = 2 %.
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p
Type de grain Min Moyenne Max Écart type
Tous 0.00e+00 2.88e−02 1.85e+00 6.47e−02
Surface 0.00e+00 2.54e−02 1.45e+00 7.72e−02
Fermés 0.00e+00 1.91e−02 1.15e+00 4.70e−02
Ouverts 0.00e+00 3.59e−02 1.45e+00 1.10e−01
Cœur 0.00e+00 3.22e−02 1.30e+00 6.41e−02
BC 0.00e+00 2.08e−02 1.85e+00 5.75e−02
(a) Grains durs (θ < 1◦ et θ > 89◦) aux points de Gauss.
p
Type de grain Min Moyenne Max Écart type
Tous 4.38e−02 5.16e−01 3.56e+00 3.36e−01
Surface 4.38e−02 5.83e−01 3.56e+00 4.05e−01
Fermés 6.57e−02 6.06e−01 3.56e+00 4.00e−01
Ouverts 4.38e−02 5.53e−01 3.27e+00 4.10e−01
Cœur 5.97e−02 5.05e−01 3.34e+00 3.17e−01
BC 5.42e−02 5.06e−01 3.49e+00 3.38e−01
(b) Grains mous (44◦ < θ < 46◦) aux points de Gauss.
〈p〉g
Type de grain Min Moyenne Max Écart type
Tous 0.00e+00 2.72e−02 4.03e−01 3.49e−02
Surface 0.00e+00 2.78e−02 2.96e−01 3.80e−02
Fermés 2.68e−04 1.89e−02 1.07e−01 1.95e−02
Ouverts 0.00e+00 3.60e−02 2.96e−01 4.77e−02
Cœur 1.17e−04 3.18e−02 4.03e−01 3.52e−02
BC 0.00e+00 1.86e−02 2.50e−01 3.09e−02
(c) Grains durs (θ < 1◦ et θ > 89◦) en moyenne par grain.
p
Type de grain Min Moyenne Max Écart type
Tous 1.43e−01 5.19e−01 1.45e+00 2.01e−01
Surface 1.58e−01 5.74e−01 1.29e+00 2.27e−01
Fermés 2.24e−01 6.07e−01 1.21e+00 2.11e−01
Ouverts 1.58e−01 5.49e−01 1.29e+00 2.35e−01
Cœur 1.71e−01 5.05e−01 1.45e+00 1.74e−01
BC 1.43e−01 5.16e−01 1.28e+00 2.26e−01
(d) Grains mous (44◦ < θ < 46◦) en moyenne par grain.
Tab. 2.3 – Données statistiques aux points de Gauss et en moyenne par grain sur la déformation
plastique cumulée dans les grains mous et durs pour ∆ε/2 = 0,5 %.
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(a) Grains durs (θ < 1◦ et θ > 89◦).
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(b) Grains mous (44◦ < θ < 46◦).
Fig. 2.6 – Fonction de distribution cumulée de la déformation plastique cumulée pour différents
types de grains.
à 15 % de déformation plastique cumulée en plus en surface qu’à cœur, quel que soit le niveau
de chargement. Sauzay et Gilormini avaient effectué des études similaires en élasticité isotrope,
plasticité parfaite et glissement simple. La même tendance avait été constatée : 35 % en cas
de faibles déformations plastiques et 100 % en cas de fortes déformations plastiques [151]. En
terme d’écart type, on observe une différence accrue : il est 25 à 50 % supérieur en surface.
Par ailleurs, d’après le tableau 2.4, on constate que dans le cas des grains durs, les grains
ouverts subissent plus de déformation plastique que tous les autres types de grain, avec aussi un
écart type plus conséquent. C’est d’autant plus marquant à faible amplitude (∆ε/2 = 0,5 %),
où les valeurs moyennes de la déformation plastique sont 90 % plus élevées, contre 22 % à forte
amplitude (∆ε/2 = 2 %). Pour les grains mous, c’est la géométrie de type fermée qui est la plus
critique, mais avec une différence moins marquée et une dispersion moindre pour une géométrie
de type ouverte.
2.2.3 Application de critères de fatigue
Les critères de fatigue décrits précédemment sont maintenant appliqués sur les résultats des
simulations EF pour les quatre niveaux de chargement. Chaque critère est calculé sur le 10e cycle
de la simulation. On reporte les valeurs moyennes de chaque critère par intervalle d’orientation
cristalline en figure 2.7.
Globalement, pour tous les critères, on remarque que l’orientation cristalline, et donc le rôle
de la microstructure, est plus important à faible chargement. C’est en accord avec la littérature.
La forte dispersion des résultats à faible amplitude est due à la microstructure.
D’un point de vue localisation de l’amorçage, les critères inspirés de Dang Van et Socie–
Fatemi le prédisent préférentiellement à cœur surtout dans les fortes amplitudes. Cela n’est pas
en accord avec la littérature, qui montre que ce sont dans les grains en surface que s’initient les
fissures de fatigue [3, 8, 35, 36]. Seule la déformation plastique cumulée tend à prédire l’amorçage
en surface, et préférentiellement dans des grains de type fermé.
Ces premières observations permettent de mettre en évidence un fort effet de voisinage dû à
la redistribution des contraintes locales dans les polycristaux. De plus, en combinant l’analyse
des valeurs moyennes de déformation plastique cumulée p avec la dispersion de ces valeurs,
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Fig. 2.7 – Valeurs (moyennes par grain) des différents critères de fatigue calculés à l’échelle
locale en fonction de l’orientation cristallographique. Plusieurs amplitudes de sollicitations sont
présentées.
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∆ε/2 Échelle Moyenne Écart type/MoyenneOuvert Fermé Ratio O/F Ouvert Fermé Ratio O/F
0,5 % Point de Gauss 0.036 0.019 1.882 3.054 2.463 1.240Moyenne par grain 0.036 0.019 1.906 1.325 1.031 1.285
2 % Point de Gauss 1.069 0.878 1.218 1.785 1.371 1.302Moyenne par grain 1.071 0.871 1.230 0.875 0.807 1.083
(a) Grains durs
∆ε/2 Échelle Moyenne Écart type/MoyenneOuvert Fermé Ratio O/F Ouvert Fermé Ratio O/F
0,5 % Point de Gauss 0.553 0.606 0.913 0.742 0.661 1.123Moyenne par grain 0.549 0.607 0.905 0.428 0.348 1.231
2 % Point de Gauss 2.596 3.146 0.825 0.947 0.873 1.084Moyenne par grain 2.572 3.151 0.816 0.587 0.492 1.194
(b) Grains mous
Tab. 2.4 – Comparaison des valeurs moyennes et des écarts type de la déformation plastique
dans les grains ouverts et fermés. Les résultats sont présentés à différentes échelles pour les
grains durs et mous.
les grains fermés en surface représentent les sites de maxima locaux potentiels. En se basant
sur la déformation plastique cumulée p, représentative de l’activité de glissement et donc de la
formation de PSB, l’amorçage prend place préférentiellement en surface dans les grains mous.
De plus, la géométrie du grain joue aussi un rôle : les grains fermés mous sont les plus critiques.
Par ailleurs, l’analyse conduite ici ne permet pas d’isoler l’effet de la taille du grain et de la
forme du grain. Ceci sera discuté ultérieurement dans la section 2.4.2.
L’origine de la variabilité des résultats pour une même orientation provient de l’influence
des grains adjacents. Nous tentons de prendre en compte cet aspect dans la section suivante.
2.3 Étude de l’effet de voisinage dans les clusters
2.3.1 Étude des champs locaux
Les figures 2.8, 2.9, 2.10 et 2.11 présentent les résultats locaux pour différents clusters.
Les cartes d’isovaleurs aux points de Gauss de déformation plastique cumulée p au 10e cycle
peuvent être comparées aux cartes de facteurs de Schmid correspondantes pour trois réalisations
différentes. Les cartes locales ne montrent les résultats qu’à l’intérieur des clusters pour 20 réali-
sations différentes. De manière générale, on observe une forte localisation. Alors qu’en moyenne
on s’attend à obtenir des valeurs voisines de 2 à 3, on approche 15 dans les maxima locaux à
l’échelle des points d’intégration. La structure de localisation change suivant les configurations
d’orientation à l’extérieur des clusters. Ces zones de localisation ne se situent pas forcément
dans les grains mous. Une importante variabilité des profils de localisation de la déformation
plastique est aussi constatée globalement dans tout l’agrégat, mais aussi dans les clusters de
même nature. La réponse locale d’un grain dépend donc à la fois du voisinage direct (première
couronne de grains), mais aussi du voisinage indirect (grains espacés d’une couronne ou plus).
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Deux types de localisations sont identifiées :
1. Une bande de localisation qui suit une succession de grains mous (ou assimilés) alignés plus
ou moins à 45° de la direction de sollicitation (cf. figure 2.10, réalisation 3). Dans ce cas,
c’est à l’intérieur du grain, là où le comportement est plus proche du monocristal, que la
déformation plastique se localise.
2. Le contraste entre un grain mou et un grain dur, tous deux en contact, induit des incom-
patibilités de déformation élastique et de glissement plastique (cf. figure 2.8, réalisation 3).
Ceci conduit à une localisation aux joints de grains.
Les figures 2.8 et 2.9 correspondent respectivement aux clusters C–45–0 et O–45–0. Il s’agit
donc dans les deux cas d’un grain mou dans une matrice dure, l’un étant fermé, l’autre étant
ouvert. Les cartes locales (figures 2.8c et 2.9c) montrent bien que la réponse d’un type de
cluster n’est pas uniforme lorsque la texture cristalline du reste de l’agrégat varie. On observe
essentiellement de la localisation aux joints du grain central (cas 1, 4 et 14 de la figure 2.8c,
cas 12 et 14 de la figure 2.9c). Parfois, les grains adjacents durs empêchent le grain central de
plastifier (cas 6, 13 et 16 de la figure 2.8c, cas 1, 3 et 17 de la figure 2.9c). Dans le cas du grain
ouvert (cf. figure 2.9c), très peu de plasticité est observée dans le cluster. Toutefois, il arrive
que des bandes de localisation traversent le grain central (cas 5, 12 et 14 de la figure 2.9c). La
réponse du grain central est variable mais moins que celle de la première couronne de grains qui
subit plus les variations du reste de l’agrégat.
Les figures 2.10 et 2.11 présentent les résultats des clusters C–0–45 et O–0–45. Ici, un grain
dur est entouré d’une matrice molle. D’un point de vue global, les cartes d’isovaleurs suivent
le même schéma que les figures précédentes. Au sein des clusters, le grain central ne subit des
déformations plastiques que dans de rares situations (cas 1 et 12 en figure 2.10c ; cas 3, 9 et 18
en figure 2.11c). La plasticité est plutôt présente dans les grains mous de la première couronne
sous forme de bandes de localisation orientées à 45°. Ces bandes, qui peuvent se situer au-
dessus et/ou en dessous du grain central du cluster, contournent ce dernier pour se propager
dans le reste de l’agrégat (cas 3 de la figure 2.10b) ou non (cas 1 et 2 de la figure 2.11b). Cette
observation est identique pour les clusters centrés sur un grain ouvert ou fermé.
2.3.2 Analyse statistique
Un point de vue plus statistique est donné en figure 2.12 où sont répertoriées, pour chaque
cluster, les distributions de la déformation plastique cumulée p aux points de Gauss et en
moyenne par grains. Pour chaque cluster, 100 calculs ont été réalisés et les valeurs de p dans le
grain central du cluster ont été relevées. Les distributions sont réalisées à deux échelles : aux
points de Gauss et moyenne par grains. Ces graphes montrent que les niveaux de plasticité dans
les grains durs restent généralement limités (cf. figure 2.12e). Dans le cas des grains ouverts, on
peut voir apparaître plus de plasticité (cf. figure 2.12f).
Les grains les plus critiques (i.e. à plus haut niveau de plasticité) sont les grains fermés
mous entourés de durs (cf. figure 2.12a). La même configuration centrée sur un grain ouvert
conduit à une déformation plastique moindre (cf. figure 2.12b), on note un facteur 2 entre les
deux valeurs moyennes : 3,6 contre 1,8.
En attribuant des orientations aléatoires aux grains de la première couronne (clusters C–
45–R, O–45–R, C–0–R et O–0–R), les tendances observées deviennent moins marquées. De
manière générale, les valeurs pour les différents clusters se rapprochent d’une moyenne globale.
Pour les clusters de type ∗–45–R, la déformation plastique devient plus faible (cf. figures 2.12c et
2.12d), et inversement pour les clusters de type ∗–0–R (cf. figures 2.12g et 2.12h). Cela montre
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Fig. 2.8 – Cluster C-45-0 : Cartes d’isovaleurs correspondant à différentes réalisations.
Cartes entières (a) du facteur de Schmid et (b) de la déformation plastique cumulée. (c) Cartes
locales de la déformation plastique cumulée dans le cluster.
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Fig. 2.9 – Cluster O-45-0 : Cartes d’isovaleurs correspondant à différentes réalisations.
Cartes entières (a) du facteur de Schmid et (b) de la déformation plastique cumulée. (c) Cartes
locales de la déformation plastique cumulée dans le cluster.
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Fig. 2.10 – Cluster C-0-45 : Cartes d’isovaleurs correspondant à différentes réalisations.
Cartes entières (a) du facteur de Schmid et (b) de la déformation plastique cumulée. (c) Cartes
locales de la déformation plastique cumulée dans le cluster.
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Fig. 2.11 – Cluster O-0-45 : Cartes d’isovaleurs correspondant à différentes réalisations.
Cartes entières (a) du facteur de Schmid et (b) de la déformation plastique cumulée. (c) Cartes
locales de la déformation plastique cumulée dans le cluster.
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Cluster Min Moyenne Max Écart type
C–45–0 4.37e−02 3.68e+00 2.91e+01 2.71e+00
C–45–R 6.37e−03 3.19e+00 3.17e+01 2.82e+00
O–45–R 1.63e−02 2.43e+00 2.22e+01 2.52e+00
O–45–0 2.58e−02 1.85e+00 1.03e+01 1.43e+00
O–0–R 0.00e+00 1.01e+00 2.20e+01 1.94e+00
C–0–R 0.00e+00 8.95e−01 1.32e+01 1.24e+00
O–0–45 0.00e+00 7.51e−01 2.70e+01 1.69e+00
C–0–45 0.00e+00 2.79e−01 6.24e+00 5.18e−01
Tab. 2.5 – Données statistiques sur les valeurs de déformation plastique cumulée p aux points
Gauss du grain central des différents clusters avec un chargement de ∆ε/2 = 2 %.
encore l’effet de voisinage, le comportement d’un grain ne dépend donc pas uniquement de son
orientation propre, mais aussi de celle de son voisinage.
Les figures 2.13b et 2.13a résument les données précédentes sous forme de distributions
cumulées pour une comparaison directe. Le tableau 2.5 répertorie les données statistiques de
la déformation plastique cumulée p pour tous les clusters étudiés. Ces données sont basées sur
les valeurs aux points de Gauss du grain central. La désorientation forte dans les clusters de
type ∗–45–0 amplifie la déformation plastique dans le grain central. Lorsque θ2 est aléatoire, on
obtient des valeurs plus dispersées comme en témoigne l’écart type calculé en tableau 2.5. Un
classement par ordre de vulnérabilité peut donc être effectué :
C–0–45 < O–0–45 < C–0–R < O–0–R < O–45–0 < O–45–R < C–45–R < C–45–0
Concernant les phénomènes de localisation de la plasticité dans les clusters, on peut tirer
les conclusions suivantes :
– la plasticité à l’échelle locale, i.e. au niveau des grains, est régie principalement par l’orien-
tation cristalline du grain central des clusters, θ1 ;
– la géométrie des grains (ouvert ou fermé) définit ensuite si le grain va imposer ou non son
comportement. C’est le cas des grains fermés qui ont un comportement plus proche du
monocristal. Au contraire, les grains ouverts subissent plus l’effet de voisinage ;
– fixer l’orientation de la première couronne des grains adjacents ne suffit pas à uniformiser la
réponse mécanique d’un cluster lorsque la texture du reste de l’agrégat varie. Néanmoins,
cela met en exergue l’effet de cluster.
Le premier paramètre influent est l’orientation cristalline du grain central θ1. Vient ensuite la
géométrie du grain (ouvert ou fermé) et l’orientation de la première couronne θ2.
2.3.3 Multiaxialité locale
Nous nous sommes intéressés à l’état de contraintes des grains au sein des clusters. Les calculs
réalisés ont révélé une forte multiaxialité des contraintes à l’échelle locale. Le tenseur moyen de
contraintes dans le grain central des clusters a été calculé. L’évolution, au cours des 10 cycles,
de la composante σ22 en fonction de σ11 est reportée en figure 2.14 pour les différents types
de clusters (20 réalisations par type de cluster). La forme générale des graphes se rapproche
d’un parallélogramme. Le premier constat est que pour un même cluster, l’état multiaxial de
contraintes varie beaucoup dans le grain central. Dans la majorité des cas, la composante σ11
n’est pas négligeable devant σ22. σ11 augmente rapidement sous l’effet des incompatibilités grain
à grain. Il arrive même que les valeurs extrêmes de ces deux composantes soient équivalentes.
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Fig. 2.12 – Distributions de la déformation plastique cumulée dans le grain central de différents
clusters sous chargement de ∆ε/2 = 2 %. Les données proviennent (a) des valeurs aux points
de Gauss et (b) des moyennes par grains.
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Fig. 2.13 – Fonctions de distribution cumulées de la déformation plastique cumulée pour dif-
férents clusters, basée sur les valeurs dans le grain central, (a) aux points de Gauss et (b)
moyennées par grain.
L’organisation des figures est faite de façon à révéler les différences entre les clusters de type
« grain mou entouré de grains durs » et inversement. On remarque que le rapport σ22/σ11 est
de signe opposé pour les grains mous et durs.
Résultats
Pour les grains mous (clusters ∗–45–∗ en figures 2.14a, 2.14b, 2.14c et 2.14d), le ratio σ22/σ11
est positif et très proche de 1. Lorsque le chargement global est en phase de traction, le grain
central subit des efforts de type traction dans la direction perpendiculaire à la direction de
sollicitation. Peu de différences sont observées entre les clusters de type ouvert ou fermé, mise
à part une plus forte dispersion dans la forme des parallélogrammes. On note aussi une bonne
linéarité entre σ11 et σ22 dans les configurations de type ∗–45–0 qui s’estompe un peu pour
les clusters de type ∗–45–R. Dans l’ensemble, l’état de contrainte est principalement régi par
l’orientation propre du grain central.
Dans le cas d’un grain dur (clusters ∗–0–∗ en figures 2.14e, 2.14f, 2.14g et 2.14h), la forme des
parallélogrammes varie beaucoup plus. Les pentes sont beaucoup plus dispersées mais restent
proches de –1. En effet, ici lors de la phase de traction du chargement global, le grain central
entre en compression suivant la direction 1. À la différence du paragraphe précédent, ici les
résultats diffèrent largement si le grain central est ouvert ou fermé. Pour les grains ouverts,
la composante σ11 reste très faible devant σ22, alors qu’elles sont du même ordre de grandeur
pour les grains fermés. Dans le cas des grains ouverts, l’effet de surface libre, i.e. de contrainte
normale nulle à la surface, se ressent dans tout le grain. Alors que pour les grains fermés, la
contrainte σ11 augmente rapidement dans la profondeur.
Modélisation schématique
Un modèle schématique est proposé en figure 2.15 pour expliquer la forme des graphes
obtenus et la différence entre les cas ∗–45–∗ et ∗–0–∗. On raisonne sur le même type de problème
avec six éléments en déformations planes généralisées représentant le cluster. L’élément 0 est le
grain central du cluster, entouré par cinq autres schématisant la première couronne de grain.
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Fig. 2.14 – Multiaxialité σ22/σ11 dans le grain central du cluster. À gauche les figures se
rapportent aux grains mous, à droite aux grains durs.
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Fig. 2.15 – Modèle simplifié décrivant les différents états de contraintes sous chargement de
traction en direction x2. σ11 en (a) traction dans les éléments mous et en (b) compression
dans les éléments durs. Les flèches indiquent la déformation transverse dictée par la loi de
comportement, la longueur des flèches est proportionnelle à l’intensité de la déformation.
Le grain central subit les déformations engendrées par son voisinage. Le champ de contrainte
est considéré uniforme dans chaque élément, les limites de tous les éléments restent parallèles
à leur position initiale. On applique un chargement de type pression sur les bords éléments du
haut et du bas. Un comportement élastique, respectivement élastoplastique, est attribué aux
grains durs, respectivement aux grains mous.
Dans le cas ∗–45–0, les grains 1 et 5 sont durs, i.e. élastiques, et ont une composante ε11
négligeable devant ε22. L’état de contrainte–déformation dans le grain central s’approche de :
ε∼ =
≈ 0 0 0ε 0
0
⇒ σ∼ =
σ1 0 0σ2 0
∼ σ1
 (2.18)
Le grain 0 est mou, i.e. élastoplastique, et « cherche » donc à se déformer préférentiellement dans
la direction transverse (direction 1), mais les grains adjacents vont à l’encontre de cette tendance
(cf. figure 2.15a). Le grain central se retrouve donc en traction dans la direction transverse. La
surface de charge s’approche de σ1 − σ2 = σy, ce qui est cohérent avec la pente voisine de 1
obtenue dans la partie plastique de l’écoulement.
Pour le cas ∗–0–45, le même raisonnement est utilisé. Les grains adjacents suivent un com-
portement élastoplastique et se déforment plus dans la direction 1. Le grain central suit un
comportement élastique et devrait, par effet Poisson, légèrement se déformer transversalement.
Étant donné qu’il suit les déformations dictées par le voisinage, l’état de contrainte–déformation
dans le grain central est :
ε∼ =
−ε 0 0ε 0
0
⇒ σ∼ =
−σ 0 0σ 0
0
 (2.19)
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Fig. 2.16 – Cartes (a) du facteur de Schmid et (b-g) de déformation plastique cumulée pour
différentes orientations du grain fermé (entouré en blanc).
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Fig. 2.17 – Cartes (a) du facteur de Schmid et (b-g) de déformation plastique cumulée pour
différentes orientations du grain ouvert (entouré en blanc).
Contre nature, le grain central se retrouve comprimé par les grains voisins, d’où la pente néga-
tive.
2.4 Compléments sur l’étude 2D
2.4.1 Influence de l’orientation d’un grain sur le reste de l’agrégat
Jusqu’à maintenant, nous avons essentiellement étudié l’effet sur un grain, de la variation de
la texture du reste de l’agrégat. L’intérêt de cette section est de traiter le problème inverse. Nous
faisons donc varier uniquement l’orientation d’un grain en surface pour observer les répercussions
sur les premières couronnes de grains adjacents et sur le reste de l’agrégat.
Les figures 2.16 et 2.17 montrent, chacune pour une texture donnée, les cartes d’isovaleurs
de déformation plastique cumulée avec différentes orientations pour le grain fermé et ouvert en
surface. On constate dans un premier temps que cette variation a un impact dans des zones
localisées jusqu’à quelques rangées de grains. Dans le premier cas, la bande de localisation de
déformation plastique qui traverse l’agrégat s’intensifie lorsque l’orientation du grain s’approche
de 45° (cf. figure 2.16e). Dans le second, lorsque θ s’approche de 45°, une nouvelle zone de
localisation se crée au niveau du grain ouvert, ce qui diminue la localisation dans la bande de
localisation traversant l’agrégat.
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Trois textures différentes ont été testées. Comme précédemment, on procède à la fois sur un
grain ouvert et sur un grain fermé. L’impact de l’orientation du grain est étudié sur deux cou-
ronnes de grains. La nomenclature des grains concernés est expliquée en figures 2.18a et 2.18b.
La variation de déformation plastique moyenne dans les grains des deux premières couronnes
sont reportées en fonction de l’orientation du grain (cf. figure 2.18). Premièrement, c’est le grain
lui-même qui est le plus affecté par sa variation d’orientation. Ensuite, ce n’est pas forcément
l’orientation à 45° qui entraîne le plus de plasticité dans ce grain.
Une redistribution de la plasticité est donc constatée : si le grain devient plus mou, il subit
plus de déformation plastique et soulage une partie des grains voisins. D’autres grains plastifient
plus par la création de chemins (ou d’assemblages) de grains mous faiblement désorientés dans
lesquels la plasticité se localise. L’ampleur de la variation de déformation plastique est assez
variable. Elle ne dépend pas, à première vue, de la forme du grain, i.e. qu’il soit ouvert ou fermé.
Un assemblage de grains plutôt mous, alignés en diagonale et avec une faible désorientation
créant un chemin de propagation, peut donc être critique. Cependant, un phénomène d’écran-
tage peut apparaître si un grain mou, situé à quelques rangées, vient subir une partie de la
déformation plastique et limiter la localisation dans le « chemin » des grains mous.
2.4.2 Calculs sur agrégats 2D bruités
L’influence de la géométrie du grain en surface, ouvert ou fermé, a été étudié dans ce chapitre.
Cependant, les grains fermés sont deux fois plus volumineux que les grains ouverts. Afin de
s’assurer que c’est bien un effet géométrique et non un effet de taille, les calculs sur agrégats
aléatoires ont été réalisés à nouveau sur des maillages « bruités ».
Pour chacun des 800 calculs, un nouveau maillage a été construit à partir d’une décomposi-
tion de Voronoï. On se base sur les positions initiales des germes identiques à celles du maillage
classique à grains hexagonaux réguliers, auxquelles on ajoute un bruit. Cette fois, au lieu de
conserver une forme et une taille de grain homogène dans l’agrégat, on obtient des formes moins
régulières et des tailles de grains plus variables (cf. figure 2.19).
La déformation plastique cumulée moyenne et son écart type par intervalle d’orientation
sont reportés en fonction de l’orientation en figure 2.20. La comparaison avec les résultats sur
l’agrégat formé de grains hexagonaux réguliers (figure 2.4, page 53) ne montre pas de différences
notables. Les mêmes tendances sont observées :
– valeurs plus élevées en surface, avec aussi plus de dispersion ;
– effet de voisinage plus prononcé à cœur.
En revanche, les différences entre grains ouverts et fermés s’estompent, étant donnée la pertur-
bation de leur forme par le bruit.
Perturber la forme des grains nous permet de disposer de résultats pour différentes tailles de
grains. Les distributions de taille des grains de surface et à cœur sont présentées en figure 2.21a.
Une plage importante de taille de grain est donc traitée. Les tailles des grains en surface suivent
deux modes dus aux grains ouverts et fermés. Bien que leur forme soit modifiée par rapport au
maillage « en nid d’abeilles », ils restent proches de cette forme initiale.
À partir de ces données, nous pouvons étudier l’influence de la taille de grain couplée à
l’orientation cristallographique. La figure 2.21b montre la valeur moyenne de déformation plas-
tique en fonction de l’orientation et du volume du grain. On observe une certaine linéarité de
la courbe p = f(θ) lorsque le volume du grain Vg varie. L’influence de la taille de grain n’est
donc pas caractérisée en moyenne. Il n’est cependant pas exclu qu’il y ait une influence sur la
dispersion des valeurs à l’échelle locale. Nous conclurons donc que la différence entre les grains
ouverts et fermés est essentiellement due à leur forme et non à leur taille.
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(a) Nomenclature pour le grain ouvert (b) Nomenclature pour le grain fermé
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Fig. 2.18 – Variation de la déformation plastique cumulée moyenne 〈p〉g dans les grains adja-
cents en fonction de l’orientation du grain C (fermé) ou O (ouvert). Les couronnes de grains
sont réunies par couleur. La variation est calculée en se basant sur le résultat obtenu pour une
orientation à θ = 0.
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Fig. 2.19 – Exemples de maillages d’agrégat 2D bruités.
2.5 Résumé
Par l’utilisation d’un modèle de plasticité cristalline simplifié appliqué à un problème 2D,
nous avons pu étudier un grand nombre de configurations d’orientation à différents niveaux
de chargements cycliques. L’analyse statistique menée sur la base des résultats obtenus sur
des agrégats aléatoires et sur les clusters ont permis de mettre en évidence l’effet de voisinage
ou l’effet de cluster. La réponse mécanique d’un grain et la vulnérabilité à la fatigue qui en
découle ne sont pas uniquement liées à son orientation cristalline propre. En effet, l’orientation
des grains adjacents peut être source de déviation des sollicitations au niveau local ou source
d’incompatibilités de déformation élastique et/ou plastique au niveau des joints de grains. Pour
prédire l’amorçage de fissure à l’échelle des grains, il ne faut donc pas uniquement considérer
les paramètres intrinsèques d’un grain mais aussi ceux de son voisinage.
Il a également été montré que les grains en surface plastifient plus que les grains à cœur.
Cet effet est d’autant plus marqué à faible amplitude de chargement.
Une importante multiaxialité locale a également été révélée à l’échelle des grains, notamment
en présence de fortes désorientations dans les clusters.
La forme des grains en surface semble jouer un rôle dans leur comportement. D’une certaine
manière elle conditionne leur tendance à se comporter comme un monocristal ou comme un
grain baignant dans la matrice.
Compte tenu de toutes ces observations, il faut garder à l’esprit que la simplicité du modèle
utilisé dans ce chapitre, en regard de la complexité géométrique et physique du problème réel,
implique que nos conclusions mettent en lumière des pistes qu’il convient d’explorer par une
étude plus fine. Il est nécessaire de passer à une modélisation tridimensionnelle pour prendre
en compte le voisinage dans toutes les directions de l’espace, pouvoir calculer les projections
du glissement sur la surface et obtenir la hauteur et l’orientation des intrusions/extrusions en
surface.
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Fig. 2.20 – Comportement plastique de différents types de grains en fonction de l’orientation
cristallographique sur la base de calculs avec maillages bruités.
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Fig. 2.21 – (a) Distribution des tailles de grain dans l’ensemble des 800 agrégats bruités. (b)
Plasticité cumulée en fonction de l’orientation et du volume du grain.
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Nous présentons dans ce chapitre la mise en place et les résultats de la modélisation 3D du
problème. La problématique de l’amorçage et micropropagation des fissures courtes est intrin-
sèquement tridimensionnelle, car elle dépend de l’orientation cristalline et de l’agencement des
grains dans le polycristal.
Le but est ici d’obtenir une information volumique sur la localisation de la déformation
plastique dans l’agrégat en utilisant des conditions aux limites « classiques ». L’aspect tridi-
mensionnel apportera plus de détails sur l’orientation et la hauteur des PSM en surface du
polycristal suivant les types de chargement. Cela apporte aussi des informations locales plus
riches à dépouiller, ce qui nous amènera à utiliser et développer différents post-traitements spé-
cifiques. Les grains ne se définissent plus uniquement comme « mous » ou « durs », comme dans
l’étude en deux dimensions, mais plutôt par le facteur de Schmid, leur position dans le triangle
standard et leur désorientation cristalline avec leurs voisins.
Nous débuterons par l’identification des paramètres de notre loi de comportement sur des
données d’essais de fatigue. Ensuite, nous présenterons en détail la mise en place des calculs
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Coefficient C1111 C1122 C1212
Valeur [MPa] 197 000 125 000 122 000
Tab. 3.1 – Valeurs des coefficients de la matrice d’élasticité cubique pour l’acier 316L, d’après
Huntington [25].
avec leur parallélisation. Enfin, nous étudierons les résultats des calculs suivant différents axes :
– effet de la densité du maillage
– influence du chargement
– influence de l’orientation d’un point de vue statistique sur un chargement uniaxial
3.1 Identification des paramètres du modèle sur l’acier 316L
3.1.1 Matrice d’élasticité
L’acier 316L est principalement constitué de grains austénitiques. Cela correspond à la
phase Feγ qui comporte un réseau cristallin de type CFC (Cubique à Faces Centrées). Le
comportement élastique local est donc caractérisé par une matrice d’élasticité de type cubique.
Cette matrice d’élasticité, utilisée dans les calculs EF d’agrégats polycristallins, est définie dans
la base cristalline ([100], [010], [001]) par trois coefficients C1111, C1122 et C1212.
C≈ =

C1111 C1122 C1122 0 0 0
C1122 C1111 C1122 0 0 0
C1122 C1122 C1111 0 0 0
0 0 0 C1212 0 0
0 0 0 0 C1212 0
0 0 0 0 0 C1212

(3.1)
Ces coefficients sont donnés par Huntington [25] et répertoriés dans le tableau 3.1, il n’est
donc pas nécessaire de les identifier.
3.1.2 Modèle de comportement monocristallin
Le comportement plastique de chaque grain est régi par le modèle de monocristal de Méric–
Cailletaud [86] présenté en détail dans la section 1.3.1. Nous nous contentons de rappeler les
équations de comportement du modèle. La surface de charge, basée sur la cission résolue τ s est
calculée pour chaque système s à partir du tenseur de contraintes σ∼ et du tenseur d’orientation
m∼
s. L’expression du taux de glissement plastique de chaque système fait intervenir une loi
d’écoulement viscoplastique de type Norton et comporte un terme d’écrouissage isotrope rs et
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un terme d’écrouissage cinématique xs.
ε˙∼
p =
∑
s
γ˙sm∼
s (3.2)
τ s = σ∼ : m∼
s (3.3)
m∼
s = 12
((
ls ⊗ ns)+ (ns ⊗ ls)) (3.4)
γ˙s = vs sign(τ s − xs)v˙s (3.5)
v˙s =
〈 |τ s − xs| − τ0 − rs
K
〉n
avec 〈x〉 =
{
x si x ≥ 0
0 si x < 0
(3.6)
γ˙s = sign(τ s − xs)v˙s (3.7)
Les lois d’évolutions des écrouissages sont non linéaires à saturation et font intervenir la matrice
d’interaction h :
xs = cαs (3.8)
α˙s = γ˙s − dαsv˙s (3.9)
rs = bQ
∑
r
hsrρ
r (3.10)
ρ˙s = (1− bρs)v˙s (3.11)
Les équations (3.10) et (3.11) peuvent se rassembler en une seule :
rs = Q
∑
r
hsr
(
1− e−bvr
)
(3.12)
Comme mentionné précédemment, l’acier 316L est constitué de grains austénitiques dont le
réseau cristallin est de type CFC. Les systèmes de glissement associés correspondent aux plans
et directions atomiques les plus denses. Ici, il s’agit des systèmes de glissement octaédriques,
caractérisés par les plans de type {111} et les directions de type 〈110〉. Ces systèmes, illustrés
par la figure 1.12b (cf. section 1.2.2), sont listés selon la numérotation dans le code Zebulon et
la notation de Boas dans le tableau 1.1.
La matrice d’interaction h, proposée par Franciosi [26, 152], pour le réseau CFC fait in-
tervenir 6 coefficients, qui sont décrits plus précisément dans [153]. Une brève description de
chaque type d’interaction est donnée en se basant sur le système no 1 (B4 en notation de Boas,
cf. tableau 1.1), le nombre entre parenthèses correspond au nombre d’interactions de ce type
pour un seul système :
h1 : Auto-écrouissage (1 système : B4)
Ce coefficient représente l’auto-écrouissage des systèmes de glissement sur eux-mêmes. On
parle aussi d’interaction dipolaire.
h2 : Interaction coplanaire (2 systèmes : B2 et B5)
Il s’agit des interactions entre systèmes de même plan.
h3 : Jonction de Hirth (2 systèmes : C3 et B3)
Cela représente l’interaction entre les systèmes dont les vecteurs de Burgers (i.e. les di-
rections de glissement) sont orthogonaux.
h4 : Interaction colinéaire (un système : D4)
Interaction entre un système de glissement et son système dévié, i.e. de même direction
mais de plan différent.
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Identification par Dynamique Discrète des Dislocations
Auteur Année a1 a2 a3 a4 a5 a6 Matériau
Madec [107] 2003 0,051 1.265 0,075 0,084
Devincre [156] 2006 0,045 0,625 0,137 0,122 Cuivre
Monnet [154] 2009 0,124 0,124 0,07 0,625 0,137 0,122 Acier 316L
Identification par méthode inverse sur le modèle physique de Tabourot [80]
Auteur Année a1 a2 a3 a4 a5 a6 Données
Gérard [20] 2008 0,025 0,01 0,04 14,3 0,6 0,5 Polycristaux de cuivre
Identification par méthode inverse sur le modèle phénoménologique de Méric–Cailletaud [86]
Auteur Année h1 h2 h3 h4 h5 h6 Données
Méric [157] 1994 1 4,4 4,75 4,75 4,75 5 Monocristaux de cuivre
Gérard [20] 2008 1 1 0,2 90 3 2,5 Polycristaux de cuivre
Tab. 3.2 – Récapitulatif des résultats de plusieurs études numériques visant à déterminer les
coefficients de la matrice d’interaction a ou h pour le réseau CFC.
h5 : Jonction glissile (4 systèmes : A2, C5, D1 et D6)
Il s’agit des systèmes partagent le même plan de glissement que le système dévié du
système en question et des systèmes déviés des systèmes coplanaires.
h6 : Verrous de Lomer (2 systèmes : A6 et C1)
Les systèmes faisant intervenir ce type d’interaction ont leur système dévié dans le même
plan de glissement.
La forme de la matrice d’interaction des réseaux cristallins de type CFC est décrite dans
le tableau 3.3. L’identification des coefficients hi a fait l’objet de récents travaux numériques.
D’une part avec une approche physique, en passant par la Dynamique Discrète des Disloca-
tions [109, 154], d’autre part avec une approche plus phénoménologique, alliant calculs d’agré-
gats et modèles d’homogénéisation [20, 155]. Les résultats de ces études sont répertoriés dans le
tableau 3.2. Étant donné que les modèles utilisés diffèrent pour chacune de ces études, il n’y a
pas d’analogie directe entre les coefficients hi et ai. Les modèles physiques font appel à une loi
d’écrouissage de forme quadratique proposée par Franciosi et al. [152]. L’évolution de la cission
critique est définie comme suit :
τ src = αµb
√∑
p
asrρr (3.13)
où µ est le module de cisaillement, b la norme du vecteur de Burgers et α un paramètre adi-
mensionnel. On déduit de cette équation que hi est proportionnel à a2i .
On peut souligner les difficultés rencontrées pour identifier ces coefficients tant par les mé-
thodes expérimentales que numériques. Les valeurs identifiées restent donc critiquables. Les
conclusions principales de ces travaux permettent plus particulièrement de classer l’importance
de chaque type d’interaction dans le phénomène d’écrouissage du matériau. Notamment, le rôle
des interactions de type colinéaire a été caractérisé comme prépondérant [20, 154].
Étudier l’influence de cette matrice ne fait pas partie de nos objectifs. La plupart des études
numériques réalisées sur les polycristaux l’ont considérée soit diagonale soit pleine [80]. Nous
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Système A2 A3 A6 B2 B4 B5 C1 C3 C5 D1 D4 D6 ns/ls
A2 h1 h2 h2 h4 h5 h5 h3 h5 h6 h3 h6 h5 (111)[011]
A3 h1 h2 h5 h3 h6 h5 h4 h5 h6 h3 h5 (111)[101]
A6 h1 h5 h6 h3 h6 h5 h3 h5 h5 h4 (111)[110]
B2 h1 h2 h2 h3 h6 h5 h3 h5 h6 (111)[011]
B4 h1 h2 h6 h3 h5 h5 h4 h5 (111)[101]
B5 h1 h5 h5 h4 h6 h5 h3 (111)[110]
C1 h1 h2 h2 h4 h5 h5 (111)[011]
C3 h1 h2 h5 h3 h6 (111)[101]
C5 sym h1 h5 h6 h3 (111)[110]
D1 h1 h2 h2 (111)[011]
D4 h1 h2 (111)[101]
D6 h1 (111)[110]
Tab. 3.3 – Matrice d’interaction pour les réseaux cristallins de type CFC [26].
Coefficient h1 h2 h3 h4 h5 h6
Valeur 1 1 0,6 12,3 1,6 1,3
Tab. 3.4 – Valeurs choisies pour les coefficients de la matrice d’interaction.
nous contentons de travailler avec un jeu de coefficients « consensuel ». Il a donc été choisi ici
de définir les coefficients hi comme un « compromis » entre les résultats découlant des études
citées précédemment. Ces valeurs sont répertoriées dans le tableau 3.4.
La loi explicitée dans cette section décrit le comportement local d’un monocristal, qui est
fortement anisotrope. Pour l’identifier directement, il faudrait disposer de résultats d’essais sur
des monocristaux. Les données expérimentales proviennent d’essais réalisés à l’échelle macro-
scopique sur le matériau polycristallin lors de campagnes d’essais effectués par EDF sur le
316L [158]. Le comportement macroscopique du 316L est très proche d’un matériau isotrope.
Il faut donc identifier les paramètres de la loi de comportement sur un Volume Élémentaire
Représentatif (VER). Pour cela, il faut réaliser une transition d’échelle entre le comportement
d’un grain isolé (monocristal anisotrope) et le VER (polycristal isotrope).
3.1.3 Modèle de transition d’échelle
La transition d’échelle entre le monocristal et le polycristal peut être assurée par des modèles
à champs moyens, basés sur le problème d’inclusion formulé par Eshelby [93]. Notre identification
s’appuie sur les modèles de Berveiller–Zaoui (BZ) [95] et Cailletaud–Pilvin (règle en β) [97, 99,
101] déjà présentés en section 1.3.2. Nous rappelons donc les équations du modèle BZ :
σ∼
i = Σ∼ + 2µ(1− β)α
(
E∼
p − ε∼p,i
)
(3.14)
β = 2(4− 5ν)15(1− ν) (3.15)
1
α
= 1 + µ3E
p
mises
2Σmises
(3.16)
où Epmises et Σmises sont les valeurs équivalentes au sens de von Mises des tenseurs macrosco-
piques de déformation plastique E∼
p et de contraintes Σ∼ .
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Module E ν µ
Valeur 190 000 0,3 70 000
Unité MPa MPa
Tab. 3.5 – Valeurs des modules d’élasticité isotrope de l’acier.
Nous rappelons également les équations de la règle en β :
σ∼
i = Σ∼ + 2µ(1− β)
(
B∼ − β∼
i
)
(3.17)
β = 2(4− 5ν)15(1− ν) (3.18)
B∼ =
∑
i
fiβ∼
i (3.19)
β˙
∼
i = ε˙∼
p,i −Dβ
∼
iε˙p,ieq (3.20)
où β
∼
i est la variable tensorielle d’accommodation, ν est le coefficient de Poisson, µ le module
de cisaillement du matériau et D un paramètre matériau dépendant de la microstructure.
Les propriétés élastiques du milieu infini sont définies à partir des modules d’élasticité iso-
trope de l’acier, répertoriées dans le tableau 3.5. Le seul paramètre à identifier pour la transition
d’échelle est D.
3.1.4 Méthodologie
Une première approximation des paramètres est obtenue à l’aide du modèle de Berveiller–
Zaoui [95]. Ce dernier ne nécessite aucune identification de paramètre de transition d’échelle et
donne de bons résultats sur des chargements monotones radiaux. On réalise donc un premier
recalage avec le modèle BZ sur la courbe de traction monotone jusqu’à ε = 1 %.
L’identification est ensuite réalisée par méthode inverse en se basant sur la traction mono-
tone jusqu’à 1 % de déformation et sur les cycles stabilisés des essais de fatigue. Nous faisons
l’hypothèse que le 10e cycle simulé correspond au cycle stabilisé expérimental. Les structures
de localisation de déformation plastique se mettant en place très rapidement dans les calculs
d’agrégats polycristallins, il suffit de simuler quelques cycles pour obtenir des résultats qua-
litatifs pertinents quant aux configurations critiques. De plus, il reste très difficile, au niveau
numérique, de réaliser 10 cycles dans un calcul EF d’agrégats avoisinant le million de DDL 1.
3.1.5 Résultats
Les paramètres identifiés et les courbes résultantes sont présentés respectivement dans le
tableau 3.6 et en figure 3.1. On observe une très bonne concordance pour la traction et les
faibles amplitudes.
1. DDL : Degré De Liberté.
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Loi Élasticité cubique Plasticité cristalline
Paramètre C1111 C1122 C1212 τ0 K n Q b c d
Valeur 197 000 125 000 122 000 40 12 11 10 3 40 000 1 500
Unité MPa MPa MPa MPa MPa.s-n MPa MPa
Loi Matrice d’interaction Transition d’échelle
Paramètre h1 h2 h3 h4 h5 h6 E ν µ D
Valeur 1 1 0,6 12,3 1,6 1,3 190 000 0,3 70 000 192
Unité MPa MPa
Tab. 3.6 – Valeurs des paramètres issus de l’identification.
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Fig. 3.1 – Comparaison entre les courbes numériques issues de l’identification et les courbes
expérimentales issues des essais sur le 316L.
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(a) (b)
Fig. 3.2 – Maillage d’agrégat polycristallin de 291 grains : (a) Topologie obtenue à partir d’une
répartition de germes réglée. (b) Maillage fin obtenu après bruitage.
3.2 Mise en place des calculs
3.2.1 Maillage
Le maillage est composé d’un agrégat de 291 grains formés à partir d’une décomposition de
Voronoï sur un domaine de 250µm× 250µm× 125µm. Une répartition régulière des germes est
utilisée, un bruit brownien est ensuite appliqué sur la position des germes. La répartition initiale
des germes donnerait lieu, suite à la décomposition, à la formation d’octaèdres tronqués comme
illustré en figure 3.2a. Dans cette configuration, les grains ont une taille et une forme fixe, tant
qu’ils ne sont pas coupés par les limites de l’agrégat. Les joints de grains sont orientés soit
parallèlement, soit perpendiculairement, soit à 45° par rapport aux directions de chargement (x
et y). Après bruitage, on obtient des grains de formes plus variables, avec une taille très proche
de 50–55µm (cf. figure 3.3).
3.2.2 Conditions aux limites
La présence d’une surface libre doit se limiter à une face. En effet, cette particularité affecte
de manière non négligeable les résultats dans les grains en fonction de leur proximité de la
surface libre. Nous avons choisi de conserver la planéité des faces correspondant aux limites
entre l’agrégat et « le reste de la matière ». Pour cela, dans le cas d’un chargement uniaxial
lorsque la déformation transversale est inconnue, une condition de type mpc 2 est appliquée pour
fixer le déplacement normal uniforme sur toute la face. Nous verrons que ce type de condition
2. MPC : contrainte multipoint, de l’anglais « Multi-Point Constraint ».
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Fig. 3.3 – Distribution des diamètres de grain dans le maillage bruité.
aux limites affecte significativement les résultats dans la première rangée de grains liés à la face
en question.
Dans l’ensemble des calculs réalisés dans ce chapitre, des conditions de symétrie sont appli-
quées sur les faces cachées X0, Y0 et Z0 et la surface Z1 est libre de contrainte (cf. figure 3.2b).
4 types de chargement sont considérés, deux uniaxiaux et deux biaxiaux (chacun en phase) :
(a) uniaxial-x
– Face X1 : déplacement normal homogène cyclique donnant ε11 = ±0,2 %
– Face Y1 : déplacement normal homogène réglé par mpc
(b) uniaxial-y
– Face X1 : déplacement normal homogène réglé par mpc
– Face Y1 : déplacement normal homogène cyclique donnant ε22 = ±0,2 %
(c) biaxial-eq
– Face X1 : déplacement normal homogène cyclique donnant ε11 = ±0,14 %
– Face Y1 : déplacement normal homogène cyclique donnant ε22 = ±0,14 %
(d) biaxial
– Face X1 : déplacement normal homogène cyclique donnant ε11 = ±0,2 %
– Face Y1 : déplacement normal homogène cyclique donnant ε22 = ±0,2 %
Le niveau de sollicitation du chargement biaxial-eq est fixé pour donner une déformation équi-
valente au sens de von Mises égale à celle des cas uniaxiaux, i.e. εmises = ±23(1 + ν) × 0,2 %.
Cette déformation équivalente est calculée sous l’hypothèse d’un matériaux à comportement
élastique isotrope.
3.2.3 Parallélisation du calcul
Dans le cas de calculs EF sur des maillages comportant un nombre conséquent de DDL,
la résolution du système linéaire devient trop coûteuse par rapport aux capacités de calcul
des ordinateurs, à la fois en termes de mémoire et de vitesse de calculs. Pour passer outre
cette limitation, la parallélisation du calcul devient indispensable. La partie solveur du code EF
Zebulon comporte la particularité d’être entièrement parallélisée [159]. Ceci apporte la possibilité
de décomposer le calcul en plusieurs sous-domaines et de résoudre le problème par la méthode
FETI 3 [160]. Cette méthode de calcul EF par décomposition de domaines est présentée en
annexe C. Le lecteur y trouvera aussi des éléments concernant les solveurs, la gestion des modes
rigides et les méthodes de découpage, dans le cas particulier de nos calculs d’agrégats.
3. FETI : de l’anglais « Finite Element Tearing and Interconnecting method ».
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Remarque
Concernant les calculs réalisés dans tout ce chapitre, seule la résolution via le solveur
sparse_direct a permis au calcul d’aboutir de manière systématique. En effet, la convergence
du problème global devient difficile lors de la première phase de compression, au moment de la
reprise de l’écoulement plastique. Les obstacles pouvant venir à la fois des hétérogénéités, de
la nature du problème, de l’implémentation du traitement des conditions de type mpc et de la
méthode de découpage en sous-domaines, il est difficile de déterminer la cause et d’apporter les
modifications nécessaires à la mise en données ou directement au code EF. L’optimisation de ces
calculs d’agrégats parallèles sous chargement cyclique nécessite d’identifier les points bloquants
par la réalisation de tests avec diverses configurations, démarche qui a été menée en partie dans
le cadre de cette thèse, sans qu’une solution définitive ne soit apportée. Une fois les points
bloquants identifiés, des développements pointus d’ordre purement algorithmique peuvent être
nécessaires, ce qui n’est pas l’objet de notre travail.
3.2.4 Paramètres et variables étudiés
L’objectif de ce travail de thèse est d’étudier l’influence des paramètres microstructuraux sur
la formation des fissures de fatigue, notamment sur la localisation de la déformation plastique.
Cette influence sera caractérisée à travers différentes variables et à différentes échelles (valeurs
aux points de Gauss et valeurs moyennées par grain). Nous présentons dans cette section les
paramètres, qui sont connus avant les calculs EF, et les variables issues des résultats de calcul.
Paramètres
À l’échelle du point de Gauss, on retrouve en plus des paramètres d’orientation cristalline
comme le facteur de Schmid, des paramètres plutôt géométriques qui renseignent sur la situation
du point vis-à-vis des particularités microstructurales de l’agrégat étudié :
– dsurf : distance entre le point de Gauss et la surface libre.
– dGB : distance entre le point de Gauss et le joint de grains le plus proche.
Les paramètres à l’échelle du grain ou du joint de grains, renseignent à la fois sur la géométrie
du grain, son orientation cristalline par rapport à la direction de chargement ou à l’orientation
cristalline des autres grains :
– Afree : aire de la surface libre du grain.
– Vg : volume du grain.
– 〈dsurf〉g : distance du grain par rapport à la surface libre.
– Mmax : facteur de Schmid maximal.
– ∆θiw : désorientation pondérée d’un grain vis-à-vis de ses voisins directs. La désorientation
∆θi,j entre deux grains i et j, est calculée selon les bases énoncées par Randle [22]. Elle
prend en compte les symétries du cristal cubique (cf. annexe B). Une routine C++ a
été développée sous forme de greffon Z-set pour détecter, sur un maillage quelconque,
les grains adjacents ainsi que la surface de contact entre les grains i et j, notée Si,j . La
désorientation ∆θiw, d’un grain i est calculée en pondérant chaque désorientation ∆θi,j
par la surface de contact avec le grain adjacent j.
∆θiw =
1∑
j S
i,j
∑
j
Si,j∆θi,j (3.21)
3.2 Mise en place des calculs 87
– θGB/load : orientation géométrique du joint de grains par rapport à la direction de char-
gement.
– orientation dans le triangle standard (SST 4), i.e. par figure de pôle inverse obtenue par
projection stéréographique. Plus de détails sont donnés en annexe, section B.3.
– localisation du grain dans l’agrégat (en surface, à cœur, aux conditions aux limites).
Variables
Les variables étudiées dans ce chapitre sont :
– ∑ γcum : la somme des glissements cumulés, représentative de l’énergie dépensée dans le
mouvement des dislocations. Elle est plus ou moins reliée à la densité de dislocations.
– εpmises : la déformation plastique équivalente au sens de von Mises.
εpmises =
√
2
3ε∼
p : ε∼p (3.22)
– σmises : la contrainte équivalente au sens de von Mises.
σmises =
√
3
2s∼ : s∼ avec s∼ = devσ∼ (3.23)
– σtriax : le taux de triaxialité, témoin de la multiaxialité locale et moteur de la rupture
ductile à une échelle macroscopique.
σtriax =
Trσ∼
3σmises
(3.24)
– Nγ : le nombre de systèmes de glissements actifs i.e. pour lesquels
v˙s >
1
100 maxs v˙
s et v˙s > 1× 10−4 s−1 (3.25)
Il faut noter qu’en présence de forte localisation de la déformation plastique, le calcul du
tenseur des contraintes peut être perturbé. En effet, lorsque la déformation plastique devient
prédominante, la compressibilité de l’élément diminue. Il se peut donc que des perturbations
apparaissent dans les composantes sphériques du tenseur sous l’effet des oscillations de pres-
sion dans les éléments. Une mauvaise estimation des composantes diagonales du tenseur des
contraintes peut donc survenir. Cela n’a aucun effet si l’on s’intéresse à des variables moyennées
par élément ou à des variables s’appuyant sur le tenseur déviatorique des contraintes comme
σmises.
Plusieurs solutions sont proposées dans la littérature (répertoriées, entre autres, par Ma-
thieu [161]), avec leurs avantages et inconvénients :
– Utiliser des éléments à intégration réduite à un point de Gauss. Le problème d’oscillation
est directement réglé, étant donné qu’il n’y a qu’un seul point d’intégration par élément.
Cependant, avec cette méthode, le nombre de nœuds, donc de DDL devient bien plus
important que le nombre de points de Gauss. La résolution du système linéaire devient trop
gourmande comparée à l’information locale récupérée, le rapport quantité d’information
locale/coût du calcul est faible.
– Ajouter un DDL supplémentaire représentant au choix la pression ou la variation de
volume.
4. SST : triangle standard, de l’anglais « Standard Stereographic Triangle ».
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– Appliquer une correction par post-traitement sur le tenseur des contraintes de manière à
répartir la pression hydrostatique P dans l’élément. On calcule, pour chaque élément, la
moyenne de la trace de σ∼ , que l’on redistribue, à chaque point de Gauss de l’élément en
question, sur les termes diagonaux de σ∼ .
σ∼correc = σ∼ + I∼(〈P 〉e − P ) = σ∼ + I∼
(〈Trσ∼
3
〉
e
− Trσ∼3
)
(3.26)
Cette méthode est peu coûteuse et efficace. Elle a pour seul défaut de réduire légèrement
la discrétisation des contraintes. C’est cette solution qui a été adoptée dans le cadre de
notre étude.
3.3 Résultats et discussion
Les résultats des calculs, au terme du second cycle, à déformation imposée nulle, sont dé-
taillés et analysés dans cette section.
3.3.1 Effet de la densité du maillage
La reproduction numérique de la localisation des déformations plastiques développée en fa-
tigue à l’échelle mésoscopique par calculs d’agrégats se limite encore à des résultats d’ordre
qualitatif. Les phénomènes de mouvement de dislocations ont lieu à une échelle beaucoup trop
fine par rapport à une modélisation mésoscopique. Les calculs d’agrégats renseignent de ma-
nière qualitative sur les effets de localisation de la plasticité dans les polycristaux. La tendance
actuelle, par l’amélioration continue de la puissance de calcul (performance des processeurs, clus-
ters regroupant plusieurs centaines de machines) et des méthodes de calculs (calcul parallèle,
multithreading), permet de s’approcher de plus en plus de l’échelle discrète.
Dans les problèmes où la localisation des contraintes et/ou des déformations plastiques in-
tervient, il est fréquent d’adapter le maillage en conséquence afin de mieux traiter les zones
de localisation. La densité du maillage a été choisie homogène dans l’agrégat de manière à
ne favoriser aucune zone (joints de grains ou cœur des grains). Lors de la génération d’un
maillage d’agrégat par décomposition de Voronoï, des singularités géométriques peuvent ap-
paraître lorsque des points triples sont proches, ce qui entraîne l’apparition d’éléments aplatis
lors de la phase de maillage. Pour éviter ou du moins limiter cet effet, deux points triples sont
fusionnés dès lors que leur distance est inférieure à une distance critique.
Trois densités de maille ont été testées pour donner un point de vue critique sur les effets
de localisation suivant la finesse du maillage. La figure 3.4 présente une visualisation des trois
maillages ainsi que le nombre de nœuds et d’éléments.
Dans cette section, un seul calcul à chargement uniaxial-y est considéré, avec un jeu d’orien-
tation fixe. Les distributions des variables aux points de Gauss sont représentées en figure 3.5. De
manière générale, les distributions paraissent équivalentes quelle que soit la finesse de maillage vu
que la plupart des courbes sont superposées. On peut noter, sur la distribution de la contrainte
de von Mises, la présence, bien que faiblement marquée, des deux « modes », l’un vers 100MPa
et l’autre vers 125MPa. Ceci avait déjà été observé dans ce type de problème, d’une manière
plus prononcée [130]. D’après Osipov et al., le premier pic correspond au cœur des grains alors
que le second proviendrait des zones proches des joints de grains où apparaissent davantage
d’incompatibilités de déformation.
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(a) coarse
23 499 nœuds
16 099 éléments
(b) medium
92 341 nœuds
65 170 éléments
(c) fine
626 899 nœuds
454 673 éléments
Fig. 3.4 – Maillages de l’agrégat polycristallin 3D de 291 grains avec différentes densités de
maillage.
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Fig. 3.5 – Distributions des variables étudiées avec différentes densités de maillage.
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Fig. 3.6 – Distributions des variables étudiées (échelle log) avec différentes densités de maillage.
Cependant, en passant les ordonnées en échelle logarithmique (cf. figure 3.6), l’analyse des
queues de distributions devient plus précise et nous montre qu’un maillage plus fin donne lieu
à une plus forte localisation de la déformation plastique (figures 3.6a et 3.6b). Les queues de
distributions des contraintes et du nombre de systèmes de glissement actifs ne sont pas trop
influencées par cet effet de finesse de maillage. Le tableau 3.7 résume les données statistiques
de ces distributions. On constate donc un écartement des bornes, une stagnation des moyennes
et une augmentation significative de l’écart type pour chacune des variables dès lors que la
densité de maillage augmente. De même, un accroissement significatif de l’écart type est obtenu
uniquement pour les variables décrivant les déformations plastiques.
Un autre regard est maintenant donné du point de vue des moyennes par grain. Les moyennes
par grain, entourées des valeurs 〈•〉g − 〈•〉∗g/2 et 〈•〉g + 〈•〉∗g/2, reflétant l’écart type au sein du
grain, sont reportées en figure 3.7. La courbe référence est celle correspondant au maillage
fin. On remarque que, plus le maillage devient fin, plus les valeurs des moyennes par grain
convergent vers la courbe de référence. Les oscillations de la courbe du maillage medium autour
de la courbe référence restent assez faibles (5 % au maximum), cela nous amène à penser qu’en
termes de moyennes par grain, le maillage medium est suffisant. Cependant, l’augmentation
de l’écart type au sein des grains avec la finesse du maillage montre bien qu’il est préférable
de mener les études locales sur le maillage le plus fin possible. Dans le cas de la déformation
plastique (∑ γcum et εpmises), l’écart type augmente avec la finesse de maillage, preuve d’une
localisation plus prononcée. La figure 3.7f montre que le nombre de systèmes actifs Nγ est aussi
influencé par la taille de maille, dans le même ordre que la déformation plastique.
Avec un maillage plus fin, les points d’intégration se rapprochent de plus en plus des singu-
larités du problème, ici il s’agit des conditions aux limites et des joints de grains. Nous avons
donc reporté les valeurs aux points de Gauss des variables étudiées en fonction de la distance
aux joints de grains dGB en figure 3.8 et en fonction de la distance à la surface libre en figure 3.9.
Les courbes moyennes présentent une pente quasi nulle, la distance aux joints de grains ne
semble donc pas influer sur la moyenne des variables et ce pour chaque niveau de discrétisation
(figure 3.8). Néanmoins, c’est très près des joints de grains que l’on obtient des valeurs à la fois
très élevées et très faibles pour les valeurs aux points de Gauss. La dispersion de ces valeurs
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Maillage Min Moyenne Max Écart type
coarse 6.89e-07 1.91e-02 8.37e-02 6.95e-03
medium 0.00e+00 1.89e-02 1.11e-01 7.28e-03
fine 0.00e+00 1.90e-02 1.47e-01 7.72e-03
(a)
∑
γcum
Maillage Min Moyenne Max Écart type
coarse 4.91e-07 1.03e-03 3.87e-03 3.23e-04
medium 0.00e+00 1.04e-03 5.05e-03 3.62e-04
fine 0.00e+00 1.05e-03 6.44e-03 4.10e-04
(b) εpmises
Maillage Min Moyenne Max Écart type
coarse 3.79e+01 1.21e+02 2.39e+02 2.32e+01
medium 3.50e+01 1.20e+02 2.22e+02 2.29e+01
fine 2.68e+01 1.21e+02 2.54e+02 2.32e+01
(c) σmises
Maillage Min Moyenne Max Écart type
coarse -1.04e+02 2.36e-03 1.05e+02 1.61e+01
medium -1.03e+02 4.34e-02 1.30e+02 1.61e+01
fine -1.32e+02 1.67e-02 1.45e+02 1.67e+01
(d) σ33
Maillage Min Moyenne Max Écart type
coarse -2.44e-01 3.21e-01 9.75e-01 1.10e-01
medium -3.53e-01 3.21e-01 1.14e+00 1.13e-01
fine -5.32e-01 3.21e-01 1.87e+00 1.16e-01
(e) σtriax
Maillage Min Moyenne Max Écart type
coarse 0.00e+00 3.81e+00 8.00e+00 1.15e+00
medium 0.00e+00 3.75e+00 8.00e+00 1.16e+00
fine 0.00e+00 3.73e+00 8.00e+00 1.17e+00
(f) Nγ
Tab. 3.7 – Données statistiques sur les valeurs aux points de Gauss des variables étudiées dans
l’ensemble de l’agrégat avec différentes densités de maille.
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Fig. 3.7 – Influence de la densité de maille sur la distribution des variables étudiées. Sont
présentées les valeurs moyennes des variables par grain ainsi que l’écart type à l’intérieur du
grain. Les labels des grains sont en ordre croissant suivant les valeurs obtenues avec le maillage
fin.
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diminue progressivement au fur et à mesure que l’on rejoint le cœur du grain. Il faut aussi tenir
compte du fait qu’il y a davantage de points de Gauss près des joints de grains, ce qui facilite la
dispersion pour des dGB faibles. Cette localisation obtenue aux joints de grains n’est peut-être
pas aussi proche de la réalité. En effet, comme nous l’avons vu en section 1.2.2, les joints de
grains représentent un point particulier des polycristaux dont le comportement est difficilement
identifiable ou exploitable. Les maillages grossier et moyen ne font pas ressortir aussi nettement
cette localisation aux joints de grains, d’où l’intérêt de travailler avec un maillage fin. À partir
de maintenant, tous les calculs seront effectués sur le maillage fin.
La surface joue aussi un rôle dans les phénomènes de localisation dans les polycristaux, les
mêmes graphiques sont tracés en fonction de la distance à la surface dsurf en figure 3.9. Comme
dans le cas précédent, toutes les valeurs moyennes n’évoluent pas (ou très peu) en fonction de
dsurf . De même la finesse de maillage conduit à une dispersion plus élevée et ce quelle que soit la
valeur de dsurf . Malgré la dispersion plus faible constatée avec les maillages les moins denses, les
mêmes tendances sont reproduites. La dispersion de la déformation plastique en surface libre
(face Z1) et en face Z0 est beaucoup plus élevée que dans le reste de l’agrégat. En terme de
contrainte équivalente, on arrive au même constat. Laisser libre ou fixer le déplacement normal
d’une face de l’agrégat conduit à une forte localisation sur cette zone. De légers pics se dessinent
à intervalles plus ou moins réguliers, signe de localisation aux barrières microstructurales. Les
valeurs discrètes de la contrainte σ33 ainsi que du taux de triaxialité se dispersent au fur et à
mesure que l’on s’éloigne de la surface libre.
Qu’il s’agisse de la surface libre ou de la face Z0 bloquée, la dispersion des valeurs n’est
perturbée que sur une zone d’environ 10–15µm. On peut donc conclure que l’effet de surface
libre et l’effet de bords est atténué dès la seconde rangée de grains. L’effet de surface libre ne se
confond donc pas avec l’éloignement vis-à-vis de la condition aux limites opposée à la surface
libre : ces deux effets sont donc indépendants.
3.3.2 Effet du type de chargement
Nous étudions ici les différences de résultats entre les quatre chargements, tous appliqués à
la même microstructure, i.e. même maillage et même jeu d’orientation.
Étude des champs locaux en surface
Tout d’abord, l’analyse porte sur les isovaleurs en surface libre de l’agrégat, i.e. la face Z1.
Afin de donner plus d’informations sur la microstructure de surface, la figure 3.10 représente
une carte EBSD « améliorée ». En plus de l’orientation cristalline des grains, l’épaisseur des
traits décrivant les joints de grains est proportionnelle à la désorientation entre les deux grains
adjacents. Bien que la couleur de deux grains adjacents soit très proche, la désorientation peut,
elle, être élevée. En effet, la désorientation se base sur l’orientation des deux repères locaux
dans leur intégralité alors que la carte EBSD ne renseigne que sur l’orientation du chargement
dans le repère local du grain, i.e. la direction de chargement par rapport à la normale au plan
de glissement, peu importe la direction de glissement.
Les cartes de la somme des glissements ∑ γcum et de la déformation plastique équivalente
εpmises sont présentées respectivement en figures 3.11 et 3.12. D’un point de vue global, on
remarque que les zones de localisation diffèrent suivant les chargements. Dans le cas des char-
gements uniaxiaux (figures 3.11a, 3.12a, 3.11b et 3.12b), la déformation plastique semble créer
des bandes de localisations orientées à ±45◦ de la direction de chargement. Cette observation
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(e)
Fig. 3.8 – Valeurs aux points de Gauss des variables étudiées en fonction de la distance au
joint de grains dGB. Sont présentées à la fois les valeurs discrètes (en clair) et les moyennes par
intervalle (en foncé).
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(a) (b)
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Fig. 3.9 – Valeurs aux points de Gauss des variables étudiées en fonction de la distance à la
surface libre dsurf . Sont présentées à la fois les valeurs discrètes (en clair) et les moyennes par
intervalle (en foncé).
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ne se réitère pas en biaxial (cf. figures 3.11c et 3.11d). Les résultats en chargements biaxiaux
ne correspondent pas à une simple combinaison des chargements uniaxial-x et uniaxial-y. Par
exemple, le grain 223 plastifie très peu en uniaxial et à l’inverse en biaxial est très fortement
plastifié. On peut aussi remarquer que sous chargement biaxial, la déformation plastique de-
vient un peu plus présente au cœur des grains. La déformation plastique est globalement plus
importante en biaxial qu’en uniaxial, y compris à même déformation équivalente au sens de
von Mises. Il est à noter que sous une hypothèse élastoplastique, le chargement « équivalent »
devient encore inférieur au chargement biaxial-eq, et que sous ces conditions la déformation
plastique doit être globalement équivalente aux cas uniaxiaux.
Plus précisément, la localisation de la plasticité est essentiellement marquée aux joints de
grains (e.g. entre les grains 287 et 244 en figure 3.11b) et près des points triples (e.g. entre les
grains 270, 271, 264 et 265 en figure 3.11a). Elle peut être le fruit d’une forte désorientation
(entre les grains 239 et 284 en figure 3.11a), mais cette forte désorientation n’entraîne pas
forcément une localisation (e.g. entre les grains 275 et 276 en figure 3.11a). Cependant, il est
rare qu’une faible désorientation entraîne une localisation. L’orientation géométrique du joint
de grains par rapport à la direction de chargement, notée θGB/load, aussi n’est pas complètement
déterminante. La tableau 3.8 répertorie les observations faites aux joints de grains.
Les cartes du nombre de systèmes de glissement actifsNγ (présentées en figure 3.14) montrent
des valeurs relativement homogènes au sein des grains, avec des variations à la fois fortes et
nettes d’un grain à son voisin. Peu de grains présentent des variations de Nγ en leur sein. On
remarque une bonne complémentarité entre les cartes de σmises et Nγ . Les grains activant le
plus de systèmes sont les grains de types {001} en uniaxial. En comparant ces cartes à celles de∑
γcum et εpmises, on constate qu’il n’y a pas de corrélation évidente entre Nγ et la déformation
plastique. Dans certains cas, le lien est direct. Par exemple, au niveau du joint des grains 289 et
290, sous chargement uniaxial-y ou biaxial, il y a une parfaite concordance entre la localisations
des variables ∑ γcum, εpmises, et Nγ .
D’après ces observations en surface, on constate qu’une forte déformation plastique peut être
soit le fruit d’une activité plastique intense sur peu de systèmes, soit d’une activité moyenne
sur plusieurs systèmes. Dans le cas de la fatigue des aciers austénitiques, les observations en
surface montrent que dans un grain, le nombre de plans activés est souvent inférieur ou égal à 2,
correspondant aux systèmes primaire et secondaire [84]. Ceci laisse supposer que nos simulations
surestiment le nombre de systèmes activés. Afin de pouvoir exploiter pleinement les résultats
des calculs EF d’agrégats polycristallins, il est primordial de se rapprocher de ces résultats
expérimentaux. Une représentation fidèle de l’activation des systèmes de glissement nécessite bel
et bien une identification basée sur ce type de données expérimentales à l’échelle du grain. Une
autre piste, exploitée par Sauzay et al., est de modifier la formulation de la loi de comportement
afin de dissocier les grains à glissement simple des grains à glissement multiple [162].
Étude des champs locaux en volume
Les précédentes observations ne sont réalisées qu’en surface libre du composant. Bien que
ce soit la zone d’amorçage préférentielle, une analyse visuelle en volume est nécessaire pour
décrire les structures de localisation dans l’agrégat. Par l’intermédiaire du logiciel Salomé 5, des
visualisations en volume ont été effectuées en appliquant un filtre de transparence sur les cartes
d’isosurfaces. Il a fallu pour cela développer un outil de transfert de données de maillage et de
5. Salomé : logiciel de pré et post-traitement développé par EDF R&D et le CEA [163].
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Fig. 3.10 – Description de l’orientation cristalline en surface libre de l’agrégat. (a) Carte EBSD
avec l’épaisseur des joints de grains fonction de la désorientation. (b) Code couleur dans le
triangle standard CFC. (c) Facteur de Schmid maximal dans le triangle standard CFC.
Grains ∆θ Chargement θGB/load Observations
275/276 forte uniaxial-x 87° Pas de localisation de ∑ γcum et εpmises,
contraste de σmises
uniaxial-y 3° Pas de localisation de ∑ γcum et εpmises
biaxial-eq 3° / 87° Localisation très faible de ∑ γcum et εpmises,
contraste de σmises et Nγ
biaxial 3° / 87° Localisation faible de ∑ γcum et εpmises,
très fort contraste de σmises et Nγ
244/287 forte uniaxial-x 46° Pas de localisation de ∑ γcum et εpmises,
légère localisation de σmises, léger contraste de Nγ
uniaxial-y 44° Localisation très forte de ∑ γcum et εpmises,
valeurs élevées de σmises, léger contraste de Nγ
biaxial(-eq) 46° / 44° Localisation et contraste de ∑ γcum et εpmises
289/290 forte uniaxial-x 72° Pas de localisation de ∑ γcum et εpmises
uniaxial-y 18° Forte localisation de ∑ γcum, εpmises et σmises
biaxial(-eq) 72° / 18° Forte localisation de ∑ γcum et εpmises
218/266 faible uniaxial-x 36° Localisation de ∑ γcum et εpmises,
léger contraste de σmises et Nγ
uniaxial-y 54° Faible localisation de εpmises
biaxial(-eq) 36° / 54° Forte localisation de ∑ γcum et εpmises,
léger contraste de σmises, fort contraste de Nγ
269/270 faible tous 26° / 64° Pas de localisation de ∑ γcum et εpmises
Tab. 3.8 – Observations sur la localisation des variables aux joints de grains en tenant compte
des paramètres d’orientation et de désorientation.
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Fig. 3.11 – Isovaleurs de ∑ γcum sur la surface libre Z1 pour chaque chargement.
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Fig. 3.12 – Isovaleurs de εpmises sur la surface libre Z1 pour chaque chargement.
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Fig. 3.13 – Isovaleurs de σmises sur la surface libre Z1 pour chaque chargement.
0
3
6
9
12
(a) Uniaxial-x (b) Uniaxial-y (c) Biaxial-eq (d) Biaxial
Fig. 3.14 – Isovaleurs du nombre de systèmes de glissement actifs Nγ sur la surface libre Z1
pour chaque chargement.
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Chargement Bandes à 45° dans les directions Facettes de Miller
x y z
Uniaxial-x ∗ ∗ A + B
Uniaxial-y ∗ ∗ A + B
Biaxial-eq ∗ ∗ B
Biaxial ∗ ∗ B
Tab. 3.9 – Structures de localisations identifiées dans les différents chargements. Orientation
et type de facettes.
résultats, du format Z-set au format MED 6 lisible par Salomé. Ce développement est intégré à
Z-set sous forme de greffon (cf. annexe D).
Les cartes de la somme des glissements cumulés, effectuées par transparence dans les trois
directions de l’espace et pour chaque chargement, sont présentées en figure 3.15. Elles reflètent
une organisation caractéristique des structures de localisation sous chargements uniaxial et
biaxial. Il faut pour cela examiner l’orientation des bandes de localisations de la déformation
plastique par rapport au chargement et à la surface libre. D’après les travaux de Miller, déjà
rapportés en section 1.1.2 (voir aussi figure 1.4), on rencontre des facettes de localisation de
type A et B en uniaxial et de type B uniquement sous chargement biaxial. Les mécanismes
de déformation étant pilotés par la contrainte de cisaillement, les zones de localisations se
regroupent en bandes orientées à 45° par rapport au chargement. Lorsque ces bandes sont
visibles en regardant dans la direction de la surface libre (z dans notre contexte), il s’agit de
facettes A. Lorsque ces facettes sont visibles en regardant dans la direction de chargement, il
s’agit de facettes B. Dans le cas uniaxial-x (cf. figure 3.15a), ces bandes de localisation sont
visibles sur les vues de face et de haut (direction z et x), ce qui correspond à des facettes de
type A et B. La vue de haut ne révèle pas de telles bandes. En biaxial (figures 3.15c et 3.15d), on
retrouve ces bandes dans les vues de haut et de droite (les deux directions de chargement), mais
pas en vue de face, nous sommes donc en présence de facettes B. L’identification des bandes de
localisation, leur orientation et le type de facettes correspondant sont listés dans le tableau 3.9.
Ces résultats sont en bon accord avec les observations expérimentales de Miller [4].
Dans le cas des facettes A, le vecteur direction de glissement l n’a pas de composante dans
le direction de la normale à la surface nsurf . À l’inverse, les facettes B sont liées aux mécanismes
de déformation favorisant l’émergence des bandes de localisation vers la surface car le vecteur
l possède une composante dans la direction de nsurf . C’est par ces mécanismes de bandes de
glissement émergentes que se forment les extrusions en surface qui sont associées à l’amorçage
des microfissures. La plus grande proportion de facettes B en chargement biaxial contribue à la
nocivité de ce type de chargement.
Étude des intrusions/extrusions
Connaissant l’organisation spatiale et le taux d’activité plastique local aux abords de la
surface, il est possible de donner un indicateur sur la hauteur et l’orientation des intrusions et
extrusions en surface. Les PSM, traces de glissement observées en surface des monocristaux et
polycristaux sous chargement de fatigue, se regroupent généralement par plan. Si, pour un grain,
on observe des traces d’orientations différentes, il s’agit de directions de glissement différentes,
6. MED : Modélisation et Échanges de Données, format de données neutre développé par EDF R&D et le
CEA pour les échanges de données entre codes de calcul multiphysiques [164].
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Fig. 3.15 – Vues volumiques par transparence des isovaleurs de ∑ γcum pour les chargements
(a) uniaxial-x, (b) uniaxial-y, (c) biaxial-eq et (d) biaxial.
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Fig. 3.16 – Schéma illustrant la corrélation entre γsurf (en noir) et la hauteur des marches
d’intrusion/extrusion (en gris).
généralement en présence de glissement dévié. On peut calculer la projection de la contribution
plastique de chaque plan de glissement sur la normale surface libre nsurf : pour chaque plan de
glissement p et système de glissement s :
γpsurf =
(∑
s∈p
γsls
)
· nsurf (3.27)
La valeur maximale de chacune de ces contributions γsurf est stockée ainsi que le vecteur normal
au plan associé n(γsurf), qui donne le vecteur unitaire de la trace sur la surface libre lsurf .
γsurf = max
p
(|γpsurf |)× sign(γpsurf) (3.28)
lsurf =
nsurf × n(γsurf)
|nsurf × n(γsurf)|
(3.29)
On peut donc caractériser la hauteur de marche avec γsurf et l’orientation de la trace avec lsurf .
Cette variable indique de manière qualitative, l’orientation des PSM en surface ainsi que les
zones critiques. Elle représente une déformation de l’ordre 0,1 % d’après les calculs effectués.
Man et al. sur le 316L [73], dans leurs observations sur le 316L, relèvent des vitesses de crois-
sance de marches de 81 pm/cycle en début d’essai et de 25 pm/cycle une fois l’essai stabilisé.
Cette mesure illustre en fait une hétérogénéité spatiale de la déformation plastique, en mettant
en regard les glissements plastiques en deux points voisins. On n’atteint pas ce niveau d’hété-
rogénéité avec notre approche classique de milieux continus. La valeur de 0,1 % de déformation
évoquée plus haut, introduit dans une intégration sur la taille de grain (en supposant que le sys-
tème de glissement traverse celui-ci) donne une « marche » de 50 nm pour un grain de diamètre
Dg = 50µm, qui correspond en fait à un déplacement moyen. Afin d’estimer plus finement une
hauteur de marche, il conviendrait de dériver le profil obtenu suivant une ligne de la surface (cf.
figure 3.16). On notera cependant que, même un tel profil ne fait qu’approcher l’hétérogénéité
expérimentale, liée aux localisations intragranulaires.
La figure 3.17 montre à la fois l’intensité et l’orientation des PSM pour les quatre char-
gements étudiés. On rappelle que le post-traitement est effectué à la fin du second cycle, lors
de la phase de traction, à déformation nulle. Comme observé précédemment, le chargement
biaxial induit une plus forte intensité de déformation plastique en surface que les chargements
uniaxiaux. Déprés avait obtenu des résultats similaires à partir de simulations de DDD sur un
seul grain [10]. Si on s’intéresse au nombre de traces d’orientations différentes, i.e. le nombre
de plans différents activés dans un grain, on remarque qu’il est en général plus élevé (entre 2
et 3) en biaxial qu’en uniaxial (entre 1 et 2). C’est aussi près des conditions aux limites que
le nombre de traces par grain est plus élevé que la moyenne. En comparant les figures 3.17c et
3.17d, on constate que l’intensité du chargement, ne modifie en rien l’orientation des PSM, mais
modifie uniquement leur hauteur. Les zones critiques se situent généralement près des joints de
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grains, concentrées sur de fines bandes. Il apparaît parfois de larges zones qui se répandent dans
l’intérieur d’un ou plusieurs grains (zone verte en figure 3.17a et zone jaune en figure 3.17b).
Ce type de post-traitement et de visualisation peut constituer un outil supplémentaire pour
identifier ou améliorer les lois de comportement à partir d’essais expérimentaux. Cela implique
d’accéder à la microstructure (topologie et orientation des grains), d’effectuer le calcul EF sur
cette microstructure réelle, puis de comparer l’allure des PSM expérimentales et numériques.
Une meilleure prédiction des systèmes actifs pourrait être mise en œuvre.
L’orientation des PSM est caractérisée par θPSM/x, angle entre la trace formée et l’axe x. Les
distributions de l’orientation de ces traces sont données en figure 3.18a pour chaque chargement.
En uniaxial, les traces sont majoritairement orientées à 45° et 90° par rapport à la direction
de chargement. En biaxial, on obtient cette fois une moyenne des cas uniaxial-x et uniaxial-y.
L’intensité du glissement γsurf est reporté en fonction de l’orientation θPSM/x en figure 3.18b.
Les courbes ne font pas ressortir de tendance nette. Il faut se baser sur plusieurs calculs pour
donner un point de vue statistique plus fiable.
3.3.3 Analyse statistique
Les analyses conduites jusqu’à présent dans ce chapitre se limitent à une seule configuration
d’orientation des 291 grains dans l’agrégat. Afin de ne pas baser nos conclusions sur un cas
particulier, une étude statistique est menée sur le même maillage en faisant varier uniquement
l’orientation des grains. 15 jeux de 291 orientations aléatoires ont été générés pour être utili-
sés dans 15 calculs sur le maillage fin sous chargement uniaxial-y. L’ensemble des données de
résultats a été traitée de manière à faire ressortir l’influence des paramètres étudiés.
Distributions globales
Les distributions en échelle logarithmique des variables étudiées sont présentées en figure 3.19
pour chaque type de grain. L’effet de bord est très nettement mis en évidence ici, les grains aux
CL présentent des maxima plus élevés en termes de déformation plastique et de contraintes.
L’exemple le plus flagrant est celui du taux de triaxialité (cf. figure 3.19e) pour lequel les
maximas aux CL sont jusqu’à deux fois plus élevés qu’en surface ou à cœur. Si on compare uni-
quement les grains à cœur aux grains en surface, on constate que la dispersion de la déformation
plastique est plus élevée en surface, comme observé en 2D (cf. section 2.2).
Les conditions aux limites, consistant à maintenir constant le déplacement normal d’une
face, englobent presque l’intégralité de l’agrégat, de ce fait 192 grains sur 291, soit 66 % sont
considérés aux CL. Ces singularités perturbent les résultats sur une zone d’environ 10–15µm
(cf. section 3.3.1). Sur les 125 grains en contact avec la surface libre, il ne reste que 51 grains
non perturbés par les CL. Les grains à cœur, au nombre de 58, ne sont ni en contact avec la
surface libre, ni avec les CL.
Le nombre de grains exploitables est assez faible par rapport au nombre de grains calculés.
Parmi les solutions possibles, on peut utiliser des conditions aux limites périodiques. Cependant,
la particularité de nos calculs réside dans la présence d’une surface libre, ce qui empêche la prise
en compte de la périodicité dans la direction de la surface libre. La périodicité ne pourra donc
être présente que dans deux directions : on parle alors de semi-périodicité. Nous traiterons ce
type de modélisation dans le chapitre 5.
D’un calcul à l’autre, on peut aussi voir les distributions globales varier comme le montre la
figure 3.20 présentant, pour chaque variable étudiée, sa distribution sur les calculs individuels et
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(a) Uniaxial-x (b) Uniaxial-y
(c) Biaxial-eq (d) Biaxial
-max/5 0 max/5
Fig. 3.17 – Indicateur d’intensité et d’orientation des PSM sur la surface libre Z1 pour chaque
chargement.
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Fig. 3.18 – (a) Distribution de l’orientation des PSM θPSM/x et (b) valeur moyenne de γsurf en
fonction de l’orientation des PSM θPSM/x.
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Fig. 3.19 – Distributions des variables étudiées sur l’ensemble des 15 calculs pour différents
types de grains.
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Fig. 3.20 – Distributions des variables étudiées pour chacun des 15 calculs pour différents types
de grains.
la distribution globale sur l’ensemble des calculs effectués. Ici tous les grains de l’agrégat sont pris
en compte. La dispersion au niveau des queues de distributions est assez importante, notamment
pour le taux de triaxialité en figure 3.20e. Cela marque l’importance des configurations locales
d’orientation et désorientation entre les grains. Pour permettre de prendre en considération ces
aspects, il est nécessaire de réaliser des simulations EF d’agrégats de quelques centaines de
grains avec une discrétisation très fine.
Influence des paramètres
L’influence du facteur de Schmid et de la désorientation pondérée ∆θw est caractérisée en
figures 3.21 et 3.22 en traçant la valeur moyenne des variables étudiées par intervalle.
Les tendances illustrées par la figure 3.21 révèlent une influence assez nette du facteur de
Schmid sur l’ensemble des variables étudiées. Plus le facteur de Schmid est élevé :
– plus la somme des glissements cumulés ∑ γcum est élevée dans les grains en surface ;
– plus la déformation plastique équivalente εpmises est élevée (cela est d’autant plus marqué
en surface) ;
– plus la contrainte équivalente σmises est faible ;
– plus la contrainte normale à la surface σ33 se rapproche de zéro ;
– plus de taux de triaxialité est élevé ;
– moins le nombre de systèmes actifs est élevé.
En se basant sur la facteur de Schmid, les grains en surface semblent suivre davantage le com-
portement des monocristaux, du fait de la partie de leur surface qui est libre de contrainte. Ce
résultat est en accord avec les observations expérimentales de la littérature.
L’influence de la désorientation moyenne d’un grain par rapport à ses voisins est beaucoup
moins évidente. Aucune tendance n’est mise en exergue, mis à part sur σmises, et dans une
faible mesure. Une augmentation de 20° sur la désorientation augmente la contrainte de 5MPa
pour l’ensemble des grains. Cette variation est doublée dans le cas des grains à cœur, l’effet
de voisinage est donc plus important à cœur. On peut noter que la désorientation des grains
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Fig. 3.21 – Influence du facteur de Schmid sur les variables étudiées pour différents types de
grains.
aux conditions aux limites est mal évaluée, étant donné qu’il sont tronqués et que la planéité
imposée agit plus ou moins comme un joint de grains rigide et désorienté. Une modélisation
périodique permettrait de s’astreindre de ce nouvel effet de bord.
L’orientation des extrusions simulées numériquement est caractérisée par l’angle θPSM/x. La
distribution de θPSM/x sur les 15 calculs est présentée en figure 3.23a. On constate que la majeure
partie des PSM forment un angle inférieur à 45° avec la direction de chargement, sans faire
apparaitre de préférences pour les facettes B (90°). Néanmoins, si on prend en compte l’intensité
γsurf , on remarque qu’elle est plus élevée lorsque les traces de glissement sont perpendiculaires
à la direction de chargement (cf. figure 3.23b).
3.3.4 Analyse dans le triangle standard
Bien que le facteur de Schmid donne une bonne indication sur le comportement des grains, il
occulte d’autres indications comme le nombre de systèmes susceptibles d’être activés, l’orienta-
tion du plan de glissement et sa direction. Une analyse des résultats en fonction de l’orientation
du chargement dans le repère de chaque cristal est conduite en reportant les valeurs moyennes
par grain dans le SST. Ces valeurs sont à nouveau moyennées par zones dans l’abaque de Wulff
(pour plus de détails consulter l’ouvrage de Randle [22]) et affichées sous forme d’isovaleurs sur
les figures 3.24 à 3.29 pour chaque variable et chaque type de grain.
Des études expérimentales ont permis d’identifier les structures de dislocations présentes
dans les grains des polycristaux en fonction de leur orientation dans le SST. Huang et al. ont
étudié des polycristaux de cuivre sous chargement monotone [19]. Ils montrent que trois zones se
démarquent dans le SST (cf. figure 3.30d), correspondant à différentes structures de dislocations
et à différentes valeurs de densités de dislocations, résumées en tableau 3.10. Selon la zone du
SST, les frontières des cellules dislocations peuvent s’aligner avec les plans de glissement ns, l’axe
de chargement t ou bien suivre une orientation sans lien apparent. La délimitation des différentes
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Fig. 3.22 – Influence de la désorientation pondérée ∆θw sur les variables étudiées pour différents
types de grains.
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Fig. 3.23 – Orientation et intensité des PSM sur l’ensemble des 15 calculs. (a) Distribution
de l’orientation des PSM, notée θPSM/x. (b) Moyenne et écart type de l’intensité de γsurf en
fonction de θPSM/x.
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Fig. 3.24 – Valeurs moyennées de ∑ γcum dans le triangle standard.
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Fig. 3.25 – Valeurs moyennées de εpmises dans le triangle standard.
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Fig. 3.26 – Valeurs moyennées de σmises dans le triangle standard [MPa].
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Fig. 3.27 – Valeurs moyennées de σ33 dans le triangle standard [MPa].
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Fig. 3.28 – Valeurs moyennées du taux de triaxialité σtriax dans le triangle standard.
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Fig. 3.29 – Valeurs moyennées du nombre de systèmes actifs Nγ dans le triangle standard.
Type Cellules de dislocations Densité de dislocations (référence 111) εpmises calculé
1 (autres) // ns 0,66 1,5
2 (001) // t 0,5 2
3 (111) pas de lien 1 1
Tab. 3.10 – Comparaison des structures de dislocations, densité de dislocations et εpmises calculé
dans les différentes zones du SST.
zones correspond assez bien les isovaleurs de déformation plastique équivalente obtenues en
figure 3.25. Cependant, dans les zones où la densité de dislocations devrait être la plus faible,
nos résultats donnent une forte déformation plastique et inversement. La déformation plastique
étant directement reliée à la densité de dislocations, d’après les études de Huang et al., nous
devrions obtenir l’inverse de cette tendance. Néanmoins, bien que ces études expérimentales
portent sur des matériaux CFC, il n’est pas certain que la même tendance soit également
observée sur de l’acier 316L. En effet, la matrice d’interaction du cuivre diffère de celle de
notre matériau, les résultats expérimentaux sur le cuivre ne sont pas totalement transposable
à notre matériau. Une analyse similaire, menée cette fois sur l’acier 316L, serait nécessaire afin
de pouvoir procéder à une comparaison directe.
Buque et al. ont eux travaillé sur des polycristaux de nickel sous chargement cyclique
(0,05 % < ∆εp/2 < 0,5 %) [165]. Ils ont conclu qu’il n’y avait pas de différences entre les
structures de dislocations observées sur les grains à cœur et en surface. De notre côté, il semble
qu’en surface les différences entre les zones du SST soient accrues (figures 3.24 et 3.25). Les
résultats de nos simulations sont donc capables de faire ressortir les différentes zones du SST
sans pour autant retranscrire complètement les tendances observées expérimentalement. Cela
représente à la fois un nouvel axe de travail pour améliorer le modèle au niveau du grain et un
nouveau moyen de comparaison afin de choisir et identifier des lois de comportement monocris-
tallines.
3.4 Résumé
Nous avons procédé dans ce chapitre à des calculs EF d’agrégats polycristallins en 3D sous
plusieurs chargements de fatigue et avec différentes configurations d’orientations. Les analyses
locales et statistiques ont révélé plusieurs effets :
– les effets de bords entraînés par les conditions aux limites ont pu être mis en évidence.
Ils augmentent la dispersion de la déformation plastique et des contraintes. Ces effets
s’estompent à une distance de 10–15µm, i.e. une rangée de grains suffit à rétablir l’état
de contraintes local.
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(a) Type 1 (b) Type 2
(c) Type 3 (d)
Fig. 3.30 – Configurations des cellules de dislocations correspondant à différentes régions du
triangle standard identifiées par Huang et al. [19]. (a) Cellules alignées avec les plans de glisse-
ment. (b) Cellules alignées avec l’axe de chargement. (c) Organisation des cellules aléatoire. (d)
Limites entre les zones dans le triangle standard.
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– on note un effet de surface notable qui, de même que les effets de bords, favorise la
dispersion des résultats sur les grains en contact avec la surface libre. Cette observation
justifie le fait que la surface constitue une zone naturelle pour l’amorçage.
– sous chargement biaxial, à même déformation équivalente, la déformation plastique est
plus élevée qu’en uniaxial : un chargement de nature biaxiale est donc plus nocif. De plus,
les structures de localisation à l’intérieur de l’agrégat s’organisent uniquement sous formes
de facettes B, favorisant l’émergence des PSM en surface.
– par effet de voisinage, la déviation des champs de contraintes et de déformations aux
abords des joints de grains provoque une concentration de la plasticité en ces zones. Cela
cause la formation d’intrusions/extrusions plus prononcées près des joints de grains, ce
qui laisse supposer que l’amorçage des fissures courtes a lieu préférentiellement en surface
près des joints de grains.
– afin de pouvoir rendre compte de tous ces effets, il est primordial d’utiliser des maillages
fins avec une taille de maille homogène.
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Les procédés de mise en forme et traitements de surface appliqués sur les pièces méca-
niques permettent de façonner la matière et de modifier ses propriétés mécaniques de surface
(pré-écrouissage). Ils ont parfois des effets néfastes qui sont difficiles à quantifier lorsque des
singularités géométriques ou de comportement apparaissent à l’échelle mésoscopique. La micro-
structure, le relief de surface, le taux d’écrouissage et l’état de contraintes locales sont modifiés
et jouent tous un rôle dans le processus d’amorçage et de micropropagation des fissures courtes
de fatigue.
La modélisation fidèle, à l’échelle polycristalline, d’un état de surface pose plusieurs pro-
blèmes. En effet, comme nous l’avons vu en section 1.4.3, influent sur le comportement et sur
l’amorçage des fissures de fatigue :
La microstructure du matériau. Reproduire la microstructure exacte (topologie des grains
et orientation) d’un agrégat 3D d’acier 316L reste possible, mais pas par une méthode non
destructrice. Ceci est lié à la composition chimique du matériau et à la taille de grain.
Cette étape reste encore difficile à franchir sans détériorer le matériau.
Le relief de surface. Il est maintenant possible d’obtenir les surfaces de rugosité, d’une préci-
sion de l’ordre de l’ångström (1×10−10 m) directement à partir de mesures, via l’AFM par
exemple. La correspondance exacte entre le relief et la microstructure (EBSD) est aussi
importante vu que dans le cas d’arrachement de matière, le relief devient intimement lié
à la morphologie des grains.
L’écrouissage de surface. Utilisé pour ralentir l’amorçage des fissures, il n’est efficace que si
un polissage est réalisé ensuite (cf. section 1.4.2). Il peut être caractérisé en surface par
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des tests de microdureté. En volume, il faut procéder à une coupe pour réaliser un profil
de microdureté en fonction de la profondeur, et donc, détériorer le matériau.
Les contraintes résiduelles. Relaxées au cours des cycles, elles ont un effet limité vis-à-vis
d’un chargement de fatigue.
Pour pouvoir valider les calculs et examiner plusieurs étapes des phases d’amorçage et de
micropropagation, l’idéal est de pouvoir accéder à toutes ces informations locales sans détériorer
ou affecté le spécimen durant l’essai de fatigue. Cela reste encore hors de portée. Il est pourtant
possible d’acquérir certaines de ces mesures après essai en détériorant le spécimen. C’est le
cas dans le cadre du projet ANR AFGRAP, où on utilise des mesures de tomographie, puis
d’EBSD par polissages successifs sur un agrégat ayant déjà fissuré. L’objectif est de simuler
la microstructure tridimensionnelle reproduite afin d’étudier les mécanismes ayant conduit à
l’amorçage. Cela apporte certaines complications. Par exemple, après déformation, lorsque la
plasticité a pris place dans les grains, les champs de diffraction sont perturbés, ce qui nuit à la
reproduction de la microstructure.
Compte tenu du nombre de facteurs influents, nous proposons ici d’étudier de manière isolée
l’effet de la rugosité, i.e. des singularités géométriques, sur la localisation de la déformation
plastique à l’échelle mésoscopique. Suivant les finitions, de l’état brut industriel au poli fin,
l’échelle des singularités va de la taille de grain (arrachement de matière) à des stries de quelques
micromètres. Il va de soi que cela ne reflète qu’un aspect de l’état de surface, l’étudier à part
permet une meilleure compréhension de son influence.
4.1 Génération des surface rugueuses et des maillages rugueux
La première étape dans cette étude consiste à générer des maillages d’agrégats comportant
une rugosité contrôlée en surface. Les maillages vierges ont déjà été créés précédemment, il ne
reste qu’à appliquer une rugosité sur la surface libre de ces maillages.
4.1.1 Données
Nous disposons de données sur deux états de surface différents issus de la thèse de Le
Pécheur [18]. Les deux états de surface sont brut et brossé (cf. figure 4.1). Ils présentent chacun
des stries dans une direction principale. Ils peuvent donc être principalement caractérisés par
un profil unidirectionnel.
4.1.2 Caractérisation de la rugosité
Une méthodologie de génération de surface à partir de ces profils a été mise en place, les
grandes étapes sont illustrées en figure 4.2. Le profil est caractérisé par une fonction discrète f(l),
où l représente l’abscisse du profil de rugosité. Ce dernier est extrudé dans la direction des stries
pour donner une surface g(x,y). Puis la surface g(x,y) est légèrement bruitée par une surface
fractale de Ra = 0,5µm et de dimension fractale Df égale à celle du profil. Par ce procédé,
les stries restent présentes, on obtient de légères irrégularités dans toutes les directions et la
surface conserve la même dimension fractale que le profil. La procédure consiste en la création
d’une surface auto-affine, i.e. une somme de transformées de Fourier discrètes, paramétrée par
le facteur Ra et la dimension fractale Df . Ceci est réalisé à l’aide des outils développés dans la
thèse de Vallet, que le lecteur est invité à consulter pour plus de détails sur les fractales [166].
La surface de rugosité finale h(x,y) présente donc toujours des stries suivant l’allure du profil
dans une direction et des variations plus légères dans l’autre direction.
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Fig. 4.1 – Images et profils de rugosité des états (a) brut et (b) brossé [18]. Les parties encadrées
en rouge correspondent aux secteurs utilisés pour générer les surfaces de rugosité appliquées sur
les maillages.
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Fig. 4.2 – Étapes de génération des surfaces de rugosité et des maillages à partir d’un profil
(surface brossée ici). (a) Profil de rugosité. (b) Surface extrudée. (c) Surface bruitée. (d) Maillage
résultant.
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Fig. 4.3 – Schéma d’application d’une surface de rugosité sur un maillage par méthode de
déplacement de nœuds.
4.1.3 Application sur les maillages
Une fois la géométrie de la rugosité générée, son application sur les maillages d’agrégats se
fait par la méthode déplacement de nœuds, illustrée en figure 4.3. Compte tenu de l’ordre de
grandeur de la rugosité des profils devant la taille de maille, limiter le déplacement aux nœuds
de la surface conduirait à la dégénérescence de certains éléments en surface. Afin de préserver
les éléments, le déplacement des nœuds s’effectue aussi dans le volume.
La modification de la position des nœuds ∆z se fait uniquement dans la direction de la
normale à la surface libre nsurf et dans une certaine épaisseur fixée dsurf < dmax. Pour chaque
nœud compris dans la zone affectée, on calcule la projection sur la surface libre pour déterminer
la hauteur de rugosité correspondante h(x,y). Le coefficient appliqué au déplacement des nœuds
a(dsurf) diminue linéairement jusqu’à atteindre la profondeur maximum dmax, ici égale à la
moitié de l’épaisseur de l’agrégat soit 62,5µm.
Une certaine finesse de maillage est nécessaire pour décrire complètement les singularités
géométriques propres à la rugosité de surface et éviter de créer des discontinuités fortes sur
l’orientation des faces de la surface libre. De telles discontinuités peuvent être amplifiées ou
« oubliées » dans les vallées avec de très petits rayons de courbure rc, si la taille des éléments
n’est pas petite devant rc (cf. figure 4.4). Dans ce cas, des singularités géométriques, comparables
à des entailles (zone encadrée en figure 4.4a), sont ajoutées et risquent d’amplifier les phénomènes
de localisation. Cela peut donc nuire à la validité de la modélisation. Pour ces raisons, en plus de
celles énoncées en section 3.3.1, nous définirons la rugosité sur le maillage fin créé pour l’étude
en trois dimensions.
L’application des rugosités de surface (brossée et brute) est effectuée directement d’une part
et en diminuant de moitié la hauteur du profil initial d’autre part. L’objectif de cette démarche
est de séparer l’effet du type de relief (morphologie) et l’effet de la profondeur de celui-ci. La
dénomination des maillages différents rugueux étudiés est résumée en tableau 4.1. Pour plus
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Fig. 4.4 – Maillage (a) grossier et (b) fin d’un profil de rugosité. Dans le cas du maillage grossier,
les singularités géométriques sont amplifiées dans la zone encadrée mais diminuées dans la zone
entourée.
Dénomination État de surface Rt Ra Rq Df
flat lisse (vierge) 0µm 0µm 0µm 0
raw_1.0 / raw brut 61,3µm 11,1µm 14,09µm 0,466
raw_0.5 brut 30,65µm 5,65µm 0,466
brushed_1.0 / brushed brossé 14,3µm 1,88µm 2,38µm 0,265
brushed_0.5 brossé 7,15µm 9,94µm 0,265
Tab. 4.1 – Dénomination et caractéristiques des maillages rugueux générés.
de lisibilité, lorsqu’aucun coefficient n’est spécifié après le type de rugosité, on considère le
coefficient égal à un, i.e. la dénomination « raw » équivaut à « raw_1.0 ».
4.2 Résultats et discussion
Les maillages rugueux ont été utilisés dans des calculs EF similaires à ceux de la section 3.3.2,
i.e. modèle de plasticité cristalline, paramètres matériaux et conditions aux limites identiques.
Un seul jeu d’orientation est considéré, il s’agit du même que celui utilisé sur les maillages vierges.
Les agrégats rugueux sont soumis à trois chargements : uniaxial-x, uniaxial-y et biaxial-eq.
4.2.1 Analyse des champs en surface
Une première analyse des résultats est pratiquée sur l’évolution des champs mécaniques en
surface suivant la rugosité de surface, en partant de l’agrégat vierge jusqu’à la surface brute.
La figure 4.5 illustre, en surface libre, sous un chargement uniaxial-y, les champs de la somme
des glissements cumulés ∑ γcum, de la déformation plastique équivalente εpmises, la contrainte
équivalente de von Mises σmises et le nombre de systèmes actifs Nγ pour chaque type de rugosité.
La carte EBSD ainsi que les cartes de relief des surfaces rugueuses sont aussi représentées. Dans
cette configuration, les stries sont orientées perpendiculairement à la direction de chargement,
ce qui correspond à la situation la plus critique.
De manière générale, on remarque que plus la profondeur de rugosité augmente et moins
l’influence de l’orientation sur les champs locaux se fait sentir au profit du relief de surface. Dans
le cas de la surface brossée (figures 4.5l à 4.5o), l’aspect cristallographique de la localisation
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persiste encore tandis qu’avec une surface brute (figures 4.5v à 4.5y), c’est uniquement le relief
de surface qui pilote les phénomènes de localisation. La position des valeurs maximales est donc
bien différente du calcul témoin sans rugosité. Certains grains, très peu chargés sans rugosité,
peuvent être critiques avec un état de surface brossé ou brut.
On observe également une nette tendance à concentrer la déformation plastique dans les
creux des vallées. Néanmoins, dans les creux de la surface brossée, on retrouve encore de fortes
discontinuités entre les grains (cf. figure 4.5l). L’orientation garde tout de même une certaine in-
fluence tant que le relief ne dépasse pas une certaine limite qu’il convient de caractériser. D’après
les résultats obtenus, pour le cas de l’état de surface brossé, cette limite doit correspondre à
une réduction d’un facteur 4, soit un Ra ∼ 0,5µm
Concernant les contraintes, on constate une localisation encore plus marquée dans les vallées.
Les écarts entre les zones de minima et de maxima sont aussi très élevés. Certains joints de grains
conservent une forte localisation des contraintes (cf. figure 4.5x), même s’ils ne sont pas situés
dans un creux. Ceci est sans doute dû aux fortes désorientations et à la proximité des conditions
aux limites.
Le nombre de systèmes actifs devient globalement moindre lorsque la rugosité augmente,
bien qu’il se corrèle assez bien avec le relief. Dans les zones de forte localisation, la plasticité se
concentre sur certains systèmes de glissement « plus efficaces ».
En figure 4.6 et 4.7 sont présentés les isovaleurs des variables étudiées, pour les états de
surface vierge, brossé et brut, toujours en surface libre, mais sous les chargements uniaxial-x et
biaxial-eq respectivement.
Dans le cas uniaxial-x, les stries sont parallèles à la direction de chargement. On remarque
que les profils de localisation changent beaucoup moins que dans le cas uniaxial-y, étudié pré-
cédemment. Cela laisse plus d’importance à l’aspect cristallographique. De manière analogue,
la localisation de la déformation plastique et des contraintes s’intensifie. Les bandes de localisa-
tion de déformation plastique orientées à 45° visibles sur la surface vierge (figure 4.6b) semblent
s’effacer avec les surfaces brossées (figure 4.6g) et brutes (figure 4.6l). À l’inverse, les bandes per-
pendiculaires au chargement s’intensifient. Le nombre de systèmes de glissement actifs devient
également mois important (figures 4.6e, 4.6j et 4.6o).
L’orientation des stries émanant du procédé d’usinage, ou de finition de surface, par rapport
à la direction de chargement, a un impact sur la localisation des zones critiques. C’est du
moins le cas sous chargement uniaxial. Il y a une compétition entre l’orientation des grains
et le relief de surface dans les mécanismes de localisation de la déformation en surface des
polycristaux. Sous chargement biaxial-eq, la localisation apparaît aussi dans tous les creux,
quelle que soit l’orientation de la strie. On remarque également quelques bandes de localisation
perpendiculaires aux stries (cf. figure 4.7b), que l’on n’observait pas dans le cas d’un agrégat
vierge. Comme constaté en section 3.3.2, l’équibiaxialité du chargement provoque davantage de
localisation de la déformation plastique et des contraintes en surface libre, même en présence
de rugosité.
4.2.2 Analyse dans le volume de l’agrégat
Les isovaleurs de ∑ γcum en volume, pour une surface lisse et brossée, sont illustrées en
figure 4.8, sous formes de coupes dans trois plans orthogonaux à l’axe x. Avec l’ajout de la
rugosité de surface, la répartition de la déformation plastique se trouve modifiée uniquement
dans la première rangée de grains en surface. La concentration a lieu dans les creux des vallées
et s’éloigne légèrement des joints de grains.
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Fig. 4.5 – Influence du type de rugosité et de l’amplitude moyenne de rugosité : isovaleurs
en surface libre des variables étudiées, sous chargement uniaxial-y, i.e. perpendiculairement
aux stries, pour différentes rugosités de surface. (a) Carte EBSD des grains en surface. (b-e)
Résultats sur l’agrégat témoin avec surface libre lisse (flat). (f,k,p,u) Cartes de relief de surface
de chaque état de surface. (g-j) État de surface brossé ×0,5 (brushed_0.5). (l-o) État de surface
brossé ×1 (brushed_1.0). (q-t) État de surface brut ×0,5 (raw_0.5). (u-y) État de surface brut
×1 (raw_1.0).
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Fig. 4.6 – Influence du type de rugosité sous chargement uniaxial-x, i.e. dans le sens des stries.
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Fig. 4.7 – Influence du type de rugosité sous chargement biaxial-eq.
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Fig. 4.8 – Vues en coupe des isovaleurs de ∑ γcum pour une surface lisse et brossée, dans 3
plans orthogonaux à la direction des stries x = {62,5µm; 125µm; 187,5µm}.
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Fig. 4.9 – Distributions des variables étudiées avec différents types de rugosité de surface.
4.2.3 Distributions en surface et à cœur
La figure 4.9 présente les distributions, en échelle logarithmique, des variables étudiées sui-
vant les types de rugosité appliqués sur le maillage. On peut donc visualiser plus quantitati-
vement l’impact des différents états de surface dans les grains en surface d’une part (symboles
vides) et dans les grains à cœur d’autre part (symboles pleins). Les distributions dans les grains
à cœur ne semblent pas touchées par l’ajout d’une surface brossée. C’est uniquement dans les
grains de surface que la dispersion augmente significativement. Dans le cas de l’état de surface
brut, l’effet de la rugosité se ressent même en dessous de la première rangée de grains en surface.
La figure 4.10 présente de manière analogue les distributions en faisant varier la profondeur
de la surface de rugosité appliquée. On y trouve les cas lisse (flat), brossé réduit de moitié
(brushed_0.5) et brossé normal (brushed_1.0). Lorsqu’on réduit de moitié la profondeur de la
rugosité, i.e. que les rayons de courbure sont doublés, on retrouve des distributions, en surface,
beaucoup plus proches de l’état lisse que de l’état brossé.
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Fig. 4.10 – Distributions des variables étudiées avec différents profondeurs de rugosité de
surface (état de surface brossé).
Cela laisse penser que la morphologie de la surface de rugosité joue un rôle moins important
que la profondeur, caractérisée généralement par le facteur Ra. La réduction de moitié du relief
de surface en augmentant sur les rayons de courbure, peut donc donner des résultats efficaces
en termes de nombres de cycles à l’amorçage et de durée de vie en fatigue. Ces conclusions font
cependant abstraction des paramètres caractérisant l’état de surface du matériau cités en début
de chapitre, tels que l’écrouissage local et les contraintes résiduelles.
La figure 4.11 montre les distributions obtenues avec une surface brossée sous les trois
chargements étudiés dans ce chapitre. Dans l’ensemble des résultats avec une surface brossée,
on peut classer les chargements par nocivité croissante : uniaxial-x, uniaxial-y et biaxial-eq.
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Fig. 4.11 – Distributions des variables étudiées sous différents chargements (état de surface
brossé).
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4.3 Résumé
Ce chapitre visait à décrire l’effet d’une surface rugueuse sur les champs locaux en surface
libre et dans le volume des agrégats polycristallins. Pour cela deux types de rugosité ont été
appliqués sur le maillage utilisé précédemment. Plusieurs enseignements ont été tirés de cette
étude :
– l’ajout d’une rugosité de surface dans les calculs EF d’agrégats polycristallins entraîne une
modification des profils de localisation. Les creux des vallées du relief de surface deviennent
des sites de localisation systématiques.
– on assiste à une compétition entre les effets de la rugosité de surface et l’orientation
cristalline des grains. La localisation est influencée par ces deux paramètres de manière
plus ou moins équilibrée selon le degré de relief de surface.
– l’influence de la rugosité de surface s’observe essentiellement dans la première couche de
grains en surface, les grains à cœur ne subissant que très peu les effets du relief de surface.
– en uniaxial, on note une importance capitale de l’orientation des stries par rapport à la di-
rection de chargement. Ce n’est pas le cas en biaxial. Une étude faisant varier l’orientation
de ces stries par pas de 15° ou 30° pourrait compléter cette première analyse.
– l’augmentation des rayons de courbures est très bénéfique en termes de localisation de la
déformation plastique et des contraintes.
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Les effets de bords rencontrés dans les calculs d’agrégats polycristallins nuisent de manière
considérable au rendement des calculs en termes de données exploitables. En effet, imposer
l’uniformité du déplacement normal sur une face de l’agrégat ajoute des contraintes cinématiques
qui introduisent des artefacts sur le résultat du calcul. On a évalué à 10–15µm, soit environ
5 % de la taille de l’agrégat étudié, la distance nécessaire pour atténuer ces effets de bords. La
première couche de grains en contact avec ces limites n’est donc pas pleinement exploitable.
Les simulations d’agrégats périodiques permettent de s’affranchir de ces perturbations. Ce-
pendant, elles n’apportent pas la possibilité de traiter le cas d’une surface libre de contraintes. Ce
chapitre est dédié à la modélisation semi-périodique d’un agrégat polycristallin, capable de gérer
les deux aspects cités précédemment. Nous présenterons la méthode de génération du maillage
semi-périodique, les conditions aux limites spécifiques à cette modélisation, la formulation du
problème semi-périodique, la mise en place du calcul EF ainsi que les résultats obtenus.
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5.1 Génération d’agrégats semi-périodiques
La génération synthétique de microstructures est une spécialité du Centre de Morphologie
Mathématique. Les travaux menés sur les polycristaux ont donné naissance au programme de
génération de structures polycristallines Vpoly3d [167]. Cet outil a été incorporé précédemment
dans Z-set sous la forme d’un module Zvpoly3d. Il permet de générer des maillages d’agrégats
répondant à différents critères (2D ou 3D, maillage réglé ou libre, périodique ou non, éléments
linéaires ou quadratiques...) directement au format Z-set. Les travaux de Gérard [20] ont porté
sur des maillages d’agrégats tridimensionnels périodiques, obtenus par décomposition de Voro-
noï, dont les éléments et les limites suivent la forme des grains. De ce fait, les limites ne sont
pas planes (cf. figure 5.1b). Aucun polyèdre de Voronoï n’est tronqué, on évite donc de créer
des arêtes très courtes, souvent responsables de la génération d’éléments aplatis lors de la pro-
cédure de maillage. Ceci permet également d’obtenir une taille de maille très homogène et un
bon indice de qualité.
Dans le cadre de notre étude, on souhaite générer des maillages d’agrégats périodiques dans
certaines directions seulement. Nous proposons ici une méthode de génération de maillages
d’agrégats semi-périodiques synthétiques par décomposition de Voronoï qui a été intégrée dans
le module Zvpoly3d. Elle se divise en plusieurs étapes, décrites ici pour un cas 3D :
1. génération des germes dans un domaine d’origine
2. réplication de ce domaine dans l’espace (directions périodiques et non périodiques)
3. décomposition de Voronoï pour générer la topologie de l’agrégat
4. maillage surfacique des grains et création automatique des entités nécessaires pour la
formulation des conditions aux limites périodiques
5. maillage volumique de l’agrégat
Nous présentons la procédure de manière générique pour les cas 2D et 3D. En 2D, les
paramètres indicés en z sont à ignorer, le maillage surface est remplacé par un maillage linéique
et le maillage volumique par un maillage surfacique. La dimension du problème est caractérisée
par le paramètre dim.
5.1.1 Topologie
Germes
La première étape réside dans la génération d’un nombre Ng de germes par processus de
Poisson dans le domaine parallélépipédique (ou rectangulaire en 2D) Ω0 dont les dimensions
sont paramétrables (Sx,Sy,Sz). Il est possible d’imposer un paramètre de répulsion Rrep entre
les germes générés de manière aléatoire. Il s’agit du rayon de la sphère de répulsion produite à
chaque tirage de germe. L’ensemble du volume occupé par cette sphère devient interdit, aucun
germe ne peut y apparaître. L’algorithme de tirages de germe s’arrête dès lors que Ng germes
ont été générés ou si l’ensemble des volumes interdits remplit le domaine Ω0.
On peut noter que la périodicité est prise en compte dans cet algorithme. En effet, si une
sphère de répulsion déborde au-delà des limites de Ω0, la partie extérieure est reproduite dans
les directions périodiques.
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(a) (b)
Fig. 5.1 – (a) Réplication du domaine dans toutes les directions. (b) Maillage d’agrégat pério-
dique (d’après Gérard [20]).
Domaine Ω0 Ω1 Ω2 Ω3 Ω4 Ω5 Ω6 Ω7 Ω8
cx 0 −1 −1 −1 0 0 +1 +1 +1
cy 0 −1 0 +1 −1 +1 −1 0 +1
Tab. 5.1 – Numérotation des domaines répliqués et valeurs des coefficients déterminant leur
position dans l’espace dans un cas 2D.
Réplication périodique
De manière générale, pour générer une topologie périodique dans le cadre d’une décomposi-
tion de Voronoï, la meilleure méthode consiste à répliquer par translation le domaine d’origine
Ω0 dans toutes les directions de l’espace. Cela amène à créer 26 (ou 8 en 2D) domaines Ωi
supplémentaires comme illustré en figure 5.1a. Chaque domaine Ωi couvre l’espace d’origine
(cxSx, cySy, czSz) et de dimension (Sx,Sy,Sz). Les positions de chaque domaine, respectivement
en 2D et 3D, sont récapitulées dans les tableaux 5.1 et 5.2.
Deux choix s’offrent à nous pour réaliser un maillage de la microstructure périodique créée
après décomposition de Voronoï :
– faire l’intersection de toutes les entités générées avec le domaine initial Ω0, ce qui don-
nera un maillage parallélépipédique aux faces plates. Fritzen et al. ont mis en place une
Domaine Ω0 Ω1 Ω2 Ω3 Ω4 Ω5 Ω6 Ω7 Ω8 Ω9 Ω10 Ω11 Ω12 Ω13
cx 0 −1 −1 −1 −1 −1 −1 −1 −1 −1 0 0 0 0
cy 0 −1 −1 −1 0 0 0 +1 +1 +1 −1 −1 −1 0
cz 0 −1 0 +1 −1 0 +1 −1 0 +1 −1 0 +1 −1
Domaine Ω14 Ω15 Ω16 Ω17 Ω18 Ω19 Ω20 Ω21 Ω22 Ω23 Ω24 Ω25 Ω26
cx 0 0 0 0 +1 +1 +1 +1 +1 +1 +1 +1 +1
cy 0 +1 +1 +1 −1 −1 −1 0 0 0 +1 +1 +1
cz +1 −1 0 +1 −1 0 +1 −1 0 +1 −1 0 +1
Tab. 5.2 – Numérotation des domaines répliqués et valeurs des coefficients déterminant leur
position dans l’espace dans un cas 3D.
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Fig. 5.2 – Schéma de propagation en trois phases du domaine (a) par translation (périodique)
et (b) par symétrie (non périodique).
procédure automatique dédiée [168] en faisant appel à l’outil Qhalf, inclus dans le logi-
ciel Qhull [169]. L’avantage est de simplifier l’application des conditions aux limites et
d’obtenir une visualisation plus nette de la structure. Deux inconvénients sont néanmoins
notables. D’une part, le découpage des entités topologiques peut conduire à la formation
d’arêtes très courtes qui, lors de la procédure de maillage, entraînent la création d’éléments
aplatis, qui sont nocifs pour la convergence des calculs EF. D’autre part, la mise en place
numérique de la méthode est à la fois complexe et peu robuste. En effet, les opérations
booléennes de données topologiques, opérées par voie numérique, peuvent entraîner, dans
certains cas, des erreurs dues à la précision des valeurs numériques.
– ne conserver que les grains issus des germes du domaine initial S0. De ce fait les limites de
la structure périodique suivent la forme des polyèdres comme le montre la figure 5.1b. À
l’inverse, les conditions aux limites sont plus complexes à mettre en place, mais les entités
n’étant pas altérées, un maillage de bonne qualité est assuré à la sortie.
Notre choix s’est porté sur la seconde option, de manière à simplifier la mise en place de la
procédure et garantir une bonne qualité de maillage.
Cependant dans le cas des agrégats semi-périodiques, la périodicité est limitée à certaines
directions. Il faut procéder différemment suivant le caractère périodique ou non de chacune des
directions. On répliquera le domaine :
– par translation dans les directions périodiques ;
– par symétrie dans les directions non périodiques.
Ces procédés sont décrits par la figure 5.2 dans le cas simplifié d’un domaine bidimensionnel.
L’utilité de propager les germes par symétrie dans les directions non périodiques réside dans la
génération automatique des limites du domaine par la décomposition de Voronoï (cf. figure 5.2b).
La figure 5.3 présente les étapes de construction de la topologie d’un agrégat 2D semi-périodique.
Les polyèdres ainsi générés près des limites non périodiques du domaine ont la particularité
d’avoir une taille un peu plus importante que dans un schéma classique.
Au cours de cette phase de propagation les relations de maîtres/esclaves sont définies entre
chaque germe. Dans le cas d’une structure complètement périodique (dans toutes les directions),
tout grain répliqué est esclave, son maître est le germe initial du domaine Ω0. Cela devient plus
complexe dans le cas d’une structure semi-périodique.
Les germes maîtres sont définis comme suit :
– En 2D :
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Fig. 5.3 – Schéma décrivant la construction, décomposée en 6 étapes, de la topologie d’un
agrégat 2D semi-périodique constitué de 3 grains. (a) Tirage des germes dans le domaine initial
Ω0. (b) Réplication par translation dans la direction périodique. (c) Réplication par symétrie
dans la direction non périodique. (d) Décomposition de Voronoï. (e) Récupération des grains
issus des germes du domaine initial. (f) Topologie finale.
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 si x est non périodique, les germes des domaines pour lesquels
→ cx = −1 trouvent leur maître dans Ω2
→ cx = 0 trouvent leur maître dans Ω0
→ cx = 1 trouvent leur maître dans Ω7
 si y est non périodique, les germes des domaines pour lesquels
→ cy = −1 trouvent leur maître dans Ω4
→ cy = 0 trouvent leur maître dans Ω0
→ cy = 1 trouvent leur maître dans Ω5
– En 3D :
 si x est non périodique, les germes des domaines pour lesquels
→ cx = −1 trouvent leur maître dans Ω5
→ cx = 0 trouvent leur maître dans Ω0
→ cx = 1 trouvent leur maître dans Ω23
 si y est non périodique, les germes des domaines pour lesquels
→ cy = −1 trouvent leur maître dans Ω11
→ cy = 0 trouvent leur maître dans Ω0
→ cy = 1 trouvent leur maître dans Ω17
 si z est non périodique, les germes des domaines pour lesquels
→ cz = −1 trouvent leur maître dans Ω13
→ cz = 0 trouvent leur maître dans Ω0
→ cz = 1 trouvent leur maître dans Ω14
Les propriétés maître/esclave sont propagées de manière à ce que chaque germe ne puisse
être que maître ou que esclave. Si un germe i est esclave d’un germe j, lui-même esclave d’un
germe k, alors :
– i est esclave de k
– j est esclave de k
– k est maître de i et j
Un germe peut être maître de plusieurs autres germes. À la fin de cette phase, nous obtenons
donc 3dim ×Ng germes avec leur position et leur configuration maître/esclave.
Décomposition de Voronoï
Une fois l’ensemble des germes répliqués et paramétrés, ces données sont envoyées vers le
logiciel Qhull [169] qui donne en sortie le résultat de la décomposition de Voronoï (les polyèdres
et les sommets associés). Ces données sont traitées pour reconstituer tous les grains, faces, arêtes
et sommets. Les relations maître/esclave sont aussi attribuées à chaque entité topologique afin
de préserver la périodicité dans les directions souhaitées. Par exemple en 3D, pour une face Fi :
– on relève les deux grains (ou germes) Gj et Gk de part et d’autre de la face Fi ;
– on recherche les maîtres Gl et Gm de chacun de ces deux grains ;
– on recherche la face Fn entre les grains Gl et Gm ;
– Fn devient maître de Fi et Fi esclave de Fn ;
– les listes des sommets définissant les faces Fi et Fn sont triées pour que chaque sommet
maître soit relié à son homologue esclave par ordre d’apparition dans la liste.
Enfin, seuls les grains issus des germes du domaine Ω0 sont conservés. On définit donc un
nouveau domaine Ω dont les limites ne coïncident pas toutes avec celles de Ω0. On appelle face
frontière une face aux limites de l’agrégat, i.e. sur ∂Ω. On appelle face frontière périodique,
une face frontière entre deux domaines périodiques, i.e. sur ∂Ωper. Chacune des faces frontières
périodiques est associée à son homologue, maître ou esclave.
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5.1.2 Maillage
Maillage surfacique
À partir de la topologie établie précédemment, on réalise dans un premier temps le maillage
surfacique de chacun des grains par l’intermédiaire de l’outil BLsurf [170]. Les éléments générés
sont des triangles quadratiques (il est aussi possible de générer des éléments linéaires). Une fois
le maillage retranscrit dans Z-set, les relations maître/esclave des faces sont conservées. On les
réutilise pour recopier les faces maîtres en place des faces esclaves, puis établir les relations
maître/esclave des nœuds :
– le premier nœud de chaque face correspond au premier sommet définissant la face, la
périodicité est conservée pour ces deux nœuds ;
– pour chacun des autres nœuds Ni de la face maître, on boucle sur les nœuds Nj de la face
esclave pour retrouver le nœud esclave N ′i et vérifier la périodicité.
On propage ces relations de la même manière que pour les germes, de façon à ce qu’un nœud
ne puisse être que maître ou esclave d’un autre. En revanche, un nœud peut être maître de
plusieurs esclaves, dans ce cas, la relation de périodicité s’applique à trois nœuds ou plus.
Chacun des nœuds des faces frontières est alors associé à son(es) homologue(s) maître/esclave(s),
ce qui permettra de définir les groupes de nœuds nécessaires pour l’application des conditions
aux limites périodiques. Le nombre de nœuds répertoriés dans chacune de ces associations condi-
tionne le nombre de domaines Ωi communs à la frontière dont fait partie le nœud maître. Il
conditionne également le type de condition aux limites périodique appliquée.
2 nœuds :
– Type de condition aux limites : mpc2.
– Type de frontière : entre deux domaines périodiques, i.e. partie d’une face frontière
périodique.
– Groupes de nœuds créés : les nœuds maîtres sont listés dans le groupe mpc2_A, les nœuds
esclaves dans le groupe mpc2_B.
– Remarque : l’ordre des nœuds doit être conservé afin de préserver les associations
maître/esclave.
3 nœuds ou plus :
– Type de condition aux limites : mpc1.
– Type de frontière : entre trois domaines périodiques ou plus, i.e. intersection d’au moins
deux faces frontières périodiques de domaines différents.
– Groupes de nœuds créés : un groupe de nœuds nommé mpc1_k est créé pour chaque
association de trois nœuds ou plus, reliés par une relation maître/esclave.
– Remarque : l’union de tous les groupes mpc1_k donne les lignes triples entre les domaines
périodiques.
Deux types de groupes de nœuds sont alors créés. Un exemple de mise en donnée de ces groupes
est présenté plus loin en tableau 5.3a, page 139. L’intersection entre les tous les groupes mpc1
et mpc2 et nulle.
Maillage volumique
Enfin, le maillage volumique est assuré par l’outil de maillage GHS3D [171]. Les éléments
obtenus sont des tétraèdres linéaires. Il sont ensuite convertis en éléments quadratiques (de
même que pour le maillage surfacique, il est aussi possible de conserver des éléments linéaires).
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(a) Perspective (b) Face (c) Droite
Fig. 5.4 – Différentes vues de la topologie semi-périodique générée pour un agrégat de 250
grains.
5.2 Chargement et conditions aux limites semi-périodiques
La mise en place des conditions aux limites est décrite pour un cas 3D, périodique dans les
directions 1 et 2, et non périodique dans la direction 3. En 2D, les termes de faces, respectivement
lignes, se rapportent aux lignes, respectivement points.
5.2.1 Formulation du problème périodique
En appliquant des conditions aux limites de type périodique, on définit le chargement par
un tenseur de déformation moyen piloté E∼ auquel s’ajoute un champ de déplacement v(x). On
cherche le champ de déplacement total u(x) tel que :
u(x) = E∼ · x+ v(x) (5.1)
uij = Eij + vij (5.2)
Le tenseur correspond généralement à la déformation macroscopique. Le champ de déplacement
v(x) correspond aux « perturbations » locales entraînées par l’hétérogénéité du milieu.
5.2.2 Chargement dans le cas semi-périodique
Étant donné que le problème n’est périodique que dans deux directions (x1 et x2), le tenseur
de déformation moyen piloté E∼ peut différer du tenseur de déformation moyen réel E∼ .
E∼ =
1
V
∫
Ω
ε∼ dV (5.3)
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Vérifions quelles composantes de E∼ sont réellement pilotées à travers E∼ . On se place dans le
domaine des petites perturbations, donc E∼ ij = E∼ ji.
ε∼ =
1
2
(
∇u∼ +∇uT∼
)
(5.4)
εij =
1
2(ui,j + uj,i) (5.5)
εij =
1
2
(
Eij + vi,j +Eji + vj,i
)
(5.6)
Eij =
1
V
∫
Ω
(
Eij +
1
2(vi,j + vj,i)
)
dV (5.7)
Eij = Eij +
1
2V
∫
Ω
(vi,j + vj,i) dV (5.8)
Donc
Eij ≡ Eij ⇔
∫
Ω
(vi,j + vj,i) dV = 0
Le champ de déplacement v(x) est piloté comme suit :
– v(∂Ωper) imposé périodique
– v3(∂Ωx3=0) = 0
– v(∂Ωfree) libre
Par le théorème de la divergence, en considérant n le vecteur normal à ∂Ω, frontière de Ω :
∫
Ω
vi,j dV =
∫
∂Ω
vinj dS (5.9)∫
Ω
vi,j dV =
∫
∂Ωper
vinj dS +
∫
∂Ωx3=0
vinj dS +
∫
∂Ωfree
vinj dS (5.10)
Or v et n sont périodiques sur ∂Ωper donc :∫
∂Ωper
vinj dS = 0
Donc
∫
Ω
vi,j dV =
∫
∂Ωx3=0
vinj dS +
∫
∂Ωfree
vinj dS
Analysons chaque composante :
1. Composante E11∫
Ω
v1,1 dV =
∫
∂Ωx3=0
v1n1 dS +
∫
∂Ωfree
v1n1 dS
= 0 + 0 car
{
n1(∂Ωx3=0) = 0
n1(∂Ωfree) = 0∫
Ω
v1,1 dV = 0
Donc E11 ≡ E11
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2. Composante E22
De même
{
n2(∂Ωx3=0) = 0
n2(∂Ωfree) = 0
Donc E22 ≡ E22
3. Composante E33
∫
Ω
v3,3 dV =
∫
∂Ωx3=0
v3n3 dS +
∫
∂Ωfree
v3n3 dS
= 0 +
∫
∂Ωfree
v3n3 dS car
{
v3(∂Ωx3=0) = 0
n3(∂Ωfree) = 1
=
∫
∂Ωfree
v3 dS∫
Ω
v3,3 dV 6≡ 0
Donc E33 6≡ E33
4. Composante E12
∫
Ω
v1,2 dV =
∫
∂Ωx3=0
v1n2 dS +
∫
∂Ωfree
v1n2 dS
= 0 + 0 car
{
n2(∂Ωx3=0) = 0
n2(∂Ωfree) = 0∫
Ω
v1,2 dV = 0
De même
{
n1(∂Ωx3=0) = 0
n1(∂Ωfree) = 0
⇒
∫
Ω
v2,1 dV = 0
Or
E12 = E12 +
1
2V
∫
Ω
v1,2 + v2,1 dV
D’où E12 ≡ E12
5. Composante E23
∫
Ω
v2,3 dV =
∫
∂Ωx3=0
v2n3 dS +
∫
∂Ωfree
v2n3 dS
=
∫
∂Ωx3=0
−v2 dS +
∫
∂Ωfree
v2 dS car
{
n3(∂Ωx3=0) = −1
n3(∂Ωfree) = 1∫
Ω
v2,3 dV =
∫
∂Ωfree
v2 dS −
∫
∂Ωx3=0
v2 dS∫
Ω
v2,3 dV 6≡ 0
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∫
Ω
v3,2 dV =
∫
∂Ωx3=0
v3n2 dS +
∫
∂Ωfree
v3n2 dS
= 0 + 0 car
{
n2(∂Ωx3=0) = 0
n2(∂Ωfree) = 0∫
Ω
v3,2 dV = 0
Or
E23 = E23 +
1
2V
∫
Ω
v2,3 + v3,2 dV
E23 = E23 +
1
2V
∫
Ω
v2,3 dV
D’où E23 6≡ E23
6. Composante E31
∫
Ω
v1,3 dV =
∫
∂Ωx3=0
v1n3 dS +
∫
∂Ωfree
v1n3 dS
=
∫
∂Ωx3=0
−v1 dS +
∫
∂Ωfree
v1 dS∫
Ω
v1,3 dV =
∫
∂Ωfree
v1 dS −
∫
∂Ωx3=0
v1 dS∫
Ω
v1,3 dV 6≡ 0
∫
Ω
v3,1 dV =
∫
∂Ωx3=0
v3n1 dS +
∫
∂Ωfree
v3n1 dS
= 0 + 0 car
{
n1(∂Ωx3=0) = 0
n1(∂Ωfree) = 0∫
Ω
v3,1 dV = 0
Or
E31 = E31 +
1
2V
∫
Ω
v1,3 + v3,1 dV
E31 = E31 +
1
2V
∫
Ω
v1,3 dV
D’où E31 6≡ E31
En résumé :
E11 ≡ E11 (5.11)
E22 ≡ E22 (5.12)
E33 6≡ E33 (5.13)
E12 ≡ E12 (5.14)
E23 6≡ E23 (5.15)
E31 6≡ E31 (5.16)
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Les seules composantes réellement pilotées à travers E∼ sont E11,E22,E12. Afin de fixer les
modes rigides, nous devons fixer les composantes E33 = E23 = E31 = 0. Cela n’a pas d’impact
sur les composantes E33, E23 et E31.
5.2.3 Conditions aux limites conservant la périodicité
Deux types de conditions aux limites sont appliquées aux groupes de nœuds des faces fron-
tières périodiques.
– mpc1 : cette condition aux limites s’applique pour un groupe de nœuds et un degré de
liberté vi. Pour l’ensemble des nœuds du groupe, le degré de liberté vi est uniforme. On
applique ce type de condition pour les nœuds faisant partie des lignes triples entre les
domaines périodiques. Plusieurs conditions de ce type sont créées : une par association de
nœuds (comportant trois nœuds ou plus) et par degré de liberté. Il est important de noter
que le DDL vi, bien qu’uniforme au sein d’une association de nœuds, prend une valeur
différente pour chacune d’elles.
– mpc2 : cette condition s’applique pour deux groupes de nœuds correspondant aux listes
ordonnées des associations de deux nœuds maîtres/esclaves et à un degré de liberté vi.
Le degré de liberté vi est uniforme pour chaque nœud d’un couple. Ce type de condition
s’applique aux nœuds faisant partie des faces frontières périodiques (en excluant ceux
appartenant aux lignes triples qui sont déjà affectés par des conditions de type mpc1).
Prenons l’exemple de deux nœuds A et B périodiques, i.e. qui sont liés par une relation
maître/esclave. A est le nœud maître. Le domaine périodique étudié est de dimensions Sx ×
Sy × Sz. Les vecteurs des positions initiales des nœuds A et B, x(A) et x(B), sont liés par :
AB = x(B)− x(A) =
cxSxcySy
czSz
 avec {ci = {0; 1}, i = x,y,z
AB 6= 0 (5.17)
Les deux nœuds sont maître et esclave, donc :
– soit ils font partie du même groupe mpc1 (avec au moins un autre nœud),
– soit ils sont chacun classés au même rang respectivement dans les groupes mpc2_A et
mpc2_B.
De ce fait, on a :
v(A) = v(B)
D’où, la différence de déplacement total entre les deux nœuds :
u(B)− u(A) = E∼ · x(B) + v(B)−E∼ · x(A)− v(A) (5.18)
= E∼ · (x(B)− x(A)) (5.19)
= E∼ ·AB (5.20)
= E∼ ·
cxSxcySy
czSz
 avec ci = {0; 1}, i = x,y,z (5.21)
La différence de déplacement entre les deux nœuds est donc uniquement liée au tenseur E∼ et aux
dimensions du domaine périodique. C’est donc aussi le cas pour toutes les autres associations
de maître/esclave. La différence de déplacement entre les limites des domaines périodiques, i.e.
la déformation globale, est donc directement reliée à E∼ .
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N

4

***group
**nset mpc1_1
48 63 89
**nset mpc1_2
42 55 68
**nset mpc1_3
33 39 74
**nset mpc1_4
52 64 98
...
**nset mpc1_12
24 57 96
**nset mpc2_A
1 2 3 4 5 6 7 8
**nset mpc2_B
11 12 13 14 15 16 17 18
(a)
***equation
**mpc1 mpc1_1 U1
**mpc1 mpc1_1 U2
**mpc1 mpc1_1 U3
**mpc1 mpc1_2 U1
**mpc1 mpc1_2 U2
**mpc1 mpc1_2 U3
**mpc1 mpc1_3 U1
**mpc1 mpc1_3 U2
**mpc1 mpc1_3 U3
**mpc1 mpc1_4 U1
**mpc1 mpc1_4 U2
**mpc1 mpc1_4 U3
...
**mpc2 mpc2_A U1 mpc2_B U1
**mpc2 mpc2_A U2 mpc2_B U2
**mpc2 mpc2_A U3 mpc2_B U3
(b)
Tab. 5.3 – Mise en données Z-set (a) des groupes de nœuds et (b) des conditions aux limites
propres à la formulation périodique. Les symboles et couleurs à gauche des groupes de nœuds
font référence à la figure 5.5.
z
x
y
u
u
u
r
r
r ut
ut
ut
rs
rs
rs
Fig. 5.5 – Schéma simplifié d’un agrégat semi-périodique constitué de 4 grains extrudés. Les
symboles N, 4,  et  représentent les nœuds des lignes triples à la jonction de 3 domaines
périodiques (ou plus), i.e. les groupes de nœuds de type mpc1. Les faces de couleurs rouge et
bleue représentent les faces frontières périodiques, i.e. les groupes de nœuds de type mpc2.
140 Chapitre 5 : Étude d’un agrégat 3D semi-périodique
Calcul Nœuds Éléments Sous-domaines Temps CPU [H]
3D classique 626 899 454 673 40 48
3D semi-périodique 495 056 355 426 16 8,5
Tab. 5.4 – Comparatif entre les calculs classiques et semi-périodiques.
Un exemple de mise en donnée de l’application de ces conditions aux limites dans Z-set est
présenté en tableau 5.3b, accompagné d’un dessin explicatif en figure 5.5.
L’ensemble de la procédure a été implémenté dans Z-set de manière à permettre la création
générique d’agrégats semi-périodiques synthétiques répondant à certains critères (nombre de
grains, distance de répulsion). Bien que les calculs de ce chapitre ne portent que sur un unique
maillage, l’outil de génération de maillages semi-périodique est donc entièrement dédié à des
études statistiques sur de multiples microstructures comprenant à la fois des orientations et des
topologies variées. On peut noter que pour introduire une rugosité sur ce type de maillage, il
faudra s’assurer que la carte de rugosité respecte la périodicité dans les directions appropriées.
5.3 Mise en place des calculs
5.3.1 Maillage
Le maillage utilisé dans ce chapitre a été généré suivant la méthode décrite en section 5.1.
Il est constitué de 250 grains, 495 056 nœuds et 355 426 éléments. La position des germes est
déterminée aléatoirement par un processus de Poisson avec une distance de répulsion de 15µm.
5.3.2 Conditions aux limites
Nous appliquons des conditions aux limites semi-périodiques, telles que nous les avons dé-
crites en section 5.2. Les directions périodiques sont x et y. La direction z reste celle de la
surface libre, comme dans les chapitres 3 et 4.
Dans ce chapitre, l’étude se restreint au chargement uniaxial-y, avec comme précédemment,
un rapport de charge R = −1 et une amplitude de déformation totale ∆ε/2 = 0,2 %.
5.3.3 Parallélisation
Le maillage est décomposé en 16 sous-domaines par l’outil Metis–split pour un calcul paral-
lèle de type FETI. Contrairement aux calculs des chapitres 3 et 4, ces calculs ont pu converger
en utilisant le solveur linéaire dscpack (cf. annexe C). Nous rappelons que ce dernier ne détecte
pas automatiquement les modes rigides. Nous avons donc procédé à un pas de calcul avec le
solveur sparse_direct afin de les obtenir. Ils sont alors réinjectés dans le calcul réalisé avec le
solveur dscpack. Le gain en termes de temps CPU est conséquent comparé aux calculs tridimen-
sionnels classiques, comme le montre le tableau 5.4. Ceci présente un avantage significatif pour
ce type de modélisation dans le cadre d’études statistiques de résultats de calculs EF réalisés
sur des microstructures synthétiques.
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5.4 Résultats et discussion
L’analyse porte sur les résultats de 15 calculs effectués sur le même maillage, avec 15 jeux
comportant 250 grains d’orientation aléatoire. Nous nous plaçons à la fin du second cycle, lors
de la phase de traction, à niveau de déformation totale nulle. La comparaison avec les résultats
du chapitre 3 est faite de manière répétée au cours de cette section afin de déterminer si les
résultats en 3D semi-périodique valident les résultats en 3D classique.
Concernant les classes de grains, seuls les grains en contact avec la face Ωx3=0 sont considérés
comme étant aux conditions aux limites. Les conditions aux limites périodiques, i.e. de type
mpc, sont considérées comme la continuité du matériau et ne sont plus censées perturber les
résultats. Nous vérifierons si c’est bien le cas au travers des résultats. Un grain en contact avec
la surface libre et des conditions aux limites périodiques sera donc considéré comme un grain
en surface. Nous avons donc dans notre agrégat semi-périodique :
– 126 grains à cœur (dont 69 aux conditions aux limites périodiques) ;
– 67 grains en surface (dont 33 aux conditions aux limites périodiques) ;
– 57 grains aux conditions aux limites (dont 33 aux conditions aux limites périodiques).
5.4.1 Champs locaux en surface
Les isovaleurs en surface des variables étudiées sont présentées pour un calcul, en figure 5.6,
accompagnées de l’image EBSD de surface avec les désorientations. On observe à nouveau une
concentration de la déformation plastique au niveau des joints de grains, sous forme d’une
bande dont l’orientation est proche de 45° (cf. figures 5.6b et 5.6c). En comparant avec l’EBSD
en figure 5.6a, il s’agit des joints entre les grains 45 et 162, 63 et 241, 163 et 241, 73 et 146.
On remarque que chacun de ces joints correspond à une désorientation assez forte et que leur
arrangement géométrique dessine un « chemin » orienté à plus ou moins 45° par rapport à la
direction de chargement. De manière analogue, on observe le même phénomène sur les joints
des grains 86 et 228, 105 et 208. Par périodicité, ces deux localisations sont jointes et forment
aussi un chemin orienté à 45°.
Concernant les contraintes (figure 5.6d), on retrouve des contrastes équivalents aux résultats
obtenus en 3D classique. La corrélation entre désorientation, contraintes et déformation plas-
tique n’est pas systématique. Le nombre de systèmes de glissement actifs est globalement moins
élevé que dans le cas 3D classique. Néanmoins, on peut voir sur l’EBSD que, si on compare aux
résultats du 3D classique (cf. figures 3.10a en page 97 et 3.14 en page 98), peu de grains sont
proches de l’orientation {001}, orientation pour laquelle on obtient le maximum de systèmes
actifs. En outre, les modélisations semi-périodiques sont connues pour fournir des résultats plus
« souples », ceci est illustré en figure 5.7. Ceci peut expliquer en partie les valeurs plus faibles
obtenues dans ce calcul semi-périodique.
5.4.2 Distributions globales
Dans un premier temps, l’effet bénéfique de la modélisation périodique est validé par l’in-
termédiaire de la figure 5.8. Celle-ci présente les distributions des variables étudiées en échelle
logarithmique, obtenues pour les grains en surface, à cœur et aux conditions aux limites, ceci en
incluant ou non les grains en contact avec les conditions aux limites périodiques, i.e. les condi-
tions de type mpc. On peut donc visualiser l’impact, ou plutôt l’absence d’impact des condition
aux limites périodiques sur les distributions. Pour l’ensemble des variables, on constate une très
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Fig. 5.6 – Isovaleurs des variables étudiées en surface libre de l’agrégat sous chargement
uniaxial-y semi-périodique.
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Fig. 5.7 – Courbes contraintes–déformations macroscopiques obtenues à partir de calculs en
3D classique et semi-périodique.
bonne concordance des distributions avec ou sans les grains en contact avec les mpc. Les effets
de bords sont donc bien absents au niveau des limites périodiques du domaine. L’élimination
des effets des bords, sur les limites de l’agrégat dans les directions périodiques x et y, est donc
confirmée.
Les tracés sont à nouveau présentés plus clairement en figure 5.9. La comparaison directe avec
les résultats en 3D (cf. figure 3.19 en page 104), montre qu’en semi-périodique, les distributions
de l’ensemble des grains deviennent plus proche de celles grains à cœur ou en surface. On
retrouve également en surface, la forte dispersion de la déformation plastique, caractéristique
des grains en surface. Ici, la distribution de la déformation plastique en surface se démarque
davantage de celle l’ensemble des grains. La dispersion du taux de triaxialité, essentiellement
due aux effets de bords, est nettement diminuée.
5.4.3 Influence des paramètres
Nous reprenons l’analyse de l’influence des paramètres tels que le facteur de Schmid Mmax
et de la désorientation sur les valeurs des variables étudiées. Pour cela on moyenne par intervalle
(e.g. deMmax) les variables dans tous les grains des 15 calculs effectués. Les points sont reportés
en fonction de l’intervalle de facteur de Schmid maximal Mmax en figure 5.10. On retrouve
l’influence du facteur de Schmid sur la déformation plastique équivalente, mais plus faible qu’en
3D classique.
La procédure de post-traitement qui repère les grains adjacents et calcule les désorienta-
tions entre ces derniers a été améliorée afin de pouvoir prendre en compte la périodicité. Aux
limites périodiques de l’agrégat, pour chaque face maître, on repère la face esclave. Les deux
grains rattachés à ces faces sont considérés comme adjacents. Sans les conditions aux limites
périodiques, le calcul des désorientations pondérées était quelque peu faussé par les conditions
aux limites. Aucune désorientation n’étaient attribuée à ces limites, bien qu’elles induisent de
fortes perturbations.
Les mêmes graphes sont réalisés en fonction de la désorientation pondérée ∆θw en figure 5.11.
On constate que les tendances observées sont similaires à celles du chapitre 3, quoique légèrement
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Fig. 5.8 – Distributions en échelle logarithmique des variables étudiées pour différents types de
grains, en prenant compte ou non les grains en contact avec les conditions aux limites de type
mpc.
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Fig. 5.9 – Distributions en échelle logarithmique des variables étudiées sur l’ensemble des 15
calculs pour différents types de grains.
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Fig. 5.10 – Influence du facteur de Schmid sur les variables étudiées pour différents types de
grains.
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εpmises [×10−4] σmises [MPa]
Modélisation 3D classique 3D semi-périodique 3D classique 3D semi-périodique
Mmax = 0,4 8,5 9,5 140 135
Mmax = 0,5 11,5 11 115 120
Variation +35 % +17 % -18 % -11 %
∆θw = 30◦ 11 11 120 120
∆θw = 50◦ 10 10 125 130
Variation -9 % -9 % +4 % +8 %
Tab. 5.5 – Évolution de εpmises et σmises en fonction de Mmax et ∆θw dans tous les grains des
15 calculs, en modélisation 3D classique et 3D semi-périodique.
moins marquées. De plus, on remarque également que les différences entre les types de grains
deviennent elles aussi encore moins évidentes.
L’impact du facteur de Schmid maximal Mmax et de la désorientation pondérée ∆θw sur
εpmises et σmises est résumé en tableau 5.5, dans les modélisations 3D classiques et 3D semi-
périodique. Ce tableau est construit en reportant les variations des variables obtenues par une
simple interpolation des courbes présentes sur les figures 3.21, 3.22, 5.10 et 5.11. Les pourcen-
tages de variation sont indiqués en gras. Par exemple, en passant d’un facteur de Schmid de
0,4 à 0,5, en 3D classique, la déformation plastique équivalente εpmises augmente de 8,5 × 10−4
à 1,15 × 10−3, soit 35 % d’augmentation. En semi-périodique, cette augmentation se réduit à
17 %. On observe la même effet sur la contrainte équivalente σmises. On en déduit que l’influence
du facteur de Schmid est revue à la baisse en semi-périodique : 1,5 à 2 fois moins importante.
Concernant la désorientation pondérée, l’influence reste faible et plutôt stable d’un modèle à
l’autre.
5.4.4 Analyse dans le triangle standard
Les résultats sont ici aussi comparables à ceux issus du modèle 3D classique (cf. figures 3.24
à 3.29 en pages 107 et 109). La position dans le SST joue plus sur la déformation plastique et
le nombre de système de glissement dans les grains en surface. À cœur, c’est sur les contraintes
(σmises, σ33 et σtriax) que la position dans le SST a le plus d’influence.
5.5 Résumé
Une méthode de calcul d’agrégat périodique prenant en compte une surface libre, appelée
modélisation semi-périodique, a été mise en place. Elle comprend la génération de la topologie
de l’agrégat semi-périodique, le maillage de cette microstructure, l’application des conditions
aux limites particulières et le chargement semi-périodique.
L’application de ce type de modélisation, basée sur des microstructures synthétiques, se
restreint à des études statistiques. Elle est cependant d’un grand intérêt, en premier lieu en
raison de sa compatibilité avec des solveurs linéaires efficaces, qui entraîne un coût de calcul
moindre en comparaison avec le modèle 3D classique. De plus, elle permet la suppression des
effets de bords sur les limites périodiques. L’exploitation des résultats peut donc s’étendre aux
grains en contact avec ce type de limites et peut donc reposer sur un échantillon de données
plus important.
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Fig. 5.11 – Influence de la désorientation pondérée ∆θw sur les variables étudiées pour différents
types de grains.
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Fig. 5.12 – Valeurs moyennées de ∑ γcum dans le triangle standard.
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Fig. 5.13 – Valeurs moyennées de εpmises dans le triangle standard.
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Fig. 5.14 – Valeurs moyennées de σmises dans le triangle standard.
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Fig. 5.15 – Valeurs moyennées de σ33 dans le triangle standard.
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Fig. 5.16 – Valeurs moyennées de σtriax dans le triangle standard.
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Fig. 5.17 – Valeurs moyennées de Nγ dans le triangle standard.
L’analyse des résultats amène aux mêmes conclusions que le chapitre 3, notamment en ce
qui concerne la concentration de la déformation plastique aux joints de grains en cas de fortes
désorientations et la forte dispersion en surface libre de l’agrégat.
Chapitre 6
Conclusions et perspectives
6.1 Conclusions
Ces travaux de thèse visaient à utiliser les calculs d’agrégats par éléments finis pour étudier
l’influence des paramètres microstructuraux sur les champs mécaniques locaux en vue d’une
meilleure compréhension des mécanismes menant à l’amorçage des fissures courtes en fatigue
dans les polycristaux. Il a déjà été montré dans la littérature que les premiers stades d’évolution
de ces fissures, de l’ordre de quelques grains, étaient intimement liés à la microstructure du
matériau.
Les résultats des simulations ont été analysés aussi bien individuellement que regroupés
dans le cadre de traitements statistiques. Dans ce contexte, plusieurs séries de calculs ont été
menées avec des modèles de plasticité cristalline allant du plus simple (deux dimensions avec
un seul système de glissement) au plus évolué (tridimensionnel semi-périodique avec les douze
systèmes de glissement octaédriques). Un axe important de ce travail a consisté à analyser
l’influence du voisinage d’un grain sur lui-même. Cela impliquait, par exemple pour un grain
doté d’une certaine orientation, de traiter différents arrangements de grains voisins. Le nombre
de configurations testées dans chaque partie est étroitement lié à la complexité et à la finesse
du modèle. Ainsi un large échantillon de microstructures a-t-il pu être étudié avec différentes
modélisations et conduire à des conclusions, pour la plupart communes au niveau de complexité
du modèle. Des dépouillements graphiques originaux ont été réalisés pour fournir un nouveau
regard sur les résultats et permettre d’approfondir les analyses.
L’approche statistique a permis de caractériser finement les distributions des différentes
variables critiques, de type contrainte ou déformation. Ainsi, il a été montré que la dispersion des
valeurs des déformations plastiques est bien plus importante dans les grains en surface que dans
les grains à cœur. Ceci consolide l’idée que, dans le cas d’un matériau sans inclusions ni pores,
l’amorçage de microfissures se produit naturellement en surface des agrégats, là où le glissement
est le plus facile, et où il sera le plus probable de retrouver des valeurs extrêmes. Nous avons
également mis en évidence un effet de voisinage qui modifie le comportement effectif d’un grain
par rapport à son comportement intrinsèque, i.e. de monocristal. Il résulte de la redistribution
des contraintes à l’échelle locale sous l’influence des grains voisins. De ce fait, il est plus important
à cœur, alors que les grains de surface ont un comportement plus proche du monocristal. Pour
caractériser les grains critiques d’un agrégat polycristallin vis-à-vis de l’amorçage, il faut donc
prendre en compte les caractéristiques du grain, notamment son orientation cristalline, mais
également celles des grains voisins. La notion de comportement individuel (local) est à remplacer
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par celle de comportement d’un assemblage (cluster). Cela consiste, par exemple, à ajouter la
notion de désorientation vis-à-vis des grains voisins au « traditionnel » facteur de Schmid.
Les effets de bords qui proviennent des conditions aux limites et qui rigidifient les limites
de l’agrégat ont été caractérisés. Ils perturbent les résultats sur une rangée de grains, et, de ce
fait, ils réduisent considérablement l’échantillon de grains réellement exploitables à l’analyse.
C’est ce qui motive l’utilisation d’une modélisation semi-périodique. La procédure de génération
de microstructure correspondante a été mise en place, accompagnée des conditions aux limites
adaptées. Les calculs qui ont été effectués avec ces microstructures ont permis de reproduire les
tendances du modèle tridimensionnel classique, avec toutefois un échantillon exploitable plus
vaste pour une taille de maillage limitée. Ceci permet un gain important en temps de calcul et
permet donc de simuler davantage de microstructures avec un meilleur rendement de données
exploitables.
D’un point de vue plus spécifique à chaque partie de l’étude, on a pu soulever différents effets
liés à la microstructure. L’effet de forme des grains de surface a été mis en évidence dans l’étude
des maillages bidimensionnels : les grains « ouverts », dont l’intersection avec la surface libre
se fait au niveau de méridiens, sont plus sensibles à l’environnement que les grains « fermés »
qui ne possèdent qu’une petite « fenêtre » sur la surface extérieure. L’orientation cristalline du
grain peut donc dans ce cas passer au second plan lorsqu’il s’agit de définir l’activation des
mécanismes de déformation plastique.
La modélisation tridimensionnelle a permis d’étudier des chargements de types uniaxial
et équibiaxial. À même déformation équivalente au sens de von Mises, le chargement biaxial
produit plus de déformation plastique que le chargement uniaxial. De plus, les structures de
localisation de la déformation plastique observées dans le volume révèlent une organisation
plus propice à l’amorçage de microfissures. Plus précisément, cela se traduit par la formation
d’une plus grande proportion de facettes de type B, qui conduisent à l’émergence de marches
d’intrusion/extrusion en surface. Le caractère biaxial du chargement, tel que rencontré dans les
circuits de refroidissement, constitue donc un facteur aggravant, comparé au cas uniaxial.
Disposant d’une information tridimensionnelle sur les mécanismes de glissement, un indi-
cateur reflétant la formation des marches d’intrusion/extrusion a été calculé en surface libre.
Il présente des valeurs généralement plus élevées aux abords des joints de grains. Ceci montre
que les zones situées à proximité des joints de grains sont propices à l’amorçage, sous l’effet des
incompatibilités intergranulaires. Bien que les zones critiques soient proches des joints de grains,
il s’agit bien d’un amorçage intragranulaire, conduisant à une micropropagation intragranulaire.
Les images illustrant à la fois l’intensité et l’orientation des marches peuvent être confrontées
aux traces observées expérimentalement à la surface des polycristaux.
L’introduction de la rugosité de surface a mis en évidence une compétition entre l’orientation
cristalline et le relief de surface dans les mécanismes menant à la localisation de la déformation
plastique en surface de l’agrégat. En effet, les calculs effectués avec différentes rugosités sont très
différents de ceux qui sont réalisés sur agrégats vierges. Les zones de fortes localisations sont en
quelque sorte « déplacées » des grains et joints de grains critiques vers le fond des vallées. Plus
les rayons de courbures du relief de surface sont petits, plus ce phénomène s’intensifie. On relève
toutefois des hétérogénéités d’un grain à un autre, l’effet de l’orientation n’est donc pas réduit à
néant en surface. Les différences entre agrégats rugueux et vierges s’estompant progressivement
dans la profondeur de l’agrégat, jusqu’à devenir négligeables après la première rangée de grains,
on peut conclure que la rugosité influera essentiellement sur la période d’amorçage, mais peu ou
pas sur la micropropagation qui suit. L’orientation géométrique des stries du relief de surface
joue aussi un rôle important : ainsi, dans le cas d’un chargement uniaxial, la plus nocive est
orthogonale à la direction de chargement.
6.2 Perspectives 153
6.2 Perspectives
Ces conclusions mettent en avant le besoin d’identifier au mieux les lois de comportement,
voire de les modifier, afin de produire des résultats en meilleure adéquation avec les observations
expérimentales par l’intermédiaire des mesures de champs, tomographie et EBSD tridimension-
nel. En raison des particularités des mécanismes de déformation rencontrées aux joints de grains,
identifiés comme zones critiques en termes de formation de marches d’intrusion/extrusion, il
faudra certainement construire pour ces zones un comportement spécifique différent du com-
portement observé au centre des grains.
Le couplage entre Éléments Finis (EF) et Dynamique Discrète des Dislocations (DDD), objet
de plusieurs études actuellement, constitue un outil indispensable pour combler le fossé entre les
simulations à l’échelle du grain et les calculs d’agrégats. Simuler plusieurs grains de surface par
DDD, dans le cadre d’un système de calcul couplé à un code EF est une solution raisonnable
pour traiter avec plus de précision le développement des marches d’intrusion/extrusion. La DDD
permet en effet de retrouver de façon naturelle l’hétérogénéité de la déformation à l’échelle de
la microstructure, le développement de bandes de glissement, ainsi que les reliefs issus de la
déformation plastique.
Concernant l’effet de la rugosité de surface, de nombreuses perspectives s’ouvrent. Dans
un premier temps, il faut faire la part entre l’aspect cristallographique et l’aspect géométrique
dans la localisation de la déformation plastique. Cette analyse doit être effectuée en surface
et à différentes profondeurs, car la portée de l’influence de la rugosité varie suivant le relief de
surface. Ensuite, il reste encore des paramètres caractérisant la rugosité dont il serait intéressant
d’étudier précisément l’influence, notamment l’orientation des stries et le resserrement de celles-
ci. Enfin, la prise en compte de l’écrouissage de surface et des contraintes résiduelles représente
un enrichissement indispensable pour valider l’analyse de l’effet de la rugosité.
La modélisation semi-périodique mise en place au cours de cette thèse peut également servir
d’outil pour le développement d’un modèle à champs moyens capable de reproduire le com-
portement des grains d’un polycristal en surface libre d’un composant. En effet, les modèles
d’homogénéisation dédiés aux polycristaux ne permettent pas de prendre en compte l’effet de
surface libre. Pilvin a proposé pour cela une modification du modèle en β en incorporant le
paramètre de distance à la surface libre dsurf pour faire varier progressivement le tenseur des
contraintes [104]. Herbland propose quant à lui de modifier les paramètres scalaires (µ,D) du
modèle en paramètres tensoriels (C≈ ,D≈ ), afin d’offrir la possibilité d’annuler les composantes
du tenseur de contraintes qui doivent rester nulles en surface libre malgré l’opération de correc-
tion [106].
Sur la base de ces deux modèles, nous proposons de développer un modèle prenant en compte
l’effet de surface libre de manière progressive en fonction de la profondeur du grain dans le
volume. Pour ceci, nous définissons les paramètres tensoriels (C≈ ,D≈ ), variables en fonction de
la distance à la surface libre dsurf .
σ∼
i = Σ∼ +C≈ (dsurf)
(
B∼ − β∼
i
)
(6.1)
β˙
∼
i = ε˙∼
p,i −D≈ (dsurf)β∼
iεp,ieq (6.2)
Le modèle, noté βsurf , est en cours de développement et de validation par recalage sur les
calculs semi-périodiques. Ces calculs doivent être réalisés sur différentes microstructures afin de
disposer d’une quantité suffisante de données à diverses profondeurs. Le recalage des paramètres
du modèle se fait par méthode inverse, la procédure est décrite en figure 6.1. D’une part, le
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Fig. 6.1 – Procédure de recalage du modèle βsurf avec prise en compte de la profondeur dsurf .
processus d’optimisation se base sur les résultats des calculs EF semi-périodiques, effectués
sur plusieurs maillages distincts. Plus précisément, pour chaque grain i d’un agrégat j, on
conserve l’évolution du tenseur moyen des contraintes, noté σ∼
i,j
FEA. D’autre part, on calcule, par
l’intermédiaire de modèle βsurf , l’évolution du tenseur des contraintes dans le grain i, pour la
configuration j, noté σ∼
i,j
βsurf
. La comparaison est effectuée entre les évolutions temporelles de ces
deux tenseurs, pour chaque grain i, dans chaque configuration j. Les paramètres C≈ et D≈ sont
réajustés afin de minimiser l’écart entre les résultats du modèle EF (référence) et du modèle
βsurf .
Il existe d’autres paramètres importants, relatifs aux grains, qui peuvent à terme être incor-
porés dans ce modèle. D’une part, en plus de la distance à la surface libre, la forme des grains en
surface influe sur leur comportement (contour ouvert ou fermé), ceci peut être retranscrit par
l’aire du grain appartenant à la surface libre. D’autre part, l’effet voisinage peut en partie être
reproduit en introduisant un paramètre de désorientation du grain vis-à-vis de son voisinage.
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A.1 Abréviations
AFM : Microscope à force atomique (Atomic force Microscope)
CL (ou BC) : Condition aux Limites (Boundary Condition)
CFC (ou FCC) : Cubique à Faces Centrées (Face-Centered Cubic)
DDD : Dynamique Discrète des Dislocations
DDL (ou DOF) : Degré De Liberté (Degree Of Freedom)
EBSD : Diffraction d’électrons rétrodiffusés (Electron Back Scattering Diffraction)
EF : Éléments Finis
GND : Dislocations géométriquement nécessaire (Geometrically Necessary Dislocation)
HCF : Fatigue à grand nombre de cycles (High Cycle Fatigue)
LCF : Fatigue à petit nombre de cycles (Low Cycle Fatigue)
MEB : Microscope Électronique à Balayage
MET : Microscope Électronique à Transmission
MEPR : Mécanique ÉlastoPlastique de la Rupture
MLR : Mécanique Linéaire de la Rupture
MPC : Contrainte multipoint (Multi-Point Constraint)
MSC : Fissure microstructuralement courte (Microstructurally Short Crack)
PSB : Bande de glissement persistante (Persistent Slip Band)
PSM : Trace de glissement persistante en surface (Persistent Slip Marking)
RRA : Refroidissement du Réacteur à l’Arrêt
SFE : Énergie de faute d’empilement (Stacking Fault Energy)
SST : Triangle standard (Standard Stereographic Triangle)
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A.2 Variables et paramètres
N : Nombre de cycles
Ni : Nombre de cycles à l’amorçage
Np : Nombre de cycles de la phase de propagation
Nf : Nombre de cycles à rupture
σFL : Limite de fatigue
a : Longueur de la fissure
Kmax : Valeur maximale du facteur d’intensité de contrainte
Kmin : Valeur minimale du facteur d’intensité de contrainte
∆K/2 : Amplitude du facteur d’intensité de contrainte
τ s : Cission résolue sur le système s
γs : Glissement sur le système s
γscum : Glissement cumulé sur le système s
rs : Terme d’écrouissage isotrope sur le système s
xs : Terme d’écrouissage cinématique sur le système s
ls : Vecteur de direction de glissement du système s
ns : Vecteur normal au plan de glissement du système s
m∼
s : Tenseur d’orientation du système s
M s : Facteur de Schmid macroscopique sur le système s
Mmax : Facteur de Schmid macroscopique maximal
ms : Facteur de Schmid local sur le système s
γSFE : Énergie de faute d’empilement
[110] : Direction 110 selon la notation des indices de Miller
〈110〉 : Famille des directions de type 110 : [110], [101], [011], [110], [101] et [011]
(111) : Plan de normale 111 selon la notation des indices de Miller
{111} : Famille des plans de normale de type 111 : (111), (111), (111) et (111)
∆θi,j : Désorientation cristalline entre les grains i et j
∆θw : Désorientation pondérée entre un grain son voisinage
θGB/load : Angle entre le joint de grains et la direction de chargement
dGB : Distance au joint de grains
nGB : Vecteur normal au joint de grains
dsurf : Distance à la surface libre
nsurf : Vecteur normal à la surface
γsurf : Indicateur de hauteur d’intrusion/extrusion
θPSM/x : Angle entre la trace de glissement et l’axe x
θPSM/y : Angle entre la trace de glissement et l’axe y
θPSM/z : Angle entre la trace de glissement et l’axe z
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A.3 Vecteurs, tenseurs, matrices...
a Vecteur
a∼ Tenseur d’ordre 2
deva∼ Déviateur du tenseur a∼
Tra∼ Trace du tenseur a∼
a≈ Tenseur d’ordre 4
a Matrice
Tra Trace de la matrice a
aT Transposée de la matrice a
a−1 Inverse de la matrice a
A.4 Opérateurs
x = a · b Produit scalaire des vecteurs a et b x = aibi
x = a∼ : b∼ Produit contracté des tenseurs a∼ et b∼ x = aijbij
x = a∼ · b Produit contracté du tenseur a∼ et du vecteur b x = aijbij
x = a ∧ b Produit vectoriel des vecteurs a et b (notation française)
x = a× b Produit vectoriel des vecteurs a et b (notation anglo-saxonne)
x∼ = a⊗ b Produit dyadique (ou tensoriel) des vecteur a∼ et b xij = aibj
x = a · b Produit matriciel des matrices a et b xij = aikbkj
A.5 Fonctions
Fonction signe : sign(•) =

1 si • > 0
0 si • = 0
−1 si • < 0
Fonction partie positive : 〈•〉 =
{
• si • ≥ 0
0 si • < 0
Moyenne dans l’agrégat : 〈•〉a =
1
V
∫
V
• dV
Moyenne par grain : 〈•〉g =
1
Vg
∫
Vg
•dV
Moyenne par élément : 〈•〉e =
1
Ve
∫
ele
• dV
Écart type dans le grain : 〈•〉∗g =
1
Vg
∫
Vg
(
• − 〈•〉g
)2
dV
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Cette section est consacrée aux calculs des orientations et désorientations des grains. Le
détail du calcul de la désorientation entre deux cristaux est présenté en se basant sur le travail
de Randle [22], repris entre autres par Quey [172]. Quelques éléments sont également rappelés sur
la représentation graphique des orientations. Enfin, nous aborderons le processus de génération
aléatoire d’orientations. Dans cette section, on emploiera le terme de cristal au lieu du terme
de grain.
B.1 Matrice d’orientation d’un cristal
Définition et propriétés de la matrice d’orientation
L’orientation d’un cristal est définie par la rotation du repère de référence vers le repère du
cristal. Le repère de référence (ou repère du spécimen, repère du laboratoire ou encore repère
absolu) est défini par une base orthonormée directe βR. Les vecteurs (R1,R2,R3) de cette base
sont généralement définis par les directions de laminage, de travers long et de direction normale
du spécimen. Le repère local du cristal, ou repère matériau, est donné par une base orthonormée
directe βC , définie par les vecteurs (C1,C2,C3) qui, dans le cas des réseaux cristallins cubiques,
sont équivalents à ([100],[010],[001]).
La matrice d’orientation g est l’opérateur direct qui donne les vecteurs exprimés dans la
base βC à partir des vecteurs exprimés dans la base βR.
βC = g · βR (B.1)
La matrice d’orientation g équivaut à la matrice de passage inverse du repère de référence
(base βR) au repère du cristal (base βC), soit la matrice de passage du repère du cristal (base
βC) au repère de référence (base βR). Ses lignes correspondent aux coordonnées des vecteurs de
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Fig. B.1 – Décomposition de la rotation par angles d’Euler.
la base du cristal βC , exprimés dans la base de référence βR. Ses colonnes correspondent aux
coordonnées des vecteurs de la base de référence βR, exprimés dans la base du cristal βC .
La matrice g est orthonormale donc :
g−1 = gT (B.2)
Soient vR un vecteur exprimé dans le repère de référence et vC le même vecteur exprimé
dans le repère du cristal. On a :
vC = g · vR (B.3)
vR = g−1 · vC = gT · vC (B.4)
SoientmR une matrice exprimée dans le repère de référence etmC la même matrice exprimée
dans le repère du cristal. On a :
mR = g−1 ·mC · g = gT ·mC · g (B.5)
mC = g ·mR · g−1 = g ·mR · gT (B.6)
Angles d’Euler
L’orientation cristalline des grains est généralement définie par trois angles d’Euler (ϕ1, φ, ϕ2),
selon la notation de Bunge. Ces angles peuvent être obtenus expérimentalement par EBSD.
Chaque angle est associé à un axe de rotation. Suivant les domaines, différentes combinaisons
d’axes de rotation sont utilisées (mécanique, matériaux, aviation, robotique...). Dans notre cas,
il s’agit d’une combinaison ZXZ, comme illustré en figure B.1. Au départ, les axes du repère
du cristal sont confondus avec les axes du repère de référence, puis on procède à trois rotations
successives :
– une première rotation d’angle ϕ1 autour de l’axe z : Oxyz → Ouvz ;
– une seconde rotation d’angle φ autour du nouvel axe u : Ouvz → Ouwz′ ;
– une troisième rotation d’angle ϕ2 autour du nouvel axe z′ : Ouwz′ → Ox′y′z′,
sachant que Oxyz correspond au repère de référence et Ox′y′z′ correspond au repère du cristal
([100],[010],[001]). À noter qu’il n’y a pas unicité du triplets d’angles d’Euler pour une même
rotation.
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Dans le cas d’une rotation définie par les angles d’Euler (ϕ1, φ, ϕ2), la matrice d’orientation
g est composée comme suit :
g =
 c1c2 − s1cgs2 s1c2 + c1cgs2 sgs2−c1s2 − s1cgc2 c1cgc2 − s1s2 sgc2
s1sg −c1sg cg
 (B.7)
avec

c1 = cosϕ1 s1 = sinϕ1
cg = cosφ sg = sinφ
c2 = cosϕ2 s2 = sinϕ2
(B.8)
Quaternions
Un quaternion est un type de nombre hypercomplexe, constitué d’un quadruplet de nombres
réels. Cette notion fut introduite au XIXe siècle par Hamilton. Les quaternions unitaires repré-
sentent un outil mathématique idéal pour caractériser l’orientation et la rotation d’objets en
trois dimensions. Ils sont employés, entre autres, en robotique, dynamique moléculaire et la
mécanique spatiale des satellites.
Dans un quaternion, le premier nombre est un scalaire, les trois suivants représentent un
vecteur.
q = (q0, q) = (q0,q1,q2,q3) (B.9)
Un quaternion est unitaire si sa norme est égale à un : ∑i qi = 1. Si tel est le cas, il peut
décrire une rotation d’axe n et d’angle θ.

q0 = cos
(
θ
2
)
q1 = n1 sin
(
θ
2
)
q2 = n2 sin
(
θ
2
)
q3 = n3 sin
(
θ
2
)
(B.10)
L’algèbre des quaternions n’est pas décrite en détail ici, mais le lecteur peut se référer à
l’ouvrage écrit par de Casteljau [173].
Conversions entre angles d’Euler et quaternions
On peut passer des angles d’Euler (φ1,Φ,φ2) au quaternion q par les équations suivantes :
q0 = cos
(
φ1 + φ2
2
)
cos
(Φ
2
)
q1 = cos
(
φ1 − φ2
2
)
sin
(Φ
2
)
q2 = sin
(
φ1 − φ2
2
)
sin
(Φ
2
)
q3 = sin
(
φ1 + φ2
2
)
cos
(Φ
2
)
(B.11)
On peut passer des quaternions aux angles d’Euler par le procédé suivant :
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– on fixe ε un nombre décimal infiniment petit
– si |q1| < ε et |q2| < ε, alors a = pi4
sinon a = arctan
(
q2
q1
)
– si |q0| < ε et |q3| < ε, alors b = pi4
sinon b = arctan
(
q3
q0
)
– on calcule les angles d’Euler à partir de a et b :
φ1 = a+ b
Φ = 2 arccos
√
q20 + q23
φ2 = b− a
(B.12)
B.2 Désorientation
Il est important de discerner la désorientation entre deux repères et la désorientation entre
deux réseaux cristallins (désorientation cristalline). En effet, les symétries propres au type de
réseau cristallin induisent que différentes rotations amènent à la même orientation cristalline.
C’est-à-dire que l’arrangement des atomes est équivalent, même si le repère local du cristal est
différent.
Matrice de désorientation
Soient deux cristaux A et B dont les matrices d’orientation sont notées (gA,gB) et dont les
bases locales sont notées (βA,βB). La matrice de désorientation entre A et B se note gA/B en
prenant comme référence le cristal A.
βB = gA/B · βA (B.13)
Elle est calculée comme suit :
gA/B = gB · gA−1 = gB · gAT (B.14)
Démonstration : Soient β la base de référence, βA et βB deux bases correspondant à deux
cristaux, gA et gB leur matrice d’orientation. Soient m, une matrice exprimée dans β, mA et
mB représentent la même matrice exprimée dans βA et βB.
On sait que :
mA = gA ·m · gA−1 (B.15)
m = gA−1 ·mA · gA (B.16)
m = gAT ·mA · gA (B.17)
Or :
mB = gB ·m · gB−1 (B.18)
mB = gB ·m · gBT (B.19)
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On réinjecte l’équation (B.17) dans l’équation (B.19) :
mB = gB ·
(
gA
T ·mA · gA
)
· gBT (B.20)
mB =
(
gB · gAT
)
·mA ·
(
gA · gBT
)
(B.21)
mB =
(
gB · gAT
)
·mA ·
(
gB · gAT
)T
(B.22)
Donc la matrice d’orientation entre βB et βA s’exprime, en prenant comme référence βA :
gA/B = gB · gAT = gB · gA−1 (B.23)
Désorientation absolue
Pour obtenir l’angle de désorientation à partir de cette matrice, on utilise la propriété impli-
quant que la trace d’une matrice est constante quelle que soit la base orthonormée directe dans
laquelle elle est exprimée. Or on peut exprimer la matrice gA/B comme une rotation d’angle θ
et d’axe r en choisissant la base appropriée β∆. On peut donc écrire :
gA/B =
∆g11 ∆g12 ∆g13∆g21 ∆g22 ∆g23
∆g31 ∆g32 ∆g33

βR
=
cos θ − sin θ 0sin θ cos θ 0
0 0 1

β∆
(B.24)
Tr
(
gA/B
)
= 2 cos θ + 1 (B.25)
θ = arccos
Tr
(
gA/B
)
− 1
2
 (B.26)

r1 = ∆g23 −∆g32
r2 = ∆g31 −∆g13
r3 = ∆g12 −∆g21
(B.27)
Désorientation cristalline
Les réseaux cristallins de type cubique (Cubique Centré et Cubique à Faces Centrées) com-
portent 24 symétries auxquelles 24 opérateurs de symétries Oi sont associés. Ces opérations de
symétrie correspondent à :
– l’identité,
– aux 9 rotations de 90° autour des axes de famille 〈100〉, i.e. [100], [010] et [001],
– aux 6 rotations de 180° autour des axes de famille 〈110〉, i.e. [110], [101], [011], [110], [101]
et [011],
– aux 8 rotations de 120° autour des axes de famille 〈111〉, i.e. [111], [111], [111] et [111],
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O1 =
1 0 00 1 0
0 0 1
 O2 =
1 0 00 1 0
0 0 1
 O3 =
0 1 00 0 1
1 0 0
 O4 =
0 1 00 0 1
1 0 0

O5 =
1 0 00 1 0
0 0 1
 O6 =
1 0 00 0 1
0 1 0
 O7 =
0 0 11 0 0
0 1 0
 O8 =
0 1 01 0 0
0 0 1

O9 =
0 0 10 1 0
1 0 0
 O10 =
0 1 01 0 0
0 0 1
 O11 =
0 1 00 0 1
1 0 0
 O12 =
1 0 00 0 1
0 1 0

O13 =
1 0 00 1 0
0 0 1
 O14 =
1 0 00 1 0
0 0 1
 O15 =
0 1 00 0 1
1 0 0
 O16 =
0 0 10 1 0
1 0 0

O17 =
0 0 10 1 0
1 0 0
 O18 =
0 1 01 0 0
0 0 1
 O19 =
0 0 11 0 0
0 1 0
 O20 =
0 1 01 0 0
0 0 1

O21 =
1 0 00 0 1
0 1 0
 O22 =
0 0 11 0 0
0 1 0
 O23 =
0 0 11 0 0
0 1 0
 O24 =
1 0 00 0 1
0 1 0

Pour prendre en compte ces symétries dans le calcul de la désorientation cristalline, on
applique un opérateur de symétrie Oi, respectivement Oj , au premier membre, respectivement
au second membre.
gA,i = Oi · gA et gB,j = Oj · gB (B.28)
gA,i/B,j = gB,i · gA,j−1 (B.29)
= gB,i · gA,jT (B.30)
=
(
Oj · gB
)
·
(
Oi · gA
)T
(B.31)
= Oj · gB ·
(
gA
T ·OiT
)
(B.32)
gA,i/B,j = Oj · gB · gAT ·OiT (B.33)
Il faut ensuite rechercher la combinaison donnant l’angle de désorientation minimal. L’angle de
désorientation entre les cristaux A et B, noté ∆θA/B correspond à la valeur minimale de θ parmi
toutes les combinaisons (i,j) possibles.
∆θA,B = min
i,j
arccos
Tr
(
gA,i/B,j
)
− 1
2

 (B.34)
Avec cette procédure, la plage de désorientation possible se trouve réduite. La désorientation
maximale est alors d’environ 62,8°.
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Fig. B.2 – Distribution des désorientations calculée par Mackenzie [21] et issue de notre géné-
rateur aléatoire d’angles.
Mackenzie a calculé la distribution des désorientations pour ce type de réseau [21]. Nous
l’avons comparé aux résultats de notre programme de calcul de désorientation appliqué sur un
jeu de 291 grains orientés aléatoirement (cf. annexe B.4). La figure B.2 montre que le générateur
d’angles produit une texture de désorientation isotrope.
B.3 Représentation graphique des orientations
Pour illustrer de manière visuelle les orientations et les textures cristallographiques, il existe
différents outils tels que la projection stéréographique. Cette méthode permet de construire
une représentation plane d’une orientation dans un espace tridimensionnel. En sciences des
matériaux, on utilise de manière récurrente les figures de pôles directe et inverse.
Projection stéréographique
La projection stéréographique permet de représenter sur un plan, la position d’un point M
situé sur une sphère de centre O (cf. figure B.3). Le plan en question est le plan équatorial Q,
on note le pôle nord N et le pôle sud S. Pour déterminer la projection stéréographique de M
sur Q, notée P , il faut calculer l’intersection du segment [MS] avec le plan Q.
Si on considère sur une sphère de rayon unitaire et centre O, le point M de coordonnées
(x,y,z) dans le repère (e1, e2, e3) et le point P de coordonnées (X,Y ) dans le repère (e1, e2) :
X = x1 + z
Y = y1 + z
(B.35)
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e1
e2
e3
b
S
b
N
b M
b P
Fig. B.3 – Schéma décrivant le processus de projection stéréographique.
Et réciproquement : 
x = 2X1 +X2 + Y 2
y = Y1 +X2 + Y 2
z = 1−X
2 − Y 2
1 +X2 + Y 2
(B.36)
Dans le domaine de la cristallographie, le point M est généralement lié à un des axes du
réseau cristallin, exprimé dans le repère du spécimen (figure de pôles directe), ou inversement
pour la figure de pôles inverse. Les figures de pôles varient suivant le choix du plan équatorial,
défini par les 2 axes de son repère.
Figure de pôles directe
Les figures de pôle directes consistent donc à effectuer, pour une famille de plans cristal-
lographiques {hkl}, la projection stéréographique des points correspondant aux intersections
entre la sphère unitaire et les vecteurs normaux des plans en question. Cette projection se fait
généralement sur le plan équateur défini par les directions de l’échantillon : L, TL et TC. Pour
un matériau polycristallin, en réalisant cette opération sur tous les grains, on obtient un nuage
de points. On peut soit représenter chaque point de ce nuage ou bien représenter les isovaleurs
de densité de ces points. L’abaque de Wulff, constitué de la projection stéréographique des
parallèles et méridiens de la sphère unitaire, permet de découper le plan et de faire certaines
interprétations graphiques. La figure B.4 présente chaque exemple mentionné.
Figure de pôles inverse
Comme son nom l’indique, la figure de pôle inverse consiste à réaliser l’opération inverse.
On réalise donc la projection stéréographique d’une certaine direction propre à l’échantillon,
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(a) (b) (c)
Fig. B.4 – Exemples de figures de pôles directes, d’après Randle [22]. (a) Nuage de points de la
figure de pôles des plans {111} d’un aluminium. (b) Isovaleurs de densité de points de la figure
de pôles des plans {111} d’un alliage d’aluminium. (c) Abaque de Wulff.
(a) Cubique. (b) Hexagonal. (c) Orthorhombique.
Fig. B.5 – Découpage du plan équatorial en triangles stéréographiques standards pour les
différents réseaux, d’après Randle [22].
généralement la direction de chargement, sur le plan équatorial défini par les axes [100] et
[010] du cristal. Les réseaux cristallins comportant des symétries, il est possible de réduire le
plan de projection équatorial à une zone se rapprochant d’un triangle, appelé triangle standard
(SST). Chaque type de réseaux ne possède pas les mêmes symétries, donc on trouve un triangle
standard par type de réseau. La figure B.5 donne un aperçu, pour le cas des différents types de
réseau, des zones symétriques et du triangle standard.
L’ensemble des points du nuage obtenu par projection stéréographique est reporté par sy-
métrie dans ce triangle. Une unique orientation peut être en partie caractérisée par sa figure de
pôle inverse, on parle également de position dans le triangle standard.
B.4 Génération aléatoire d’orientations
Générer des orientations aléatoires est un processus simple au niveau numérique. Les fonc-
tions de type rand() permettent aisément de générer des nombres aléatoires. Après quelques
manipulations, on peut définir une orientation aléatoire décrite par, entre autres, un jeu d’angles
d’Euler ou un quaternion. Il faut cependant rester prudent sur cette méthode car la texture glo-
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(b) Direction y
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111
(c) Direction z
Fig. B.6 – Figures de pôles inverses dans le triangle standard CFC de 10 000 orientations
générées par la méthode euler1 (Φ = piX1).
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(b) Direction y
001 101
111
(c) Direction z
Fig. B.7 – Figures de pôles inverses dans le triangle standard CFC de 10 000 orientations
générées par la méthode euler2 (Φ = arcsinX1).
bale des orientations générées, bien qu’aléatoire, n’est pas forcément uniforme. C’est ce que nous
montrons ici.
Génération par les angles d’Euler
On peut obtenir un résultat texturé lorsque l’on génère trois angles d’Euler avec : φ1 ∈
[0; 2pi],Φ ∈ [0;pi], φ2 ∈ [0; 2pi]. L’algorithme de génération de ces angles est simple (méthode
euler1) :
– tirage aléatoire de trois nombres (X0, X1, X2) ∈ [0; 1]
– passage dans l’espace angulaire : 
φ1 = 2piX0
Φ = piX1
φ2 = 2piX2
(B.37)
Une autre méthode (méthode euler2) préconise de prendre Φ = arcsinX1.
Bien que chaque angle soit uniformément réparti dans son intervalle, la distribution des
orientations obtenues n’est pas uniforme. Cela peut se vérifier en observant les figures de pôles,
directe ou inverse en figures B.6 et B.7. On constate une forte concentration de plans de type
{100} étant proches de l’alignement avec l’axe z.
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Fig. B.8 – Figures de pôles inverses dans le triangle standard CFC de 10 000 orientations
générées par la méthode quaternion.
Par conséquent, les orientations générées par ces méthodes présentent une certaine texture.
Cela peut être recherché, mais dans notre cas, le matériau est peu texturé, donc nous cherchons
à éviter toute texture.
Génération par les quaternions
Shoemake a élaboré un algorithme pour générer des orientations aléatoires avec une ré-
partition uniforme [174]. Cette méthode est basée sur la génération aléatoire d’un quaternion.
L’algorithme se décompose comme suit (méthode quaternion) :
– tirage aléatoire de trois nombres (X0, X1, X2) ∈ [0; 1]
– calcul de deux angles γ1 et γ2 {
γ1 = 2piX1
γ2 = 2piX2
(B.38)
– calcul des composantes du quaternion :
q0 =
√
X0 cos(γ2)
q1 =
√
1−X0 sin(γ1)
q2 =
√
1−X0 cos(γ1)
q3 =
√
X0 sin(γ2)
(B.39)
Les figures de pôles inverse dans le triangle standard cubique obtenues sont présentées en
figure B.8. Cette fois, aucune texture n’est observée quelle que soit la direction. Pour simuler
des matériaux non texturés, il faut donc utiliser cette méthode de génération d’orientations.

Annexe C
La méthode FETI
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C.1 Formulation
Le principe de cet algorithme est de résoudre le problème local de chaque sous-domaine de
manière indépendante et simultanée, puis de résoudre le problème global aux interfaces Γ. La
résolution locale se fait de manière identique à un calcul EF classique pour lequel on cherche à
résoudre :
K · u = f (C.1)
u = u∗ sur ∂Ωu (C.2)
f = f∗ sur ∂Ωf (C.3)
où K est la matrice de raideur du domaine Ω, u le champ de déplacement, f le champ des
forces imposées, u∗ le déplacement imposé sur la limite ∂Ωu et f∗ les forces imposées sur la
limite ∂Ωf (cf. figure C.1a).
La résolution aux interfaces Γ fait intervenir des multiplicateurs de Lagrange λ qui assurent
la continuité de la solution aux interfaces. Elle est effectuée par l’intermédiaire d’un algorithme
de type gradient conjugué. L’équation (C.1) est remplacée par :
K(i) · u(i) = f (i) +B(i)T · λ∀Ωi (C.4)∑
i
B(i)
T · u(i) = 0 sur Γ (C.5)
où K(i) est la matrice de raideur du sous-domaine Ωi et où les B(i) sont des matrices décrivant
les interconnectivités entre les sous-domaines Ωi (cf. figure C.1b).
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u∗
f∗
Ω,u
(a)
u∗
f∗
Ω1,u(1)
Γ
Ω2,u(2)
(b)
Fig. C.1 – Schémas d’un problème éléments finis (a) classique et (b) avec décomposition de
domaines FETI.
Solveur sparse_direct mumps [176] dissection [177] dscpack [178]
Détection modes rigides oui oui oui non
Rapidité très lent rapide rapide très rapide
Robustesse très bonne moyenne bonne moyenne
Gestion des mpc oui non non oui
Tab. C.1 – Propriétés des solveurs linéaires disponibles en calcul parallèle FETI sous Zebulon.
C.2 Modes rigides
Lors de la résolution de problèmes par décomposition de domaines, des modes rigides peuvent
intervenir dans les calculs des sous-domaines. Suivant le solveur utilisé pour la résolution des
systèmes locaux, des modes rigides peuvent être détectés automatiquement ou non. Lorsque ces
modes rigides ne sont pas détectés automatiquement par le solveur, il est parfois possible de les
déterminer par un incrément de calcul avec un solveur capable de le faire, puis de les fixer dans
le calcul avec le solveur initial. En outre, chacun de ces solveurs n’a ni la même efficacité, ni
la même robustesse face aux problèmes complexes hétérogènes, comportant des conditions aux
limites de type mpc ou des problèmes de contact.
Le tableau C.1 donne un aperçu global des qualités et défauts des différents solveurs dispo-
nibles pour la résolution des systèmes linéaires dans le code Zebulon. Des tests plus détaillés,
effectués avec une loi de comportement élastique linéaire sur des maillages cubiques, sont réper-
toriés par Gueye et al. [175].
C.3 Décomposition en sous-domaines
Plusieurs méthodes de découpage en sous-domaines existent. Les méthodes Splitmesh et
Metis–Split exécutent un découpage qui optimise le problème aux interfaces tout en générant
des sous-domaines équilibrés en nombres de DDL. Avoir des sous-domaines de tailles (en nombre
de DDL) homogènes est très important pour un calcul parallèle car la vitesse du calcul parallèle
dépend de la taille du plus gros sous-domaine.
La résolution du problème aux interfaces devient plus difficile lorsque les interfaces entre
sous-domaines franchissent des joints de grains, frontière entre deux parties hétérogènes. Osi-
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Méthode Temps CPU [H]
Metis–Split 48
Découpage par grain 127
Tab. C.2 – Temps de calcul pour un problème de 2 × 106 DDL avec différentes méthodes de
décomposition en 30 sous-domaines.
pov [129] propose un découpage par grains qui consiste à créer des sous-domaines respectant le
contour des joints de grains afin de limiter les hétérogénéités au sein des sous-domaines. Cette
méthode apporte un gain en temps CPU lors de la résolution du problème aux interfaces, mais
apporte moins de souplesse quant à la taille des sous-domaines. De ce fait, des écarts importants
en nombre de DDL peuvent apparaître, ce qui peut ralentir fortement la phase de résolution
des sous-domaines, si cet écart est concentré sur un seul sous-domaine. Il est primordial de
déterminer correctement les assemblages de grains conduisant à des sous-domaines de taille
homogène. Globalement, le gain de temps lors de la résolution aux interfaces peut être perdu
à cause du temps de calcul consacré aux sous-domaines. Le gain en temps CPU n’est donc pas
systématique.
Nous avons choisi d’utiliser le découpage Metis–Split pour nos calculs parallèles. À titre
d’exemple, les temps de calcul pour un même problème décomposé en 32 sous-domaines avec
deux méthodes différentes sont donnés par le tableau C.2.
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D.1 Présentation
Dans le cadre des projet menés en partenariat entre EDF et ARMINES, notamment le
Centre des Matériaux, l’échange de données maillage/résultat peut être un atout important. Z-
set possède déjà des outils d’import et export de données avec d’autres codes (Abaqus, Ansys...).
Le format MED est spécialement destiné à permettre l’échange de données entre différents codes
de calculs.
Une plateforme de transfert de données maillage/résultat vers le format MED (utilisable
dans Code_Aster [179] et Salome [163]) avait déjà été mise en place précédemment. Cependant
cette dernière fonctionnait avec d’anciennes versions de Z-set (Z8.4.0) et de MED (2.2.3). Les
fonctionnalités à ce stade restaient limitées (e.g. ni conservation des groupes nœuds ou d’élé-
ments, ni résultats aux points de Gauss). Actuellement Z-set est distribué en version Z8.4.4 et
MED en version 2.3.6.
Le greffon permet de convertir de manière isolée un maillage du format Z-set au format MED
et inversement par l’intermédiaire d’une procédure Z-set de type mesher. Il est aussi possible
d’y associer des données de type résultats via une procédure Z-set de type post_processing.
La syntaxe sera décrite en section D.3 avec quelques exemples de mise en données.
D.2 Transcription du maillage
La conception des groupes de nœuds et d’éléments est différente sous Z-set et MED. Dans
le format Z-set, un groupe est défini par la liste des numéros identifiants des entités (nœuds ou
éléments). Lorsqu’il s’agit de groupes d’éléments de dimension inférieure à celle du maillage,
e.g. un groupe de faces pour un maillage 3D, le groupe est défini par une liste de faces. Une face
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****mesher
***mesh Zset_mesh.geof
**import med MED_mesh.med
****return
(a)
****mesher
***mesh
**open Zset_mesh.geof
**export med MED_mesh.med
****return
(b)
Tab. D.1 – Mises en données Z-set pour (a) l’import et (b) l’export de maillages au format
MED (nécessite le greffon dédié).
étant définie par une liste de nœuds ordonnée, l’ordre des nœuds conditionnant l’orientation de
la face.
Dans le format MED, lors de la création du maillage, on crée des sous-ensembles appelés
« familles » qui sont caractérisées par :
– un type d’élément (les nœuds sont considérés comme un type d’élément spécial) ;
– l’appartenance à une liste de groupes.
Une famille représente donc la plus grande entité regroupant des nœuds, ou des éléments de
même type, étant présents dans exactement les mêmes groupes (de nœuds ou d’éléments selon
le cas). Chaque élément ou nœud possède un numéro de famille. Un groupe est défini par
l’assemblage de plusieurs familles, i.e. la liste des numéros de familles incluses dans ce groupe.
À noter que dans un fichier MED, la famille ayant pour numéro 0 est obligatoire. Elle correspond
à tous les nœuds et éléments n’appartenant à aucun groupe.
D.3 Documentation
Maillages
Les exemples de fichiers d’entrées en tableau D.1 permettent la transcription d’un maillage
entre les deux formats. En tableau D.1a, l’opération transcrit le maillage du format MED au for-
mat Z-set, i.e. du fichier MED_mesh.med au Zset_mesh.geof (tableau D.1a). L’opération inverse,
i.e. le passage du fichier Zset_mesh.geof au fichier MED_mesh.med, est décrite en tableau D.1b.
Résultats
L’exemple de fichier d’entrée en tableau D.2 permettent la transcription de résultats de
calculs, accompagnés du maillage, du format MED au format Z-set. Les champs de déplacement
(NODE_DEPL), les champs des autres variables au nœuds (CTNOD_ETO et CTNOD_SIG), aux points
de Gauss (INTEG_ETO et INTEG_SIG) et aux nœuds par éléments (CTELE_ETO et CTELE_SIG)
sont transcrits dans cet exemple en champs U, eto et sig. La procédure inverse est présentée
en tableau D.3.
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****post_processing
***data_source med
**open MED_results.med
**write_geof
***local_post_processing
**output_number 1-2
**file node
**nset ALL_NODE
**process copy
*list_var NODE_DEPL.1 NODE_DEPL.2
*out_var U1 U2
**file ctnod
**nset ALL_NODE
**process copy
*list_var CTNOD_EPCUM.1
CTNOD_ETO.11 CTNOD_ETO.22 CTNOD_ETO.33 CTNOD_ETO.12
CTNOD_SIG.11 CTNOD_SIG.22 CTNOD_SIG.33 CTNOD_SIG.12
*out_var evpcum
eto11 eto22 eto33 eto12
sig11 sig22 sig33 sig12
**file integ
**elset ALL_ELEMENT
**process copy
*list_var INTEG_EPCUM.1
INTEG_ETO.11 INTEG_ETO.22 INTEG_ETO.33 INTEG_ETO.12
INTEG_SIG.11 INTEG_SIG.22 INTEG_SIG.33 INTEG_SIG.12
*out_var epcum
eto11 eto22 eto33 eto12
sig11 sig22 sig33 sig12
**file ctele
**elset ALL_ELEMENT
**process copy
*list_var CTELE_EPCUM.1
CTELE_ETO.11 CTELE_ETO.22 CTELE_ETO.33 CTELE_ETO.12
CTELE_SIG.11 CTELE_SIG.22 CTELE_SIG.33 CTELE_SIG.12
*out_var epcum
eto11 eto22 eto33 eto12
sig11 sig22 sig33 sig12
****return
Tab. D.2 – Fichier d’entrée Z-set pour transcrire un maillage et les résultats de calcul du format
MED au format Z-set (nécessite le greffon dédié).
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****post_processing
***data_source Z7
**open Zset_results.ut
***data_output med
*problem_name MED_results.med
*displacement_prefix DEPL % to specify node displacement field
***local_post_processing
**output_number 2-4
**file node
**nset ALL_NODE
**process copy
*list_var U1 U2
*out_var DEPL.1 DEPL.2
**file ctnod
**nset ALL_NODE
**process copy
*list_var epcum eto11 eto22 eto33 eto12 sig11 sig22 sig33 sig12
*out_var EPCUM.1 ETO.11 ETO.22 ETO.33 ETO.12 SIG.11 SIG.22 SIG.33 SIG.12
**file integ
**elset ALL_ELEMENT
**process copy
*list_var epcum eto11 eto22 eto33 eto12 sig11 sig22 sig33 sig12
*out_var EPCUM.1 ETO.11 ETO.22 ETO.33 ETO.12 SIG.11 SIG.22 SIG.33 SIG.12
**file ctele
**elset ALL_ELEMENT
**process copy
*list_var epcum eto11 eto22 eto33 eto12 sig11 sig22 sig33 sig12
*out_var EPCUM.1 ETO.11 ETO.22 ETO.33 ETO.12 SIG.11 SIG.22 SIG.33 SIG.12
****return
Tab. D.3 – Fichier d’entrée Z-set pour transcrire un maillage et les résultats de calcul du format
Z-set au format MED (nécessite le greffon dédié).
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INSTITUT DES SCIENCES ET TECHNOLOGIES
Étude numérique des champs mécaniques locaux dans les agrégats polycristallins
d’acier 316L sous chargement de fatigue
Résumé : Les chargements thermomécaniques cycliques conduisent à l’apparition de fissures courtes de
fatigue dont la phase d’amorçage est prépondérante par rapport à la durée de vie totale du composant. Les
mécanismes liés à l’évolution de ces fissures présentent une forte dépendance vis-à-vis de la microstructure
du matériau, notamment à faible amplitude de chargement. Afin d’étudier cette dépendance, une étude
statistique basée sur des résultats de calculs éléments finis d’agrégats polycristallins a été conduite.
Le problème a d’abord été traité en deux dimensions, avec un modèle de plasticité cristalline simplifié.
L’analyse des résultats a permis de mettre en évidence un effet de voisinage dans les polycristaux et de
retranscrire la dispersion des résultats de fatigue observés en surface. En passant à un modèle en trois
dimensions et étudiant différents chargements, il a été possible de corréler les structures de localisation
de la déformation plastique dans le volume de l’agrégat avec les observations expérimentales. Également,
les marches d’intrusion/extrusion induites en surface par les chargements de fatigue, sites préférentiels
d’amorçage, ont été reproduites. Elles mettent en exergue la nocivité des chargements de type équibiaxial.
Le problème des effets de bords a été soulevé, car il réduit l’échantillon des résultats exploitables par un
traitement statistique.
Ensuite, l’introduction de la rugosité de surface dans les agrégats simulés a mis en lumière la compétition
entre les paramètres microstructuraux du matériau et les singularités géométriques de sa surface libre. Cette
analyse a permis de montrer qu’il doit exister un état de surface limite, à partir duquel l’effet de la rugosité
prend le dessus sur l’aspect cristallographique concernant la localisation de la déformation plastique en
surface des polycristaux. Néanmoins, cet effet s’estompe très rapidement dans la profondeur et devient
presque nul après la première rangée de grains surfaciques.
Enfin, une modélisation à la fois périodique et rendant compte de l’effet de surface libre, appelée modélisation
semi-périodique, a été mise en place pour éliminer les effets de bords et exploiter pleinement les résultats
de calculs. Cette méthode apporte aussi de nouvelles perspectives pour l’élaboration d’un modèle à champs
moyens pour les polycristaux en surface.
Mots clés : agrégat polycristallin, plasticité cristalline, éléments finis, fatigue, localisation, acier
Numerical investigation of the local mechanical fields in 316L steel
polycrystalline aggregates under fatigue loading
Abstract: Cyclic thermomechanical loadings lead to the formation of short fatigue cracks, the initiation
phase of which is prominent over the total life of the component. Mechanisms related to the evolution of
these cracks have a high dependence on the microstructure of the material, especially under low-amplitude
loading. To study this dependence, a statistical study based on the results of finite element calculations of
polycrystalline aggregates was conducted.
First, the problem was treated in two dimensions, with a simplified crystal plasticity model. Analysis of the
results allowed to highlight the neighboring effect in polycrystals and to reproduce the dispersion of fatigue
results observed at the surface. Using a three-dimensional model and investigating different loadings, it
was possible to correlate the localization structures of plastic deformation in the volume of the aggregate
with the experimental observations. Also, the steps of surface intrusions and extrusions induced by fatigue
loadings, preferential sites of initiation, have been reproduced and highlight the harmful effects of biaxial
loadings. The problem of effects was raised, reducing the results sample that can be used by a statistical
treatment.
Second, the introduction of surface roughness in the simulated aggregates highlighted the competition
between the microstructural parameters and geometric singularities of the free surface. This analysis has
shown that there must exist a limiting surface state, from which the effect of the roughness takes over
the crystallographic aspect concerning the plastic deformation localization at the surface of polycrystals.
However, this effect fades quickly when depth increases and becomes almost nil under the first layer of
surface grains.
Finally, another three-dimensional model, both periodic and accounting for the free surface effect, called
semi-periodic model has been implemented to eliminate boundary condition effects and to fully exploit the
results of calculations. This method also brings new perspectives for the development of a new mean fields
model dedicated to the behavior of surface of polycrystals.
Keywords: polycristalline aggregates, crystal plasticity, finite element analysis, fatigue, localization, steel
