Abstract-In this paper, we investigate the fundamental tradeoff between rate and bandwidth when a constraint is imposed on the error exponent. Specifically, we consider both additive white Gaussian noise (AWGN) and Rayleigh-fading channels where the input symbols are assumed to have a peak constraint. For the AWGN channel model, the optimal values of Rz(0) and _ Rz(0) are calculated, where Rz(1=B) is the maximum rate at which information can be transmitted over a channel with bandwidth B when the error-exponent is constrained to be greater than or equal to z. The computation of Rz(0) follows Gallager's infinite-bandwidth reliability function computation, while the computation of _ Rz(0) is new and parallels Verdu's second-order calculation for channel capacity. Based on these calculations, we say that a sequence of input distributions is near optimal if both R z (0) and _ R z (0) are achieved. We show that quaternary phase-shift keying (QPSK), a widely used signaling scheme, is near optimal within a large class of input distributions for the AWGN channel. Similar results are also established for a fading channel where full channel side information (CSI) is available at the receiver.
I. INTRODUCTION

C
OMMUNICATIONS in the wideband regime with limited power has attracted much attention recently. An important characteristic of such communication systems is that they operate at relatively low spectral efficiency (bits per second per hertz) and energy per bit. The advantages of communication over large bandwidth are manyfold: power savings, higher data rates, more diversity to combat frequency-selective fading, etc. Thus, it is important to understand the ultimate limits of communications in this regime from an information-theoretic point of view, and develop guidelines to design good signaling schemes.
Communications without a bandwidth limit, i.e., the available bandwidth is infinite, is well understood. For the additive white Gaussian noise (AWGN) channel, the capacity, measured in nats per second, converges to a constant when the available bandwidth goes to infinity. Here (joule per second) denotes the average power constraint at the input of the channel and is the power-spectral density of the Gaussian noise. Furthermore, a Gaussian signaling scheme is not mandatory to achieve this limit. Nearly all signaling schemes are equally good in the sense that the corresponding mutual information converges to the same value in the infinite bandwidth limit. For example, a simple on-off signaling scheme with low duty cycle is capacity achieving in the infinite bandwidth limit. In [7] , Massey showed that all mean zero signaling schemes can achieve this limit.
The reliability function , as defined in [4] , characterizes the exponential dependence of the probability of decoding error on the codeword length for any coding rate . Generally, the reliability function of a channel is difficult to compute and is known for all rates only for a few channels. The infinite-bandwidth AWGN channel is one of these channels and its reliability function has the following form [15] , [4] (1) where denotes the infinite-bandwidth capacity, as shown in Fig. 1 . More recently, Gallager [5] investigated the infinite-bandwidth channel reliability function for a broader class of channels. Specifically, it was shown in [5] that a simple expression exists for the infinite-bandwidth reliability function of any discrete-time memoryless channel, if the input is constrained to use a fixed (does not change as the bandwidth increases) set of discrete symbols.
Naturally, the results in the infinite bandwidth regime can be considered as guidelines for designing signaling schemes in the wideband regime as well. However, in the wideband regime (when the available bandwidth is large, but finite), the result based on the infinite bandwidth calculations can be quite misleading. In [14] , Verdú pointed out that to understand the performance limit in the wideband regime, two quantities need to be studied: the minimum energy per information bit required to sustain reliable communication, and the slope of spectral efficiency (bits/s/Hz) at the point . If we treat as a function of , it is easy to see that studying these two quantities is equivalent to studying the optimal values of the following two quantities: infinite-bandwidth capacity and the first-order derivative of capacity with respect to . In other words, we need to study both the infinite-bandwidth capacity, and the rate at which this capacity is reached. In [14] , it is shown that, while many signaling schemes achieve , only some of these reach the capacity at the fastest possible slope given by . We will refer to signaling schemes that achieve both and as near-optimal input distributions in the wideband regime. Further, although always has the same 0018-9448/$25.00 © 2007 IEEE value for nonfading or fading channels with different channel side information (CSI), is determined by the CSI and can be very different for different channels.
This paper complements the work of Gallager [5] and Verdú [14] and considers the relationship between probability of decoding error (represented by the reliability function), coding rate, and bandwidth for both AWGN channels and multipath fading channels. Specifically, we study the maximum rate at which information can be transmitted over a channel, as a function of the available bandwidth, under a certain constraint on the reliability function. For AWGN channels, instead of characterizing the capacity as a function of as in [14] , we are interested in characterizing as a function of , where is the maximum rate such that and is the reliability function of the channel. In the infinite-bandwidth regime, we characterize the optimal rate with respect to a certain error-exponent constraint and study the conditions under which a signaling scheme can achieve this optimal rate. In the wideband regime, both and need to be considered. A signaling scheme which can achieve both and is said to be second-order optimal or near optimal with respect to an error-exponent constraint . In comparison, a signaling scheme which can achieve is said to be first-order optimal. Our main contributions in this paper for AWGN channels are twofolds. First, although can be computed from the well-known results [5] , [15] , [4] , we explicitly establish a necessary condition for an input distribution to be first-order optimal and further, we show that a large set of input distributions with mean zero is first-order optimal. This observation is consistent with Massey's proof in [7] from a capacity point of view. Second, we provide a closed-form expression for for any and identify a widely used signaling scheme, the quaternary phase-shift keying (QPSK), to be second-order optimal.
For fading channels, we use a doubly block-fading model where the available bandwidth spans multiple coherence bandwidth. If we let denote the coherence bandwidth, the total bandwidth of the channel is then assumed to be for some . Either a large or a large can lead to a large total bandwidth . However, these two regimes (the large regime and the large regime) can have very different channel behavior. Suppose we consider a wireless system with a total bandwidth of 10 MHz and if the delay spread is of the order of 1 s, then would be of the order of 1 MHz and thus, is of the order of . In this paper, we focus on such a system where the coherence bandwidth is large and further, we assume a coherent channel model. By defining to be a function of , we calculate and . Further, similar to the AWGN case, for this channel model, we will show that QPSK can achieve both and and is thus near optimal. In the other case, where is large, it may not be appropriate to assume any form of CSI and thus a noncoherent channel model is more suitable. We refer the readers to [16] for first-order asymptotic results for multiple-input multiple-output (MIMO) channels in this regime. This paper is organized as follows. In Section II, we specify the channel models and formulate the problem that we wish to study. In Section III, we present the main results for both AWGN channels and multipath fading channels. All the proofs will be presented in the Appendix. Section IV contains concluding remarks and discussions.
II. CHANNEL MODELS AND PROBLEM FORMULATION
In this section, we will describe the channel models we use to study the behavior of both the AWGN channel and the multipath fading channel in the wideband regime. Further, we will rigorously formulate the problems we consider.
A. Awgn Channels
We first consider a bandlimited AWGN channel with available bandwidth (2) where is a complex symmetric Gaussian random process. We assume that we have an input power constraint (joules per second) for the channel (2) . For notational convenience, we assume the noise power density . Thus, the average power also indicates the average signal-to-noise ratio (SNR) of the channel. We pass the channel output through a low-pass filter with bandwidth and then sample the output of the filter at rate . Thus, we can represent the channel as a discrte-time memoryless channel as follows: (3) where is a complex symmetric Gaussian random variable with variance , i.e., . The power constraint for this discrete-time channel is (4) We want to study the asymptotic behavior of the communication rate (nats per second) in terms of the available bandwidth under this power constraint and an error exponent constraint, which is described below.
Let be the minimum probability of decoding error for any block code with codeword length seconds (or equivalently, symbols) and coding rate . The error exponent at communication rate (also called reliability function) of this channel is defined as (5) We desire a lower bound for and denote it by . (Without loss of generality, we scale the desired minimum value for the error exponent by for mathematical convenience.) Let denote the maximum possible rate at which communication is possible given this desired error exponent when the available bandwidth is . Since is a decreasing function of is the solution to the equation
Our goals for AWGN channels are threefold: i) calculate and ; ii) characterize the properties of first-order optimal signaling schemes, i.e., those that achieve ; and iii) find near-optimal or second-order optimal signaling schemes in the wideband regime such that both and can be achieved.
In the rest of the paper, we drop the subscript and simply refer to as . From the context, it should be clear that is a function of .
B. Coherent Fading Channels
To characterize a multipath fading channel, we use a doubly block Rayleigh-fading model. Specifically, we assume block fading in both the time and frequency domains. Further, we assume that we have a rich-scattering environment such that all the fading gains are Gaussian distributed. We assume that the fading is fixed in each frequency-time block of duration and bandwidth , and independent from one block to another. In each block, we can transmit roughly symbols, from the dimensionality theorem [15] . We let and refer to as the coherence dimension of the channel.
For this channel model, we can represent the channel by (7) where . We also assume that all entries of are independent and identically distributed (i.i.d.) complex Gaussian with distribution determined by . In other words, we have parallel vector channels each with dimension . Similar to the AWGN channel, we assume there is power constraint (joules per second) for the fading channel, i.e., we have the following constraint on the input of the channel (7):
The doubly block-fading model is a simple approximation of the physical multipath fading channel. However, it retains most of the important characteristics of channels in a fading environment. For a derivation of such a model, we refer the interested reader to [12] . This model has been used in [9] to achieve the lower bound for the optimal bandwidth where spreading still increases noncoherent channel capacity. In [6] , Hajek and Subramanian use this model to calculate the reliability function and capacity for a noncoherent fading channel with a small peak constraint on the input signals. However, this model is simpler than the model used by Médard and Gallager [8] , which allows correlation in both time and frequency blocks, or the model used Telatar and Tse [11] , which allows correlation in frequency blocks.
In the wideband regime, we know the available bandwidth and the energy available per degree of freedom is small, i.e.,
. Obviously, a large bandwidth can be a result of either a large or a large . However, and have different impacts on the channel performance and the asymptotic results in and can be very different from each other and can lead to different conclusions. In this paper, we will focus on the case where is large. In this regime, we have large degrees of freedom in each coherence block although the energy per degree of freedom is small. Thus, we might still be able to measure the channel accurately and therefore, we assume a coherent fading channel model in this regime. However, to accurately illustrate the coherence level of this channel model from an error exponent point of view is still a research topic for now.
We refer the reader to [18] for a discussion on the relationship between coherence level and coherence length from a capacity point of view.
The ergotic capacity of such channels under full receiver side CSI is well known and is determined by the following expression:
The reliability function of this channel can be defined as follows: (10) where is the minimum probability of decoding error for all block codes with codeword length seconds and coding rate (nats per second).
Let denote the maximum possible rate at which communication is possible given this desired error exponent . Our goal in studying this channel model in the wideband regime is still the same as in the AWGN case: calculate both and and identify signaling schemes that can achieve and .
III. MAIN RESULTS
In this section, we will present our main results for AWGN channels and coherent fading channels in two separate sections without proof. Due to the technical nature of the proofs, we will present them in the Appendix.
A. AWGN Channels
We begin by first carefully describing the set of signaling schemes that we will consider in this paper. Due to the technicality in applying the sphere-packing bound, we only consider input distributions with a finite alphabet. In addition, for a given , we restrict ourselves to the alphabet with a peak constraint defined below.
Definition 1:
Given positive constants let denote the set of finite subsets of complex numbers whose magnitude does not exceed .
In other words, we constrain the input such that the largest magnitude symbol has to decrease as decreases, although it can decrease at an arbitrarily slow rate. As we will show later, the choice of the parameters and are not relevant to the result. Thus, can be an arbitrary large number and can be an arbitrary small positive number. We refer to alphabet satisfying the conditions above to be .
Definition 2: Define support of is an element in
A signaling scheme is a sequence of input distributions, parameterized by . For each , we can only choose an input distribution from the set .
Definition 3:
We define to be the set of signaling schemes, which are parameterized by and satisfy (11) where is defined by Definition 2.
By choosing signaling schemes from , we are ruling out those peaky signaling schemes in which one of the input symbols remains constant or goes to , while the average power per degree of freedom goes to .
In the following lemma, we state the well-known spherepacking and random-coding bounds [3] , [10] on the reliability function defined by (5) for AWGN channels whose input alphabet is any fixed discrete set of points in .
Lemma 1: Consider the discrete-time additive Gaussian channel (3) with bandwidth and input signaling schemes constrained by
. Then the reliability function for this channel satisfies (12) with (13) (14) where is the probability density function of a complex Gaussian random variable .
Remarks: Note there exists a critical rate , such that for , the sphere-packing bound and the random-coding bound coincide with each other and thus the random-coding exponent (13) with (14) actually is the true reliability function. Thus, if we only focus on this rate region, by characterizing the asymptotic behavior of (13) when is large, we get the asymptotic behavior of the reliability function. In the following theorem, we obtain closed-form expressions for and .
Theorem 1:
Consider the discrete-time additive Gaussian channel (3) with bandwidth and input signaling schemes constrained by . Let be the maximum rate at which information can be transmitted on this channel such that the following error-exponent constraint is satisfied: (15) We have (16) and (17) Remarks: The constraint on in (15) arises from the fact that the reliability function is only determined for a certain range of . Outside this range, the random-coding exponent is not necessarily tight. As we will show later, is the error exponent for in the infinite-bandwidth limit. We now argue that for , when the bandwidth is sufficiently large, the solution to (15) will exceed and thus, the error exponent at is equal to the random-coding exponent. To be precise, we state this argument in the following lemma. It follows from this lemma that we can represent the reliability function by the random-coding exponent if we only consider .
Lemma 2: Let be the solution to the random-coding exponent constraint , for a fixed . For a fixed , we must be able to find a , such that for all . Proof: Please refer to [17] .
It should be noted that the constraints on the input signaling are not necessary to obtain the first-order result (16) . In other words, introducing peakiness or allowing continuous alphabet symbols in the input distributions will not improve the error exponent in the infinite-bandwidth limit for the AWGN channel. These constraints only play a role in obtaining the second-order terms in the expansion of around . A main goal of our study of the wideband reliability function here is to find good signaling schemes in the sense that they can achieve and . To do that, we first define first-order optimality and near optimality (or second-order optimality) formally of a signaling scheme in the wideband regime, in a similar way as in [14] .
Definition 4:
Consider a signaling scheme parameterized by . Let be the solution of (18) where is the reliability function of the channel when the input distribution is fixed to be . This signaling scheme is said to be first-order optimal with respect to the normalized error exponent , if 
where is the solution to (18) .
For AWGN channels, we obtain a sufficient condition for a signaling scheme to be first-order optimal. Then, we study the performance of two simple signaling schemes as in [14] : binary-phase shift keying (BPSK) and QPSK. Specifically, when we say BPSK or QPSK, we mean the following. Let be the available power per degree of freedom. For BPSK, we choose the input to be either or with equal probability; for QPSK, the input alphabet consists of and all chosen with equal probability as well.
Theorem 2:
For AWGN channels, all signaling schemes in which are symmetric around are first-order optimal for any given . Thus, both BPSK and QPSK are firstorder optimal; however, only QPSK is second-order optimal.
Remarks: From this theorem, we know that it does not take much for a signaling scheme to be first-order optimal. This result is consistent with the capacity result shown by Massey in [7] .
To get a better feel for how differently BPSK and QPSK behave in the wideband regime, we plot as a function of for both BPSK and QPSK in Fig. 2 . As shown in Fig. 2 , as , both BPSK and QPSK can achieve the optimal rate . However, only QPSK can achieve . Another way to understand the difference between the performance of BPSK and QPSK is to study the fundamental tradeoff between spectral efficiency and energy per information bit , as suggested in [14] . We plot this tradeoff in Fig. 3 . From this figure, we can see that both BPSK and QPSK can achieve the optimal , however, only QPSK can achieve the optimal spectral efficiency slope at the point . As compared to Fig. 2 in [14] , the major difference here is that in Fig. 3 is around 3.3 dB higher, since we have a more stringent constraint than just reliable communications, as considered in [14] .
here denotes the minimal energy per information bit such that the probability of error has to decay faster than as the codeword length increases.
B. Coherent Fading Channels
Next, we consider coherent fading channels. As in the case of the AWGN channel, we first describe our assumptions on the input signaling schemes.
Definition 6:
Define to be the set of joint input distributions on , where are vectors with dimension , which satisfy the following: 1) the average power constraint (8) is satisfied; 2) the distribution has a discrete alphabet, consisting of finite number of symbols; 3) each symbol can be chosen from a given set . The set of symbols is defined as follows:
where and are allowed to be any positive constants independent of .
The signaling schemes of interest to us are defined as follows.
Definition 7:
We define to be the set of signaling schemes, which are parameterized by and satisfy
where was defined in Definition 6. The reliability function for our discrete-time channel model (7) is upper-and lower-bounded as stated in the following lemma.
Lemma 3:
Consider the coherent fading channel model (7) (available bandwidth ) with known at the receiver. Assume that the input distribution satisfies the average power constraint (4) and the constraint in . The reliability function satisfies
with (22)
Proof: We can apply the random-coding and spherepacking exponents [10] to this channel model by viewing the channel as a memoryless channel with output . The term in (22) is to account for the fact that the rate here is defined to be nats per second, rather than nats per discrete time slot.
The constraint on the error exponent is (23) and we need to solve for and where is a function for for a fixed . We have the following theorem.
Theorem 3:
Consider a coherent Rayleigh-fading vector channel (7) with the input signaling constrained by . Let be the maximum rate at which information can be transmitted on this channel such that the following error-exponent constraint is satisfied: (24) where is defined as follows:
We have
and (27) where is the optimizing in (26).
The constraint on in (24) again comes from the fact that the reliability function is only known when . Now we show that given by (25) is the corresponding error exponent at when goes to infinity. From the property of the critical rate , we know the optimizing in (26) at the corresponding error exponent is . Thus, taking derivative of the righthand side of (26) with respect to , we must have By solving this, it is straightforward to have with determined by (25). The corresponding rate can be obtained as follows:
Using a similar argument as in the AWGN channel case, we can argue that for , the reliability function coincides with the random-coding exponent for sufficiently large . Thus, the calculation of and can be carried out by using the random-coding exponent.
Another observation here is that the applicable region (in terms of ), where the random-coding exponent coincides with the sphere-packing exponent, actually covers most of the rate region from to capacity, when the available energy per coherence block is fairly large. To see this, we first notice that as goes to infinity, our capacity in (9) is . Thus, the critical rate can be also written as . When is large, we have . This observation is also shown in Fig. 4 . For simplicity, we choose in this numerical example and choose . Next, we need to identify those signaling schemes which can achieve and . Again, we consider BPSK and QPSK signaling. However, for the fading channel (7), these two signaling schemes have slightly different meanings than what we defined in last section for AWGN channels. Specifically, for both BPSK and QPSK, we spread the available power in each coherent block equally among all the time-frequency coherent blocks and make the distributions in each dimension i.i.d. For BPSK, the symbols for each dimension are and , with equal probability. For QPSK, the symbols are and . Similar to the AWGN case, we have the following.
Theorem 4: Both BPSK and QPSK are first-order optimal for any given ; however, only QPSK is second-order optimal.
C. Implications and Discussion
The results that we have obtained for both AWGN channels and coherent fading channels are consistent with the results from a capacity point of view in the seminal work [14] . By let- ting go to , the quantity becomes the capacity of the channel. Thus, it can be easily checked that by taking to be , we can recover the capacity results by using the expressions in Theorems 1 and 3. However, we also have to point out that in [14] , a very general treatment is provided for a much broader class of channel models. In this paper, due to the complexity of the calculation of the reliability function, we only calculated the first-and second-order rate approximation for two very specific channel models.
Despite the similarity between our results and Verdú's results regarding near-optimal signaling, the fact that QPSK is still near optimal under a certain error exponent constraint is still somewhat surprising because of the following reason. In general, very little is known about the conditions under which an input distribution achieves the optimal error exponent at a given rate, even in the infinite bandwidth limit. It is not necessarily true that capacity-achieving distributions are also optimal from an error-exponent point of view. One example is the infinite-bandwidth noncoherent Rayleigh-fading channel, which is studied in [16] . Thus, it is not obvious that actually QPSK can do well in the wideband regime from an error-exponent point of view, even though it is wideband optimal from a capacity point of view.
IV. CONCLUSION
In this paper, we have studied the maximum rate at which information transmission is possible in additive Gaussian noise channels and coherent fading channels, for a given error exponent in the wideband regime. Given a desired error exponent, our main contribution is the calculation of the above rate and its derivative in the limit when the available bandwidth goes to . For fading channels, we focus on the case when the coherence bandwidth is large. This also leads to a notion of near optimality of input distributions, where a sequence of distributions is defined to be near optimal if it achieves both the rate and its derivative in the infinite-bandwidth limit. As in [14] , we show that for both AWGN and coherent fading channels, while QPSK is near optimal, BPSK is not.
This result is surprising to some extent. Generally, it is not well understood what signaling scheme is optimal, i.e., given a coding rate, it is difficult to find the input distribution that gives the smallest probability of decoding error. In this paper, we consider the problem from an alternate point of view, we fix a given error exponent, and consider optimal signaling schemes that give the largest communication rate. The capacity-achieving schemes, which correspond to a zero-error exponent, are not necessarily the best schemes from the error exponent point of view. However, the results in this paper tell us that, in the wideband regime, QPSK is near optimal with respect to a nonzero error exponent just as it is near optimal for the capacity case for both AWGN and coherent fading channels. Thus, it can not only achieves capacity, but also achieves the best probability of decoding error in the wideband regime.
APPENDIX PROOF OF THEOREMS 1 AND 2
Due to the technical nature of the calculations needed in the proofs of our main results, we first summarize the proof steps as follows to help the reader follow the proof of our main results.
The proof of Theorem 1 can be broken down into the following major steps. 1) We first relate the problem of finding and , where is the communication rate per second as a function of , to the problem of finding and , where is the communication rate per degree of freedom in (3) as a function of , which denotes the SNR per degree of freedom.
2) The calculation of can be related to the optimal value for in the infinite-bandwidth limit; an upper bound is derived for using a simple inequality; this bound is further shown to be achievable. 3) can also be related to certain derivatives of ; a better upper bound is derived for which yields an upper bound for ; this bound is also shown to be achievable. The next several subsections will prove the main results following these three steps.
A. Communication Rate and Error Exponent Per Degree of Freedom
It is shown in [14] that the capacity in a bandlimited channel with limited available power , but large available bandwidth , can be related to the capacity in a scalar channel with small available power . Thus, the problem of finding optimal and can be shown to be equivalent to the problem of finding optimal and . The relationship between and has also been extensively studied in an earlier paper [13] , where the notion capacity per unit cost was studied. We first show that a similar connection can be made between the error-exponent constrained rates (nats per second) and (nats per symbol).
Theorem 5: Consider a scalar Gaussian channel with average power constraint . Further, the signaling schemes are constrained by . Let be the maximum rate per symbol at which information can be transmitted through channel (3) such that the error exponent satisfies where is the error exponent per symbol of the scalar channel with power constraint . Consider as a function of . Let (nats per second) be defined as the solution to (15) . We have Proof: Please refer to [17] .
Thus, the original problem of finding and in the wideband regime is equivalent to finding the optimal values for and , given a constraint on the reliability function . In the rest of this proof, we will deal with this scalar channel problem. For notational convenience, we use to denote the error exponent per symbol of the single channel instead of using .
B. Optimal Value of and First-Order Optimal Signaling Schemes
We know for the error-exponent constraint in the range of and sufficiently small, we have where Thus, the constraint on the error exponent can also be written as
With some effort, we can further show that this constraint is equivalent to the following expression:
Now we prove the following lemma.
Lemma 4: For (30)
Proof: This result can be calculated by using Gallager's calculation in [5] and some additional careful manipulations. Please refer to [17] for a complete proof.
Next we study conditions for a sequence of input distributions to be first-order optimal. It is straightforward to see that Lemma 5: Assuming , a sufficient condition for to be first-order optimal is that (31) where and . Proof: To show that (31) is sufficient, it suffices to show that given a signaling scheme , the corresponding rate given an error exponent constraint satisfies If , we have
On the other hand, we know that Thus, the limit of exists and we have Actually, it does not take much to be first-order optimal. Thus, to obtain the optimal value for , we need to verify the uniform convergence assumption in Theorem 6 and calculate , which is established in the next theorem.
Theorem 7:
uniformly for (37) as goes to .
Proof: To show uniform convergence, we both upper-and lower-bound by a function of plus a small term , which converges to uniformly for , as goes to . Specifically, we want to show that when is small, we have where both and converge to uniformly as goes to . The uniform convergence of follows easily from here. We will first show an upper bound, then we will obtain a lower bound by using QPSK signaling at the input. Throughout this proof, we will use the notation to denote a term satisfying that as goes to , uniformly for . We know that However, it is easy to see that we will not lose any optimality if we constraint ourselves to those input distributions which perform at least as good as QPSK. In other words, we have (38) where is defined as QPSK
First we claim that: for any sequence of input distributions
This claim can be proved by the following series of inequalities:
The inequality (41) For the second term, we claim that: for any input distribution , let be the optimizing , which maximizes
We also claim that, for those input distributions in , the term with integral over actually does not contribute anything to the second-order calculation, i.e., for any . We do not include the calculation regarding the two claims in this paper. For interested readers, please refer to [17] for a complete proof.
From here, we have and thus
Later, we will show that by choosing the input distribution to be QPSK, we can establish a lower bound which has the same expression as the upper bound. Thus, we know (37) is true.
Since we know , we now have that for (47)
D. BPSK and QPSK
Combining the results regarding and in the previous subsections and Theorem 5, we have proved Theorem 1. Regarding Theorem 2, the first part of the theorem is a direct consequence of Lemma 6, which has already been proved. For the second part of the theorem regarding BPSK and QPSK signaling, we can again do the calculations in a scalar channel with small power as we have proceeded with the proof of Theorem 1.
Since for both BPSK and QPSK, we have with probability , the power constraint parameter does not play a role here and can be simplified to with Again, we use the two inequalities which have been very helpful to us in the general first-and second-order calculations
We write as follows:
where denotes
From here, we can apply the inequalities (48) and (49) and follow a similar procedure as in the proof of Theorem 1 to tightly bound and when the input is constrained to be BPSK signaling. We can obtain that BPSK Therefore, BPSK is first-order optimal but not second-order optimal.
The QPSK calculations are very similar to the BPSK calculations and we can show that for QPSK QPSK which implies that QPSK is near optimal.
In this subsection, we will prove Theorems 3 and 4. For simplicity, we only prove the case for , i.e., we focus on one of the parallel channels in the channel model (7) . The extension to the general case with parallel channels is quite straightforward. Since , we drop the subscript of in (7) and we have
We assume the average power available in each block is , i.e.,
Thus, the energy per degree of freedom is , which is small when is large. In this proof, we will use the results for AWGN channels extensively. To avoid confusion in notation, we will use a superscript "NF" (Nonfading) to denote any quantity that was computed for the AWGN channel.
E. and First-Order Optimal Condition
In the near capacity region , where the randomcoding exponent and sphere-packing exponent are tight, the reliability function constraint can be written as and (53) In this subsection, we first compute in the case of , i.e., (26) in Theorem 3 is true. Similarly to the AWGN case, we can rewrite the error-exponent constraint as (54) given that is a bounded quantity. However, to provide bounds for is a bit more involved as compared to the AWGN case, since Gallager's first-order calculations cannot be applied here directly due to the fading coherence between the degrees of freedom. For clarity, we establish the bounds in the following lemma.
Lemma 7: For any (55)
Proof: The lower bound is obvious due to the positive property of [4] . The upper bound can be obtained by using the fact that Refer to [17] for a complete proof.
Similarly to the AWGN case, the key part in the first-order calculation is to establish the uniform convergence of to , which further validates the exchange of limit and supremum in the calculation of . The uniform convergence is stated in the following lemma. 
The inequality in (60) comes from (59) and the fact that QPSK . For Rayleigh fading, we can compute (61) and we have QPSK We choose such that . We can then find the corresponding with respect to this choice of . We then choose such that
It is straightforward to check that for all , (58) will be held and thus complete the proof of this Lemma.
From here, it is straightforward to obtain (62) (63)
Next we present a sufficient condition for a sequence of input distributions to be first-order optimal. Due to the similarity to the AWGN case, we present the following lemmas on first-order optimal signaling schemes without proof.
Lemma 9:
Assuming , where is defined by (25), a sufficient condition for to be first-order optimal is that (64) where is the optimizing for (63).
Similarly to the AWGN channel, in the fading channel with large coherence bandwidth , it does not take much to be first-order optimal. We restrict ourselves to those vector input distributions which are i.i.d. in each dimension.
Lemma 10: For i.i.d. input distributions, such that , a sufficient condition for to be first-order optimal is that is symmetric around zero, i.e.,
F. and Second-Order Optimal Condition
To compute , we first establish a relationship between and the derivative of with respect to . We omit the proof of the following results due to the similarity to the AWGN case.
Theorem 8:
If as goes to infinity, for each , the limit of exists, which we denote as and is a continuous function in , and further (65) uniformly for all can be determined as (66) where is the optimizing in (63).
Next we verify the uniform convergence assumption needed in Theorem 8.
Lemma 11:
As goes to infinity, we have
uniformly for . Proof: The proof is similar to the proof of Theorem 7. Refer to [17] for a complete proof.
G. BPSK and QPSK
Now we prove the statement in Theorem 4 regarding BPSK and QPSK. The first-order optimality of BPSK and QPSK can be easily seen from Lemma 10. In the proof of Lemma 11, we essentially showed that by choosing the input distribution of QPSK On the other hand, it was also shown in the proof of Lemma 11 that Thus, we must have uniformly for
. Following a similar argument as in Theorem 8, we can easily obtain For BPSK, using the result in last section regarding BPSK, we can obtain that QPSK uniformly for . Thus Therefore, QPSK is near optimal while BPSK is not.
