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ABSTRACT
With access to large datasets, deep neural networks (DNN) have
achieved human-level accuracy in image and speech recognition
tasks. However, in chemistry, data is inherently small and frag-
mented. In this work, we develop an approach of using rule-based
knowledge for training ChemNet, a transferable and generaliz-
able deep neural network for chemical property prediction that
learns in a weak-supervised manner from large unlabeled chem-
ical databases. When coupled with transfer learning approaches
to predict other smaller datasets for chemical properties that it
was not originally trained on, we show that ChemNet’s accuracy
outperforms contemporary DNN models that were trained using
conventional supervised learning. Furthermore, we demonstrate
that the ChemNet pre-training approach is equally eective on
both CNN (Chemception) and RNN (SMILES2vec) models, indi-
cating that this approach is network architecture agnostic and is
eective across multiple data modalities. Our results indicate a pre-
trained ChemNet that incorporates chemistry domain knowledge,
enables the development of generalizable neural networks for more
accurate prediction of novel chemical properties.
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1 INTRODUCTION
In the chemical sciences, designing chemicals with desired charac-
teristics, such as a drug that interacts specically with its intended
target, or a material with specied physical performance ratings,
is, despite decades of research, still largely driven by serendipity
and chemical intuition. Over the decades, various machine learn-
ing (ML) algorithms have been developed to predict the activity or
property of chemicals, using engineered features developed using
domain knowledge. Recent work have also started using deep neu-
ral networks (DNN) [9, 19, 24, 27], that are on average, typically
more accurate than traditional ML models [12, 14].
1.1 Limitations of Feature Engineering and
Data Challenges
Compared to modern deep learning research, the use of DNN mod-
els in chemistry relies heavily on engineered features. While such
an approach is advantageous because it utilizes existing knowledge,
using engineered features may limit the search space of potentially
developable representations. is is exacerbated in situations in
which engineered features are not appropriate or inadequate due
to the lack of well-developed domain knowledge.
With the growth of chemical data [14], it may be desirable to fully
leverage representation learning, which will enable one to predict
novel chemical properties for which lile or no feature engineering
research has been performed. In computer vision research, this is
achieved by using raw data. For example, unaltered images are used
as the input in various CNN models [17, 30]. In chemistry, DNN
models that leverage representation learning from raw data are
starting to emerge. For example, with minimal feature engineering,
molecular graphs have been used to train DNN models [10, 20].
Other approaches use 2D or 3D images to train convolutional neural
network (CNN) models [15, 16, 32], or SMILES strings to train
recurrent neural network (RNN) models [3, 13].
One factor that complicates representation learning is the limited
amount of usable labeled data in chemistry, which is signicantly
smaller than that available in modern deep learning research. For
example, having 100,000 labeled datapoints is considered a sig-
nicant accomplishment in chemistry. In contrast, in computer
vision research, datasets like ImageNet [28] that includes over a
million images are typically the starting point. While sizable chem-
ical databases like PubChem [21] and ChEMBL [11] do exist, their
labels are skewed towards biomedical data, and such databases
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are only sparsely labelled, where each labeled data (i.e. measure-
ments) are only available for a small subset (typically under 10%)
of the entire database. erefore, the current state of labeled chemi-
cal data is small and fragmented, which reduces the eectiveness of
representation learning when using conventional supervised training
approaches.
1.2 Contributions
Our work addresses the small and fragmented data landscape in
chemistry. is is achieved by leveraging rule-based knowledge
obtained from prior feature engineering research in chemistry [5]
to perform weak supervised learning, and combining it with trans-
fer learning methods used in modern deep learning research [25].
Specically, we develop ChemNet, the rst deep neural network that
is pre-trained with chemistry-relevant representations, making it the
analogous counterpart of a ResNet or GoogleNet for use in the chemical
sciences. Our contributions are as follows.
• We demonstrate that ChemNet learns chemistry-relevant
internal representations, and when coupled with a transfer
learning approach, can be used to predict novel chemical
properties it was not originally trained on.
• We demonstrate the generalizability of ChemNet by pre-
dicting a broad range of chemical properties that are rel-
evant to multiple chemical-aiated industries, including
pharmaceuticals, biotechnology, materials and consumer
goods.
• We demonstrate that the ChemNet pre-training approach is
network architecture agnostic and eective across multiple
data modalities, including both CNN and RNN models.
• We demonstrate that ChemNet-based models outperform
otherwise identical models that are trained using conven-
tional supervised learning, and that ChemNet also matches
or exceeds the current state-of-the-art DNN models in the
chemistry literature.
e organization for the rest of the paper is as follows. In section
2, we outline the motivations in developing a chemistry-relevant
rule-based weak supervised learning approach, and the design prin-
ciples behind ChemNet. In section 3, we examine the datasets, its
broad applicability to chemical-aiated industries, as well as the
training protocols used for pre-training ChemNet, and for evalu-
ating its performance on unseen chemical tasks. Lastly, in section
4, we explore dierent ChemNet models, and the various factors
that aect model accuracy and generalization. e best ChemNet
model was then evaluated against other DNN models trained using
conventional supervised learning approaches.
1.3 Related Work
Transfer learning is an established technique in deep learning re-
search [25]. is approach rst trains a neural network on a larger
database, before ne-tuning it on a smaller dataset. For example,
using ResNet that has been pre-trained on ImageNet to classify
various common objects, may be used with transfer learning tech-
niques to classify specic clothing type. In addition, as long as there
is sucient overlap in the ”image space” on which the network
was trained on, seemingly unrelated outcomes can be achieved. For
example, a model pre-trained on ImageNet can also be ne-tuned
to classify medical images [29]. While medical applications are
seemingly unrelated to conventional image recognition tasks, both
sets of data are natural photographs (i.e. in the same ”image space”)
and thus the lower-level basic representations can be utilized.
In the chemistry literature, because 2D molecular diagrams are
substantially dierent from natural photographs, and chemistry-
specic information is encoded into the image channels, existing
pre-trained models in the computer vision literature on RGB images
for example, would not be fully applicable. In addition, there are
limited examples of using weak supervised learning to utilize large
chemical databases in traing neural networks. us, the challenge of
how to convert a sparsely labeled chemical database into a usable form
that can be used in a transfer learning approach for existing chemistry
DNN models is a non-trivial task. In our work, we will use molecular
descriptors to generate consistent and inexpensive rule-based labels,
combined with a weak supervised learning approach to train ChemNet
to develop chemically-relevant internal representations, which is an
approach that is conceptually unique relative to existing methods.
2 CHEMNET DESIGN
In this section, we provide a brief introduction to molecular descrip-
tors, and its role as alternate labels for weak supervised learning
of ChemNet. en, we document the design principles behind
ChemNet.
2.1 Alternate Labels for Weak Supervised
Learning
Much of the success in modern computer vision research comes
from the availability of large labeled datasets like ImageNet [28].
However, in the chemical sciences, generating labels are both
resource-intensive and time-intensive endeavors, and oen the
goal in chemistry research is to predict the chemicals with desired
characteristics (i.e. the labels). Futhermore, because of the way
deep neural networks are trained to recognize paerns, they cannot
be easily programmed with specic rules for chemistry. erefore,
in order to develop a generalizable ”chemistry-expert” DNN model
that incorporates existing domain knowledge, we need to train
a neural network in a manner such that it will learn basic and
universal chemical representations.
An analagous but hypothetical scenario that explains the data
challenges in chemistry in a traditional computer vision research
context would be as follows. In this ctitious example, the research
objective is to classify object’s names in ImageNet, but obtaining
the names for a large dataset is unfeasible. However, concepts
associated with images can be easily obtained. For example, in a
classication of 3 images [cats, trees, cars], let us assume alternative
labels that describe its texture [furry, rough, smooth] and whether
it is man-made [natural, natural, articial] can be easily computed.
erefore, when a CNN model is trained on these alternate labels
in a weak supervised learning approach, representations that are
developed to classify texture and whether an object is man-made,
can be leveraged during a second transfer learning phase when the
model is ne-tuned on smaller labeled dataset that has labels for the
object’s names. In this example, developing internal representations
to identify a furry surface from images, may assist in identifying
cats from trees and cars, as fur is a distinguishing characteristc that
Using Rule-Based Labels for Weak Supervised Learning KDD 2018, Aug 2018, London, UK
Chemception ChemNet
Database
(~1 million entries)
C\C=C(/C)C
(=O)OCC1=
CC=CC=C1
Image
Predict
(Molecular Descriptors)
Compute
Chemception ChemNet
Small Dataset
(~1k - 10k entries) Image
Predict
(Molecular Properties)
Transfer Learning
Figure 1: Schematic illustration of ChemNet pre-training on the ChEMBL database using rule-based molecular descriptors, followed by
ne-tuning on smaller labeled datasets on unseen chemical tasks.
cats have. Similarly, developing other representations to identify
artical components such as wheels from the images, may assist in
identifying cars.
2.2 Using Rule-Based Features to Teach
Chemistry Representations
Moving back to the chemical sciences, our approach is therefore
to use molecular descriptors as alternate labels to perform weak
supervised learning, aer which transfer learning methods can
be applied to ne-tune the pre-trained model directly on smaller
labeled datasets of other unseen chemical properties of interests.
Molecular descriptors are engineered features developed through
historical research that stretches back to the late 1940s [26], and over
5000 molecular descriptors have been developed from rule-based
chemistry knowledge [31]. Molecular descriptors are typically com-
putable properties or rule-based descriptions of a chemical’s struc-
ture. Some molecular descriptors, such as hydrogen bond donor
count, correspond to intuitive chemical knowledge that chemists
use to conceptualize and understand more complex chemical phe-
nomena. On other hand, there are descriptors such as the Balaban’s
J index [2] that may not be as intuitive, but nevertheless is an ab-
stract topological description of a chemical that has been useful in
various modeling studies.
In the absence of copious amount of data, the representation
learning ability of deep neural networks may not learn optimal
features. Our solution as illustrated in Figure 1 uses molecular
descriptors to generate consistent and inexpensive rule-based la-
bels for large chemical databases that are typically sparsely and
inconsistently labeled. Rule-based labels are then used to train
ChemNet in a supervised manner, using a multi-task learning con-
guration, where the network aempts to predict all molecular
descriptors simultaneously. In the process, the neural network de-
velops ”chemistry-relevant” representations that we hypothesize
will serve as a beer initialization of the network’s weights when
ne-tuning to other smaller and unrelated chemical tasks to be
predicted.
2.3 Hypothesis Behind ChemNet
In this work, we rst evaluated the ChemNet approach, on the
Chemception CNN-based model [15, 16]. As there is a strong re-
lationship between a chemical’s structure and its property, we
hypothesize that the use of images of molecular drawings with
a CNN-based model will therefore help facilitate the learning of
chemistry-relevant structural representations. en, we evaulated
the ChemNet approach on SMILES2vec [13], an RNN-based model
that directly uses SMILES strings for predicting chemical proper-
ties. SMILES is a ”chemical language” [33] that encodes structural
information into a compact text representation. As there is a one-
to-one mapping between specic characters in the string to specic
structural elements of the chemical, we hypothesize that Chem-
Net will also facilitate the learning of chemistry-relevant structural
representations even when using a text representation of the chem-
ical. Lastly, by using multi-task learning, we anticipate that the
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shared representation learned will be more generalizable, and it
will be used as building blocks to develop more sophisticated and
task-specic representations when ne-tuning on smaller datasets.
3 METHODS
In this section, we provide details on the datasets used, data spliing
and data preparation steps. en, we document the training and
transfer learning protocols, as well as the evaluation metrics used
in this work.
3.1 Dataset for Pre-Training
ChemNet was rst trained on the ChEMBL [11] database, which is
a manually curated database of bioactive molecules with drug-like
properties. In this work, aer curation, approximately ˜1,700,000
compounds were used. In the initial pre-training stage, we compute
molecular descriptors that serve as inexpensive and consistent (i.e.
no missing) rule-based labels. Specically, we used RDKit [23] to
compute a list of ˜100 2D descriptors that includes basic computable
properties (e.g MW, logP, etc.), connectivity, constitutional and
topological descriptors.
3.2 Dataset for Performance Evaluation
Once ChemNet has been pre-trained, we ne-tune and evaluate
ChemNet’s performance on smaller datasets. To ensure that our
results are comparable with contemporary DNN models reported
in the literature [34] and earlier work on Chemception CNN mod-
els [15, 16] and SMILES2vec RNN models [13], we used the Tox21,
HIV, and FreeSolv dataset from the MoleculeNet benchmark [34] for
predicting toxicity, activity and solvation free energy respectively.
e datasets used (Table 1), comprises of a mix of large vs small
datasets, physical vs non-physical properties and regression vs clas-
sication problems. None of the above-mentioned chemical tasks
are related to the molecular descriptors used to train ChemNet, and
thus also serve as a measure of ChemNet’s ability to generalize to
predict unseen chemical properties.
3.3 Industrial Application
Based on the datasets tested, we elaborate on applications to the
chemical industry. First, toxicity prediction is of high relevance,
most notably for chemicals that require FDA approval, which in-
cludes drugs and other therapeutics (pharmaceuticals) as well as
cosmetics (consumer goods). [22] Activity prediction is proxy to
how well-suited a chemical may be as a drug, and therefore is of rel-
evance to both pharmaceuticals and biotechnology industries. [4]
Solvation free energy values are computable by physics-based simu-
lations, and such methods are currently being employed by pharma-
ceuticals, consumer goods and materials industries. [7] erefore,
using neural networks to predict such computable properties with
similar accuracy will potentially lead to several orders of magni-
tude speed up compared to traditional computational chemistry
simulations that typically take on the order of minutes to hours for
each calculation.
3.4 Data Preparation
e preparation of chemical image data is identical to that reported
by earlier work [15]. Briey, SMILES strings are converted to their
Dataset Property Task Size
Tox21 Non-Physical(Toxicity)
Multi-task
classication 8014
HIV Non-Physical(Activity)
Single-task
classication 41,193
FreeSolv Physical(Solvation)
Single-task
regression 643
Table 1: Characteristics of the 3 datasets used to evaluate the
performance of ChemNet.
respective 2D molecular structures using RDKit [23]. e coordi-
nates of the molecule is then used to map it onto a discretized image
of 80 x 80 pixels that corresponds to 0.5 A resolution per pixel. We
initially used the greyscale ”color-coding” scheme reported in the
earlier Chemception paper [15]. However, our subsequent exper-
iments utilized the more sophisticated 4-channel ”color-coding”
scheme, where each atom and bond pixel is assigned a ”color”
based on its local (i.e. pixel-specic) atomic/bond properties, such
as atomic number, partial charge, valence and hybridization. Specif-
ically, we used the ”EngD” augmented image representation ”color-
coding”, and further details about this data preparation protocol
can be obtained from published work [16].
e preparation of the chemical text data is identical to that
reported by earlier work [13]. e SMILES string were rst canoni-
calized using RDKit [23], then unique characters in the string were
then mapped to one-hot vectors. Zero padding was also applied
to both the le and right of the string to construct uniform entries
that were 250 characters long.
3.5 Data Splitting
e dataset spliing steps are identical to that reported previ-
ously [15]. We used a 5-fold cross validation protocol for training
and evaluated the performance and early stopping criterion of the
model using the validation set. We also included the performance
on a separate test set as an indicator of generalizability. Specically,
for the ChEMBL database, Tox21 and HIV dataset, 1/6th of the
dataset was separated out to form the test set, and for the Freesolv
dataset, 1/10th of the dataset was used to form the test set. e re-
maining 5/6th or 9/10th of the dataset was then used in the random
5-fold cross validation approach for training ChemNet.
For classication tasks (Tox21, HIV), we also over-sampled the
minority class to address the class imbalance observed in the dataset.
is was achieved by computing the imbalance ratio and appending
additional data from the minority class by that ratio. e oversam-
pling step was performed aer stratication, to ensure that the
same molecule is not repeated across training/validation/test sets.
3.6 Training the Neural Network
ChemNet was trained using a Tensorow backend [1] with GPU
acceleration using NVIDIA CuDNN libraries[6]. e network was
created and executed using the Keras 2.0 functional API interface [8].
We use the RMSprop algorithm [18] to train for 50 epochs for
ChEMBL, or 500 epochs for Tox21, HIV, FreeSolv, using the standard
seings recommended (learning rate = 10−3, ρ = 0.9, ϵ = 10−8). We
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used a batch size of 32, and also included an early stopping protocol
to reduce overing. is was done by monitoring the loss of the
validation set, and if there was no improvement in the validation
loss aer 10 (ChEMBL) or 50 (Tox21, HIV, FreeSolv) epochs, the last
best model was saved as the nal model. In addition, for images,
during the training of the ChemNet, we performed additional real-
time data augmentation to the image using the ImageDataGenerator
function in the Keras API, where each image was randomly rotated
between 0 to 180 degrees.
Unless specied otherwise, we used the weights of the nal
ChemNet model trained on molecular descriptors, as the initial
weights to initialize subsequent individual models for predicting
toxicity, activity and solvation energy. We also explored dierent
ne-tuning protocols (see Experiments), where segments (i.e. a
collection of convolutional layers) of ChemNet had its weights
xed.
3.7 Loss Functions and Performance Metrics
For classication tasks (Tox21, HIV) we used the binary crossen-
tropy loss function, and for regression tasks (ChEMBL, FreeSolv)
we used the mean-squared-error loss function. For the initial Chem-
Net pre-training on the ChEMBL database, we performed min-max
normalization on the molecular descriptors, and these normalized
labels were used for training the neural network. is ensures that
each molecular descriptor is given equal emphasis during training.
For classication tasks (Tox21, HIV), the evaluation metric re-
ported in our paper that determines model’s performance is the
area under the ROC-curve (AUC). For the FreeSolv dataset, the
evaluation metric is RMSE. e reported results in the paper are
the mean value of the evaluation metric, obtained from the 5 runs
in the 5-fold cross validation.
4 EXPERIMENTS
In this section, we rst conduct several experiments to determine
the factors that may aect the performance and generalizability of
ChemNet CNN models. Next, we demonstrated that the ChemNet
approach on other data modalities by training a ChemNet RNN
model. Aer establishing the best ChemNet model, we compare its
performance against earlier Chemception/SMILES2vec models and
other contemporary DNN models in the literature.
4.1 ChemNet Model Exploration
In the absence of more data, network architecture has been a key
driver in increasing model accuracy [17, 30]. erefore, we rst
examine the network architecture and hyperparameters, followed
by an evaluation of the image representation used. e full list of
ChemNet CNN models explored is summarized in Table 2.
We rst evaluated the eect of Chemception architecture on
the performance on the 3 chemical tasks: toxicity (Tox21), activity
(HIV) and free energy of solvation (FreeSolv). From earlier work
on optimizing the Chemception architecture, we evaluated both
the baseline T1 F32 and optimized T3 F16 architectures [15]. In the
nomenclature used, Tx refers to the general depth of the network,
and Fx refers to the number of lters in the convolutional layers.
In addition, we also tested a wider and deeper Chemception T3 F64
architecture.
Model Architecture Image Params
T1 F32 std T1 F32 Std 276,603
T3 F16 std T3 F16 Std 149,741
T3 F64 std T3 F64 Std 2,369,681
T1 F32 eng T1 F32 Eng 276,603
T3 F16 eng T3 F16 Eng 149,741
Table 2: Various pre-trained ChemNet models evaluated in
this work investigated dierent network architectures and
image representations.
Figure 2: e ChemNet T3 F16 architecture generally had consis-
tently better performance on the validation AUC/RMSE for toxic-
ity, activity and solvation energy predictions. For Tox21 and HIV,
higher AUC is better. For FreeSolv, lower RMSE is better.
e T3 F64 architecture with its wider layers that can accommo-
date more representations for the simultaneous prediction of ˜100
molecular descriptors aained the lowest normalized validation loss
of 5.39x10−4 during ChemNet pre-training. is is slightly lower
but still in the same order of magnitude as compared to that for
T1 F32 (5.80x10−4) and T3 F16 (5.56x10−4) architectures. As illus-
trated in Figure 2, in terms of the validation metrics on the 3 unseen
chemical tasks, the T3 F16 architecture generally had consistently
beer performance than T1 F32 even though it has approximately
half the number of parameters. is implies that T3 F16 is not suf-
fering from undering. At the same time, the T3 F16 architecture
also has beer performance than T3 F64, which implies that adding
more parameters while retaining similar network architecture of
the same depth does not help to improve the generalizability of the
model. erefore, our ndings indicate that amongst the network ar-
chitectures tested in this work, a deep and narrow T3 F16 architecture
provides the best performance when generalizing to unseen chemical
tasks.
4.2 Synergy of Image Representation and
Transfer Learning
us far, we have evaluated our results using the standard images
reported in earlier work [15]. However, subsequent improvements
has shown that augmenting the image channels with basic atom
and/or bond-specic chemical information improves overall perfor-
mance [16]. We note that the addition of localized (i.e. pixel-specic)
chemical information to the image channels is complementary to
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Figure 3: Using augmented images results in consistently better
performance on the validation AUC/RMSE for toxicity, activity and
solvation energy predictions. For Tox21 and HIV, higher AUC is
better. For FreeSolv, lower RMSE is better.
ChemNet’s transfer learning approach, as in this work, we are train-
ing the neural network to reproduce global chemical properties
of the entire molecule (i.e. the entire image). As such, a combina-
tion of ChemNet with augmented images may lead to additional
performance improvement. e results as summarized in Figure 3
indicates that training ChemNet with augmented images consis-
tently improved performance relative to standard images, and this
is independent of the network architecture and the chemical task.
erefore, our ndings indicate using augmented images of molecu-
lar drawings is a synergistic approach to ChemNet transfer learning
methods.
Having investigated various factors that may impact ChemNet
performance, we come to the following conclusions: (i) using the
Chemception T3 F16 architecture provided the best consistent per-
formance, and (ii) training with augmented images consistently im-
proved performance. erefore, for the remainder of this work, we
will explore our results using the best model identied: T3 F16 eng.
4.3 Transferability of Learned Representations
e presented results in the preceding sections used the nal weights
of ChemNet as an initialization scheme for the individually trained
networks for the smaller Tox21, HIV and FreeSolv datasets. We
anticipate that due to the hierarchical nature of deep neural net-
works, it will learn hierarchical chemical representations, and more
basic (lower-level) representations may not need to be re-trained.
In order to determine which layers of ChemNet needs to be ne-
tuned, we systematically explore the freezing of weights for various
segments in the ChemNet model.
e T3 F16 architecture is constructed from 12 segments, where
each segment comprises of several convolutional layers that are
grouped together based on similarities in their function. Speci-
cally, ChemNet starts with a stem segment that has a single 4x4
convolutional layer, which is used to dene the basic spatial region
of the network. Following the stem segment is an alternating se-
ries of Inception-Resnet segments and Reduction segments. Each
Inception-Resnet segment is a group of 4 convolutional layers that
collectively perform inception-style operation with residual links,
and the reduction segment is a group of 3 convolutional layers
that downsamples the image. For further details of the network
architecture, we refer our readers to earlier work [15].
Beginning with a ChemNet model that has all its weights frozen,
we incrementally unfreeze (i.e. ne-tuned) the network starting
with the top segment. We used this segment-based approach in-
stead of a more conventional layer-based approach as the network
architecture was designed with segments as the base unit in mind.
e resulting model performance across all 3 chemical tasks were
recorded as a function of number of segments ne-tuned.
Figure 4: Fine-tuning beyond the 7th segment of the ChemNet
T3 F16 architecture yield diminishing returns in performance im-
provement (validation AUC/RMSE) for toxicity, activity and solva-
tion energy predictions.
As illustrated in Figure 4, when less than 3 segments are ne-
tuned, which is also when most of the network has its weights
frozen, the model performance is relatively poor. is is an expected
behavior as ChemNet was trained on a separate set of molecular
descriptors that are unrelated to toxicity, activity and solvation
energy predictions. As the number of segments that are ne-tuned
increases, so does the model’s performance. At the limit where all
12 segments are ne-tuned, we recover the results reported in the
previous section.
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We observed that there reaches a point of diminishing perfor-
mance improvement at around the 7th segment, where additional
ne-tuning of more segments do not consistently improve the re-
sults. is indicates that almost half of the network does not need
to be re-trained, which suggest that the rst half of ChemNet has
developed basic chemical representations that are eminently trans-
ferable to other chemical tasks, and the second half of ChemNet
develops more complex representations that needs to be ne-tuned
for the specic property to be predicted. erefore, our ndings
suggest that ChemNet, particularly for the lower layers have learned
universal chemical representations that are generalizable to the pre-
diction of other chemical properties.
4.4 Performance Gain from ChemNet Transfer
Learning
Having identied the best ChemNet model and ne-tuning proto-
col, we now evaluate the performance of ChemNet against earlier
Chemception models that do not utilize transfer learning. In Fig-
ure 5, we summarize the performance across various generations
of Chemception-based models: Chemception refers to the original
model that uses standard images [15], AugChemception refers to
the modication of using augmented images [16] and ChemNet
refers to the results of this work.
Figure 5: ChemNet (based on the Chemception CNN model) pro-
vides consistently better performance on the validation AUC/RMSE
for toxicity, activity and solvation energy predictions, as compared
to earlier Chemceptionmodels that do not utilize transfer learning.
Across all 3 chemical tasks, we observed that ChemNet achieves
the best performance. Specically, ChemNet achieves a validation
AUC of 0.81 and 0.78 for toxicity and activity predictions respec-
tively, and a validation RMSE of 0.99 kcal/mol for solvation free
energy. Furthermore, we emphasize that there is no dierence
between AugChemception and ChemNet in terms of the network
architecture and the images (data) used in the superivsed learning
step, which means that the performance improvement is solely
originating from the transfer learning techniques applied. erefore,
our ndings indicate that the transfer learning techniques used in
ChemNet provide a non-trivial improvement to model performance
even when all other factors are held constant.
4.5 ChemNet on Other Data Modalities
Next, to demonstrate that the ChemNet approach is not unique to
just CNN-based models and images, we pre-trained SMILES2vec,
an RNN-based model that uses SMILES strings (chemical text) as in-
put. e network architecture is based on the original SMILES2vec
work [13]. e results as summarized in Figure 6, show that sim-
ilar performance gain can be acheived with RNN models using
a chemical text representation. Specically ChemNet achieves a
validation AUC of 0.81 and 0.80 for toxicity and activity predictions
respectively, and a validation RMSE of 1.23 kcal/mol for solvation
free energy. erefore, our ndings indicate that the ChemNet pre-
training approach provides consistent performance improvement that
is independent of the network’s architecture and data modality.
Figure 6: ChemNet (based on the SMILES2vec RNN model) pro-
vides consistently better performance on the validation AUC/RMSE
for toxicity, activity and solvation energy predictions, as compared
to earlier SMILES2vec models that do not utilize transfer learning.
4.6 ChemNet Against State-of-the-Art Models
Having established that ChemNet provides consistently beer per-
formance than its counterpart Chemception and SMILES2vec mod-
els, we now perform benchmarks relative to other contemporary
deep learning models in the literature. Specically, we compare
it to the MLP DNN model that was trained on molecular nger-
prints [34]. In addition, we also include the ConvGraph algorithm,
which is a novel graph-based method for representing chemical
data, and is the current state-of-the-art in many chemical tasks [34].
Figure 7: ChemNet consistently outperforms MLP models trained
on engineered features (molecular ngerprints), and matches the
performance of ConvGraph on the validation AUC/RMSE for toxic-
ity, activity and solvation energy predictions.
As shown in Figure 7, compared to the MLP DNN model, which is
the current state-of-the-art model that uses engineered features, we
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observe that both ChemNet(CNN) and ChemNet(RNN) consistently
outperforms across all 3 chemical tasks. Relative to the ConvGraph
algorithm, the best ChemNet model matches the performance for
activity (val AUC 0.80 vs 0.80) and toxicity (val AUC 0.81 vs 0.81)
predictions, and ChemNet signicantly outperforms for solvation
free energy (val RMSE 0.99 kcal/mol vs 1.30 kcal/mol) prediction.
4.7 Rule-Based Weak Supervised Learning in
Other Domains
While the rule-based weak supervised learning approach that we
have developed to train ChemNet is unique to chemistry, several
design principles can be generalized to other domains. Specically,
the following factors were critical in enabling rule-based weak su-
pervised learning in this work: (i) e availability of large datasets,
but with the inability to generate ground-truth labels on a large-
scale, and (ii) prior research in feature engineering and rule-based
models which can be used to generate relatively inexpensive la-
bels. erefore, it is likely that other scientic, engineering and
nancial modeling applications, on which substantial research into
rule-based models have been historically invested will benet from
this approach.
Furthermore, it should be emphasized that in this approach the
process of pre-training the network is arguably more important
than the accuracy of the initial ChemNet model in predicting the
various rule-based labels (molecular descriptors). Technically, the
rule-based labels on which ChemNet was pre-trained on are not
related to the subsequent chemical properties that ChemNet was
ne-tuned on. However, the hierarchical representations that deep
neural networks form, are a good parallel to the hierarchical nature
on which scientic concepts are built on top of one another. is
suggests that the process of using rule-based transfer learning
could potentially simulate the more conventional learning process
of a domain expert, but without the need to explicitly introduce
domain-specic rules. us, it is plausible that the lower layers of
the network will learn representations that are analogous to simpler
concepts in the technical domain, and such representations will
give it the ability to adapt to dierent and/or unseen data. In the
ne-tuning experiments in this work, which indicates that almost
half of ChemNet has developed universal representations that can
be re-used for predicting novel chemical properties, suggests that
at least for the example of chemistry, such an approach is possible.
5 CONCLUSIONS
In conclusion, we have developed an approach for integrating rule-
based knowledge with deep neural networks through weak super-
vised learning. Using the chemistry domain as an example, we
demonstrate how rule-based knowledge (molecular descriptors),
can be adapted with transfer learning techniques, to train CNN and
RNN models on large unlabeled chemical databases of ˜1,700,000
chemicals. e resulting model, ChemNet, can be ne-tuned on
much smaller datasets of ˜1000 to ˜10,000 chemicals to predict un-
related and novel chemical properties, that are of relevance to
many chemistry-aiated industries. In addition, the ChemNet pre-
training approach works eectively across network architectures
and data modalities - where both CNN models (Chemception) using
chemical images and RNN models (SMILES2vec) using chemical
text had consistently beer performance. For CNN models, we
show that a combination of using augmented chemical images with
the Chemception T3 F16 architecture, and ne-tuning about half
of the network provides the best and most generalizable perfor-
mance, and RNN models also produce comparable results. ChemNet
consistently outperforms all earlier versions of Chemception and
SMILES2vec for toxicity, activity and solvation energy predictions,
achieving a validation AUC of 0.81, 0.80 and validation RMSE of 0.99
kcal/mol respectively. In addition, ChemNet consistently outper-
forms contemporary deep learning models trained on engineered
features like molecular ngerprints, and outperforms the current
state-of-the-art ConvGraph algorithm for certain tasks. Further-
more, our ne-tuning experiments suggest that the lower layers of
ChemNet have learned universal chemical representations inspired
from rule-based knowledge, which improves its generalizability to
the prediction of unseen chemical properties. Lastly, we anticipate
the design principles behind our rule-based weak supervised learn-
ing approach will be adaptable to other scientic and engineering
domains, where existing rule-based models can be used to generate
data for training ”domain-expert” neural networks in their specic
eld of application.
ACKNOWLEDGMENTS
e authors would like to thank Dr. Nathan Baker for helpful
discussions. is work is supported by the following PNNL LDRD
programs: Pauling Postdoctoral Fellowship and Deep Learning for
Scientic Discovery Agile Investment.
REFERENCES
[1] Martı´n Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jerey
Dean, Mahieu Devin, Sanjay Ghemawat, Georey Irving, Michael Isard, et al.
2016. TensorFlow: A System for Large-Scale Machine Learning.. In OSDI, Vol. 16.
265–283.
[2] Alexandru T Balaban. 1982. Highly discriminating distance-based topological
index. Chemical Physics Leers 89, 5 (1982), 399–404.
[3] Esben Jannik Bjerrum. 2017. SMILES Enumeration as Data Augmentation for
Neural Network Modeling of Molecules. arXiv preprint arXiv:1703.07076 (2017).
[4] Peter Buchwald and Nicholas Bodor. 2002. Computer-aided drug design: the role
of quantitative structure–property, structure–activity and structure–metabolism
relationships (QSPR, QSAR, QSMR). Drugs Future 27, 6 (2002), 577–588.
[5] Artem Cherkasov, Eugene N Muratov, Denis Fourches, Alexandre Varnek, Igor I
Baskin, Mark Cronin, John Dearden, Paola Gramatica, Yvonne C Martin, Roberto
Todeschini, et al. 2014. QSAR modeling: where have you been? Where are you
going to? Journal of medicinal chemistry 57, 12 (2014), 4977–5010.
[6] Sharan Chetlur, Cli Woolley, Philippe Vandermersch, Jonathan Cohen, John
Tran, Bryan Catanzaro, and Evan Shelhamer. 2014. cudnn: Ecient primitives
for deep learning. arXiv preprint arXiv:1410.0759 (2014).
[7] John D Chodera, David L Mobley, Michael R Shirts, Richard W Dixon, Kim
Branson, and Vijay S Pande. 2011. Alchemical free energy methods for drug
discovery: progress and challenges. Current opinion in structural biology 21, 2
(2011), 150–160.
[8] Franc¸ois Chollet et al. 2015. Keras. (2015).
[9] George E Dahl, Navdeep Jaitly, and Ruslan Salakhutdinov. 2014. Multi-task
neural networks for QSAR predictions. arXiv preprint arXiv:1406.1231 (2014).
[10] David K Duvenaud, Dougal Maclaurin, Jorge Iparraguirre, Rafael Bombarell,
Timothy Hirzel, Ala´n Aspuru-Guzik, and Ryan P Adams. 2015. Convolutional
networks on graphs for learning molecular ngerprints. In Advances in neural
information processing systems. 2224–2232.
[11] Anna Gaulton, Louisa J Bellis, A Patricia Bento, Jon Chambers, Mark Davies,
Anne Hersey, Yvonne Light, Shaun McGlinchey, David Michalovich, Bissan
Al-Lazikani, et al. 2011. ChEMBL: a large-scale bioactivity database for drug
discovery. Nucleic acids research 40, D1 (2011), D1100–D1107.
[12] Erik Gawehn, Jan A Hiss, and Gisbert Schneider. 2016. Deep learning in drug
discovery. Molecular informatics 35, 1 (2016), 3–14.
[13] Garre B Goh, Nathan O Hodas, Charles Siegel, and Abhinav Vishnu. 2017.
SMILES2Vec: An Interpretable General-Purpose Deep Neural Network for Pre-
dicting Chemical Properties. arXiv preprint arXiv:1712.02034 (2017).
Using Rule-Based Labels for Weak Supervised Learning KDD 2018, Aug 2018, London, UK
[14] Garre B Goh, Nathan O Hodas, and Abhinav Vishnu. 2017. Deep learning for
computational chemistry. Journal of Computational Chemistry (2017).
[15] Garre B Goh, Charles Siegel, Abhinav Vishnu, Nathan O Hodas, and Nathan
Baker. 2017. Chemception: A Deep Neural Network with Minimal Chemistry
Knowledge Matches the Performance of Expert-developed QSAR/QSPR Models.
arXiv preprint arXiv:1706.06689 (2017).
[16] Garre B Goh, Charles Siegel, Abhinav Vishnu, Nathan O Hodas, and Nathan
Baker. 2017. How Much Chemistry Does a Deep Neural Network Need to Know
to Make Accurate Predictions? arXiv preprint arXiv:1710.02238 (2017).
[17] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2015. Delving deep
into rectiers: Surpassing human-level performance on imagenet classication.
In Proceedings of the IEEE international conference on computer vision. 1026–1034.
[18] G Hinton, N Srivastava, and K Swersky. 2012. RMSProp: Divide the gradient by
a running average of its recent magnitude. Neural networks for machine learning,
Coursera lecture 6e (2012).
[19] Tyler B Hughes, Na Le Dang, Grover P Miller, and S Joshua Swamidass. 2016.
Modeling Reactivity to Biological Macromolecules with a Deep Multitask Net-
work. ACS central science 2, 8 (2016), 529–537.
[20] Steven Kearnes, Kevin McCloskey, Marc Berndl, Vijay Pande, and Patrick Riley.
2016. Molecular graph convolutions: moving beyond ngerprints. Journal of
computer-aided molecular design 30, 8 (2016), 595–608.
[21] Sunghwan Kim, Paul A iessen, Evan E Bolton, Jie Chen, Gang Fu, Asta Gin-
dulyte, Lianyi Han, Jane He, Siqian He, Benjamin A Shoemaker, et al. 2015.
PubChem substance and compound databases. Nucleic acids research 44, D1
(2015), D1202–D1213.
[22] Naomi L Kruhlak, Joseph F Contrera, R Daniel Benz, and Edwin J Mahews. 2007.
Progress in QSAR toxicity screening of pharmaceutical impurities and other
FDA regulated products. Advanced drug delivery reviews 59, 1 (2007), 43–55.
[23] G Landrum. 2016. RDKit: Open-Source Cheminformatics Soware. (2016).
[24] Andreas Mayr, Gu¨nter Klambauer, omas Unterthiner, and Sepp Hochreiter.
2016. DeepTox: toxicity prediction using deep learning. Frontiers in Environmen-
tal Science 3 (2016), 80.
[25] Maxime Oquab, Leon Boou, Ivan Laptev, and Josef Sivic. 2014. Learning
and transferring mid-level image representations using convolutional neural
networks. In Proceedings of the IEEE conference on computer vision and paern
recognition. 1717–1724.
[26] John R Pla. 1947. Inuence of neighbor bonds on additive bond properties in
parans. e Journal of Chemical Physics 15, 6 (1947), 419–420.
[27] Bharath Ramsundar, Steven Kearnes, Patrick Riley, Dale Webster, David Konerd-
ing, and Vijay Pande. 2015. Massively multitask networks for drug discovery.
arXiv preprint arXiv:1502.02072 (2015).
[28] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean
Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, et al.
2015. Imagenet large scale visual recognition challenge. International Journal of
Computer Vision 115, 3 (2015), 211–252.
[29] Chuen-Kai Shie, Chung-Hisang Chuang, Chun-Nan Chou, Meng-Hsi Wu, and
Edward Y Chang. 2015. Transfer representation learning for medical image
analysis. In Engineering in Medicine and Biology Society (EMBC), 2015 37th Annual
International Conference of the IEEE. IEEE, 711–714.
[30] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Sco Reed, Dragomir
Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich. 2015.
Going deeper with convolutions. In Proceedings of the IEEE conference on computer
vision and paern recognition. 1–9.
[31] Roberto Todeschini and Viviana Consonni. 2008. Handbook of molecular descrip-
tors. Vol. 11. John Wiley & Sons.
[32] Izhar Wallach, Michael Dzamba, and Abraham Heifets. 2015. AtomNet: a deep
convolutional neural network for bioactivity prediction in structure-based drug
discovery. arXiv preprint arXiv:1510.02855 (2015).
[33] David Weininger. 1988. SMILES, a chemical language and information system. 1.
Introduction to methodology and encoding rules. Journal of chemical information
and computer sciences 28, 1 (1988), 31–36.
[34] Zhenqin Wu, Bharath Ramsundar, Evan N Feinberg, Joseph Gomes, Caleb Ge-
niesse, Aneesh S Pappu, Karl Leswing, and Vijay Pande. 2017. MoleculeNet: A
Benchmark for Molecular Machine Learning. arXiv preprint arXiv:1703.00564
(2017).
