In this paper, we study the uniform hard capacitated variants of some generalizations of the k-median problem, namely, knapsack median and k-FLP. Natural LP of both the problems is known to have an unbounded integrality gap. We give first constant factor (O(1 + ǫ)) approximation for the capacitated knapsack median problem violating the budget by O(1/ǫ) and capacities by O(1 + ǫ) factor for a fixed ǫ > 0. For capacitated k-facility location, we give first constant factor (O(1 + ǫ)) approximation violating the cardinality by a factor of 2 for the general (non-uniform) facility costs. Solution to natural LPs are rounded to obtain the claimed results. As a special case, we get a constant factor approximation for the (uniform) capacitated facility location problem from the natural LP violating the capacities a little (1 + ǫ). The result is of independent interest and shows that natural LP is not too bad for capacitated facility location problem.
Introduction
Facility location problem (FLP) is one of the widely studied problems in literature. The problem is well known to be NP-hard. Recently, Li gave a 1.488 factor algorithm almost closing the gap between the best known and best possible of 1.463 by Guha et al. [12] for the metric (uncapacitated) FLP. Best known approximation ratio of 2.611+ǫ for (uncapacitated) k-median was given by Byrka et al. [5] .
On the other hand, for the capacitated version of the problem, standard LP is known to have an unbounded integrality gap even when the capacities are uniform for the most basic variant of the problem, namely, metric facility location problem.
Integrality gap example for Capacitated FLP Consider two facilities such that f 1 = 0, f 2 = 1, each with M units of capacity and M + 1 clients, each with unit demand. The LP solution will set y 1 = 1, y 2 = 1/M at a cost of 1/M . The IP solution will set y 1 = y 2 = 1 and will incur a cost of 1. Note that the example breaks when the capacities are allowed to be violated a little. In particular, for a fixed ǫ > 0 if we allow the capacities to be violated by a factor of (1 + ǫ), then the gap is bounded by O(1/ǫ).
Local search technique has been particularly found useful to deal with capacities. The approach provides 3 factor for uniform capacities [2] and 5 factor for the non-uniform case [4] . Few LP-based algorithms known for the problem are due to ( [5] , [18] , [23] ). Levi, Shmoys and Swamy [18] gave a 5-factor algorithm for CapFLP, for a restricted version of the problem in which all facility costs are same. In a recent work, An, Singh and Svensson [3] gave a constant factor approximation by strengthening the natural LP. Recent results on capacitated k-Facility Location problem by Byrka et al. [5] gives a result for CapFLP as a particular case. They give an O(1/ǫ 2 ) factor approximation violating the capacities by a factor of (2 + ǫ).
Capacitated k-median is much less understood. Obtaining a constant factor approximation algorithm for the problem is open. Existing solutions giving constant-factor approximation, violate at least one of the two (cardinality constraint and capacity constraint) constraints. Natural LP is known to have an unbounded integrality gap when any one of the two constraint is allowed to be violated by a factor of less than 2.
For the case of uniform capacities, several results [5, 8, 9, 15, 19] have been obtained that violate either the capacities or the cardinality by a factor of 2 or more. In case of nonuniform capacities, a (7 + ǫ) algorithm was given by Aardal et al. [1] violating the cardinality constraint by a factor of 2 as a special case of Capacitated k-FLP when the facility costs are all zero.
Li [20] broke the barrier of 2 in cardinality and gave an exp(O(1/ǫ 2 )) approximation using at most (1 + ǫ)k centers (facilities) for uniform capacities. Li gave a sophisticated algorithm using a novel linear program which they call as rectangular LP. The result was extended to non-uniform capacities in [21] by the same author. Author have defined a new LP called configuration LP. The approximation ratio was also improved from exp(O(1/ǫ 2 )) to exp(O(1/ǫ 2 log(1/ǫ))). Though the algorithm violates the cardinality only by 1 + ǫ, it introduces a softness bounded by a factor of 2. The running time of the algorithm is n O(1/ǫ) .
Very recently, Byrka et al. [7] broke the barrier of 2 in capacities and gave an O(1/ǫ 2 ) approximation violating capacities by a factor of (1 + ǫ) factor for uniform capacities. The algorithm uses randomized rounding to round a fractional solution to the configuration LP. For non-uniform capacities also, a similar result has been obtained by Demirci et al. in [11] . The paper presents an O(1/ǫ 5 ) approximation algorithm with capacity violation by a factor of at most (1 + ǫ). The running time of the algorithm is n O(1/ǫ) .
In this paper, we study the uniform capacitated variants of some generalizations of the k-median problem. In particular, we study knapsack median and k-FLP, the common generalization of k-median and facility location.
For knapsack median, the natural LP is known to have an unbounded integrality gap [9] even for the uncapacitated variant of the problem. Krishnaswamy et al. [16] show that the integrality gap holds even on adding the covering inequalities to strengthen the LP, and gave a 16 factor approximation that violates the budget constraint by an additive factor of f max , the maximum opening cost of a facility in optimal. Kumar [17] gave first constant factor approximation without violating the budget constraint. Kumar strengthened the natural LP by obtaining a bound on the maximum distance a client can travel. Charikar and Li [10] reduced the large constant obtained by Kumar to 34 which was further improved to 32 by Swamy in [22] . Byrka et al. [6] extended the work of Swamy and apply sparsification as a pre-processing step to obtain a factor of 17.46. To the best of our knowledge, no constant factor algorithm is known for the capacitated variant of the problem even when capacity/budget/both are allowed to be violated by a constant factor. In particular, we present the following result:
There is a polynomial time algorithm that approximates hard uniform capacitated knapsack median problem within a constant factor violating the capacity by a factor of at most (1 + ǫ) and budget by a factor of at most max{2, 2/ǫ} for a fixed ǫ > 0.
For k-FLP, a few results [9, 13, 14, 23] have been obtained by combining the ideas from k-median and FLP. Charikar et al. [9] gave the first constant factor (9.8) approximation for (uncapacitated) k-FLP. The factor was improved to 6 by Jain et al. in [14] using primal-dual technique which was further reduced to 4 by Jain et al. in [13] using dual fitting. Zhang [23] gave 2 + √ 3 + ǫ factor using local search approach. The capacitated variant of the problem is NP-hard even when there is only one client and there are no facility costs [1] . Aardal et al. [1] extended the FPTAS for knapsack problem to give an FPTAS for single client capacitated k-FLP. They also extend an α− approximation algorithm for (uncapacitated) k-median to give a (2α + 1)− approximation for CkFLP with uniform opening costs using at most 2k for non-uniform and 2k − 1 for uniform capacities. In a parallel work, Byrka et al. [5] gave an O(1/ǫ 2 ) algorithm for uniform capacities by violating capacities with a factor of 2 + ǫ. They use randomized rounding to bound the expected facility cost.
We present a constant factor approximation for the uniform capacities using at most 2k facilities with general (non-uniform) opening costs violating the capacities a little. Our results on knapsack median straight away translate into a constant factor approximation for capacitated k FLP but it violates the cardinality by a factor of O(1/ǫ). We show that a constant factor approximation can be obtained by violating the cardinality constraint only by a factor of 2. In particular, we give the following result:
There is a polynomial time algorithm that approximates hard uniform capacitated k-facility location problem within a constant factor violating the capacity by a factor of at most (1 + ǫ) using at most 2k facilities for a fixed ǫ > 0.
We obtain our results by rounding solutions to natural linear programming (LP) relaxations of the problems. As a special case of capacitated k-facility location, we get a constant factor approximation for the (uniform) capacitated facility location problem from the natural LP violating the capacities a little (1 + ǫ). The result is of independent interest and shows that natural LP is not too bad for capacitated facility location problem.
We focus only on obtaining an integrally open solution. Once a set of facilities to open is selected, min-cost flow can be used to assign the clients to opened facilities integrally.
High Level Idea:
We build on the ideas of Byrka et al [5] . First, we partition the facilities and demands into clusters so that they can be handled independently. Each cluster has a single client j with the total demand d j of the cluster. We say that a cluster is sparse if total demand is less than the capacity i.e., d j < u and dense if total demand is greater than or equal to capacity i.e., d j ≥ u. Our treatment of sparse and dense clusters is completely different from that of Byrka et al. In particular, for sparse clusters, we dont know how to identify one good facility in the cluster where openings and demand can be shifted. If a cheaper facility is chosen, the connection cost cannot be bounded and if a facility with larger demand is selected, budget becomes unbounded. To handle this, we make a simple observation. Let ball(j) be the set of facilities within a distance of
Observe that there is at least one open facility in ball(j) and total opening in it is at least half. We open an appropriate facility of ball(j) so that the claimed bounds hold. Note that it is sufficient to open one facility in a sparse cluster. However, for a dense cluster, we may need to open more than one facility. Since we cannot guarantee the existence of more than one facility in ball(j), we may have to look for these facilities outside the ball of j. However, in that case we do not know how to bound the connection cost. Thus, we define an LP for each of these clients which we call as Cluster-Instance. Using the structure of extreme point solution of cluster instance, we get a solution in which at most two facilities are fractionally opened. This part is similar to that of Byrka et al. Since total demand is greater than or equal to capacity, it must have opened facilities to an extent of 1 or more. This fact is then exploited to round the two fractional facilities within the claimed bounds. Byrka et al uses the results of sparse clusters to handle the two fractionally opened facilities whereas we round them directly.
Our approach works in three steps: In the first step, clusters are formed so as to partition the set of facilities as in all previous works. Each cluster has only one client who is responsible for all the demands served by the facilities in its cluster. In step 2, we handle sparse clusters and finally in step 3, we deal with dense clusters.
Knapsack Median Problem
Knapsack median problem is a generalization of the k -median problem where-in facilities have opening costs and there is a budget B on the total cost of open facilities. We are given a set of clients C, a set of facilities F , a real valued distance function c(i, j) on F ∪C in metric space. Each client j has a unit demand associated with it, each facility i has an opening cost f i , and we have a budget B. The goal is to open a set of facilities and assign clients to them so as to minimize the total connection cost such that the total facility cost of the opened facilities is at most B. When B = k and f i = 1, problem reduces to the k-median problem. In capacitated knapsack median, each facility i also has an associated capacity u i which limits the maximum amount of demand it can serve. We deal with the case when u i = u ∀i and denote it by unif-KnM.
The Mixed Integer Program (MIP) for instance (C, F , c, f, u, B) of unif-KnM is given as follows:
where y i = 1 if and only if facility i is open, x ij = 1 if client j is assigned to facility i. First constraint makes sure that every client is served, second constraint ensures that a client is served only by an open facility. Constraint 3 says that total cost of opened facilities is within the given budget, and the last constraint ensures that the total assignment on an open facility doesn't exceed its capacity. LP-Relaxation of the problem is obtained by allowing the variables y i and x ij to lie in [0, 1] . Call it unif-KnM-LP. Let LP opt denote the cost of optimal LP solution.
For an LP -solution σ =< x, y >, j ∈ C and a subset T of facilities, let Cost s (j, σ, T ) = i∈T x ij c(i, j) denote the service/connection cost paid by client j for getting served by facilities in T , Cost s (σ, T ) = j∈C Cost s (j, σ, T ) denote the total service cost paid by all the clients for getting served by facilities in T , Cost f (y, T ) = i∈T f i y i denote the total facility opening cost of the facilities in T , Size(y, T ) = i∈T y i denote the total extent upto which facilities are opened in T and A σ (j, T ) = i∈T x ij denote the total assignment of j on facilities in T , under σ.
Let σ * =< x * , y * > denote the optimal solution of the unif-KnM LP. LetĈ j denote the average connection cost of a client j in σ * i.e.Ĉ j = i∈F c(i, j)x * ij . Let ball(j) be the set of facilities within a distance of 2Ĉ j i.e. ball(j) = {i ∈ F : c(i, j) ≤ 2Ĉ j }. Let R j = 2Ĉ j denote the radius of ball(j). Then, Size(y * , ball(j)) ≥ 1 2 .
Step 1: Clustering
Consider the clients in non-decreasing order of their radii. Let S = C, C ′ = φ. Let j be the client with smallest radius R j in S. Add j to C ′ . Delete j from S. For a client j ′ ∈ S, if there exists j ∈ C ′ withĈ j <Ĉ j ′ and c(j, j ′ ) ≤ 4Ĉ j ′ , then remove j ′ from S and let ctr(j ′ ) = j. Repeat until S is empty.
Lemma 1. The following holds-1. For any j = j ′ ∈ C ′ , it holds that c(j, j ′ ) > 4max(Ĉ j ,Ĉ j ′ ).
For any
Proof.
1. Wlog, assume that j was added to C ′ before j ′ , thenĈ j ≤Ĉ j ′ . Hence, c(j, j ′ ) > 4Ĉ j ′ for otherwise, j ′ would have been removed from S when j was considered.
2. If j ′ / ∈ C ′ , then there must have been a j ∈ C ′ such that j ′ was removed when j was added to C ′ . Thus, ctr(j ′ ) = j and c(j, j ′ ) ≤ 4Ĉ j ′ .
which is a contradiction to claim 1 of Lemma 1.
For each, j ∈ C ′ , define cluster N j as the set of facilities to which j is nearest amongst all the clients in C ′ ; that is N j = {i ∈ F | ∀j ′ ∈ C ′ : j = j ′ → c(i, j) < c(i, j ′ )} assuming that the distances are distinct. j is called the center of the cluster. Note that ball(j) ⊆ N j and the sets N j partition F . Let l i denote the total demand of clients in C serviced by facility i in σ * i.e. l i = j ′ ∈C x * ij ′ . Let d j = i∈Nj l i . Let C 1 be the set of clients in C ′ , for which d j < u and C 2 be the set of remaining clients in C ′ . We call the clusters centered at j ∈ C 1 as sparse and those centered at j ∈ C 2 as dense. .
Lemma 3. [5]
Let j ∈ C ′ and i ∈ N j . Then for any client
Step 2: Handling Sparse Clusters
In this step, we open one facility in each sparse cluster N j (j ∈ C 1 ) and pull the assignment of all the facilities in N j onto this facility. As d j < u, it is possible to do so without violating the capacity. We open the cheapest facility i * in ball(j), close all i ∈ N j and shift their assignments to i * . Letσ =<x,ŷ > be the solution so obtained. Let N C1 = ∪ j∈C1 N j be the set of facilities in sparse clusters.
Lemma 4. The solution <x,ŷ > constructed above satisfies the following :(i) it is integrally open in N C1 (ii) it is feasible with respect to all but budget constraint (3) (iii)
Proof. For each j ∈ C 1 , (i), (ii) follow as i * is fully open and d j < u and (iii) follows as i * is cheapest and Size(y * , ball(j)) ≥ 1/2 . Next, we prove (iv). Let j ∈ C 1 , i ∈ N j and j ′ ∈ C be such that x ij ′ > 0. Then, by Lemma N C1 ). Summing over j ′ , we obtain the desired bounds.
Note that the openings and assignments remain unchanged for dense clusters underσ i.e. for i ∈ N j , j ∈ C 2 , j ′ ∈ C we haveŷ i = y * i and,x ij ′ = x * ij ′ .
Step 3: Handling Dense Clusters
For j ∈ C 2 , d j ≥ u and we may need to open more than one facility in N j . Since we cannot guarantee the existence of more than one facility in ball(j), we may have to look for facilities in N j that are not in ball(j). However, we don't know how to bound the connection cost in this case. Thus, to deal with dense clusters, we define the notion of cluster instances. Let j ∈ C 2 and i ∈ N j . For j ′ ∈ C, let ctr(j ′ ) = k, then c(j ′ , k) ≤ 4Ĉ j ′ and
where the first inequality follows as i belongs to N j and not N k . Let,
be the budget on connection cost for a cluster centered at j. Define the following linear program for cluster instance S j (j, N j , d j , b c j ) (call it CI-LP):
where z denotes a fractional solution to the cluster instance.
Lemma 5. Let j ∈ C 2 , for cluster instance S j (j, N j , d j , b c j ), a feasible solution z can be obtained such that 1.
We will show that z so defined is a feasible solution to the cluster instance.
Lemma 6. Let j ∈ C 2 , given a feasible solution z to cluster instance S j , a feasible solution z ′ can be constructed such that 1. z ′ has at most two fractional facilities,
Proof. Consider an optimal extreme point solution z ′ to CI-LP. The total number of variables in the LP is |N j |. At least |N j | constraints of the LP must be tight which implies |N j | − 2 constraints of (8) must be tight. Since, for any variable z i , at most one of the constraints z i ≥ 0 and z i ≤ 1 is tight. Thus, |N j | − 2 tight constraints of (8) correspond to different variables. Hence, at most two variables can be fractional. Since z ′ is an optimal solution,
Consider j ∈ C 2 and an extreme point solution z ′ . We can distribute the demand d j to the facilities such that the capacities are not violated. In particular, we let l ′ i = uz ′ i . Constraint (7) shows that this distribution of demand can be serviced within the budget. Next lemma shows how to obtain an integrally open solution to the cluster instance. Lemma 7. Let ǫ > 0 be fixed. Given the extreme point solution z ′ and assignment l ′ as described above, an integrally open solutionẑ and assignmentl (possibly fractional) can be obtained such that
Proof. If there is no fractionally open facility, we do nothing, letẑ = z ′ . Else, we select two facilities, say i 1 and i 2 with smallest openings. There are two possibilities with respect to i 1 and i 2 ,
there exists a facility i 3 that is integrally opened. If z ′ i1 + z ′ i2 < ǫ, close both i 1 , i 2 and shift their demand to i 3 at a loss of factor (1 + ǫ) in its capacity. Note that
There is no loss in budget in this case.
). There is no loss in capacity in this case. In second case, where z ′ i1 + z ′ i2 ≥ 1, note that, for at least one of the two facilities, it must hold that z
If δ < ǫ, close i 1 and shift its demand to i 2 at a loss of factor (1 + ǫ) in its capacity, i.e.
). There is no loss in connection cost in this case. i∈Njl i = i∈Nj l ′ i = d j holds clearly. For
. Then j ′ ∈Cx ij ′ = l i and claim (3) follows from claim (2) of Lemma 7. Also,
Next, we combine Lemmas 4 and 8 to obtain an integrally open solution to our LP (unif-KnM-LP) in the following lemma:
An integrally open solutionσ =<x,ỹ > can be obtained that satisfies the following,
Proof. Setỹ i =ŷ i ∀i ∈ N C1 ,ỹ i =ȳ i ∀i ∈ N C2 andx ij =x ij ∀i ∈ N C1 , j ∈ C and x ij =x ij ∀i ∈ N C2 , j ∈ C. Claims follow directly from Lemmas 4 and 8.
3 Capacitated k-Facility Location Problem k-Facility Location Problem is a common generalization of the k -median problem and the facility location problem where-in facilities have opening costs and there is a budget k on the total number of open facilities (cardinality constraint).
As in knapsack median, we are given a set of clients C, a set of facilities F in metric space, a real valued distance function c(i, j) on F ∪ C in metric space, unit demand with each client, facility opening cost f i and k. The goal is to open a set of facilities and assign clients to them so as to minimize the total facility opening cost and connection cost such that the total number of opened facilities is at most k. When f i = 0, the problem reduces to the k-median problem and when k = |F | it reduces to FLP. In capacitated k FLP, each facility i also has an associated capacity u i . We deal with the case when u i = u ∀i and denote it by unif-kFLP. Results on knapsack median straight away give us constant factor approximation for this problem but it violates the cardinality by a factor of O(1/ǫ) which could be large when ǫ is small. In this section, we present a constant factor approximation for the problem violating the cardinality constraint only by a factor of 2.
The natural LP-relaxation for instance (C, F , c, f, u, k) of unif-kFLP is given as follows:
M inimize
x ij ≥ 0, y i ≥ 0
Let unif − kFLP-LP denote the LP-relaxation for the problem. First step of clustering and second step of dealing with sparse clusters are same as that for knapsack median. That is, for sparse clusters (d j < u), we open the cheapest facility i * in ball(j), close all facilities in the cluster and shift their demands to i * . Letσ =<x,ŷ > be the solution so obtained.
Let Cost(σ, T ) = Cost f (σ, T ) + Cost s (σ, T ) denote the total opening cost and the cost paid by all clients for getting service from a given subset of facilities T under solution σ. We get the following result which is similar to Lemma 4. Lemma 10. If d j < u thenσ =<x,ŷ > can be constructed such that 1. it is feasible with respect to all except the cardinality constraint.
Proof. Construction ofσ, claim (1) and the following claims are same as that in Lemma 4:
Cost
Adding 15 over all j ′ ∈ C ′ , we get
Adding 14 and 16 we get the desired claim. (2) follows as Size(y * , ball(j)) ≥ 1/2 ∀j ∈ C ′ .
We could have selected a facility with smallest f i + c(i, j)u in N j and perhaps obtained a better bound here. But, we selected cheapest facility so that we could re-use Lemma 4 and the notations are consistent. We are anyway not making any attempt to optimize the factor.
As in knapsack median, to deal with dense clusters, we define the notion of cluster instance. However, now we have a budget on facilities also, that a cluster is allowed to open. For each cluster center j ∈ C 2 , let b f j = i∈Nj f i y * i and we define a cluster instance S j (j, N j , d j , b c j , b f j , k) as follows:
where z denotes a fractional solution to the cluster instance. Note that any feasible solution z must have Size(z, N j ) ≥ 1 as d j ≥ u for dense clusters. We call a solution to a cluster instance an almost integral solution if it has at most one fractionally opened facility. Lemma 5 continues to hold.
Let Cost CI−f (z, C 2 ) = i∈NC 2 f i z i denote the total facility opening cost paid by all i ∈ N C2 under solution z. Further let l i be the assignment of the demand of j to facility i with z i opening then Cost CI−s (z, C 2 ) = i∈NC 2 j∈C c(i, j)l i , denote the total service cost paid by all j ∈ C for getting served by facilities in N C2 under solution z. Then, Cost CI (z, C 2 ) = Cost CI−f (z, C 2 ) + Cost CI−s (z, C 2 ).
Lemma 11. For a feasible solution z to a cluster instance, we can construct an almost integral solution z ′ with Size(z ′ , N j ) = Size(z, N j ).
Proof. Arrange the fractionally opened facilities in z in non-decreasing order of f i + c(i, j)u and greedily transfer the total opening Size(z, N j ) to them. Let l ′ i = z ′ i u. Note that, i∈Nj l ′ i = u i∈Nj z ′ i = u i∈Nj z i = d j . Clearly, i∈Nj (f i + c(i, j)u) z ′ i ≤ i∈Nj (f i + c(i, j)u) z i ≤ b f j + b c j . ≤ max{2 + 1/ǫ, 3 + ǫ}(Cost s (σ * , N j ) + 8 j ′ ∈CĈ j ′ A σ * (j ′ , N j )) + max{1/ǫ, 1 + ǫ}b f j Adding the above result over all j ∈ C 2 , we get the desired claim.
Lemma 14. A solutionσ =<x,ỹ > to (C, F , c, f, u, k) can be obtained such that, for a fixed ǫ > 0,
1.
j∈Cx ij ≤ (1 + ǫ)ỹ i u ∀i ∈ F , 2. Size(ỹ, F ) ≤ 2Size(y * , F ).
Cost(σ, F ) ≤ O(1)LP opt
Proof. Setỹ i =ŷ i ∀i ∈ N C1 ,ỹ i =ȳ i ∀i ∈ N C2 andx ij =x ij ∀i ∈ N C1 , j ∈ C and x ij =x ij ∀i ∈ N C2 , j ∈ C. Adding the results of lemmas 10 and 13, we get the desired claims.
Conclusion
We gave first constant factor approximation algorithms for (uniform) capacitated knapsack median and (uniform) capacitated k-facility location problems. For knapsack median, there is a trade-off between capacity violation versus loss in budget constraint. We made no attempt to optimize the approximation factor. It would be interesting to extend the results to non-uniform capacities. Conflicting requirement of facility costs and capacities makes the problem more challenging.
