The goal of the Common High-Performance Computing (HPC) Software Support Initiative (CHSSI) Computational Fluid Dynamics (CFD)-6 is to develop scalable versions of two Army Navier-Stokes solvers that can efficiently utilize the Department of Defense's (DOD) HPC resources. At the completion of this project, these codes will be made available to the DOD Research, Development, Test, and Engineering (RDT&E) community for analysis and design of weapons systems. This report documents the first 6 mo of this effort.
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Introduction
The primary goal of the Zonal Navier-Stokes (ZNS) Common High-Performance Computing (HPC) Software Support Initiative (CHSSI) Computational Fluid Dynamics (CFD)-6 project is to develop scalable versions of two Navier-Stokes solvers used by the Army. The two codes chosen for this project are used by designers of projectiles and missiles to understand flow characteristics of their particular designs. By producing scalable versions of these codes, more accurate flow simulations will be achievable in less time, thus reducing the cost of the design process. In addition to the primary goal, other features currently not in the codes will be added. These include a user interface within a complete CFD environment, including grid generation and flow visualization;
more general boundary conditions; and an optional high-resolution upwind scheme. Also, a triservice team of software developers, users, and support personnel for these codes will be established. At the completion of this project, training courses will be offered on the use of this software.
Sections 1.1 and 1.2 give a description of the two Navier-Stokes codes and the Distributed
Interactive Flow Field System (DIFFS). The remainder of this report documents our progress after the first 6 mo of work.
ZNS Codes. The implicit version of the F3D code and the U.S. Army Research
Laboratory's (ARL) explicit ZNS solver have been chosen for this work. The F3D code was originally developed by Dr. Joseph Steger, while at both NASA at Ames and the University of California at Davis. The F3D code solves the unsteady Reynolds averaged Navier-Stokes equations.
It currently uses a flux-split upwind finite difference scheme in the streamwise direction and central differencing in the other directions -an option for upwinding in all three directions will be added.
The F3D code uses the Baldwin-Lomax algebraic turbulence model. There are many papers in the literature [1] [2] [3] [4] [5] [6] reporting results from this code and favorably comparing the code's results to experiments for various projectile configurations (nonspinning and spinning).
The ARL explicit ZNS solver has been under development at ARL for the last decade and has been used in numerous mission and customer CFD studies [7] [8] [9] [10] [11] [12] . It solves the three-dimensional
Reynolds averaged Navier-Stokes equations using the McCormick scheme -an option for a more modern high-resolution upwind scheme will be added. The ARL ZNS code was developed specifically for implementation on parallel computers. Past efforts aimed at porting this code to the Memory (NDGM) system (see appendix).
1.2 DIFFS. The DIFFS is a complete CFD environment developed at ARL. It tightly couples grid generation, flow field solution, and visualization and provides a user-friendly graphical user interface. It uses NDGM, a locally developed software library for implementing a virtual shared memory environment. This complete computing environment will provide the means to transition quickly other research codes to the user.
Scalable Performance and Validation Results
Our goal is to achieve software scalability, portability, and reusability among the Department of Defense (DOD) scalable high-performance computing platforms by both scalar and parallel optimizations. Over the last 6 mo, we have achieved much of this objective with our implicit ZNS code. Section 2.1 addresses the implicit ZNS code, and section 2.2 addresses the explicit code. A description of the benchmark and validation cases used for each code is given first. For comparison purposes, a hardware overview of some of DOD's scalable high-performance computing platforms is given in Figure 1 . using the original code, a Silicon Graphics (SGI) power challenge array (PCA), and a Convex Exemplar using the new scalar and parallel optimized version of the code and a Cray T3D using the new message-passing version of the code.
Hardware Overview
The computational grid consists of three overlapping zones: one upstream of the nose and two on the missile body. The full grid consists of 189 points in the streamwise direction: 75 points in the circumferential direction and 70 points in the normal direction for a total of 992,250 grid points.
Each zone is a structured mesh constructed using an algebraic grid generator. The grid outer boundary is two diameters away from the surface of the projectile. Figure 2 shows an expanded view of the grid near the ogive-cylinder junction region, highlighting a longitudinal and a circumferential grid plane. Grid points are clustered near the afterbody surface to capture the viscous effects in the turbulent boundary layer. The grid spacing used for the first point away from the body surface was 0.000005 calibers. The same grid was used for all cases considered here. In each case, the solution was marched from free stream conditions everywhere, until the final converged solution was 
Performance and Validation Results on Shared Memory Architectures. The results
presented in this section were obtained using the new reduced instruction set computer (RISC) and parallel optimized version of implicit ZNS solver. Results were generated using ARL's SGI PC A and NRAD's Convex Exemplar. Results were also generated on the C90 at the Corps of Engineers Waterways Experiment Station (CEWES) (PK) for comparison purposes. All C90 results presented were obtained with the C90 version of the code. Figure 3 compares the pressure computed using the PCA and Cray C90. Both the wind side and lee side pressure contours are shown after 1,800 time steps. The solutions are identical. As expected, a strong shock wave is seen to emanate from the nose of the missile in the wind side. It is much weaker on the lee side. Also, notice the asymmetry in the shock wave angle. Generally, the pressure on the wind side is higher, and the pressure on the lee side is lower. One can also observe the flow expansion at the ogive-cylinder corner. The shock and expansion waves are seen to pass through the outer boundary rather smoothly, which results from the use of the nonreflective boundary condition at the outer boundary. It is interesting to note that the relative theoretical peak speed for the hardware was 1.0 GF for the C90 and 5.4 GF for the Power Challenge. Part of the difference for not achieving a comparable speedup is the effect of waiting on cache and translation lookaside buffer (TLB) misses. Another major difference is that it is theoretically impossible to get linear speedup for this code; therefore, the best ratio that could have been achieved is closer to 5 to 1, and there are probably enough other effects that even that number is unlikely to ever be achieved.
THE COMPARATIVE PERFORMANCE OF THE PARALLELIZED RISC OPTIMIZED VERSION OF THE IMPLICIT CFD CODE F3D WHEN RUN ON VARIOUS PLATFORMS WHEN COMPARED TO THE VECTOR OPTIMIZED VERSION OF THE SAME CODE WHEN RUN ON ONE HEAD OF A CRAY C90 (GRID IS
The data for the Global memory version of the Convex runs point out that this is a work in progress, but that it is already clear from this and prior work that distributed shared memory architectures are not simple extensions to the shared memory symetric multiprocessor (SMP)
programming paradigm. At least that is the case if you are interested in performance. It should also be noted that other jobs might be better suited for these extensions to the shared memory SMP programming paradigm.
Preliminary experience with the new RIOOOO-based Power Challenge and the 90-Mhz R8000
Power Challenge indicate that these machines are capable of running this code even faster.
Performance and Validation Results on Distributed Memory Architectures. The implicit
ZNS code has been rewritten for distributed memory architectures using parallel virtual machine (PVM). We are currently developing this version on the Cray T3D. On the T3D, the PVM calls that reshape the data prior to solving the block tridiagonal system have been replaced with Cray shared memory (SHMEM) calls. This has resulted in a significant performance increase. The latest performance results (given in Figure 8 ) reflect this change. Figure 8 shows the timings for some of the most expensive subroutines. These results were obtained using the new PVM version and the Cray C90 version of the implicit ZNS solver. On the T3D, timings were obtained using 128 and 256 processors. At present time, we can achieve a speedup 3.9 times that of a single processor Cray C90 using 128 processors and a speedup of 5.2 with 256 processors. For comparison purposes, the theoretical peak speed for 128 and 256
processors on the T3D are 19.2 and 38.4 times the speed of one head of the C90, respectively. There appears to be two main reasons why the code is not achieving this level of speed-up. The first is the apparent design limitations of the T3D. Secondly, for the particular problem size associated with the benchmark cases, there is some loss of scalability, which is due mainly to the block tridiagonal solver; most of the other major subroutines exhibit scalability (see Figure 8 ).
Our current approach to validating the T3D results is to compare the residual norm history with the same from a Cray C90 calculation. Figure 9 shows such a comparison. Except for the case where the residual is essentially zero, the norms are identical to six significant digits.
We have experimented with the bulk synchronous parallel (BSP) methodology for parallelizing At this point, no significant coding changes have been made to this code under the CHSSI project. The work has been focused mainly on characterizing the performance of this code on a benchmark case. The work is described in the following sections.
Description of the Benchmark Case.
We are currently using a wrap-around finned missile 
Performance Results Using NDGM.
The timings for the various calculations are given in Table 1 were used for computation: one for the NDGM server and one for operating system [OS] processes).
To communicate between SGI nodes, NDGM uses the available high-performance parallel interface (HIPPI). NDGM transfers across the HIPPI of the SGI PCA tend to be in the range of 40-50 MB/s.
While the times for DZonal code running on 10 CPUs is better than 10 times faster than the scalar version of the Zonal code, it is important to remember that these codes are not exactly identical. Better use of the available memory banks and cache may explain this speedup. In any event, all NDGM transfers in this situation translate into system shared memory access that is fast.
As the code is spread to 20 CPUs across two nodes, we begin to suffer from communications across the network. The speed of the HIPPI channel, however, helps to minimize these effects. With an application this small, computation and communication are almost equal. Since only overlapping planes will be written across the network, a larger problem should experience greater speedup.
Additional network communication is necessary as the code is spread across three nodes. This additional communication, however, can be accomplished concurrently. Thus the additional communication is small compared to the reduction in memory bank usage. Each node of the SGI PCA has eight-way interleaved memory. By using three nodes, there are no more than seven DZonal processes on any one node.
Once the saturation of the memory system has been relieved, however, addition of nodes only results in additional communications. This is evident as the code is run on four nodes and 20 CPUs.
Additional CPUs would have little benefit since the communication and synchronization, in this situation, is roughly three times the cost of computation.
Clearly, there are many variables contributing to the performance of computationally intensive codes on distributed systems. Therefore, it is not advisable to use these results to compare performance of various computer architectures.
It is important to note that communication between DZonal processes was not "lagged," inner and cross block overlaps were communicated every time step. It is common in parallel distributed flow applications to only communicate every few time steps in order to reduce the impact of communication. This practice was not employed here in order to provide a more direct comparison.
Demonstration Calculations
3.1 General. The work done, to date, on the demonstration calculations has been mainly on problem definition. We have two primary test cases to demonstrate the software: steady-state compressible Navier-Stokes solutions of a long-range artillery projectile and a spinning artillery projectile at angle of attack. These represent current Army problems. Because of complex geometry, the long range artillery projectile requires a large number of grid points to accurately resolve the flow field. Accurate predictions of the Magnus force generated on a spinning projectile at angle of attack are critical for trajectory calculations. The boundary layer, complicated by the projectile spin, must be highly resolved to accurately predict the aerodynamic forces. Both of these test cases are challenging applications for scalable computing.
A series of missile and projectile flow field simulations will be performed to demonstrate the scalable ZNS solvers. Results will be compared to experimental data and to computed results using other architectures, such as the C-90 and CM-5.
Spinning Projectile at Angle of Attack.
The implicit F3d Navier-Stokes code will be used to compute three-dimensional flow over a spinning projectile at 4° angle of attack with a spin rate of 4,900 rpm. The model used will consist of a 3.0-caliber secant-ogive nose, a 2.0-caliber cylindrical section, and a 0.5-caliber, 7-degree boattail. The sting-mount at the aft end of the projectile will also be included in the simulation. Details of the flowfield such as Mach number contours and surface pressure distributions will be compared with experimental data. Aerodynamic force and moment coefficients will be calculated and compared with the data as well. A similar calculation was performed on a Cray-2 computer.
Establishing a DOD User Base: Users Group Meeting
On August 14,1996, the first ARL ZNS users group meeting was held at ARL Aberdeen Proving Ground (APG), MD. The purpose of the meeting was to describe, in detail, the project to the Navy The first ZNS-users group meeting was a success. We received good suggestions and positive feedback from our non-Army partners. We intend to follow up on some of their suggestions. Our code development efforts will be directed not just towards solving only Army problems, but towards solving Navy and Air Force problems as well.
Summary of Progress and Milestones
The first 6 mo of the project have been focused mainly on developing scalable implementations of the implicit ZNS code. This is nearly complete for both the shared memory and distributed memory versions. Once this is finished, there is additional functionality that needs to be added-this will be detailed in the software development plan. Work has been started to add more general boundary conditions to this code, and a technical manual is being written.
The explicit ZNS code's performance has been characterized on the SGI PCA using NDGM.
We are now close to the point where we can begin to merge the explicit code with the implicit code in the DIFFS environment. Programming a distributed memory system using explicit message passing, however, is more difficult than programming a single, large shared memory. This is due to the significant amount of bookkeeping necessary to coordinate the message passing activity between nodes. By simulating a shared memory environment in a distributed memory system, one can take advantage of existing resources to solve flow problems usually reserved for supercomputing facilities. Simulating a shared memory environment also facilitates the porting of existing, shared memory flow codes to distributed environments and allows other applications, such as scientific visualization programs, to easily share data.
Network Distributed Global Memory (NDGM) presents one or more applications with a virtual, unstructured buffer that is accessible to all processes concurrently. Client applications on workstations or multiprocessors can read or write data to a virtual buffer by specifying a destination NDGM address and a pointer in its local address space. To assist in the coordination of parallel tasks, NDGM includes synchronization facilities such as barriers and semaphores.
Applications can connect to the virtual buffer at any time after creation. This allows various applications to nondestructively monitor or actively participate in the overall computational system.
Intense computation, visualization, and process monitoring can execute on distributed facilities while accessing the same data. NDGM relieves the application programmer from developing a message passing protocol for sharing information.
The NDGM system consists of an Application Programmers Interface (API), an NDGM Server program, and other NDGM utility applications. Calls to the API result in lower level messages being 25 sent to the appropriate NDGM Server. Each server keeps track of its piece of the total virtual buffer.
The API translates the global memory address into a local address for the server. Requests to get and put to the global buffer result in local memory transfers on the server.
Client programs use the API to access the virtual NDGM buffer as contiguous bytes. In contrast to other systems, no structure is placed upon the NDGM buffer. The application can impose any structure on this buffer that is convenient. In addition, NDGM is designed to implement a system of applications in contrast to a single monolithic parallel application. The API includes facilities to get and put contiguous memory areas, get and put vectors of data, acquire and release semaphores, and to initialize and check into multiple barriers.
A client makes a call to ndgm_init() to connect to the system. If an NDGM server is not running on the local machine, the user must specify the host name location of any NDGM server. Once connected, the client automatically obtains a virtual address to hostname mapping. This allows the API to map requests for data transfer to the appropriate NDGM server. Once initialized, clients can make calls to ndgm_get() or ndgm_put(), to transfer blocks of data and ndgm_vector_get() or ndgm_vector_put() in order to transfer noncontiguous data. For synchronization purposes, the API provides calls to ndgm_barrier_init(), ndgm_barrier_wait(), ndgm_semaphore_get(), and ndgm_semaphore_release(). Client programs can use these calls to coordinate their activity.
Checking into a barrier will result in the process blocking until the barrier value reaches zero.
Barriers automatically reset to the value set by ndgm_banier_init() once they reach zero and all waiting clients have been notified. Calls to ndgm_semaphore_get() will block until the client owning the semaphore calls ndgm_semaphore_release().
An additional function, ndgm_dump(), results in requests for servers to write all or part of their data to a disk file. This serves as a parallel I/O facility.
All requests for data transfer and synchronization are handled by the NDGM server process. This is a stand-alone program, started and killed via user commands, that waits for new connections from clients and services their requests.
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Each server maintains a memory buffer that maps into the virtual buffer address space. This buffer can be in one of three locations: local address space (obtained via malloc), system shared memory, or a local file. If system shared memory is used, a client executing on the same physical machine as the server accesses the shared memory instead of making requests to a server. This access is transparent to the NDGM client application and results in faster data transfers. Using a file as the server's local storage allows NDGM servers to start with their local memory already initialized and provides a memory image on the local file system.
Since the NDGM server maintains a copy of its portion of the virtual shared memory buffer and a client application is likely to maintain a working copy, the potential for duplication of data is significant. When physical memory size is a constraint, applications must take care to maintain minimal copies of data and scratch arrays.
NDGM servers in a distributed network are started by a Tcl/Tk utility. The utility provides a graphical user interface that allows servers to be started via "rsh" commands. In addition to starting the NDGM servers and initializing the global to local address mapping, the Tcl/Tk utility can monitor NDGM access in a running application. Color bars show NDGM gets, puts, vector gets, and vector puts while client applications are running. This provides a simple, visual, first debugging step for client applications.
Node numbers (and TCP/IP port numbers) in the NDGM system are based on the users's UID.
This number can be overridden by use of an environment variable. By assigning node numbers at run time, different users can run NDGM on the same machine and not collide.
The design goal of NDGM was to efficiently implement "put" and "get" functionality over multiple message passing facilities. Therefore, while the API is insulated from the low-level message passing, care has been taken to minimize the overhead of this level of abstraction. This layered architecture allows additional message passing facilities to be supported in a heterogeneous environment while maintaining a consistent API.
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The API is implemented on top of the message passing interface. Similar in concept to well-known message passing interfaces like PVM or MPI, this layer provides a level of abstraction freeing the upper layers from the details of reading and writing data. The NDGM message-passing layer has fewer facilities than either PVM or MPI, but is designed to pass NDGM data efficiently with minimal copying. This layer provides calls to establish connections, send messages, probe for incoming messages, read messages, and close connections.
Message headers are converted into external data representation (XDR) format by the API before they are sent. This insures that machines with different internal binary formats can communicate.
The data within the message, however, are left unchanged. This allows for maximum speed and reduces the number of times the data is copied or processed on networks with identical binary formats. It is left to the application to do any necessary conversion of the data. To aid in this task, a library of routines is included that utilizes the XDR library found on most UNIX systems.
The actual interprocess data transfer is accomplished by the "drivers. 
