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Electron transport through a nanoscale system is an inherently stochastic quantum mechanical
process. Electric current is a time series of electron tunnelling events separated by random intervals.
Thermal and quantum noise are two sources of this randomness. In this paper, we used the quantum
master equation to consider the following questions: (i) Given that an electron has tunnelled into
the electronically unoccupied system from the source electrode at some particular time, how long is
it until an electron tunnels out to the drain electrode to leave the system electronically unoccupied,
where there were no intermediate tunnelling events (“the” tunnelling path)? (ii) Given that an
electron has tunnelled into the unoccupied system from the source electrode at some particular time,
how long is it until an electron tunnels out to the drain electrode to leave the system electronically
unoccupied, where there were no intermediate tunnelling events (“an” tunnelling path)? (iii) What
are the distributions of these times? We show that electron correlations suppress the difference
between the and an electron tunnelling paths.
Recently, there have been significant advances towards
theoretical and experimental understanding of quantum
electron transport through nanoscale systems. In the
past, nanoelectronics research was largely focussed on
the study of current-voltage characteristics, the main
(macroscopic) observable from which information about
microscopic details of electron transport is deduced.
However, in recent years, the interest in current fluctua-
tions has grown enormously due to the important physi-
cal information contained within them [1]. Additionally,
current fluctuations started to play important role in
single-molecule electronics determining intricate details
of interface chemistry and electron-vibrational coupling
[2–10]
The waiting time distribution (WTD) is a natural
physical quantity that describes the quantum trans-
port of single electrons. WTDs for successive physical
events have been extensively studied as tools to describe
stochastic processes in a diverse range of fields, from ap-
plied mathematics and astrophysics to single-molecule
chemistry [11–15]. WTDs were first applied to quan-
tum processes in the 1980s in photon counting quantum
optics experiments [16–18]. Recently, WTDs have been
used to describe the statistics of single electron trans-
port in nanoscale quantum systems. In 2008 Brandes
published his seminal paper on WTDs in quantum trans-
port [19]. His methodology succinctly calculates the dis-
tribution of waiting times for various pairs of electron
tunnelling events in open quantum systems described by
general Markovian master equations. Furthermore, the
formalism highlights the connections between WTDs and
other important statistical tools for describing stochastic
quantum processes, such as shot noise, current fluctu-
ations, and full counting statistics. Recently, Goswami
and Harbola used Brandes’ approach and the Lindblad
master equation to study stochastic quantum fluctua-
tions in electron transport through a single electronic
level [20]. The theory has so far mainly focused on dis-
tributions of waiting times between events detected by
counting in either the source or collector only [19, 21–
26].
In this paper we use Brandes’ formalism to calculate
the waiting time distribution between source and drain
tunnelling events. To distinguish this quantity from stan-
dard (source-source or drain-drain) WTD, it is called the
residence time distribution (RTD) [27]. The RTD is de-
fined as the distribution of times taken for an electron
to tunnel across a nanoscale system. It is characterised
by continuous measurements in the source and collec-
tor simultaneously as opposed to counting in just one.
In order to flow from the source to the drain via the
nanoscale system, the electron has to navigate through
the system Fock space undergoing (multiple) quantum
jumps between state vectors in the process. The wealth
of physically interesting information about different tun-
nelling pathways is revealed by distinct RTDs. As a
model nanoscale system with electronic correlations we
consider the Anderson impurity model. Anderson impu-
rities may be occupied by more than one electron at once,
so there are multiple Fock space paths for tunnelling
through the system and hence multiple RTDs. Inelas-
tic electron scattering processes manifest themselves by
suppressing some of the tunnelling paths and producing
profoundly different RTDs that depend on the strength
of electron-electron interactions. Therefore, the RTD is
a useful new tool to study intricate effects of far-from-
equilibrium electronic correlations in open quantum sys-
tems. The first moment of the RTD is the average time
delay 〈τ〉 between two quantum tunnelling events, which
is a quantity important beyond quantum transport [28–
31].
In this paper, we study the RTD for distinct tunnelling
paths (“the” and “an” electron). The electron RTD is
the conditional probability that an electron is transferred
from the nanoscale system to the drain electrode at time
t + τ given that the electron (the same one) was tun-
nelled to an initially empty system at time t, and that
there were no other intermediate tunnelling events. An
2electron RTD is the conditional probability that an elec-
tron (any one) is transferred from the system to the drain
electrode at time t + τ given that an electron was tun-
nelled to an initially empty system at time t.
We use natural units in equations throughout the pa-
per: h¯ = kB = e = 1.
Let us consider a nanoscale quantum system linked to
two macroscopic metal electrodes, the source and drain,
which are held at different chemical potentials. The total
Hamiltonian is
H = HS +HD +HQ + V. (1)
The source and drain electrodes contain non-interacting
electrons and are described by the following Hamiltoni-
ans:
HS =
∑
sσ
εsa
†
sσasσ, HD =
∑
dσ
εda
†
dσadσ. (2)
Here, a†sσ/dσ creates an electron with spin σ =↑, ↓ in the
single-particle state s/d of the source/drain electrode and
asσ/dσ is the corresponding electron annihilation opera-
tor. The quantum systems is described by the Anderson
model Hamiltonian:
HQ = ǫ
∑
σ
a†σaσ + Ua
†
↑a↑a
†
↓a↓, (3)
where the operator a†σ(aσ) creates (destroys) an electron
with spin σ on the single-particle level with energy ǫ and
U is the electron-electron repulsion. The tunnelling cou-
pling between the system and electrodes is
V = tS
∑
sσ
(a†sσaσ + a
†
σasσ) + tD
∑
dσ
(a†dσaσ + a
†
σadσ).
(4)
The Fock space of the quantum system consists of 4
states. The system can either be empty, occupied by a
spin up or a spin down electron, or occupied by both
a spin up and a spin down electron: |0〉, |↑〉 = a†↑|0〉,
〈↓| = a†↓|0〉, and |2〉 = a
†
↑a
†
↓|0〉.
Using these states as a basis, we write the master equation for the system density matrix:
d
dt


〈0| ρ |0〉
〈↑| ρ |↑〉
〈↓| ρ |↓〉
〈2| ρ |2〉

 =


−2T01 T10 T10 0
T01 −
(
T10 + T12
)
0 T21
T01 0 −
(
T10 + T12
)
T21
0 T12 T12 −2T21




〈0| ρ |0〉
〈↑| ρ |↑〉
〈↓| ρ |↓〉
〈2| ρ |2〉

 . (5)
Here ρ is the system density matrix and Tnm is the rate
of transforming from a state occupied by n electrons to
state populated by m electrons.
The rates for electron transfer are computed using
the Fermi golden rule with the tunnelling interaction (4)
treated as a perturbation. The tunnelling rates for elec-
tron transfer between the source electrode and the system
are
T S01 = ΓSfS(ǫ), T
S
10 = ΓS(1 − fS(ǫ)), (6)
T S12 = ΓSfS(ǫ+ U), T
S
21 = ΓS(1− fS(ǫ + U)). (7)
Likewise, for tunnelling between the drain electrode and
the system the tunnelling rates are
TD01 = ΓDfD(ǫ), T
D
10 = ΓD(1− fD(ǫ)), (8)
TD12 = ΓDfD(ǫ+ U), T
D
21 = ΓD(1− fD(ǫ+ U)). (9)
where ΓS/D = 2π|tS/D|
2ρS/D and ρS/D is the density of
states for the source/drain electrodes. The functions fS
and fD are Fermi occupation numbers for the source and
drain electrodes:
fS(ǫ) = [1+e
(ǫ−µS)/TS ]−1, fD(ǫ) = [1+e
(ǫ−µD)/TD ]−1.
(10)
The voltage bias is defined as the difference between the
source and drain chemical potentials µS −µD. The total
rates combine contributions from the source and drain
electrodes:
T10 = T
S
10 + T
D
10, T01 = T
S
01 + T
D
01, (11)
T21 = T
S
21 + T
D
21, T12 = T
S
12 + T
D
12. (12)
Introducing probabilities that the system is empty
P0 = 〈0| ρ |0〉, occupied by one electron P1 = 〈↑| ρ |↑〉 +
〈↓| ρ |↓〉, and occupied by two electrons P2 = 〈2| ρ |2〉, the
master equation becomes
d
dt

P0P1
P2

 = L

P0P1
P2

 , (13)
where the Liouvillian is
L =


−2T01 T10 0
2T01 −
(
T10 + T12
)
2T21
0 T12 −2T21

 . (14)
We formally split the Liouvillian L into a diagonal part
L0 with the remainder described by a sum of quantum
3jump operators JSnm and J
D
nm, each of which transforms
a state occupied by n electrons to a state with m elec-
trons, through an interaction with the source and drain
electrodes respectively. The Liouvillian is
L = L0 (15)
+JS01 + J
S
10 + J
S
21 + J
S
12 + J
D
01 + J
D
10 + J
D
21 + J
D
12,
where
L0 =


−2T01 0 0
0 −
(
T10 + T12
)
0
0 0 −2T21

 , (16)
and each jump operator is a 3x3 matrix with a single
non-zero element.
The jump operator J
S/D
01 transforms the system from
the empty state to the singly occupied state by tunnelling
of a spin up or down electron from the source/drain elec-
trode into the system:
J
S/D
01 = |J
S/D
01 )(J˜
S/D
01 | =

 01
0

[2T S/D01 0 0
]
. (17)
The jump operator J
S/D
10 describes the reverse process: it
transforms the system from being occupied by one elec-
tron to being empty by transferring one electron from the
system to the source/drain electrode:
J
S/D
10 = |J
S/D
10 )(J˜
S/D
10 | =

 10
0

 [0 T S/D10 0
]
. (18)
The jump operator J
S/D
12 transforms the system from be-
ing occupied by one electron to two by transferring one
electron of opposite spin from the source/drain electrode
to the system:
J
S/D
12 = |J
S/D
12 )(J˜
S/D
12 | =

 00
1

 [0 T S/D12 0
]
. (19)
Conversely, the jump operator J
S/D
21 transforms the fully
occupied system to being occupied by a single, either
spin up or down, electron by transferring one electron
from the system to the source/drain electrode
J
S/D
21 = |J
S/D
21 )(J˜
S/D
21 | =

 01
0

[0 0 2T S/D21
]
. (20)
Now, we are ready to define the RTD. First, we need
to decide which quantum jumps we would like to moni-
tor directly and which jumps will be run as “background
processes” during the time evolution of the density ma-
trix:
L = L0 +
∑
monitored
Ji. (21)
Consider the system in the nonequilibrium steady state
ρ:
Lρ = 0. (22)
Suppose that we observe an electron tunnelling from the
source to the nanoscale system, JSα at t1 (α = {01} if the
system was unoccupied before the electron transfer, or
α = {12} if the electronic occupation is increased from
1 to 2 by electron tunnelling), and then we observe an-
other quantum tunnelling from the system to the drain
electrode JDβ (β = {10} or β = {21}) at some later time
t2. The joint probability distribution that the system un-
dergoes quantum jump Jα at t and then another jump
Jβ in time t+ τ :
P (τ) = Tr[JDβ e
L0τJSα ρ].
Since the probability to have quantum jump JSα in ar-
bitrary time after the establishment of the steady state
is
p = Tr[JSα ρ],
we rewrite P (τ) as
P (τ) =
Tr[JDβ e
L0τJSαρ]
Tr[JSα ρ]
Tr[JSα ρ].
Comparing the last two equations with the standard Kol-
mogorov relation between joint and conditional probabil-
ities, we identify the expression for the RTD, wαβ(τ), as
the conditional probability that the system undergoes JDβ
at time t1 + τ given that it underwent J
S
α at time t1:
wαβ(τ) =
Tr[JDβ e
L0τJSα ρ]
Tr[JSα ρ]
. (23)
Using superoperator techniques [19, 32–37], we get
wαβ(τ) = (J˜
D
β |e
L0τ |JSα ), (24)
where (J˜Dβ and |J
S
α ) are supervectors defined via dyadic
representation of quantum jump operators (17-20). For a
detailed derivation of the expression for the RTD (24) we
refer to [19, 27]. We note that (24) is less general than
the starting general expression for the RDT (23) since
its derivation requires the representation of jump oper-
ator (which is a second order tensor) as a single dyadic
product [27].
We focus on the RTD which is the conditional proba-
bility that an electron is transferred from the system to
the drain electrode at time t + τ given that an electron
tunnelled into an initially empty system at time t. It is
defined as
w(τ) = (J˜D10|e
L0τ |JS01) =
[
0 TD10 0
]
eL0τ

 01
0


= TD10[e
L0τ ]22, (25)
4where [eL0τ ]22 is the element in row 2 and column 2 of
matrix eL0τ .
The physical interpretation of this RTD (25) depends
on the definition of L0, which is determined by the split-
ting of the total Liouvillian into monitored quantum
jumps and the generator for background quantum dy-
namics. We will consider two cases - the electron and an
electron tunnelling.
Suppose that we monitor all possible quantum jumps
in the system
L = L0︸︷︷︸
L0
+ JS01 + J
S
10 + J
S
21 + J
S
12 + J
D
01 + J
D
10 + J
D
21 + J
D
12︸ ︷︷ ︸
monitored
(26)
In the intermediate time τ , the system is forced to evolve
without the removed quantum jumps due to eL0τ . In this
case every quantum jump has been removed from L0, so
that after JSα occurs the RTD examines only the prob-
ability distribution for when there are no intermediate
quantum jumps until JDβ occurs sometime later at t+ τ .
We label this tunnelling path as the electron, because it
describes the distribution of waiting times between con-
secutive tunnelling events with the same electron. Note
that we could not draw the same conclusion for quantum
jumps involving multiply occupied systems (e.g. JS12 and
JD21) due to electron indistinguishability. The consecutive
pathway is:
|0〉〈0|
JS
01→ |1〉〈1|
JD
10→ |0〉〈0|
In contrast, suppose that we monitor only two tun-
nelling events: the transfer of an electron to an initially
empty system from the source electrode, JS01, and tun-
nelling of an electron (any one) from a singly occupied
system to the drain electrode, JD10. We use the same dis-
tribution as (25). The rest of the quantum jumps are
included into L0:
L = L0 + J
S
10 + J
S
21 + J
S
12 + J
D
01 + J
D
21 + J
D
12︸ ︷︷ ︸
L0
+ JS01 + J
D
10︸ ︷︷ ︸
monitored
(27)
Here, the time-evolution L0 between the two monitored
tunnelling events contains the other quantum jump op-
erators. After the initial quantum jump JS01 the system
may undergo intermediate quantum jumps in τ before
the quantum jump JD10. We label this tunnelling path-
way as an electron, because it describes the distribution
of waiting times between any two electrons. An example
tunnelling pathway is:
|0〉〈0|
JS
01→ |1〉〈1|
JS
12→ |2〉〈2|
JD
21→ |1〉〈1|
JD
10→ |0〉〈0|
Note that this is only an example tunnelling pathway
for an electron. The number of an electron tunnelling
pathways is technically infinite, and they include the elec-
tron tunnelling pathway.
0 1 2 3 4
τΓ ×104
0
0.5
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w
(τ)
×10-4
an electron
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FIG. 1: RTDs w(τ ) = (J˜D10|e
L0τ |JS01) for ‘an’ and ‘the’ elec-
tron. Parameters used in calculations are: ǫ = −0.3Γ,
U = 0.5Γ, µS/D = ±0.5Γ, and T = 2.585Γ.
0 0.5 1 1.5 2
T/Γ
0
0.5
1
1.5
2
〈τ
〉Γ
〈τ〉the for U=0.5Γ
〈τ〉
an
 for U=0.5Γ
〈τ〉the for U=1.0Γ
〈τ〉
an
 for U=1.0Γ
〈τ〉the for U=3.0Γ
〈τ〉
an
 for U=3.0Γ
FIG. 2: Temperature dependence of the average residence
time computed for various values of electron-electron repul-
sion U . Parameters used in the calculation are: ǫ = −0.3Γ,
and µS/D = ±0.5Γ.
The RTDs for the electron and an electron are shown
in Fig.1. as a function of residence time τ . The distribu-
tions are exponentially decaying, and an electron’s RTD
is characteristically long-tailed compared to the electron.
This corresponds to a longer average residence time 〈τ〉,
which is intuitively expected due to the presence of in-
termediate quantum jumps.
Let us now discuss how temperature influences the res-
idence times. The average residence times can be com-
puted analytically. The average residence time for the
5electron transport is
〈τ〉the =
TD10
[T10 + T12]2
, (28)
whereas the average residence time for an electron trans-
port is 〈τ〉the multiplied by a pre-factor:
〈τ〉an =
[T10 + T12]
2[TD01T
S
10T21 + T
2
01(T12 + 2T21)]
2[T01T10 − TD01T
S
10]
2T21
〈τ〉the.
(29)
The pre-factor in (29) is always greater than or equal to
one. Intuitively, 〈τ〉an is expected to be always larger or
equal than 〈τ〉the due to quantum jumps J
S
10, J
D
01, J
S/D
12 ,
and J
S/D
21 occurring as intermediate tunnelling events. If
we let the temperature go to zero and assume that the
electron-electron repulsion is very large (U → ∞ limit),
then 〈τ〉an = 〈τ〉the. This is again intuitively expected,
since the backscattering events JS10, J
D
01 are subdued at
low temperature and the jumps involving a doubly pop-
ulated system J
S/D
12 , J
S/D
21 become negligible at large U .
This behaviour is shown in Fig.2. The initial increase
of the residence time at small temperature, so that elec-
trons spend longer time in the nanoscale system before
jumping out to the drain, is due to blocking of the avail-
able states in the drain electrode by spreading the ther-
mal Fermi-Dirac distribution. As the temperature in-
creases further, the electronic population of the nanoscale
system starts to grow and the intermediate quantum
jumps JS12, J
S
21, and J
D
21 start to play larger roles. Quan-
tum jumps involving a doubly populated system JS12, J
S
21,
and JD21 influence the 〈τ〉the by scaling the RTD up or
down via the normalisation. Although these quantum
jumps are not present directly in (25), they are involved
in the calculations of the normalisation: the RTD is nor-
malised to unity if it is integrated over time from 0 to
∞ and is summed over all possible secondary quantum
jumps. This is reflected in the monotonic decrease of
average residence times at larger temperature. When
U = 0.5Γ 〈τ〉the and 〈τ〉an are different at all tempera-
tures, as all ǫ+ U < µS and quantum jumps involving a
doubly populated system are energetically allowed at all
temperatures. At U = 1Γ, both average residence times
are the same at small temperature, as ǫ + U > µS and
the quantum jumps involving a doubly populated system
are energetically suppressed. As temperature increases
they diverge from each other, due to the spreading ther-
mal Fermi-Dirac distribution and the width of the en-
ergy level Γ. A similar behaviour is shown for the larger
electron-electron interaction U = 3Γ, except the average
residence times start to deviate at higher temperatures.
Let us now discuss the possible experimental mea-
surements of the RTD in electron transport through
nanoscale quantum systems. Suppose that we have an
auxiliary detection system that consists of three quan-
tum dots (QD1, QD2, and QD3), where each is attached
to their own source and drain electrodes. The electric
current in these quantum dots can be monitored experi-
mentally. QD1 and QD2 are capacitively coupled to the
source-system and system-drain barriers, respectively, to
monitor tunnelling events and the QD3 capacitively mea-
sure the charging state of the system. Capacitive cou-
pling enables minimally-invasive extraction of informa-
tion about system charging states and tunnelling events.
The QD3 acts as an electrometer by detecting the dis-
crete charge on the SET, thus informing on which of
the three charging states the system is in: 0, 1, or 2.
Without QD1 and QD2 this would exactly corresponds
to the experimental setup used in [38] . However, if
two more quantum dots (QD1 and QD2) are capacitively
coupled to the source-system and system-drain barriers,
then single-electron tunnelling events can be detected.
We propose the following measuring protocol. The QD3
measures the system to be in the unoccupied state state,
then QD1 measures a jump from the source to the sys-
tem, changing it to state with one electron. Suppose
that after some time τ QD2 detects a tunnelling event
from the system to drain, leaving the system in the un-
occupied state. If this secondary tunnelling event was
detected before another tunnelling detection from QD1,
then the time τ is used in “the” electron RTDs. If inter-
mediate tunnelling events are detected from QD1, then
the time τ is used in “an” electron RTD only.
In conclusion, we have developed a Markovian master
equation based theory for RTDs through Anderson impu-
rity model. The theory provides the opportunity to break
down electron transport into several paths in the system
Fock space. This partitioning of macroscopic electric cur-
rent is a practical tool for physically interpretating mi-
croscopic mechanisms of electron transport. To illustrate
the general theory we studied the RTD for two tunnelling
paths (“the” and “an” electron). The electron RTD is
the conditional probability that an electron is transferred
from the system to the drain electrode given that an elec-
tron (the same one) was tunnelled to an initially empty
system at an earlier time. An electron RTD is the con-
ditional probability that any electron is transferred from
the system to the drain electrode given that an electron
initially tunnelled into the system at time t. We demon-
strated that an electron has a characteristically longer
distribution than the electron. Furthermore, the two
transport pathways have significantly different temper-
ature dependences, which is sensitive to the strength of
electron-electron interaction. Inelastic electron-electron
scattering processes manifest themselves by suppressing
the difference between the and an electron tunnelling
paths. Therefore, the RTD is a useful new theoretical
method to unravel intricate details of inelastic electron
transport processes.
The authors thank D. Cocks and M. Gelin for many
valuable discussions.
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