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Introduction
Hydrologic prediction in Alpine regions critically depends on the simulation of snowmelt processes, e.g. to predict discharge regimes for hydropower production [62] or for real-time flood forecasts where runoff volumes depend on total rainfall and meltwater input [70] . A range of snowmelt methods of different complexity and data requiremen ts exists. If seasonal streamflow distribution s are sought, however, the complexity of any snowmel t simulation method should be in balance with that of the hydrologic response model for which it is being developed.
The most detailed methods include distributed snowmel t and hydrological models which use a full energy balance approach [40] . Such approaches are demanding in terms of data collection and computations . For many real-world applications in sparsely gauged catchmen ts [61] , however, detailed methods are not feasible and much simpler methods are required. A popular simple snowmel t simulation method for catchment-scale hydrological models is the temperature -index approach relating snowmelt rates directly to air temperature via a so-called degree-day factor [19,14,63 ,6] .
Whether full energy balance models outperform simpler temperature -index approaches in terms of simulatin g catchmen t-scale discharge or melt is currently an ongoing debate [36, 74, 65, 13] . Based on the work of Ohmura [48] , it is commonly accepted that the good performance of heuristic temperature -based methods can be explained based on physical reasons; temperature is a physical variable controlling the rates of longwave radiation and sensible heat flux and is highly correlate d to the three most important energy sources which determine snowmel t: incoming longwave radiation, absorbed global radiation (shortwave) and sensible heat flux. However , using solely temperat ure as a proxy for snowmelt neglects vapor pressure , wind, and reflected radiation, quantities known to influence the energy balance and snowmelt processes [36, 49, 11 ] . Accordingly , basic temperat ure-index models cannot account for the high natural variability of melt rates [5] , a problem which is exacerbated if such melt models are combined with simplified, lumped rainfall-runoff schemes that further smooth the hydrologic response or if they are used for small time steps which need to capture diurnal cycles (e.g., hourly time steps are typically required for hydrologic applicati ons).
In order to increase the physical basis and to emulate simplified energy balance models, there are many research efforts in progress to include more physical information in temperature-ind ex models (i.e. extended approach es). The most straightfo rward extension is the incorporation of global radiation measureme nts which distribute melt in space according to local factors of aspect and account for varying solar position [9,10,36,12,32,24 ,13,28] . Further research has tried to include the evolution of snow density and snow cover albedo over the melt season [4, 50, 49, 11, 41, 20 ] . This seasonality can also be emulated with time-varying snowmelt factors, e.g. as a function of snow density [37] .
The most widely used extended temperat ure-index approach was proposed by Hock [23] , accountin g for incoming potential radiation of different ly exposed (aspect, slope), regularly spaced grid cells [25, 31, 34, 42, 33 ] . This approach has been shown to give good results at the catchment scale, in particular for sub-daily and spatially distributed simulatio ns of snowmel t [23, 29, 35] .
This approach, which we call hereafter the ''Hock method'', has, however, several shortcom ings: First of all, studies have highlighted that it is oversensitive to temperat ure variation s [49, 71] . Secondly, while being almost universally applicable given the wide-spread availability of digital terrain models (DEM), it does not account for actual incoming radiation, i.e. actual weather conditions. It might be argued that the method mimics diurnal melt cycles disconnected from real variations of the melt-temp erature relation. Finally, the melt method is solved on a finely discretize d scale to account for the spatial heterogenei ty of terrain slopes and aspects; the resulting snowmelt at a fine grid-scale is often averaged over some coarser areal units to provide melt input to (semi-) lumped hydrological models that are set up for practical applications [71] . This ''upscaling'' smoothes the simulated spatial variability of snowmelt and the net effect of including high spatial details in the snowmelt routine on the simulated catchment discharge is not trivial to quantify.
This work proposes a new, time-variable melt method based on the classical degree-day method to overcome these shortcomin gs. The new method uses observed or interpolated daily temperature extremes to impose a diurnal cycle on the melt rates at the scale of the precipitatio n-runoff transformat ion model (i.e. each subcatchment has its specific melt rates). To assess the performanc e of this new, time-variabl e degree-day method and to compare it to the classical degree-day method and the Hock method, analyses on three scales are conducted as listed below.
1. Initially, the classical degree-day (CD) and time-variabl e degree-day (TD) methods are compared on a point scale by comparing observed snowmelt lysimeter outflow and simulated snowpack outflow. This analysis provides a general idea of the performanc e of the TD method at a point location. 2. The CD, TD and Hock methods are subsequent ly tested with a distributed point dataset to compare the melt model performance in terms of melt simulated over a certain melt period. The purpose of the distributed point analysis is twofold: (a) to understand how well the widely-used Hock method 'mimics' the effect of real (and not potential) radiation on snowmelt and (b) to test whether the models show a performance difference depending on the dominant aspect of the locations of temperature observations (which should help to elucidate the question whether the relationship between snowmelt and temperature is stronger for certain aspects).
3. Finally, the methods are compare d on a catchment-scale analysis with a so-called spatially-explicit model of the hydrologic response. This analysis assesses the performanc es of the melt models in terms of catchmen t-scale hydrology, which is a commonly accepted method to evaluate the performanc e of snowmelt routines (see namely [10, 23, 24] ).
The ultimate goal of the steps of this approach is to demonst rate the performanc e of the TD method, which has been develope d to capture sub-daily melt fluctuations for a range of data-cons trained, minimalis t hydrological models which are typically used for realworld applications .
A review of the datasets is provided in Section 2 of this paper while the modeling approaches and experimental set-up are detailed in Section 3 and 4 respectively . Results, in Section 5, compare the temperature-ind ex approaches in terms of whether the methods properly reflect actual melt conditions. This paper concludes with a summary of the findings in Section 6.
Data and study catchment

Point scale analysis
The Cotton Creek Experime ntal Watershed (CCEW) catchment is a study site used to examine the impact of forest harvestin g on peak flows in montane catchmen ts. As spring snowmelt dominate s the hydrology, frequent, distribut ed snow measureme nts have been collected in order to analyze the spatial and temporal variability of melt. Data for the point scale analysis were utilized from two sites in the CCEW. Hourly precipitatio n is from the Cotton Upper climate station (CIU, 1780 m a.s.l), and hourly air temperature and snowmelt lysimete r outflow are from a hillslope monitoring site (Site 6003, 1652 m a.s.l.) located approximat ely 1500 m north of CIU [66, 28] . Periodic snow depth measurements from the spring snowmelt seasons of 2007 and 2008 are used to calibrate and validate the melt model's snow height predictio ns, respectivel y. The hourly snowmelt lysimeter data permit testing of the sub-daily dynamics for the CD and TD melt methods. Further details of the dataset are available in Smith [66] and in Jost et al. [28] .
Distribute d point and catchment analysis
Data for the distribut ed and catchment-sca le studies were obtained from a high resolution, wireless sensor network installed in June 2009 in the Dranse de Ferret catchment located in the Valais region in the central part of the Alps, at the border between Switzerla nd and Italy (Fig. 1 ). Data were collected at 1 min intervals between June and October 2009 and are accessible in real time on the internet (www.climaps.com ). Prior to June, snow accumulations and the risk of avalanche made the transport and installation of the meteorological stations impossible. For the 2009 field campaign, the wireless sensor network consisted of 12 ''Sensorscope'' stations. Two of the 10 stations were located on the glacier (see Fig. 1 ) which collected data between September and mid-October (due to installation challenges). For this analysis, the stations located on the glacier were not utilized due to the short time span of the data and since the data could not be obtained during the melting season (notably April through the beginning of July for this region).
The ''Sensorscop e'' technology [27] measures various meteorological data, including: air temperature at 1.5 m above ground, precipitation, incoming shortwave radiation, skin temperature, humidity , wind speed and wind direction as well as soil moisture, soil temperature and suction. Profiles of the temperat ure and radi-ation measured at one station can be seen in Fig. 2 . For further technical details on measuring devices used, refer to the work of Nadeau et al. [44] and Simoni et al. [64] .
It should be noted that temperature measurements from passively ventilated sensors (such as those used in this wireless sensor network field campaign) have an inherent bias due to heating of the radiation shield (e.g. [26] ). However, in this study the temperatures could not be corrected as proposed in Huwald et al. [26] due to a lack of reflected shortwave radiation measure ments and the wide range of albedo observed at the different stations.
For the distributed point data analysis, temperature , precipitation and radiation data are used from the 10 non-glacier stations located in two groups to test the performances of the CD, TD and Hock melt methods . Each group is composed of five stations and located on either the southeast or southwe st face of the region. The stations are located at elevations ranging between 1780 and 2300 m on the southwest-faci ng slope and between 2160 and 2430 m on the southeast-faci ng slope. Compare d to previous research conducted at the site scale [36, 29] with distributed measurements [12, 49, 74, 2] , the locations of the meteorologi cal stations offer a unique opportunity to compare the melt method performanc es relative to temperature measure ments from differing aspects.
The mean positioning of the groups is different where the southeast facing group is more south-faci ng than the southwest facing group [64] . In effect, incoming shortwave radiation values were recorded to be approximately 8 W m À2 higher for the southeast facing group througho ut the 5 month field experiment and, the groups, separated by approximat ely 1 km, do not show well correlate d temperature lapse rates. For the southeast facing stations, the mean hourly lapse rate over the experimental period was À0.0075°C m À1 whereas the mean hourly lapse rate for the southwe st facing stations was À0.0054°C m
À1
. Within such an Alpine environment, the spatial distribut ion of surface temperatures is strongly influenced by the complex topography and related effects on the energy balance (e.g., local wind systems, differences in expositions and shading). These effects cannot be captured by a simple temperature lapse rate. For the purpose of this study, it is neverthe less assumed that the contrasti ng lapse rates between the two groups of measure ment stations reflect differences in the radiation balance that are likely to influence snowmelt rates.
For the catchment-scale analysis, the same meteorologi cal variables from the 10 stations are used to test the performanc es of the three melt methods, however, these data were spatially distributed througho ut the catchment using interpolation (see Experimental Set-up Section 4). The Dranse de Ferret catchment site has a total surface area of 21 km rounded by high mountains (e.g. the nearby Grand St. Bernard pass, 2500 m a.s.l.). Approximatel y 5% of the catchment area is covered by glacier. Due to the high mountainou s location of the catchment, the climatic regime is particular; annual rainfall in this region can locally exceed 2 m y À1 and discharge peaks in the spring due to snowmelt.
Water level data are available from a flow meter constructed at the outlet of the catchment. The stage-discharge curve was obtained with the salt dilution method [64] . The resulting discharge profile can be seen in Fig. 3 . Analysis of the discharge from this dataset was originally conducted by [64] , where the contributions of glacier melt, snowmelt, rainfall-runoff and baseflow to the discharge time series were detailed. Once the baseflow is subtracted, snowmelt composes approximat ely 85% of the remaining discharge volume, whereas glacier melt comprise s less than 10%. Due to its small impact on the discharge signal, this study has neglected glacier melt in the calibration of the hydrological model.
Modeling approaches
Simulation of snowmelt-induce d hydrologi c processes requires a suite of modeling steps: (i) characterization of solid and liquid water input to the system (rainfall, snowfall), (ii) modeling of the snowpack evolution, its solid and liquid water content (resulting from rainfall, snowmelt and refreezin g) and water outflow from the snowpack, in addition to (iii) transformat ion of the so-called equivalent precipitatio n (total water outflow from the snowpack plus rainfall on snow-free ground) to river discharge. In the context of this paper, the focus is on the newly proposed snowmelt algorithm, the TD method; for all other modeling steps, only the essential details are presented. 
Aggregation state of precipitati on
The partitioni ng of precipitation into snow-and rainfall is obtained with a linear transition between 0°C and 2°C, where below 0°C, all the precipitatio n is considered to fall as snow, for temperatures above 2°C, only rainfall occurs and between the two thresholds a mixture of rainfall and snowfall occurs (see, e.g., [74, 22] ). The temperature interval has been fixed based on observations from the Swiss Alps [60] .
Snowmelt and refreezing
Three snowmelt methods, based on the temperat ure-index concept, are analyzed in this study: (1) the classical degree-day method with a constant degree-day factor (the CD method), (2) the well-known method proposed by Hock [23] , called the Hock method hereafter, and (3) the new approach with a degree-day factor that varies within the day (the TD method).
The constant degree-day method, the simplest temperatureindex snowmelt method, is based on the assumpti on that melt rates depend solely on air temperature [53] . According to this formulation , the rate of snowmel t, at location x and at time t; M (x, t) (mm h 
where T(x, t) is the air temperat ure at a location x at time t (h), T 0 is the constant threshold temperat ure above which melt occurs (here assumed to be 0°C), a c (mm day À1°CÀ1 ) is the constant degree-d ay factor and 1=n is the time-step conversio n factor with n ¼ 24 (h/d). a c represents the rate of snowm elt correspondi ng to one degree of positive temperatu re during one day.
In the Hock method, the above basic melt equation is modified to account for the local estimate of potential (clear-sky) incoming solar radiation I pot (W m À2 ) in the form:
Mðx; tÞ ¼ ) and q i is a radiation coef-
). Clear-sky incoming potential solar radiation (I pot ) is simply inferred from geographic location (latitude) and topography (shading, local slope, aspect and elevation). According to Hock [23] , the empirical snowmelt model parameter, q i , has been fixed in this study to 0:6 Â 10
). Note that a i is usually called melt factor rather than degree-day factor to avoid confusion between the methods. In the remainder of this paper, the generic term degree-factor will be used for both a c and a i .
A modified version of the CD method is herein proposed. In this case the degree-day factor is allowed to vary throughout the day, to account for the actual distribution of snowmel t rates in time, which peaks at the hours of maximum incident radiation and falls to a minimum during the night. We, thus, assume that the snowmelt rate follows the typically sinusoida l variation of radiation during the day and that it is constant during the night, i.e. we impose a quasi-sinusoidal function (Fig. 2c ) of time-vari ability on the degree-day factor. The amplitude of the degree-day factor's daily cycle variabilit y cannot be directly related to actual radiation because this variable is rarely measured. We, therefore, assume that the daily temperature amplitude (difference between daily maximum and daily minimum temperature ) is a good proxy of the amplitude of the daily cycle of incoming radiation and that it can efficiently discrimin ate between days when there is a strong within-day variability of radiation (and thus of snowmelt rates) and days with a low variability.
This new time-variable degree-day factor a s , which replaces the constant a c in Eq. (1) can be written as:
where t d (h) is the hour of the day d; t 0 (h) is the start time of daylight and t 1 (h) is the end of daylight on day d. a c (mm day À1°CÀ1 ) is the constant degree-d ay factor, D T ðdÞ (°C) is the difference betwee n the maximu m and the minimum daily temperatur e on day d and b (mm day À1°CÀ2 ) is a factor to convert the temperat ure amplitude into a degree-d ay factor amplitude which has to be calibrated (considering the constrai nt that a s has to be positive for positive temperatures). Z (-) is a factor to ensure that the daily mean value of a s equals a c , i.e. that the integral of the sinusoidal function during the day time equals the integral of the constant value during the night, i.e.
where l n ¼ 24 À t 1 þ t 0 (h) is the length of the night. Note that t 0 and t 1 could also be allowed to be a function of d rather than constan t. The snowmelt method resulting from applying Eq. (3) with a s is called the time-variabl e degree-day method (TD). The resulting degree-day factor shows sub-daily fluctuations around a constant mean value; the amplitude of these fluctuations is proportional to the daily temperat ure amplitude, which accounts for cloudy or rainy days when incoming radiation decreases ( Fig. 4a and b) . Note that there was a previous attempt to account for the within-day variabilit y of temperature for snowmel t computati on by Dunn and Colohan [14] , who considered only the fraction of the day when the temperature exceeded a critical threshold for melt rather than the mean daily temperature for daily melt computations .
For hourly snowmelt simulations , refreezing during periods when the temperature drops below the critical threshold for melt has to be considered. For all melt methods analyzed, refreezing is calculated analog to melting:
Fðx; tÞ ¼ ) is the refreezing factor. This refreezing factor is often linearly related to the degree-d ay factor [1] through a multiplica tive factor a r (-) to account for the fact that refreezing with negative temperatur es is usually assumed to be lower than the corresponding melt rates with positive temperat ures (but e.g. [3] assumes a r ¼ 1). Accordin gly, a f ;x ¼ a r a x where x ¼ c; i; s stands for one of the three degree-d ay factors. The calibrated factor a f is used in place of the degree-day factors when the temperatures fall below or equal to the threshold temperatur e T 0 . The melt equations defined by Mðx; tÞ are replaced by the freezing equation Fðx; tÞ in this case.
Melt generated by the TD method and the Hock method are distributed in space and time. (The CD method is assumed constant in time and space.) The Hock method is defined on a pixel basis due to its use of solar positioning data and a digital terrain model. Melt per pixel from the Hock method is summed on a subcatchment basis for use in the hydrologi cal model (Section 3.3). The TD method is distributed in time and space with the time-varyin g quasi-sinusoidal function defined by the temperature extremes in each subcatchmen t, thereby remaining constant in each subcatch ment.
Snowpack evolution
The evolution of the solid and the liquid water content (in terms of snow water equivalent) of the snowpack is simulated separately. The solid store has as input snowfall and as output, snowmel t; the liquid store has as inputs, snowmel t and rainfall, and as outputs, snowpack outflow and refreezing [see 22]; the routine is very similar to the snowmelt routine of the well-known HBV model [3] .
At every time step, the ratio of the liquid to solid water store in the snowpack (the snowpack's relative liquid water content) is computed. Water outflow of the liquid store (called snowpack outflow) only occurs if this relative liquid water content is above a critical retention capacity h r , which is either calibrated or fixed to a value of a few percent.
Spatially-exp licit hydrologi cal model
For the catchment-scale analysis, a spatially-explicit hydrological model is used to integrate the melt methods. With this model, the snowpack outflow together with rainfall on snow-free catchment parts (the so-called equivalent precipitation) is transformed into river discharge, based on the formulation of transport by travel time distribution s [59, 18, 58 ] . The catchment is partitioned into a series of source areas with the aid of a digital terrain model (DEM) following the method presented in [68] . This concept of source areas is comparable to the concept of hydrological response units, HRUs (e.g. [74] ). Elevation, aspect and slope are the criteria for source area delineation. The areas are defined to preserve relatively homogeneous melting conditions per area (similar to the original work of Cazorzi and DallaFontana [12] .
In each source area, runoff partitioni ng of the equivalent precipitation is performed via a minimalist water balance approach that describes the dynamics of soil moisture at the source catchmentscale [38, 56, 57] :
where g represents soil porosity (-), Z r is the depth of the active soil layer during water redistribu tion processe s (mm) and F I is the infiltration flux (m s À1 ). E and L represent the rate of evapotrans piration and the rate of mobilized water (outflux from the soil moisture store) respective ly and are functions of the catchment averaged soil moisture filling. E is assumed to be null for s below the wilting point and it equals the potential evapotra nspiration if s equals 65% of the field capacity. Potential evapotra nspiration is evalua ted with the Priestle y-Taylor method [43, 51] . L is modeled as a linear function of the soil moisture. Resulting subsurface flow as well as surface flow from non-infiltrated water is compute d using a classical linear reservoir approach (for details see [47] ).
Soil depth in the model is considered homogeneous for the source area. For the case study region, preliminary results showed that including spatially variable soil depths in the model does not improve the hydrologi cal model performanc e; this has several reasons: there is a limited range of soil depths in this region (generally between 0 for exposed rocks and about 20-30 cm for steep slopes), other factors of spatial variability dominate over soil depth heterogeneity (e.g., steep, complex topograp hy) and the fact that, as in any conceptual model, the different model parameters can compensate for each other during model calibration [47] . In general, this assumption would not fit an experiment with more variable soil depths.
The travel time distribution [18, 55, 58, 8, 54, 7] at the outlet is obtained as (see [46] for more detail):
where C is the set of all possible flow paths (surface and subsurfac e flow) from all source areas to the catchment outlet (reflecting the spatial structur e of the catchment), f c ðtÞ is the probability density function of travel times in a given flow path c (composed of hillslopes and channel states) and p c is the probability that a water input to the catchment follows a given flow path c. For each time step and each flow path c, this probabil ity is obtained from the ratio of water input (surface or subsur face) to the given source area divided by the total water input to the entire catchment . Total surface and subsurface flow rates at the catchment outlet are obtained by time convolution of the corresponding water fluxes with the appropriate residence time distribution s for all paths c:
where Jðc; tÞ is the net input to the path c accounting explicitly for the probabi lity that water enters this path. In summary, in such a spatially-expli cit model, the hydrologic response of a water input event (rainfall or water outflow from the snowpack) is determined by the set of flow paths that are activated by the spatial input pattern and by the volume of water traveling through the individual paths relative to the total water input to the catchment. 
Experimental set-up
Point-scale analysis
The perfo rmance of the propo sed TD method is compared again st the CD method for the point scale dat aset from the CCEW [66, 28] . Both model s are cal ibr ated on the spr ing melt seaso ns so that the simula ted snowpac k outflow reprodu ces as close ly as pos sible the obser ved sno wmelt lysimeter outflow (the calibra tion cri terion is the sum -of -squared-err ors, SSE). The TD method has 4 param eters to calibra te (a s ; b; a r ; h cr ) while the CD method has three par ameters to calibra te (a c ; a r ; h cr ). The Hock method will not be compare d for the single poi nt analysi s because its perfo rmance has been demonstra ted els ewhere [30 ,71] 
Distributed point analysis
The objective of the distribut ed point analysis is to investigate how the CD, TD and Hock methods emulate the temporal evolution of available melt energy as a function of hourly temperature and, in the case of the Hock method, as a function of potential radiation and temperature. To assess the behavior of the three methods , the potential melt that would be obtained with each method if the available snow was not limiting, is compared against a reference potential melt series. This reference series is compiled by applying Eq. (2) with a c equal to 3 (mm day À1°CÀ1 ) (which is an average value for such environm ents, e.g. [24, 49] using actual observed radiation at all meteorological stations. The reference melt is then averaged over the stations.
To investigate how the methods perform for different dominant expositions , three different experiments are conducte d: Experime nt 1 includes all meteorological stations; Experiment 2 includes only the southwest facing stations; and Experime nt 3, only the southeast facing stations. Given that the CD, TD and the Hock methods do not consider actual radiation, they do not simulate the same amount of potential melt as the reference simulatio n if run with the same degree-day factor (3 mm day À1°CÀ1 ). To obtain a meaningful comparison between the temporal evolution of the different potential melt simulatio ns, the paramete rs of the CD, TD and Hock methods are, thus, calibrated such as to fit as closely as possible the reference simulatio n (the calibration criterion is the SSE). The CD method has 1 parameter to calibrate (a c ), the TD method has two paramete rs to calibrate (a c ; b) and the Hock method has 1 parameter to calibrate (a i ) (refreezing factors are not applicable due to the high temperature s during the simulatio n period). The performanc e of the three melt methods with respect to the reference simulation is evaluated, for each experiment, by comparing the simulated, potential cumulated snowmelt and the reference potential cumulated snowmel t. 
. Input interpola tion
Spatial interpolation of ground temperature and precipitatio n measureme nts is performed through kriging with external drift (KED) (using elevation as auxiliary informat ion) [15] . Previous studies in similar environments have shown the adequacy of regression-b ased approaches, particularly when high-elev ation station data are available to validate data [16, 67, 69 ] .
Data from the distributed meteorological stations in the two groups (southeast and southwest facing) in the Dranse de Ferret catchment were initially analyzed to detect correlations between temperat ure and the measured meteorologi cal variables between the groups. Temperatur e distribut ions along the vertical direction for each group are controlled solely by elevation gradients in the study period; after removing the elevation effect, all the stations show a mean temperat ure of 13°C at the reference elevation of 1780 m a.s.l. In effect, the use of elevation as the external drift factor for the KED interpolation seems fully justified.
The radiation is spatially distributed as follows: first, the potential radiation for each DEM grid cell is computed according to the method proposed by Hock [23] , which is based on topography (local aspect and slope), solar positioning and geographic location; subsequent ly, these values are rescaled (at an hourly time step) to match the incoming shortwave radiation measured at the stations (see as an example, Fig. 5 ). This rescaling procedure takes into account the effect of cloudiness (which decreases the incoming solar radiation) while preserving, however, the spatial structure of the incoming radiation field.
Initial conditions
A distributed, initial snow height is determined based on a theoretical snowpack model that gives the annual evolution of the snowpack as a function of the mean annual values of temperature and precipitation and their seasonality and uses a CD snowmelt formulat ion [73] . Such a simple model distributes the mean snow height for a given time of year as a function of altitude (by simply distribut ing the mean annual temperature as a function of altitude). In the context of the present study that analyzes simplified snowmel t models, such a rough estimate of how snow height at the start of the modeling period (June) might vary with altitude is assumed to be sufficient. For more compreh ensive methods to calculate the gradient of snow depth with elevation see [17, 39] . The resulting initial snow heights have a minimum of 355 mm (water equivalent, w.e.) for the lowest source area at a mean altitude of 1890 m a.s.l. and a maximum of 1.2 m w.e for the highest source area at a mean altitude of 2745 m a.s.l.
This initial snowpack height is imposed as a spin-up condition (i.e., for modeling purposes, since measures were not available ) in order to simulate an early stage of the melt period when there is still a significant influence of the snowpack contributing to runoff. This approach is used to evaluate the evolution of the snowpack from the beginning of the spring melt season. The initial snow distribut ion can be assumed to reasonably reflect what could have prevailed earlier in the melt season. This assumption is supported by the findings of Simoni et al. [64] , which indicated that the snowmelt stemmed from well-distrib uted source areas and was a dominant discharge component.
Hydrologica l model set-up
A total of 89 source areas were identified for the Dranse de Ferret catchment (see inset of Fig. 1 ). Based on the spatial input fields, each subcatchme nt was assigned an area-average precipita tion time series and a temperat ure time series. To compare the performance of the melt methods at the catchment-scale, each of the methods were combined with the presented precipitatio n-runoff model. For each model, the parameters were calibrate d such that the simulated discharge follows as closely as possible the reference discharge (see details hereafter).
The reference discharge series for such a calibration is usually observed discharge; for our particular case study, however, we could not use observed discharge directly because spring discharge measureme nts could not be collected given the risk of avalanche at the experimental catchmen t. We, thus, generated a reference discharge time series for comparis on purposes as follows: The distributed temperature s and precipitatio n fields, the previously discussed initial snow heights and the distributed, corrected radiation field (see Section 4.3.1) were used as inputs. A parameter set was then selected (within a literature-based prior range, see Table 1) based on its ability to provide reasonable temporal discharge dynamics. The actual observed discharge, while being on a different scale due to lower initial snow heights, was assumed to accurately describe the actual dynamics of the discharge in terms of the coefficient of variation (CV) (hourly discharge variance divided by the hourly mean). Accordingly , the parameter set was chosen such that the CV of the simulated discharge was as close as possible to the CV of the observed discharge. The observed discharge CV is 0.6 and the selected parameter set (see Table 1 ) provides a discharge with a CV of 0.64 (-).
As shown in Fig. 3 , the correspondi ng reference simulation shows a dynamic very similar to the observed discharge, in terms of daily discharge cycles and a decreasing amplitude towards the end of the melt period (which is typical for high mountainous spring snow discharge [21] ). In addition to this reference simulation, we also retained a range of plausible simulatio ns by using Monte Carlo analysis to randomly generate a high number of parameter sets from a uniform distribution spanning the prior parameter range. These additional plausible simulations were selected by retaining the 50 simulations that most closely match the reference series (based on the SSE). These simulations show a range of possible discharge behaviors around the reference discharge time series (see light red shaded regions around the reference series in Fig. 12 ).
Once this reference series was established , we calibrated the paramete rs of the three models (i.e., the combination of CD, TD and Hock melt methods with the precipita tion-runoff model) on the reference series using again a Monte Carlo analysis. The resulting discharge profiles were compared to the reference time series. Acceptabl e simulations were chosen based on two performanc e indicators : (1) the Nash-Sutcliffe index [45] and (2) the percentage of time steps, p where the simulated discharge falls into the range of plausible reference simulatio ns (see performance indicators in Figs. 12 and 13) . Again, rather than retaining a single best parameter set, we retained 50 sets that have a Nash > 0.7 and p > 80%. This provided a range of behavior for the discharge simulation (see Fig. 12 ). Through this Monte Carlo calibration procedure, we ensure that the melt methods work with an ensemble of paramete r sets which yield reasonable sub-daily discharge variability.
Similar to the distributed point analysis (comparing potential melt), the above procedure is repeated with three numerical experiments to assess the impact of temperature distributions on the ability of the different snowmelt methods to approximate the reference discharge time series. Each of the experiments corresponds to a different scenario of measure d temperature inputs: Experiment 1 the whole dataset; Experiment 2 only stations belonging to the southwest facing group; and Experime nt 3 only southeast facing stations. The reference series generation procedure and the ensuing model calibration process yield for each experiment, (i) a reference series and its plausible range and (ii) 3 ensembles of acceptab le simulatio ns correspondi ng to each of the three precipitation-discharge models.
Results and discussion
Point analysis of melt methods
The calibrated parameter values for the CD method are a c = 3 mm day À1 C À1 ; a r =0.8 (-) and h cr = 0.025 (-). For the TD method, the degree-day and refreezing factors are the same while h cr = 0.015 (-) and the calibrated amplitude factor b equals 0.18 (-). Fig. 6 shows that the CD method cannot capture the strong, diurnal melt variation s for either the calibration or validation case. The TD method performs slightly better for the 2007 event and significantly better for the 2008 validation event where most of the peaks are captured. If viewed alongside the temperature time series it is evident that the TD method is the most effective when there is a significant range in the daily maximum and minimum temperatures such as during the 2008 spring event. This result implies that when the temperature differences are greatest, the amplitudes imposed in the TD method are better able to mimic the effect of incoming radiation on snowmelt. An important point to note for this analysis includes that the temperat ure drops frequently below zero (unlike the Dranse de Ferret catchment-scale analysis), so it was necessary to have a proper calibration of the refreezin g factor a r . Overall, the point scale experiment shows that the proposed TD method represents a considerable improvement over the CD method without using any additional data, only at the cost of one additional calibration paramete r.
Furthermor e, using the CCEW dataset, a temperat ure sensitivit y analysis was conducted to demonstrat e the impact of non-ventilated temperature sensors on the TD and CD methods. Huwald et al. [26] demonstrat ed a systematic bias with some temperat ure sensors due to trapping of heat in the temperature shield. The tem- perature error is proportional to the incoming shortwave radiation times albedo or the outgoing shortwave radiation. It is inversely proportional to the wind speed. The analysis demonstrat ed that a 2°C bias in maximum daily temperatures on dry days impacts both the CD and TD methods by overestimating melt rates each time step where the temperature error has a stronger impact on the TD method. It is therefore recomme nded to use the TD method with ventilated temperature sensors, such as those used with standard meteorological service stations.
Distributed point melt analysis
Potential snowmelt is compared for the three different experiments of temperature distribution s (Section 4.2). As previously mentioned, the 'reference' snowmelt is the melt that can be potentially produced with Eq. (2) with measured incoming radiation (instead of potential ) at the given stations. In Experiment 1, using temperature observati ons from all stations, the potential melt for the CD, TD and Hock methods are compare d with the reference melt series. If the degree-day factors are not calibrated, the Hock method clearly models the reference melt more accurately , as illustrated in Fig. 7a showing the cumulated melt for all methods over the entire simulatio n period. This shows that overall, the Hock method simulates the potential melt that would be obtained with observed radiation quite well; in other words, the fact that the Hock method uses potential radiation does, for this experiment, not lead to large deviations from the reference.
Subsequentl y, the degree-day factors of all three methods are calibrated such as to produce exactly the same amount of potential melt as the reference series at the end of the entire observation period (Fig. 7b) . The potential melt generated by the calibrated Hock method is still closest to the reference series where the potential melt generated with the CD and the TD methods seems unable to follow the reference series.
This result is due to the length of the observation period, including the very warm condition s in early summer. If only the early part of the observation period, which is effectively relevant for snowmelt, is considered (around 22 days), the CD and TD methods are able to reproduce the reference series as well as the Hock method (see the inset on Fig. 7b) . The coefficients of determinati on (R 2 values) of the potential melt generated by the Hock, the TD and the CD methods versus the reference melt are 0.9, 0.9 and 0.8 (-) respectively . The results are similar for Experiments 2 and 3 ( Fig. 8 ) but with one important difference between the methods: for the CD and the TD method, the calibrated value of a c remains constant througho ut all experiments , at 6.9 (mm day À1°CÀ1 ), whereas for the Hock method, the calibrate d degree-day factors are 7, 6.8 and 7.2 for Experime nts 1, 2 and 3 respectivel y. The CD and TD methods are thereby more robust with a consistent degree-day factor for all temperat ure distributions. Conversely, the Hock method is highly sensitive to the dominant aspect of the meteorological observations since it requires different degree-day factors to reproduce the reference potential melt series from different station groups.
Furthermore, for Experiments 2 and 3, the calibrated CD, TD and Hock methods demonst rate that there is a clear difference in potential melt when either station group is considered (i.e., southeast versus southwest). This result underlines the importance of having good estimate s of spatial temperature variability (and namely of lapse rates) to produce good results with degree-day -based melt methods .
The sub-daily variabilit y in simulated melt rates for all three methods is compared in Fig. 9a , which shows for each day of the simulatio n period and for all methods , the daily mean melt and the maximum and minimum values (for Experiment 1). It can be seen that the daily mean values are quite close to the reference series for all three methods. The daily amplitude, however, is strongly underest imated by the CD method, which confirms the results of the single point analysis. Experime nts 2 and 3 show similar results (not shown). Fig. 9b shows a comparison of the daily minimum and maximum melt for the TD method and the reference potential melt. The diurnal, time-varyin g degree day factor of the TD method provides an improved means to capture the daily minimum and maximum values of the reference melt. Most significantly, this figure as well as the inset in Fig. 7b showing cumulated melt over the 22-day measured melt period, demonst rate that imposing this variability causes the TD method to have a better fit to the reference melt in terms of diurnal pattern. RMSE (root mean square error) values are reduced by moving from the CD method to the TD method; the error for the daily maximum melt over the time series relative to the reference melt is reduced from 2.2 to 0.7 mm h À1 . Similarly , the RMSE for the minimum melt is reduced from 6.8 to 0.9 mm h À1 .
Catchmen t-scale analysis
Preliminary path probability analysis
To illustrate the effect of the source area delineation within the hydrologi cal model, probabili ties of flow paths from selected source areas generated by the reference simulation (see Section 4.4) were analyzed. Fig. 10 depicts four examples of source areas with contrasting mean slopes, areas, elevations and aspects and their correspondi ng 'path probability', i.e. the probability that this source area is activated (through snowpack outflow and rainfall) as a function of time. It can be seen that the path probability is influenced by the area, elevation, slope and aspect of the source area. Intuitivel y, the greater the source area is in size (Figs. 10a  and 10c ), the longer this area has an impact on the equivalent precipitation (snowpack outflow and rainfall). Source areas at higher altitudes (Fig. 10c) have a higher path probability later in the melt period, i.e. they have a higher probability to be activated later in the season, which simply results from the deeper snowpack at higher elevations. Similarly, melt from north-facing areas (Figs. 10b) is activated later than melt in south-faci ng areas (Figs. 10d) due to less frequent exposure to incoming radiation.
Comparison of the melt methods
For the catchment-sca le analysis, each of the three melt methods is used to generate the equivalent precipita tion used in the hydrological model with either all meteorologi cal stations (Experiment 1) or either the southeast or southwest facing groups as input data (Experiments 2 and 3 respectively). Hereafter, we first present an analysis of the spatial results, followed by an analysis of the discharge time series.
The differences in spatial melt are analyzed for the melt methods using a uniform snowpack input for visualization purposes for Experime nt 1, after calibrating all paramete rs accordin g to the method described in Section 4.4. Fig. 11 shows all methods' distribution of snow heights after 200 h of simulation and the snow height remaining after 200 h as produced by the measured radiation (the reference melt series). It can be seen that, spatially, the CD and TD methods better capture the reference melt. The Hock method predicts more extreme melt rates throughout the catchment, which can be explained by this model's proven sensitivit y to temperat ure extremes [49] which is evident on a pixel basis.
As already demonstrat ed in all previous analyses, the CD method cannot be calibrated such as to capture the sub-daily melt amplitud es of the reference discharge. The catchment-scale analysis confirms these results as depicted in Fig. 12a where the CD simulated discharge times series appears to be smoother than the reference discharge (red solid line) and its plausibility range (light red shaded region). In contrast, with the calibrated TD method as well as the calibrated Hock method, the reference series is very well captured (Fig. 12b and c) .
Overall, both the TD and Hock methods perform comparably well even if local differences are visible (e.g. the Hock method performs less well for the late rise of discharge but in exchange it captures better earlier peaks). However , in absolute terms, the TD method shows better Nash-Sutcliffe indices with respect to the reference discharge and a greater percentage of discharge simulatio ns which fall into the range of plausible reference simulations (see performanc e indicators in Fig. 12 ). It is important to note that the size of the Dranse de Ferret catchmen t is critical to note the strong diurnal fluctuations visible in Fig. 3 . If a larger catchmen t had been studied, this variabilit y would most likely have been smoothed out.
Moreove r, it should be recognized that the reference discharge series might be biased towards one or the other of the studied methods . On one hand, the reference series lends itself to be similar to the TD method discharge because both methods consider the actual, physical conditions, and incoming radiation and temperature have a close relationship as noted by Ohmura [48] . The TD method is also more coherent with the well-known physical relations between minimum and maximum temperature, radiation and melt [72] . On the other hand, the method proposed by Hock is used to distribute the measured radiation across the catchment and in effect, the reference discharge can also be seen to be biased . Time changing path probabilities, (i.e., the probability that the source area is activated through snowpack outflow and rainfall as a function of time) for specific source areas for the melt period considered. The locations of these source areas; their mean elevation (elev), slope (slp), area and aspect (asp) are given as insets. The cumulated distribution function is shown on the right y-axis.
towards the Hock method in the distributed case. In spite of the possible biases towards the reference case, the comparison of the calibrated TD and Hock method for Experiment 1 leads to the conclusion that considering all temperature observations, both methods perform equally well.
Clear differences between the two methods become visible in Experiments 2 and 3 ( Fig. 13) . If the temperature distribution data come from only the southwesterly facing group, the discharges are initially higher for the Hock method. A distribution of high mean temperature s attributed to the shallowe r lapse rates seems to be biasing the Hock melt method. Consequentl y, the Hock method provides an over-estimati on of melt in the main peak hours (hours 75-250) and an underestimati on in the lower peak (hours 450-525) without being able to capture the variability in the recession part of the discharge curve.
In contrast, for Experiment 3, the east-facing case, the results for both methods are compara ble qualitatively even if the Hock method outperfor ms the TD method in terms of having a greater percentage of simulations which fall into the range of plausible reference simulations and the Nash index (see performanc e indicators in Fig. 13 ). It is interesting to note that the reference discharge generated by using only the east-facing stations as input contrasts significantly from the reference discharge for the case of using all ten stations. Such a contrasting behavior indicates that the steep, mean lapse rate for the group of east-facing stations generates more variable mean temperature s and makes the discharge behavior quite different . In conclusion, results from Experime nts 2 and 3 confirm the sensitivity of both melt methods to the spatial distribution of temperat ure, but the TD method appears, once again, to be more robust.
In terms of applicability of these melt methods, we would like to recognize that the Hock method has the major advantage that high resolution digital terrain models are now almost universa lly available ; we believe, however, that there are some open questions with regard to the performanc e of this method as a function of available temperat ure observations. Regarding the performance of the proposed TD method, it obviously depends on the quality of spatially distributed estimates of daily minimum and maximum temperat ure, which can, of course, be difficult to obtain even if minimum and maximum temperature observations are quite wide-spread (e.g. in the United States where maximum and minimum thermometer s have been installed due to their low cost and reliability [52] ). Accordingly, both methods have their specific utility for different types of applications .
Finally, we would like to emphasize that the sub-daily degreeday factor variability could also be obtained by directly relating the daytime degree-day factor to the daytime hourly temperat ure and by imposing a constant mean value during nighttim e. Such an approach would present two main differences with the proposed TD method: the resulting degree-day factor would have significantly less smooth sub-daily variabilit y and its daily mean would fluctuate. Overall, this might result in too strong a variabilit y of the simulated melt. Addition ally, if this methodol ogy is applied to hydrologi cal models already using the classical degree-day approach, replacing the calibrated (constant) degree-day factor with a factor having a fluctuating daily mean value might lead to unforeseen effects on the model performanc e. As the goal of the proposed method is to impose physically-b ased variabilit y around calibrated degree-day factors, the development and performanc e assessment of such a direct-temp erature approach is left for future research.
Conclusions
This paper presents a new extension of the classical degree-day method to simulate hourly snowmelt at the catchment-scale with a time-variabl e degree-day factor. The proposed quasi-sinusoidal function for the sub-daily variation of the degree-day factor requires only observed daily minimum and maximum temperatures as input, which are widely available. The main findings of the presented model performance comparis ons are summarized hereafter:
The point analysis at the Cotton Creek Experimental Watershed (CCEW) (Canada) demonst rates that the proposed quasi-sin usoidal function for the degree-day factor captures the sub-daily melt variability significantly better than a constant degree-day factor as in the classical degree-day (CD) method. The distributed point analyses at the Dranse de Ferret experimental catchmen t (Switzerland) indicate that, at the point scale, the proposed time-vari able (TD) method and the Hock method have relatively equal performanc es in terms of generating potential melt, i.e. both methods capture the temporal distribution of available melt energy in a very similar way. The performanc e of the potential radiation-bas ed Hock method demonst rates that this method clearly adds variability. However, the correspondi ng variability imposed by the TD method is more physically-b ased and appears to be less sensitive to temperat ure distribution s. These results suggest that additional analyses with distributed meteorological observations can help to further understa nd how well the snowmel t methods perform as a function of aspect. Furthermore, the point data analyses underline that degree-day snowmel t models, which strongly rely on temperature information, require a good representat ion of the spatial variability of temperat ure (realistic lapse rates) to correctly model the spatial variabilit y of snowmelt. In terms of catchment-scale discharge simulation, the presented results for the Dranse de Ferret catchment suggest that the TD method might outperform the potential radiation-based Hock method in terms of spatial variability of hourly snowmelt. Given that the TD method assigns degree-day factors directly at the subcatchme nt scale rather than at the grid-scale (Hock method), the TD method has, in particular, the advantage of maintaining realistic diurnal melt variations at the scale of an entire hydrological system, which smoothes out, to some degree, small scale variabilities.
Overall, the TD method, based solely on daily maximum and minimum temperature data, proves to be a robust, minimalist approach to provide a suitably accurate snowmelt response for spatially-explici t hydrological models with different degrees of spatial lumping. It, thus, represents a valuable approach for a wide range of hydrological modeling applications in high mountainou s environments which are limited in data and require sub-daily snowmelt computations. Further testing of the TD method on the catchment-scale is recommended with distributed temperature datasets, ideally extending over several, seasonal melt periods, to investigate the method's sensitivit y to the quality of spatial temperature estimates and to compare this approach with other methods relating sub-daily degree-day factor variabilit y directly to temperature . 
