Introduction.
In connection with a theorem of Marcinkiewicz and Zygmund (see [4] , [5] Vol. II, p. 178 or [1] ) S.K. Pichorides suggested to the first author to examine, as a thesis problem (see [2] ), the power series It is easy to check that a power series, which has a representation of the form (b), is (C, 1) summable to a finite sum o~(z), for all, but a finite number of z, z € T ; further, all its partial sums Sn (z) lie on the union of a finite number of concentric circles with center cr(z). Moreover, the angular distribution of the sequence {| §n(^)} around cr{z), is uniform, for all, but denumerable many z, z in T. :
The difficult part of theorem A is the implication (a) =^ (b). The effort is to control the Taylor coefficients Cn and establish a kind of periodicity among them. The proof uses the full hypothesis, that all partial sums lie on the union of a finite number of circles.
J.-P. Kahane asked whether it is possible to obtain the same result using only one circle C{z) containing infinitely many partial sums, but not all of them. For instance, one can suppose that C(z) contains all s^(z), with v in an infinite or finite arithmetic progression; what is then the conclusion ?
The above question led us to introduce the notion of "continuation" of a polynomial with respect to a family of circles of special type. More precisely, we consider any family of circles C(z), z 6 T, with centers
B(z) -+-z x [A(z)/Q(z)} and radii \z x A(z)/Q(z)
\, where A > 1 is an element of the set Z of integers and B.A.Q are polynomials. We suppose that A and Q do not have common factors, A(0)Q(0) / 0, degA < degQ and degB < A or B = 0, where degY denotes the degree of the polynomial Y. In particular, the family of circles, defined by three different partial sums of any power series, is of this type. Further, if P is any polynomial, then we call the polynomial R(z) =. B(z) + z x P(z) a "continuation" of B with respect to C(z), if R(z) lies on C(z) for infinitely many z in T. Then the main results of this paper are given by the following theorems B, C. For CO simplicity we write ^ instead of V^. (ii) Q(z) is a non constant factor of a polynomial of the form 1 -(e^z)^, where t 6 R and p € Z, p > 1.
(iii) There is a power series ^ ^n^ with the following two properties : 
where tER,p^.Z,p>l and F is a non identically zero polynomial with degF < p. Further, any continuation of B with respect to C(z) is a partial sum of this series.
Theorem C answers in the affirmative part of the question of J.-P. Kahane. We prove theorems B and C in §2. The methods of proof are different than the methods in [3] . We use factorization and thus, we deal with the zeros of certain polynomials instead of their coefficients.
In §3 we derive stronger versions of theorem A and give complete answer to the question of J.-P. Kahane (see prop. 8 and prop. 9). In particular proposition 9 is a finite version of theorem A. The proof of proposition 8 could be shortened by avoiding the notion of continuation. We did not follow this approach in order to obtain also the results of proposition 9 and study in more detail continuations, which we think that they present some interest in themselves. Section 4 contains remarks, examples and open questions. 
Proof of the main results.
Three complex numbers wi, w^, ws do not lie on a straight line, if and only if, the system |A;| 2 = \w^ -wi -fc| 2 == |ws -wi -k\ 2 has a unique complex solution k / 0. In this case, Wi,W2,Ws determine a unique circle containing them, with center Wi +A; and radius |A;|. The above system takes the form of a linear system with unknows k and Jfc, as follows :
Let ^1,^25^3 be three integers, such that, 0 < v^ < 1/2 < ^3. If the partial sums of a power series, with indices ^1,^25^3, are different as polynomials, then, for all, but finitely many z, z € T, the complex numbers s^(z),s^(z),s^(z) do not lie on a straight line. So, they define a unique circle C(z) containing them. In order to see this, we can set :
and
where A,/A,g are integers, A > 1/1, ^ = deg?2, q > 1 and Pi,P2,?3 are polynomials, with P2(0)?3(0) / 0. We also denote v = deg?3. Sincẽ z = 1/z for z in T, it follows that z^~P^(z), z^^z}, are restrictions on T of two polynomials with non-zero constant terms and degrees /z and vr espectively. After this notation we have to examine the following system :
The determinant D(z) of this system is the restriction on T of a non identically zero rational function; more precisely, we have :
For each z in T, such that D(z) -^ 0, the unique solution k(z) is :
where
We observe that Ai,Qi are restrictions on T of two polynomials, which, for simplicity, we denote again by Ai,Qi? respectively. Further, we have :
Since AiD is a non identically zero rational function, the set 0 = {2? € T :
is finite. Then, for every z in T -n, the system considered above has a unique non-zero solution k(z) ; thus, for each z € T -0, the complex numbers s^(z),s^(z), s^(z) do not lie on a straight line and they define a unique circle C(z) containing them, with center : 
We also consider the factorization :
where c is a non-zero complex number, I is a finite set and aj are non-zero complex numbers, for all j in I. The following definition will be useful for our purposes :
B,Q and C(z) be as above. IfP is any polynomial, then the polynomial R(z) = B{z) + z x P{z) is called "a continuation of B with respect to C(z)", if R(z) lies on C{z) for infinitely many z in T.
Now, by an application of the reflection principle, we prove our basic lemma : 
(ii) R(z) € C(z) holds for infinitely many z in T.
(iii) There exist 7 C G, H = 1, k C Z and J C I with \dj\ / 1 for all j in J, such that, the following identity of rational functions holds :
(ii) =^ (iii). For every z in an infinite subset E of T we have R(z) e C7(z), which implies that it follows that,
iT^.
with 7 6 (7, |7| = 1, k € ^ and J C I. If for some j €: J we have |a^[ = 1 then the factor (^ + Oj)/(l + Oj^) equals aj and can be absorbed in the constant 7 : so, the particular j can be deleted from J. In this way we have \dj\ -^-1 for all j in J, as requested. We also notice that the function (p is the quotient of two finite Blaschke products. 
(
ii) B(z) + z^P{z) is a continuation of B with respect to C(z).
(iii) TAere exist 7 € (7, Obviously, SN is unique.
Next, we consider the case of infinitely many continuations of B with respect to C(z). (ii) =^ (hi). We consider the power series :
Since A ^ 0 and Q is a factor of 1 -(e^z)^ we find a polynomial
We observe that degA < degQ yields degF < p. Thus, we have :
Since F ^ 0 and deg F < p this power series is not a polynomial; it follows that, for every v = A -1 + up, n = 0,1,2,..., we have :
where P is the polynomial 
CnZ n EE G(e^) + (e^tzyF(e^tz) ^ (A)^. n=0 m=0
(hi) There exist t € R and r in {0,1,2,...}, such that, the sequence {dn}, n > 0, defined by ^ CnZ n = ^ d^zY, is periodic for n > r.
Proof. -(i) =^ (ii).
If ^CnZ 71 is a polynomial, then obviously (ii) holds. Therefore, we assume that infinitely many coefficients Cn are nonzero. Thus, if v\ = min5', we can find ^2^3 € S, such that, v\ < v^ < ^3 and the partial sums of ^c^z 71 , with indices ^1,^25^3? are different as polynomials. We fix two such indices v^ and 1/3 ; then, according to lemma 1, there is a finite subset fl, of T, such that, for every z in T -Q, the complex numbers s^(z),s^(z),s^(z) define a circle C(z) ; further, there are A,A,Q and B =. s^, which determine the center and the radius of C(z), as in lemma 1. By the same lemma we know that A is the least integer greater than 1/1, such that c\ ^ 0 ; it follows that for every n > 1^1, the partial sum Sn is of the form Sn = s^ +z x Pn, where Pn is a polynomial. We observe that, for every 1/4 in S and every z in the infinite subset EN -ô f T -0, where N = (1/1, ^2, ^3^4) ^ 5 4 , we have :
s^{z) ^s^(z) ^s^(z) and s^(z),s^(z),s^(z) € C(z) H CN^Z).
It follows that the circles C(z) and CN^Z) coincide, for every z in EN -fl, and every 1/4 in S. Therefore, for each v e <?, we have s^ G C(z) for infinitely many z in T. Since ^ > v\ and 5^ = s^ + z x P^, we see that s^ is with degF < p. This gives the result with ^ = A and G the polynomial defined by G^z) EE B(z) = s^(z).
(ii) =^ (hi). Since degF < p, we can write :
We observe that d^^p^q = Oq for all K e Z, ^ > 0 and 9 = 0,1,..., p -1. We set r = p. ; then {d^, n > r} is periodic with period p. 
i^)
where, the polynomials Ai,Qi are defined by the relations : Proof. -For n = 0,1,2,. .. , and z in E, we set :
Since E is infinite and the set {1,2,... ,m} is finite, there is an infinite subset EQ of E, such that, the map :
is constant on EQ. Let to be the constant value of this map restricted on EQ. Then we have so(z) C Cto(z), for all z in EQ. Suppose that we have defined EQ, E^,..., £^, infinite subsets of E and to,t^,..., 4 elements of {1,2,... ,m}, such that, E\^ C E\, for all A = 0, 1,...,A; -1, and s\(z) e C^(z), for all z in E\ and \ = 0,1,..., k. Since Ek is infinite and {l,2,...,m} is finite, there is an infinite subset Ek-\-i of Ek^ such that, the map : Ek 3 z ->• t(k -(-l,z) € {1,2,... ,m} is constant on £^+i. We denote by ^+1 the constant value of this map on Ek-\-i and we have Sk-^i(z) e Ct^{z) for all z € E^i.
By induction, we obtain a sequence {tn}, tn e {!,..., m}, n == 0 ,1,2,3 Proof. -We consider the map z -f M(z) from the nondenumerable set E' into the denumerable set {1,2,3,...}. It follows that there is a nondenumerable subset E of E' ^ such that M(z) is constant on E ; say M(z) = m e {1,2,3,...}, for all z in E. Since E is an infinite subset of T, proposition 11 yields the result. D
Remarks and examples.
A. -The cardinality of the set E' in theorem 12 can not be supposed denumerable without any other supplementary hypothesis. This with E = {exp(27^^/2 A; ) : k = 0,1,2,...} and t € R (see also [3] ).
The cardinality of the set E in propositions 8 and 11 can not be supposed finite. More precisely, for any finite cardinality N < oo, there is a power series and a finite set E C T with cardE = N, such that, this series is not of the form of propositions 8 or 11, but, for every z in E, a circle C(z) contains all its partial sums. Such an example is given by the set E = EN = {z eT : z 1^ =1} and a series of the form : By the term "generalized circle" we mean any subset of the extended plane C U {00}, which is a circle or a straight line extended with the point at infinity. It is easy to check that propositions 7, 8, 11 and theorem 12 remain valid, if we replace circles by generalized circles.
Further, by a straightforward calculation, one can check that the converses of propositions 8, 11 and theorem 12 also hold (see proposition 9 and [3] ). with ab € R. We can arrive to the same characterization using the method of the present paper, as well. Then the subsets 3 of I that can appear are J = 0 and J = I. In the case b = 0 the only J that appears is J = 0. If b ^ 0, then J = 0 appears for n even and J = I appears for n odd.
C -Let
We also mention that in [3] one can find a characterization of the power series, such that, all partial sums lie on exactly two circles.
E. -In connection with proposition 8, S. Argyros, A. Bernard and S. Pichorides asked whether the set S may depend on the point z, \z\ = 1. We prove the following : LXJ PROPOSITION 8A. -Let ^CnZ" be a power series and E C T a o nondenumerable set. We suppose that for every z E E there are a circle C{z) and an infinite set 7, C {0,1,2,...}, such that Sy{z) e C(z) for all v e Iz. Then there are t e R and no, such that the sequence Cne^, n > no, is periodic.
For the proof we consider the function z -^ minJ^, z e E, minJ^ in {0,1,2,...}. Since E is nondenumerable, we find E^ C E nondenumerable and ^i e {0,1,2,...}, such that minJ^ = 1/1 for all z e E-y ; obviously v\ G Iz for all z G £'1. By induction we find a decreasing sequence of nondenumerable sets E 3 E^ 3 E^ D £'3 D ... and an increasing sequence of integers 0 < i/i < 1/2 < ..., so that ^ € Iz for all z e Ek and k = 1,2,... ; obviously s^ C C(z) for all z C Ek and k = 1,2,... .
We set S = {vk : K = 1,2,...}. Then, for any four indices mi, 7712,7713,7714 in S and any z e E^ D E^ n £^3 H E^, we have Sm^),Sm,(z),Sm,{z),s^{z) C C(z). Since the set E^E^ n£^ nEî s infinite, proposition 7 yields the result. ' shows easily that the result of proposition 8A 0 0 fails in general, if the set E is countable.
