ABSTRACT. The tasks involving repeated integral occur from time to time in technical practice. This paper introduces the research of authors in the field of repeated integrals within the required class of functions. Authors focus on the definite integral over repeated integral and they develop a tool for its computation. It involves two principal steps, analytical and numerical step.
Introduction
Nowadays, with a huge development of computers, the technical analysis tends towards the numerical computation of its problems including nonlinear differential equations of higher order. These problems often involve repeated integrals. Repeated integral is an integral taken multiple times over a single variable: 
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Further, in the paper, we will use Cauchy form as well, which rearranges the repeated integral as follows [4] :
Motivation-technical example
The deflection of a loaded beam is governed by the differential equation of the 4th order [3, 6] :
where w(x) [m] is the deflection at the point x, q (x) 4 ] is the second moment of inertia, E[P a] is the modulus of elasticity. Taking an interval a, b ⊂ 0, L , where q(x) is continuous, we can express general solution of (3) on this interval a, b as follows:
Function w(x) represents the deflection curve of the beam within the interval a, b ⊂ 0, L and the deflection at an arbitrary point p ∈ a, b is then
Remark 1º
In (4) and (5) the integration constants have their physical meaning:
, the slope of the beam, ϕ a being "sufficiently small", −V a = −V (a) the shear force and −M a = −M (a) the bending moment at the point x = a. By exploiting the lower order integral, we keep direct connection with these physical phenomena. It can be seen in that the deflection curve, the equation (5) involves a definite integral over a repeated integral. So far no numerical method that resolves this type of problems is known. We have developed one that is introduced in this paper. The crucial point of the paper is in the Theorem 1. The formula (7) enables the decomposition of a definite integral on the interval a, b over an n − 1 times repeated integral into two members. The first member is the sum of n−1 definite integrals on the interval 0, a over a repeated integral, where the repetition goes from 1 to n − 1 and the lower bound is 0. The second member is the definite integral on the interval a, b over an n − 1 times repeated integral, each integral within the repetition has the lower bound equal to a. All addends can be further regarded and treated as repeated integrals.
Formulation of the problem, the analytical step
Ò Ø ÓÒ 1º Let us have a functional space P ( a,b ,0) of continuous n times integrable functions of one variable over the interval min{0, a}, max{0, b} , where
) → R will stand for a definite integral over n − 1 times repeated integral, n is an arbitrary integer number, n ≥ 2:
The proof for integer n ≥ 2 can be carried out by using mathematical induction: Base case: n = 2.
When employing function g(x) = x 0 f (t)dt, for n = 2 we can write
Induction step: (7) being the induction hypothesis, it has to be proven
. By subsequent using (7) for g(x n ) we get
we can proceed with the sum in (10) by using
and with the very last integral by using
Then from (10) we get
we can append it as the n th member to the sum in (11) to get (9).
By using Cauchy form (2) we can proceed with (7) by rearranging both its addends entirely to the single integrals
But since each lower order of repetition in integration leads to a certain physical phenomenon (because the derivative of deflection yields the slope, the derivative of the slope yields bending moment, etc.), in technical practice it is worth to perform a partial rearrangement of (7):
Here we leave the first member unchanged for the sake of further better handling when performing a numerical computation. For example, when a parabolic differential equation is solved by using the explicit numerical scheme when the next step is computed directly from the previous one. The validity of Theorem 1 is illustrated in the Example 1 and Example 2.
Example 1. Analytically easy solvable definite integral over a repeated integral
can be computed by using (7) together with (12) with n = 3, a = 3, b = 7,
Example 2. While solving following integral analytically, we face the singularity problems since the computation involves 0.Log(0).
However, by employing L'Hospital's rule we proceed easily to get
Nevertheless, we avoid this singularity by using our method, i.e., by using (7) and (12) with n = 3, a = 3, b = 7.
As illustrated in the examples above, the use of (7) together with (12) or (13) is automatic for suitable function. However, if we want to automate all computation in order to make it usable and useful for convenient engineer computation, we face the task -evaluation of definite integral within the bounds a, b and 0, a. Let us recall that we deal with a class of functions mentioned in Theorem 1. We start with Newton-Cotes forms. Because these quadratures are not sufficiently accurate in general, we employ the most efficient tool for numerical integration, a Gaussian type integration method. It minimizes the number of nodes and ensures the result of high precision at the same time.
Gauss numerical integration used for the computation over the repeated integrals
As it is known, Gauss quadrature uses the approximation
Though that it is set-up for interval −1, 1 , with an appropriate linear transformation
it can be used on arbitrary interval a, b . The nodal points x i and the weights w i in (14) are taken in a such manner that the best possible precision can be reached [2] . The nodal points are the roots of Legendre polynomials. They are well-known and commonly used. In Table 4 in the Appendix, we provide these values for 2, 3, 4, 8 and 16 node approximation used, as collected in [1] . For the sake of sufficient precision, as required by the technical practice, precision of 20 decimal places is used. Transformation (15) then redistributes the nodes x i to the interval a, b , denoted t a,b i . Due to the specially taken nodal points, Gauss quadrature is much more effective tool for the numerical integration than other quadratures, as the rectangle rule, the trapezoidal rule, Simpson's method, etc. By using just m + 1 nodal points Gauss numerical integration yields the exact solution for the numerical integration of the polynomials up to the degree of 2m + 1, [2] .
As it can be seen from above, the computation depends on the length of the focused interval in the case of higher order integrals. Hence, we will do the next considerations on the interval of the unit length. Later, whenever needed, all parameters can be transformed to an arbitrary interval by using (15).Without loss of generality, to simplify the derivation of the numerical scheme we consider the integral on the interval 0, 1 .
for t 0,1 j being the Gaussian nodal points redistributed by (15) to interval a, b and m being the number of these points. By using t 0,1 = x+1 2 we can proceed with (16):
Then, using (17) in (12) we can perform
It can be seen, (18) enfolds both analytical and numerical steps of manipulation with the definite integral over a repeated integral. It represents the numerical scheme for computation of D (−n) a,b (f ) together with all corresponding lower order integrals. The following examples demonstrate how this approach works; Example 3 deals with a function easily analytically integrable, Example 4 shows the increase of the computational cost, i.e., the consumption of nodes with increasing order of integration n. Finally, in Example 5 the transcendent function is dealt. In Table 4 in Appendix are the values w 2,j provided in the third column.
Example 3. By using our analytical-numerical method developed above, let us find the solution of We employ (7) together with the Gauss type numerical integration with three points, both tools coupled in (18). Example 4. By using (7), (13) and 4-node Gauss quadrature we compute D (−4) 2,7 x 5 and all lower order integrals. In each case we compare the solution with an exact one. All inputs, i.e., nodal points abscissas rescaled to the interval 2, 7 and corresponding weights w i − w 4i are collected in Table 1 . Here we have to take into account the fact that due to utilization of normalized norm in the form (17) maximal order of Gauss polynomial for exact integration sinks one order with every increased number of repeated integration, e.g., Gauss quadrature is of order 2m + 1, cubature of the order 2m, the third integral 2m − 1, etc. It means, as we illustrate in this example that four point Gauss integration is sufficient in the case up to n = 3, in the case of greater n the error occurs. Nevertheless, we use the same abscissas for each integral D (−4) 2,7 (f ) as provided in the very left column in Table 1 . Results -both analytical and numerical solutions are provided in Table 2 . Let us recall that the errors are due to Gauss integration only.
As it was mentioned above, the higher n in D
a,b (f ) requires the higher number of Gauss nodes. This fact is illustrated on a transcendental function in the following example. Herein we also show the comparison of two methods of the Gauss type, The Lobatto and Gauss method and the comparison with exact solution is provided.
COMPUTATION OF DEFINITE INTEGRAL OVER REPEATED INTEGRAL
Example 5. We use our analytical-numerical method for D
(−4)
−π,2π (sin x) computation of a transcendental function f (x) = sin x which always yields only an approximate solution regardless of the number of nodes employed in the quadrature. To compare, both the Lobatto and the Gauss quadrature was used. The results for various numbers of nodal points are shown in Table 3 together with the exact solution for better comparison. The number of nodes in the Gauss type quadrature determines the accuracy of computation. The Lobatto and Gauss quadrature can be applied particularly. The comparison, the exact solution is shown as well.
It is apparent from the results gathered in Table 3 that for achieving required accuracy it is essential to use sufficient number of nodes in the quadrature. For example, if we require the precision to one decimal, the sufficient number of inner nodes is 6 (8 = 6 inner + 2 border nodes in Lobatto quadrature). In this table, it can be also seen how the number of nodes influences the accuracy of the computation. 
Conclusion
The paper is devoted to the tasks involving repeated integrals. The main contribution to the field is in proving the theorem for a decomposition of definite integral over n−1 times repeated integral to n definite integrals with unified lower bound. After such a rearrangement, Cauchy theorem for repeated integrals can be used which reverts these integrals to the sum of single integrals. Such integrals can be solved by standard numerical methods. Though, e.g., the Newton-Cotes forms can be used as well, in order to increase the accuracy of the method with the least computational cost, we have chosen more efficient Gauss type methods. We have slightly modified Gauss quadrature in sense of weights which were rescaled to unit interval. The new weights can be prepared prior to the entire computation. In two examples we have demonstrated the linear decrease of the accuracy with increasing order of original integral. And this is a justification of using Gauss type quadrature. In such a way from relatively small number of values of ordinates provided, one can compute the integrals of several orders effectively. The table of weights for the first and the second integral are shown in Table 4 .
Both analytical rearrangement and numerical integration were coupled in a unique formula that enables convenient automation and evaluation by using a computer. Possible utilization can be seen, e.g., in automation of solving Cauchy differential equations of the nth order when as initial condition values of derivatives up to (n−1)th order can occur. The method is suitable for explicit solving of evolutionary differential equation (D'Alembert's equation). Regarding the possibility to choose the order of numerical integration, the high accuracy can be reached with quite a low computational cost.
