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ABSTRACT 
We establish a convergence result for the homographic iteration 
Y+, = A - Bq-‘C, 
where A, 23, C, tJ are m X m matrices. This enables us to prove the exponential 
decay for the inverse of certain tridiagonal block matrices. 
1. INTRODUCTION 
We consider an mn x mn block-tridiagonal matrix 
(1) s, = 
A, c 
B A C 
BAC 
B’ A’ C 
B A, 
where A,, A,, A, B, C are m X m nonsingular matrices. We prove that 
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for some constants K > 0, 0 < r < 1, independent of n, where SL:,~ denotes 
the generic block term of S;‘. 
Such a problem arises in bounding the spline interpolation error in the 
sup-norm and has been considered by many authors: [4, 51 for the general 
technique, [ll, 201 in the quadratic case, [9, 191 for quintic splines. In 
[l, 2, 151 the case of a band matrix of circulant form is considered, associated 
with periodic splines. 
The inequality (2) has been obtained by D. Kershaw [16] for the elements 
of the inverse of certain strictly diagonally dominant tridiagonal matrices, and 
S. Demko [lo] has shown the exponential decay for the inverse of a banded 
matrix A satisfying /[All < 1 and IIA-‘ll GM. 
The method used here to obtain (2) is based upon the factorization 
S, = VUW, where V (W) is a block-bidiagonal and lower triangular (upper) 
matrix, and U a block-diagonal matrix, as shown in [14, Chapter 2, 531. The 
generic diagonal block term IJ of U is given by the iteration 
(3) I,$+,=A-BU,-‘C, U, = A,, 
and we prove that the inequality (2) is related to the convergence of this 
iteration. 
This paper is divided into three parts. In the first one we study the 
convergence of matrix homographic iterations; the second is devoted to the 
factorization S, = WW. In the third we prove the inequality (2). 
2. CONVERGENCE OF HOMOGRAPHIC ITERATIONS 
Let S&A,) (k = l,..., n - 1) denote the submatrix of S, obtained by 
deleting all rows (columns) excepting the first k rows [columns]. Define the 
rn~rn matrix polynomials by P(X)=A2B-_A+C and Q(A)=A2CT- 
X AT + BT. For each m x m matrix X we denote by ]]X]] a matrix norm equal 
to the spectral radius when X is diagonal. 
THEOREM 2.1. Suppose that the following conditions hold: 
(4) for each n and k < n, S,,JA,) is nonsingular, 
(5) the matrix equation BX2 - AX + C = 0 possesses two nonsingular solu- 
tions Y, Z with 
max{]X],AESpecY} <min{]X],XEspecZ}, 
and 
(6) the matrices CY-’ - A,, CZ- ’ - A, are nonsingular. 
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Then the iteration defined by (3) converges to CY- ‘, and there are 
numbers K > 0 and 0 < r < 1 independent of i such that 
(7) ]]U, - CY-‘J] < Kr’ for each i. 
REMARK 2.2. As will be shown in the proof of this theorem, we can take 
y<r<l, y=max]SpecY]=[min]SpecZ]]-‘, and y=r if Y and 2 are 
similar to diagonal matrices. 
REMARK 2.3. The condition (4) is valid for matrices which occur in 
spline interpolation theory, as has been shown in [22, 54.81. This condition 
ensures that the sequence (3) is well defined, that is, each Vi, i > 1, is 
nonsingular; see [13, Chapter 2, 53.31, [14, Chapter 1, Exercise 48; Chapter 
5, Exercise 111, [6]. 
REMARK 2.4. Assume that the equation det P(h) = 0 possesses 2m solu- 
tions Xi with 
0 < IX,I Q . . . Q IX,1 < pm+11 < *. * < l&l, 
and for each i there exists a vector z+ # 0, P(Xi)ui = 0, such that ui,. . . , U, 
and u m+ i,. . . , uarn are linearly independent. Then the matrices Y and Z, 
defined by the eigenvalues hi,. . . , A, and X,, i, . . . , A,, and the eigenvec- 
tors ui,. . . , u, and uc,+i,. . ., uZm, satisfy the condition (5). 
In the case of spline interpolation theory, the equation det P(h) = 0 has 
already been studied by many authors; see [l, 54.31, [2], [15], [17], [21]. 
Concerning matrix quadratic equations see [7], [12, $4.2, 11.4, 131. 
REMARK 2.5. The condition (6) holds when A, = A, and more generally 
if the spectral radius of X-‘B-‘(A, - A) is less than 1, with X = Y and Z. 
Since BX2-AX+C=O we have CX-‘=A-BX, so that CX-‘-A,= 
- BX[Z + X-‘B-‘(A, - A)]. This matrix is nonsingular, since the spectral 
radius of X-‘B-‘(A, - A) is less than 1. 
The following technical result will enable us to prove Theorem 2.1: 
LEMMA 2.6. Let W, and W, be square matrices (not necessarily of the 
same size), and II II1 and II II2 matrix norms equal to the spectral radius for 
diagonal matrices. Assume that W, is nonsingular and 
y=max{]h],AESpecW2}[min{JX],XESpecW,}]-’cl. 
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For each r, y < r < 1, there exists K > 0 such that for each m > 0 
If W, and W, are diagonable, we can take r = y. 
Proof of Lemma 2.6. The proof of [12, Lemma 4.91 (which is valid for 
more general matrix norms) shows that 
with constants C > 0, ri, ra > 0 independent of m (ri = 0 if W, is diagonable). 
Let r=y(l+s), O<e<y-‘- 1. There exists K > 0 such that for each 
ma0 
since the limit of the left side is 0 as m -+ co. We obtain 
C(m + rl - 2)r’mrzym < Kr”, 
and this proves the lemma. n 
Proof of the theorem. Let us denote R = CYpl and S = CZ-‘, so that by 
(5) we have: 
(8) R=A-RR-% and S=A-BS-‘C. 
It follows that 
=C+[q-‘(S-S)S-‘1 -lq-l(R-q)R-‘C 
= Z-‘(S - S) -l(R - u,)Y, 
where the first equality comes from (3) and (8). 
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Consequently, S - Vi and R - Vi nonsingular implies that S - Vi + 1 and 
R - Vi + 1 are nonsingular, so that by (6) we have: 
(9) (S-q+l)-l(R-q+l)=Z-i(S-Ul)-'(R-Ul)Y'. 
Let us denote T = (S - U,) -4 R - U,). Equation (9) becomes 
(s - q+l) -‘(II - q,,) = z-m’, 
so that 
and 
(R - v,+l)(l- z-W’) = (S - R)Z_‘27-i. 
From (5) and Lemma 2.6 we obtain Z-‘Ty’+ 0, so that for large i, 
Z - Z-W’ is nonsingular. Using the inequality 
we have 
thus by Lemma 2.6 this becomes 
and for a suitable constant K 
IIR - UiClll < Krif’. 
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3. FACTORIZATION OF S, 
Consider the mn x mn matrices U,V, W defined by: 
Uij = Ui for i = j, 0 in other cases, 
Vii = 1 for i = j, Vi for i = j + 1, 0 in other cases, 
Wij = Z for i = j, Wi for j = i + 1, 0 in other cases, 
where 0, I, Ui, Vi, Wi are m X m matrices and i, j = 1,. . . , n. 
THEOREM 3.1. Zf for each k=l,...,n-1 the submatrix S,,,(A,) is 
regular, then 
(10) 
with 
s, = vuw, 
01) U,=A,, q=A-BU,::C, i=2 ,..., n-l, 
V, = A, - BU,-‘,C, y = Bv,-‘, wi = q- ‘c. 
The proof is easy and left to the reader. See Remark 2.3. 
COROLLARY 3.2. We have 
(12) s,f, j = c ( - l)‘+%V#yI1*. . w,_,u,-‘v,_,v,_, 
max(i, j) d k 
. . 
with the convention that V,_,V,_,.*.V,=Z for k= j, WiWi+,. 
fork=i. 
. vi 
w,_,=z 
Proof. We have 
U,;/ = 17~ ’ for i = j, and 0 in the other cases; 
V,?=( -l)i”Y_,v;_,. . . Vi for j < i, I for j = i, and 0 in other cases; 
w,,'=(-~)~+jw~w,+,.. . wj_l for i < j, Z for j = i, and 0 in other 
cases. 
The remainder of the proof is easy and left to the reader. n 
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4. BOUNDING THE INVERSE OF S, 
After these preliminaries, we are able to prove our main result: a uniform 
bound for S, ‘. The matrix polynomials P(X) and Q(X) are defined in 
Section 2, and X is a solution of det P(X) = 0 if and only if det Q( X ‘) = 0. 
THEOREM 4.1. Suppose that the following conditions hold: 
(13) for each k < n, S,,.(A,) (S,,,(A)) is nonsingular; 
(14) the matrix equation P(X) = 0 (Q(X) = 0) possesses two nonsingular 
solutions Y and Z (Y, and Z,) satisfying 
(15) 
X,=max{Ihl,hESpecY} <min{lhl,hESpecZ}, 
pLm = max{ IhI, h E S pecY,} <min{lXI,hESpecZ,}, 
A,, P* < 1, 
(16) CY-’ - A,, CZ-’ - A,, and A, - BY are non.singuIar. 
For each (Y > max{ X,, p,,,}, we can find K > 0 independent of n such 
that 
p,f, jll G Kd-jl, i, j=l ,***, n. 
If Y and Y, are diagonuble, we can take a = max{ h,, p,,,}. 
Proof. The sequence IIUi_‘ll, i = 1,. . ., n - 1, where vi is defined by 
(ll), is uniformly bounded in n (not just in i), since by (13) (14), (16), and 
Theorem 2.1 we have q + CY- ‘, which is nonsingular. Moreover, by (11) 
and (7) we have U,, = A, - BU;?,C + A, - A + CY-’ = A, - BY, so that 
IlV[‘ll is uniformly bounded, since by (16) A, - BY is nonsingular. We 
obtain 
(17) Il~-‘ll < K,, i=l ,..., n2, 
with K, independent of n. 
We now prove a uniform bound for Wi - Y, i = 1,. . . , n - 1, Wi defined 
by (11). We have 
Wi-Y=q-‘C-Y=B-‘(CY-l-q+,), 
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and by (7) we obtain 
08) llwi-yll d Kzri, i=l ,...,n-1, 
with K, independent of n and 0 < r < 1. 
It is somewhat more difficult to give an estimate of [IV; - YirII. Consider 
the iteration defined by S, = A*, Si + i = AT - C*S,: ‘El*. This iteration satisfies 
the hypotheses of Theorem 2.1: (4) and (5) by (13) and (14), (6) by Remark 
2.5 as we have S, = A*. We obtain Si + BrY-i. But as ST+i = A - SS;*C, 
SF = A, we also have ST + CY - ’ and consequently CY - ’ = Y; *B, so that 
and by (16) 
(B*Y,‘- A;)* = CY-‘- A,, 
(19) B* Y,- ’ - A’; is nonsingular. 
We can prove similarly that CZ _ ’ = Z; *B and 
(20) B*Z, ’ - A’; is nonsingular. 
The iteration defined by Tl = A:, 
Ti+l = A*- C*I;-'B*, 
converges to BTY,’ [by (13), (14), (19), (20), and Theorem 2.11, and (7) 
gives us 
(21) IIq - BTY’,‘llT < K,s’, i=l ,...,n-1, 
with K, > 0, 0 < s < 1, and the norm (IXI(, defined by llXl[T = IIX*II. We 
have 
so that 
11% - y:II = IV-*( B*Y;‘- ~+l)llT, 
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and by (21) 
(22) llv, - q-11 G K,s’, i=l ,...,n - 1. 
Let us apply Lemma 2.6 to W, = Y (or to W, = Y,‘) and W, = I. By (15), 
for each A and ZA with A, -C X < 1, y, -C ZA -C 1, there exist K, and K, such 
that 
(2% IIY’II Q &,A’, 
with X = A,, i.~ = Z.L,,, if Y and Yr are diagonable. 
We now have to give an estimate of the quantities II Wi . . . W,ll and 
wk. . - Vi II appearing in S, i, j. We have 
wi . . .wk=(wi-Y+Y)(wi+,-Y+Y)-(w,-Y+Y) 
=yk-i+l+(~~-y)yk-i+y(w~+~-y)y~-~-~+ . . . 
where the general term of this sum is 
with Z=l,..., k - i + 1, i Q i, < . . . <i,gk, jr=i,-i, js=i,--i,-l,..., 
j, = i, - i,_, - 1, and jr + . . . + j,,, = k - i + 1 - 1. Its norm is bounded by 
Kl+lhj,+ ... +jr+I.K-ri,+ ... +i 
1 5 by virtue of (18) and (23). We obtain 
llwi ’ * . W,II G K5hk-i+l + ~K~lK~~k-ifl-$.i,+ “’ fi!, 
wherethesumistakenforZ=l,...,k-i+landi<i,<... <irdk.From 
Lemma 4.2 we have 
c ri, + ‘.. +i, = rli c ri,+ ... +i, 
i<i,< ... <i!<k 0 < i, < < i, < k - i 
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As O<r<l, the series ZIK:+‘.e. converges and we obtain the following 
bound: 
(25) llwi ” . Wk.1 Q K$p+l, 
with X >, X, and K, independent of n. Similarly 
(26) wk. . . VJ < Kgpkpi+l. 
In order to give a bound for S;:, j, starting from (12), we have 
where the sum is taken for max(i, j) < k < n. The estimates (17), (25), (26) 
give us 
and this completes the proof. 
The following lemma has been used in the proof above: 
n 
LEMMA 4.2. For each r, 0 < r < 1, the integers n and 1~ n + 1, let 
C-l = nFC1(l - r’) and 
A’, = x#,+ .” +I,, 
where the sum is taken for 0 < i, < . . . < i, < n. We have 
A’ < CT&- I)/2 nl 
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Proof. A’,_ 1 = r O+l+ “’ +I-1 = &-1)/z, and for I< n we have 
A’,, = c ri,+ ... +i, + rn c ri,+ ... +i,_, 
O<i,< ... <ilgn-1 Ogi,< .‘. <i,_,<n-1 
and 
A’, = c 
ri,+ ... +i, + 
c 
ri,+ ... +i, 
1 Q i, < i i, < n 1 B i, < ‘. c i, < n 
= ,.‘A’ 
n_l + r'-lA',&, 
and this proves the following formulas: 
A’, = (1- r”+‘)(l- r”+‘-I) -lA’,_,, 
Its now easy to prove the lemma. 
REM- 4.3. When S, is symmetric, the matrix equations P(X) = 0 and 
Q(X) = 0 are the same and we can take Y, = Y and Z, = Z. In this case 
A, = c1,. 
If S, is block-Toeplitz, i.e. A, = A, = A, the hypothesis (16) is satisfied, 
as has been shown in Remark 2.5. 
EXAMPLE 4.4. Let us consider the symmetric block-Toeplitz matrix 
defined by 
- 1152 720 - 160 
A=A,=A,= 720 - 480 120 I I 
- 160 120 - 40 
-1 12 - 60 
B=CT= 0 -3 30 I . 
0 0 -5 
yx= - 
zi= - 
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This matrix has been obtained from heptic splines on a regular mesh and the 
Bernstein basis as has been done in [9] for quintic splines. 
The matrix S, is not diagonally dominant, and each submatrix S,,, is 
nonsingular, since the equations defining splines are linearly independent. 
The equation det(A2B - XA + C) = 0 becomes 
h6 - 120h +1191X4 - 2416X3+1191X2 - 120X + 1= 0, 
and has been considered by many authors in relation with periodic heptic 
splines: [l, Chapter IV, $4.21, [2], [15], [17], [21]. 
Let us define p = A + h ‘. We have 
p3 - 120~~ + 1188~ - 2176 = 0, 
and this equation possesses three roots 
~1, = 2.40346... , 
p2 = 8.28218... , 
p3=109.31436..., 
so that 
X,=0.00915..., X,=0.12255... , h,=0.53528... , 
X,=1.86818..., X,= 8.15963... , x,=109.3052.... 
The eigenvectors of X, the solution of BX2 - AX = C, associated with the 
eigenvalue h, are given by 
(X2B - XA + C)+,, yx, z~)’ =O. 
If we consider the two last equations, we can take 
r = _ 1OA2-40x A2-16OA+1 
A 
X2-BsX+l -24X+6 ’ 
240X - 4 10X2 - 40h 
32h-12 h2-88h+l ’ 
240X - 4 A2 - 160X + 1 
32A - 12 -24h+6 
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so that 
x,=A4+72A3+262X2+72X+1, 
yx=80X3+524X2+208h+4, 
zx = 32h3 +628X2 + 416A + 12. 
Then the matrices Y and Z defined by the eigenvalues Xi, X2, X a and A 4, 
A,, X, and the corresponding eigenvectors (which are independent) are 
solutions of BX2 - AX + C = 0. The hypotheses of Theorem 4.1 are satisfied, 
sotbat cu=A,=~,,,=0.53528.... 
The author wishes to thank the referees for their careful reading of the 
manuscript and their helpful suggestions, and Michel Pradel for the proof of 
L.ernmu 4.2. 
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