The literature that investigates credit booms has essentially focused on their economic determinants. The purpose of this paper is to explore the importance of political conditionings and central bank independence. In doing so, a fixed effects logit model is estimated over a panel of 67 countries for the period 1975q1-2016q4. The results show that not only the economic but also the political environment influences significantly the likelihood of credit booms. Even though lending booms have not proven to depend on the electoral cycle, they are less likely when right-wing parties are in office, especially in developing countries, and when the political environment is more unstable. In addition, more independent Central Banks are found to reduce the probability of credit booms. However, when a country's monetary policy in the hands of a single regional monetary union they are more likely to occur and spread. Some significant differences are also unveiled when comparing industrial with developing countries.
I. INTRODUCTION
The 2008/09 financial crisis renewed the interest of economists and politicians in understanding the role that credit surges play in the formation, dissemination, and intensification of economic shocks. This event and the economic recession that followed reminded us, once again, that sometimes the credit system is not merely a spreader of shocks that hit the economy -as the traditional financial accelerator mechanism suggests -but it can be the source of the shock. In the previous decades, most economies experienced moments of rapid credit growth (or credit booms), some of them followed by financial crisis. These events are far from being rare and since they have the potential to both harm and benefit the economy, it is of great importance for policymakers to better understand the forces behind them. A significant body of research has tried to comprehend the economic determinants of abnormal credit growth and has successfully identified some relevant macroeconomic factors that are associated with the credit dynamics (Gourinchas et al. 2001; Barajas, et al., 2009; Arena et al., 2015; Dell'Ariccia et al., 2016; Meng and Gonzalez, 2017) .
However, the strict focus on economic determinants, neglecting other potential drivers, is a shortcoming found in the literature. In this paper, we tackle this limitation by exploring the role of some political and institutional factors in explaining lending booms. The present research focuses on the importance of the electoral agenda, political orientation, political stability, monetary unions and Central Bank independence to the development of credit booms. There are arguments to reasonably assume that these aspects can actually be relevant and contribute to a better understanding of credit booms -we return to this subject in section 3.
The results found in this paper do show that some of these unexplored dimensions are relevant and robust to changes in the definition of credit booms. Although no evidence of an electoral cycle in credit booms is found, they have proven to be less likely in the presence of some types of political instability (higher government turnover and decreased government's ability to stay in office) and when right-wing parties are in office, especially in developing countries. 4 Regarding the institutional framework for monetary authorities, we find that a country's monetary policy in the hands of a single regional monetary union seems to constitute a big challenge for the monetary authority: credit booms have proven to be more likely in those economies and when the level of Central Bank independence is low. The economic conditionings and central bank independence matter significantly for both industrial and developing countries. However, the political factors seem to matter most for the group of developing countries.
The rest of the paper is organized as follows. Section 2 reviews the existing literature on credit booms. Section 3 discusses the role of the political environment and of Central bank independence. Section 4 describes the data and methodology. The empirical analysis and the discussion of the results are presented in Section 5. Finally, Section 6 concludes.
II. LITERATURE REVIEW
Banking crisis are often associated with excessive credit expansions. As such, credit plays, not just the traditional positive role of supporting investment and economic growth, but also exhibits, under certain conditions, a malignant effect on the economy. What these conditions are and what drives credit expansions have been important topics of research in recent years. The literature has mainly tackled them from an empirical perspective 1 and identified some key explanatory factors (see Terrones, 2008, 2012; Dell'Ariccia et al., 2016) .
First, credit booms have been consistently linked to sharp increases in capital inflows triggered by periods of disinflation or by low interest rates in developed economies, factors that consequently raise the supply of loanable funds (Gourinchas et al., 2001; Calderón and Kubota, 2012; Gourinchas and Obstfeld, 2012) . These surges are usually associated with a rapid build-up of leverage or to a higher ratio of private credit to bank deposits which, in turn, may lead to financial fragility (Borio and Disyatat 2011; Gourinchas and Obstfeld, 2012) . In particular, rising inflows of 1 For some recent theoretical papers on the subject, see Boissay et al. (2016) and Burnside et al. (2016) .
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foreign capital may lead to excessive monetary and credit expansions (Sidaoui et al., 2011) , increase the vulnerabilities associated with currency and maturity mismatches (Akyuz, 2009) , and create distortions in asset prices (Agnello and Sousa, 2013; Agnello et al., 2012) .
Second, productivity shocks are also identified as a phenomenon that can pressure the capital stock to increase at a higher rate than GDP, thus strongly raising the credit-to-GDP ratio.
Additionally, a better economic environment can also promote a build-up of credit Terrones, 2008, 2012; Meng and Gonzales, 2017) .
Finally, researchers point out that financial reforms associated with financial liberalization, the reduction in banks' reserve requirements and increases in the provision of financial services may also contribute to more liquidity and to abnormal lending growth.
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Besides these factors, researchers also suggest that some domestic differences may account for the uneven incidence of booms across countries: situations of expansionary monetary and fiscal policies; less flexible exchange rate regimes; and weak supervision of the banking system (Elekdag and Wu 2013; Arena et al., 2015; Dell'Ariccia et al., 2016) .
III. THE ROLE OF THE POLITICLA ENVIRONMENT AND OF CENTRAL BANK INDEPENDENCE
In this paper, we explore the importance of the political environment and of central bank independence in explaining the likelihood of credit booms. Although unexplored from the econometric point of view, the relationship between politics and credit booms or financial crises has been debated in the related literature. For example, McCarty et al. (2013) discuss how political decisions and policy subtleties in the US contributed to the housing and credit bubble that occurred in the first decade of this century; Calomiris and Haber (2014) present historical evidence and 2 Mendoza and Terrones (2012) point that productivity surges, financial reforms, and massive capital inflow episodes appear before 20% to 50% of the peak of credit booms in industrial and emerging market economies. There are arguments to reasonably assume that the length of credit booms might be influenced by the electoral agenda, political orientation, government support, and even political stability. Since the 1970s numerous papers have studied the connection between politics and the economy either by highlighting the relationship between economic performance and governments' electoral success or by identifying politically driven policies affecting a significant number of macroeconomic variables.
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Of particular interest are the theories of "opportunistic" political business cycles suggesting that governments try to induce short-term economic expansions immediately before elections with the expectation that this may improve their chances of reelection (Nordhaus, 1975; Rogoff and Sibert, 1988; Rogoff, 1990) . Conflicting with this theory we find a different strand of literature, known as "partisan", arguing that governments are heterogeneous in the sense that they tend to exhibit different priorities when it comes to the economy. The most highlighted difference is that left-wing governments pursue low unemployment at the cost of higher inflation, while right-wing governments prioritize low inflation at the expense of higher unemployment. As well, tendencies to increase taxation, to reinforce the state's intervention in the economy or to increase expenditures are considered traits more associated to left parties than with other parties (Hibbs, 1977; Alesina, 1987; Alesina and Sachs, 1988) . When linking political ideology with credit expansions we believe that one of two opposing scenarios can occur. First, since right-wing governments are traditionally more prone to reduce state intervention, foster liberalization and to exert less control over the markets, one should expect them to contribute to an increase in the likelihood of a credit boom and the inverse should happen with left-wing governments. Broz (2010) shows that the expansion period of financial cycles is normally accompanied by the election of right-wing governments.
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Second, there are some traits generally associated with right-wing parties like a higher propensity for inflation control, smaller deficits and a lower inclination to implement income redistribution that may legitimize the opposite effect. The fact that the redistribution of income should be greater when left-wing governments are in power (see, for instance, Bradley et al. 2003 and Iversen and Soskice 2006) means that, under the left's rule, more people are expected to access credit or get involved in the financial markets. 4 This will contribute to an increase in the rate of credit expansion.
The reverse should happen when right-wing parties are in office.
Another environmental aspect to consider is that higher degrees of government neutrality and also overall political stability -like the presence of majority governments and reduced government turnover (ideological changes) -should produce a more stable economic environment, thus favoring credit growth.
Regarding the linkage between lending growth and the electoral agenda, ample evidence is found relating policy uncertainty generated by elections and the delaying of investments, more so when the electoral race is tight (see, for example, Jens, 2017; and Canes-Wrone and Park, 2014) .
Thus, the disruption and uncertainty caused by elections might have a negative effect on credit expansion. Alternatively, one could also argue that if opportunistic governments are successful in giving a significant boost to the economy prior to elections then these temporary positive shocks can eventually fuel credit booms. However, the theory predicts that after the elections governments are forced to contract the economy to correct the artificial unbalances generated previously, meaning that the positive pre-electoral effect may be mitigate or even canceled in the aftermath of the full political cycle.
Monetary policy is also an important theoretical factor to the understanding of why in some periods credit growth exhibits an excessive pace while in others it does not. Central Banks are the 4 In fact, Popa (2013) shows that the size of the house price bubbles across countries is mainly related to the percentage of homeowners, with more homeowners linked to larger bubbles.
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institutions that regulate the quantity of money present in the system. During a credit expansion, Central Banks typically exhibit a loose monetary policy of low interest rates that makes it easier for economic agents to obtain credit which eventually leads to more and cheaper investments, thus helping to place credit growth above normal standards. They also play an important role in the monitoring of the financial system and in preventing markets -and the overall economy -from overheating. However, political pressures can constrain the work of Central Banks, reducing the desired independence of these institutions. Indirectly, governments can influence Central Banks via three main sources. First, the board of the Central Bank is typically selected by parliament or by the government directly. Chappell et al. (1993) found that this appointment process is the primary channel through which political parties can influence Central Banks. Second, governments have the ability to send monetary policy signals to the Central Bank, using, for instance, media appearances to convey their preferences for a looser or tighter monetary policy (Havrilesky, 1988 (Havrilesky, , 1991 . Third, governments can threaten Central Bank officials, their jobs or question the very existence of the institution (Lohmann, 1998) . These and other aggressive moves may be used to force the Central Bank's policy into a particular direction.
From the governments' perspective the policy of credit expansion is definitively a good thing. More investment and higher consumption makes people happier, and happier people tend to reward the incumbent electorally. Hence, it is reasonable to assume that governments are particularly fond of periods of abnormal credit expansion and they have no desire to have on their hands a credit crunch. They also know that monetary policy is an important tool to help creating, fuelling or delaying the crunch of a particular credit boom. As such, it is expected that less independent Central Banks increase the frequency and intensity of credit booms and that they are less prone and free to intervene when the economy displays strong signs of overinvestment, excessive risk and/or overinflated market bubbles.
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IV. DATA AND METHODOLOGY
To assess the role of the economic conditionings, political environment and central bank independence on the likelihood of credit booms, we collected quarterly data for 67 countries (28 OECD or industrial economies and 39 developing or emerging market economies) 5 from 1975q1 to 2016q4 on real credit. These countries were selected according to the availability of economic and political data. This means that we consider only those countries for which there are: (i) data on deposit money bank claims on the private sector; (ii) reasonably long series for the main economic conditionings; (iii) and regular/frequent and competitive elections and changes in the political orientation of the government over the time period considered in this study.
We use quarterly data on deposit money bank claims on the private sector to identify credit booms because it is more appropriate to assess cyclical movements and volatility associated with crisis episodes. This measure of credit is taken from the line 22d of the IMF's International Financial Statistics (IFS). The amount of credit is then expressed in real terms by dividing the nominal credit by the CPI index (at the end of the quarter).
The definition/identification of credit boom episodes is not an easy task. The literature offers some approaches but no clear consensus on the best methodology to identify them. There seems to be no right or wrong way to identify credit boom events; each approach comes with its advantages and drawbacks (Gourinchas, et al., 2001; Tornell and Westermann, 2002; Terrones, 2008, 2012; Barajas, et al., 2009; Calderón and Kubota, 2012; Dell'Ariccia et al., 2016) .
Most of them compare a country's real credit per capita or the credit-to-GDP ratio to their non- linear trend. However, they diverge in some features, being some of the most important features:
(i) the filtering of credit and GDP series independently or directly as a ratio; (ii) and whether the trend, the thresholds or both are specific to each country.
The analysis provided in this study uses the criteria developed by Gourinchas, et al. (2001) -and later fine-tuned by Barajas et al. (2009) Having defined the binary depend variable for episodes of credit booms (CreditBoom), we move now to the right-hand-side of the equation to introduce their potential economic, political and institutional determinants. The main economic variables considered in this study are among those most commonly used in the existing literature, namely:
6 The advantage of the ratio of private credit-to-GDP is that it relates private credit to the size of the economy and corrects for the pro-cyclicality in bank lending. For other procedures see, for example, Terrones (2008, 2012) and Dell'Ariccia et al. (2016) . While Dell 'Ariccia et al. (2016) identify boom episodes by comparing the creditto-GDP ratio in each year t and country i to a backward-looking, rolling, country-specific, cubic trend estimated over the period between years t-10 and t, Terrones (2008, 2012) use the deviation of the real credit per capita from its long-run trend to identify those booms.
7 The HP-filter is used to compute the trend, where the value of Lagrange Multiplier employed in the maximization problem is λ=1600 (for quarterly data). For robustness, we also consider later other more restrictive thresholds (1.75 and 2.0) and Terrones (2008, 2012) approach.
8 For details, see Table A1 in Annex.
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-Total gross capital inflows as percentage of GDP (CapInflows). This is the main proxy for capital inflows and includes information from three main components: foreign direct investment, portfolio investment and other investment liability inflows. The data for this variable (and respective components) comes from the IMF's Balance of Payments Statistics (BOP), while data for GDP is gathered from the World Bank's World Development Indicators (WDI). The respective components will be considered later as a sensitivity analysis. In line with the literature (Gourinchas et al., 2001; Calderón and Kubota, 2012; Gourinchas and Obstfeld, 2012 ; among others), we conjecture that total capital inflows are positively related to the likelihood of credit booms.
-Ratio of private credit to bank deposits (Credit/Deposits). This is a proxy for liquidity in the banking system, where deposits are measured as the sum of demand and time deposits (IFS lines 24 and 25, respectively). We anticipate that credit booms are more likely when liquidity is lower (Borio and Disyatat 2011; Gourinchas and Obstfeld, 2012 ; among others). Hence, we expect that credit booms will build up with credit growing faster than deposits.
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-Interest rate spread (IRspread). This is a measure for the banking margin which accounts for the relative price of credit. It is computed as the difference between the average lending rate and the deposit rate, in percentage. These data are collected from the IMF's IFS. Even though the cost of credit is neglected to be directly addressed by most of the studies (with the exception of Barajas et al., 2007) , this is an important conditioning to be accounted for. We expect that credit booms are less likely when the relative cost of credit is high.
-Growth rate of real GDP (RGDPgr). Quarterly data of real GDP (in local currency at constant prices) is obtained from Datastream and national sources to compute the year-over-year GDP growth rate. According to the literature Terrones, 2008, 2012; Gourinchas and 9 Other measures of credit are also considered later in this study to assess their impact on the building up of a credit boom: ratio of real credit to GDP and to population.
12 Obstfeld, 2012; Dell'Ariccia et al., 2016; Meng and Gonzales, 2017 ; among others), we conjecture that a better economic environment favours the build-up of credit booms, making them more likely.
-Inflation rate (Inflation). It is measured by the (year-over-year) percentage change of the consumer price index (CPI) and the data is from the IMF's IFS. In this case it is not easy to conjecture a sign for its impact: on one hand, price instability may generate uncertainty and less willingness for economic agents to invest; but, on the other hand, it may promote credit booms if the monetary policy is loose, i.e. if the monetary authorities do not intervene by rising the interest rate accordingly to adjust the cost of borrowing.
-Current account balance as percentage of GDP (CurrAccount). Gourinchas et al. (2001) show that credit booms are associated with a worsening of the current account, so we expect to confirm this finding. Data for this variable are obtained from the WDI.
-Trade openness (Openness). This is equal to exports plus imports over GDP (source: IMF-IFS). Even though there is no clear evidence of its impact on credit booms (see, for example, Dell'Ariccia et al., 2016), we conjecture that more opened economies may need to rely more on credit to finance their external commitments at some points in time, which may generate a temporary surge in credit.
-Overvaluation of the real effective exchange rate (ApprecREER) as a proxy for asset prices.
This variable is obtained using quarterly data from the IMF's IFS. An increase in the REER index means a real appreciation; An overvaluation is measured as the deviation of the REER index from its HP-filtered trend. As an increase in this variable translates into a rise in asset prices, this might lead to an increase in credit to keep up with the rise in asset prices. Hence, according to Calderon and Kubota (2012), we anticipate that a real exchange rate overvaluation will raise the likelihood of a credit boom.
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-Exchange rate flexibility (ExchRateFlex). This variable is proxied by the coarse classification of the exchange rate regime developed by Reinhart and Rogoff (2004) , and updated by Ilzetzky, Reinhart and Rogoff (2009) quarters before the election, and 0 otherwise. Later, in the sensitivity analysis, it will be replaced by the election quarter dummy (ElectionQtr), election year dummy (ElectionYr) and year after the election dummy (YrAftElection). It is expected that the uncertainty in the months leading to elections might not be beneficial for credit booms; as discussed in the previous section, the opposite effect can also be admissible, although less likely to occur.
-Political orientation dummies: Right, Centre, and Left. These dummies take the value of 1 when the government if formed by a right-wing, centre, or left-wing party, respectively, and 10 The data for all political variables used in this study were collected from the Database of Political Institutions 2015.
The DPI is in an annual database, so we had to construct a quarterly version of the data. Since we had quarterly information on the date of all elections, we use this information to change the annual nature of the data for all political variables used in this study to quarterly data at election points. For those changes found in the annual data that were not accounted by elections we opted by leaving them annually-based. As such, our quarterly variables (excluding YrBefElection, ElectionQtr and YrAftElection) are only partially quarterly variables. Nevertheless, they are clearly more accurate than their annual counterparts. 14 0 otherwise. 11 As discussed in the previous section, there is no clear theoretical prediction for how government ideology affects credit booms; as such; this dimension is open to the empirical debate.
-Majority government dummy (MajorityGov), which takes the value of 1 when the government formed by a governing party that has an absolute majority of seats in the legislature or parliament. Majority governments may help to promote a more stable economic environment, therefore, creating conditions for credit booms to thrive.
-Number of government changes (NGovChanges). This variable records the number of government changes (due to elections or not) over the previous five years. Overall, political stability delivered by the presence of majority governments and reduced government turnover (and, hence, ideological changes) are expected to promote credit booms.
Other economic and political variables will be considered later in the sensitivity analysis.
and free to intervene they are when the economy displays strong signs of overinvestment, excessive risk and/or inflated market bubbles. Hence, credit booms might be less likely the more independent the Central bank is.
-Monetary Union (MU). This is a dummy variable that takes the value of 1 when the country's monetary policy is in the hands of a regional monetary union (for example, the members of the Eurozone or Central Bank of West African States). With this variable, we intend to capture spillover and/or contagion effects over the members of a monetary union.
As the dependent variable used in this analysis is a dummy, we rely on a binary choice model to estimate the coefficients of interest. A logit model is employed to explain the probability of a credit boom occurring in country i at quarter t, given the economic (Econ), political (Pol) and institutional (Inst) conditionings described above. Hence:
where α, β and γ are the vectors of the parameters to be estimated and Λ(·) is the logistic cumulative distribution function. As the logit model is to be estimated over a panel of 67 countries over the period 1975q1-2016q4, a panel data analysis is considered. The application of binary models to panel data analysis is straightforward (see Greene, 2012, Ch.17 ). The structural model for the panel data to be estimated in this study can be written as follows: 
V. EMPIRICAL ANALYSIS
This section starts with the discussion of the main results from the estimation of the logit model. Then some sensitivity analyses and robustness checks are provided. The last sub-section addresses the differences between industrial and developing countries.
V.1. Main findings
The results from our baseline specification are presented in Table 1 Most of these results remain valid when we add the political and institutional factors (see columns 4-6). The exceptions are the inflation rate -which is no longer relevant -and the overvaluation of the REER, which shows the expected positive effect on the likelihood of credit booms. Nevertheless, the main novelties of this paper come from the results we get for the political and institutional conditionings. Despite no evidence of an electoral cycle is found in the build-up of credit booms (YrBefElection), they have proven to be substantially less likely when right-wing parties (Right) are in office. More specifically, the probability of a credit boom is 6.4 percentage points lower with right-wing governments than with centre or left-wing ones. This result is at odds with the idea that right-wing governments should foster credit boom episodes because they are traditionally more liberal and tend to exert less control over the economy. Probably the resistance they exhibit towards the policy of income redistribution, their tendency for smaller deficits and to a tighter inflation control may be retracting the occurrence of credit booms. We examine this effect more closely further ahead.
The idea that political instability could reduce the likelihood of credit booms occurring is only supported by the evidence of a negative effect found for the variable NGovChanges. More frequent government turnovers are probably increasing economic uncertainty, hence reducing investment and, consequently, the demand for credit. However, the extra stability that majority governments are expected to provide does not seem to be relevant. We return to this subject in the sensitivity analysis (see Table 3 ) where we introduce the International Country Risk Guide (ICRG) index of government stability.
Regarding the institutional controllers we also get some striking findings. Variations in Central Banks' independence (CBI) affects credit surges and as expected, the more independent they are, the lower the propensity for credit booms will be. Their greater independence to intervene with the adequate monetary policy measures when the economy is showing signs of overinvestment, stock and housing market bubbles, excessive risk and too much credit is detrimental to mitigate the accrual of credit booms.
Additionally, we find that when the country's monetary policy is in the hands of a regional monetary union (MU), credit booms are more likely to occur. This is a surprising result as we end up with only Eurozone countries in our estimations. Nevertheless, this result might be indicating the presence of credit spillovers or contagion effects over the members of this monetary union.
Given countries asymmetries it may not be easy for the monetary authority to tackle potential credit booms with a policy that fits them all and without hurting some states.
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Even though we use lags of the economic variables to account for simultaneity problems, the endogeneity issue is directly addressed in regressions 7 and 8 by employing two instrumental variables approaches: an IV-Probit and a two-stage FE IV-Logit. The first estimator is a standard IV-Probit where fixed-effects are not accounted for. As this estimator does not provide consistent estimates with fixed-effects -and they are present -we rely on an alternative fixed-effects IVLogit estimator, where we follow the traditional two-stage instrumental variables approach. In the first-step, as in the IV-Probit, potential endogenous economic variables like TotCapInflows, Credit/Deposits, IRspread and RealGDPgr are assumed to be endogenous and they are instrumented using their respective four lags and a dummy that takes the value of one when a country is hit by a banking crisis (BankCrisis). It is expected that such crises may affect the inflows of capital, the credit-to-deposits ratio, relative price of credit and growth. All instruments have proven not to be weak in the first-step OLS estimations (with both estimators). In the second-step, the fitted values for those four potentially endogenous regressors are used in the estimation of a fixed-effects logit (in the same fashion as in the IV-Probit). The previous results and conclusions remain unchanged and we also conclude that endogeneity is not an issue in our analysis as the Wald exogeneity test in the IV-Probit and the Durbin-Wu-Hausman test in the FE IV-Logit do not reject the exogeneity hypothesis.
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Overall, we conclude that not only the economic but also the political environment, the degree of Central Bank independence and monetary unions matter for the understanding of the likelihood of credit booms. 16 We also considered other variables as potentially endogenous and other instruments but, in general, the conclusions were similar. The results of those experiments are not reported here, but they are available upon request.
V.2. Sensitivity analysis and robustness checks
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To check for the sensitivity of these results to changes in the controllers, we provide next an analysis where different proxies are used to account for the economic, political and central bank independence measures (Tables 2-4) , and a robustness analysis, where additional different definitions of credit booms are considered (Table 5) . Table 7 presents the results of some sensitivity tests to the economic variables. We start by replacing TotCapInflows by its components: foreign direct investment inflows (CapInflowsFDI), portfolio investment inflows (CapInflowsPI), and other investment inflows (CapInflowsOI), respectively. The results show that the total positive effect of capital inflows on the likelihood of credit booms is mainly driven by portfolio and other investment inflows.
[Insert Table 2 around here]
Next, we used the credit to GDP ratio (Credit/GDP) and the real credit per capita (RealCredit/Pop) instead of Credit/Deposits as alternative proxies for liquidity. Despite the marginal effect on the first is not significant, RealCredit/Pop confirms the quantity of credit as an important driver of credit booms. The results in column 6 also corroborate the conclusion that not only the quantity, but also the price matters. Replacing IRspread by its components, we show that higher lending rates (LendRate) deter the economy from credit booms, while higher deposits rates (DepositsRate) seem to have an opposite effect. In the end, it is their spread (i.e. relative price or banking margin) that defines the direction of the overall effect, which has proved to be significantly negative, as expected. This is an important finding regarding the price-effect to which the literature on credit booms has not given a proper attention so far.
Additionally, we also check the sensitivity of the exchange rate flexibility indicator by using the fine measure (ExchRateFlexF) proposed by Reinhart and Rogoff (2004) , but no relevant change is found relatively to the coarse measure. Despite all these experiments, the results for the other conditionings remain qualitatively and quantitatively unchanged.
21 Table 3 reports the results for the sensitivity analysis regarding the political variables. The dummy YrBefElection is successively replaced by ElectionQtr, ElectionYr and YrAftElection.
These alternative dummies for the political cycle are equal to 1, respectively, in the election quarter, election year and in the year after the election (and 0 otherwise). None of the respective marginal effects is statistically significant, which confirms our initial findings that no electoral cycle is present in the credit booms' dynamics.
[Insert Table 3 around here]
Regarding partisan effects, we confirm that credit booms are indeed more likely with both centre and left-wing governments, but they seem to thrive more when centre parties (Centre) are in office as the magnitude of its marginal effect is substantially higher than the one associated to
Left (see column 4). Even though the propensity of credit booms is not affected by the presence of majority governments, we find that when they are split into single party majority governments (SPMajGov) and coalition majority governments (CoalMajGov), this second type has a marginal positive influence on the propensity for credit booms to arise. As alternative proxies for political stability we tried, in regressions 6 and 7, the number of quarters a party is in office (PartyTenure) and a risk rating indicator for government's ability to carry out its declared program(s) and to stay in office (GovStability). 17 The higher this indicator is, the lower the government stability risk. With this indicator we corroborate the idea that government stability is favourable for credit booms to flourish. Despite these experiments, results for the other variables remain unaffected.
The last set of sensitivity tests reported in Table 4 [Insert Table 4 around here]
One of the instruments that Central Banks can rely on to stabilise any inflationary pressures, market bubbles or misalignments from the economic fundamentals is the Central Bank monetary policy-related interest rate (CBankRate). However, it does not seem to be as effective as the actual market lending rate or interest rate spread charged by commercial banks. Even though the Central Bank is not successful in controlling the occurrence of credit booms by managing the price of money, it is more prolific in mitigating them when acts over the supply of money: a decrease in the growth rate of M2 (M2gr) contributes to a decrease in the likelihood of a credit boom. Even though the number of observations is slashed to half, the findings for the other variables remain unchanged.
Additionally, we also try to uncover interactions effects between CBI and political orientation (CBI*Right) and monetary union (CBI*MU) but no statistically significant effects were found (columns 6 and 7).
To test the robustness of our results to the criterion used to define a credit boom, Table 5 reports the results from Gourinchas et al. (2001) and Mendoza and Terrones (2008) criteria using three different thresholds for their computation: 1.5, 1.75 and 2.0. In a similar fashion to Gourinchas et al. (2001) , Mendoza and Terrones (2008) identify a credit boom when the deviation of (the log of) real of real credit per capita relatively to its HP-trend exceeds 1.5, 1.75 or 2.0 its standard deviation. As observed in Table 5 , this seems to be a more restrictive criterion as fewer episodes of credit booms are identified by this method.
[Insert Table 5 around here] 23 Nevertheless, despite the criterion or threshold used, the main results and conclusions of this study remain unchanged, confirming that not only the economic environment matters to explain the build-up of credit booms.
V.3. Government Ideology and Industrial vs Developing countries
As a final exercise we split our sample in two groups: industrial countries (essentially OECD countries) and the others (essentially developing countries). The idea is to check whether or not these heterogeneous groups are differently affected by the economic, political and institutional determinants. The respective results are presented in Table 6 (columns 1 and 2).
[Insert Table 6 around here]
We observe that, in both groups of countries, credit booms are driven by a higher level of economic growth, worse current account stance, trade openness, less independent Central Bank and monetary unions. Interestingly, no evidence of a political cycle is found in both cases.
However, there are some noteworthy differences. Credit booms in industrial countries are also more likely when capital inflows increase, the REER is overvalued, and with minority governments, which is not the case for developing countries. Instead these are more prone to face credit booms when the quantity of credit to deposits is higher and the interest rate spread is lower and with majority governments. This later effect may relate to the fact that developing countries in general exhibit less established democracies, therefore majority governments may be more critical for government stability.
One noteworthy result found is that the enduring negative impact of right-wing governments on the likelihood of credit booms reported in the previous estimations seems to be restricted to developing countries and it is a characteristic of the 1990s and especially of the first decade of this century (see column 6). Overall, some traits generally associated with right-wing parties like a higher propensity for inflation control, smaller deficits and a lower inclination to 24 implement income redistribution may help understand this negative effect. Additionally, emerging countries have more fragile economies, a characteristic that may reinforce the need for such policies. Nevertheless, to further understand this effect we check for differences between right wing governments and other incumbents in developing countries regarding the economic determinants of credit booms. All economic variables were tested and columns 3 to 5 report the results found to be statistically significant. The negative effect of the relative price of credit reported in column 2 only happens during the right's ruling (see column 3). This can also be linked to their greater willingness to control inflation. Additionally, when centre or left-wing parties are in office in developing countries, inflation has a significant positive impact on the likelihood of a credit boom;
however, that impact is significantly reduced with right-wing governments (see column 4).
Similarly, the negative effect of a better current account stance on the likelihood of credit booms is counteracted by governments ideologically leant to the right. As for the other economic variables no significant differences were found.
VI. CONCLUSION
Previous studies have mainly focused on the economic determinants of credit booms. This article provides valuable new insights into the dynamics of credit cycles by exploring the role of some political and institutional aspects.
Estimating a fixed effects logit model over a panel of 67 countries for the period 1975q1-2016q4 we confirm many of the important economic drivers identified in previous studies. In particular, we show that credit booms depend not only on the quantity of credit (capital inflows and the ratio of credit to deposits), but are also influence by its relative price. At the same time, economic growth and economic openness also build-up the conditions for the appearance of lending booms. In contrast, economies that can generate more liquidity are less likely to be affected by credit booms.
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As to other aspects of lending booms, we find that they appear to be immune to the electoral cycle, meaning that the uncertainty and/or political opportunism usually associated with electoral periods seem to be irrelevant to their dynamics. However, evidence suggests that a stable political environment improves the likelihood of having a credit boom, although the extra stability majoritarian governments are expected to provide does not seem to be relevant. Additionally, boom episodes have proven to be substantially less likely when right-wing parties are in office. Some characteristics generally associated with right-wing parties like a higher propensity for inflation control, smaller deficits and a lower inclination to implement income redistribution may be fuelling this outcome. Upon further examination, we find that this effect was restricted to developing countries and, by the most part, specific to the first decade of this century. A closer inspection on how the economy impacts credit episodes in these countries under the right's ruling revealed some additional insights. Overall, the relative price of credit, inflation and the current account balance all exhibited quite different relationships with credit booms when right-wing parties were in office.
Our analysis also shows that the more independent a Central Bank is, the lower the propensity for credit booms will be. More independence increases the capacity to efficiently intervene with the adequate monetary policy measures when the economy is showing signs of overinvestment, stock and housing market bubbles, excessive risk taking and too much credit.
Hence, central bank independence is detrimental to mitigate the accrual of credit booms. Finally, results suggest that when a country's monetary policy is in the hands of a regional monetary union, credit booms are more likely to occur. Tables A1 and A2 in Annex. Logit estimations considering the Gourinchas et al. (2001) criteria with threshold equal to 1.5. Standard errors are reported in parentheses for each marginal effect; ***, **, * -statistically significant at 1%, 5% and 10% level, respectively. #Episodes indicates the number of episodes of booms. The Schwartz Bayesian Information Criterion (SBIC) is computed as follows: SBIC=-2LogL+kLog(N), where k is the number of regressors and N is the number of observations. The McFadden-R 2 is the pseudo-R 2 =1−LogL/LogL0, where LogL0 is the log-likelihood of the model with only a constant term. The FE-test reports the Hausman test statistic and respective p-value (in square brackets) for the comparison between the ordinary and the fixed effects logit (for details, see Greene, 2012, pp. 763-764) ; the RE-test reports the LR-test statistic and respective pvalue (in square brackets) for the comparison between the ordinary and the random effects logit; and the REvsFE-test reports the Hausman test statistic and respective p-value (in square brackets) for the comparison between the random and the fixed effects logit. Decade-dummies are included in all estimations to account for time effects. All economic variables are lagged one period to avoid simultaneity problems. In columns 7 and 8 are reported the results from instrumental variables estimations, where TotCapInflows, Cred/Deposits, IRspread and RealGDPgr are instrumented with their respective 4 lags and a dummy for periods of banking crises. The results from the respective endogeneity tests (Wald exogeneity test for the IV-Probit and Durbin-WuHausman for the FE IV-Logit) are reported at the bottom of the table (respective p-value in square-brackets). Gourinchas et al. (2001) criteria with standard deviation threshold equal to 1.5. Standard errors are reported in parentheses for each marginal effect; ***, **, * -statistically significant at 1%, 5% and 10% level, respectively. Decade-dummies are included in all estimations to account for time effects. All economic variables are lagged one period to avoid simultaneity problems. CapInflowsFDI, CapInflowsPI and CapInflowsOI represent, respectively, foreign direct investment, portfolio investment and other investment liability flows as percentage of GDP; Credit/GDP is the ratio of private credit to GDP; RealCredit/Pop is the ratio of private credit to the population; LendRate and DepositsRate are the average interest rates on loans (lending) and deposits, respectively; ExchRateFlexF is an alternative fine classification for the exchange rate flexibility ranging from 0 to 15 (see Reinhart and Rogoff, 2004; and Ilzetzky et al., 2009 Tables 1 and 2 . ElectionQtr, ElectionYr and YrAftElection are equal to 1, respectively, in the election quarter, election year and in the year after the election, and 0 otherwise; Centre and LefGov are dummies for centre and left-wing governments, respectively; SPMajGov and CoalMajGov are dummies for single party majority governments and majority governments formed by a coalition, respectively; PartyTenure measures the number of quarters that the current party has been in office; GovStability is a risk rating indicator for government's ability to carry out its declared program(s), and its ability to stay in office (the higher this indicator is, the lower the government stability risk). Gourinchas et al. (2001) criteria with standard deviation threshold equal to 1.5. The number of credit boom episodes is reported at the bottom of the table for each group of countries. A fixed effects logit is estimated for the sub-samples of industrial and developing countries. Notes: This table reports the number of episodes/spells (#Spells), the mean duration (Mean), the standard deviation (St.Dev.), the minimum (Min.) and the maximum (Max.) duration for credit booms. The data are quarterly and comprises 67 countries over the period 1975q1-2016q4. Credit booms are identified using the works of Gourinchas et al. (2001) and Barajas et al. (2009) . A credit boom takes place when the deviation of the ratio of credit to GDP from its trend exceeds 1.5 times of its standard deviation or the (year-on-year) growth in the credit-GDP ratio exceeds 20 percent. (Max.) for the maximum number of countries that could be used in the estimations (51 countries) over the period 1975q1-2016q4 (see Table A3 for the list of countries used in the estimations). 
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