Abstract
Introduction
Computing feature correspondence under scale changes is necessary for many computer vision applications. For example, this is the case for image retrieval, recognition from local features, stereo vision, image mosaicking, and 3D modeling from wide baseline images. Interest point detectors are often used in order to reduce the amount of data and to compute feature correspondences for interest points only [15] . The repeatability of interest points detectors is therefore important and has been studied quite intensively [9] . Generally however, repeatability does not say anything about the probability that an image feature can be matched correctly, that is that the image feature is salient for the current application. This article evaluates interest point detectors with respect to the saliency of the selected features. Recently, scale invariant interest point detectors have been described. Therefore it is interesting to explore the behavior of such interest point detectors under scale changes.
Saliency of an image feature can be defined to be inversely proportional to the probability of occurrence of that image feature. That is the lower the probability of occurrence the higher the probability of a correct match and therefore the higher the saliency or discriminance of that feature. Selecting only salient features by means of an appropriate interest point detector has the potential to improve the overall result of the matching as well as to reduce computation time.
Section 2 defines the saliency of an image feature and proposes a saliency measure. Section 3 introduces three popular and state-of-the-art interest point detectors for preprocessing. Obviously, the saliency of image features depends on the feature vectors used. It does, however, also depend on the application and the data. Section 4 therefore reviews the feature description and matching technique used in the subsequent experiments. Section 5 evaluates the interest point detectors with respect to the selection of salient features. The validity of the approach is demonstrated on the example of two image databases.
Salient Features
The most salient or discriminant image features are those that allow to distinguish one feature from others. An image feature that is present in only a single image or on a single object would allow to distinguish this image or object from all others. According to the definition, such a feature has maximum saliency. The term "salient feature" has previously been used by many other researchers, for example [2, 13, 16, 17] , although definitions vary.
Intuitively, saliency corresponds to the rarity of a feature. Following Walker et al [17] , we want to formalize this by defining the saliency over the probability density in feature space. In their work, they approximate the probability density by a mixture of Gaussians. This permits efficient use of the resulting saliency estimate, but the accuracy of the approximation is naturally limited by the Gaussians' capability to model the true probability distribution. Since our focus is not on efficiency, but on accurately measuring the saliency of points obtained by existing state-of-the-art methods, we prefer a more exact approximation by directly using all available training features. Given a feature space populated by AE learned points, the probability density in a certain volume Î containing Ã points can be estimated by Ô´Üµ Ã AE Î . The saliency is inversely proportional to this density.
For the estimation of the saliency × of an image feature , we consider a Parzen window in form of a hypersphere Î around . This leads to the following measure:
In the experiments reported below, AE and are constant. The saliency therefore
A small number of samples in the considered -sphere indicates a high saliency, since the probability of confusion is small. The equations above allow to determine the saliency of features: × ´ µ is computed by counting the elements Ã within a sphere of radius centered on the feature vector of . The robustness is increased when several image features are considered. Using the measure to calculate the saliency for all available image points, however, is computationally prohibitive. The determination of saliency requires a search in descriptor space, which has the same computational complexity as calculating feature correspondence itself. We therefore need a means to select image points.
Interest Point Detectors
An idea to reduce the computational cost for image analysis is to take the image content into account by pre-screening with an interest point detector. In the following we introduce three state-of-the-art interest point detectors, which have been shown to yield high repeatability [9, 15] . The next section evaluates those interest point detectors with respect to the saliency of the selected points.
Harris Corner and Edge Detector. The Harris corner and edge detector [5] uses the auto-correlation function to determine locations where the signal changes in two dimensions. The following matrix , related to the auto-correlation function, is computed which contains first derivatives, Ä Ü , Ä Ý , of the image. The eigenvectors of give the principal curvature of the auto-correlation function. Two high eigenvalues indicate a detection point. The corner response function Ê is used for point detection without explicitly computing the eigenvalues. Ê is based on the determinant and the trace of . The factor « determines the maximum ratio of eigenvalues for which Ê is positive. We use « ¼ ¼ as suggested by Harris.
Lindeberg Interest Point Detector. An alternative method is based on interest points proposed by Lindeberg [7] . Lindeberg generalizes interest points to scale space. He defines a normalized scale-space extremum of a differential entity norm Ä as a point in scale space that is simultaneously a local extremum with respect to the spatial domain and the scale parameter. In terms of derivatives, such points satisfý
Since scale space and spatial domain are discrete, the interest point detection is implemented by searching an extremum in three dimensions (x, y, and scale). In our system, the intrinsic scale of a feature is computed from the normalized Laplacian. The Laplacian has been chosen due to its blob detection property. Choosing the Laplacian also as normalized differential entity for interest point detection has several advantages. Firstly, the blob detection property is conserved, and, secondly, the data computed during the feature description can be reused (see Section 4). This means, that the interest points can be computed with little additional computing cost. We point out that other entities can be used, which will result in different types of interest points.
Harris-Laplacian Interest Point Detector.
Recently, Mikolajczyk and Schmid [9] have proposed a new interest point detector that combines the repeatability of the Harris detector with the scale invariance of the Lindeberg detector. This Harris-Laplacian interest point detector is computed by a similar principle as the Lindeberg detector, that is interest points are searched in the volume spanned by the spatial coordinates and the scale parameter (x,y, and scale).
In a first step, a scale space representation of the Harris function À is built. At each level of the scale space, we search local maxima of the Harris function
where Ï is the 8 point neighborhood of Ü. For each of these candidate points on the different levels, we then test if the candidate point simultaneously presents a maximum over scale by evaluating the normalized Laplacian in scale direction. Only points that fulfill both conditions are returned. 
Application to Feature Matching
Our goal is the evaluation of interest point detectors with respect to their capability of choosing salient points. Such an evaluation is only possible in the context of an application. Our test case is image indexing under scale changes. The following section describes the type of features we use and our implementation of the saliency computation.
Description of Local Image Features
Feature descriptions by Gaussian derivative operators have become popular in the recognition community [8, 9, 11, 14, 15] . A local feature (represented by a small image window) is described by its projection on a particular set of Gaussian derivatives. Gaussian derivatives of low orders measure the basic geometries of local image features [6] . In addition, they can be normalized for local scale and orientation, such that the description is invariant to those influences. The discriminance of feature vectors can be increased by extending them to the color domain. Among the existing color spaces, the luminance chrominance space has been found to be the most adapted for feature description [3, 4] .
In the experiments, we use the Gaussian derivative vector displayed in figure 1 which has produced good results in previous experiments [4] . In order to consider an image feature at its appropriate scale, we apply Lindeberg's automatic scale selection algorithm [7] . For all image features, it scans the scale space and returns an intrinsic scale. This intrinsic scale can be reliably retrieved even when the input image undergoes scale changes [7, 9] . By scaling the Gaussian derivative vector to its intrinsic scale, we thus obtain a scale invariant feature description. The resulting feature vectors populate a multi-dimensional feature space. In this particular space, the distance between feature vectors can be used as a measure for similarity of features in image space, as has been observed by Ohba and Ikeuchi [10] . Retrieval of image features can therefore be described as a nearest neighbor problem.
Saliency Computation and Matching
All appearance based recognition systems require a learning phase prior to recognition. In our system, learning is performed by projecting a dense grid of overlapping neighborhoods onto the (scale and orientation normalized) Gaussian derivative vector. The feature vectors need then to be stored appropriately. For efficient retrieval, the type of indexing structure is crucial. In our system we use a hash tree structure similar to the one used in [1, 15] . The tree is based on the principle of KDB-trees [12] that all major axes of the descriptor space are divided subsequently into Ò parts of equal length. This tree has the property that the feature vector is used as direct access key to the leaf containing the most similar model feature vectors.
For feature matching, a local feature is selected from an unknown image and projected onto the Gaussian derivative vector normalized to scale and orientation. Matching candidates are determined by searching the feature description space that is populated by feature vectors acquired during learning. All feature vectors situated within a certain distance in descriptor space from the observed feature vector are considered as matching candidates. The most likely object is obtained by processing the candidates' image labels.
Performance of Selection Strategies
In this section, we evaluate the interest point detectors of section 3 with respect to the saliency of their results in the context of image indexing under scale changes.
Influence of the Detector Parameters
The interest point detectors presented in section 3 each depend on a set of parameters, which can be used to tune their behavior. Most notable is the final threshold Ø, which controls the quality of the returned points. For a fair comparison, we therefore evaluate the detectors over their respective parameter range in terms of precision and recall.
In a first experiment, we compare the influence of different parameter choices for each of the three detectors. For every detector, we vary the final threshold. The remaining parameters are kept at a fixed setting which has proven best in previous experiments.
As a testbed, we choose two image databases. The first database consists of 49 images of manufactured objects, such as toy cars, toy animals, different containers, cups and cutlery. The second database contains 60 images from the Corel database depicting nature scenes such as mountains, lakes, forests and wildlife. For every image pixel from the training set, we calculate a feature vector at the estimated intrinsic scale. All of these vectors are collected and stored in a tree structure. For testing, we apply the different interest point detectors to the test images. For every interest point, we calculate the corresponding feature vector and look up its saliency according to definition (2) , that is the number of trained feature vectors in its -neighborhood. Figure 2 shows the results of this experiment on the manufactured objects for × ½ Ã ½ ½¼¼ . The diagrams depict the precision/recall tradeoff for different threshold settings for all three detectors, averaged over the 49 test images. It can be seen that the Harris-Laplacian detector (Ha-Lap) returns only very few, but highly salient points. The Harris detector yields significantly more points than Ha-Lap even with the lowest threshold setting, but a lower percentage of them is salient. Still, the total number of salient points is higher for Harris (see Figure 2(right) ). The Lindeberg detector, finally, can be tuned to yield either high precision or high recall, but not both at the same time. For other values of Ã, the curves shift, but the same qualitative behavior can be observed.
As saliency depends on the application and thus on the data, we performed a second experiment using a different data set for comparison. Figure 3 shows the precision and recall curves for the images of the Corel database. It can be seen from the diagrams that, due to the higher variation in image content, the returned interest points have a higher overall saliency. However, the interest point detectors exhibit the same qualitative behavior: Harris-Laplace has high precision, but low recall; Harris has slightly lower precision, but significantly higher recall; Lindeberg can be tuned over the full range. 
Experiments on image indexing
We applied a retrieval algorithm based on probabilistic voting on both databases. To explore the behavior of the interest point detectors under scale changes, we consider images at three different scales (½ Ô ¾, ½ ¼, and Ô ¾) which were obtained by downsampling a large image to ±, ¿¿±, and ¾¿± of its size. We use the intermediate scale for learning and all three scales for testing.
The feature description is normalized to an intrinsic feature scale which is selected within a predefined range. During learning this scale range is set to´¼
¼½µ with a step size of ½ ¼¾ ¿ between levels. To allow matching invariant to scale changes, the automatic scale selection algorithm must be able to find the corresponding intrinsic scale of the unknown image. For this reason, the range of tested scales during recognition must be extended by the maximum expected scale change. In We use a multi-step voting algorithm. On the lowest level, each point votes for the object that is represented most often within the considered -sphere. Each vote is weighted by the resulting probability Ô´Ç Üµ Ã AE with Ã the number of elements of the winner object Ç and AE the total number of elements in Î . On the next higher level, an object is recognized when its probabilistic voting score Î is higher than for any other object.
The following recognition results are observed. All images except one are correctly identified with a small numbers of votes (between 7 to 20). This shows that the adaption of the scale range enables identification of images under scale changes. The experiment using features detected by the Harris detector requires some more votes to obtain the highest recognition (see Figure 4 (left) ). This is because points selected by Harris are less salient than points selected by the other interest point detectors. recognition and the differences between the detectors are not significant. In order to get information about the reliability of the results we collected the average probabilistic voting score of the object ranked in second place (see Figure 4 (right) ). This curve lies constantly below ½ ±.
As a consequence, all interest point detectors are equally adapted to provide a solution to the problem of image indexing under scale changes. Since the Lindeberg and the Harris-Laplacian interest point detector require significant computation effort, a general guideline would be to use the Harris detector. A more detailed interpretation of some interesting effects are given in the following section.
Interpretation of example images
In this section we interpret the behavior of the different interest point detectors in several examples. This section summarizes the properties of the different detectors when presented to difficult images. Figure 5 (a) illustrates the point types that are preferred by the different detectors. Harris prefers corners and edges, Lindeberg selects point that are centered within a blob feature, and Harris-Laplace selects Harris points that present a maximum over scales.
The example in Figure 5 (b) displays the behavior which we identified for the largest portion of the images. The Harris-Laplacian detects significantly fewer points than Harris and Lindeberg, but in all three cases a sufficient number of salient points are detected to enable recognition. Figure 5 (c) shows a problem case. Lindeberg detects points only on the exterior of the object. The scale of the feature is such that the border of the object is captured, but this information is not sufficient to provide identification. Identification is especially difficult since there are two other white cups in the database. Harris selects points that are situated on the only points displaying structure sufficient for identification. The Harris-Laplacian selects a small number of points which enable identification with a high probability. This example illustrates the property of the Harris-Laplacian to select only a small number of highly salient points. Figure 5 (d) shows a counter example. Again, the Harris-Laplacian selects very few points, but in this case identification fails. As a general rule of thumb, we require a minimum number of 10 images features per object. Harris and Lindeberg both select sufficient image features and succeed in identifying the object.
The hardest cases in our database are specular objects such as the knife shown in Figure 5 (e). Harris is the only detector which selects points that lead to recognition. Lindeberg identifies the object by simple majority voting. Harris-Laplace fails due to missing image points.
From these examples we can deduct the following guideline. The Harris-Laplacian detector selects a small number of highly salient points. If this number is sufficiently high, the Harris-Laplacian produces the best results. The inconvenience is that the computation of the Harris-Laplacian is computationally expensive. The Harris and the Lindeberg detector in general select a sufficient number of salient points. Considering the lower overall saliency of these points, the Harris detector is the second best choice because the computation time is lower than for the Lindeberg detector.
Conclusion
We formalized a definition of saliency based on the probability density in feature space and evaluated several state-of-the-art interest point detectors with respect to this definition. Our experiments show that the detectors exhibit significantly different behavior in terms of precision and recall of salient points. We found that the Harris-Laplacian detector selects in general a small number of points which are in turn highly salient. This high saliency is produced by the requirements of the detector: a point is selected when it is a Harris point in the spatial domain and a maximum over scale, which is the reason for the selection of salient points under scale changes.
The experiments show that image indexing under scale changes is successful when considering points selected by either of the detectors. Interpreting in detail a few problem cases lets us identify the following conclusions. Probabilistic voting using image features selected by the Harris-Laplacian achieves the highest average voting score. However, in cases where there are too few selected points, identification fails. In those cases, the Harris or the Lindeberg detector can provide additional points for recognition by relaxing one of the requirements of the Harris-Laplacian. 
