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Resum
Paraules clau: A`lgebra de Banach, C∗-a`lgebra, Teorema de Gelfand-Naimark, cara`cters,
ideals maximals, representacio´ de C∗-a`lgebres.
En aquest treball es defineixen les categories de les C∗-a`lgebres i les a`lgebres de Banach,
i s’estudien detalladament. El primer objectiu del treball e´s donar una demostracio´ del
Teorema de Gelfand-Naimark de 1943, en el qual s’estableix la corresponde`ncia entre C∗-
a`lgebres commutatives i espais topolo`gics localment compactes.
Despre´s de provar el teorema, s’estudia aquesta corresponde`ncia amb me´s detall, veient
com les propietats topolo`giques d’un espai es manifesten en la seva C∗-a`lgebra com a ca-
racter´ıstiques algebraiques i/o anal´ıtiques d’aquesta. Tambe´ es fa una breu introduccio´ a la
teoria de categories, i s’enuncia el teorema en el context d’aquesta teoria.
Finalment, es presenta una petita seleccio´ d’exemples en els quals resultats propis de
l’ana`lisi funcional es poden demostrar amb relativament pocs esforc¸os aprofitant les te`cniques
desenvolupades al llarg del treball.
El segon teorema cla`ssic de Gelfand-Naimark, que estableix la corresponde`ncia entre C∗-
a`lgebres i suba`lgebres dels endomorfismes d’espais de Hilbert, s’enuncia en un ape`ndix, i
nome´s s’ofereix un esquema de la seva demostracio´.
iii
iv
I´ndex
Introduccio´: l’a`lgebra C0(X) 1
1 A`lgebres de Banach 5
1.1 Caracteritzacio´ de les a`lgebres de Banach . . . . . . . . . . . . . . . . . . . . 5
1.2 Espectre, radi espectral i radical . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Els ideals maximals d’una B-a`lgebra i l’espai de funcionals multiplicatius . . . 20
2 La transformada de Gelfand 23
2.1 Definincio´ de la transformada de Gelfand . . . . . . . . . . . . . . . . . . . . 23
2.2 La topologia de Gelfand a M(A) . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Alguns resultats sobre a`lgebres semisimples . . . . . . . . . . . . . . . . . . . 34
3 C∗-a`lgebres i el Teorema de Gelfand-Naimark 37
3.1 Introduccio´ a les C∗-a`lgebres . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 El teorema de Gelfand-Naimark . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Corresponde`ncia entre propietats topolo`giques i propietats d’a`lgebres . . . . . 45
3.4 El teorema de Gelfand-Naimark en llenguatge de categories . . . . . . . . . . 49
4 Aplicacions de la teoria de Gelfand-Naimark 53
4.1 L’a`lgebra C∞([0, 1]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 La compactificacio´ d’Stone-Cˇech . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 El teorema de Wiener . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 El teorema de la corona . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.5 Un teorema tauberia` . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Ape`ndix: El segon teorema de Gelfand-Naimark 67
Bibliografia 72
v
vi
Introduccio´: l’a`lgebra C0(X)
En aquest cap´ıtol donem la primera indicacio´ de les intencions d’aquest treball, que
consisteix en relacionar les propietats de certs espais topolo`gics amb les d’una estructu-
ra algebraica, de tal manera que els caracteritzi completament. En aquest cap´ıtol volem
dedicar-nos, sobretot, als exemples, i minimitzem les definicions i teoremes per a presentar-
los me´s endavant.
En el que segueix, X denotara` un espai topolo`gic de Hausdorff.
Definicio´ 0.1 Diem que X e´s compacte si, per a tota famı´lia d’oberts {Uα}α∈A recobrint
X, n’existeix una subfamı´lia finita {Uα1 , ..., Uαn} tal que recobreixi X.
Denotarem per C(X) el conjunt de funcions cont´ınues complexes x : X −→ C. Recordem
que aquest conjunt te´ estructura de C-espai vectorial i que, dotat de la norma
‖x‖ := sup
t∈X
|x(t)| = max
t∈X
|x(t)|,
e´s complet, e´s a dir, e´s un espai de Banach (suposant que l’espai sobre el qual es defineix e´s
compacte). Aixo` vol dir que C(X) e´s un espai vectorial normat i complet. Aix´ı, per exemple,
podem definir els espais C([0, 1]) o C(S1) (on S1 = {z ∈ C | |z| = 1}, la circumfere`ncia unitat),
ambdo´s espais de Banach.
A me´s, les imatges estan en C, pel que podem definir el producte entre funcions punt a
punt.
Definicio´ 0.2 Un C-espai vectorial A dotat d’un producte verificant
• (ax+ by)z = a(xz) + b(yz) per a a, b ∈ C i x, y, z ∈ A.
• x(ay + bz) = a(xy) + b(xz) per a a, b ∈ C i x, y, z ∈ A.
s’anomena una a`lgebra sobre C. De la mateixa manera podem definir una a`lgebra sobre R.
Diem que una a`lgebra e´s associativa, commutativa i/o unita`ria si verifica les condicions
escaients com a anell.
Diem que una a`lgebra e´s una a`lgebra de Banach (o B-a`lgebra) si, a me´s, esta` dotada
d’una norma amb la qual el producte e´s una funcio´ cont´ınua i A e´s un espai de Banach.
Certes a`lgebres de Banach seran la nostra eina d’estudi principal al llarg de tot el treball,
per aixo` volem trobar la manera de construir-ne a partir d’altres espais topolo`gics me´s
generals.
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Definicio´ 0.3 Un espai topolo`gic X de Hausdorff e´s localment compacte si tot punt
te´ algun entorn compacte.
Aquesta e´s una definicio´ prou general, com veurem. Per exemple, Rn i Cn so´n espais
topolo`gics localment compactes, aix´ı com qualsevol varietat diferenciable o topolo`gica. Per
exemple, la semirecta [0,+∞) o l’hiperboloide d’un fullH = {(x, y, z) ∈ R3 | x2+y2−z2 = 1}
so´n espais localment compactes, malgrat que no siguin compactes.
Observacio´: Si X e´s compacte, llavors e´s localment compacte.
Si considerem l’a`lgebra C(X) en aquest cas, pero`, trobem un problema: no hi podem definir
una norma com hem fet al cas que X fos compacte. Aixo` ho podem entendre com que les
funcions que estem considerant podrien ”tendir a infinit”. Per exemple, si X = [0,+∞),
podem definir f : X −→ R com f(t) = et, que no te´ suprem com, per exemple g(t) = 1t+1 .
Per tal de poder definir una norma que doni l’estructura d’espai de Banach a l’a`lgebra, cal
desfer-se de les funcions com f , tot conservant totes les funcions com g, e´s a dir, anul·lant-se
a l’infinit.
Proposicio´ 0.1 (Compactificacio´ d’Alexandroff): Tot espai localment compacte X
es pot considerar subespai d’un espai topolo`gic compacte, que es pot obtenir afegint un sol
punt a l’espai original. Me´s concretament, si definim el conjunt X∞ = X∪{p∞} com a unio´
disjunta, e´s a dir, que el punt p∞ no pertanyi a X, el podem dotar de la topologia definida
per
• Tot obert U ⊂ X e´s tambe´ un obert de X∞.
• Els conjunts UK = X∞\K, amb K ⊂ X compacte, formen una base local d’oberts en
p∞.
Aleshores, amb aquesta topologia l’espai X∞ e´s de Hausdorff i compacte. A me´s, compleix:
1. Si X e´s un espai compacte, alheshores p∞ e´s un punt a¨ıllat en X∞, e´s a dir, e´s un obert
i un tancat.
2. Si X no e´s compacte, alheshores e´s dens com a subconjunt de X∞.
3. Si existeix alguna immersio´ f : X −→ Y, on Y e´s compacte, i tal que Y\f(X) sigui un
punt; aleshores Y ∼= X∞. E´s a dir, la compactificacio´ d’Alexandroff e´s u´nica, llevat
d’homeomorfismes.
Es poden trobar les proves de tots aquests fets a [12, 4.7]. A [12, 4.6] tambe´ es pot trobar
me´s informacio´ sobre espais localment compactes.
Amb la compactificacio´ d’Alexandroff en ment, ja podem definir el nostre espai de funcions
“interessants”:
Definicio´ 0.4 Sigui X un espai localment compacte. Definim el conjunt de funcions
que s’anul·len a l’infinit com el conjunt
C0(X) = {x ∈ C(X∞) | x(p∞) = 0}
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= {x ∈ C(X) | ∀ε > 0 ∃K ⊂ X compacte tal que |x(t)| < ε ∀t ∈ X\K}.
Si X e´s un espai compacte, esta` clar a partir de la definicio´ que C0(X) = C(X), pel que
mantindrem la notacio´ C, en aquest cas.
En l’espai C0(X) definim la norma d’una funcio´ per
‖x‖ := sup
t∈X
|x(t)| = max
t∈X
|x(t)| = max
t∈X∞
|x(t)|,
Amb aquesta norma C0(X) e´s una a`lgebra de Banach, perque` el conjunt C0(X) es pot veure
com un subespai tancat de C(X∞).
Observacio´: Si X no e´s compacte, llavors l’a`lgebra C0(X) no pot contenir les constants.
Per tant, no pot ser una a`lgebra unita`ria.
En el segu¨ent cap´ıtol veurem que, si X i Y so´n espais localment compactes homeomorfs,
aleshores C0(X) ∼= C0(Y) (en el segu¨ent cap´ıtol detallarem tambe´ el concepte d’isomorfisme
d’a`lgebres). El rec´ıproc, en canvi, no sera` tan immediat. E´s a dir, que si tenim dos espais
localment compactes i C0(X) ∼= C0(Y), aleshores X ∼= Y. Tot i que el resultat e´s cert, per
a veure’l caldra` afegir una certa estructura a l’a`lgebra C0(X), amb la qual ens veurem en
condicions de provar el teorema de Gelfand-Naimark.
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Cap´ıtol 1
A`lgebres de Banach
En aquest cap´ıtol estudiem formalment les a`lgebres de Banach, amb la intencio´ de pre-
parar el camı´ per a definir la representacio´ de Gelfand. Primerament veurem la definicio´
d’una a`lgebra de Banach, alguns exemples, i algunes caracteritzacions que se’n poden do-
nar. Despre´s anirem definint formalment l’espectre d’un element, el radical d’una a`lgebra i
l’espai d’ideals maximals o de cara`cters.
El cap´ıtol segueix ba`sicament les idees dels primers cap´ıtols de [18] i [9], amb algunes
idees de [3].
1.1 Caracteritzacio´ de les a`lgebres de Banach
Definicio´ 1.1 Sigui K = R o C. Anomenem a`lgebra de Banach o B-a`lgebra a un
conjunt no buit A tal que
• E´s un K-espai vectorial.
• Esta` dotat d’un producte intern que, juntament amb la suma anterior, li donen es-
tructura d’anell.
• Esta` dotat d’una norma, que anomenarem ‖ · ‖, amb la qual e´s un espai de Banach.
• El producte interior e´s continu com a aplicacio´ A×A −→ A amb la topologia indu¨ıda
per la norma ‖ · ‖.
Considerarem sempre que el producte e´s associatiu. Direm que l’a`lgebra e´s commutativa
si el producte ho e´s, i que e´s unita`ria si hi existeix un element neutre pel producte, que
denotarem per e.
Definicio´ 1.2 Direm que una aplicacio´ entre a`lgebres ϕ : A1 −→ A2 e´s un morfisme si
ϕ e´s un morfisme d’espais vectorials, un morfisme d’anells i, a me´s, e´s una aplicacio´ cont´ınua
entre espais de Banach. De la mateixa manera, direm que una bijeccio´ e´s un isomorfisme
si e´s un isomorfisme (d’espais vectorials i d’anells) i un homeomorfisme d’espais de Banach.
Direm que dues B-a`lgebres so´n isomorfes, i ho escriurem com A1 ∼= A2, si existeix algun
isomorfisme entre elles, i les considerarem la mateixa B-a`lgebra, a efectes pra`ctics.
Parlarem d’un morfisme o isomorfisme algebraic quan ϕ sigui un morfisme (resp.
isomorfisme) d’espais vectorials i d’anells, sense imposar continu¨ıtat.
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Proposicio´ 1.1 Tota a`lgebra de Banach A sense unitat es pot identificar isomo`rficament
amb una suba`lgebra d’una a`lgebra amb unitat, A˜.
Prova: Efectivament, podem prendre A˜ = A⊕C = A⊕ {λe}, e´s a dir, afegir una unitat
e a l’a`lgebra. Les operacions s’hi defineixen com
(x+ λe) + (y + µe) := (x+ y) + (λ+ µ)e,
µ(x+ λe) := (λx) + (λµ)e,
(x+ λe)(y + µe) := (xy + µx+ λy) + (λµ)e,
‖x+ λe‖ := ‖x‖+ |λ|
per a x, y ∈ A, λ, µ ∈ C. Les propietats de la suma, el producte intern i el producte per
escalars necessa`ries per a garantir que A˜ sigui una a`lgebra es dedueixen de les propietats de
les operacions en A.
A me´s, aquest espai e´s de Banach, perque` e´s suma directa de dos espais de Banach.
Finalment, el producte e´s una aplicacio´ cont´ınua per ser suma d’aplicacions cont´ınues,
pel que A˜ e´s una a`lgebra de Banach.
A me´s, la inclusio´
j : A ↪−−→ A˜
x 7−→ x+ 0e
e´s un isomorfisme amb la imatge (concretant, e´s un encaix1, e´s a dir, un homeomorfisme
amb la imatge).
Observacio´: Notem que aquesta construccio´ es pot dur a terme tambe´ encara que
l’a`lgebra A ja sigui unita`ria. En aquest cas, la nova unitat en A˜ sera` e, i de fet es te´
que tots els elements x ∈ A so´n no invertibles en A˜. En canvi, podem trobar la segu¨ent
relacio´:
Lema 1.2 Sigui A una B-a`lgebra unita`ria, i 1 ∈ A la unitat. Aleshores, 1 − x ∈ A e´s
invertible ⇔ e− x ∈ A˜ e´s invertible.
Prova: Sigui y ∈ A tal que (1 − x)y = 1. Prenem z = 1 − y. En aquest cas, es te´ que
(1 − x)(1 − z) = (1 − x)y = 1, e´s a dir, que x + z − xz = 0. Per tant, (e − x)(e − z) =
e − (x + z − xz) = e, pel que e − x e´s invertible en A˜, amb invers e − z. Si apliquem el
mateix argument, es pot veure sense problemes l’altra implicacio´.
Abans d’aprofundir me´s en la caracteritzacio´ de les B-a`lgebres, vegem-ne alguns exemples:
1. Com ja hem vist en la introduccio´, a cada espai X localment compacte li podem
associar l’a`lgebra C0(X) de funcions anul·lant-se a l’infinit. Aquest espai l’hem dotat
de la norma del suprem ‖x‖ = sup
t∈X
|x(t)|. Com ja hem discutit anteriorment, aquestes
a`lgebres tenen unitat si, i nome´s si, X e´s un espai compacte. Ara, a me´s, podem veure
que l’assignacio´ es pot traslladar als morfismes, e´s a dir,
1Me´s comunament anomenat embedding.
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Proposicio´ 1.3 Siguin X,Y espais localment compactes, i f : X −→ Y una aplicacio´
cont´ınua. Aleshores, existeix un morfisme d’a`lgebres de Banach f∗ : C0(Y) −→ C0(X),
definit per f∗(x) = x ◦ f . Encara me´s, aquesta assignacio´ satisfa` que, si f : X −→ Y
i g : Y −→ T so´n aplicacions cont´ınues entre espais localment compactes, aleshores
(g◦f)∗ = f∗◦g∗. A me´s, (IdX)∗ = IdC0(X). Per tant, tenim un functor contravariant
entre la categoria dels espais localment compactes i la categoria de les B-a`lgebres
(aprofundirem en el llenguatge de categories al cap´ıtol 3).
Prova: E´s evident que f∗ e´s un morfisme d’espais vectorials i d’anells, perque`, per
exemple, (x+ y) ◦ f = x ◦ f + y ◦ f . D’altra banda, podem veure que e´s una aplicacio´
cont´ınua, perque`
‖f∗(x)‖ = ‖x ◦ f‖ = sup
t∈X
|x(f(t))| = sup
s∈Imf⊂Y
|x(s)| ≤ sup
s∈Y
|x(s)| = ‖x‖.
A me´s, (g◦f)∗(x) = x◦(g◦f) = (x◦g)◦f = f∗(g∗(x)) = (f∗◦g∗)(x)⇒ (g◦f)∗ = f∗◦g∗.
Que (IdX)
∗ = IdC0(X) e´s evident.
Corol·lari 1.4 Si X ∼= Y so´n espais localment compactes homeomorfs, aleshores
C0(X) ∼= C0(Y).
2. Considerem X un espai de Hausdorff, i anomenem CB(X) al conjunt de funcions
cont´ınues i fitades de X en C. Amb la norma del suprem, com a l’exemple anteri-
or, aquesta e´s una a`lgebra de Banach, que te´ C0(X) per suba`lgebra (en el cas que X
sigui localment compacte).
En el cas que X sigui compacte, e´s clar que CB(X) = C0(X) = C(X).
3. En l’espai de Banach L1(R) = {x : R −→ C mesurables i tals que ‖x‖1 :=
∫ +∞
−∞ |x(t)|dt
< +∞} de funcions absolutament integrables podem definir el producte de convolucio´
(x ∗ y)(t) =
∫ +∞
−∞
x(t− τ)y(τ)dτ,
que e´s continu respecte la norma ‖ · ‖1. Efectivament,
‖x ∗ y‖1 =
∫ +∞
−∞
∣∣∣∣∫ +∞−∞ x(t− τ)y(τ)dτ
∣∣∣∣ dt ≤ ∫ +∞−∞
∫ +∞
−∞
|x(t− τ)||y(τ)|dτdt =
=
(∫ +∞
−∞
|x(t)|dt
)(∫ +∞
−∞
|y(τ)|dτ
)
= ‖x‖1‖y‖1.
Les propietats commutativa i associativa d’aquest producte es poden comprovar sense
problemes fent els canvis de variable necessaris en les integrals, pel que L1(R) e´s una
a`lgebra de Banach commutativa amb ∗.
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A me´s, es pot veure que aquesta a`lgebra no te´ unitat. Per a demostrar-ho, suposem
que existeix e ∈ L1(R) tal que x ∗ e = x ∀x. Per tant, e 6= 0, pel que existeix algun
conjunt de mesura no nul·la on e pren valors no nuls.
Sigui E ⊂ R un conjunt de mesura finita, i prenem x = χE (la funcio´ indicadora de
E). En aquest cas, veiem que
χE(t) = (e ∗ χE)(t) =
∫ ∞
−∞
e(t− τ)χe(τ)dτ =
∫
E
e(t− τ)dτ.
Si avaluem l’anterior expressio´ en t = 0, tenim que∫
E
e(−τ)dτ = χE(0) =
{
1 si 0 ∈ E
0 si 0 /∈ E .
Donat que 0 ∈ E ⇔ 0 ∈ −E, podem concloure el mateix, pero` per a ∫E e(τ)dτ .
Prenem e′ = |e|. Considerem ara els conjunts F = {t ∈ R | e′(t) 6= 0}, i Fn = F ∩{0 <
|t| ≤ n}. E´s clar que 0 /∈ Fn per a cap n, i que, per tant,
∞⋃
n=1
Fn = F\{0}.
A me´s, els Fn so´n de mesura finita per definicio´. Ara be´, abans hem vist que aixo`
implica que
0 =
∫
Fn
e′(t)dt ∀n⇒ 0 = lim
n→∞
∫
Fn
e′(t)dt =
∫
F\{0}
e′(t)dt.
(L’u´ltima igualtat e´s consequ¨e`ncia del teorema de la converge`ncia mono`tona). Ara be´,
aixo` implica F e´s de mesura nul·la, e´s a dir, que e′ e´s nul·la gairebe´ arreu, pel que e e´s
nul·la gairebe´ arreu. Aixo` entra en contradiccio´ amb que e 6= 0, pel que no pot existir
aquesta funcio´.
Aix´ı, L1(R) e´s un exemple d’a`lgebra de Banach commutativa pero` no unita`ria.
4. De forma semblant a l’exemple anterior, es pot definir en l’espai de Banach `1(Z)
de les successions de nombres complexos absolutament sumables definides sobre Z el
producte de convolucio´, donat per
(x ∗ y)n =
∑
k∈Z
xn−kyk,
amb x, y ∈ `1(Z). La norma d’aquest espai ve donada per
‖x‖1 =
∑
n∈Z
|xn|.
Aix´ı es pot demostrar, igual que s’ha fet a l’apartat anterior, que aquest espai e´s una
a`lgebra de Banach commutativa. A me´s, aquesta a`lgebra e´s unita`ria. Efectivament,
podem prendre la successio´ e = (en)n ∈ `1(Z) com
8
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en =
{
1 si n = 0
0 si n 6= 0 .
5. Considerem S1 ⊂ C com a subgrup multiplicatiu. Aleshores, podem definir en l’es-
pai de Banach L1(S1) (amb la mesura de Lebesgue heretada de R2) el producte de
convolucio´ per
(x ∗ y)(t) =
∫
S1
x(tτ−1)y(τ)dτ.
Amb aquest producte, es pot veure que e´s una a`lgebra de Banach commutativa no
unita`ria, pel mateix procediment que a l’exemple 3.
6. Aquest darrer exemple e´s, en realitat, un cas concret d’una situacio´ bastant me´s ge-
neral.
Teorema 1.5 Si considerem G un grup topolo`gic2 localment compacte, hi existeix
una u´nica mesura µ de Borel (llevat de multiplicar per constants positives), anomenada
mesura de Haar, tal que
i) E´s invariant per translacions per l’esquerra: µ(gE) = µ(E) per a tot g ∈ G i E
conjunt de Borel.
ii) La mesura e´s finita sobre cada conjunt compacte: µ(K) < +∞ ∀K compacte.
iii) La mesura e´s positiva sobre tot obert no buit: µ(U) > 0 ∀U 6= ∅ obert.
Es pot trobar una demostracio´ de l’existe`ncia d’aquesta mesura a [10, pp 364-373].
Amb aquesta mesura, es defineix L1(G) com el conjunt de funcions amb imatges als
complexos absolutament integrables, amb la norma
‖x‖1 =
∫
G
|x(t)|dµ < +∞.
En aquests espais, es pot definir la convolucio´ com a l’exemple anterior, i tambe´ resulta
una a`lgebra de Banach. D’aquesta se’n diu l’a`lgebra d’un grup topolo`gic.
7. Sigui D ⊂ C el disc obert unitari. Anomenem A a l’a`lgebra
A := {f : D→ C | f cont´ınua i f |D holomorfa},
amb la norma
‖f‖ = max
|z|≤1
|f(z)| = max
|z|=1
|f(z)|,
2E´s a dir, un grup que, a me´s, esta` dotat d’una topologia en la qual les aplicacions (g1, g2) 7→ g1g2, g 7→ g−1
so´n cont´ınues.
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a me´s de la suma i el producte definits punt a punt. Aquesta a`lgebra e´s de Banach,
perque` un corol·lari del teorema de Morera3 afirma que, si (fn)n e´s una successio´ de
funcions holomorfes en un domini que convergeixen uniformement vers f sobre com-
pactes, aleshores f tambe´ e´s holomorfa en el domini. Per aquest argument, juntament
a la converge`ncia uniforme sobre el compacte D, conclou que A e´s un tancat dins de
l’espai de Banach C(D), pel que e´s de Banach.
Aquesta a`lgebra, com acabem de dir, es pot veure com una suba`lgebra de C(D). Tambe´
es pot veure com a suba`lgebra de C(S1), perque` el nucli del morfisme restriccio´ x 7→ x|S1
ha de ser zero. Aixo` e´s aix´ı per la propietat del valor mitja` de les funcions holomorfes:
el valor d’una funcio´ holomorfa en l’interior d’un disc depe`n completament del seu
valor a la frontera. Per tant, si x|S1 = 0, tindrem que x = 0. Per tant, el morfisme de
restriccio´ e´s una immersio´ de A en l’a`lgebra C(S1).
8. Sigui E un espai de Banach. Aleshores, el conjunt B(E) := {T : E → E | T lineal i
cont´ınua} forma una a`lgebra amb la composicio´ d’aplicacions, que e´s commutativa si,
i nome´s si, dim(E) = 1. A me´s, podem dotar-lo de la norma d’operador
‖T‖ := sup
‖x‖≤1
‖Tx‖,
amb la qual e´s un espai de Banach. El fet que aquest espai formi una a`lgebra de
Banach prove´ del fet que
‖T ◦ S‖ ≤ ‖T‖‖S‖.
Per exemple, si prenem E = Cn, obtenim que B(E) = {matrius amb coeficients
complexos n× n}.
Aquest u´ltim exemple, de fet, e´s el me´s il·lustratiu de com so´n les B-a`lgebres. El segu¨ent
teorema ens ho fa veure:
Teorema 1.6 Sigui A una a`lgebra de Banach. Aleshores, existeix un espai de Banach E
tal que A e´s isomorfa a una suba`lgebra de B(E) amb la norma d’operador.
Demostracio´: Considerem E = A si e´s unita`ria, E = tildeA = A ⊕ C altrament.
Definim, aleshores, l’aplicacio´ ϕ com
ϕ : A −→ B(E)
x 7−→ Tx : E −→ E
y 7−→ xy
.
Volem veure que e´s un isomorfisme d’a`lgebres amb la imatge, en concret, un encaix. Per
les propietats de distributivitat i associativitat del producte, e´s obvi que
Tλx+µy = λTx + µTy, Txy = Tx ◦ Ty ∀λ, µ ∈ C, x, y ∈ A.
3El teorema de Morera d’ana`lisi complexa afirma que, si una funcio´ cont´ınua f : Ω ⊂ C −→ C satisfa` que∫
T
f(z)dz = 0 per a tot triangle T ⊂ Ω, aleshores f e´s holomorfa. Es pot trobar una demostracio´ completa
a [15, 2.5].
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A me´s, e´s injectiva: si suposem que Txy = 0 ∀y ∈ E, posant y = e (la unitat) obtenim que
x = 0. Per tant, ϕ e´s un isomorfisme algebraic amb la imatge. Queda per veure que e´s un
homeomorfisme.
Per una banda, tenim que
‖ϕ(x)‖ = ‖Tx‖ = sup
‖y‖≤1
‖xy‖ ≥
∥∥∥∥ xe‖e‖
∥∥∥∥ = ‖x‖‖e‖ .
Definim ara la norma d’operador a A per
‖x‖O = ‖ϕ(x)‖.
Hem demostrat que ‖x‖ ≤ ‖e‖‖x‖O, pel que les normes so´n comparables. Ara, podem fer
u´s del segu¨ent lema, que es pot dedu¨ır com a corol·lari del Teorema de l’Aplicacio´ Oberta4:
Lema 1.7 Si dues normes ‖ · ‖1 i ‖ · ‖2 sobre un espai B so´n comparables, i si B e´s espai
de Banach amb totes dues normes, aleshores les normes so´n equivalents.
Una demostracio´ detallada del Teorema de l’Aplicacio´ Oberta i de l’anterior lema es pot
trobar a [14, 2], i a [8, 15.5].
Amb aixo`, ara nome´s ens cal provar que (A, ‖ · ‖O) e´s un espai de Banach, i haurem
demostrat que les normes so´n equivalents i que, per tant, ϕ e´s un homeomorfisme amb la
imatge. N’hi ha prou amb veure que ϕ(A) ⊂ B(E) e´s un espai tancat, e´s a dir, que el l´ımit
de tota successio´ convergent d’operadors del tipus (Txn)n e´s, de fet, Tx per a algun x ∈ A.
Sigui, per tant, (Txn)n una successio´ convergent, i sigui T ∈ B(E) el seu l´ımit. Per a
tots y, z ∈ E, tenim que Txn(yz) = Txn(y)z per a tota n. Donat que la converge`ncia en
B(E) implica la converge`ncia puntual, tenim que, passant al l´ımit, la relacio´ T (yz) = T (y)z
segueix sent va`lida per a tots y, z ∈ E. Si prenem y = e, obtenim que T (z) = T (e)z ∀z ∈ E.
D’altra banda, tenim que
T (e) = lim
n→∞Txn(e) = limn→∞xn = x0,
on aquest u´ltim l´ımit existeix perque` (xn)n e´s una successio´ de Cauchy segons ‖·‖O, pel que,
sabent que ‖x‖ ≤ ‖e‖‖x‖O, tambe´ ho e´s segons ‖ · ‖. Per tant, com que A e´s una a`lgebra
de Banach, la successio´ (xn)n te´ l´ımit x0 ∈ A. Per tant, per a tota successio´ (Txn)n ⊂ ϕ(A)
convergent el l´ımit tambe´ pertany a ϕ(A), com vol´ıem veure.
Per tant, les normes ‖ · ‖ i ‖ · ‖O so´n equivalents, i ϕ e´s un isomorfisme d’a`lgebres de
Banach.
Corol·lari 1.8 En tota a`lgebra de Banach existeix una norma ‖·‖ equivalent a la original
i tal que verifica
‖xy‖ ≤ ‖x‖‖y‖ ∀x, y ∈ A,
‖e‖ = 1,
la segona condicio´ en el cas que A sigui unita`ria.
4El TAO afirma que, si una aplicacio´ lineal T : E → F entre espais de Banach e´s cont´ınua i exhaustiva,
aleshores T e´s oberta, e´s a dir, envia conjunts oberts a conjunts oberts.
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Observacio´: Normalment, es defineix a`lgebra de Banach imposant les dues condicions
anteriors directament. Aqu´ı s’ha preferit l’enfoc utilitzat perque` do´na una interpretacio´
d’aquestes dues condicions. Concretament, do´na la idea que tota a`lgebra de Banach e´s
isomorfa a alguna a`lgebra d’operadors lineals i continus. A me´s, la condicio´ de la qual hem
partit aqu´ı (que e´s que el producte intern sigui continu) no depe´n de la norma equivalent
que prenguem, mentre que les desigualtats anteriors s´ı que en depenen.
Ara demostrem alguns resultats te`cnics que ens seran u´tils per a construir B-a`lgebres en
diversos contextos.
Definicio´ 1.3 Donades A1, ..., An a`lgebres de Banach, la seva suma directa A1⊕...⊕An
es pot dotar de l’estructura de B-a`lgebra si definim el producte component a component, e´s
a dir,
(x1, x2, ..., xn)(y1, y2, ..., yn) := (x1y1, x2y2, ..., xnyn);
i si definim la norma d’una tupla com ‖x‖ = ‖(x1, ..., xn)‖ := max{‖x1‖, ‖x2‖, ..., ‖xn‖}.
Observacio´ 1: Aquesta construccio´ no e´s la mateixa que hem fet per afegir una unitat
a l’a`lgebra, perque` en cada cas hem definit el producte d’una manera diferent. Sempre que
escrivim A˜ = A⊕ C, ens estarem referint a l’a`lgebra afegint-li una unitat.
Observacio´ 2: La suma directa d’a`lgebres sera` unita`ria si, i nome´s si, totes les a`lgebres
components so´n unita`ries.
Amb aixo`, per exemple, podem caracteritzar les a`lgebres de les unions disjuntes d’espais
localment compactes.
Proposicio´ 1.9 Siguin X i Y localment compactes, i sigui XunionsqY l’espai localment compac-
te amb la topologia de la unio´ disjunta (e´s a dir, la topologia generada pels oberts d’ambdo´s
espais). Aleshores, C0(X unionsq Y) ∼= C0(X)⊕ C0(Y).
Prova: Considerem l’aplicacio´
F : C0(X unionsq Y) −→ C0(X)⊕ C0(Y)
x 7−→ (x|X , x|Y)
.
Clarament, aquesta aplicacio´ e´s lineal i respecta els productes de funcions (e´s a dir,
F (xy) = (x|X y|X , x|Y y|Y) = F (x)F (y)). A me´s,
‖F (x)‖ = max{‖ x|X ‖, ‖ x|Y ‖} = max{sup
t∈X
|x(t)|, sup
s∈Y
|x(s)|} = sup
t∈XunionsqY
|x(t)| = ‖x‖,
pel que F e´s una isometria. D’aqu´ı, a me´s, dedu¨ım que F e´s injectiva.
Finalment, F e´s exhaustiva. Clarament, si (x1, x2) ∈ C0(X) ⊕ C0(Y), com que els espais
estan en unio´ disjunta, podem definir la funcio´ x cont´ınua que prengui valors x1(t) quan
t ∈ X, i x2(t) quan t ∈ Y.
Per tant, F e´s un isomorfisme d’a`lgebres.
Per exemple, C([0, 1] ∪ [2, 3]) ∼= C([0, 1])⊕ C([0, 1]).
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Definicio´ 1.4 Un ideal I d’un anell A n’e´s un subgrup segons la suma tal que xI ⊆
I ∀x ∈ A (ideal per l’esquerra) o Ix ⊆ I ∀x ∈ A (ideal per la dreta). Si es verifiquen
totes dues, diem simplement que e´s un ideal, o que ho e´s pels dos costats. Si l’anell A e´s
commutatiu tot ideal e´s, evidentment, un ideal pels dos costats.
Fixem-nos que, en una a`lgebra, els ideals hi so´n suba`lgebres, tot i que no necessa`riament
de Banach.
Diem que un ideal I e´s propi si I 6= {0} i I ( A.
Diem que un ideal propi M e´s maximal si, per a tot ideal I, M ⊆ I ⇒M = I o I = A.
Observacio´: Si f : A1 → A2 e´s un morfisme d’a`lgebres de Banach, el nucli kerf :=
f−1(0) ⊆ A1 e´s un ideal tancat. E´s a dir, e´s una suba`lgebra de Banach.
Exemples:
1. Prenem l’a`lgebra C([0, 1]). El conjunt V = {x ∈ C([0, 1]) | x(0) = x(1)} no e´s un ideal
de l’a`lgebra, tot i que n’e´s un subespai (vectorial) tancat. Podem veure-ho perque`,
per exemple, si x ∈ V amb x(0) = x(1) 6= 0 i prenem y(t) = t, tenim que xy /∈ V .
2. En canvi, seguint amb l’exemple anterior, el conjunt V0 = {x ∈ C([0, 1]) | x(0) =
x(1) = 0} s´ı que e´s un ideal, com es pot comprovar sense dificultats. En canvi, no e´s
un ideal maximal, perque` esta` contingut en els ideals propis {x ∈ C([0, 1]) | x(0) = 0}
i {x ∈ C([0, 1]) | x(1) = 0}, els quals s´ı que so´n maximals.
3. Considerem l’a`lgebra L1(0,+∞), amb el producte de convolucio´. Aquesta e´s una
suba`lgebra de l’a`lgebra L1(R), veient-la com L1(0,+∞) = {x ∈ L1(R) | x(t) = 0 ∀t <
0}.
Aleshores, el subespai I = {x ∈ L1(0,+∞) | x s’anul·la en un entorn del 0} e´s un
ideal. Per a comprovar-ho, prenem x ∈ L1(0,+∞), y ∈ I. Per definicio´, existeix ε > 0
tal que y(t) = 0 si t < ε. Aleshores,
(x ∗ y)(t) =
∫ ∞
−∞
x(t− τ)y(τ)dτ =
∫ ∞
ε
x(t− τ)y(τ)dτ.
Si prenem ara 0 < t < ε, tindrem que t − τ < 0, pel que x(t − τ) = 0. Per tant,
(x ∗ y)(t) = 0 si t < ε, pel que x ∗ y ∈ I. E´s a dir, I e´s un ideal.
Proposicio´ 1.10 Sigui A una a`lgebra de Banach, i I ⊂ A un ideal propi tancat. Alesho-
res, l’a`lgebra quocient A /I e´s una a`lgebra de Banach amb la norma definida, si [x] ∈ A /I ,
per
‖[x]‖ := inf
y∈[x]
‖y‖ = inf
z∈I
‖x+ z‖.
A me´s, la topologia quocient de A /I i la indu¨ıda per aquesta norma coincideixen.
Prova: Que A /I e´s una a`lgebra e´s clar, perque` e´s el quocient d’un espai vectorial per un
subespai seu i el quocient d’un anell per un ideal propi. Ara cal comprovar que l’aplicacio´
donada e´s, efectivament, una norma, que les topologies coincideixen, que l’espai quocient e´s
de Banach, i que es verifiquen les desigualtats que defineixen una a`lgebra de Banach:
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i) Que ‖[x]‖ ≥ 0 e´s consequ¨e`ncia directa de la definicio´. A me´s, ‖[0]‖ = inf
z∈I
‖z‖ = 0
tambe´ clarament. Suposem ara que ‖[x]‖ = 0. Aleshores, existeix alguna successio´
(zn)n ⊂ I tal que ‖x+ zn‖ −−−→
n→∞ 0, pel que −zn −−−→n→∞ x. Donat que I e´s un subespai
tancat, aixo` implica que x ∈ I, pel que [x] = [0]. Les altres condicions de ser norma
es poden comprovar sense dificultats.
ii) E´s clar que ‖[x]‖ ≤ ‖x‖ ∀x ∈ A, per la definicio´. Per tant, la projeccio´ cano`nica
pi : A −→ A /I e´s cont´ınua. Per veure que tambe´ e´s oberta, podem intentar aplicar
el Teorema de l’Aplicacio´ Oberta en pi. Es satisfa`, efectivament, que pi e´s lineal,
exhaustiva i cont´ınua, i que A e´s un espai de Banach. Ara be´, falta per comprovar que
A /I e´s un espai de Banach, fet que provarem al segu¨ent punt. Suposant-ho demostrat,
concloem que pi e´s oberta (aquest resultat no e´s necessari per a provar que A /I e´s de
Banach, altrament aquest raonament no tindria validesa).
iii) Sigui ([xn])n una successio´ de Cauchy en A /I . Sense pe`rdua de generalitat, podem
suposar que ‖[xn+1] − [xn]‖ < 2−n. De forma inductiva, llavors, podem trobar una
successio´ en A, (x′n)n, tal que x′n ∈ [xn] i tal que ‖x′n+1−x′n‖ < 2−n. Aleshores, (x′n)n
e´s una successio´ de Cauchy en A i, per tant, te´ l´ımit x ∈ A. Per la continu¨ıtat de pi,
[xn] −−−→
n→∞ [x]. Per tant,
A /I e´s, com vol´ıem veure, un espai de Banach.
iv) La desigualtat pel producte e´s fa`cil de comprovar, perque`
‖[x][y]‖ = ‖[xy]‖ = inf
z∈I
‖xy − z‖ ≤ inf
z,z′∈I
‖xy − xz′ − yz + zz′‖ =
= inf
z,z′∈I
‖(x− z)(y − z′)‖ ≤ inf
z,z′∈I
‖x− z‖‖y − z′‖ = ‖[x]‖‖[y]‖.
Per tant, el producte satisfa` en A /I la desigualtat d’a`lgebra de Banach.
Vegem ara el cas de les a`lgebres generables per alguns dels seus elements:
Definicio´ 1.5 Sigui A una B-a`lgebra, i S ⊂ A un subconjunt qualsevol. Anomenarem
a`lgebra generada per S a la suba`lgebra tancada (i, per tant, completa) me´s petita que
contingui S, i la denotarem per [S]. De la mateixa manera, diem que S e´s un conjunt
generador de [S].
Si existeixen x1, ..., xn ∈ A tals que [{x1, ..., xn}] = A, direm que l’a`lgebra A e´s finita-
ment generada, i si n = 1 direm que e´s generable per un sol element. Ho escriurem com
[x1, ..., xn] = A, o [x] = A.
Proposicio´ 1.11 Prenem
K[S] =
{
n∑
i=1
aixi,1 · · ·xi,ki ∈ A | n, ki ∈ N, a1, ..., an ∈ K, xi,j ∈ S
}
.
Aleshores, tenim que
[S] = K[S],
e´s a dir, [S] e´s la clausura del conjunt de combinacions lineals dels productes finits d’elements
de S.
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Prova: Per construccio´, e´s evident que K[S] ⊂ [S]. A me´s, estem suposant que [S] e´s
una a`lgebra de Banach, pel que e´s tancada. Per tant, K[S] ⊂ [S].
Per altra banda, K[S] e´s una suba`lgebra de A: K[S] te´ estructura d’a`lgebra i, amb el pas
de les operacions al l´ımit, es veu que K[S] te´ tambe´ l’estructura d’a`lgebra i, per tant, e´s una
a`lgebra de Banach. Donat que [S] ha de ser minimal (e´s a dir, e´s l’a`lgebra me´s petita que
conte´ S) i S ⊂ K[S] ⊂ [S], necessa`riament hem de tenir que [S] = K[S].
Observacio´: Quan una B-a`lgebra A e´s finitament generada, aleshores com a espai to-
polo`gic e´s separable. Un espai topolo`gic X e´s separable si existeix D ⊂ X numerable i
dens, e´s a dir, que D = X.
Per exemple, en el cas que A = [x1, ..., xn] sigui una B-a`lgebra sobre C, tenim que
Q2[x1, ..., xn] =

N∑
j=1
(aj + ibj)x
kj,1
1 · · ·xkj,nn | N, kj,l ∈ N i aj , bj ∈ Q

e´s numerable. A me´s Q = R, pel que Q2[x1, ..., xn] = A, pel que A e´s separable.
Observacio´: En el cas que A sigui una a`lgebra unita`ria, la unitat s’inclou com a conjunt
de constants i, per tant, no s’inclou entre el conjunt de generadors, tot i que formalment
caldria fer-ho.
Exemple 1: El teorema d’aproximacio´ de Weierstrass ens garanteix que l’a`lgebra C([0, 1])
es pot generar per un sol element, la funcio´ t 7→ t, donat que els polinomis C[t] so´n densos
en aquest espai.
Exemple 2: Vegem que l’a`lgebra C(S1) no admet cap conjunt generador d’un sol element.
E´s a dir, els conjunts de generadors de C(S1) han de contenir almenys dos elements.
Suposem que g : S1 −→ C genera tota l’a`lgebra. Aleshores, separem casos:
a) Suposem que g = g¯. Aleshores, C[g] e´s una a`lgebra autoadjunta, e´s a dir, que donada
f ∈ C[g], tambe´ f¯ ∈ C[g]. Ara be´, donat que, en aquest cas, la funcio´ g pren valors
reals, no pot ser injectiva. Per tant, ∃t1, t2 ∈ S1 tals que g(t1) = g(t2), i pel pas a
l’a`lgebra i al l´ımit, tenim que f(t1) = f(t2) ∀f ∈ C[g]. Per tant, g no pot generar tot
C(S1).
b) Suposem que g 6= g¯, i que e´s injectiva. Considerem C = g(S1), que per les hipo`tesis
e´s una corba tancada simple de C. Com que estem suposant que g e´s un generador,
existeix alguna successio´ de polinomis (pn)n ⊂ C[z] tal que pn ◦ g −−−→
n→∞ g¯ unifor-
mement sobre S1. Equivalentment, pn(z) −−−→
n→∞ z¯ sobre C. Les funcions pn(z) so´n
holomorfes en l’interior de la corba C, que anomenem V , i cont´ınues en V . Per tant,
(pn) convergeixen a alguna funcio´ h holomorfa a l’interior de V i tal que h|C (z) = z¯.
Ara be´, la funcio´ z¯ e´s harmo`nica sobre V , pel que, pel principi del ma`xim, h(z) = z¯
en V . Per tant, dedu¨ım que z¯ e´s holomorfa en V , cosa que e´s falsa. Per tant, arribem
a un absurd.
Aixo` te´ una consequ¨e`ncia molt interessant: C([0, 1]) 6∼= C(S1). Per tant, [0, 1] i S1 no so´n
homeomorfs, cosa que ja e´s evident d’altra banda.
15
A`lgebres de Banach
Finalment, veiem que tota a`lgebra de Banach unita`ria sobre els reals es pot identificar
isomo`rficament amb una suba`lgebra d’una a`lgebra de Banach complexa.
Proposicio´ 1.12 Sigui A una B-a`lgebra unita`ria sobre R. Existeix una C-a`lgebra de
Banach unita`ria tal que A n’e´s una suba`lgebra isomo`rficament.
Prova: Considerem AC = A × A el R-espai vectorial amb suma i producte per escalar
definits component a component. En definim la norma i el producte intern com
‖(x, y)‖ := sup
θ∈[0,2pi]
{‖x cos θ − y sin θ‖+ ‖y cos θ + x sin θ‖},
(x, y)(u, v) := (xu− yv, xv + yu).
Si considerem la identificacio´ a+ bi 7→ (ae, be), es pot considerar que C ⊂ AC.
El producte que hem definit e´s associatiu, distributiu respecte la suma, i te´ element
neutre, el e˜ = (e, 0). La demostracio´ e´s ide`ntica a la de les propietats del producte entre
nombres complexos.
D’altra banda, si definim la norma en A×A donada per
‖(x, y)‖1 = ‖x‖+ ‖y‖,
tenim que (A × A, ‖ · ‖1) e´s un espai de Banach, fet que e´s fa`cil de comprovar. Per tant,
podem reescriure la norma ‖ · ‖ en AC com
‖(x, y)‖ = sup
θ∈[0,2pi]
‖eiθ(x, y)‖1.
Aix´ı, podem comprovar co`modament les condicions per a ser una norma:
• Clarament ‖(x, y)‖ ≥ 0 i ‖(0, 0)‖ = 0. D’altra banda, ‖(x, y)‖ = 0 implica que
‖x sin θ + y cos θ‖ = 0 ∀θ ∈ [0, 2pi]. Si avaluem θ = 0 i θ = pi2 , veiem que x = y = 0.
• Per a cada λ ∈ C no nul, tenim que ∃ξ ∈ [0, 2pi] tal que eiξ = λ¯|λ| . Per tant, per a
qualsevol λ ∈ C no nul,
‖λ(x, y)‖ = sup
θ
‖λ(x, y)eiθ‖1 = sup
θ
‖λ(x, y)eiξeiθ‖1 = sup
θ
‖|λ|(x, y)eiθ‖1
= sup
θ
|λ|‖(x, y)eiθ‖1 = |λ|‖(x, y)‖.
Si λ = 0, per altra banda, e´s obvi que ‖0(x, y)‖ = 0‖(x, y)‖ = 0.
• La desigualtat triangular es dedueix de
‖(x, y) + (x′, y′)‖ = sup
θ
‖((x, y) + (x′, y′))eiθ‖1 ≤ sup
θ
(‖(x, y)eiθ‖1 + ‖(x, y)eiθ‖1) ≤
≤ sup
α
‖(x, y)eiα‖1 + sup
β
‖(x′, y′)eiβ‖1 = ‖(x, y)‖+ ‖(x′, y′)‖.
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Per tant, ‖ · ‖ defineix una norma sobre AC.
A me´s, l’espai AC e´s de Banach amb aquesta norma. Aixo` ho veiem perque` ‖(x, y)‖1 ≤
‖(x, y)‖ ≤ 2‖(x, y)‖1 ∀(x, y) ∈ A× A, pel que so´n normes equivalents, i sabem que ‖ · ‖1 el
fa un espai de Banach.
El producte e´s una aplicacio´ cont´ınua per la norma ‖·‖1, pel que tambe´ ho e´s en la norma
‖ · ‖. Per tant, AC e´s una a`lgebra de Banach.
Finalment, l’aplicacio´
i A −→ AC
x 7−→ (x, 0)
e´s un homeomorfisme amb la imatge, perque` ‖x‖ ≤ ‖(x, 0)‖ ≤ √2‖x‖ (per a θ = 0, pi4 ,
respectivament). Per tant, e´s un isomorfime d’a`lgebres de Banach amb la imatge.
1.2 Espectre, radi espectral i radical
Inspirant-nos en la corresponde`ncia trobada al teorema 1.6, podem traslladar el concepte
d’espectre d’un operador al camp de les a`lgebres de Banach:
Definicio´ 1.6 Sigui A una B-a`lgebra unita`ria. Anomenem espectre d’un element x ∈ A
al subconjunt de C donat per σ(x) := {λ ∈ C | (x− λe) no e´s invertible}.
Si l’a`lgebra de Banach A no e´s unita`ria, es defineix l’espectre d’un element x ∈ A com el
seu espectre en A˜, l’a`lgebra unita`ria que la conte´.
Anomenem σ′(x) = σ(x) ∪ {0}. Si A e´s una a`lgebra no unita`ria, hem vist que x ∈ A no
e´s invertible, pel que 0 ∈ σ(x). Si, en canvi, A e´s unita`ria, sabem que λ1 − x ∈ A e´s no
invertible si, i nome´s si, 1 − λ−1x ∈ A e´s no invertible, i pel lema 1.2 aixo` sera` si, i nome´s
si, e− λ−1x ∈ A˜ e´s no invertible.
Per tant, si σ˜(x) denota l’espectre d’un element en A˜, les parts no nul·les de σ˜(x) i σ′(x)
coincideixen sempre, i podem afirmar que σ˜(x) = σ′(x), tant si A e´s unita`ria com si no.
Proposicio´ 1.13 Per a cada x ∈ A d’una a`lgebra de Banach, el seu espectre e´s un
subconjunt no buit i compacte de C.
Prova: Fixem x ∈ A. Definim la funcio´ Rx : C\σ(x) −→ A, que anomenarem funcio´
resolvent, com
Rx(λ) = (x− λe)−1.
Suposem ara que λ > ‖x‖. Aleshores, ‖λ−nxn‖ ≤ (|λ|−1‖x‖)n < 1, pel que la se`rie
−
∑
n≥0
λ−n−1xn
e´s absolutament convergent. Com que A e´s de Banach, aixo` implica que la se`rie e´s conver-
gent5. A me´s, el l´ımit e´s la funcio´ resolvent, perque`
5Aqu´ı fem u´s del segu¨ent lema: un espai normat e´s de Banach si, i nome´s si, tota se`rie absolutament
convergent e´s convergent.
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−(x− λe)
k∑
n=0
λ−n−1xn = e− λ−k−1xk+1 −−−→
k→∞
e.
Notem que, a me´s, podem dedu¨ır el valor de Rx(λ) a l’infinit, perque`
‖x− λe‖ ≥ |λ| − ‖x‖ ⇒ ‖Rx(λ)‖ ≤ 1|λ| − ‖x‖ −−−−→|λ|→∞ 0.
Similarment, si (x− λ0e) e´s invertible, i si |λ− λ0| < ‖(x− λ0e)−1‖−1, la se`rie
−
∑
n≥1
(λ0 − λ)n−1(λ0e− x)−n
e´s absolutament convergent, i el seu l´ımit e´s tambe´ Rx(λ). Per tant, la funcio´ Rx(λ) e´s
anal´ıtica. Alternativament, per a tot funcional lineal i continu f : A −→ C, la funcio´
f(Rx(λ)) e´s holomorfa.
Amb aquest argument, hem vist que C\σ(x) e´s un conjunt obert, i que conte´ el conjunt de
nombres complexos tals que |λ| > ‖x‖. Per tant, per pas al complementari, σ(x) e´s tancat
i esta` contingut en la bola tancada {z ∈ C | |z| ≤ ‖x‖}, pel que e´s un compacte.
A me´s, si suposem que σ(x) = ∅, llavors per a cada f ∈ A′ f(Rx(λ)) e´s entera, i pel
teorema de Liouville ha de ser constant. Ara be´, abans hem vist que el l´ımit a l’infinit
de ‖Rx(λ)‖ e´s 0, pel que aixo` implicaria que f(Rx(λ)) = 0 ∀f . Per tant, pel teorema de
Hahn-Banach6, Rx(λ) = 0, fet que e´s absurd, perque` l’invers de tot element d’un anell ha
de ser no nul. Per tant, concloem que σ(x) 6= ∅ ∀x ∈ A.
Corol·lari 1.14 (Teorema de Mazur-Gelfand): Sigui A una B-a`lgebra unita`ria sobre
C que, a me´s, e´s un cos. Aleshores, A = C.
Prova: Vegem que tot element de A e´s de la forma λe, amb λ ∈ C. Suposem que fos
fals, e´s a dir, que existeix x ∈ A amb x − λe 6= 0 ∀λ ∈ C. Aleshores, donat que A e´s un
cos, (x− λe) e´s invertible per a tot λ, pel que σ(x) = ∅, fet que contradiria el teorema que
acabem de provar.
Donat que hem vist que l’espectre e´s un compacte de C, te´ sentit definir el segu¨ent
concepte:
Definicio´ 1.7 El radi espectral d’un element x ∈ A es defineix com
‖x‖s = sup
λ∈σ(x)
|λ|.
Teorema 1.15 Si A e´s una B-a`lgebra, ∀x ∈ A es te´ que
‖x‖s = lim
n→∞
n
√
‖xn‖.
6Concretament, n’utilitzem el segu¨ent corol·lari: Si x 6= 0 ∈ E un espai normat, aleshores existeix f ∈ E′
tal que f(x) 6= 0. Equivalentment, si f(x) = 0 ∀f ∈ E′, aleshores x = 0.
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Deixem la demostracio´ d’aquest teorema pel segu¨ent cap´ıtol, per quan haguem definit la
representacio´ de Gelfand. De moment, n’hi ha prou amb ser conscients que es pot calcular
el radi espectral sense cone`ixer l’espectre.
Amb la representacio´ de Gelfand tambe´ podrem veure fa`cilment que ‖ · ‖s satisfa` totes
les condicions per ser una norma menys una: pot ser degenerada. E´s a dir, poden haver-hi
elements x 6= 0 ∈ A tals que el seu espectre sigui nome´s {0}. A aquest efecte, definim els
segu¨ents conceptes:
Definicio´ 1.8 Sigui A una B-a`lgebra, i x ∈ A.
• Diem que x e´s nilpotent si existeix algun n ∈ N tal xn = 0.
• Diem que x e´s un element nilpotent generalitzat si lim
n→∞
n
√
‖xn‖ = ‖x‖s = 0. Ob-
servem que tot element nilpotent, en concret, e´s un element nilpotent generalitzat.
Anomenem radical de A el conjunt rad(A) de tots els seus elements nilpotents gene-
ralitzats.
• Diem que una B-a`lgebra unita`ria A e´s semisimple si rad(A) = {0}. Direm tambe´
que una B-a`lgebra sense unitat A e´s semisimple si A⊕ C ho e´s.
Observacio´: El radical d’una B-a`lgebra n’e´s un ideal. Aixo` e´s consequ¨e`ncia del que
acabem d’afirmar: mitjanc¸ant la representacio´ de Gelfand (que estudiarem al proper cap´ıtol)
es pot veure que ‖ · ‖s e´s una seminorma, e´s a dir, que satisfa` totes les condicions per a ser
una norma, llevat que ‖x‖s = 0⇒ x = 0. Per altra banda, si x ∈ rad(A) i y ∈ A, tenim que
‖xy‖s = lim
n→∞
n
√
‖xnyn‖ ≤ lim
n→∞
n
√
‖xn‖‖yn‖ = lim
n→∞
n
√
‖xn‖ n
√
‖yn‖ = ‖x‖s‖y‖s = 0,
pel que xy ∈ rad(A).
Exemples:
1. L’a`lgebra C(X) e´s semisimple per a tot espai compacte X: si suposem que x ∈ C(X)
amb ‖x‖s = 0, aixo` implica que 0 ∈ σ(x), pel que x no e´s invertible. Per tant, tenim
que x(t0) = 0 per a algun t0 ∈ X. A me´s, si suposem x(t1) = c1 6= 0 per a algun
altre t1 ∈ X, aleshores x − c1e tampoc e´s invertible, pel que c1 ∈ σ(x), cosa que no
pot ser perque` ‖x‖s = 0. Per tant, x = 0. Similarment, si X no e´s compacte (pero`
s´ı localment compacte), l’a`lgebra C0(X)⊕C e´s semisimple, pel que diem que C0(X) e´s
semisimple.
2. Si E e´s un espai de Banach de dimensio´ finita, l’espectre d’un element M ∈ B(E)
coincideix amb el concepte de conjunt de valors propis de l’endomorfisme. Per tant,
l’a`lgebra de Banach B(E) e´s semisimple.
En canvi, l’a`lgebra pot no ser semisimple quan la dimensio´ de E e´s infinita. Per
exemple, considerem E = C([0, 1]), i l’operador lineal
T : E −→ E
f(x) 7−→ ∫ x0 f(t)dt .
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Es pot veure que e´s continu, perque` T (f) ≤ ‖f‖. Per tant, T ∈ B(E). Ara be´,
fixem-nos que
|T 2(f)(x)| ≤
∫ x
0
∫ y
0
‖f‖dydx =
∫ x
0
‖f‖ydy = 1
2
‖f‖x2 ⇒ ‖T 2‖ ≤ 1
2
,
i per induccio´ es pot veure que ‖Tn‖ ≤ 1n! . Per tant, si calculem ‖T‖s mitjanc¸ant el
l´ımit, es veu que ‖T‖s = lim
n→∞
1
n
√
n!
= 0. Tanmateix, T 6= 0.
1.3 Els ideals maximals d’una B-a`lgebra i l’espai de funcio-
nals multiplicatius
Llevat que s’indiqui el contrari, en tota la seccio´ considerem que A e´s una a`lgebra de
Banach unita`ria.
Teorema 1.16 El conjunt d’elements invertibles G ⊂ A e´s un conjunt obert.
Prova: Vegem, primerament, que tots els elements de B1(e) (la bola oberta centrada en
e) so´n invertibles. Suposem y amb norma ‖y‖ < 1. Aleshores, la se`rie ∑n≥0 yn convergeix
absolutament, pel que e´s convergent. Anomenem z el seu l´ımit. Si prenem x = e − y,
aleshores
zx = z(e− y) =
∑
n≥0
yn −
∑
n≥1
yn = y0 = e,
i, de la mateixa manera, xz = e. Per tant, e − y e´s invertible per a tot ‖y‖ < 1, pel que e
te´ un entorn obert d’elements invertibles.
Ara, suposem x 6= 0 ∈ A invertible. Sabem que l’aplicacio´ y 7→ xy e´s cont´ınua. A me´s,
per ser x invertible, n’existeix la inversa y 7→ x−1y cont´ınua, e´s a dir, que multiplicar per x
e´s un homeomorfisme. Ara be´, aixo` vol dir que xB1(e) e´s un entorn obert de x d’elements
invertibles.
Per tant, tot element x ∈ G te´ algun entorn obert contingut en G. Aixo` prova que G e´s
obert.
Corol·lari 1.17 L’adhere`ncia I¯ d’un ideal propi I en una a`lgebra de Banach A e´s tambe´
un ideal propi.
Prova: Recordem que, en un anell, un element e´s no invertible si, i nome´s si, esta`
contingut en algun ideal propi. Per tant, I ∩G = ∅. Com que G e´s obert, aixo` implica que
I¯ ∩G = ∅.
Corol·lari 1.18 Els ideals maximals d’una B-a`lgebra so´n tancats.
Observacio´: Recordem que, pel Lema de Zorn, tot ideal d’un anell esta` contingut en
algun ideal maximal. L’anterior corol·lari ens concreta que, a me´s, aquest ideal maximal
sera` tancat.
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Definicio´ 1.9 Sigui f : A → C un un morfisme d’a`lgebres. Diem que e´s un funcional
multiplicatiu, tambe´ anomenat cara`cter, si f 6= 0.
Equivalentment, podem demanar que f(e) = 1, perque` si f 6= 0 aleshores f(x) = f(xe) =
f(x)f(e) ∀x ∈ A, pel que f(e) = 1; i, naturalment, f(e) = 1 implica que f 6= 0.
Lema 1.19 Si f e´s un funcional multiplicatiu i x ∈ A e´s invertible, aleshores f(x−1) =
(f(x))−1.
Prova: Donat que f(e) = 1, tenim que 1 = f(xx−1) = f(x)f(x−1), que implica que
f(x−1) = (f(x))−1.
Lema 1.20 Una forma lineal f : A −→ C e´s cont´ınua ⇔ kerf e´s tancat.
Prova: La implicacio´ (⇒) e´s o`bvia, perque` kerf = f−1({0}), un tancat.
Per a veure (⇐), suposem que f no e´s cont´ınua, i veurem que el nucli no pot ser tancat.
Donat que f no e´s cont´ınua, no e´s fitada (com a operador lineal), pel que existeix alguna
successio´ (xn)n tal que |f(xn)| ≥ n‖xn‖ > 0. Definim ara un = xnf(xn) . Clarament, f(un) =
1 ∀n, i ‖un‖ = ‖xn‖|f(xn)| ≤ 1n −−−→n→∞ 0, pel que un → 0.
Si f = 0, e´s cont´ınua i el resultat e´s evident, perque` ker 0 = A. Si f 6= 0, existeix a ∈ A
tal que f(a) 6= 0. Definim, per tant, la successio´ vn = a − f(a)un. Aquesta successio´ e´s
convergent amb l´ımit a /∈ kerf , tot i que (vn)n ⊂ kerf . Per tant, el nucli no pot ser tancat.
Definicio´ 1.10 SiguiA una B-a`lgebra commutativa. AnomenemM l’espai de cara`cters
de l’a`lgebra. Aquest es pot definir de dues maneres equivalents:
M(A) = {M ideals maximals de A},
M(A) = {f : A −→ C funcionals multiplicatius definits sobre A}.
En la segona interpretacio´, anomenem M′(A) = M(A) ∪ {0}.
Teorema 1.21 Les dues definicions de M(A) so´n, efectivament, equivalents. E´s a dir,
existeix una bijeccio´ natural entre tots dos conjunts.
Prova: Sigui M un ideal maximal. Tal com hem vist, ha de ser tancat. A me´s a me´s, la
projeccio´ natural
pi : A −→ A /M
e´s un morfisme d’espais vectorials i d’anells, pel que e´s un funcional multiplicatiu. Tambe´ e´s
continu, perque` el seu nucli e´s M , tancat. Al mateix temps, tenim que A /M ∼= C, perque`
M e´s maximal, i apliquem el teorema de Mazur-Gelfand, 1.14. Anomenem, d’ara endavant,
fM al morfisme indu¨ıt per un ideal maximal M .
Per altra banda, si f e´s un funcional multiplicatiu, pel teorema d’isomorfia7 tenim que
A /kerf ∼= Imf = C (podria ser 0, pero`, per hipo`tesi, f 6= 0), pel que kerf e´s un ideal
maximal. Anomenem Mf al nucli del funcional f d’ara endavant.
Aleshores, nome´s cal comprovar que
7De fet, apliquem dos teoremes d’isomorfia: el d’espais vectorials i el d’anells.
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• MfM = M : Si tenim en compte que kerpi = M (per la pro`pia definicio´ de la projeccio´
al quocient), e´s evident que MfM = M .
• fMf = f : Tenint en compte que Mf e´s el nucli de f , la projeccio´ al quocient s’anul·la
exactament als mateixos punts que f , pel que fMf = g ◦ f , amb g un automorfisme
de C. Ara be´, g ha de ser C-lineal, pel que necessa`riament g = IdC.
Vegem com estendre aquest resultat a una a`lgebra A que no sigui unita`ria.
Definicio´ 1.11 Diem que un ideal I d’una B-a`lgebra commutativa A e´s un ideal mo-
dular si A /I e´s una a`lgebra unita`ria.
Si apliquem el lema de Zorn altre cop, donat que A /I te´ unitat, sempre podem garantir
que I ⊂M , on M e´s un ideal modular maximal.
Si prenem ara M(A) = {M ideals modulars maximals de A}, podem reproduir sense
problemes la demostracio´ de l’anterior teorema, pel que tot l’anterior es pot aplicar tambe´
per a a`lgebres sense unitat.
Corol·lari 1.22 Els funcionals multiplicatius d’una B-a`lgebra so´n continus.
Proposicio´ 1.23 Si A e´s commutativa i unita`ria, aleshores ‖f‖ = 1 per a tot funcional
multiplicatiu.
Prova: D’una banda, e´s evident que ‖f‖ ≥ 1, perque` f(e) = 1.
Per altra banda, si suposem que ∃x0 ∈ A tal que |f(x0)| > ‖x0‖, podem suposar que
|f(x0)| > 1 > ‖x0‖ (altrament prenem x′0 = 2x0|f(x0)|+‖x0‖ i obtenim aquestes desigualtats).
Aleshores, tenim que xn0 −−−→n→∞ 0, mentre que |f(x
n
0 )| = |f(x0)|n −−−→n→∞ +∞, fet que contra-
diria la continu¨ıtat de f . Per tant, ‖f‖ ≤ 1.
Observacio´: En el cas que A no sigui unita`ria, l’argument anterior permet afirmar que
‖f‖ ≤ 1.
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Cap´ıtol 2
La transformada de Gelfand
En aquest cap´ıtol aprofitem totes les eines vistes en l’anterior, especialment l’espai de
cara`cters i el radi espectral, per a descriure la transformada de Gelfand, que do´na una
representacio´ d’una B-a`lgebra commutativa.
Primer definim que` e´s la transformada de Gelfand d’una a`lgebra, en veiem diversos exem-
ples, i veiem algunes relacions entre la transformada i l’espectre d’un element. Despre´s,
definirem la topologia de l’espai de cara`cters, amb el qual ens aproparem al nostre objectiu
de trobar el functor de les a`lgebres de Banach als espais localment compactes. Finalment,
veurem alguns resultats sobre a`lgebres semisimples. Com a l’anterior cap´ıtol, seguim les
idees de [18] i [9].
Al llarg de tot el cap´ıtol, A sera` una B-a`lgebra qualsevol, e´s a dir, una a`lgebra que, al
mateix temps, e´s un espai de Banach. Llevat que es digui el contrari, sera` commutativa, i
no suposarem que tingui unitat.
2.1 Definincio´ de la transformada de Gelfand
Definicio´ 2.1 Considerem x ∈ A. La transformada de Gelfand de x e´s la funcio´
x̂ : M(A) −→ C
M 7−→ x̂(M) := fM (x) ,
e´s a dir, a cada punt M ∈ M(A) li assigna l’avaluacio´ en x del funcional multiplicatiu
corresponent a M , fM .
Fixem-nos que, per la proposicio´ 1.23, tenim que sup
M∈M
|x̂(M)| ≤ ‖x‖, pel que cada funcio´
x̂ e´s fitada.
Denotem per CB(M) = {ϕ : M −→ C | ϕ fitada}. Aquest conjunt te´ estructura d’a`lgebra
de Banach amb la norma del suprem,
‖ϕ‖ := sup
M∈M
|ϕ(M)|.
Considerem l’aplicacio´
h : A −→ CB(M(A))
x 7−→ x̂ ,
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tenim que h(A) ⊂ CB(M). De fet, podem dir me´s.
Proposicio´ 2.1 L’aplicacio´ h e´s un morfisme d’a`lgebres de Banach (i, per tant, continu),
pel que la imatge Â := h(A) e´s una suba`lgebra de CB(M) (possiblement no completa).
Observacio´: Malgrat la notacio´ de CB(M), encara no te´ sentit parlat de funcions
cont´ınues sobre M, pel senzill motiu que no hem determinat cap topologia sobre M. Tanma-
teix, e´s me´s co`mode aprofitar la mateixa notacio´, perque` aviat farem les definicions escaients
per tal de veure que, de fet, les x̂ podran ser vistes com a funcions cont´ınues de M en C.
Proposicio´ 2.2 Un element x ∈ A e´s invertible si, i nome´s si, x̂(M) 6= 0 ∀M ∈ M. A
me´s,
(̂x−1)(M) = [x̂(M)]−1.
Prova: Si x̂(M0) = 0, aleshores x ∈M0 un ideal propi, pel que no pot ser invertible.
Per altra banda, si x ∈ A no e´s invertible, aleshores xA e´s un ideal propi de A. Per tant,
esta` contingut en algun ideal maximal M1, pel que x ∈M1 ⇒ x̂(M1) = 0.
La fo`rmula surt del lema 1.19.
Abans de seguir amb l’estudi de la transformada de Gelfand, donem-ne alguns exemples.
1. En el cas de les a`lgebres C(X) per a X compacte, podem veure que tot funcional
multiplicatiu f te´ la forma
f(x) = x(p),
on p ∈ X e´s un punt que depe`n nome´s de f .
Prova: Fixem f ∈ M(C(X)). Provem, primerament, que existeix p0 ∈ X tal que
x(p0) = 0 si f(x) = 0. Suposem que fos fals: llavors per a cada p ∈ X existeix
xp ∈ C(X) tal que xp(p) 6= 0 i f(xp) = 0. Suposem que xp(t) ≥ 0 per a tot p, o prenem
xpxp en cas que no sigui aix´ı.
Aleshores, cada xp e´s estrictament positiva en un entorn obert de p, Up. Donat que els
{Up}p∈X formen un recobriment per oberts de X, n’existeix un subrecobriment finit,
{Up1 , ..., Upk}. Per tant, la funcio´
y(t) := xp1(t) + ...+ xpk(t)
e´s estrictament positiva arreu. Per tant, te´ invers pel producte, la funcio´ 1y(t) . En
canvi, per definicio´ f(y) = 0, fet que entra en contradiccio´ amb la proposicio´ 2.2, pel
que queda provada la primera afirmacio´.
Anomenem e la funcio´ constant que val 1 arreu. Sigui, llavors, f(x) = α. Aleshores,
f(x− αe) = 0, pel que (x− αe)(p) = 0 per algun p ∈ X, pel que x(p) = α, i p depe`n
nome´s de f , tal i com vol´ıem veure.
Per tant, hi ha una bijeccio´ entre M(C(X)) i X quan X e´s compacte.
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2. L’anterior resultat tambe´ e´s cert per a l’a`lgebra C0(X), per a X localment compacte.
En primer lloc, esta` clar que
ε : X −→ M(C0(X))
t 7−→ εt ,
on εt e´s l’avaluacio´ en t, e´s una injeccio´ cano`nica de X en M(C0(X)). La qu¨estio´ e´s si
e´s exhaustiva, e´s a dir, si tot funcional multiplicatiu f ∈ M(C0(X)) e´s de la forma εt
per a algun t ∈ X.
Suposem que no fos aix´ı, e´s a dir, que existeix algun f tal que f 6= εt ∀t ∈ X. Aleshores,
podem definir f˜ ∈M(C(X∞)) tal que f˜
∣∣∣
C0(X)
= f . Per a fer-ho, fixem-nos que C0(X)
esta` inclo´s en C(X∞) per definicio´ i que, de fet, e´s un ideal. A me´s, l’aplicacio´
F : C(X∞)/C0(X) −→ C
[x] 7−→ x(p∞)
defineix un isomorfisme, pel que C0(X) e´s un ideal maximal. En concret, podem
triar un representant de F−1(1), la funcio´ e que val 1 arreu, tal que ∀x ∈ C(X∞),
x = x(p∞)e + (x − x(p∞)e), on x − x(p∞)e ∈ C0(X). Per tant, C(X∞) = C0(X) ⊕ 〈e〉
com a espais vectorials. Definim, aix´ı, l’extensio´ de f com f˜(y + λe) = f(y) + λ, on
y ∈ C0(X). Pel que hem demostrat al punt anterior, f˜ = εt per a algun t ∈ X∞. Com
que f˜
∣∣∣
C0(X)
= f , t /∈ X. Per tant, t = p∞, pel que f = 0, fet que entra en contradiccio´
amb la hipo`tesi que f ∈M(C0(X)).
Per tant, l’assignacio´ ε e´s una bijeccio´, pel que tambe´ hi ha una bijeccio´ cano`nica entre
X i M(C0(X)).
3. Vegem ara el cas de l’a`lgebra L1(R). Veurem que tot funcional f es pot expressar com
f(x) =
∫ +∞
−∞
x(τ)eipτdτ
per algun p ∈ R.
Prova: Primerament, sabem que f e´s un funcional lineal, pel que es pot expressar
com
f(x) =
∫ +∞
−∞
k(τ)x(τ)dτ
per a alguna funcio´ k ∈ L∞(R), e´s a dir, fitada gairebe´ arreu (per a me´s detalls,
consulteu [16, 1.4]). Donat que f ha de ser un funcional multiplicatiu, tenim que
f(x ∗ y) = f(x)f(y). Escrivint-ho en detall,
∫ ∞
−∞
k(t)(x ∗ y)(t)dt =
∫ +∞
−∞
k(t)x(t)dt
∫ +∞
−∞
k(τ)y(τ)dτ ⇒
25
La transformada de Gelfand
∫ +∞
−∞
k(t)
(∫ +∞
−∞
x(t− τ)y(τ)dτ
)
dt =
∫ +∞
−∞
k(t)x(t)dt
∫ +∞
−∞
k(τ)y(τ)dτ.
Usant el teorema de Fubini, podem canviar l’ordre de les integrals a la banda esquerra
de la igualtat, pel que ∀x, y ∈ L1(R)
∫ +∞
−∞
∫ +∞
−∞
k(t+ τ)x(t)y(τ)dτdt =
∫ +∞
−∞
∫ +∞
−∞
k(t)k(τ)x(t)y(τ)dτdt,
i per la mesurabilitat de k tenim que k(t + τ) = k(t)k(τ) gairebe´ arreu. Si prenem
t = τ = 0, veiem que k(0) = 1, i dedu¨ım que k(t) 6= 0 ∀t. Per tant, si apliquem
logaritmes, tenim que log k(t+ τ) = log k(t) + log k(τ).
Lema 2.3 Si una funcio´ mesurable real g satisfa` que g(t+ t′) = g(t) + g(t′) gairebe´
arreu, llavors g(t) = Ct gairebe´ arreu.
Aquest lema esta` comentat i demostrat (en una versio´ molt me´s general) a [13, 2].
Aplicant el lema a aquest cas, obtenim que k(t) = eαt per a algun α ∈ C. Com que k
e´s una funcio´ fitada gairebe´ arreu, obtenim que α = ip per a algun p ∈ R.
Per tant, podem identificar els conjunts M(L1(R)) i R punt a punt. En aquest cas, si
tenim p ∈ R, podem dir que
x̂(p) =
∫ +∞
−∞
x(t)eiptdt.
En aquest cas, la transformada de Gelfand de x ∈ L1(R) e´s exactament la seva trans-
formada de Fourier.
4. De manera semblant, en l’a`lgebra `1(Z) amb el producte de convolucio´ podem veure
que tots els funcionals multiplicatius so´n de la forma
f(x) =
∑
k∈Z
xke
ikp,
per a algun p ∈ R.
Prova: Prenem l’element g ∈ `1(Z)
gk =
{
1 si k = 1
0 si k 6= 1 .
Tota l’a`lgebra `1(Z) es pot generar amb g, perque`
(gn)k = (g ∗ · · · ∗ g)k =
{
1 si k = n
0 si k 6= n ,
pel que ∀x ∈ `1(Z) amb x = (..., x−k, ..., x−1, x0, x1, ..., xk, ...), tenim que x =
∑
k xkg
k.
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Si fixem f un funcional multiplicatiu, podem prendre α = f(g), amb el qual es de-
termina totalment f , tal i com acabem de veure, perque` f(x) =
∑
k xkα
k. Com que
l’anterior suma ha de ser convergent per a tot x ∈ `1(Z), tenim que |α| = 1. Per tant,
e´s de la forma α = eip.
Aix´ı, de fet, ja hem demostrat exactament el que vol´ıem veure, perque`
f(x) =
∑
k∈Z
xke
ikp.
Fixem-nos tambe´ que dos funcionals f i f ′ so´n iguals sii els seus respectius p, p′ verifi-
quen que p− p′ = 2pin per a algun n ∈ Z. Per tant, podem establir una bijeccio´ entre
M(`1(Z)) i S1.
5. Vegem que l’a`lgebra L1(0, 1) no te´ cap funcional multiplicatiu. En aquesta a`lgebra,
estem considerant el producte de convolucio´ que ja hem vist, e´s a dir,
(x ∗ y)(t) =
∫ 1
0
x(t− τ)y(τ)dτ.
De la mateixa manera que al cas de L1(0,+∞), el conjunt I = {x ∈ L1(0, 1) | x
s’anul·la en un entorn del 0} e´s un ideal. A me´s, e´s dens en L1(0, 1). Efectivament, si
x ∈ L1(0, 1), prenem, per a ε > 0,
xε(t) =
{
0 si t ≤ ε
x(t) si t > ε
,
i tenim que xε
L1−−−→
ε−→0
x.
Si prenem y ∈ I, aleshores, tenim que yn(t) = (y ∗ · · · ∗ y)(t) = 0 si t < nε. Per tant,
existeix n ∈ N tal que yn = 0. Per tant, si f e´s un funcional multiplicatiu, tindrem
que
f(y)n = f(yn) = 0,
pel que f s’anul·la en tot I. Ara be´, els funcionals multiplicatius so´n continus i I e´s
dens en L1(0, 1), pel que f = 0. Donat que hem definit els funcionals multiplicatius
com a no nuls, tenim que M(L1(0, 1)) = ∅.
Vegem ara un teorema que relaciona la transformada de Gelfand amb el concepte d’es-
pectre.
Teorema 2.4 Per a cada x ∈ A, σ′(x) = x̂(M′) = {ϕ(x) | ϕ ∈M ∪ {0}}. A me´s, el radi
espectral d’un element satisfa` que
‖x‖s = sup
ϕ∈M
|ϕ(x)| = lim
n→∞
n
√
‖xn‖,
tal i com avanc¸a`vem al teorema 1.15.
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Prova: Primer, fixem-nos que existeix una bijeccio´,
M′(A) −→ M(A˜)
ϕ 7−→ ϕ˜ ,
definida per ϕ˜(λe+x) = λ+ϕ(x) (e´s clarament injectiva, i e´s exhaustiva perque` tot morfisme
d’a`lgebres ha d’enviar la unitat a l’1).
Per tant, podem treballar directament amb A˜, el seu espectre i el seu espai de cara`cters.
Vegem que σ(x) = x̂(M).
(⊆) Sigui λ ∈ σ(x). Aleshores, λe−x e´s no invertible a A˜. Per tant, l’ideal I = (λe−x)A˜
e´s propi, e´s a dir, I ( A˜. Aleshores, pel lema de Zorn, existeix algun ideal maximal M ⊇ I,
e´s a dir, que λe−x ∈M . Ara be´, llavors fM (λe−x) = 0⇔ fM (x) = λ. Per tant, x̂(M) = λ,
pel que λ ∈ x̂(M).
(⊇) Sigui µ ∈ x̂(M). Aleshores, ∃ϕ ∈ M tal que ϕ(x) = µ ⇔ ϕ(µe − x) = 0. Per tant,
µe − x pertany a l’ideal maximal Mϕ, pel que e´s no invertible. Ara be´, aixo` vol dir que
µ ∈ σ(x), tal i com vol´ıem veure.
Vegem ara el resultat pel radi espectral. Com que ‖f‖ ≤ 1 ∀f ∈ M, veiem que, si
λ ∈ σ(x) = x̂(M),
|λ| = |f(x)| = n
√
|f(xn)| ≤ n
√
‖xn‖,
pel que ‖x‖s ≤ lim inf n
√‖xn‖.
Per a veure la desigualtat ‖x‖s ≥ lim sup n
√‖xn‖, recordem la demostracio´ de la proposicio´
1.13, on defin´ıem la funcio´ resolventRx(λ) = (x−λe)−1 en C\σ(x). Pel que hem vist, aquesta
funcio´ e´s holomorfa a la regio´ oberta |λ| ≥ ‖x‖s. Si l’expressem com Rx(λ) = λ−1 1e− x
λ
en
aquesta regio´, podem escriure la funcio´ com
Rx(λ) = λ
−1
∞∑
n=0
(xλ−1)n.
El radi de converge`ncia de la se`rie e´s r = (lim sup n
√‖xn‖)−1. Tal i com hem dit, la
se`rie convergeix quan |λ|−1 ≤ ‖x‖−1s . Per tant, necessa`riament hem de tenir que ‖x‖−1s ≤
(lim sup n
√‖xn‖)−1, pel que, tal i com vol´ıem veure, lim sup n√‖xn‖ ≤ ‖x‖s.
D’aquesta manera, lim sup n
√‖xn‖ ≤ ‖x‖s ≤ lim inf n√‖xn‖ ⇒ ‖x‖s = lim
n→∞
n
√
‖xn‖.
Corol·lari 2.5 El radical d’una B-a`lgebra coincideix amb
rad(A) =
⋂
M∈M
M.
Prova: Efectivament, si x ∈ rad(A), aleshores sup
ϕ∈M
|ϕ(x)| = 0, pel que ϕ(x) = 0 ∀ϕ ∈M.
Per tant, x ∈Mϕ ∀ϕ ∈M.
Per altra banda, si suposem que x ∈M ∀M ∈M, tindrem que fM (x) = 0 ∀M ∈M. Per
tant, ‖x‖s = sup |ϕ(x)| = 0, pel que x e´s nilpotent generalitzat.
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2.2 La topologia de Gelfand a M(A)
Definicio´ 2.2 Sigui E un espai de Banach sobre C, i sigui E′ = L(E,C) (aplicacions line-
als i fitades de E en C). La topologia feble sobre E′ es defineix amb la llei de converge`ncia
puntual:
ϕn −−−→
n→∞ ϕ si ϕn(x) −−−→n→∞ ϕ(x) ∀x ∈ E.
E´s a dir, els tancats en aquesta topologia so´n els conjunts tancats segons aquesta llei de
converge`ncia, i aquests defineixen la topologia feble.
Definicio´ 2.3 Sigui ara A una B-a`lgebra commutativa, i considerem M(A), vist com a
subconjunt de A′. La topologia de Gelfand a M e´s la topologia de subespai de M ⊂ A′,
on a A′ prenem la topologia feble.
Observacio´ 1: Aquesta topologia es pot definir equivalentment com la me´s grollera1 que
fa que x̂ sigui una funcio´ cont´ınua ∀x ∈ A. Naturalment, si les x̂ so´n funcions cont´ınues,
aleshores x̂( lim
n→∞ϕn) = limn→∞ϕn(x) = limn→∞ x̂(ϕn), pel que totes les successions (ϕn)n que
convergeixin en un sentit feble tambe´ convergiran segons aquesta definicio´. Com que el
rec´ıproc tambe´ e´s cert, veiem que totes dues so´n definicions de la mateixa topologia.
Observacio´ 2: La topologia de Gelfand es pot descriure amb la base d’oberts donada
per
V (M0;x1, ..., xn; ε) = {M ∈M | |x̂i(M)− x̂i(M0)| < ε , ∀i = 1, ..., n},
amb M0 ∈ M, x1, ..., xn ∈ A, ε > 0. E´s a dir, els entorns oberts de cada ideal maximal
M0 so´n precisament els que defineixen la continu¨ıtat de cada conjunt finit de transformades
de Gelfand, {x̂1, ..., x̂n}.
Proposicio´ 2.6 Amb la topologia de Gelfand, M e´s un espai de Hausdorff.
Prova: Siguin M1 6= M2 dos ideals maximals. Com que so´n diferents, podem prendre
x0 ∈M1\M2. Si prenem δ = 13 |x̂0(M1)− x̂0(M2)|, tindrem V (M1;x0; δ)∩ V (M2;x0; δ) = ∅.
E´s a dir, existeixen entorns de M1 i M2 oberts i dijunts. Per tant, M e´s un espai de
Hausdorff.
Aqu´ı arribem al primer dels teoremes centrals d’aquest cap´ıtol.
Teorema 2.7 Si l’a`lgebra A e´s unita`ria, el conjunt M(A) e´s compacte. Per tant, M(A˜)
e´s compacte per a qualsevol B-a`lgebra commutativa A.
Prova: Considerem en C la col·leccio´ de discos compactes Kx = {z ∈ C | |z| ≤ ‖x‖}.
Prenem P =
∏
x∈A
Kx. Pel Teorema de Tychonoff
2, l’espai P e´s un compacte. Considerem
l’aplicacio´
1E´s a dir, que te´ menys oberts.
2El Teorema de Tychonoff afirma que, si {Xi}i∈I e´s una col·leccio´ arbitra`ria d’espais compactes, l’espai
producte
∏
i∈I Xi e´s compacte segons la topologia producte.
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Φ : M −→ P
M 7−→ p = (px)x∈A = (x̂(M))x∈A .
Aquesta aplicacio´ esta` ben definida, perque` ‖fM‖ = 1 per a tot M ∈M, pel que Φ(M) =
px = fM (x) ∈ Kx, perque` |fM (x)| ≤ ‖x‖. E´s a dir, p ∈ P.
Vegem ara les altres condicions que necessitem de Φ:
• Φ e´s injectiva: Siguin M,N ∈ M tals que Φ(M) = Φ(N). Aleshores, fM (x) =
fN (x) ∀x ∈ A. Per tant, fM = fN , e´s a dir, M = N .
• La topologia de Φ(M) ⊂ P com a subespai coincideix amb la topologia de Gelfand
traslladada per Φ: Aixo` e´s aix´ı perque` la base local de P per la topologia producte ve
definida pels oberts
B(p0;x1, ..., xn; ε) = {p ∈ P | |pxi − p0xi | < ε ∀i = 1, ..., n},
que evidentment es corresponen amb els oberts V (M0;x1, ..., xn; ε) que defineixen la
base de M.
• Φ(M) ⊂ P e´s un tancat: Prenem p ∈ Φ(M). Volem veure que p = Φ(f), on f e´s un
funcional multiplicatiu. E´s a dir, volem veure que
i) pαx+βy = αpx + βpy.
ii) pxy = pxpy.
iii) pe = 1.
Provem la primera:
Considerem la famı´lia d’oberts indexada segons ε > 0, Bε(p) = B(p;x, y, αx+ βy; ε).
Com que p e´s punt d’adhere`ncia de Φ(M), per a cada ε > 0 existeix Mε ∈M tal que
Φ(Mε) ∈ Bε(p). Per tant,
|px − x̂(Mε)| < ε, |py − ŷ(Mε)| < ε, |pαx+βy − ̂(αx+ βy)(Mε)| < ε.
Per tant, tenim que ∀ε > 0,
|pαx+βy − (αpx + βpy)| = |pαx+βy − ̂(αx+ βy)(Mε) + ̂(αx+ βy)(Mε)− (αpx + βpy)| ≤
≤ |pαx+βy − ̂(αx+ βy)(Mε)|+ |α||x̂(Mε)− px|+ |β||ŷ(Mε)− py| <
< (1 + |α|+ |β|)ε.
Com que val per a tot ε, podem fer la dista`ncia tan petita com volguem. Per tant,
podem afirmar que pαx+βy = αpx + βpy.
Les altres igualtats es proven de la mateixa manera. Per a la segona, prenem la
famı´lia d’oberts Bε(p) = B(p;x, y, xy; ε). Per a la tercera, prenem la famı´lia Bε(p) =
B(p; e; ε).
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Per tant, Φ(M) e´s un tancat dins d’un compacte. Per tant, e´s un compacte. Com que
Φ e´s una aplicacio´ cont´ınua entre un espai de Hausdorff i un compacte, dedu¨ım que e´s un
homeomorfisme amb la seva imatge. Per tant, podem identificar M amb Φ(M) ⊂ P. Aix´ı
podem concloure que M e´s un compacte.
Corol·lari 2.8 Si A e´s una B-a`lgebra unita`ria, la transformada de Gelfand h : x 7→ x̂ e´s
un morfisme entre les a`lgebres A i C(M).
Amb aquest resultat, hem fet una passa molt important endavant: ja hem trobat una
aplicacio´ “natural” entre una a`lgebra de Banach unita`ria abstracta i una a`lgebra del tipus
C(M(A)), on M(A) e´s l’espai d’ideals maximals de A. Ara be´, encara queden algunes
dificultats a tenir en compte. Primerament, que aquesta aplicacio´ no e´s, necessa`riament,
injectiva:
Proposicio´ 2.9 Sigui A una B-a`lgebra unita`ria. L’aplicacio´
h : A −→ C(M)
x 7−→ x̂ ,
e´s un morfisme d’a`lgebres, i ker(h) = rad(A) =
⋂
M∈M
M .
Prova: Tenim que x ∈ ker(h)⇔ x̂(M) = 0 ∀M ∈M, e´s a dir, que x ∈M ∀M ∈M. Per
tant, x e´s del nucli si, i nome´s si, x ∈ rad(A).
Com a dificultat addicional, no tenim cap garantia que h sigui una aplicacio´ exhaustiva.
Aquests problemes, pero`, els afrontarem me´s endavant. De moment, mirem de generalitzar
el resultat del teorema 2.7 a a`lgebres no unita`ries.
Teorema 2.10 Sigui A una B-a`lgebra, i A˜ = A⊕C. Aleshores, M(A˜) coincideix amb la
compactificacio´ d’Alexandroff de M(A), pel que, com a conjunts, M(A˜) = M′ = M ∪ {0}.
Prova: Per construccio´, esta` clar que A e´s un ideal modular maximal dins de A˜. Per
tant, te´ un funcional multiplicatiu associat, al qual anomenem f∞. Notem que aquest actua
com
f∞(x+ λe) = λ.
Ara, de manera semblant a la demostracio´ del teorema 2.4, podem prendre l’aplicacio´
j : M(A) −→ M(A˜)
f 7−→ j(f) ,
on j(f)(x+ λe) = f(x) + λ.
El nostre objectiu ara e´s veure que j e´s una immersio´, i que j(M(A)) = M(A˜)\{f∞}.
Aleshores, tindrem que M(A˜) e´s homeomorf a la compactificacio´ d’Alexandroff de M(A)
(per a me´s detalls, consulteu [12, 4.7]).
Tal i com hem vist a la demostracio´ del teorema 2.4, existeix una corresponde`ncia bijectiva
entre M′(A) i M(A˜). A me´s, en aquesta corresponde`ncia e´s evident que 0 queda emparellat
amb f∞. Per tant, e´s clar que j(M(A)) = M(A˜)\{f∞}.
31
La transformada de Gelfand
Per altra banda, les topologies de M(A) i de j(M(A)) ⊂M(A˜) coincideixen. Aixo` es pot
veure perque`
V (M0;x1 + λ1e, ..., xk + λke; ε) = V (M0;x1, ..., xk; ε),
i aixo` e´s aix´ı perque` | ̂(xi + λie)(M)− ̂(xi + λie)(M0)| = |x̂i(M)− x̂i(M0)|, per definicio´. Per
tant, les bases coincideixen, pel que les topologies so´n iguals. Amb aixo`, queda provat el
teorema.
Aquest teorema ens do´na diverses informacions molt interessants, que podem desgranar
a continuacio´:
Corol·lari 2.11 SiA e´s una a`lgebra de Banach commutativa (no necessa`riament unita`ria),
M(A) e´s un espai de Hausdorff localment compacte. A me´s, h e´s un morfisme d’a`lgebres,
h : A −→ C0(M(A))
x 7−→ x̂ .
I tambe´ ker(h) = rad(A), on aquest u´ltim conjunt es defineix com la interseccio´ de tots
els ideals modulars maximals.
Prova: Tot el que hem dit es despre´n directament del teorema, excepte que h(A) ⊂
C0(M(A)). Tanmateix, aixo` tambe´ e´s fa`cil de veure. Solament cal comprovar que totes les
funcions x̂ s’anul·len en el punt de l’infinit de M(A)∞ = M(A˜). Ara be´, si tenim en compte
que el punt de l’infinit es correspon amb f∞, esta` clar que
x̂(f∞) = f∞(x) = f∞(x+ 0e) = 0,
tal i com vol´ıem veure.
Aquest lema ens do´na una caracteritzacio´ molt rica de la topologia de M(A), perque`, com
que e´s un espai de Hausdorff i localment compacte, en concret e´s normal3. En aquest cas,
e´s possible aplicar el Lema d’Urysohn, que a continuacio´ enunciem:
Lema 2.12 d’Urysohn: Si A i B so´n dos subespais tancats d’un espai normal X, existeix
una funcio´ cont´ınua f : X −→ [0, 1] tal que f |A = 0 i f |B = 1.
Una qu¨estio´ d’intere´s e´s si la funcio´ f d’aquest lema es pot prendre com x̂ per a algun
x ∈ A.
Definicio´ 2.4 Una B-a`lgebra A e´s regular si ∀M ∈M(A) i F ⊂M(A) tancat tals que
M /∈ F existeix x ∈ A tal que x̂(M) = 1 i tal que x̂|F = 0.
Concretament, si la transformada de Gelfand h : A −→ C(M(A)) (amb M compacte) e´s
exhaustiva, l’a`lgebra A e´s regular.
Corol·lari 2.13 Suposem A regular i que rad(A) = {0}. En aquest cas, l’espai M(A) e´s
compacte si, i nome´s si, A e´s una a`lgebra unita`ria.
3Un espai topolo`gic X es diu normal si, per a qualssevol A,B ⊂ X tancats, existeixen oberts disjunts
U, V tals que A ⊂ U i B ⊂ V .
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Prova: Si A e´s unita`ria, pel teorema 2.7 tenim que M(A) e´s un espai compacte. Per
altra banda, si M(A) e´s compacte, {p∞} e´s un punt a¨ıllat en M(A˜), i M(A) e´s un tancat
en M(A˜). Com que l’a`lgebra A e´s regular, A˜ tambe´ ho e´s. Per tant, existeix x0 ∈ A˜ tal
que x̂0(p∞) = 1 i x̂0|M(A) = 0. Com que A˜ e´s unita`ria, 1 ∈ h(A˜). Per tant, si e denota la
unitat de A˜, y0 = e − x0 e´s tal que ŷ0(p∞) = 0 i ŷ0|M(A) = 1. Per la seva pro`pia definicio´,
ŷ0 ∈ C0(M(A)) = C(M(A)), i, vista en aquest conjunt, e´s la funcio´ constant 1. Per tant,
com que ŷ0 = 1 i h e´s injectiva, tenim que xy0 = x ∀x ∈ A, pel que y0 e´s una unitat.
Observacio´: El mateix resultat tambe´ e´s cert quan rad(A) no e´s trivial, pero` hem
procedit per aquesta demostracio´ per dos motius: en primer lloc, per la simplicitat, i en
segon lloc perque`, eventualment, les u´niques a`lgebres que ens interessaran sera`n a`lgebres
amb radical trivial. Una demostracio´ me´s general es pot trobar a [9, 3].
Podem acabar la seccio´ amb una interessant aplicacio´ s’aquests resultats: identificant les
a`lgebres a partir dels seus generadors.
Proposicio´ 2.14 Si una B-a`lgebra esta` generada per un conjunt S aleshores la famı´lia
S = {V (M0;x1, ..., xk; ε) | M0 ∈M, x1, ..., xk ∈ S, ε > 0} e´s una base de la seva topologia.
Prova: Hem de veure que per a tot element de la base V (M0; y1, ..., yn; ε) hi ha al-
gun element de la famı´lia S que hi esta` contingut. Per la proposicio´ 1.11, com que
hem fixat ε > 0, podem trobar polinomis de coeficients complexos p1, ..., pn i elements
x1,1, ..., x1,k1 , x2,1, ..., xn,kn tals que
|yi − pi(xi,1, ..., xi,ki)| <
1
3
ε ∀i = 1, ..., n.
Per la continu¨ıtat de cada un dels polinomis, podem triar δ > 0 tal que
V0 = V (M0;x1,1, ..., xn,kn ; δ) ⊂ V (M0; p1(x1,1, ..., x1,k1), ..., pn(xn,1, ..., xn,kn);
1
3
ε).
Veurem, aleshores, que V0 ⊂ V (M0; y1, ..., yn; ε). Considerem M ∈ V0. Per la definicio´
d’aquest conjunt, tenim que
|pi(x̂i,1(M), ..., x̂i,ki(M))− pi(x̂i,1(M0), ..., x̂i,ki(M0))| <
1
3
ε.
Per tant, tenim que
|ŷi(M)− ŷi(M0)| ≤ |ŷi(M)− pi(x̂i,1(M), ..., x̂i,ki(M))|
+|pi(x̂i,1(M), ..., x̂i,ki(M))− pi(x̂i,1(M0), ..., x̂i,ki(M0))|
+|pi(x̂i,1(M0), ..., x̂i,ki(M0))− ŷi(M0)| <
1
3
ε+
1
3
ε+
1
3
ε = ε,
pel que M ∈ V (M0; y1, ..., yn; ε), tal i com vol´ıem veure.
D’aqu´ı obtenim algunes propietats interessants:
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Corol·lari 2.15 Si A admet un conjunt numerable de generadors, aleshores M(A) e´s
2AN .
Corol·lari 2.16 Si A = [x1, ..., xn] (e´s a dir, l’a`lgebra e´s finitament generada i unita`ria),
aleshores M(A) e´s homeomorf a un compacte de Cn.
Prova: Considerem l’aplicacio´
F : M(A) −→ Cn
M 7−→ (x̂1(M), ..., x̂n(M)) .
Per construccio´, F e´s una aplicacio´ cont´ınua. A me´s, e´s injectiva, com podem veure:
suposem que F (M1) = F (M2). En aquest cas, fM1(xi) = fM2(xi) ∀i. Com que fMj so´n
morfismes de B-a`lgebres per a j = 1, 2, tenim que fM1(y) = fM2(y) ∀y ∈ A. Per tant,
fM1 = fM2 , e´s a dir, M1 = M2.
Com que F e´s una aplicacio´ cont´ınua i injectiva des d’un espai compacte a un espai de
Hausdorff, tenim que F e´s un homeomorfisme amb la imatge. Per tant, F (M(A)) e´s un
compacte de Cn, i F e´s un homeomorfisme.
Observacio´: Donats x1, ..., xn ∈ A una B-a`lgebra, se sol definir
σ(x1, ..., xn) := {(x̂1(M), ..., x̂n(M)) ∈ Cn | M ∈M}
com l’espectre conjunt de x1, ..., xn. Com l’espectre d’un sol element, tenim que e´s un
conjunt compacte i no buit. En el cas n = 1, coincideix exactament amb el concepte
d’espectre d’un element, com ja hem vist.
2.3 Alguns resultats sobre a`lgebres semisimples
Recordem que una B-a`lgebra commutativa es diu semisimple si rad(A) = {0}. Aixo` e´s
equivalent a
‖x‖s = 0⇒ x = 0,
f(x) = 0 ∀f ∈M⇒ x = 0.
Observacio´: Pel teorema 2.4, resulta que, quan A e´s semisimple, ‖ · ‖s e´s una norma.
Efectivament, la condicio´ de ser semisimple garanteix que e´s no degenerada. A me´s, les
altres condicions so´n fa`cils de comprovar: si x, y ∈ A i λ ∈ C,
‖λx‖s = sup
ϕ∈M
|ϕ(λx)| = sup
ϕ∈M
|λ||ϕ(x)| = |λ| sup
ϕ∈M
|ϕ(x)| = |λ|‖x‖s,
‖x+ y‖s = sup
ϕ∈M
|ϕ(x+ y)| ≤ sup
ϕ∈M
(|ϕ(x)|+ |ϕ(y)|) ≤ sup
ϕ∈M
|ϕ(x)|+ sup
ψ∈M
|ψ(y)| = ‖x‖s + ‖y‖s,
‖xy‖s = sup
ϕ∈M
|ϕ(xy)| = sup
ϕ∈M
|ϕ(x)||ϕ(y)| ≤ ( sup
ϕ∈M
|ϕ(x)|)( sup
ψ∈M
|ψ(y)|) = ‖x‖s‖y‖s.
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Per tant, la norma ‖ · ‖s do´na a A l’estructura d’a`lgebra amb norma compatible. Per a ser
una a`lgebra de Banach, pero`, falta que sigui tambe´ completa, i aixo`, en general, no e´s cert.
En aquesta seccio´, veurem que les a`lgebres semisimples so´n molt me´s “r´ıgides” del que
podria semblar en un primer moment.
Teorema 2.17 Sigui F : A → A1 un morfisme algebraic (e´s a dir, no necessa`riament
continu), on A i A1 so´n a`lgebres de Banach, i A1 e´s semisimple. Aleshores, F e´s continu.
Prova: Per a provar-ho, utilitzem el Teorema de la Gra`fica Tancada4, pel que volem
veure que {(x, F (x)) ∈ A×A1 | x ∈ A} e´s un tancat. Suposem que F 6= 0 (altrament, F e´s
trivialment cont´ınua).
Volem que xn −−−→
n→∞ x0, F (xn) −−−→n→∞ y0 impliqui que F (x0) = y0.
Per a cada f ∈ M(A1), considerem f˜ = f ◦ F ∈ M(A). Com que F 6= 0 i A1 e´s
semisimple, esta` ben definit. Donat que els funcionals multiplicatius so´n tots continus,
tenim que f˜(xn) −−−→
n→∞ f˜(x0) = f(F (x0)). Per altra banda, f˜(xn) = f(F (xn)) −−−→n→∞ f(y0).
Per la unicitat del l´ımit, f(F (x0)) = f(y0) ∀f ∈M(A1). Com que A1 e´s semisimple, tenim
que F (x0) = y0.
Corol·lari 2.18 Si dues B-a`lgebres A1 i A2 so´n algebraicament isomorfes i una d’elles e´s
semisimple, aleshores A1 ∼= A2 (e´s a dir, so´n homeomorfes).
Prova: Sigui Φ : A1 −→ A2 l’isomorfisme algebraic entre A1 i A2. Suposem que A2
e´s semisimple (altrament, si A1 e´s semisimple, fem servir el mateix argument amb Φ
−1 :
A2 −→ A1). En aquest cas, aplicant el teorema anterior, Φ e´s cont´ınua. Suposem ara que
x ∈ rad(A1). En aquest cas, σ(x) = {0}. Ara be´, σ(Φ(x)) ⊂ σ(x), perque` λ ∈ σ(Φ(x)) ⇒
(Φ(x) − λe) no invertible, pel que Φ(x − λe) no invertible, ⇒ (x − λe) no invertible, pel
que λ ∈ σ(x). En conclusio´, σ(Φ(x)) = 0, pel que Φ(x) = 0, donat que l’a`lgebra A2 e´s
semisimple. Com que Φ e´s un isomorfisme, x = 0. Per tant, rad(A1) = {0}, pel que A1
e´s tambe´ semisimple. Per tant, podem aplicar el teorema anterior a Φ−1, pel que tambe´ e´s
cont´ınua. Per tant, Φ e´s un homeomorfisme.
Corol·lari 2.19 Tot endomorfisme d’una a`lgebra semisimple e´s continu.
Resumint, tots aquests resultats ens fan veure que la topologia d’una a`lgebra semisimple
A esta` determinada de forma u´nica, sense que sigui necessari definir-hi una norma.
Corol·lari 2.20 Si Â = h(A) (la imatge per la representacio´ de Gelfand) e´s un espai
complet en la norma ‖ · ‖s, aleshores aquesta norma e´s equivalent a ‖ · ‖, la norma original
de A.
Prova: Si (Â, ‖ · ‖s) e´s complet, e´s una B-a`lgebra, i h e´s un isomorfisme amb A. Per
tant, per l’anterior corol·lari, e´s un homeomorfisme.
Finalment, la conclusio´ del cap´ıtol e´s que, si una B-a`lgebra commutativa e´s semisimple,
aleshores l’aplicacio´ h : A −→ C0(M(A)) e´s un monomorfisme d’a`lgebres, pel que e´s una
4El TGT diu que, si T : E1 → E2 e´s una aplicacio´ lineal entre espais de Banach, e´s cont´ınua si, i nome´s
si, la gra`fica de T , Γ(T ) ⊂ E1 × E2, e´s un espai tancat. Per a me´s detalls, consulteu [14, 2]
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representacio´ fidel de A en C0(M(A)). Aquest resultat e´s reminiscent del teorema 1.6,
on tambe´ hem trobat una representacio´ prou bona de l’a`lgebra (menys restrictiva, aixo` s´ı,
perque` no calia demanar que l’a`lgebra A fos semisimple). Nome´s queda un punt cr´ıtic per
arribar al resultat que perseguim des del principi d’aquest treball: voldr´ıem que h fos una
aplicacio´ exhaustiva. Per tal d’aconseguir-ho, haurem d’afegir una altra estructura sobre la
nostra B-a`lgebra, que a me´s ens garantira` que A e´s semisimple: la de ∗-a`lgebra de Banach.
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Cap´ıtol 3
C∗-a`lgebres i el Teorema de
Gelfand-Naimark
En aquest cap´ıtol definirem l’operaror d’involucio´ sobre una a`lgebra. Aixo` ens permetra`
concretar me´s quines a`lgebres volem, i trobarem una classe sobre la qual podrem enunciar
i demostrar el Teorema de Gelfand-Naimark, e´s a dir, que l’a`lgebra es podra` caracteritzar
com a C0(X) per a X = M(A).
Despre´s de demostrar el teorema central, estudiarem a fons les seves consequ¨e`ncies im-
mediates. Finalment, farem una breu introduccio´ a la teoria de categories, i donarem una
interpretacio´ del teorema en termes d’aquesta teoria.
3.1 Introduccio´ a les C∗-a`lgebres
Definicio´ 3.1 Considerem A una B-a`lgebra, no necessa`riament commutativa. Direm que
una aplicacio´ x 7→ x∗ e´s una involucio´ si satisfa` que
i) (x+ y)∗ = x∗ + y∗.
ii) (λx)∗ = λ¯x∗.
iii) (xy)∗ = y∗x∗.
iv) (x∗)∗ = x.
per a tots x, y ∈ A, λ ∈ C.
Definicio´ 3.2 Diem que una B-a`lgebra amb involucio´ e´s una C∗-a`lgebra si es satisfa` la
igualtat
‖x∗x‖ = ‖x‖2,
∀x ∈ A, o si alguna norma equivalent a la donada ho satisfa`.
Corol·lari 3.1 (de la definicio´): La involucio´ e´s una aplicacio´ cont´ınua, i ‖x∗‖ = ‖x‖.
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Prova: De la darrera condicio´ surt que
‖x‖2 = ‖x∗x‖ ≤ ‖x∗‖‖x‖ ⇒ ‖x‖ ≤ ‖x∗‖.
Com que (x∗)∗ = x, tenim tambe´ que ‖x∗‖ ≤ ‖x‖. Per tant, ‖x∗‖ = ‖x‖, i ∗ e´s una
isometria.
Exemples:
1. Si X e´s localment compacte, en l’a`lgebra C0(X) podem prendre la involucio´ x∗(t) :=
x(t). E´s evident que satisfa` les condicions i-iv de la definicio´ 3.1. Per altra banda,
‖x∗x‖ = sup |(x∗x)(t)| = sup |x(t)|2 = ‖x‖2. Per tant, C0(X) e´s una C∗-a`lgebra.
2. Sigui H un espai de Hilbert amb un producte hermitia`, 〈·, ·〉. En aquest context,
recordem que, donada T ∈ B(H), podem definir T ∗ ∈ B(H) tal que satisfaci que
〈T ∗(u), v〉 = 〈u, T (v)〉 ∀u, v ∈ H,
i que aquesta aplicacio´ adjunta (o, com se li sol dir, transposada) e´s u´nica. Aquesta
caracteritzacio´ de l’aplicacio´ adjunta te´ sentit pel teorema de Riesz-Fre´chet1.
Comprovem ara les propietats per a aquesta involucio´. Per construccio´, tenim les
propietats i-iv de la definicio´ 3.1. Concretament, la propietat ii ve del fet que el
producte hermitia` compleix que 〈u, v〉 = 〈v, u〉 ∀u, v ∈ H. Pel que fa a la condicio´ de
C∗-a`lgebra, recordem que
‖T‖ = sup
u,v∈H
〈T (u), v〉
‖u‖‖v‖ ,
per tant, tenim que ‖T ∗‖ = ‖T‖. Per tant, ‖TT ∗‖ ≤ ‖T‖‖T ∗‖ = ‖T‖2. Per altra
banda, si u ∈ H, tenim que
‖T (u)‖2 = 〈T (u), T (u)〉 = 〈T ∗(T (u)), u〉 ≤ ‖T ∗(T (u))‖‖u‖ ≤ ‖T ∗T‖‖u‖2,
i, per tant, ‖T‖2 ≤ ‖T ∗T‖. Com que l’anterior val per a T ∗, que te´ la mateixa norma
que T , tenim que ‖T‖2 ≤ ‖TT ∗‖. En conclusio´, ‖TT ∗‖ = ‖T‖2.
Observacio´: El nom de C∗-a`lgebra fou usat per primer cop el 1947 per Irving Segal,
quan estudiava suba`lgebres de B(H), amb H un espai de Hilbert. Concretament,
interessaven suba`lgebres tancades (d’aqu´ı la C, per closed), i autoadjuntes, d’aqu´ı el
∗. Independentment, Gelfand i Naimark, en el seu article de 1943, van donar una
definicio´ abstracta de C∗-a`lgebra, que no depe´n d’un espai de Hilbert, que e´s la que
utilitzem aqu´ı. Ells utilitzaven el terme a`lgebra normada. En alguns contextos, s’ha
fet servir B∗-a`lgebra, per dir que s’esta` parlant d’una B-a`lgebra dotada d’una involucio´
i complint a me´s la igualtat que les defineix, pero` el terme C∗-a`lgebra e´s me´s utilitzat
avui dia.
1El teorema de Riesz-Fre´chet afirma que, si H e´s un espai de Hilbert, aleshores e´s isomorf al seu dual, H′.
Me´s detalls a [8, 6.3]
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3. En l’a`lgebra L1(R), podem donar la involucio´ per x∗(t) = x(−t). Aquesta aplicacio´,
naturalment, verifica les propietats i-iv. En canvi, aquesta involucio´ no e´s una C∗-
a`lgebra. Per exemple, prenem x = χ[−1,1] + iχ[2,4] + χ[5,7]. Aleshores, x∗ = χ[−1,1] −
iχ[−4,−2] + χ[−7,−5]. En aquest cas, tenim que
‖f‖ = 6⇒ ‖f‖2 = 36,
(f∗ ∗ f)(t) =

0 t ≤ −8 3(t− 2) 0 ≤ t ≤ 2
t+ 8 −8 ≤ t ≤ −6 0 2 ≤ t ≤ 4
−4− t −6 ≤ t ≤ −4 t− 4 4 ≤ t ≤ 6
0 −4 ≤ t ≤ −2 8− t 6 ≤ t ≤ 8
3(t+ 2) −2 ≤ t ≤ 0 0 t ≥ 8
,
‖f∗ ∗ f‖ = 20,
pel que ‖f‖2 6= ‖f∗ ∗ f‖, pel que L1(R) no satisfa` la desigualtat de C∗-a`lgebra amb la
norma usual. Despre´s de demostrar el teorema de Gelfand-Naimark, veurem que, de
fet, no hi ha cap norma equivalent a ‖ · ‖ amb la qual L1(R) sigui una C∗-a`lgebra.
4. En l’a`lgebra `1(Z), podem donar la involucio´ per (xn)n∗ = (x−n)n. Les propietats
i-iv es compleixen, com a l’anterior exemple. Ara be´, de la mateixa manera que a
l’anterior podem demostrar que `1(Z) no e´s una C∗-a`lgebra. Recordant la notacio´ de
l’exemple de la seccio´ 2.1, prenem gk ∈ `1(Z) com
(gk)n =
{
1 n = k
0 n 6= k .
Aleshores, podem comprovar que gk ∗ gl = gk+l.
Amb aixo` vist, podem prendre, ana`logament a l’exemple anterior, f = g0 + ig1 + g2,
pel que f∗ = g0 − ig−1 + g−2, pel que
f∗ ∗ f = 3g0 + g2 + g−2.
Per tant, ‖f∗ ∗ f‖ = 5 6= 9 = ‖f‖2. Com a l’anterior cas, la prova general que `1(Z)
no e´s una C∗-a`lgebra es veura` despre´s de la prova de Gelfand-Naimark.
Donem ara algunes eines te`cniques per a treballar amb C∗-a`lgebres.
Definicio´ 3.3 Sigui A una B-a`lgebra amb involucio´, i A0 ⊆ A una suba`lgebra. Diem que
A0 e´s autoadjunta si A0
∗ = A0, e´s a dir, si A0 conte´ les imatges per involucions de tots els
elements de A0.
Definicio´ 3.4 Si A i B so´n C∗-a`lgebres amb involucions ∗ i ?, respectivament, diem
que un morfisme de B-a`lgebres ϕ : A −→ B e´s un ∗-morfisme, o un morfisme auto-
adjunt, si ∀x ∈ A tenim que ϕ(x∗) = ϕ(x)?. De la mateixa manera es poden definir els
∗-isomorfismes.
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Definicio´ 3.5 Considerem A una B-a`lgebra amb involucio´. Aleshores, diem que x ∈ A
e´s
• Normal si xx∗ = x∗x. E´s a dir, un element e´s normal si, i nome´s si, esta` contingut en
alguna suba`lgebra autoadjunta commutativa. Evidentment, la implicacio´ directa es
pot comprovar amb la suba`lgebra [x, x∗]. Per altra banda, si x ∈ A0 una suba`lgebra
autoadjunta, tindrem que x, x∗ ∈ A0, i com que A0 e´s commutativa, xx∗ = x∗x.
• Hermitia` si x∗ = x. Aquest concepte e´s ana`leg a la situacio´ dels nombres reals en els
complexos. Per exemple, tot element x ∈ A es pot expressar com una suma
x = a+ ib,
amb a, b ∈ A hermitians. De la mateixa manera que en definir la part real i la part
imagina`ria d’un complex, podem trobar a, b a partir de x, per a = x+x
∗
2 , b =
x−x∗
2 .
Proposicio´ 3.2 Un element x ∈ A, una B-a`lgebra unita`ria amb involucio´, e´s invertible
si, i nome´s si, x∗ ho e´s, i (x−1)∗ = (x∗)−1.
Prova: Si x ∈ A e´s invertible, aleshores x∗(x−1)∗ = x−1x = e, pel que x∗ e´s invertible i es
satisfa` la igualtat. Per altra banda, si fem el mateix argument per a x∗, com que (x∗)∗ = x,
tenim que x∗ invertible implica x invertible.
3.2 El teorema de Gelfand-Naimark
En tota aquesta seccio´ considerarem nome´s A que siguin B-a`lgebres commutatives amb
involucio´. Primer estudiarem com interactuen la representacio´ de Gelfand i la involucio´, i
despre´s passarem a la demostracio´ del teorema en s´ı, amb algunes consequ¨e`ncies inmediates.
Definicio´ 3.6 Diem que una B-a`lgebra A amb involucio´ e´s sime`trica si la seva trans-
formada de Gelfand satisfa` que
(̂x∗)(M) = x̂(M) ∀x ∈ A,
e´s a dir, que la transformacio´ sigui un ∗-morfisme de A en C0(M).
Amb aquesta nocio´ en ment, veiem que ens interessa el cas en el qual poguem garantir
que la nostra a`lgebra e´s sime`trica.
Per a demostrar el teorema de Gelfand-Naimark, e´s necessari disposar de la versio´ me´s
general del teorema d’Stone-Weierstrass:
Teorema 3.3 (d’Stone-Weierstrass): Sigui X un espai compacte, i sigui A ⊂ C(X)
una suba`lgebra autoadjunta i tal que separa punts, e´s a dir, ∀p 6= q ∈ X, ∃x ∈ A tal
que x(p) 6= x(q). Aleshores, A e´s densa en C(X), e´s a dir, A = C(X). Per tant, per a tota
f ∈ C(X), existeix una successio´ (gn)n ⊂ A tal que gn −−−→
n→∞ f uniformement.
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No donarem aqu´ı una prova d’aquest teorema. Es pot trobar una demostracio´ a [14, 5].
Una demostracio´ molt me´s senzilla, malgrat que menys general (nome´s s’ocupen del cas
real2) es pot trobar a [2].
Encarem, finalment, l’enunciat i demostracio´ del Teorema de Gelfand-Naimark:
Teorema 3.4 (de Gelfand-Naimark): Sigui A una C∗-a`lgebra commutativa i unita`ria.
Aleshores, la transformada de Gelfand x 7→ x̂ e´s una isometria exhaustiva en C(M). A
me´s, x∗ 7→ x̂. Me´s concretament, l’a`lgebra A e´s semisimple i sime`trica.
Demostracio´: Vegem, en primer lloc, que l’a`lgebra e´s semisimple. E´s a dir, que la
seminorma ‖ · ‖s e´s, de fet, no degenerada. Per la identitat de C∗-a`lgebra, tenim que
∀x ∈ A,
‖x2‖2 = ‖(x2)∗x2‖ = ‖(x∗x)∗(x∗x)‖ = ‖x∗x‖2 = ‖x‖4,
pel que ‖x2‖ = ‖x‖2. Per induccio´, tenim que ‖x2n‖ = ‖x‖2n per a tot x ∈ A.
Com que podem definir ‖x‖s = lim
n→∞
n
√
‖xn‖, e´s a dir, sabem que el l´ımit existeix, i per
la unicitat del l´ımit, obtenim que
‖x‖s = lim
n→∞
n
√
‖xn‖ = lim
m→∞
2m
√
‖x2m‖ = lim
m→∞(‖x‖
2m)2
−m
= ‖x‖.
Per tant, ‖x‖s = ‖x‖, pel que la transformada e´s, efectivament, una isometria. Me´s
concretament, ‖ · ‖s defineix una norma sobre A.
Notem que tot aquest argument no depe´n de que l’a`lgebra A tingui unitat.
Vegem ara que A e´s sime`trica. Fixem x ∈ A, i M ∈ M. Anomenem x̂(M) = α + βi, i
(̂x∗)(M) = γ + δi. El nostre objectiu e´s provar que α = γ, i β = −δ. Comencem per la
darrera igualtat.
Suposem que β + δ 6= 0. Aleshores, podem prendre y = (x+x∗−(α+γ)e)β+γ ∈ A. Per com
l’hem definit, esta` clar que ŷ(M) = i, pel que ‖y‖s ≥ 1. A me´s, y∗ = y.
Prenem r ≥ 0 qualsevol. Tenim que ̂(y + ire)(M) = (1 + r)i. Per tant,
|1 + r|2 ≤ ‖y + ire‖2s = ‖y + ire‖2 = ‖(y + ire)∗(y + ire)‖ =
= ‖(y − ire)(y + ire)‖ = ‖y2 + r2e‖ ≤ ‖y2‖+ r2 = ‖y‖2 + r2,
que e´s una contradiccio´. Per exemple, si prenem r = ‖y‖2, es veu que l’anterior e´s fals. Per
tant, necessa`riament hem de tenir β = −δ.
Si ara considerem x̂(M) = α + βi, (̂x∗)(M) = γ − βi, tenim que (̂ix)(M) = −β + αi, i
(̂(ix)∗) = β − γi, i repetim el mateix argument que abans amb y′ := (ix+(ix)∗)α−γ . Per tant,
dedu¨ım que α = γ.
Per tant, (̂x∗)(M) = x̂(M) ∀x ∈ A,M ∈ M. Per tant, l’a`lgebra A e´s sime`trica, com
vol´ıem veure.
2El cas complex es pot demostrar a partir del real, considerant la suba`lgebra AR de funcions de A que
prenen valors reals i provant que es compleixen les condicions del teorema en la versio´ real sobre aquesta.
Despre´s, com que l’a`lgebra A e´s autoadjunta, es pot separar un element arbitrari de A en les seves parts
real i imagina`ria, abdues pertanyents a AR, pel que es poden prendre l´ımits amb totes dues, provant aix´ı el
teorema.
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Finalment, queda per veure que
h : A −→ C(M)
x 7−→ x̂
e´s un isomorfisme d’a`lgebres, me´s concretament, que e´s un epimorfisme. Considerem h(A) ⊂
A, que e´s una suba`lgebra. Com que h e´s un ∗-morfisme, sabem que e´s autoadjunta. A me´s,
per a qualssevol M1,M2 ∈ M diferents, podem trobar x ∈ A tal que x̂(M1) 6= x̂(M2), pel
que l’a`lgebra h(A) separa punts. Per tant, pel teorema d’Stone-Weierstras, a 3.3, tenim
que h(A) = C(M). Ara be´, donat que h e´s una isometria i A e´s una a`lgebra de Banach,
tenim que h(A) e´s tambe´ una a`lgebra de Banach. Concretament, h(A) e´s un tancat, pel que
h(A) = h(A) = C(M), tal i com vol´ıem veure.
Per tant, hem completat la prova del primer objectiu d’aquest treball: C∗-a`lgebres
unita`ries isomorfes venen d’espais compactes homeomorfs, i per a cada C∗-
a`lgebra amb unitat hi ha un u´nic espai compacte que li correspongui, llevat
d’homeomorfisme.
Exemple: Ara podem veure que `1(Z) no e´s una C∗-a`lgebra, com afirma`vem a l’anterior
seccio´. Per comenc¸ar, ja sabem que e´s una a`lgebra semisimple, pel que h e´s injectiva. Es
tracta, doncs, de veure que no pot ser exhaustiva.
Traduint-ho al nostre cas concret, recordem que, quan x ∈ `1(Z), aleshores h(`1(Z)) ⊂
C(S1), i
x̂(t) =
∑
n∈Z
xne
int,
pel que x̂ e´s una funcio´ cont´ınua definida per una se`rie de Fourier absolutament convergent.
Ara be´, no tota funcio´ cont´ınua en S1 te´ coeficients de Fourier absolutament convergents.
Un exemple es pot trobar a [17, pp 520, 7 c)], amb la se`rie
g(t) =
∞∑
n=2
sin(nt)
n log n
,
que e´s uniformement convergent, pero` e´s evident que no e´s absolutament convergent. Per
tant, h(`1(Z)) ( C(S).
Vegem com traslladar el teorema al cas de les a`lgebres sense unitat i als espais localment
compactes.
Proposicio´ 3.5 Siguin A una B-a`lgebra amb involucio´, B una C∗-a`lgebra, i F : A −→ B
un ∗-morfisme. Aleshores, F e´s continu, i ‖F‖ ≤ 1.
Per a provar-ho, fem servir primer el segu¨ent lema:
Lema 3.6 Si F : A −→ B e´s un morfisme entre B-a`lgebres, tenim que
σB(F (x)) ⊂ σ′A(x) = σA(x) ∪ {0}.
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Prova del lema: Recordem que σ′A(x) = σA˜(x). Sabem que F es pot estendre de forma
u´nica a F˜ : A˜ −→ B˜, prenent F˜ (x + λe) = F (x) + λe′ (on e, e′ denoten les respectives
unitats).
Per tant, si x− λe e´s invertible en A˜, tenim que F (x)− λe′ e´s invertible en B. Per tant,
C\σ′A(x) ⊂ C\σ′B(F (x))⇒ σ′B(F (x)) ⊂ σ′A(x)⇒ σB(F (x)) ⊂ σ′A(x).
Prova de la proposicio´: Pel lema, tenim que ‖F (x)‖s ≤ ‖x‖s ∀x ∈ A. Com que B
e´s una C∗-a`lgebra, podem aprofitar la primera conclusio´ del teorema 3.4, e´s a dir, que B
ha de ser semisimple. Per tant, ‖F (x)‖ = ‖F (x)‖s ≤ ‖x‖s ≤ ‖x‖. D’aquesta manera,
‖F‖ ≤ 1.
Teorema 3.7 Sigui A una C∗-a`lgebra, i A˜ = A ⊕ C. Aleshores, existeix una u´nica
extensio´ de la norma ‖ · ‖ de A a A˜ amb la qual aquesta e´s tambe´ una C∗-a`lgebra.
Prova: La unicitat prove´ de l’anterior proposicio´, prenent a A˜ la identitat amb dues
normes que la facin una C∗-a`lgebra, pel que la norma e´s u´nica llevat d’equivale`ncies.
Definim la involucio´ en A˜ per (x+ λe)∗ = x∗ + λ¯e.
Suposem que A no te´ unitat. Aleshores, definim, si x˜ = x+ λe ∈ A˜,
L : A˜ −→ B(A)
x˜ 7−→ Lx˜ : A −→ A
y 7−→ x˜y = xy + λy
.
Prenem, amb aquesta definicio´, ‖x˜‖O := ‖Lx˜‖ en A˜. Vegem que defineix una norma, i
que, amb aquesta, A˜ e´s una C∗-a`lgebra.
• L’aplicacio´ L esta` ben definida, e´s a dir, Lx˜ e´s un operador fitat. Aixo` e´s aix´ı perque`
‖Lx˜‖ ≤ |λ|+ ‖x‖.
• Si x ∈ A, acabem de veure tambe´ que ‖x‖O ≤ ‖x‖. Per altra banda,
‖Lx(x∗)‖ = ‖xx∗‖ = ‖x∗‖2 = ‖x‖‖x∗‖,
pel que ‖x‖O ≥ ‖x‖. Per tant, ‖ · ‖O coincideix amb ‖ · ‖ sobre A, pel que n’e´s una
extensio´.
• ‖ · ‖O defineix una seminorma, e´s a dir, compleix totes les propietats de norma menys
la de no degenerada. Vegem que, de fet, s´ı que la compleix. Sigui x˜ = x+ λe ∈ A˜ no
nul tal que ‖x˜‖O = 0. Pel que hem vist al punt anterior, necessa`riament λ 6= 0. Ara
be´, com que ‖x˜‖O = 0, tenim que (x + λe)y = 0 ∀y ∈ A, pel que y = −xλy ∀y ∈ A.
Ara be´, aixo` implicaria que −xλ ∈ A e´s una unitat, fet que entra en contradiccio´ amb
la nostra suposicio´ que A e´s no unita`ria. Per tant, hem de tenir que λ = 0. Per tant,
‖x˜‖O = 0⇒ x˜ = 0, pel que ‖ · ‖O e´s, efectivament, una norma.
• ‖x˜y˜‖O ≤ ‖x˜‖O‖y˜‖O ∀x˜, y˜ ∈ A˜, perque` Lx˜y˜ = Lx˜Ly˜.
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• Com a espais vectorials, tant A com A˜ /A ∼= C so´n espais de Banach amb la norma
‖ · ‖O, pel que A˜ e´s tambe´ un espai de Banach. Per tant, A˜ e´s una B-a`lgebra amb
‖ · ‖O.
• ‖x˜∗‖O ≤ ‖x˜‖O, perque` ‖Lx˜∗‖ = sup ‖x˜∗y‖ = sup ‖x˜y∗‖ = sup ‖x˜y‖ = ‖Lx˜‖. Per tant,
‖x˜∗x˜‖ ≤ ‖x˜‖2.
• La desigualtat contra`ria tambe´ e´s va`lida. Aixo` ho podem veure perque`
‖Lx˜(y)‖2 = ‖x˜y‖2 = ‖xy+λy‖2 = ‖(xy + λy)∗(xy+λy)‖ = ‖y∗(x+ λe)∗(x+λe)y‖ ≤
≤ ‖y∗‖‖Lx˜∗x˜(y)‖ ≤ ‖y‖2‖Lx˜∗x˜‖ ⇒ ‖x˜‖2O ≤ ‖x˜∗x˜‖O.
Per tant, A˜ e´s un C∗-a`lgebra amb la norma ‖ · ‖O, tal i com vol´ıem veure.
Per altra banda, si A i B so´n C∗-a`lgebres, tenim que A × B e´s una C∗-a`lgebra amb
la norma ‖(x, y)‖ := max{‖x‖, ‖y‖}. Per tant, si A e´s una C∗-a`lgebra amb unitat e, i
considerem A˜ = A ⊕ Ce′, tenim que [e′ − e] e´s una suba`lgebra de A˜ que, com a espai
vectorial, te´ dimensio´ 1. Donat que A˜ ∼= A × [e′ − e] trivialment, tenim que A˜ e´s una
C∗-a`lgebra amb la norma donada.
Corol·lari 3.8 Tota C∗-a`lgebra commutativa A e´s isome`tricament isomorfa a C0(M), on
M = M(A) e´s un espai localment compacte.
Prova: Per l’anterior teorema, existeix una u´nica norma amb la qual A˜ e´s una C∗-a`lgebra.
Per tant, pel teorema 3.4, tenim que A˜ ∼= C(M(A˜)) com a C∗-a`lgebres. Ara be´, aixo` vol
dir que Ce = [e] ∼= [1] = C1 ⊂ C(M(A˜)). Per tant, A = A˜/[e] ∼= C(M(A˜)) /C1. Ara be´,
podem expressar C(M(A˜)) com a suma de dos espais complementaris, tenint en compte que
M(A˜) = M(A) ∪ {M∞}, com
C(M(A˜)) = C1⊕ {x ∈ C(M(A˜)) | x(M∞) = 0} ∼= C1⊕ C0(M(A)).
Per tant, C(M(A˜)) /C1 ∼= C0(M(A)), pel que A ∼= C0(M(A)), tal i com vol´ıem veure.
Amb aquest u´ltim corol·lari hem completat el nostre objectiu: per a cada espai localment
compacte X, existeix una u´nica C∗-a`lgebra commutativa A tal que A ∼= C0(X). I, a me´s, els
espais compactes es corresponen amb les C∗-a`lgebres unita`ries.
Exemple: L’a`lgebra L1(R) no e´s una C∗-a`lgebra, com de`iem a l’anterior seccio´. Tot
i que ja hem vist que e´s semisimple, la transformada de Gelfand h no e´s un isomorfisme,
perque` no e´s un epimorfisme. Concretament, com que sabem que
h : L1(R) −→ C0(R),
i que e´s injectiva, podem fer u´s del teorema de Plancherel3: si f ∈ L2(R)∩ C0(R), aleshores
es pot fer la transformada inversa de Fourier sobre aquesta, i sera` de L2(R). Ara be´, aquesta
funcio´ no pertany a L1(R), necessa`riament. Per exemple, podem prendre a > 0, i
3El teorema de Plancherel afirma que es pot estendre la transformada de Fourier a L2(R), i que hi e´s un
endomorfisme. Vegeu [4, pp. 221-222].
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f(t) =
1
a+ |t| ∈ L
2(R)\L1(R).
Si apliquem la transformada de Fourier, obtindrem f˜ ∈ C0(R) que no es pot representar per
cap funcio´ de L1(R), provant aix´ı que la transformada de Gelfand no pot ser exhaustiva.
3.3 Corresponde`ncia entre propietats topolo`giques i propie-
tats d’a`lgebres
En la segu¨ent taula es desgranen algunes de les propietats d’espais topolo`gics i de C∗-
a`lgebres, amb les respectives corresponde`ncies:
Topologia C∗-a`lgebres commutatives
1 Espai localment compacte X −→ A`lgebra C0(X)
2 Espai M(A) ←− C∗-a`lgebra A
3 Espai compacte ←→ A`lgebra unita`ria
4 Compactificacio´ d’Alexandroff ←→ Adjuncio´ d’una unitat: A˜ = A⊕ C
5 Aplicacio´ cont´ınua f : X→ Y ←→ Morfisme d’a`lgebres f∗ : C0(Y)→ C0(X)
6 Espai 2AN ←→ A separable
7 Subespai obert ←→ Ideal tancat de A
8 Subespai tancat ←→ Quocient de A per un ideal tancat
9 Espai X connex ←→ C0(X) no admet projeccions
10 Espai σ-compacte ←→ L’espai te´ σ-unitats
Hem vist les proves de les corresponde`ncies 1-4. De cara a les que falten, e´s necessari
enunciar alguns resultats.
Per comenc¸ar, hem vist la corresponde`ncia 5 d’esquerra a dreta a la proposicio´ 1.3. De
cara a la contra`ria, ho enunciem en el segu¨ent lema:
Lema 3.9 Siguin A1 i A2 dues C
∗-a`lgebres, i ϕ : A1 −→ A2 un morfisme. Aleshores,
existeix una aplicacio´ cont´ınua indu¨ıda per aquest, en
ϕ∗ : M(A2) −→ M(A1)
f 7−→ f ◦ ϕ .
A me´s, (ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗, i (IdA)∗ = IdM(A).
Prova: L’aplicacio´ esta` ben definida: ϕ∗(f) e´s un funcional multiplicatiu, perque` ϕ e´s
un morfisme d’a`lgebres, i la continu¨ıtat del funcional es segueix de ‖f ◦ ϕ‖ ≤ ‖f‖‖ϕ‖ ≤ 1,
per la proposicio´ 3.5.
A me´s, ϕ∗ e´s una aplicacio´ cont´ınua. Ho podem comprovar per la definicio´ de topologia
feble: suposem que (fn)n −−−→
n→∞ f feblement a M(A2), e´s a dir, que fn(y) −−−→n→∞ f(y) ∀y ∈
A2. Aleshores, e´s clar que fn(ϕ(x)) −−−→
n→∞ f(ϕ(x)) ∀x ∈ A1, pel que ϕ
∗(fn) convergeix a
ϕ∗(f) puntualment. Per tant, ϕ∗ e´s una aplicacio´ cont´ınua.
A me´s, (ϕ ◦ ψ)∗(f) = f ◦ (ϕ◦ψ) = (f ◦ϕ)◦ψ = ψ∗(ϕ∗(f)) per a f qualsevol, i trivialment
(IdA)
∗ = IdM(A).
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La corresponde`ncia 6 esta` vista a la proposicio´ 2.14.
La corresponde`ncia 7, de subespais oberts↔ ideals tancats es pot condensar en la segu¨ent
proposicio´:
Proposicio´ 3.10 Sigui X un espai localment compacte, i U ⊂ X un obert. Aleshores,
C0(U) (com a C∗-a`lgebra no unita`ria) es correspon amb un ideal tancat dins de C0(X).
A me´s, si I ⊂ A e´s un ideal tancat, M(I) e´s un subespai obert de M(A).
Prova: La primera implicacio´ es pot comprovar sense problemes. Definim
C0(U) = {x ∈ C0(X) | x(t) = 0 ∀t ∈ X\U}.
Aquest conjunt e´s un ideal de C0(X), perque` x(t)y(t) = 0 per a tot t ∈ X\U i qualssevol x ∈
C0(U), y ∈ C0(X). A me´s, e´s un ideal tancat: sigui (xn)n ⊂ C0(U) una successio´ convergent
a x ∈ C0(X), i volem veure que x(t) = 0 ∀t ∈ X\U . Ara be´, la converge`ncia en C0(X), en
concret, implica la converge`ncia puntual. Per tant, ∀t ∈ X\U , x(t) = lim
n→∞xn(t) = 0, e´s a
dir, que x ∈ C0(U). Per tant, C0(U) e´s tancat.
Sigui ara I ⊂ A un ideal tancat. Naturalment, e´s per si mateix una C∗-a`lgebra, pel
que podem considerar M(I) el seu espai de funcionals multiplicatius, o d’ideals maximals.
Aquest es pot veure de dues maneres dins de M(A):
• Com els funcionals que no s’anul·len en I. Si M(I) = {f ∈M(A) | f |I = 0}, llavors
M(I) = M(A)\M(I).
• Com els ideals maximals que no extenen I. Si M(I) ⊂ M(A) e´s el conjunt d’ideals
maximals que contenen I, aleshores M(I) = M(A)\M(I).
Aprofitem la primera per a veure que M(I) e´s un obert en M(A), tot veient que M(I) e´s
tancat. Sigui (fn)n ⊂ M(I) convergent a f ∈ M(A). Aleshores, fn(x) = 0 ∀x ∈ I, n ∈ N.
Com que la topologia en M(A) e´s la feble, per a tot x ∈ I, f(x) = lim
n→∞ fn(x) = 0. per tant,
f ∈M(I), pel que M(I) e´s tancat. En consequ¨e`ncia, M(I) e´s obert en M(A).
La corresponde`ncia 8 de subespais tancats amb quocients d’a`lgebres es dedueix de l’an-
terior:
Proposicio´ 3.11 Sigui T ⊂ X un subespai tancat d’un espai localment compacte. Sigui
U = X\T , obert. Aleshores,
C0(T ) ∼= C0(X)
/
C0(U) .
Que el rec´ıproc e´s cert e´s consequ¨e`ncia de la proposicio´ anterior.
Prova: En primer lloc, A = C0(X)/C0(U) e´s una C∗-a`lgebra. E´s una B-a`lgebra, per la
proposicio´ 1.10. Per altra banda, la involucio´ passa al quocient sense problemes. Sigui ara
F : C0(X) −→ C0(T )
x 7−→ x|T
,
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que esta` ben definida perque` T e´s tancat, pel que per a tot compacte K ⊂ X, K ∩ T e´s
un compacte de T , pel que la restriccio´ defineix funcions que s’anul·len a infinit en T . E´s
evident que F e´s un morfisme d’a`lgebres i, a me´s, e´s exhaustiu (pel lema d’Urysohn, 2.12).
A me´s, el seu nucli e´s el conjunt de funcions x ∈ C0(X) que s’anul·len a T , que e´s precisament
C0(U). Per tant, aplicant els teoremes d’isomorfia d’espais de Banach i d’anells, tenim que
F˜ : C0(X)/C0(U) ∼=−−−→ C0(T ) .
I l’isomorfisme ho e´s, de fet, de C∗-a`lgebres.
La corresponde`ncia 9 parla de les components connexes de l’espai. Fixem-nos que una
projeccio´, en aquest context, e´s un endomorfisme P : A −→ A (e´s a dir, morfisme d’espais
vectorials multiplicatiu, continu i respectant involucions) tal que P 2 = P , i amb P 6= 0 o
IdA. La condicio´ de ser multiplicatiu i respectar involucions e´s el que restringeix les nostres
opcions. L’existe`ncia d’una projeccio´ e´s equivalent a que A = A1 ⊕A2, amb A1, A2 6= {0}.
A la proposicio´ 1.9 ja hem vist que, si un espai localment compacte te´ me´s d’una compo-
nent connexa, aleshores la restriccio´ de les funcions a cada una de les components connexes
e´s un morfisme de C∗-a`lgebres, que de fet e´s una projeccio´. Per altra banda, el segu¨ent lema
ens do´na la direccio´ contra`ria:
Lema 3.12 Suposem que A admet projeccions, o, el que e´s equivalent, que A = A1⊕A2.
Aleshores, M(A) = M(A1)
⊔
M(A2).
Prova: Aprofitem els resultats anteriors. Si A = A1 ⊕ A2, tant A1 com A2 so´n ideals
tancats de A. Per tant, M(A1),M(A2) ⊂ M(A) so´n oberts. A me´s, A1 ∼= A /A2 i A2 ∼=
A /A1 , pel que M(A1),M(A2) ⊂M(A) so´n tancats. Per tant, M(A1) i M(A2) so´n conjunts
oberts i tancats de M(A), pel que en so´n dues components connexes.
Finalment, definim tot el necessari per a parlar de la corresponde`ncia 10:
Definicio´ 3.7 Sigui A una C∗-a`lgebra. Una σ-unitat e´s una successio´4 (δn)n ⊂ A tal
que lim
n→∞ δnx = limn→∞xδn = x ∀x ∈ A.
Si A e´s una a`lgebra amb unitat e, aleshores e´s evident que δn −−−→
n→∞ e. Ara be´, a`lgebres
no unita`ries encara podrien tenir σ-unitats, que seran successions no convergents.
Exemple: L’a`lgebra L1(R) no te´ unitat, tal i com hem vist al cap´ıtol 1. Per altra banda,
podem definir
δn(t) =
{
2n si |t| ≤ 1n
0 altrament
.
En aquest cas, tenim que
(x ∗ δn)(t) = 2n
∫ 1
n
− 1
n
x(t− τ)dτ,
4En el cas que A no sigui separable, cal prendre (δα)α una xarxa, pero` no vol´ıem fer la definicio´ massa
complicada
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mentre que
(x− x ∗ δn)(t) = x(t)− 2n
∫ 1
n
− 1
n
x(t− τ)dτ = 2n
∫ 1
n
− 1
n
(x(t)− x(t− τ))dτ,
pel que
‖x− x ∗ δn‖ =
∫ ∞
−∞
∣∣∣∣∣2n
∫ 1
n
− 1
n
(x(t)− x(t− τ))dτ
∣∣∣∣∣ dt ≤ 2n
∫ 1
n
− 1
n
∫ ∞
−∞
|x(t)− x(t− τ)|dtdτ.
Ara be´, per a tota x ∈ L1(R) es compleix que
lim
τ→t
∫ ∞
−∞
|x(t)− x(t− τ)|dt = 0.5
Per tant, per a tot ε > 0 existeix N(ε) tal que ∀n ≥ N(ε),
∫ ∞
−∞
|x(t) − x(t − τ)|dτ < ε,
pel que
2n
∫ 1
n
− 1
n
∫ ∞
−∞
|x(t)− x(t− τ)|dtdτ < 2n
∫ 1
n
− 1
n
εdτ = ε,
pel que ‖x− x ∗ δn‖ −−−→
n→∞ 0.
Per tant, (δn)n e´s una σ-unitat en L
1(R).
Definicio´ 3.8 Sigui X un espai localment compacte. Diem que e´s σ-compacte si existeix
una successio´ (Kn)n de compactes tal que
X =
∞⋃
n=1
Kn.
Si X e´s compacte, e´s evident que e´s σ-compacte.
Exemple: Els espais Rn so´n σ-compactes per a qualsevol n. Per exemple, podem
recobrir-los amb la successio´ de compactes donada pels discos tancats centrats en 0 i de
radi n.
Proposicio´ 3.13 Sigui X un espai σ-compacte. Aleshores, C0(X) te´ alguna σ-unitat.
Rec´ıprocament, suposem que una C∗-a`lgebra A te´ alguna σ-unitat. Aleshores, M(A) e´s
σ-compacte.
5Es pot demostrar primer per a les funcions C∞(R) amb suport compacte, i despre´s aprofitar que aquestes
funcions so´n denses en L1(R) per a obtenir el resultat general. Per a me´s detalls sobre aquest resultat te`cnic,
vegeu [1, pp 104-111]
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3.4 El teorema de Gelfand-Naimark en llenguatge de catego-
ries
En aquesta seccio´ presentarem breument el llenguatge de les categories amb alguns exem-
ples, i veurem quin e´s el paper del teorema de Gelfand-Naimark en aquest context.
Definicio´ 3.9 Una categoria C consisteix de
a) Una classe d’objectes, que anomenarem Obj(C).
b) Per a cada parell d’objectes, X i Y , un conjunt Hom(X,Y ), els morfismes de X en
Y .
c) Per a cada terna X,Y i Z, una aplicacio´
Hom(X,Y )×Hom(Y, Z) −→ Hom(X,Z),
la composicio´ de morfismes, que denotarem per g ◦ f .
Verificant els segu¨ents axiomes:
• Associativitat: Per a qualssevol f ∈ Hom(X,Y ), g ∈ Hom(Y, Z) i h ∈ Hom(Z, T ),
tenim que h ◦ (g ◦ f) = (h ◦ g) ◦ f .
• Existe`ncia d’identitats: Per a cada objecteX, existeix un element IdX ∈ Hom(X,X)
tal que, per a qualsevol objecte Y ,
IdX ◦ f = f ∀f ∈ Hom(Y,X),
g ◦ IdX = g ∀g ∈ Hom(X,Y ).
Definicio´ 3.10 Seguint amb les notacions de l’anterior definicio´, un morfisme f : X → Y
es diu que e´s un isomorfisme si existeix un morfisme g : Y → X tal que g ◦ f = IdX , i
f ◦ g = IdY .
Bona part de les construccions de les matema`tiques, especialment en a`lgebra i geometria,
es poden estructurar en forma de categories. Posant exemples:
1. La categoria Conj dels conjunts, prenent com a morfismes les aplicacions entre con-
junts i com a composicio´ l’habitual entre funcions e´s l’exemple me´s immediat de cate-
goria.
2. La categoria Top dels espais topolo`gics, prenent com a morfismes les aplicacions
cont´ınues i com a composicio´ la composicio´ usual, n’e´s un altre.
3. En l’anterior categoria, podem considerar la categoria LocComp dels espais topolo`gics
localment compactes, prenent com a morfismes les aplicacions cont´ınues entre espais
localment compactes.
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4. En l’anterior categoria, podem considerar la categoria Comp dels espais topolo`gics
compactes, constru¨ıda de la mateixa manera.
5. Recordem que, donats dos espais topolo`gics X i Y, podem definir la relacio´ d’e-
quivale`ncia en Hom(X,Y) per f ' g si les aplicacions so´n homo`topes, e´s a dir, si
∃F : X × I −→ Y cont´ınua tal que F (x, 0) = f(x) i F (x, 1) = g(x, 1). Podem consi-
derar tambe´ la categoria que te´ per objectes els espais topolo`gics i per morfismes les
classes d’homotopia de les aplicacions cont´ınues.
6. Podem considerar les categories dels grups, els grups abelians, els anells i els cossos,
amb els morfismes corresponents.
7. Fixat un cos K, podem prendre la categoria dels K-espais vectorials, amb els seus
morfismes.
8. Sigui (X,≤) un conjunt ordenat. Podem definir una categoria a partir d’aquest, pre-
nent X com a classe d’objectes, i Hom(a, b) un conjunt d’un u´nic element si a ≤ b, i un
conjunt buit altrament. Per la transitivitat de la relacio´ d’ordre, tenim que l’axioma
de transitivitat es satisfa`. L’existe`ncia d’identitats es verifica per la reflexivitat de ≤.
9. Al llarg d’aquest treball hem anat trobant els exemples de les categories de les a`lgebres
de Banach (B), les a`lgebres de Banach commutatives (BC), les C
∗-a`lgebres (C∗), i les
subcategories unita`ries de totes les anteriors, amb els morfismes corresponents.
Definicio´ 3.11 Siguin C i D dues categories.
• Un functor covariant entre les dues categories e´s una funcio´ F que assigna a cada
objecte X ∈ Obj(C) un objecte F (X) ∈ Obj(D), i cada morfisme f ∈ Hom(X,Y ) un
morfisme F (f) ∈ Hom(F (X), F (Y )), i tal que:
1. F (IdX) = IdF (X) per a tot objecte X.
2. Per a qualssevol f ∈ Hom(X,Y ) i g ∈ Hom(Y,Z), F (g ◦ f) = F (g) ◦ F (f).
Per conveni, es sol denotar F (f) = f∗ quan F e´s un functor covariant.
• Un functor contravariant entre les dues categories e´s una funcio´ F que assigna
a cada objecte X ∈ Obj(C) un objecte F (X) ∈ Obj(D), i a cada morfisme f ∈
Hom(X,Y ) un morfisme F (f) ∈ Hom(F (Y ), F (X)), i tal que:
1. F (IdX) = IdF (X) per a tot objecte X.
2. Per a qualssevol f ∈ Hom(X,Y ) i g ∈ Hom(Y,Z), F (g ◦ f) = F (f) ◦ F (g).
Per conveni, es sol denotar F (f) = f∗ quan F e´s un functor contravariant.
Proposicio´ 3.14 Siguin C, D dues categories, i F : C → D un functor (de qualsevol
tipus) entre elles. Si f : X → Y e´s un isomorfisme de C, aleshores F (f) e´s un isomorfisme
de D.
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Prova: A partir de les propietats que defineixen els functors es pot comprovar. Si F
e´s covariant, per exemple, i g : Y → X denota la inversa de f , aleshores F (g) ◦ F (f) =
F (g ◦ f) = F (IdX) = IdF (X), i de la mateixa manera F (f) ◦ F (g) = IdF (Y ). Per tant,
F (g) i F (f) so´n morfismes inversos l’un de l’altre. Si F e´s contravariant, la demostracio´ e´s
totalment ana`loga.
Definicio´ 3.12 Siguin C, D dues categories, i F,G : C → D dos functors del mateix
tipus. Una transformacio´ natural entre F i G e´s una famı´lia de morfismes de D, τX :
F (X)→ G(X) indexats segons els objectes de C, tals que el diagrama
F (X)
F (f) //
τX

F (Y )
τY

G(X)
G(f)
// G(Y )
, o F (X)
τX

F (Y )
F (f)oo
τY

G(X) G(Y )
G(f)
oo
,
sigui commutatiu (el de l’esquerra per a F covariant, i el de la dreta per a F contravariant).
Normalment es denotara` una transformacio´ entre F i G com τ : F → G.
En el cas que τX sigui un isomorfisme per a tot objecte X, direm que la transformacio´ τ
e´s una equivale`ncia entre el functor F i el functor G, i ho denotarem per F ∼= G.
Definicio´ 3.13 Diem que un functor F : C → D defineix una equivale`ncia de cate-
gories si existeix un functor G : D→ C i equivale`ncies de functors tals que G ◦ F ∼= IdC i
F ◦G ∼= IdD.
Exemples:
1. Si prenem les categories Top i Conj, podem prendre el functor inclusio´ I : Top →
Conj d’oblit de l’estructura topolo`gica, que assigna a cada espai topolo`gic el conjunt
dels seus elements (sense tenir en compte la seva topologia), i a cada aplicacio´ cont´ınua
ella mateixa.
2. Podem prendre la categoria CGrupAb dels complexos de grups abelians, e´s a dir, les
successions de grups {· · · ∂−→ Ap ∂−→ Ap−1 ∂−→ · · · }, amb ∂2 = 0. Aleshores, tenim el
functor S : Top→ CGrupAb que a cada grup li assigna el seu complex de cadenes, i
a cada aplicacio´ cont´ınua f li assigna un morfisme de complexos, f∗. Aquest functor,
concretament en la homologia del complex de cadenes, s’utilitza en el context de la
topologia algebraica per a estudiar els espais topolo`gics a partir dels seus invariants.
3. Podem prendre la categoria TopP, que te´ per objectes espais topolo`gics puntejats, e´s a
dir, parells (X, x0), amb x0 ∈ X, i per morfismes les aplicacions cont´ınues puntejades, e´s
a dir, f : (X, x0)→ (Y, y0), on f : X→ Y e´s una aplicacio´ cont´ınua tal que f(x0) = y0.
Aleshores, tenim el functor pi1 : TopP→ Grup, que a cada espai puntejat li assigna
el seu primer grup fonamental, i a cada aplicacio´ cont´ınua puntejada f el morfisme
de grups f∗ corresponent. Aquest e´s un invariant diferent d’un espai topolo`gic, que
proporciona una informacio´ diferent que la homologia.
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4. Fixem M un espai de mesura. Aleshores, podem definir la categoria L•(M), que te´ per
objectes els espais Lp(M) (per a 1 ≤ p ≤ ∞), i prenent com a morfismes les inclusions
entre aquests espais. En el cas que M sigui de mesura finita, per exemple, es sap que
L∞(M) ⊂ ... ⊂ L2(M) ⊂ L1(M). Si considerem la categoria I que te´ per objectes els
punts de l’interval [0, 1] i per morfismes les desigualtats ≤, tenim una equivale`ncia,
donada pel functor que a cada espai Lp(M) li assigna el punt 1p si p <∞, i 0 si p =∞.
En aquest llenguatge, podem expressar el teorema de Gelfand-Naimark, 3.4, d’una forma
me´s conceptual:
Teorema 3.15 Siguin C∗ la categoria de les C∗-a`lgebres, i C∗U la subcategoria de les
C∗-a`lgebres unita`ries (juntament amb els respectius morfismes). Siguin, per altra banda,
LocComp i Comp la categoria dels espais topolo`gics localment compactes i la dels espais
compactes, amb les aplicacions cont´ınues.
Sigui, aix´ı, el functor C0 : LocComp −→ C∗ que assigna a cada espai localment compacte
X la seva C∗-a`lgebra C0(X). Sigui, per altra banda, M : C∗ −→ LocComp el functor que
assigna a cada C∗-a`lgebra A l’espai localment compacte M(A).
En aquest cas, els functors C0 i M defineixen una equivale`ncia de categories, e´s a dir,
M ◦ C0 ∼= IdLocComp, i C0 ◦M ∼= IdC∗ . Me´s concretament, C0 ◦M e´s la transformada de
Gelfand, que per a cada C∗-a`lgebra e´s un isomorfisme hA : A −→ C0(M(A)).
A me´s, si restringim els functors C0 i M a C∗U i a Comp, tenim que estan ben definits, e´s
a dir, C := C0|Comp : Comp −→ C∗U i M|C∗U : C
∗
U −→ Comp so´n functors entre categories,
i, a me´s, defineixen una equivale`ncia entre elles, de la mateixa manera que C0 i M.
En conclusio´, al llarg del cap´ıtol s’ha posat de manifest com tota la informacio´ de la
topologia d’un espai X es pot trobar en la C∗-a`lgebra que li correspon, i que aquest pas
a l’a`lgebra no suposa una pe`rdua d’informacio´. Amb aixo`, hem vist amb detall el primer
teorema de Gelfand-Naimark. En el segu¨ent cap´ıtol veurem com es pot aplicar tota la teoria
que hem desenvolupat a altres contextos.
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Cap´ıtol 4
Aplicacions de la teoria de
Gelfand-Naimark
En aquest cap´ıtol es donen algunes aplicacions de la teoria de les C∗-a`lgebres i el teorema
de Gelfand-Naimark, centrant-nos en temes d’ana`lisi. Els exemples que presentem es poden
trobar a [7] i a [8].
4.1 L’a`lgebra C∞([0, 1])
En el segu¨ent teorema veiem que l’a`lgebra C∞ no sempre admet l’estructura d’a`lgebra de
Banach. Concretament, ho veiem per a l’interval [0, 1].
Teorema 4.1 L’a`lgebra C∞([0, 1]) no admet cap norma que la faci a`lgebra de Banach.
Prova: Suposem que el teorema fos fals. Sigui, en aquest cas, ‖ · ‖ una norma so-
bre C∞([0, 1]) tal que ‖xy‖ ≤ ‖x‖‖y‖ ∀x, y ∈ C∞([0, 1]). Considerem ara la inclusio´
j : C∞([0, 1]) ↪→ C([0, 1]). Pel teorema 2.17, j e´s cont´ınua, donat que C([0, 1]) e´s semi-
simple, pel que existeix una constant K tal que
‖x‖0 ≤ K‖x‖,
on ‖ · ‖0 denota la norma del suprem de C([0, 1]).
Ara, procedim a demostrar que l’operador derivacio´,
D : C∞([0, 1]) −→ C∞([0, 1])
x 7−→ x′ ,
e´s continu segons la norma ‖ · ‖. Per a veure-ho apliquem el teorema de la gra`fica tancada.
Concretament, suposem que xn −−−→
n→∞ 0 segons la norma ‖ · ‖, i suposem que x
′
n −−−→n→∞ y.
Volem veure, llavors, que y = 0.
Primerament, com que hem vist que ‖x‖0 ≤ K‖x‖, tenim que lim
n→∞ ‖xn‖0 = 0 i limn→∞ ‖x
′
n−
y‖0 = 0. A me´s, per a qualssevol t, s ∈ [0, 1],
∣∣∣∣∫ s
t
y(τ)dτ
∣∣∣∣ ≤ ∣∣∣∣∫ s
t
(y(τ)− x′n(τ))dτ
∣∣∣∣+ |xn(s)− xn(t)| ≤ |s− t|‖y − x′n‖0 + 2‖xn‖0,
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i, com que val per a qualsevol n ∈ N, obtenim que
∫ s
t
y(τ)dτ = 0 ∀t, s ∈ [0, 1]. Per tant,
y = 0.
D’aquesta manera, si lim
n→∞ ‖xn − x‖ = 0, aleshores limn→∞ ‖xn − x‖∞ = 0, i tindrem que
lim
n→∞ ‖x
′
n − x′‖ = limn→∞ ‖(xn − x)
′‖ = 0. Pel teorema de la gra`fica tancada, obtenim que D
e´s cont´ınua. Per tant, existeix L constant tal que
‖x′‖ ≤ L‖x‖ ∀x ∈ C∞([0, 1]).
Ara be´, podem prendre x(t) = e2Lt ∈ C∞([0, 1]). Aleshores, x′(t) = 2Le2Lt, pel que
2L‖x‖ = ‖x′‖ ≤ L‖x‖,
cosa que suposa una contradiccio´ si L 6= 0. Suposar que L = 0 tambe´ e´s absurd, perque`
implicaria que D = 0.
Per tant, no pot existir cap norma tal que C∞([0, 1]) sigui una a`lgebra de Banach.
4.2 La compactificacio´ d’Stone-Cˇech
Des de la introduccio´ hem parlat de la compactificacio´ d’Alexandroff d’un espai localment
compacte X, que hem denotat tota l’estona per X∞. Aquesta compactificacio´ e´s remarcable
pel fet que e´s “minimal”, en el sentit que tot el que fem e´s afegir un sol punt, i definir-hi
una base local d’oberts.
La compactificacio´ d’Stone-Cˇech, que denotarem per XB, te´ una intencio´ diferent. La idea
e´s donar millors propietats a les funcions cont´ınues definides sobre l’espai. Concretament,
el que busquem e´s tenir que
C(XB) = CB(X).
Me´s formalment, la compactificacio´ es defineix com segueix:
Definicio´ 4.1 Sigui X un espai topolo`gic de Hausdorff. Siguin Y un espai de Hausdorff
compacte, i β : X −→ Y tal que
i) β e´s un encaix, pel que X ∼= β(X).
ii) β(X) e´s dens en Y.
iii) Per a tota f ∈ CB(X) n’existeix una extensio´ a Y, e´s a dir, que existeix alguna f˜ ∈ C(Y)
tal que f˜(β(x)) = f(x) per a tot x ∈ X.
Aleshores, diem que la parella (Y, β) e´s una compactificacio´ d’Stone-Cˇech de X.
Notem que, de fet ∀f ∈ CB(X), l’extensio´ f˜ ∈ C(Y) e´s u´nica, perque` β(X) e´s dens en Y.
Observacio´: Es pot definir la compactificacio´ d’Stone-Cˇech d’una forma equivalent:
donat un espai de Hausdorff X, la compactificacio´ d’Stone-Cˇech e´s una parella (XB, β), on
XB e´s un espai compacte i β : X −→ XB e´s una aplicacio´ cont´ınua que te´ la propietat
universal de la compactificacio´ d’Stone-Cˇech. Aquesta propietat e´s que, per a tot
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espai compacte K i per a tota f : X −→ K cont´ınua, existeix una u´nica aplicacio´ cont´ınua
fβ : XB −→ K tal que el diagrama
X β //
f   
XB
fβ

K
sigui commutatiu, e´s a dir, que f = fβ ◦ β.
Podr´ıem demostrar que tot espai X localment compacte te´ una compactificacio´ d’Stone-
Cˇech, pero`, de fet, e´s possible demostrar-ho per a un cas me´s general, imposant sobre X
condicions me´s febles que ser localment compacte.
Definicio´ 4.2 Sigui X un espai topolo`gic. Diem que e´s completament regular si, per
a qualssevol F ⊂ X tancat i x ∈ X\F existeix alguna funcio´ f ∈ CB(X) tal que f(x) = 0 i
f(y) = 1 ∀y ∈ F .
Diem que un espai X e´s un espai de Tychonoff si e´s de Hausdorff i completament
regular.
En aquest cas, tenim el segu¨ent teorema, que garanteix que tot espai de Tychonoff te´ una
compactificacio´ d’Stone-Cˇech:
Teorema 4.2 Sigui X un espai de Tychonoff, prenem Y = M(CB(X)), i definim
β : X −→ Y
x 7−→ ϕx : CB(X) −→ C
f 7−→ f(x)
.
Aleshores, (Y, β) e´s una compactificacio´ d’Stone-Cˇech de X.
Prova: L’a`lgebra CB(X) amb la norma del suprem i la conjugacio´ com a involucio´ e´s
una C∗-a`lgebra unita`ria. Per tant, pel teorema 3.4, Y = M(CB(X)) e´s compacte, i la
transformada de Gelfand f 7→ f̂ e´s una isometria entre CB(X) i C(Y).
Per altra banda, β e´s una aplicacio´ injectiva. Aixo` e´s consequ¨e`ncia del fet que X e´s un
espai de Tychonoff: si x1 6= x2 ∈ X, la propietat de la regularitat completa garanteix que
existeix f ∈ CB(X) tal que f(x1) 6= f(x2). Donat que ϕx(f) = f(x) ∀x ∈ X, concloem que
ϕx1(f) 6= ϕx2(f).
A me´s, la condicio´ (iii) de la definicio´ de compactificacio´ d’Stone-Cˇeh es satisfa` amb f̂ ,
perque` f̂(β(x)) = f̂(ϕx) = ϕx(f) = f(x) per a tots x ∈ X i f ∈ CB(X).
Vegem ara que β e´s un homeomorfisme amb la seva imatge. Prenem x0 ∈ X, ε >
0, f1, ..., fn ∈ CB(X), i considerem els oberts
U = U(x0; f1, ..., fn; ε) = {x ∈ X | |fi(x)− fi(x0)| < ε, 1 ≤ i ≤ n} ⊂ X,
V = V (x0; f1, ..., fn; ε) = {ϕx ∈ β(X) | |ϕx(fi)− ϕx0(fi)| < ε, 1 ≤ i ≤ n} ⊂ β(X).
Per definicio´, β(U) = V . A me´s, els oberts V (x0; f1, ..., fn; ε) formen una base de la topologia
del subespai de β(X) ⊂M(CB(X)).
Per a veure que β e´s un homeomorfisme, hem de veure que U(x0; f1, ..., fn; ε) formen
una base de la topologia de X. E´s a dir, que per a tot W ⊂ X obert existeix un entorn
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U = U(x0; f1, ..., fn; ε) tal que U ⊂W . Sigui x0 ∈W . Donat que X e´s un espai de Tychonoff,
existeix f ∈ CB(X) tal que f(x0) 6= 0 i f |X\W = 0. Per tant, tenim que
x0 = U(x0; f ; |f(x0)|) = {x ∈ X | |f(x)− f(x0)| < |f(x0)|} ⊂W.
Queda per veure, finalment, que β(X) e´s dens en Y. Suposem que no fos cert. Aleshores,
existiria g ∈ C(Y) tal que g|β(X) = 0, pero` g 6= 0. Ara be´, com hem dit al principi de la
demostracio´, la transformada de Gelfand defineix un isomorfisme CB(X) ∼= C(Y), pel que
existeix f ∈ CB(X) tal que f̂ = g. En aquest cas, per a tot x ∈ X es te´ que
0 = g(ϕx) = f̂(ϕx) = ϕx(f) = f(x),
pero` aixo` vol dir que f = 0. Per tant, g = 0, fet que suposa una contradiccio´. Aix´ı, concloem
que β(X) ha de ser dens en Y
La qu¨estio´ ara e´s quina e´s la propietat que fa realment interessant la compactificacio´
d’Stone-Cˇech. Com de`iem a l’inici de la seccio´, la compactificacio´ d’Alexandroff X∞ e´s
minimal, en el sentit que “afegeix” el mı´nim de punts possible. En canvi, podem veure que
XB e´s, en certa manera, maximal. Vegem en quin sentit.
Definicio´ 4.3 Prenem X un espai topolo`gic de Tychonoff. Les parelles (K, α), on K e´s
compacte i α : X −→ K e´s un homeomorfisme amb la imatge, i tal que α(X) e´s dens en K,
so´n les compactificacions de X. D’ara endavant, denotarem la compactificacio´ (K, α) de
X per αX.
Definim les segu¨ents relacions entre compactificacions:
• Diem que dues compactificacions α1X i α2X so´n equivalents, i ho denotem per α1X ≈
α2X, si existeix un homeomorfisme f : α1X −→ α2X tal que f ◦ α1 = α2. E´s a dir, tal
que el diagrama
X IdX //
α1

X
α2

α1X
f
// α2X
sigui commutatiu.
• Diem que α1X ≤ α2X si existeix una funcio´ cont´ınua f : α2X −→ α1X tal que
f ◦ α2 = α1. E´s a dir, tal que el diagrama
X
α2

α1
##
α2X
f
// α1X
sigui commutatiu.
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D’aquesta manera, si K(X) denota la classe de les compactificacions de X, ≤ hi defineix
un ordre parcial. E´s precisament segons aquest ordre que XB e´s maximal. Vegem-ho en les
segu¨ents dues proposicions:
Proposicio´ 4.3 Siguin α1X i α2X dues compactificacions de X. Aleshores, α1X ≤ α2X i
α2X ≤ α1X si, i nome´s si, α1X ≈ α2X.
Prova:
(⇒) Escrivim les condicions:
α1X ≤ α2X⇒ ∃f2 : α2X −→ α1X | f2 ◦ α2 = α1,
α2X ≤ α1X⇒ ∃f1 : α1X −→ α2X | f1 ◦ α1 = α2.
Si ara apliquem f2 a banda i banda en la segona igualtat, i fem servir la primera igualtat a
la part dreta de l’equacio´, tenim que
f2 ◦ f1 ◦ α1 = f2 ◦ α2 = α1 ⇒ (f2 ◦ f1) ◦ α1 = α1.
Fixem-nos que f2 ◦ f1 : α1X −→ α1X. L’anterior igualtat ens permet veure que, si ens
restringim a α1(X), tenim que f2 ◦ f1|α1(X) = Idα1(X). Ara be´, f2 ◦ f1 e´s cont´ınua per ser
composicio´ d’aplicacions cont´ınues, i α1(X) e´s dens en α1X. Per tant, f2 ◦ f1 = Idα1X.
De manera semblant podem comprovar que f1 ◦ f2 = Idα2X. Per tant, f1 i f2 so´n homeo-
morfismes inversos l’un de l’altre.
(⇐) Sigui f : α1X −→ α2X l’homeomorfisme corresponent a l’equivale`ncia. En aquest
cas, el fet que f sigui continua implica que α2X ≤ α1X, i que f−1 tambe´ ho sigui implica
que α1X ≤ α2X.
Proposicio´ 4.4 Sigui X un espai de Tychonoff. Aleshores, la compactificacio´ d’Stone-
Cˇech, βX, e´s maximal en (K(X),≤). A me´s, e´s l’u´nica que ho satisfa`, e´s a dir, si αX e´s
maximal respecte de ≤, aleshores αX ≈ βX.
Prova: Sigui αX una compactificacio´ de X. E´s a dir, tenim l’aplicacio´ cont´ınua α : X −→
αX. Si apliquem ara la propietat universal de la compactificacio´ d’Stone-Cˇech, tenim que
podem estendre α a α˜ : βX −→ αX cont´ınua, i tal que α˜ ◦ β = α. Per tant, αX ≤ βX per a
qualsevol compactificacio´ αX de K(X).
Sigui ara αX, tal que βX ≤ αX. Acabem de veure que αX ≤ βX i, per la proposicio´
anterior, veiem que aixo` implica que αX ≈ βX.
El que e´s me´s interessant de l’anterior proposicio´ e´s que, de fet, la compactificacio´ d’Stone-
Cˇech es pot comparar amb qualsevol altra, i sempre e´s major, en en sentit que acabem de
definir, llevat d’homeomorfismes. En aquest sentit, podr´ıem afirmar que e´s ma`xima en
K(X). El que tambe´ podem veure i veurem a continuacio´, e´s que, llevat d’homeomorfismes,
la compactificacio´ d’Alexandroff resulta que e´s mı´nima llevat d’homeomorfismes, tal i com
podem veure en la segu¨ent proposicio´:
Proposicio´ 4.5 Sigui X∞ la compactificacio´ d’Alexandroff de X, i αX qualsevol altra
compactificacio´ de X. Aleshores existeix un compacte Y ∼= X∞ tal que Y ≤ αX.
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Prova: Donat que α : X −→ αX e´s un encaix, e´s a dir, un homeomorfisme amb la imatge,
tenim que α(X) ∼= X, pel que X∞ ∼= (α(X))∞, la compactificacio´ d’Alexandroff de la imatge
de α. Definim, aix´ı, la compactificacio´
j : X −→ jX := (α(X))∞
x 7−→ α(x) ,
i l’aplicacio´
pi : αX −→ jX
tal que pi(x) = x si x ∈ α(X), i pi(x) = p∞ altrament. Per definicio´ e´s obvi que pi ◦ α = j.
Falta nome´s veure que pi e´s cont´ınua.
Fixem-nos, primerament, que e´s exhaustiva, i que actua com la identitat en α(X). Per
tant, nome´s cal comprovar la condicio´ de continu¨ıtat pels entorns oberts del punt p∞. Sigui
p∞ ∈ U ⊂ jX un entorn obert, i sigui K = jX\U , que sera` un compacte contingut en
α(X) ⊂ jX, per tant un tancat. En aquest cas, tindrem que
pi−1(U) = pi−1((α(X))∞\K) = αX\pi−1(K) = αX\K,
que sera` sempre un obert. Per tant, pi e´s cont´ınua, i aixo` ens indica que jX ≤ αX
Pel que la compactificacio´ d’Alexandroff e´s comparable amb qualsevol altra, i e´s mı´nima,
mentre que la d’Stone-Cˇech e´s ma`xima.
4.3 El teorema de Wiener
Tal i com hem vist abans, l’a`lgebra `1(Z) no e´s una C∗-a`lgebra. Aixo` no treu, pero`, que
poguem aprofitar els resultats vistos al llarg dels primers cap´ıtols del treball per a provar el
teorema de Wiener:
Teorema 4.6 (Teorema de Wiener): Sigui f : R −→ C una funcio´ perio`dica, tal que
els seus coeficients de Fourier cn so´n absolutament sumables, i que no s’anul·la en cap punt.
En aquest cas, la funcio´ f−1 (e´s a dir, la inversa segons el producte) te´ coeficients de Fourier
absolutament sumables.
Sigui L l’a`lgebra de funcions perio`diques amb coeficients absolutament sumables. Ales-
hores, si
f(t) =
∑
n∈Z
cne
int,
podem definir la seva norma per
‖f‖ =
∑
n∈Z
|cn|.
Fixem-nos que el seu producte es pot expressar com
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f(t)g(t) =
(∑
m∈Z
cme
imt
)(∑
n∈Z
dne
int
)
=
∑
m∈Z
∑
n∈Z
cmdne
i(m+n)t =
∑
n∈Z
(∑
k∈Z
ckdn−k
)
eint.
Per tant, l’aplicacio´ h : `1(Z)→ L tal que h((cn)n) =
∑
cne
int e´s una isometria d’a`lgebres
de Banach. Per tant, tal i com hem vist al cap´ıtol 2, tot funcional multiplicatiu ϕ : L → C
ha de tenir la forma
ϕ(f) = ϕ
(∑
n∈Z
cne
int
)
=
∑
n∈Z
eint0 = f(t0)
per a t0 ∈ R fix per a cada ϕ.
Amb aquesta observacio´, la demostracio´ del teorema no e´s gens complicada:
Demostracio´ del teorema: La proposicio´ 2.2 ens garanteix que un element x ∈ A una
B-a`lgebra e´s invertible si, i nome´s si, x̂(M) 6= 0 ∀M ∈M. En el nostre cas, tenim que f ∈ L
e´s invertible (dins de l’a`lgebra) si, i nome´s si, ∀t0 ∈M(L) ≡ S1 f(t0) 6= 0. E´s a dir, si f−1
existeix, te´ coeficients de Fourier absolutament sumables.
Aquest resultat pot semblar fora de lloc en aquesta seccio´, donat que s’esta` parlant
simplement del comportament dels coeficients de Fourier d’una funcio´. Ara be´, si examinem
el teorema, descobrim que, de fet, no e´s gens esperable: per me´s que una funcio´ f tingui
coeficients de Fourier absolutament sumables, aixo` no diu res, a priori, sobre els de f−1 = 1f ,
suposant que existeixin. Aixo` e´s el que te´ d’interessant el teorema de Wiener i la seva prova:
amb te`cniques d’a`lgebres de Banach, hem pogut trobar una relacio´ entre les propietats dels
coeficients de Fourier entre una i altra funcio´, i a me´s ha estat pra`cticament un corol·lari de
la teoria que hem estat desenvolupant.
4.4 El teorema de la corona
Al cap´ıtol 1 hem introdu¨ıt l’a`lgebra de Banach
A = {f : D = {z ∈ C | |z| ≤ 1} −→ C | f cont´ınua, i f |D holomorfa},
amb la norma ‖f‖ = sup
|z|≤1
|f(z)| = max
|z|=1
|f(z)|. Ara en veurem algunes propietats.
Lema 4.7 Tot funcional multiplicatiu ϕ : A −→ C e´s de la forma
ϕ(f) = f(ω),
per a |ω| ≤ 1.
Prova: Fixem ϕ ∈ M(A), i prenem la funcio´ identitat z ∈ A. Per la proposicio´ 1.23,
‖ϕ‖ = 1, pel que |ϕ(z)| ≤ 1. Prenem ω = ϕ(z). Com que e´s un morfisme, tenim que
ϕ(zn) = ωn. Encara me´s, podem comprovar que
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ϕ
 n∑
j=0
ajz
j
 = n∑
j=0
ajω
j
per a tot polinomi en z. E´s a dir, per a qualsevol polinomi p(z), tenim que ϕ(p) = p(ω).
Ara be´, totes les funcions de A so´n holomorfes, pel que es poden aproximar uniformement
amb polinomis. Per tant, sabent que ϕ e´s cont´ınua, obtenim que ϕ(f) = f(ω) ∀f ∈M(A),
tal i com vol´ıem veure.
Teorema 4.8 Siguin f1, ..., fm funcions de A sense cap zero en comu´, e´s a dir, que si
fi(z0) = 0, ∃j tal que fj(z0) 6= 0. En aquest cas, existeixen funcions g1, ..., gm ∈ A tals que
m∑
i=1
gifi = 1,
la funcio´ constant unitat.
Prova: Considerem I l’ideal generat per f1, ..., fm, e´s a dir, el conjunt
I =

m∑
j=1
hjfj | hj ∈ A
 .
Volem demostrar que I = A, i amb aixo` haurem arribat al resultat que volem.
Suposem que no fos aix´ı, e´s a dir, que existeix un ideal maximal M ⊃ I. En aquest cas,
M e´s el nucli d’algun funcional multiplicatiu, ϕM , pel que I ⊂ ker(ϕM ). Ara be´, a l’anterior
lema hem vist que ϕM ha de ser el morfisme avaluacio´ en un punt. Sigui ω ∈ D tal que
ϕM (f) = f(ω). Donat que fi ∈ I, haur´ıem de tenir que
fi(ω) = 0 ∀i,
fet que suposa una contradiccio´ amb la nostra hipo`tesi. Per tant, I ha de ser {0} o A, i ja
sabem que I 6= {0}. Per tant, I = A. Equivalentment, 1 ∈ I, pel que ∃g1, ..., gm ∈ A tals
que
m∑
i=1
gifi = 1.
Observacio´: Fixem-nos que el que hem provat, concretament, e´s el segu¨ent: si un ideal
I esta` generat per m funcions f1, ..., fm sense cap zero en comu´, aleshores I = A.
Hi ha, de fet, un resultat encara me´s general, que aqu´ı nome´s enunciarem. Sigui AB el
conjunt de funcions holomorfes f : D −→ C i fitades. Esta` clar que A ⊂ AB, i que AB e´s
tambe´ una a`lgebra de Banach amb la norma del suprem.
Respecte a aquesta a`lgebra, podem enunciar els segu¨ents dos teoremes:
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Teorema 4.9 (Teorema de la Corona)Anomenem Mω els ideals maximals definits
per
Mω = {f ∈ AB | f(ω) = 0}.
Aleshores, la famı´lia {Mω}ω∈D e´s densa en M(AB).
Teorema 4.10 Siguin f1, ..., fm ∈ AB tals que
m∑
i=1
|fi(z)| > 1 ∀z ∈ D.
Aleshores, existeixen g1, ..., gm ∈ AB tals que
m∑
i=1
gifi = 1.
Aquests dos teoremes so´n equivalents.
Prova de l’equivale`ncia:
(⇒) Procedim com a l’u´ltima demostracio´. Prenem l’ideal I generat per f1, ..., fm, com
abans. Suposem que e´s propi. Aleshores, existeix un funcional multiplicatiu ϕ ∈ M(AB)
tal que
ϕ(fi) = 0 ∀i.
Suposant cert el teorema de la Corona, existeix una successio´ de punts {ωk}k tal que
lim
k→∞
fi(ωk) = 0 ∀i. En aquest cas, tenim que
lim
k→∞
m∑
i=1
|fi(ωk)| = 0 , i
lim
k→∞
m∑
i=1
|fi(ωk)| ≥ 1,
i aixo` e´s una contradiccio´. Per tant, I = AB, com vol´ıem veure.
(⇐) Sigui M0 ∈M(AB) un ideal maximal. Recordem que els seus entorns locals es poden
descriure per
U(M0; f1, ..., fm; ε) = {M ∈M | |f̂i(M)− f̂i(M0)| < ε i = 1, ...,m}.
El nostre objectiu e´s veure que ∀ε > 0, f1, ..., fm ∈ AB, hi ha algun ω ∈ D tal que Mω ∈
U(M0; f1, ..., fm; ε).
Suposem que aixo` fos fals. Prenem gi = fi − f̂i(M0). Aleshores, g1, ..., gm ∈ M0, i
M ∈ U(M0; f1, ...., fm; ε) = U(M0; g1, ..., gm; ε) si |ĝi(M)| < ε per a tot i. Suposant que els
ideals Mω no son densos en M, tenim que
∃ε tal que |ĝi(Mω)| ≥ ε ∀ω ∈ D.
Prenem ara R < mε, i considerem hi =
1
Rgi. Aleshores, tenim que
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m∑
i=1
|hi(z)| = 1
R
m∑
i=1
|ĝi(Mz)| ≥ mε
R
> 1,
per tant, pel teorema que estem suposant, existeixen funcions k1, ..., km ∈ AB tals que
m∑
i=1
hiki = 1.
Ara be´, l’element
∑
i hiki ∈M0. Aixo` implica que 1 ∈M0, que e´s impossible donat queM0 e´s
un ideal maximal i, en concret, propi. Per tant, ha d’existir algun Mω ∈ U(M0; f1, ..., fm; ε).
Aquest teorema, anomenat el teorema de la corona1, va ser demostrat el 1962 per Lennart
Carleson. Ara be´, Thomas Wolff el va aconseguir demostrar utilitzant eines d’EDPs, el 1979.
4.5 Un teorema tauberia`
En aquesta seccio´ ens centrarem en la B-a`lgebra L1(R). Recordem que hi tenim definit
el producte de convolucio´, i la norma de L1. Utilitzarem constantment el segu¨ent lema, que
no demostrarem aqu´ı:
Lema 4.11 Denotem per Cc(R) l’espai de les funcions cont´ınues amb suport compacte.
Aleshores, per a tota f ∈ L1(R) existeix una successio´ (fn)n ⊂ Cc(R) tal que fn L
1−−−→
n→∞ f .
Una discusio´ detallada i amb demostracio´ d’aquest resultat es pot trobar a [1, pp 104-111].
Recordem tambe´ que la representacio´ de Gelfand f 7→ f̂ e´s un monomorfisme entre L1(R)
i C0(R), i que coincideix amb la transformada de Fourier de f , donada per
f˜(ξ) =
∫ ∞
−∞
f(t)e−2piitξdt,
on hem afegit el factor de 2pi per convenie`ncia. Tambe´ tenim que, si g ∈ C0(R) i e´s absolu-
tament integrable, aleshores existeix una funcio´ h ∈ L1(R) tal que h˜ = g, donada per
h(t) =
∫ ∞
−∞
g(ξ)e2piiξtdξ.
En aquest cas, enunciem un primer teorema remarcable:
Teorema 4.12 (Teorema tauberia`2 de Wiener): Sigui f ∈ L1(R) tal que f˜(ξ) 6=
0 ∀ξ ∈ R. Denotem per ft la funcio´ obtinguda de traslladar l’argument de f per t, e´s a dir,
ft(s) = f(s− t).
En aquest cas, la famı´lia {ft}t∈R genera tota l’a`lgebra L1(R), e´s a dir, tota funcio´ g ∈
L1(R) es pot aproximar en norma L1 per combinacions lineals dels traslladats de f .
1El nom del teorema ve d’una altra formulacio´ del teorema. Considerem D ⊂ M(AB). S’anomena la
corona C = M(AB)\D. L’enunciat cla`ssic del teorema de la corona deia: La corona de l’a`lgebra AB e´s un
conjunt buit, o C = ∅.
2Anomentat aix´ı en honor a Alfred Tauber (1866-1942), qui va enunciar i demostrar diversos teoremes,
un d’ells equivalent a aquest.
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Prova: Al llarg de tota la demostracio´ f sera` una funcio´ de L1(R) fixada que satisfaci
les condicions del teorema.
Lema 4.13 Sigui g ∈ Cc(R). Aleshores, f ∗ g es pot aproximar per combinacions lineals
de la famı´lia {ft}t∈R.
Prova del lema: Suposem primer que f ∈ Cc(R). Aleshores, podem aprofitar el fet que
la integral de Lebesgue coincideix amb la de Riemann sobre funcions cont´ınues definides
sobre compactes. Per tant, podem aproximar la convolucio´ de dues funcions per
(f ∗ g)(s) = lim
∆→0
∑
j
f(s−∆j)g(∆j)∆,
on el l´ımit e´s en la norma L1. Per tant, f ∗g es pot aproximar en norma L1 per combinacions
lineals dels traslladats de f .
Ocupem-nos ara del cas general. Pel lema 4.11, podem aproximar fn
L1−−−→
n→∞ f , on fn ∈
Cc(R) per a tota n. Aix´ı, el resultat anterior tambe´ e´s cert per a fn ∗ g, per a cada n. A
me´s, fixada ∆ > 0, tenim que
‖
∑
j
f(s−∆j)g(∆j)∆−
∑
j
fn(s−∆j)g(∆j)∆‖L1 = ‖
∑
j
(f(s−∆j)−fn(s−∆j))g(∆j)∆‖L1 ≤
≤
∑
j
‖(f − fn)(s−∆j)‖L1‖g‖∞∆ = ‖g‖∞‖f − fn‖L1 −−−→
n→∞ 0,
on hem aprofitat el fet que la norma ‖ · ‖L1 e´s invariant per translacions de la variable en f .
Aix´ı, podem dir que
lim
∆→∞
∑
j
f(s−∆j)g(∆j)∆ = lim
∆→∞
lim
n→∞
∑
j
fn(s−∆j)g(∆j)∆
= lim
n→∞ lim∆→0
∑
j
fn(s−∆j)g(∆j)∆ = lim
n→∞(fn ∗ g)(s) = (f ∗ g)(s).
Per tant, el resultat tambe´ e´s cert.
Donat que g ∈ L1(R) es pot aproximar per funcions (gn)n ⊂ Cc(R), tambe´ podem afirmar
que el conjunt {f ∗ g | g ∈ L1(R)} pertany a l’adhere`ncia de 〈ft | t ∈ R〉. Ara queda veure
que, de fet, aquest u´ltim espai e´s dens en L1(R).
Lema 4.14 Sigui m ∈ L1(R) tal que m˜ ∈ Cc(R). Aleshores, ∃g ∈ L1(R) tal que m = f ∗g.
Lema 4.15 L’espai de funcions m ∈ L1(R) tals que m˜ ∈ Cc(R) e´s dens en L1(R).
Fixem-nos que, si provem els dos lemes, haurem completat la demostracio´ del teorema.
Prova del segon lema: Prenem en C0(R) la famı´lia de funcions (Tn)n∈N, definides per
Tn(x) =

x+n
n si − n ≤ x ≤ 0
n−x
n si 0 ≤ x ≤ n
0 si |x| > n
.
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Aix´ı, per a tota g ∈ C0(R), gTn −−−→
n→∞ g. A me´s, Tn ∈ Cc(R) ∀n, pel que gTn ∈ Cc(R) ∀n.
Sigui ara h ∈ L1(R), i ĥ = h˜ ∈ C0(R). Fixem-nos que h˜Tn ∈ Cc(R), pel que, en concret, e´s
absolutament integrable. Aix´ı, te´ inversa per la transformada de Fourier, que anomenarem
convenientment hn. Per tant, h˜Tn −−−→
n→∞ h˜ i, donat que la inversa de la transformada de
Fourier e´s cont´ınua (quan esta` definida), tenim que hn −−−→
n→∞ h, tal i com vol´ıem veure.
Prova del primer lema: Sigui m ∈ L1(R) tal que m˜ ∈ Cc(R). Prenem I ⊂ R un interval
compacte que contingui el suport de m˜.
Prenem ara a ∈ C0(R) i absolutament integrable tal que a prengui valors reals, i tal que
a(ξ) =
{
1 si ξ ∈ I
≤ 1 si ξ /∈ I .
Prenem, aleshores, h ∈ L1(R) tal que a = h˜.
Per altra banda, recordem que en L1(R) tenim una involucio´ definida per
f∗(s) = f(−s).
Anomenem L = L1(R)⊕C, l’a`lgebra afegint-li una unitat, que denotarem per e. Fixem-
nos que els cara`cters M(L) so´n els de L1(R), donatsen l’extensio´ per p(k + λe) = k˜(ξ) + λ
(per a una ξ fixada per a cada p), i p∞(λe+ k) = λ.
Prenem ara α = e− h+ f ∗ f∗. Aquest element e´s invertible en L. Aixo` e´s cert perque`
p∞(α) = p∞(e− h+ f ∗ f∗) = 1,
p(α) = p(e− h+ f ∗ f∗) = 1− h˜(ξ) + f˜(ξ)f˜(ξ) = 1− h˜(ξ) + |f˜(ξ)|2 > 0,
on l’u´ltima desigualtat e´s consequ¨e`ncia de 1−h˜(ξ) ≥ 0 ∀ξ (per la definicio´ de h), i |f˜(ξ)|2 > 0
(perque` f˜ no s’anul·la enlloc, e´s la condicio´ del teorema), i que tots els valors que hi apareixen
so´n reals. Per tant, per la proposicio´ 2.2 tenim que α e´s invertible en L. Anomenem β la
seva inversa, tal que α ∗ β = e.
Si multipliquem per m a banda i banda, obtenim que
(e− h+ f ∗ f∗) ∗ β ∗m = e ∗m = m.
A me´s, (e − h) ∗m = 0. Aixo` e´s aix´ı perque`, si apliquem la transformada de Gelfand,
tenim que
̂((e− h) ∗m) = (1− h˜)m˜,
on m˜ s’anul·la fora de I, i (1 − h˜) s’anul·la precisament a I. Per tant, ̂((e− h) ∗m) = 0
i, donat que la transformada de Gelfand e´s un monomorfisme en L (perque` l’a`lgebra e´s
semisimple), tenim que (e− h) ∗m = 0.
D’aquesta manera, obtenim que f ∗ f∗ ∗ β ∗ m = m, pel que el lema e´s cert prenent
g = f∗ ∗ β ∗m. Fixem-nos que, tot i que hem treballat a L tota l’estona, g ∈ L1(R), perque`
L1(R) e´s un ideal maximal dins de L, pel que g = β ∗ (f∗ ∗m) (amb f∗,m ∈ L1(R)) pertany,
efectivament, a L1(R).
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Vegem ara com aprofitar aquest teorema per a demostrar un altre resultat.
Considerem n ∈ L∞(R) tal que ∃ lim
s→∞n(s) =: a. Prenem tambe´ f ∈ L
1(R), normalitzada
de manera que ∫ ∞
−∞
f = 1.
Aleshores, no e´s dif´ıcil demostrar que lim
s→∞(f ∗ n)(s) = a.
Efectivament, si prenem ε > 0, utilitzem les dues condicions: per una banda, existeix
M ∈ R tal que s ≥ M ⇒ |n(s) − a| < ε, i per l’altra existeix M ′ ∈ R tal que ∫∞M ′ |f | < ε.
En aquest cas, si s ≥M +M ′ (prenem M,M ′ > 0), tenim que
|(n ∗ f)(s)− a| =
∣∣∣∣∫ ∞−∞(n(s− τ)− a)f(τ)dτ
∣∣∣∣
≤
∫ s−M
−∞
|n(s− τ)− a||f(τ)|dτ +
∫ ∞
s−M
|n(s− τ)− a||f(τ)|dτ (∗),
on s −M ≥ s − τ ⇒ M ≤ τ , pel que |n(s − τ) − a| < ε. Per altra banda, s ≥ M + M ′ ⇒
s−M ≥M ′, pel que ∫∞s−M |f | < ε. Per tant, l’anterior es pot fitar, utilitzant la desigualtat
de Ho¨lder, per
(∗) < ‖f‖L1ε+ (‖n‖∞ + |a|)ε = (‖f‖L1 + ‖n‖∞ + |a|)ε,
pel que la difere`ncia tendeix a zero quan s es fa prou gran.
La pregunta rec´ıproca, en canvi, seria: si (f∗n)(s) −−−→
s→∞ a, podem afirmar que ∃ lims→∞n(s) =
a, amb les condicions apropiades sobre f i n? El resultat, tot i que no e´s un “s´ı” rotund, es
pot trobar en el segu¨ent teorema:
Teorema 4.16 Siguin n ∈ L∞(R), i f ∈ L1(R) tal que la seva integral sigui 1. Suposem
tambe´ que
∃ lim
s→∞(f ∗ n)(s) = a,
i que f˜(ξ) 6= 0 ∀ξ ∈ R.
Aleshores, n tendeix cap a a en el segu¨ent sentit: ∀d > 0,
lim
s→∞
1
d
∫ s+d
s
n(τ)dτ = a.
Prova: La hipo`tesi del l´ımit a l’infinit implica que, per a qualsevol t ∈ R,
lim
s→∞(ft ∗ n)(s) = a,
pel que podem passar a combinacions lineals finites del tipus
h =
n∑
i=1
cifti ,
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obtenint que
lim
s→∞(h ∗ n)(s) = a
n∑
i=1
ci = a
∫
h.
A me´s, aquesta propietat es pot passar als l´ımits de les combinacions lineals, pel que,
sabent que f satisfa` les condicions del teorema 4.12, veiem que
∀g ∈ L1(R) lim
s→∞(g ∗ n)(s) = a
∫
g.
Prenem, concretament,
g(s) =
{
1
d si 0 ≤ s ≤ d
0 altrament
.
En aquest cas,
∫
g = 1, i
(g ∗ n)(s) =
∫ ∞
−∞
g(s− τ)n(τ)dτ = 1
d
∫ s+d
s
n(τ)dτ,
tal i com vol´ıem veure.
Si n e´s, per exemple, uniformement cont´ınua a (M,+∞) per a algun M ∈ R, recuperem
l’enunciat original, e´s a dir, lim
s→∞n(s) = a.
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Ape`ndix: El segon teorema de
Gelfand-Naimark
En aquest ape`ndix provem un altre teorema ba`sic de l’estudi de les C∗-a`lgebres, el se-
gon teorema de Gelfand-Naimark. Farem servir l’esquema proposat a [6, 4], amb algunes
demostracions de [3] i [9].
Donant una mica de context, com ja hem esmentat al cap´ıtol 3, el terme C∗-a`lgebra
prove´ del fet que, en realitat, els primers objectes d’estudi d’aquesta teoria eren C∗-a`lgebres
concretes, e´s a dir, suba`lgebres de B(H), on H e´s un espai de Hilbert, tals que fossin
tancades i autoadjuntes. Una de les aportacions de Gelfand i Naimark va ser donar una
definicio´ abstracta d’aquestes, sense dependre d’un espai de Hilbert. Ara be´, en realitat les
suba`lgebres de B(H) s´ı que representen totalment la categoria de les C∗-a`lgebres, tal i com
s’enuncia en el segu¨ent teorema:
Teorema 4.17 Sigui A una C∗-a`lgebra sime`trica amb unitat. Aleshores, existeix un
espai de Hilbert H i un ∗-morfisme ϕ : A −→ B(H) tals que A ∼= ϕ(A), e´s a dir, que ϕ e´s
una representacio´ fidel de A en B(H).
En lloc de fer una demostracio´ completa del teorema, ens proposem descriure el proce´s
per sobre, especialment veient quines definicions i quins lemes so´n d’utilitat en aquesta.
Lema 4.18 Sigui x ∈ A hermitia`, e´s a dir, que x∗ = x. Aleshores, σ(x) ⊂ R.
Prova: Recordem que A e´s sime`trica, pel que ∀x ∈ A tenim que x̂ = x̂∗. Ara be´, en
aquest cas,
∀x ∈ A, x̂ = x̂∗ = x̂⇒ x̂(M) ∈ R ∀M ∈M,
pel que, pel teorema 2.4, σ(x) = x̂(M) ⊂ R.
Definicio´ 4.4 Diem que un element x ∈ A hermitia` e´s positiu si σ(x) ⊂ [0,+∞) ⊂ R.
Denotarem x ≥ 0 si x e´s positiu.
D’aquesta manera, podem definir un ordre parcial en el conjunt d’elements hermitians de
A, donat per a ≥ b si a − b ≥ 0. E´s parcial necessa`riament, donat que a − b, b− a podrien
no ser positius cap dels dos, en general.
Ara be´, en general podem dir que
−‖x‖e ≤ x ≤ ‖x‖e,
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i, a me´s, ‖x‖ e´s la mı´nima constant tal que aquestes desigualtats so´n certes. Aixo` e´s
consequ¨e`ncia del segu¨ent lema, que no demostrarem:
Lema 4.19 Sigui x ∈ A hermitia`. Aleshores, ‖x‖s = ‖x‖.
Observacio´: Per a tot a ∈ A, a∗a e´s hermitia` i positiu.
Definicio´ 4.5 Diem que ρ ∈ M(A) e´s un funcional positiu o un estat si, per a tot
element hermitia` x,
x ≥ 0⇔ ρ(x) ≥ 0.
En el que segueix, fixem ρ un funcional positiu concret de M(A). Podem definir en A el
producte hermitia` donat per
〈a, b〉 := ρ(b∗a) , a, b ∈ A.
Es pot veure que, efectivament, es compleixen les condicions per a un producte hermitia`,
amb la possible excepcio´ de la no degeneracio´ d’aquest. Per tant, es compleix la desigualtat
de Cauchy-Schwarz, e´s a dir,
|ρ(a∗b)| ≤ ρ(a∗a) 12 ρ(b∗b) 12 .
En concret, si tenim que ρ(x∗x) = 0 per a x ∈ A, aleshores es veu que 〈x, y〉 = 0 ∀y ∈ A.
Anomenem
K = {x ∈ A | 〈x, x〉 = 0},
i resulta que K e´s un ideal per l’esquerra de A, que en direm el nucli per l’esquerra de
A. A me´s, K e´s tancat.
Prenem, aleshores, l’espai de Banach A /K (fixem-nos que no e´s necessa`riament una
a`lgebra, perque` K e´s nome´s un ideal per l’esquerra, pero` la demostracio´ de 1.10 e´s suficient
perque` l’anterior quocient sigui un espai de Banach). En aquest espai tenim un producte
hermitia` no degenerat, indu¨ıt per l’anterior:
〈[x], [y]〉 := ρ(y∗x) = 〈x, y〉.
Considerem ara
φ0 : A −→ B(A /K )
a 7−→ φ0(a) : A /K −→ A /K
[x] 7−→ [ax]
.
Aquesta aplicacio´ esta` ben definida, perque` φ0(a) e´s un operador fitat (respecte la norma
indu¨ıda per 〈·, ·〉 en A /K ), perque`
‖φ0(a)([x])‖2 = ‖[ax]‖2 = ρ(x∗a∗ax) ≤ ‖a∗a‖ρ(x∗x) = ‖a∗a‖〈[x], [x]〉 = ‖a‖2‖[x]‖2.
En la desigualtat, concretament, hem utilitzat el segu¨ent lema:
Lema 4.20 Sigui x ≥ 0, b ∈ A. Aleshores b∗xb ≥ 0.
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Prova del lema: Fixem-nos que x ≥ 0⇔ x̂(M) ≥ 0 ∀M ∈M. Per tant, tenim que
(̂b∗xb)(M) = b̂(M)x̂(M )̂b(M) = |̂b(M)|2x̂(M) ≥ 0 ∀M ∈M,
pel que, efectivament, b∗xb ≥ 0.
Per a la desigualtat, ho apliquem sobre l’element x∗(‖a∗a‖e−a∗a)x. Donat que ‖a∗a‖e−
a∗a e´s positiu, tenim que
ρ(x∗(‖a∗a‖e− a∗a)x) ≥ 0.
El que hem vist e´s que ‖φ0(a)‖ ≤ ‖a‖. Per tant, φ0(a) ∈ B(A /K ), com vol´ıem veure.
Definim ara Hρ com la completacio´ de A /K segons la norma indu¨ıda per 〈·, ·〉. Com
que A /K e´s dens en Hρ i φ0(a) e´s continu, es pot estendre de forma u´nica a tot Hρ a una
aplicacio´ cont´ınua. Definim, aix´ı,
φ : A −→ B(Hρ),
que e´s un morfisme d’a`lgebres. A me´s, e´s un ∗-morfisme, perque`
〈φ(a∗)([b]), [c]〉 = ρ(c∗a∗b) = ρ((ac)∗b) = 〈[b], φ(a)([c])〉.
Per tant, φ e´s una representacio´ de A en B(Hρ), que depe´n del ρ que triem. A me´s, e´s
possible veure que e´s fidel, tot i que aixo` no ho demostrarem. Per tant, φ e´s la representacio´
fidel que enuncia`vem abans.
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