Cross-over between central and non-central conservative effective forces in a modulated colloidal fluid J. Chem. Phys. 139, 204903 (2013) Abstract. We used inducing pivot variables to derive confidence intervals for the non-centrality parameters of samples with elliptical errors. A numerical application is presented.
INTRODUCTION
Inducing pivot variables are functions of statistics and parameters with known distributions which induce probability measures. As it may be seen in [2] , these variables may be used to carry out inference. to derive confidence intervals for the non centrality parameters of samples with elliptical errors.
The remainder of this article is arranged as follows. In the next section we present results on spherical and elliptical distributions. Next we introduce the concept of inducing pivot variable and show how to construct confidence intervals and test hypothesis for non-centrality parameters of samples with elliptical errors. Finally we present a numerical application.
SPHERICAL AND ELLIPTICAL DISTRIBUTIONS
Let X X X be a k × 1 random vector and its support be the set of k-dimensional real vectors
Consider μ μ μ a k × 1 vector and V V V a k × k symmetric and positive definite matrix, that is,
where V V V denotes the transpose of matrix V V V , and S S S V V VS S S is positive for any non-zero column vector S S S of k real numbers. Vector X X X has a multivariate normal distribution with mean vector μ μ μ and covariance matrix V V V if its joint density function is
We indicate that X X X has a multivariate normal distribution with mean vector μ μ μ and covariance matrix V V V by
The k random variables X 1 , ..., X k constituting the vector X X X are said to be jointly normal. The class of spherical distributions is an extension of the class of multivariate normal distributions. Vector X X X is said to have a spherical distribution if X X X and Q Q QX X X have the same distribution for all orthogonal k × k matrices Q Q Q, see [4] . If X X X is a continuous random vector with a spherical distribution, then due to the equality
its density function depends on the argument X X X through the value of X X X X X X and is of the form g(X X X X X X) for some nonnegative function g (·) . A study about the density of a spherical distribution may be seen, for example in [1] . If two random vectors X X X and Y Y Y have the same distribution we use the notation
Let the k-vector X X X be spherically distributed. Then X X X has the stochastic representation
where U U U is uniformly distributed on the unit sphere, R R R ∼ F(X X X) is independent of U U U, and F(X X X) is a distribution function over [0, +∞[, see again [4] . The random variable R R R may be looked upon as a radius. If X X X = d R R RU U U and P(X X X = 0 0 0) = 0 then 
INDUCING PIVOT VARIABLES
As already stated in the introduction, pivot variables are functions of statistics and parameters with known distributions. For example, if S is distributed as the product by γ of a central chi-square with g degrees of freedom, S ∼ γχ 2 g , then
is distributed as a central chi-square with g degrees of freedom, being therefore a pivot variable. Now, let B r be the σ -algebra of the borelian sets in R r , see [7] , and the parameter space Θ ∈ B r . According to [3] the pivot variable 
has an inverse measurable function h(z z z|y y y) in B r .
In the next section we will use inducing pivot variables to derive confidence intervals and test hypothesis for noncentrality parameters when we are dealing with elliptical distributions.
INFERENCE FOR NON-CENTRALITY PARAMETERS
Consider the random vector X X X ∼ N(μ μ μ, θI I I)
independent of S, which is distributed as the product by θ of a central chi-square with g degrees of freedom,
If we consider
with μ μ μ → ∞, then W will be approximately normally distributed, with mean 0 and variance θ , W ∼ • N(0, θ ), and independent of S, see [5] and [6] . Therefore F = g W 2 S will have F distribution with 1 and g degrees of freedom and non-centrality parameter δ , F ∼ F (.|1, g, δ ) , where
Moreover, if
T will have t-distribution, with g degrees of freedom, T ∼ t g . Now, if x x x, s, t and w are realizations of X X X, S, T and W respectively, from (13) and (15) we will have
which is equivalent to having
Solving (17) in order to μ μ μ , we get
If we consider the pivot variable Z = S θ ∼ χ 2 g and W ∼ N(0, θ ), we may induce probability measures for
using large samples
where
be the distribution of D, x p the quantile for probability p, F n be the empirical distribution of D and x n,p the F n quantile for probability p. Now, using the reverse Glivenko-Cantelli theorem, see [2] , we may estimate the quantiles x p of F x from the quantiles x n,p of F n . Therefore, we may construct confidence intervals [x n, α 
We reject the test hypothesis if δ 0 is not contained in the corresponding confidence interval. Thus, by duality, we obtain tests with (approximate) confidence level α.
NUMERICAL APPLICATION
In order to obtain confidence intervals for δ , defined in (14), when the random vector X X X, in (11), and the sum of squares for the error, S, in (12), are known, we used the R software to generate Z u ∼ χ 2 g and X X X u , with components X u,1 , ..., X u,10 , considering
where θ u = s Z u and u = 1, ..., 10000. Note that we considered δ = 1 since μ μ μ 2 = θ . 
The obtained values for x n,0.025 and x n,0.975 are presented in Table 1 and Table 2 , respectively. These tables also show the considered values for S and for g. 
