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We study the online version of the independent set problem in graphs. The vertices of an
input graph are given one by one along with their edges to previous vertices, and the task is to
decide whether to add each given vertex to an independent set solution. The goal is to maximize
the size of the independent set, relative to the size of the optimal independent set. Since it is
known that no online algorithm can attain competitive ratio better than n− 1, where n denotes
the number of vertices, we study here relaxations where the algorithm can hedge its bets by
maintaining multiple alternative solutions.
We introduce two models. In the 3rst model, the algorithm can maintain a multiple number
(r(n)) of solutions (independent sets) and choose the largest one as the 3nal solution. We
show that the best competitive ratio for this model is (n=log n) when r(n) is a polynomial
and (n) when r(n) is a constant. In the second more powerful model, the algorithm can copy
intermediate solutions and extend the copied solutions in di4erent ways. We obtain an upper
bound O(n=log n) and a lower bound 5(n=log3n) for the best possible competitive ratio when
r(n) is a polynomial. Furthermore, we show a tight (n) bound when r(n) is a constant. Lower
bound results of this paper hold also for randomized online algorithms against an oblivious
adversary. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
An independent set (IS) in a graph is a set of vertices that are mutually nonadjacent.
In the online independent set problem, a graph is given one vertex at a time along with
edges incident to some of the previously given vertices. The algorithm is to maintain a
proper solution, and must at each step decide irrevocably whether to keep the presented
vertex as a part of the solution. Its goal is to 3nd as large a set as possible, relative
to the size of the largest independent set in the graph.
Online computation has received considerable attention as a natural model of some
properties of the real world such as the irreversibility of time and the unpredictability
of the future. Aside from modeling real-time computation, it also has been found to
be important in contexts where access to data is limited, e.g. because of unfamiliar
terrain, space constraints, or other factors determining the order of the input.
The primary motivation for the work in this paper is theoretical. However, as all
natural theoretical problems, there are several practical implications. The online IS
problem occurs naturally in resource scheduling. Requests for resources or sets of
resources arrive online, and two requests can only be serviced simultaneously if they
do not involve the same resource. When the objective is to maximize the throughput
of a server, we have a (possibly weighted) online IS problem. Previously, this has
primarily been studied in the context of scheduling intervals [8].
The measure of the quality of an online algorithm A is its competitive ratio or per-
formance ratio. For the online IS problem, it is de3ned to be A(n)= maxH∈Hn (H)=
A(H), where Hn is the set of all the sequences of vertices and corresponding edges
given as n-vertex graphs, (H) is the cardinality of the maximum independent set of
H , and A(H) is the size of the independent set found by A on H .
The online IS problem in its basic form is intrinsically hard. It is not hard to see
that once the algorithm decides to add a vertex to its set, the adversary can ensure
that no further vertices can be added, even though all the other n− 1 vertices form an
independent set. Thus, the worst possible competitive ratio of n−1 holds for any algo-
rithm, even when the input graph is a tree (or a forest). As a result, we are interested
in relaxations of the basic model and their e4ects on the possible competitive ratios.
In the current paper, we propose two models. In the multi-solutions model, the
algorithm can maintain a collection of independent sets. At each step, the current
vertex can be added to up to r(n) di4erent sets. We are particularly interested in the
case when r(n)= nk for some constant k, since larger values preclude the possibility
of polynomial time computation. For this case, we derive an upper and a lower bound
of (n= log n) on the best possible competitive ratio. We also show that the bound is
(n) if r(n) is a constant. These results are given in Section 2.
A more powerful model is the inheritance model. Again each vertex can participate
in a limited number of sets. However, the way these sets are formed is di4erent. At
each step, r(n) di4erent sets can be copied and one copy of the current vertex is added
to each of the copied sets. Thus, adding a vertex to a set leaves previous solutions
intact. This model corresponds to forming a tree, or a forest, of solutions: at each step,
r(n) branches can be added to trees in the forest, all labeled by the current vertex. Each
path from the root to a node (leaf or internal) corresponds to one current solution.
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The inheritance model is the most challenging one in terms of proving lower bounds.
This derives from the fact that all the lower bounds used in the other models, as
well as for online graph coloring [5,4], have a property called transparency: once the
algorithm makes a choice, the adversary immediately reveals its classi3cation of that
vertex to the algorithm. This transparency property, however, trivializes the problem in
the inheritance model. Still we are able to prove lower bounds in the same ballpark, or
5(n= log3 n). Additionally, for constant r(n), we obtain an optimal 5(n) lower bound.
These results are given in Section 3.
In the coloring model studied recently in [4], the online algorithm constructs a col-
oring online and outputs the largest color class as the IS solution. This corresponds
to the multi-solutions model (with r(n)= 1) where the solutions are restricted to be-
ing disjoint. It was shown in [4] that the optimal competitive ratio for this model is
n=4 + O(1).
Notation. Throughout this paper, n denotes the total number of given vertices. For
convenience, we view each solution which online algorithms maintain as a bin.
We shall refer to an online algorithm for the independent set problem in the multi-
solutions model as a multi-solutions algorithm. Similarly, an inheritance algorithm
refers to an online algorithm for the independent set problem in the inheritance model.
The competitive ratio of an algorithm A is A(n)= maxH∈Hn (H)=A(H). The best
possible competitive ratio of an online independent set algorithm is (n)= minA A(n).
We are interested in the best possible competitive ratio of any online independent
set algorithm. To give lower bounds on this measure (n), we need to show that all
algorithms have a large competitive ratio, while to give an upper bound, it suMces to
illustrate one algorithm with a good ratio.
A randomized algorithm is allowed to throw coins to help making its decisions;
at the same time its adversary is restricted to be oblivious, i.e. constructing instances
independent of the algorithm’s choices, or the random Oips. The performance of a
randomized algorithm for an instance I is the expected competitive ratio for I , av-
eraged over all coin Oips. In order to give a lower bound ′(n) for the performance
of a randomized algorithm, it suMces by Yao’s lemma [10] to give a distribution of
instances for which the average competitive ratio of any deterministic algorithm is at
least ′(n).
2. Multi-solutions model
In the original online IS problem, the algorithm can keep only one candidate solu-
tion. In the multi-solutions model, the algorithm can maintain multiple bins and output
the largest one as the 3nal solution. The model is parameterized by a function r(n):
each vertex can be placed into up to r(n) bins. When r(n)= 2n, the online algo-
rithm can maintain all possible independent sets and the problem becomes trivial. We
are primarily interested in cases when r(n) is polynomially bounded. Fig. 1 shows
an example with r(n)= 3, where the vertex 3 is put into three bins b1; b2 and b5
(a new bin).
956 M.M. Halld-orsson et al. / Theoretical Computer Science 289 (2002) 953–962
1 1 1 2
22
b1 b2 b3 b4
1 1 1 2
22





Fig. 1. An example action of an algorithm in the multi-solutions model.
Remark. In online problems, the algorithm normally does not know the length n of
the input sequence. Thus, in the multi-solutions model, the algorithm can assign the
ith node to at most r(i) di4erent sets, rather than r(n). However, it is well known in
the study of online algorithms that knowledge of n a4ects only the coeMcient of the
performance function of the algorithm. Thus, in order to simplify the arguments, we
shall allow the algorithm r(n) assignments for every vertex.
We 3nd that the best possible competitive ratio (n) in this model is (n) when
r(n) is constant, and (n= log n) if r(n) is polynomial.
Theorem 1. (n)=O(n= log r(n)) in the multi-solutions model.
Proof. Let t= log r(n) − 1. View the input as a sequence of blocks, each with t
vertices. For each block, there are 2t − 1 possible non-empty subset of the t vertices.
Give a label corresponding to each such subset to a bin. Thus we use at most (2t −
1)n=t bins. At each step, given a vertex vi, put it into a bin whose label contains vi.
Note that each vertex is put into at most r(n) bins. This completes the speci3cation of
the algorithm.
Each independent set in each block will be represented in some bin. Thus, the
algorithm 3nds an optimal solution within each block. It follows that the competitive
ratio is at most n=t, the number of blocks.
2.1. Lower bounds
We 3rst discuss the general strategy used for proving lower bounds for online inde-
pendent set problems, both in this paper and a previous one [4].
The adversary assigns vertices one of two states: good and bad. When a vertex is
presented to an algorithm, it is good. It remains good until (and if) it is made bad,
after which it does not become good again. At the time when each new vertex is
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presented, its edges to previous vertices is fully determined by their state: the new
vertex is adjacent to each bad vertex and non-adjacent to each good vertex. Namely,
once a node v becomes bad, all subsequent vertices have an edge incident to v; thus
once a bad vertex is added to a bin, no succeeding vertex can be put into that bin.
Note that all good vertices constitute an independent set, which gives a lower bound
on the optimal cost.
The lower bound arguments di4er in the rule they use to determine if a node becomes
bad, as well as the timing of that decision. The arguments of this section make that
decision immediately after the algorithm acts on that vertex; such adversaries are called
transparent, following [5].
We 3rst give a lower bound for multi-solutions algorithms when r(n) is small, which
gives a linear lower bound for the case of r(n) being constant.
Theorem 2. (n)¿n=2(r(n) + 1) in the multi-solutions model, when r(n)¡n.
Proof. We will give a sequence of vertices such that the optimal solution is of size at
least n=2 while no online algorithm can obtain an independent set of size greater than
r(n) + 1. The adversary determines the state of each vertex as follows: If the online
algorithm puts the vertex v into a bin with r(n) vertices or more, then v becomes a
bad vertex; otherwise it is good.
It is immediate that no bin contains more than r(n) + 1 vertices. This is an upper
bound on the size of the algorithm’s solution.
Each bad node becomes the last node in a bin with r(n) copies of other good nodes.
Since each node appears in at most r(n) bins, we have that the number of good nodes
is at least the number of bad nodes, or at least n=2. This is a lower bound on the size
of the optimal solution.
Theorem 3. (n)¿n=2 log(n · r(n)) in the multi-solutions model.
Proof. For a vertex v, let C(v) be the set of colors (bins) assigned to v. For a bin b,
let |b| denote the number of vertices in b at a given time. The cost of a bin b is 2|b|−1.
The cost of a vertex v is the sum of the costs of the bins in C(v) and the e:ective









As before, vertices have two states: good and bad. The online game consists of n=2
rounds, where each round proceeds as follows. The adversary presents two vertices at
a time, v1 and v2, that are both adjacent to all bad vertices. Depending on the choices
made by the algorithm on these two vertices, the adversary makes one of v1 and v2
good and the other one bad; the one with higher e-cost is made bad.
Clearly, the optimal solution is of size at least n=2. We argue that the algorithm
obtains a solution of size at most log(n · r(n)), which yields the theorem. A bin is
called good if it contains no bad vertex and called bad otherwise. The total cost of a
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coloring is the sum of the costs of all good bins. Both v1 and v2 are added only to
good bins. Suppose v1 was made bad. Then, all bins that v1 was added to turn bad,
including those where v2 was also added. Trivial bins that were empty before receiving
v2 get a new cost of 1. The other bins that received v2 remain good and double in
cost. Since v1 had higher e-cost than v2, the decrease in the total cost due to v1 o4sets
the increase in the total cost due to doubling of the cost of nontrivial bins receiving
v2. Only the addition of v2 to empty bins produces a net increase of the total cost
of at most r(n). Hence, the total cost at any given step is at most (n=2) · r(n). That
necessarily implies that the size of any one bin is at most log2(n · r(n)).
Note that the adversary in Theorem 3 can be modi3ed to an oblivious randomized
adversary, which gives a lower bound on the competitive ratio for randomized online
algorithms. The adversary randomly sets each vertex good or bad independently with
equal probability. These form a sequence of n Bernoulli trials. The optimal solutions
corresponds to the set of good nodes, of which there are at least (n=2)(1 − o(1))
with high probability. On the other hand, the probability that an online algorithm
can hold more than q= log(n2 · r(n)) + 1 vertices in a particular bin is at most
( 12 )
q−1 = 1=n2 · r(n) since all but the last vertex of the bin must be good. The on-
line algorithm can maintain at most n · r(n) bins. Thus, the probability that there is a
bin with more than q vertices is at most nr(n)× 1=n2r(n)= 1=n. Namely, with high
probability the online algorithm outputs an independent set of size at most q. Thus,
with high probability, the competitive ratio of any randomized online algorithm is at
least n=2q=5(n= log(nr(n))).
Remark. Observe that the graphs constructed in lower bound proofs of this section
have a very speci3c structure. For one thing, they are split graphs: the vertex set can
be partitioned into an independent set (the good nodes) and a clique (the bad nodes).
The graphs also belong to another subclass of chordal graphs: interval graphs. Vertex
i can be seen to correspond to an interval on the real line with a starting point at i.
If the node becomes a bad node, then the interval reaches far to the right with an
endpoint at n. If it becomes a good node, then the right endpoint is set at i + 1=2.
It follows that the problem of scheduling intervals online for maximizing through-
put is hard, unless some information about the intervals’ endpoints are given. This
contrasts with the case of scheduling with respect to makespan, which corresponds
to online coloring interval graphs, for which a 3-competitive algorithm is
known [7].
3. Inheritance model
The model introduced in this section is considerably more Oexible than the previous
one. At each step, an algorithm can copy up to r(n) bins and put the current vertex into
each of those copies. One or more of the bins copied may be empty. Fig. 2 illustrates
an example when r(n)= 3. When vertex 3 is presented, the algorithm copies b1 and
b2 obtaining b′1 and b
′




2 and into an empty bin b4.














Fig. 2. An example action of an algorithm in the inheritance model.
Note that this model is at least as powerful as the multi-solutions model with the
same r(n). Hence the upper bound follows from Theorem 1.
Corollary 4. (n)=O(n= log r(n)) in the inheritance model.
The inheritance model is in several cases much stronger than the multi-solutions
model. One can show that there is a inheritance algorithm that obtains optimal solutions
against the transparent adversary of Section 2.1. Recall that this adversary produces
special instances that were both split graphs and interval graphs. We now show that
this holds for a more general class of interval graphs.
The interval selection problem is the following online problem. At each round i,
the adversary presents a real value xi, that is either the left or right endpoint of an
interval. The values form an increasing sequence x1¡x2¡ · · ·¡x2n. When the value
is a left endpoint, the algorithm is to decide whether to add that interval to its solu-
tion(s); in the inheritance model, it can add the interval to r(n) copies of previous sets.
A solution can contain only disjoint intervals. The objective is to maximize the number
of intervals in a solution.
Such interval selection problems are useful for maximizing throughput in resource
allocation scenarios [8].
Lemma 5. There is an inheritance algorithm with r(n)= 1, that solves the interval
selection problem.
Proof. Let l(I) denote the left endpoint of interval I . When an endpoint xi arrives, the
algorithm constructs a solution Ai (or two solutions Ai and A′i if xi is a left endpoint),
consisting of the optimal independent set of intervals terminating no later than at
xi as follows. Let A0 = ∅. When a left endpoint xi of a new interval I arrives, the
algorithm sets Ai =Ai−1, it copies Ai, and adds I to the copy of Ai, forming a solution
A′i =Ai ∪{I}. When a right endpoint xi of an interval I appears, then Ai is assigned the
larger of Ai−1 and A′l(I). The proof of optimality of Ai follows from the same reasoning
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as that of the right-endpoint-3rst greedy algorithm for computing independent sets o4-
line [2].
The same algorithm works also for the weighted version of the problem, where we
seek a maximum weighted collection of disjoint intervals.
3.1. Lower bounds
We start with a simple improvement of the transparent adversary, where we delay
giving information on whether a node was good or bad.
3.1.1. Preliminary argument
The adversary partitions the vertex sequence into rounds. Only at the end of rounds,
does it decide which vertices (of that round) are bad. Thus, the vertices remain
good unless made bad at the end of their respective rounds. The basic idea is that
if, at the end of a round, the online algorithm has accumulated many vertices into
the same bin, the adversary “destroys” that bin by making one of those vertices
bad.
This approach is more powerful than the transparent adversary, but still allows for
an algorithm with a competitive ratio of
√
n, independent of the number of rounds
used. Such an algorithm maintains an independent set I containing one vertex from
each round that contains a good vertex. It also puts all the vertices of each round i into
an independent set Ii. It then outputs the larger of I and the largest among the Ii’s.
It is easy to see this output is of size at least square root of the size of the optimal
solution of the instance.
3.1.2. A better lower bound
The reason why the above argument did not give us a satisfactory lower bound is
that the adversary strategy was still weak: Once a decision is made, the algorithm
knows that a good vertex will never become bad. Here, we consider an adversary that
makes a (probabilistic) decision approximately log n times to each vertex. Let e denote
the base of the natural logarithm.
Theorem 6. (n)¿n=e2(k+2) log3 n in the inheritance model, when r(n)= nk .
Proof. We 3rst describe informally the actions of the adversary. It presents t= log2 n
new vertices in each round. Between rounds, it makes a decision to make vertices bad,
not only for vertices given in the previous round, but also for some other vertices
already given.
The goal of the adversary is to stunt the growth of bins containing many vertices
by making some of the nodes bad. At the same time, it needs to ensure that a fraction
of good vertices in the end is large. The adversary repeats the following steps n=t
times:
(1) The adversary presents a block of t new vertices. All those vertices are good
and each of them has edges to all the bad vertices.
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(2) As long as there are two blocks of the same size, replace them by the union of
the two. At the same time, each vertex of the combined block is changed into a bad
vertex independently with probability (k + 2)= log n.
Let ‘= log(n=t). Note that each block is of size 2it; 06i¡‘, and the number of
blocks is at most ‘ + 1.
Each time blocks are merged, the adversary is said to attack the respective vertices
by probabilistically changing them to bad. The probability of a vertex surviving an
attack is 1−(k+2)= log n. Each vertex receives at most ‘ attacks. Hence, the probability
that a vertex is good at the end of the game is at least (1 − (k + 2)= log n)‘. Recall
that for 06x61, it holds that e−x61− x + x2=261− x=2. Thus, the probability that
a vertex is good is at least e−2(k+2). The expected number of good vertices, which is
the measure of the optimal solution, is then at least n=e2(k+2).
We now evaluate the performance of an online algorithm. It may appear that a
smaller t makes it harder for the algorithm to keep large bins. Unfortunately, a smaller
t also makes proofs harder. The setting, t= log2 n, is somewhat conservative.
We say that an attack (on a new combined block) fails if there remains a bin that
contains more than log2 n vertices from that block and contains no bad vertices. We
show that with high probability, none of the attacks fail.
Consider a particular attack on newly merged block D, and let S be the set of good
vertices in D contained in a particular bin B. If |S|6t, we are done, so assume other-
wise. Recall that the adversary attacks each vertex in S independently with probability
(k + 2)= log n. Therefore, the probability that all vertices in S survive the attack is at
most
(











= n(k+1)(1−log e)−log e:
This bounds the probability of a single attack failing. The probability that any of
the at most n=t attacks fails is then at most n(k+2)(1−log e)= log2 n¡1. Thus, with high
probability, all of the attacks succeed. In particular, since it holds with a positive
probability, there exists an adversary strategy—a choice of assignments to at most
(k + 2)= log n fraction of the vertices of each block attacked—that ensures that no
bin contains more than log2 n vertices from a block, unless it contains a bad
vertex.
Now, consider an arbitrary bin B. Suppose that at the end of the online game, B does
not contain bad vertices. Then, clearly |B|6(‘+1) log2 n since there are at most ‘+1
blocks. Otherwise, there is some attack during the online game, by which some vertices
in B turn bad for the 3rst time. Before this attack, B contained only good vertices and
hence its size was at most (‘ + 1) log2 n. After this attack, no more vertices can be
put into B. Hence we can conclude that |B|6(‘ + 1) log2 n¡ log3 n at the end of the
input.
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The above argument also shows that the expected competitive ratio of a randomized
online algorithm against an oblivious adversary is 5(n= log3 n), for any 3xed k.
When r(n) is small, we can obtain a stronger lower bound, which is tight when r(n)
is constant.
Theorem 7. (n)¿n=4r(n) in the inheritance model, for r(n)¡n=2.
Proof. The adversary is similar to the one in the proof of Theorem 2. The rule of this
adversary is as follows: At each step, the =rst vertex in each bin (if any) whose size
reaches 2r(n) by adding v is made bad.
The solution found by the algorithm is necessarily of size at most 2r(n). We claim
that the optimal oVine solution contains at least n=2 vertices, from which the theorem
then follows. Let b be the number of bad vertices. Each of the bad vertices is the 3rst
node in a bin containing at least 2r(n) vertices. Thus, there are at least 2b · r(n) copies
of vertices, of which at most b · r(n) are copies of bad vertices. Thus, the number of
good vertices, which form an independent set, is at least the number of bad vertices,
or at least n=2.
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