Covariance estimation is a key step in many target detection algorithms. To distinguish target from background requires that the background be well-characterized. This applies to targets ranging from the precisely known chemical signatures of gaseous plumes to the wholly unspecified signals that are sought by anomaly detectors. When the background is modelled by a (global or local) Gaussian or other elliptically contoured distribution (such as Laplacian or multivariate-t), a covariance matrix must be estimated. The standard sample covariance overfits the data, and when the training sample size is small, the target detection performance suffers.
INTRODUCTION
Models that "try too hard" to fit a limited set of data samples are often victims of their own success. They may fit the available data all too well, but then fail to fit data that wasn't available when the model was being constructed. The new data just doesn't seem to exhibit the exquisite structure that was painstakingly extracted from the original dataset! This is the overfitting problem, and it is a staple of modern statistics. In adapting a model to fit data, one must at the same time adapt the model's complexity to be appropriate to the data. A model that is too complex will find structure that isn't there and will overfit the data. A model that is too simple will miss structure that is there and will underfit the data. Shrinkage is a statistical scheme that combines a nominally overfit model (papa bear's too-hot soup) with one that is manifestly underfit (mama bear's too-cold soup) to produce a model that is (for Goldilocks' purposes) "just right."
The covariance matrix is a particularly useful candidate for shrinkage (also called "regularization") because the sample covariance -defined explicitly in Eq. (2) below -provides a natural overfit estimator. Often just a small amount of shrinkage (which alters the individual matrix elements by only a tiny fraction of a percent) is enough to dramatically improve the quality of regression, classification, and detection problems. This is because the sample covariance can be singular or near-singular, and it is actually the inverse covariance matrix that is the active ingredient in many of these algorithms.
Efforts at finding better covariance estimators have appeared in the statistical, 1-4 financial, 5 genomics, 6 and remote sensing [7] [8] [9] [10] [11] [12] [13] [14] literature. While shrinkage is the most common regularization scheme, sparse 15, 16 and sparse transform [17] [18] [19] [20] methods have also been proposed. To deal with the non-Gaussian nature of most data, both robust 21 and anti-robust 22 estimators have been proposed.
COVARIANCE MATRIX ESTIMATION
Given n samples, x 1 , . . . , x n , from a p-dimensional multivariate Gaussian distribution, our goal is to estimate the mean µ ∈ R p and covariance matrix R ∈ R p×p that parameterize that distribution:
In what follows, we will assume a zero mean Gaussian; i.e., that µ = 0. Although this is often not realistic, it permits a simplified exposition that still contains the important part of the problem. Appendix A derives the more common (but more complicated and no more illuminating) case in which the mean is estimated from the data.
We will estimate the covariance maxtrix R with a linear combination of overfit and and underfit estimators. The overfit estimator is the sample covariance
It can be shown (e.g., see Ref. [17] for a clear derivation) that the sample covariance is the maximum likelihood estimator for R. In the limit of large n, the sample covariance approaches the true covariance. Several choices are available for the underfit estimator, but at this point we will simply call our underfit estimator T without yet specifying what it is. We can now write a shrinkage estimator:
The "trick" is to find an appropriate value of α. When n is large, then S is a very good estimator, and α should be small. But if n is small, then S will be more subject to the small-number fluctuations in its estimate, and a larger value of α will be appropriate. If we knew the true R, then we could pick the best α in terms of how closely R α approximated R. An appropriate way to compare closeness † of covariance matrices is in terms of the likelihood function in Eq. (1) . If a large number of samples x 1 , . . . , x n are drawn from the distribution in Eq. (1), then their likelihood under the assumption that the covariance is given by R α is
Note that the scalar value x T R −1 x can be written trace
T which can be used to re-express Eq. (4) as
with S given by Eq. (2). In the large n limit, S → R, and we can express the dissimilarity of R and R α with the average of the negative logarithm of this likelihood:
It follows that the best shrinkage estimator is given by
2.1 Leave-one-out cross-validation
The problem with trying to use Eq. (7) in a practical setting is that the true covariance R is not available. If we try to use S in place of R in Eq. (7), we obtain the trival (and incorrect) result that α = 0. That's because we use the same data both to estimate the true covariance and to estimate the likelihood. The idea of cross-validation is to partition the data into two independent sets of samples. We use one set to estimate R and the other set to estimate the likelhood.
In particular, for leave-one-out cross-validation, we will estimate R from all but one of the samples, and estimate the likelihood from the remaining sample. We will do this for each of the samples, and average. Let S k correspond to the sample covariance that would be estimated with all but
Several choices are available for the shrinkage target T . Perhaps the most popular of these choices is the ridge regularizer 1, 2 which takes T = σ 2 I, where σ 2 is a scalar constant corresponding to the overall variance in the data. An appropriate value is σ 2 = trace(S) /p; that way S and T = σ 2 I have the same overall variance. Another choice, popularized by Hoffbeck and Landgrebe, 7 takes the diagonal components of the sample covariance:
‡ Other choices have also been considered. The target detection performance of the sparse matrix transform (SMT)
18 was found to be improved if, instead of using the SMT as a replacement for the sample covariance, it was used as a shrinkage target T in conjunction with the sample covariance.
19
All of these choices depend on the sample covariance S, and for that reason we ought to in principle consider T k as the shrinkage target that would be used when all but the kth sample is available. For this exposition, however, we will follow Hoffbeck and Landgrebe 7 who argue on empirical grounds that it can be treated as a constant. It also makes sense, theoretically, that a T k chosen specifically to be an underfit estimator should exhibit only minor dependence on k (certainly much less dependence than the overfit sample covariance S k ).
The likelihood of observing
The LOOC scheme averages the negative log likelihood of this expression:
One computes this quantity for a range of α values, and chooses the α for which this is minimized. To compute L(α, x 1 , . . . , x n ) directly, for any given α, requires one to compute both the determinant and the inverse of R α,k for each k. This requires O(np 3 ) effort.
But Hoffbeck and Landgrebe 7 showed that a clever manipulation of the expression in Eq. (11) leads to an equivalent expression that can be much more efficiently evaluated. To begin, write
where
(50) in the Appendix for the adjustments that are made to the coefficients in the case that the mean is not assumed to be zero, but instead is estimated from the data.
‡ Here, the function 'diag' takes an input matrix and sets its nondiagonal elements to zero; in Matlab, that would be written T=diag(diag(S)).
Next, two two useful identities are introduced. First, use the Sherman-Morrison-Woodbury formula to write
Multiply by x T on the left and by x on the right to obtain
= r + β r
where we have written
Second, we will write
Sylvester's determinant theorem says that |I − AB| = |I − BA|, and if we take A = βG −1 x and B = x T , then we can write
Thus:
Combining these two identities enables us to express the negative log likelihood for observing the data point x, given the estimated covariance G − βxx T :
In particular,
We can now express the LOOC in Eq. (11) in a much more convenient form, and obtain the remarkable result of Hoffbeck and Landgrebe:
Although this expression is equivalent to Eq. (11), the computation of determinant and inverse are only done once, to
and so the full computation requires only O(p 3 ) + O(np 2 ). Further, the np 2 term has a very small coefficient because the dominant computation is given by the n matrix-vector multiplies G −1 α x k , one for each of n samples. 
PROPOSED APPROXIMATIONS
Although the Hoffbeck-Landgrebe result in Eq. (24) is strictly equivalent to the LOOC defined in Eq. (11), it is still an approximations to the "true" negative log likelihood given in Eq. (6) . What follows are two strategies for further approximating the LOOC, with the benefit of further reducing the computational effort in estimating the negative log likelihood.
Monte-Carlo approximation
First, we note that one way to interpret the sum in Eq. (24) is as a Monte-Carlo approximation to the expected value of f (r) = log(1 − βr)
Thus, one easy way to approximate it is to take a smaller sample of n n points and average over them.
In particular, if we take n = O(p), we will be able to evaluate Eq.
Further, Eq. (26) is an unbiased estimator, which means that on average (over many choices of the n subsample points) it will equal the exact LOOC in Eq. (24) . On the other hand, there will be some variance in this estimator due to the limited subsampling. In general, that variance will scale as O(1/n ). This variance is independent of the total number of samples n, so even as n → ∞, the magnitude of this variance will not vanish.
Mean Mahalanobis approximation
We can estimate the mean of the Mahalanobis distance r = x T G −1 x by recognizing that x is generated from a Gaussian distribution with covariance S:
The key idea is that a function of this mean r o can be used to approximate the mean of the function. That is:
Then we can write 1 2n
from which
This enables us to evaluate the average leave-one-out negative log likelihood in O(p 3 ) time, independent of n. Table 1 compares this computational complexity to the other estimators of LOOC log likelihood.
We can investigate the validity of the approximation in Eq. (28) by first writing the Taylor series expansion:
The average of f (r) can be written
Since r o = r , then the second (linear) term vanishes:
So the validity of this approximation depends on the size of the second term in Eq. (33). In particular, we have
and
A first observation is that f (r) > 0, so from Eq. (33), we have that f (r) > f (r o ), which means that the mean Mahalanobis approximation always under-estimates the negative log likelihood. The magnitude of the error in negative log likelihood is well approximated by the second order term:
To estimate the mean and variance of r, write x = S 1/2 u, where u is a random variable from a normal distribution with covariance equal to the identity. Then, r = u T Hu, where H = S 1/2 G −1 S 1/2 . Now, if H is nearly the identity, which we expect in the n p limit, then r is nearly a chi-squared distribution with p degrees of freedom. In that case, r o = r ≈ p and (r − r o ) 2 ≈ 2p. Also, for large n, we expect α 1 and β ≈ 1/n. Thus, 1 − βr o ≈ 1 and β 2 r o − β + 2 ≈ 2, and so we can simplify Eq. (37) in the large n limit:
Unlike the Monte-Carlo estimator, the mean Mahalanobis estimator is biased, and in particular it is biased toward smaller values of negative log likelihood. The size of that bias, however, vanishes in the n → ∞ limit.
NUMERICAL EXPERIMENTS
Motivated by issues in hyperspectral target detection, this section will illustrate the use of these shrinkage estimators in the context of a covariance matrix obtained from an AVIRIS (Airborne Visible/InfraRed Imaging Spectrometer) 23, 24 image. This imagery has p = 224 spectral channels. To avoid confounding results with issues of non-Gaussian behavior, data samples are drawn from a Gaussian distribution with zero mean and covariance given by the AVIRIS data. In fact, this is the same covariance that was used in Ref. [20] . Fig. 1 and Fig. 2 plot negative log likelihood L as a function of α. The "true" negative log likelihood, given by Eq. (6), is plotted along with the Hoffbeck-Landgrebe LOOC estimator and the mean Mahalanobis and Monte-Carlo approximations. These plots illustrate that the approximations quite closely follow both the Negative log likelihood is plotted for the shrinkage estimated covariance matrix Rα as a function of the shrinkage parameter α. The sample covariance S is computed from n samples, and the target covariance is T = σ 2 I for all of these plots. The bottom plots show the same data as the top plots but over a narrower range of negative log likelihood values to emphasize the minima. It is seen that both the mean Mahalanobis and the Monte-Carlo estimators do roughly as well as the Hoffbeck-Landgrebe estimator at following the curve of the true negative log likelihood, and in particular they do well at estimating a good choice of shrinkage parameter α. As n increases, the sample covariance gets better, and the need for shrinkage decreases; the optimal α thus gets smaller as n gets larger. Hoffbeck-Landgrebe and the true values over a broad range of α. These plots also show how much the negative log likelihood varies with α, and how valuable a good estimate of the optimal α can be.
In Fig. 3 , direct estimates of this α are plotted over a set of twenty trials. Each trial corresponds to a different draw of n samples from the Gaussian distribution. Again, we see that the approximations both follow the Hoffbeck-Landgrebe estimates. For the mean Mahalanobis estimator, we do see a consistent bias, but it is much smaller than the trial-to-trial variation in the estimate of optimum α, and this behavior is observed over a wide range of n. For the Monte-Carlo estimator, it appears roughly competitive with the mean Mahalanobis estimator when n is small, but for n p, it exhibits much greater variance than either the mean Mahalanobis bias or the trial-to-trial variability.
In Fig. 4 , this behavior as a function of n is made more explicit. We see in Fig. 4(a) that the optimal α varies over several orders of magnitude with varying sample size n. The errors obtained when estimating this optimal α are shown versus n for the different approximators in Fig. 4(b) .
It bears reminding that when n = O(p) or smaller, then there is little or no computational advantage of these approximations compared to the full Hoffbeck-Landgrebe estimator. When n p, then both of the approximate estimators are much cheaper to evaluate than the Hoffbeck-Landgrebe estimator. But for those larger values of n, the mean Mahalanobis estimator is much more accurate than the Monte-Carlo estimator. Figure 3 . Twenty independent trials were performed, each corresponding to a different draw of n points (with, in order from top to bottom, n = 45, 224, 1120, and 5600) from the Gaussian distribution whose covariance R was derived from a hyperspectral dataset with p = 224 channels. In each trial, the optimal shinkage parameter α was estimated, using the different methods described in the text. For the Monte-Carlo method, five different resamplings are shown. We see that the Mean-Mahalanobis approximation closely follows the exact Hoffbeck-Landgrebe LOOC results; in fact, the approximation is smaller than the trial-to-trial variation. For n > p/2, we can use the Monte-Carlo approximation, which is done here with n = p/2. For larger n, the Monte-Carlo variance grows much larger than the trial-to-trial variation. For the left column, the shinkage target was the ridge regularizer T = σ 2 I; for the right column, the shrinkage target was the diagonal sample covariance. In general, we observe that the shrinkage parameter α is larger for the diagonal target. Bottom panel shows absolute error of the estimator for shrinkage parameter as a function of n. Observe that the mean Mahalanobis estimator provides an increasingly better approximate as n increases, whereas the Monte-Carlo error is roughly independent of n for n > p/2 (for smaller n, there is not advantage to using Monte-Carlo instead of HoffbeckLandgrebe). For large n, which is the regime where these approximations are computationally favored over the HoffbeckLandgrebe estimator, the mean Mahalanobis estimator is better. For the left column, the shinkage target was the ridge regularizer T = σ 2 I; for the right column, the shrinkage target was the diagonal sample covariance. We observe that the shrinkage parameter α is larger for the diagonal target.
DISCUSSION
Two approximations to the leave-one-out cross-validation (LOOC) estimate of negative log likelihood are introduced. For large n, both of these estimators can achieve estimates with O(p 3 ) effort, in contrast to the O(np 3 ) effort that LOOC nominally appears to require, and in contrast to the O(np 2 ) effort that the Hoffbeck-Landgrebe estimator achieves.
The Monte-Carlo approximation is unbiased, but has a variance that does not decrease as the number n of samples is increased. The mean Mahalanobis approximation is biased, but the bias is small (smaller than the trial-to-trial variation, according to numerical experiments), and tends to zero as n → ∞. Furthermore, the mean Mahalanobis approximation is deterministic and therefore exhibits zero variance. For rapid and accurate estimation of the optimal shrinkage parameter, particularly in the n p regime, the mean Mahalnobis approximation is recommended.
In the experiments presented, the ridge and diagonal regularizers were considered. Future work will consider other regularizers, such as the sparse matrix transform. [18] [19] [20] 
