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Approximating Artinian Rings by Gorenstein Rings






We study two different problems in this dissertation. In the first part, we wish to
understand how one can approximate an Artinian local ring by a Gorenstein Artin local
ring. We make this notion precise in Chapter 2, by introducing a number associated
to an Artin local ring, called its Gorenstein colength . We study the basic properties
and give bounds on this number in this chapter. We extend results due to W. Teter,
C.Huneke and A. Vraciu by studying the relation of Gorenstein colength with self-dual
ideals. In particular, we also answer the question as to when the Gorenstein colength is
at most two.
In Chapter 3, we show that there is a natural upper bound for Gorenstein colength of
some special rings. We compute the Gorenstein colengths of these rings by constructing
some Gorenstein Artin rings. We further show that the Gorenstein colength of Artinian
quotients of two-dimensional regular local rings are also bounded above by the same
upper bound by using a formula due to Hoskin and Deligne.
Given two Gorenstein Artin local rings, L. Avramov and W. F. Moore construct
another Gorenstein Artin local ring called a connected sum. We use this to improve
a result of C. Huneke and A. Vraciu in Chapter 4. We also define the notion of a
connected sum more generally and apply it to give bounds on the Gorenstein colengths
of fibre products of Artinian local rings.
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In the second part of the thesis, we study a notion called n-standardness of ideals
primary to the maximal ideal in a Cohen-Macaulay local ring. We first prove the equiv-
alence of n-standardness to the vanishing of a certain Koszul homology module up to a
certain degree. We go over the properties of Koszul complexes and homology needed
for this purpose in Chapter 5.
In Chapter 6, we study conditions under which the maximal ideal is 3-standard. We
first prove results when the residue field is of prime characteristic and use the method
of reduction to prime characteristic to extend the results to the characteristic zero case.
As an application, we see that this helps us extend a result due to T. Puthenpurakal in
which he shows that a certain length associated to a minimal reduction of the maximal
ideal does not depend on the minimal reduction chosen.
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Introduction
This dissertation focuses mainly on two probelms. In the first half, we use the no-
tion of Gorenstein colength (defined in this thesis) to approximate an Artinian local
ring by a Gorenstein Artin local ring. In the second part, we study consequences of
n-standardness of ideals (defined by M. Rossi in [20]) which are primary to the maxi-
mal ideal in a local ring. We further explore 3-standardness of the maximal ideal using
characteristic p methods.
A] Approximating Artinian local rings by Gorenstein Artin local rings:
A problem of interest in commutative algebra is to find Gorenstein local rings S map-
ping onto a given Cohen-Macaulay local ring R. In particular, let T be a commutative
Noetherian local ring and b an ideal in T such that R := T/b is Cohen-Macaulay. One
would like to find ideals c ⊆ b such that S := T/c is Gorenstein. In this case, S is a
Gorenstein local ring mapping onto R.
We are interested not only in finding such a Gorenstein ring, but also in finding one
as “close” to R as possible. More specifically, the question we would like to answer is
the following: Given an Artinian local ring (R,m,k), how “close” can one get to R by a
Gorenstein Artin local ring?
In this dissertation, in order to make the notion of approximating an Artinian local
ring by a Gorenstein Artin local ring precise, we introduce a number called the Goren-
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stein colength of R, denoted g(R). The number g(R) gives a numerical value to how
close one can get to an Artinian local ring R by a Gorenstein Artin local ring. It can be
easily seen that g(R) is finite.
The problem with studying Gorenstein colength is two-fold, which can be summa-
rized in the following questions: Let (R,m,k) be an Artinian local ring with canonical
module ω . The main questions one would like to answer are the following:
a) How does one intrinsically compute g(R)?
b) How does one construct a Gorenstein Artin local ring S mapping onto R such that
λ (S)−λ (R) = g(R)?
To answer the first question, we exhibit some natural bounds on the Gorenstein
colength of R. The main set of inequalities are the following:
λ (R/(ω∗(ω)))≤ min{λ (R/a) : a' a∨} ≤ g(R) ≤ λ (R).
where by ( )∗ and ( )∨, we mean HomR( ,R) and HomR( ,ω) respectively, ω∗(ω)
is the trace ideal of ω and λ ( ) denotes length.
As for the second question, we resort to different techniques to construct Gorenstein
Artin rings in different contexts. A useful construction is the idea of a connected sum
of two Gorenstein Artin local rings S1 and S2 over another Gorenstein Artin local ring
R. This newly constructed ring is also a Gorenstein Artin local ring whose length can
be determined in terms of the lengths of S1, S2 and R. With some mild hypothesis, this
helps us get an upper bound on the Gorenstein colengths of the fibre product of two
Artinian local rings R1 and R2 over R.
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A well-known method of constructing Gorenstein Artin local rings is the following:
If (S,mS,k) is a Gorenstein Artin local ring, then so is S/(0 :S f ) for any f ∈ S. We
use this technique and a result of Reid, Roberts and Roitman ([19]) to determine the
Gorenstein colength of T/mnT , where T = k[|x1, . . . ,xd|] is a power series ring over a
field k of characteristic zero and mT = (x1, . . . ,xd).
With the result for T/mnT , using the technique of a flat base change, we prove the
following in [2]:
Theorem 0.1. Let T = k[|x1, . . . ,xd|] be a power series ring over a field k of character-
istic zero and c = ( f1, . . . , fd) be an ideal generated by a system of parameters. Then
g(T/cn) = λ (T/cn−1).
One can use the notion of a connected sum over k and give a different characteristic-
free proof for the n = 2 case (see Theorem 4.27).
When R is a codimension 2 Artinian local ring, i.e., R ' T/b, where T is a two-
dimensional regular local ring, we use a formula of Hoskin and Deligne to show that
g(R)≤ λ (R/soc(R)).
It can be seen from the definition that g(R) is zero if and only if R is Gorenstein and
g(R) = 1 if and only if R is not Gorenstein and R ' S/soc(S) for a Gorenstein Artin
ring S. W. Teter gives a characterization for such rings in his paper [22]. In their paper
[12], C. Huneke and A. Vraciu refer to these rings as Teter’s rings. Teter’s theorem
states:
Theorem 0.2 (Teter). Let (R,m,k) be an Artinian ring with canonical module ω . Then
the following are equivalent:
i) g(R)≤ 1.
ii) Either R is Gorenstein or there is an isomorphism m
φ−→ m∨ such that φ(x)(y) =
φ(y)(x), for every x,y in m, where by ( )∨, we mean HomR( ,ω).
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The commutativity condition on the map φ in (ii) of Theorem 0.2 is an awkward
technical condition. The following theorem ([12], Theorem 2.5), of Huneke and Vraciu
is an improvement of Theorem 0.2, which gets rid of Teter’s technical condition on the
map φ . However, they need to assume that 2 is invertible in R and soc(R)⊆m2.
Theorem 0.3 (Huneke-Vraciu). Let (R,m,k) be an Artinian ring such that 1/2 ∈ R,
soc(R)⊆m2. With notations as in Teter’s theorem, the following are equivalent:
i) g(R)≤ 1.
ii) Either R is Gorenstein or m'm∨.
Using connected sums over k, we show that the condition on the socle of R is not
necessary for the above result to hold true. This gives a characterization of Artinian
local rings R containing 1/2 with g(R) = 1 (see Theorem 4.29).
When R contains a coefficient field, Huneke and Vraciu construct a Gorenstein
Artin local ring S mapping onto R such that λ (S)−λ (R) = 1, thus giving a different
proof for the above theorem. We show that if R/a is an algebra retract of R and a '
a∨, then with some further assumptions we can conclude that g(R) ≤ λ (R/a), thus
extending their theorem.
A natural question one can ask is whether we can characterize Artinian local rings
whose Gorenstein colength is two. We extend Teter’s theorem and the Huneke-Vraciu
theorem and as a corollary, prove the following in [1]:
Theorem 0.4. Let (T,mT ,k) be a regular local ring and b an mT -primary ideal such
that b⊆m6T . Moreover, assume that 2 is invertible in R := T/b. Then the following are
equivalent:
i) g(R)≤ 2.
ii) There exists an ideal a ⊆ R, λ (R/a) ≤ 2 such that a ' a∨, where ¯ denotes going
modulo b.
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The main questions we try to answer in this thesis are the following: Let (R,m,k)
be an Artinian local ring with canonical module ω .
Question 0.5. Is min{λ (R/a) : a' a∨}= g(R)?
A stronger question one can ask is:
Question 0.6. Given an a in R such that a ' a∨, is there an Artinian Gorenstein local
ring S such that λ (S)−λ (R) = λ (R/a)?
Let the hypothesis as in Theorem 0.4. By combining the conclusions of the Huneke-
Vraciu theorem and Theorem 0.4, we see that min{λ (R/a) : a ' a∨} = g(R) when
either of the two quantities is at most two. Further, it follows from Theorem 0.4
and the main inequalities that if g(R) = 3, then so is min{λ (R/a) : a ' a∨}. Thus
we see that in this case, Question 0.5 has a positive answer if either g(R) ≤ 3 or
min{λ (R/a) : a' a∨} ≤ 2.
B] 3-Standardness of the maximal ideal:
Let (R,m) be a Cohen-Macaulay local ring of dimension d with infinite residue
field k. Let I be an m-primary ideal and J = (x1, . . . ,xd) be a minimal reduction of I. In
[23], P. Valabrega and G. Valla show that the condition In∩ J = JIn−1 holds for all n if
and only if the associated graded ring grR(I) = R/I⊕ I/I2⊕·· · is Cohen-Macaulay.
In [20], M. Rossi studies the condition J∩ Ik = JIk−1 for all k ≤ n. She calls such
ideals n-standard. In this part of the dissertation we study some consequences of n-
standardness and explore when the maximal ideal is 3-standard.
In [18], T. Puthenpurakal shows that λ (m3/J m2) is independent of the minimal
reduction J of m when R is Cohen-Macaulay by proving the following:
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Theorem 0.7 (Puthenpurakal). Let (R,m,k) be a Cohen-Macaulay local ring of dimen-
sion d ≥ 1 with infinite residue field k. If J is a minimal reduction of m, then





In Chapter 6, we extend this result to the nth power of an n-standard m-primary
ideal. We go over the properties of Koszul complexes and homology needed for this
purpose in Chapter 5. We first prove the equivalence of n-standardness to the vanishing
of a certain Koszul homology module up to a certain degree in Proposition 5.10. Using
this, we can prove the following theorem:
Theorem 0.8. Let (R,m,k) be a Cohen-Macaulay local ring with an infinite residue
field k. If I is an m-primary ideal and J is a minimal reduction of I such that J∩ Ii =
JIi−1 for 1≤ i≤ n, then









λ (Ik−i/Ik−i+1). for 0≤ k ≤ n
When (R,m) be a Cohen-Macaulay local ring with infinite residue field k and J is a
minimal reduction of m, it is well-known that m2∩J = Jm, for example see Proposition
8.3.3(1) in [21]. Thus m is 3-standard if and only if m3 ∩ J = Jm2. In Chapter 6, we
investigate conditions under which the equality J∩m3 = Jm2 holds for every minimal
reduction J of m.
In Theorems 6.7 and 6.10, we show that m is 3-standard when char(k) = p > 0 in
two cases: (i) when k is algebraically closed and the graded ring G associated to the
maximal ideal m is reduced and connected in codimension 1 and (ii) when k is perfect
and G is a normal domain. In order to prove these theorems, we borrow some tools like
tight closure (e.g., see [7]) and graded absolute integral closures (e.g., see [8], section 5)
from the characteristic p > 0 world, in particular, we use the following two theorems:
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Theorem 0.9 (Huneke-Vraciu). Let (R,m,k) be an excellent normal local domain, k a
perfect field such that char(k) = p > 0 and reduced associated graded ring grm(R). If
I is an ideal such that I ∈mk, then I∗ ⊆ I +mk+1, where I∗ is the tight closure of I.
Theorem 0.10 (Hochster-Huneke). Let G be a standard graded domain over a field k
of characteristic p > 0. Let G be the graded absolute integral closure of G. Then every
sequence that is a part of a homogeneous system of parameters in G forms a regular
sequence in G.
Theorem 0.9 ([11], Theorem 3.1) is used in the proof of Theorem 6.7 and Theorem
0.10 ([8], Theorem 5.15) is used to prove Theorem 6.10.
We can then use the method of reduction to prime characteristic (e.g., see [9], sec-
tions 2.1 and 2.3) to conclude that if (R,m,k) is a d-dimensional Cohen-Macaulay local
ring with associated graded ring G = grR(m) = R/m⊕m/m2⊕·· · and J = (x1, . . . ,xd)
is a minimal reduction of m, then J ∩m3 = Jm2 for every minimal reduction J of m
when G is an absolute domain. (See Theorem 6.16).
Thus we see that if G is an absolute domain, then J∩m3 = Jm2 for every minimal
reduction J of m, i.e., m is 3-standard. As a consequence, we see that in this case, if R is





λ (m3−i/m4−i) holds for every minimal reduction J of m.
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1.1 An Informal Introduction to Gorenstein Artin Rings
The main object of study of this part of the thesis is a class of rings called Gorenstein
rings. With the help of a few examples, let us see what Gorenstein rings are.
Example 1.1. Let R = T/I where T = k[X ,Y ] and I = (X3,Y 4,X2Y,XY 3). By x and y,
we denote the respective images of X and Y in R. The set {1,x,y,x2,xy,y2,xy2,y3} is a














The horizontal rows represent the degrees of the monomials in R. Multiplying a
monomial by x takes it into the next row to the left and multiplying by y takes it into
the next row to the right.
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Associated to an Artinian local ring R, there is a module ωR called its canonical
module. The canonical module is “the ring flipped upside down.”






















It is clear from the picture that R and ωR are not isomorphic to each other. Observe
that in this case ωR is generated by the three elements u, v and w as an R-module.







When we flip the structure, we see that ωR ' Ru/(x3u,y4u). But x3 = y4 = 0 in R,
hence ωR ' R.
This is an example of a Gorenstein Artin ring.
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1.2 Artinian and Gorenstein Artin Rings: Basic Facts
For the proofs of the following facts, one can refer [4] or [5].
Notation:
In tis section, by (R,m,k) we mean R is an Artinian local ring with unique maximal
ideal m, residue field k.1 Let ωR be a canonical module R. For any R- module M, by
M∨ we mean HomR(M,ωR).
1. The Canonical Module
• annR(ωR) = 0, i.e. ωR is a faithful R-module.
• λ (R) = λ (ωR).
• HomR(k,ωR) = soc(ωR)' k.
• ωR ' E, the injective hull of k over R.
• HomR(ωR,ωR)' R.
• For any ideal I in R, ωR/I = 0 :ωR I.
2. Matlis Duality:
• ∨ preserves short exact sequences (contravariantly).
• If M is an R-module, then λ (M) = λ (M∨). This follows from an induction on
λ (M), starting with k∨ = HomR(k,E)' Ek(k)' E.
• The natural map M→M∨∨ is an isomorphism.
Comment: ∨ basically flips the structure of the module, M∨ is looking at M upside
down.
1Some of the statements in this section are also valid in a more general setting, but we are only
interested in the Artinian case.
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3. Gorenstein Rings
Definition 1.3. Let (R,m,k) be an Artinian local ring with canonical module ω . The
following are equivalent:
(1) idR(R) < ∞.
(2) R is injective (as a module over itself).
(3) R' ω .
(4) socR(R) is a 1-dimensional k-vector space.
(5) The ideal (0) in R is irreducible.
(6) For every ideal I in R, 0 :R (0 :R I) = I.
When any one (and hence all) of the above conditions are satisfied, we say that R is
a Gorenstein Artin local ring.
In general, we say that a Noetherian local ring S is Gorenstein if S is Cohen-
Macaulay and S/(x1, . . . ,xd) is a Gorenstein Artin local ring for some (equivalently
for all) system of parameters x1, . . . ,xd in S. We have the following:
• A regular local ring (T,m,k) is Gorenstein. This is true since m is generated by
a system of parameters , T/m = k is self-injective and T is Cohen-Macaulay.
• If x is a non-zerodivisor on S, then S is Gorenstein if and only if S/(x) is Goren-
stein.
• A complete intersection ring (i.e. a quotient of a regular local ring by a regular
sequence) is Gorenstein.
• A Noetherian local ring (S,m,k) is Gorenstein if and only if Ŝ, the m-adic com-
pletion of S, is Gorenstein.
• Let (R,m,k) be an Artinian local ring with canonical module ω . Let I be an ideal
in R. The following are equivalent:
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1. R/I is Gorenstein.
2. 0 :ω I ' R/I.
3. 0 :ω I is a cyclic R/I-module.
4. There is a nonzero element u in ω such that 0 :R u = I.
• Let ω be the canonical module of R. We can define a Gorenstein Artin ring
structure on S := R⊕ω using Nagata’s principle of idealization, denoted by S =
R lX ω . We define the following operations on S:
(r,u)+(s,v) = (r + s,u+ v) and (r,u) · (s,v) = (rs,rv+ su).
Note that ω is an ideal in S and that ω2 = 0. Hence mS := m⊕ω , the unique
maximal ideal in S, is nilpotent, showing that S is Artinian.
Since ω2 = 0 in S and ω is a faithful R-module, annS(ω) = ω forcing soc(S) ⊆
ω . Thus soc(S) = soc(soc(S)) ⊆ soc(ω). But soc(S) 6= 0 (since S is zero-
dimensional) and soc(ω) is a 1-dimensional k-vector space, which implies that
soc(S) is also 1-dimensional. This proves that S is Gorenstein.
4. Free Resolutions of Gorenstein Artin Quotients of Regular Local Rings
Set-up: Let (R,m,k) be an Artinian local ring. By Cohen’s Structure Theorem, there
is a regular local ring (T,mT ,k) such that R = T/I for some mT -primary ideal I in T .
Let dim(T ) = d. Since depth(R) = 0, by the Auslander-Buchsbaum formula, pdT (R) =
depth(T ) = d. Consider a minimal free resolution of R over T :
F• : 0→ T bd
φd→ ··· → T b1 φ1→ T → R. (∗)
• With notation as above, bd = dimk(soc(R)). This can be seen as follows:
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Let (x1, . . . ,xd) = mT . Then the Koszul complex K•(x;T ) gives a minimal res-
olution of k over T . Tensoring K•(x;T ) by R, we see that TordT (k,R) ' soc(R).
On the other hand, one can tensor (∗) with k to see that bd = dimk(TordT (k,R)).
In particular, R is Gorenstein if and only if bd = 1.
• If f1, . . . , fd is a regular sequence in mT , then R := T/( f1, . . . , fd) is Gorenstein,
since the Koszul complex K•( f1, . . . , fd;T ) gives a minimal resolution of R over
T .
• The canonical module of R, ωR ' Coker(φ∗d ) and has a free resolution
0→ T ∗
φ∗1→ (T ∗)b1 → ··· → (T ∗)bd → ωR→ 0 (∗∗)
over T . In particular, ExtdT (R,T )' ωR.
• µ(ωR) = bd .
5. The Graded Case
Notation: Let k be a field and R be a graded ring R with R0 = k. For a finitely generated
graded R-module M, by hM(i) we mean the k-dimension of the ith graded piece of the
ring M and if M is Artinian, Max(M) := max{i : hM(i) 6= 0}.
Definition 1.4.
1. Let R be a graded Artinian local ring, M a finitely generated graded R-module and
hi = hM(i). The h-vector of M is (h0,h1, . . . ,hMax(M)).
2. If R is a graded Artinian local ring with h-vector (h0 = 1,h1, . . . ,hm), we say that
the Hilbert series of R, denoted H(R, t), is ∑mi=0 hit
i.
• Let ω be the canonical module of a graded Artinian local R. Then ω 'Homk(R,k).
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• The h-vector of ω is (hMax(R), . . . ,h1,h0 = 1).
• If R is a graded Gorenstein Artin local ring, then the h-vector of R is palindromic,
i.e., it satisfies the equations hi = hMax(R)−i for i = 0, . . . . ,Max(R).
1.3 Gorenstein Ideals of a Fixed Colength
Notation: Let T = k[X1, . . . ,Xd] be a polynomial ring over an algebraically closed field
k, m = (X1, . . . ,Xd) be the unique homogeneous maximal ideal, and b, c ⊆ T be m-
primary ideals, such that c ⊆ b. Since c is m-primary, some power of each variable Xi
is in c. Fix ai, i = 1, . . . ,d, such that X
ai
i ∈ c and let d = (X
a1
1 , . . . ,X
ad
d ).
We want to study the Gorenstein ideals between c and b. Since such a Gorenstein
ideal also contains d, (and d itself is Gorenstein), it must be of the form (d :T f ) for
some polynomial f ∈ T . Without loss of generality, we may assume that f consists
only of monomials not in d.
Thus, in order to characterize Gorenstein ideals between c and b, it is enough to
characterize polynomials in T in monomials not in d, such that c ⊆ (d :T f ) ⊆ b, or
equivalently, (d :T b)⊆ (d, f )⊆ (d :T c).
Setup: For the rest of this section, we will work modulo d, and use the same notation
to denote b, c and f modulo d.
Let B = {m1, . . . ,mr} be a monomial k-basis for R := T/d. Write f = ∑ri=1 Zimi,
where Zi are indeterminates over k. Let Z = (zi j)r×r be matrix representing multiplica-
tion by f on R, with respect to the basis B.
Proposition 1.5. The set of all f ∈ R such that c⊆ (0 :R f )⊆ b corresponds to a closed
set in kr+rt (in the Zariski topology).
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Proof. Let mi, f and Z be as in the above setup. Write c = (∑ j bi jm j : 1 ≤ i ≤ s) and
(0 :R b) = (∑ j ai jm j : 1 ≤ i ≤ t). Let B = (bi j)r×s, A = (ai j)r×t and Y = (Yi j)t×r be a
matrix of indeterminates over k.
So there is an f ∈ R satisfying
(i)(0 :R b)⊆ ( f ) if and only if the system of equations A = Y Z has a solution over k and
(ii) c⊆ (0 :R f ) if and only if the system of equations BZ = 0 has a solution over k.
Thus the set of all f ∈ R such that c ⊆ (0 :R f ) ⊆ b corresponds to a closed set in
kr+rt ; the set of solutions to the system of equations A = Y Z and BZ = 0.
Lemma 1.6. With notations as in the setup above, λ (R/(0 :R f )) = rank(Z).
Proof. The exact sequence
0−→ (0 :R f )−→ R
· f−→ R−→ R/( f )−→ 0
gives us the equality λ (0 :R f ) = λ (R/( f )). (Another way to look at this equality is that
0 :R f is isomorphic to the canonical module of R/( f )). Since R/( f ) is the cokernel of
multiplication by f on R, λ (R/( f )) = λ (R)− rank(Z). Since
λ (R)−λ (R/( f )) = λ (R)−λ (0 :R f ) = λ (R/(0 :R f )),
we get the required equality.
Definition 1.7. We say that a set X is constructible if X = ∩ni=1Xi where each Xi is the
intersection of an open and a closed set.
We use the following notation for the next theorem:
Let b j be the ideal of the j× j minors of Z in k[Z1, . . . ,Zr,Yi j]. Let Vj be the set of points
in kr+rt which are the common zeroes of the polynomials in b j. Then Vj is closed in
the Zariski topology.
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Theorem 1.8. Given a positive integer n, λ (R/b) ≤ n ≤ λ (R/c), the set of all f ∈ R
such that c⊆ (0 :R f )⊆ b and λ (R/(0 :R f )) = n corresponds to a consrtuctible set in
kr+rt .
Proof. By Proposition 1.5, the existence of an f such that c⊆ (0 :R f )⊆ b corresponds
to a closed set, say V in kr+rt . By the previous lemma, if λ (R/(0 :R f )) = n, then f
satisfies λ (R/(0 :R f )) = n if and only if rank(Z) = n. Thus such an f corresponds to a
solution of the system of equations obtained by setting all i× i minors of Z (for i > n)
equal to 0, which does not satisfy at least one of the equations obtained by setting the
n×n minors of Z equal to 0. Therefore, an f satisfying both conditions corresponds to
a point in a constructible set in kr+rt ; an intersection section of closed sets (Vn+1 and
V ) and an open set (the complement of Vn).
1.4 A Different(ial) Point of View
Let T = k[X1, . . . ,Xd] be a polynomial ring over k. One can see, using local cohomology
and local duality, that the injective hull of k over T is E ′ = k[X−11 , . . . ,X
−1
d ], where the
multiplication is defined by
(Xa11 · · ·X
ad
d ) · (X
−b1





1 · · ·X
ad−bd
d if ai ≤ bi for all i
0 otherwise
and extended linearly (e.g., see [17]).
In other words, if m is a monomial in T , n is a monomial (in X−1i ) in E
′, then m ·n
is defined the usual way if it is in E ′, else the product is defined to be zero.
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For the further results in this section, we will assume that char(k) = 0. Consider the
T -module E = k[Y1, . . . ,Yd], where the Xi’s act on the Yj’s by partial differentiation, i.e.








[g(Y1, . . . ,Yd)] .
Proposition 1.9. Let T = k[X1, . . . ,Xd], E ′ = k[X−11 , . . . ,X
−1
d ] and E = k[Y1, . . . ,Yd] be
T -modules with multiplication defined as above, where k is a field of characteristic
zero. Then E ' E ′ as a T -module, i.e., E is isomorphic to the injective hull of k over T .
Proof. Consider the map Φ : E −→ E ′ defined by
Y b11 · · ·Y
bd
d
Φ7→ (b1!) · · ·(bd!)X−b11 · · ·X
−bd
d ,
and extended linearly. We claim that Φ is an R-module isomorphism.
Clearly, by considering Φ to be a map of k-vector spaces, Φ is bijective. Thus we
need to only prove that Φ is an R-module homomorphism.
Since the multiplication on both the modules is defined on monomials and extended
linearly, to see that Φ is an R-module homomorphism, it is enough to consider the action
of monomials in R on monomials in E and E ′. Thus it is enough to show that
Φ((Xa11 · · ·X
ad
d ) · (Y
b1
1 · · ·Y
bd
d )) = (X
a1











· · · ∂
ad
∂Y add








(b1!) . . .(bd!)X
−b1





If ai > bi for some i, then both sides are zero and hence equal. Now consider the
case when ai ≤ bi for all i.
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(b1−a1)! · · ·
bd!
(bd−ad)!




= b1!(b1−a1)! · · ·
bd!
(bd−ad)!
(b1−a1)! · · ·(bd−ad)! Xa1−b11 · · ·X
ad−bd
d
= (b1!) . . .(bd!) X
a1−b1
1 · · ·X
ad−bd
d
which is equal to the right hand side.
Remark 1.10. Let m = (X1, · · · ,Xd) be the unique homogeneous maximal ideal and b
an m-primary ideal in T . Then the quotient ring R := T/b is an Artinian local ring.
Since R is Artinian, the injective hull of k over R is isomorphic to the canonical module
ωR of R. Hence
ωR ' HomT (R,E)' HomT (T/b,E)' (0 :E b).
Thus, ωR is isomorphic to a finitely generated submodule of E.
On the other hand, consider finitely many polynomials g1, · · · ,gr in E. Then b =
(0 :T (g1, · · · ,gr)) is the collection of partial derivatives which annihilate all the g j’s.




i )(g j) = 0 for some ai large enough.
Hence there are positive integers ai such that X
ai
i ∈ b, i.e., b is m-primary. Let R := T/b.
Therefore, by duality,
(g1, . . . ,gr) = (0 :E (0 :T (g1, . . . ,gr))) = (0 :E b)' ωR.
Thus there is a one-one correspondence between finitely generated T -submodules of E
and m-primary ideals in T .
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Remark 1.11. What are the ideals corresponding to submodules of E generated by a
single element? Let c be an ideal such that c = (0 :T g) for some g ∈ E. Then S := T/c
is an Artinian ring with canonical module ωS ' (g), i.e., ωS is cyclic. This is equivalent
to S being a Gorenstein ring. Thus T/c is a Gorenstein Artin local ring if and only if
c = (0 :T g) for some g ∈ E.
The problem we are interested in is:
Question 1.12. Given an m-primary ideal b in T , can we find an m-primary Gorenstein
ideal c (i.e., T/c is a Gorenstein ring) contained in b such that λ (b/c) is minimum?
Let (0 :E b) = (g1, . . . ,gr). If c⊆ b is a Gorenstein ideal, then (0 :E b)⊆ (0 :E c) = (g)
for some g ∈ E. Thus the above problem can be rephrased in terms of the annihilators
of b and c in E as:
Question 1.13. Given polynomials g1, . . . ,gr, can we find a single polynomial g such
that each g j is some partial derivative of g and λ ((0 :T (g1, . . . ,gr))/(0 :T g)) is mini-
mum?
Idealization and the Corresponding Polynomial
Consider the polynomial g = Z1g1 + · · ·+ Zrgr ∈ E[Z1, . . . ,Zr] where E[Z1, . . . ,Zr] is
a module over T [U1, . . . ,Ur]. The Ui’s act on the Z j’s by partial differentiation, i.e.,
Ui ·Z j = δi j. Note that Ui · g = gi. The question one asks is: Which Gorenstein Artin
ring does this g correspond to?
We claim that this corresponds to the idealization R lX ωR we have described in
Section 2. Note that R lX ωR ' T [U1, . . . ,Ur]/c, where









(ti ·gi) = 0
)
.
Thus, to prove that g corresponds to R lX ωR, we need to prove that c = (0 :T [U1,...,Ur] g).
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Clearly b + (U1, . . . ,Ur)2 ⊆ (0 :T [U1,...,Ur] g), since b = (0 :T (g1, . . . ,gr)) and g is
linear in the Zi’s.
Now, note that (∑ri=1 tiUi)·g = ∑ri=1(ti ·gi). Hence if ∑ri=1(ti ·gi)= 0, then ∑ri=1(tiUi)∈
(0 :T [U1,...,Ur] g). Thus c⊆ (0 :T [U1,...,Ur] g).
To prove the converse, let f ∈ (0 :T [U1,...,Ur] g). We can write f = fx+ fu+∑
r
i=1(tiUi),
where fx ∈ (X1, . . . ,Xr), fu ∈ (U1, . . . ,Ur)2 and ti ∈ T . Since f · g = 0, we have ( fx +
fu + ∑ri=1(tiUi)) · g = 0. Note that fu · g = 0. Hence fx · g + ∑ri=1(ti · gi) = 0. Ob-
serve that every term of fx ·g = ∑ri=1 Zi( fx ·gi) is homogeneous of degree 1 in the Zi’s,
whereas ∑ri=1(ti · gi) is purely in terms of the Yi’s. Hence fx · gi = 0 for each i, and
∑
r
i=1(ti ·gi) = 0. Thus fx ∈ (0 :T (g1, . . . ,gr)) = b, fu ∈ (U1, . . . ,Ur)2 and ∑ri=1(tiUi) ∈
(∑ri=1(tiUi) : ti ∈ T are such that ∑ri=1(ti ·gi) = 0). Thus f ∈ c, proving the claim.
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Chapter 2
The Gorenstein Colength of an Artinian Local Ring
2.1 Gorenstein Colength: Basic Properties
We will use the following notation in this chapter.
Setup 2.1.
1. Let (R,m,k) be an Artinian local ring and ωR (or simply ω) be the canonical module
of R. Note that since R is Artinian, ω is the same as E, the injective hull over R, of the
residue field k.
By ( )∗ and ( )∨, we mean HomR( ,R) and HomR( ,ω) respectively.
2. By Cohen’s Structure Theorem, we can write R as the quotient of a regular local ring
(T,mT ,k). Let b be an ideal in T such that R' T/b.
By ¯, we mean going modulo b.
The question we are interested in is the following:
Given an Artinian local ring (R,mR,k), how “close” can one get to R by a Gorenstein
Artin local ring? This can be made precise using the following definition:
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Definition 2.2. Let (R,mR,k) be an Artinian local ring. Define the Gorenstein colength
of R as:
g(R) = min{λ (S)−λ (R) : S is a Gorenstein Artin local ring mapping onto R},
where λ ( ) denotes length.
The number g(R) gives a numerical value to how close one can get to an Artinian local
ring R by a Gorenstein Artin local ring.
Remark 2.3. We do not require that the embedding dimension of S be the same as that
of R.
Remark 2.4.
1. Note that g(R) is zero if and only if R is Gorenstein.
2. When is g(R) = 1? Recall that if S is a Gorenstein Artin local ring, then soc(S)
has length 1 and is contained in every ideal of S. Thus, g(R) = 1 if and only if R is
not Gorenstein and R ' S/soc(S) for a Gorenstein Artin ring S, i.e. R is a Teter ring.
The Huneke-Vraciu Theorem (Theorem 0.3) and Teter’s Theorem (Theorem 0.2) give
a characterization for such rings.
Proposition 2.5. Let (R,m,k) be an Artinian local ring. Then g(R) is finite.
Proof. As in Setup 2.1(2), by Cohen’s Structure Theorem we can write R' T/b where
(T,mT ,k) is a regular local ring and b is an mT -primary ideal. If dim(T ) = d, choose a
regular sequence x1, . . . ,xd in b and set S := T/(x1, . . . ,xd). If we set b̄ := b/(x1, . . . ,xd),
we see that R ' S/b̄. Then S is a complete intersection ring and hence a Gorenstein
Artin local ring mapping onto R. Thus g(R)≤ λ (S)−λ (R) which is finite.
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Remark 2.6. If k is infinite, then it is known (e.g., see [21]) that since b is mT -primary,
any minimal reduction of b is generated by d elements and hence is a complete inter-
section. Thus the proof above shows that if k is infinite, then by choosing c to be a
minimal reduction of b,
g(R)≤ e0(b)−λ (R),
where e0(b) = λ (S) is the multiplicity of b.
Proposition 2.7. Let (R,m,k) be an Artinian local ring. Then g(R)≤ λ (R).
Proof. Let ω be the canonical module of R and S = R lX ω be the idealization of the
canonical module. Then S is a Gorenstein Artin local ring mapping onto R.
Since λ (S) = 2λ (R), and S maps onto R via the natural projection, g(R)≤ λ (S)−
λ (R) = λ (R).
Example 2.8. In this example, we see that g(R) < min{e0(b)−λ (R),λ (R)} with no-
tation as in Remark 2.6.
Let T = Q[X ,Y,Z], b = (X2,XY,XZ,Y 2,Y Z,Z2) and R := T/b. Note that e0(b) = 8,
λ (R) = 4.
Let c = (X2−Y 2,X2−Z2,XY,XZ,Y Z) and S := T/c. Then S is a Gorenstein Artin
ring and maps onto R since c⊆ b. Since λ (S) = 5 and R is not Gorenstein, we see that
g(R) = 1.
2.2 Self-dual Ideals and the Fundamental Inequalities
Definition 2.9. Let (R,m,k) be an Artinian local ring and ω be the canonical module
of R. We say that an ideal a⊆ R is self-dual if a' a∨ (= HomR(a,ω)).
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Remark 2.10.
1. If a1 and a2 are self-dual ideals such that a1∩a2 = 0, then a1 +a2 is also self-dual,
since a1 +a2 ' a1⊕a2
2. In particular, if a is self-dual, then so is a+ soc(R).
As one can see from the Huneke-Vraciu Theorem (Theorem 0.3) and Teter’s Theo-
rem (Theorem 0.2), Gorenstein colength is closely related to self-dual ideals.
Definition 2.11. We say that the map f : ω −→ a (resp. φ : a −→ a∨) satisfies Teter’s
condition if the commutativity condition f (x)y = f (y)x for all x,y ∈ ω (resp. φ(x)(y) =
φ(y)(x) for all x, y ∈ a) is satisfied.
Remark 2.12. Let (R,m,k) be an Artinian local ring and a be an ideal in R. The
inclusion map a
i
↪→ R induces a surjective map ω ' Hom(R,ω) i
∨
→ HomR(a,ω) which
is given by u 7→ u◦ i. Thus we see that for every a ∈ a and u ∈ ω , i∨(u)(a) = au.
Lemma 2.13. Let a be an ideal in R. The following are equivalent:
a) There is an isomorphism φ : a ∼−→ a∨.
b) There is a surjective map ω
f−→ a such that ker( f ) = 0 :ω a.
Moreover φ(r)(s) = φ(s)(r) for all r, s ∈ a if and only if f (x)y = f (y)x for all x, y ∈ω .
Remark 2.14. Note that the last part of the lemma says that φ : a ∼−→ a∨ satisfies Teter’s
condition if and only if f : ω −→ a satisfies Teter’s condition.
Proof.
(a) ⇒ (b): Consider the short exact sequence 0 → a i→ R → R/a → 0. Applying
Hom( ,ω), we get the short exact sequence 0→ 0 :ω a→ ω
i∨→ a∨→ 0.
Let f = φ−1 ◦ i∨ : ω −→ a. Since φ is an isomorphism, ker( f ) = ker(i∨) = 0 :ω a.
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Now suppose φ satisfies Teter’s condition. Let u, v ∈ ω . Then φ( f (u))( f (v)) =
φ( f (v))( f (u)). Since φ ◦ f = i∨, we have i∨(u)( f (v)) = i∨(v)( f (u)). By Remark 2.12,
this shows that f (v)u = f (u)v, i.e., f satisfies Teter’s condition.
(b)⇒ (a): The proof follows from the following diagram; note that the maps 0 :ω a ↪→ω
and ker( f ) ↪→ ω are the natural inclusions.
0 // 0 :ω a // ω





0 // ker( f ) // ω
f // a // 0
Let us now prove that φ(x)(y) = φ(y)(x) for all x, y ∈ a, assuming that f satisfies
Teter’s condition. Let u, v ∈ ω be such that f (u) = x and f (v) = y.
φ(x)(y) = φ( f (u))( f (v))
= i∨(u)( f (v)) since φ ◦ f = i∨
= f (v)u by Remark 2.12
= f (u)v since f satisfies Teter’s condition
= i∨(v)( f (u))
= φ( f (v))( f (u))
= φ(y)(x),
i.e., φ satisfies Teter’s condition.
Let us now see what happens when a Gorenstein Artin local ring S maps onto the
given Artinian local ring R. We summarize our observations in the next proposition.
These lead to lower bounds on g(R).
Proposition 2.15. Let (S,mS,k) be a Gorenstein Artin local ring and (R,m,k) be an
Artinian local ring with canonical module ω . Let ψ : S −→ R be a surjective ring
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homomorphism such that ker(ψ) = b. Then
1) ω is isomorphic to an ideal W in S.
2) Identifying ω with W, ker( f ) · f (ω) = 0 where f = ψ|ω and
3) f : ω −→ R satisfies Teter’s condition.
Proof.
1) S is a Gorenstein ring of the same dimension mapping onto R. Therefore ω '
HomS(R,S) ' (0 :S b)⊆ S.
2) We have ω ' (0 :S b), f (ω) ' ((0 :S b)+ b)/b and ker( f ) ' b∩ (0 :S b). Hence
ker( f ) · f (ω) = 0.
3) Since the elements of ω can be identified with elements of S, for any x, y in ω ,
f (x)y = f (y)x.
Corollary 2.16. With notations as in Proposition 2.15, the ideal a := f (ω) is self-dual.
Proof. In order to prove that a is self-dual, by Lemma 2.13, we only need to show that
ker( f ) = 0 :ω a.
Note that 0 :ω a' (R/a)∨, hence
λ (0 :ω a) = λ (R/a)
= λ (ω)−λ (a)
= λ (ker( f ))
since ω/ker( f )' a. Now, by Proposition 2.15(2), we know that ker( f )⊆ 0 :ω a. Thus
ker( f ) = 0 :ω a since they have the same length.
Lemma 2.17. With notation as in Proposition 2.15, λ (S)−λ (R)≥ λ (R/ψ(ω)).
Moreover equality holds, i.e., λ (S)−λ (R) = λ (R/ψ(ω)) if and only if b2 = 0.
19
Proof. Let a = ψ(ω). The isomorphism ω ' (0 :S b) in S yields λ (R) = λ ((0 :S b).
Since S/(ω +b) ' R/a, the first statement of the lemma is proved if we show λ (S)−
λ (0 :S b)≥ λ (R/a), i.e., if λ (S/(0 :S b))≥ λ (S/((0 :S b)+b)).
But this is always true. Moreover, equality holds, i.e., λ (S)−λ (R) = λ (ω)−λ (a)
if and only if b⊆ (0 :S b), i.e., b2 = 0.
The following is a useful consequence of the above lemma, which gives us a lower
bound on g(R).
Corollary 2.18. Let (R,m,k) be an Artinian local ring with canonical module ω . Then
g(R)≥min{λ (R/a) : a⊆ R is a self-dual ideal}. In particular, g(R)≥ λ (R/(ω∗(ω))).
Proof. Let S be any Gorenstein Artin local ring and ψ : S −→ R be a surjective ring
homomorphism. By Lemma 2.17, λ (S)−λ (R) ≥ λ (R/a) and by Corollary 2.16, a is
a self-dual ideal. Thus g(R)≥min{λ (R/a) : a' a∨}.
The last statement in the corollary follows from Lemma 2.13, since a⊆ ω∗(ω) for
every self-dual ideal a.
Thus, with notation as before, we see that
λ (R/(ω∗(ω)))≤ min{λ (R/a) : a' a∨} ≤ g(R) ≤ λ (R).
Fundamental Inequalities
A natural question at this juncture is the following:
Question 2.19. Is min{λ (R/a) : a' a∨}= g(R)?
A stronger question one can ask is:
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Question 2.20. Given a self-dual ideal a in R, is there a Gorenstein Artin local ring S
such that λ (S)−λ (R) = λ (R/a)?
We answer Question 2.20 in a special case in Theorem 2.32. The machinery we
need to prove the theorem is developed in the next section.
2.3 The Dual of the Canonical Module
Let (R,m,k) be an Artinian local ring with canonical module ω . In this chapter, we
record some of the results relating to the dual ω∗ = HomR(ω,R) of ω .
Computing ω∗(ω)
Let (R,m,k) be an Artinian local ring with canonical module ω . We will see how
one can compute the trace ideal ω∗(ω) of ω .
Let (T,mT ,k) be a regular local ring mapping onto R. Let
0→ T bd φ→ T bd−1 → . . .→ T → R→ 0
be a minimal resolution of R over T . Then a resolution of the canonical module ω of R
over T is given by taking the dual of the above resolution, i.e., by applying HomT ( ,T )
to the above resolution. Hence a presentation of ω is T bd−1
φ∗→ T bd → ω → 0. Tensor
with R and apply HomR(−,R) to get an exact sequence Rbd+1
ψ−→ Rbd φ⊗R−→ Rbd−1 , where
ω∗ = ker(φ ⊗R) = Im(ψ).
Lemma 2.21. With notation as above, let ψ be given by the matrix (ai j). Then the trace
ideal of ω , ω∗(ω), is the ideal generated by the ai j’s.
The above lemma is a particular case of the following lemma.
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Lemma 2.22. Let (R,m,k) be a Noetherian local ring and M a finitely generated
R-module. Let Rn B−→ Rm −→ M −→ 0 be a minimal presentation of M. Apply
HomR( ,R) to get an exact sequence 0 −→ M∗ −→ (R∗)m
B∗−→ (R∗)n. Map a free
R-module, say Rk, minimally onto M∗ to get an exact sequence Rk A−→ (R∗)m B
∗
−→
(R∗)n, where M∗ = ker(B∗) = Im(A). Then the trace ideal of M, M∗(M) = (ai j :
ai j are the entries of the matrix A).
Proof. Let m1, . . . ,mn be a minimal generating set of M, e1, . . . ,em be a basis of Rm
such that ei 7→ mi, and e∗1, . . . ,e∗m be the corresponding dual basis of (R∗)m.
Let f ∈ M∗. Write f = Σmi=1rie∗i ∈ (R∗)m. Then f acts on M by sending m j to r j.
Hence if A = (ai j), then the generators of M∗ are f j = Σmi=1ai je
∗
i , 1 ≤ j ≤ k. Thus
f j(mi) = ai j. Thus M∗(M) = (ai j).
Remark 2.23. Let R be a quotient of a polynomial ring T = k[X1, . . . ,Xd] by an ideal
I, which is primary to (X1, . . . ,Xd). One can use the above lemma to compute the trace
ideal of the canonical module ω of R in Macaulay 2. For example, if R' T/I, where T
= k[X,Y,Z], then the following command can be used: ker(res(Tˆ1/I).dd 3 ** T/I). The
output is the matrix A whose entries give the trace ideal of ω .
An Involution on ω∗
Remark 2.24. Let U , V and W be R-modules. Consider the series of natural isomor-
phisms
Hom(U,Hom(V,W ))' Hom(U⊗V,W )
' Hom(V ⊗U,W )' Hom(V,Hom(U,W )).
Let f ∗ ∈ Hom(V,Hom(U,W )) be the image of a map f ∈ Hom(U,Hom(V,W )) under
the series of isomorphisms. Then f (u)(v) = f ∗(v)(u) for all u ∈U and v ∈V .
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Thus if U = V , we get an involution on Hom(U,Hom(U,W )) induced by the invo-
lution u⊗ v 7→ v⊗u on U⊗U . In this case, ( f ∗)∗ = f .
In their paper [12], Huneke and Vraciu construct an involution ad j on ω∗ as follows:
Let f ∈ HomR(ω,R). Fix u ∈ ω . Consider φ f ,u : ω → ω defined by φ f ,u(v) =
f (v) ·u. Since HomR(ω,ω)' R, there is an element r f ,u ∈ R such that φ f ,u(v) = r f ,u ·v.
Define f ∗ : ω→R by f ∗(u) = r f ,u. We can now define ad j : ω∗−→ω∗ as ad j( f ) =
f ∗. One can see that f ∗ ∈ ω∗ and that f ∗(u)(v) = f (v)(u) for all u, v ∈ ω . Moreover
ad j is an involution on ω∗ since ( f ∗)∗ = f .
This involution is the same as the one described in Remark 2.24, with U = V =
W = ω . Note that in this case, Hom(ω,Hom(ω,ω))' ω∗.
The following remarks follow immediately from the definition of ad j.
Remark 2.25.
1) ker( f ) = (0 :ω f ∗(ω)); f ∗(ω) = (0 :R ker( f )) and vice versa.
2) Since ω is a faithful R-module, we see that f = f ∗ if and only if f (x)y = f (y)x for all
x, y ∈ ω , i.e., f satisfies Teter’s condition. Thus it follows from (1) that when f = f ∗,
ker( f ) = 0 :ω f (ω) and f (ω) = 0 :R ker( f ), i.e., f (ω) is a self-dual ideal in R.
3) As in the proof of Corollary 2.16, λ (ker( f )) = λ (R/ f (ω)) = λ (0 :ω f (ω)) by du-
ality. Therefore, if f (ω) · ker( f ) = 0, then ker( f ) = (0 :ω f (ω)) = ker( f ∗). Thus we
see that ker( f ) · f (ω) = 0 if and only if ker( f ) = (0 :ω f (ω)) = ker( f ∗) if and only if
f (ω) = f ∗(ω).
In particular, the above equivalent conditions follow from the commutativity condi-
tion f (x)y = f (y)x for all x, y ∈ ω (or equivalently f = f ∗).
Remark 2.26. Let (R,m,k) be an Artinian local ring. Let M be a finitely generated
R-module and a an ideal in R such that there is a surjective map f : M −→ a with
a(ker f ) = 0. Since f (x)y− f (y)x ∈ ker( f ), for any w ∈M, f (w)[ f (x)y− f (y)x] = 0.
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Thus
f (w) f (x)y = f (w) f (y)x for all w,x,y ∈M. (])
The following proposition plays a key role in our proof of Theorem 2.32 and in
Corollary 2.36 of our main Theorem 2.34. In this proposition, we use an operator sym
on ω∗ corresponding to the involution adj which can be defined as follows:
Given a map f ∈ ω∗, we can define sym( f ) = f + ad j( f ), i.e. sym( f ) = f + f ∗.
Then ad j(sym( f )) = sym( f ), i.e., for any f ∈ ω∗, sym( f ) satisfies Teter’s condition.
Proposition 2.27. Let (R,m,k) be an Artinian local ring with canonical module ω . Let
f ∈ ω∗ be such that ker( f ) = (0 :ω a) where a := f (ω). Assume that 2 is invertible in
R. Then there is a map h : ω −→ R satisfying:
1) h(x)y = h(y)x for all x, y ∈ ω , i.e., h satisfies Teter’s condition.
2) ker(h)∩a ·ω ⊆ ker( f ).
3) ker( f )⊆ ker(h)⊆ (0 :ω a2), i.e., a2 ⊆ h(ω)⊆ a.
4) If (0 :R a)⊆ a2, then ker( f ) = ker(h) (or equivalently h(ω) = a).
Proof. Define h = sym( f ) = f + f ∗. Then h = h∗, i.e., h satisfies Teter’s condition. By
Remark 2.25(3), this implies that ker(h) = (0 :ω h(ω)).
We see that by definition of h, ker( f )∩ ker( f ∗) ⊆ ker(h). But by Remark 2.25(3)
(and the assumption that ker( f ) · f (ω) = 0), ker( f ) = ker( f ∗). Hence ker( f )⊆ ker(h)
giving the first inclusion in (3). The other inclusion in (3) is a consequence of (1) and (2)
which can be seen as follows: By (2), a ·ker(h)⊆ ker( f ). Thus ker(h)⊆ (ker( f ) :ω a)
which gives us ker(h) ⊆ (0 :ω a2) since ker( f ) = (0 :ω a) by assumption. The “i.e.”
part of (3) follows by duality.
Since (0 :R a) = (0 :R (aω)), (0 :R a)⊆ a2 gives (0 :ω a2)⊆ aω . Hence by (2) and
(3), ker(h)⊆ ker( f ) proving (4).
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In order to prove (2), consider xi, yi ∈ ω (1 ≤ i ≤ n) such that ∑ni=1 f (xi)yi ∈
ker(h)∩ aω . We want to show that ∑ni=1 f (xi)yi ∈ ker( f ), i.e., ∑ni=1 f (xi) f (yi) = 0.
Since ∑ni=1 f (xi)yi ∈ ker(h), we have 0 = h(∑ni=1 f (xi)yi) = ∑ni=1 f (xi)[ f (yi)+ f ∗(yi)].
Thus, for every w ∈ ω , 0 = ∑ni=1 f (xi)[ f (yi)+ f ∗(yi)]w = ∑ni=1 f (xi)[ f (yi)w + f (w)yi]
and hence by Remark 2.26 with M = ω , 2∑ni=1 f (xi) f (yi)w = 0. Since 2 is invertible
in R and ω is a faithful R-module, this forces ∑ni=1 f (xi) f (yi) = 0.
Remark 2.28. Huneke and Vraciu prove the above proposition for a = m in [12].
A Ring Structure on the Canonical Module
By the Hom−⊗ adjointness, we see that
HomR(ω⊗R ω,ω)' HomR(ω,HomR(ω,ω))' HomR(ω,R) = ω∗.
Thus, given a map f ∈ ω∗, we get a map f̃ : ω ⊗R ω −→ ω defined by f̃ (x⊗ y) =
f (x)y. Thus, each f ∈ ω∗ induces an R-algebra structure (without a unit) on ω . In
general, ω need not be a commutative ring under this operation. In fact, it is clear that
the multiplication on ω induced by f is commutative if and only if f satisfies Teter’s
condition.
We can put a ring structure on S := R⊕ω , with addition defined componentwise
and multiplication defined as follows: For (s,x), (t,y) in S,
(s,x)(t,y) = (st,sx+ ty+ f (x)y).
Note that S is the algebra obtained by attaching a unit to the R-algebra ω with
multiplication induced by f . The ring S is a commutative ring if and only if f satisfies
Teter’s condition. Moreover, in this case, S is an Artinian local ring with maximal ideal
m⊕ω . When f is the zero map, S is the usual idealization of ω into R.
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2.4 Algebra Retracts and Gorenstein Colength
Definition 2.29. Let (R,m,k) be a commutative Noetherian ring and a an ideal in R.
We say that a subring T of R is an algebra retract of R with respect to a if the map
π ◦ i : T −→R/a is an isomorphism, where i : T −→R is the inclusion and π : R−→R/a
is the natural projection.
Remark 2.30. Let R, a and T be as in the above definition. We see that the condition
π ◦ i is surjective forces R = i(T )+a and the condition π ◦ i is injective forces i(T )∩a =
0. Thus the condition that π ◦ i is an isomorphism forces R = i(T )⊕ a. Identifying T
with i(T ), we see that R = T ⊕a as a T -module.
Remark 2.31. Let (R,m,k) be an Artinian local ring such that 2 is invertible in R. Let
M be a finitely generated R-module and a an ideal in R such that there is a surjective
map f : M −→ a with a(ker f ) = 0.
One can define a multiplicative structure on M as follows: For x, y ∈ M, define
x ∗ y = ( f (x)y + f (y)x)/2. This multiplication is associative by (]) in Remark 2.26.
Thus M is a ring (without a unit) with multiplication induced by f .
Further, if T is an algebra retract of R with respect to a, then one can put a ring struc-
ture on S := T ⊕M, with addition defined componentwise and multiplication defined
as follows: For (s,x), (t,y) in S,
(s,x)(t,y) = (st,sx+ ty+ x∗ y) =
(
st,sx+ ty+




Note that S is the algebra obtained by attaching a unit to the T -algebra M with multi-
plication induced by f . The ring S is a commutative ring. Moreover, S is an Artinian
local ring with maximal ideal mT ⊕M, where mT = m∩T .
The following theorem and Theorem 2.34 are the main theorems proved in [1].
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Theorem 2.32. Let (R,m,k) be an Artinian local ring with canonical module ω . Let a
be a self-dual ideal in R such that (0 :R a) ⊂ a2 and T be an algebra retract of R with
respect to a. Assume further that 2 is invertible in R. Then g(R)≤ λ (R/a).
Remark 2.33. When a = m, the above hypothesis says that R contains k and that
soc(R)⊆m2. Huneke and Vraciu prove the theorem in this case in [12].
Proof of Theorem 2.32. Note that since a is self-dual, there is a surjective map f : ω −→
→ a such that ker( f ) = (0 :ω a) by Lemma 2.13. We prove the theorem by constructing
a Gorenstein Artin local ring S mapping onto R such that λ (S)−λ (R) = λ (R/a).
Set S := T ⊕ω . Then S is an Artinian local ring with operations as in Remark 2.31.
Define φ : S−→ R as φ(t,x) = t + f (x). Then φ is a ring homomorphism and it follows
from Remark 2.30 that φ is surjective.
We now claim that S is Gorenstein. It is enough to prove that λ (soc(S)) = 1. We
prove this by showing that soc(S)⊆ (0 :ω m) which is a one dimensional vector space
over k.
Let (t,x)∈ soc(S) for some t ∈ T and x ∈ω . For each y∈ω , we have 2ty+ f (x)y+
f (y)x = 0. Letting y vary over ker( f ), we see that (2t− x)y = 0 for all y ∈ ker( f ), i.e.,
(2t− f (x)) ∈ (0 :R ker( f )) = a. Thus t ∈ a which implies that t = 0 since by Remark
2.30, T ∩a = 0.
Now (0,x)(0,y) = 0 for all y ∈ ω yields f (x)y + f (y)x = 0. Thus, if h : ω −→ R
is defined as in Proposition 2.27, then h(x)y = f (x)y+ f ∗(x)y = f (x)y+ f (y)x = 0 for
all y ∈ ω . Since ω is a faithful R-module, this implies that h(x) = 0, i.e., x ∈ ker(h).
Therefore, by Proposition 2.27(4), the hypothesis (0 :R a)⊂ a2 gives x ∈ ker( f ).
Let m ∈m. By Remark 2.30, we can write m = t +a for some t ∈m∩T and a ∈ a.
Since x ∈ ker( f ) = (0 :ω a), a · x = 0. Moreover, since (0,x) ∈ soc(S), (0,x)(t,0) = 0
gives t · x = 0. Thus m · x = 0 for all m ∈m proving the theorem. 
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2.5 When is g(R)≤ 2?
Notation: We use the following notation in the proof of Theorem 2.34:
Let R be any ring and M and N be two R-modules. Let mi ∈M and ni ∈N for 1≤ i≤ n.
We use the notation (x1, . . . ,xn)
•
⊗ (y1, . . . ,yn) to denote Σ(xi⊗ yi).
Theorem 2.34. With notation as in Setup 2.1, let a be an ideal in T , b⊆ d⊆ a an ideal
generated by a system of parameters such that
a) there is an injective map d
φ
↪→ a∨ satisfying φ(x)(y) = φ(y)(x) for all x,y ∈ d,
b) b⊆ ad and
c) (b :T a)⊆ d.
Then there is a Gorenstein Artin ring S mapping onto R such that λ (S)− λ (R) =
λ (R/a), i.e., g(R)≤ λ (R/a).
Proof. The map φ ∈HomR(d,HomR(a,ω)) gives a map φ̃ ∈HomR(d⊗R a,ω) defined
by φ̃(x⊗ y) = φ(x)(y) for any x ∈ d,y ∈ a, by the Hom-⊗ adjointness. The hypothesis
implies that φ̃(x⊗ y) = φ̃(y⊗ x) for x,y ∈ d. We have a natural map π : d/b⊗a/b−→









da/ab = // da/ab
We claim that there is a map φ̂ : da/ab→ ω such that :
(1) the above diagram commutes,
(2) b = (c :T a), where Ker(φ̂ |(b/ab)) =: c/ab,
(3) S := T/c is Gorenstein and
(4) λ (S)−λ (R) = λ (T/a).
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In order to prove (1), it is enough to prove that Ker(π) is generated by elements in
d/b⊗a/b of the form (x +b)⊗ (y+b)− (y+b)⊗ (x +b), for x,y ∈ d. In such a case
φ̃ restricts to φ̂ .
Let d be minimally generated by the regular sequence x1, . . . ,xn. Let Σ(k̄i⊗ āi) be
an element of Ker(π), where x̄ denotes x+b. Since ki ∈ d, without loss of generality we
may assume that Σ(k̄i⊗ āi) = Σni=1(x̄i⊗ āi)∈Ker(π). Thus π(Σni=1(x̄i⊗ āi)) = Σxiai = 0





i=1xiui j)v j in T , where Σ(xiui j)∈ b. Hence Σni=1(Σ j(ui jv j)−ai)xi = 0
in T .
Since x1, . . . ,xn is a regular sequence in T , we can write
(a1−Σ j(u1 jv j), . . . ,an−Σ j(un jv j)) = Σi< jti j(x jei− xie j) (i)
for some ti j ∈ T , where {ei}ni=1 is the standard basis of T n. Then we have
(x1, . . . ,xn)
•
⊗ (Σ j(u1 jv j), . . . ,Σ j(un jv j))
= (Σi(ui1xi), . . . ,Σi(uimxi))
•
⊗ (v1, . . . ,vm) = 0 (ii)
since Σi(ui jxi) ∈ b for each j. Thus, using Equations (i) and (ii), we see that
Σ
n
i=1(x̄i⊗ āi) = (x̄1, . . . , x̄n)
•
⊗ (ā1, . . . , ān) =
(x̄1, . . . , x̄n)
•
⊗Σi< j ¯ti j(0, . . . , x̄ j, . . . ,−x̄i, . . . ,0) = Σ ¯ti j(x̄i⊗ x̄ j− x̄ j⊗ x̄i)
verifying (1).
We now have a map da/ab
φ̂→ ω where φ̂(Σaibi) = Σφ(ai)(bi). Restrict φ̂ to b/ab,
call it ψ . Let c⊆ T be defined by c/ab = Ker(ψ). Then (c :T a) = b which can be seen
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as follows: Let u ∈ (c :T a). Note that the hypothesis (b :T a)⊆ d gives u ∈ d. For any
a ∈ a, we have 0 = ψ(ua) = φ(ū)(ā). Hence φ(ū) = 0 in a∨. Since φ is an injective
map, u ∈ b as claimed in (2).
The map ψ induces an inclusion b/c ↪→ ω . Since b = (c :T a), (c :T mT ) ⊆ b, i.e.,
(c :T mT )/c ' soc(T/c) ⊆ b/c. Therefore the inclusion (c :T mT )/c ↪→ soc(ω), yields
λ (soc(T/c)) = 1 since ω has a one-dimensional socle. Thus S := T/c is Gorenstein
proving (3).
Lastly, since ab⊆ c and b⊆ a, b2 ⊆ c. Therefore (b/c)2 = 0 in S and R' S/(b/c).
Now, by Proposition 2.15(1), ω ' (0 :S (b/c)) ' a/c since T/c is a Gorenstein ring.
Thus the image of ω in R under the natural map from S to R is a/b, and (b/c)2 = 0
in S. Hence by Lemma 2.17, λ (S)−λ (R) = λ (R/a) = λ (T/a) which proves (4) and
completes the proof of the theorem.
With notation as in Theorem 2.34, if a = d, then condition (c) in the above theorem
follows from condition (b). Thus we have the following:
Corollary 2.35. With notation as in Setup 2.1, let a be an ideal in T generated by a
system of parameters such that b ⊆ a2. Let φ : a −→ a∨ be an isomorphism satisfying
φ(x)(y) = φ(y)(x) for all x,y ∈ a. Then g(R)≤ λ (R/a).
We recover Teter’s theorem from Corollary 2.35 by taking a = m. With some addi-
tional hypothesis, we see in the next corollary that we can get rid of Teter’s condition
on the map φ in Theorem 2.34, just as Huneke and Vraciu did in the case of Teter’s
theorem.
Corollary 2.36. With notation as in Setup 2.1, let a be an ideal in T , d ⊆ a an ideal
generated by a system of parameters such that
a) a' a∨.
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b) b⊆ ad and
c) (b :T a)⊆ d∩a2.
Further assume that 2 is invertible in R. Then g(R)≤ λ (R/a).
Proof. Since a' a∨, by Lemma 2.13, a = f (ω) for some f ∈ω∗ satisying the condition
ker( f ) · f (ω) = 0. By (3), (b :T a)⊆ a2, i.e., (0 :R a)⊆ a2. Hence by Proposition 2.27,
there is a map h ∈ ω∗ satisfying Teter’s condition such that h(ω) = a. By Lemma 2.13,
since h satisfies Teter’s condition, so does the induced isomorphism φ : a ∼−→ a∨.
Thus φ restricted to d satisfies condition (1) of Theorem 2.34. Hence the conclusion
of the corollary follows from Theorem 2.34.
By taking a = d in the above corollary, we get the following
Corollary 2.37. With notation as in Setup 2.1, let a be an ideal in T generated by a
system of parameters. Furthermore, assume that a' a∨, 2 is invertible in R and b⊆ a3.
Then g(R)≤ λ (R/a).
The following is really a corollary, but is important enough to be accorded the status
of a theorem.
Theorem 2.38. Let (R,m,k) be an Artinian local ring. Write R' T/b where (T,mT ,k)
is a regular local ring and b is an mT -primary ideal. Let ¯ denote going modulo b.
Suppose that b⊆m6T and 2 is invertible in R. Then the following are equivalent:
i) g(R)≤ 2.
ii) There exists a self-dual ideal a⊆ R such that λ (R/a)≤ 2.
Proof. (i)⇒ (ii) follows from the fundamental inequality.
(ii)⇒ (i): If λ (T/a)≤ 1, then by the Huneke-Vraciu Theorem (Theorem 0.3), g(R)≤
1, since b ⊆ m6T implies that soc(R) ⊆ m2. If λ (T/a) = 2, then a is generated by a
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system of parameters and b ⊆ m6T forces b ⊆ a3. Hence, by Corollary 2.37, g(R) ≤
2.
Remark 2.39. Let the hypothesis be as in Theorem 2.38. By combining the conclu-
sions of the Huneke-Vraciu theorem and Theorem 2.38, we see that min{λ (R/a) : a'
a∨} = g(R) when either of the two quantities is at most two. Further, it follows from
Theorem 2.38 and Corollary 2.18 that if g(R) = 3, then so is min{λ (R/a) : a ' a∨}.
Thus we see that in this case, Question 2.19 has a positive answer if either g(R)≤ 3 or
min{λ (R/a) : a' a∨} ≤ 2.
2.6 A Detour into Golod Homomorphisms
Let (R,m,k) be a Noetherian local ring and M be a finitely generated module with a
minimal free resolution
· · · → Rbd → ·· · → Rb1 → Rb0 →M→ 0.
Since the resolution is minimal, we have the ith Betti number of M over R, bRi (M) (or
simply bi) = dimk(TorRi (k,M)). We define the Poincare series of M over R, denoted
PMR (t) as
PMR (t) = ∑
i≥0
bit i.
Definition 2.40. Let φ : (S,mS,k)−→ (R,m,k) be a local homomorphism of Noetherian






Note that since R is a quotient of S and k is a quotient of S and R, bS0(R) = 1,
bS0(k) = 1 and b
R






2(k) =−bS1(R)+bR2 (k), bS3(k) =−bS2(R)−bS1(R)bR1 (k)+bR3 (k);
bS4(k) =−bS3(R)−bS2(R)bR1 (k)−bS1(R)bR2 (k)+bR4 (k), etc.
In their paper [3], Avramov and Levin show that if S is a Gorenstein Artin local ring
and R ' S/soc(S), then the natural projection S −→ R is a Golod homomorphism. In
particular, their result yields the following: if g(R) = 1 and S is a Gorenstein Artin local
ring mapping onto R via a ring homomorphism φ such that λ (S)−λ (R) = 1, then the
map S
φ−→ R is a Golod homomorphism. This raises the following question:
Question 2.41. Let (R,m,k) be an Artinian local ring. Let S be a Gorenstein Artin
local ring mapping onto R via a ring homomorphism φ such that λ (S)−λ (R) = g(R).
Is S
φ−→ R a Golod homomorphism?
This need not be true in general. The following example shows that Question 2.41
does not have a positive answer even in the case where g(R) = 2.
Example 2.42. Let R = Q[x,y,z]/b and S = Q[x,y,z]/c where c =(y2−xz,xyz,x2z,x2y−
z3,x3−yz2) and b = c+(yz2). Clearly S−→ R since c⊆ b. Moreover, λ (S)−λ (R) = 2
which proves that g(R)≤ 2.
Let ω be the canonical module of R. We can compute ω∗(ω) using Macaulay 2 as
in Remark 2.23. Thus, we have ω∗(ω) = (x,z), which yields λ (R/ω∗(ω)) = 2. By the
fundamental inequalities, this shows that g(R)≥ 2. Thus g(R) = 2.
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It is easy to see that the map S−→ R is not Golod. In this case
PRS (t) = 1+ t +2t
2 +5t3 +13t4 + · · · ; PkS (t) = 1+3t +8t2 +21t3 +55t4 + · · · and
PkR(t) = 1+3t +9t
2 +25t3 +71t4 + · · · .
Since −bS3(R)− bS2(R)bR1 (k)− bS1(R)bR2 (k) + bR4 (k) = −5− 2 ∗ 3− 1 ∗ 9 + 71 = 51 <




Let (R,m,k) be an Artinian local ring. The socle of R, soc(R), is a direct sum of finitely
many copies of k, hence it is isomorphic to soc(R)∨, i.e., soc(R) is a self-dual ideal.
Hence a particular case of Question 2.20 is the following:
Question 3.1. Is there a Gorenstein Artin local ring S mapping onto R such that λ (S)−
λ (R) = λ (R/soc(R))?
A weaker question one can ask is the following:
Question 3.2. Is g(R)≤ λ (R/soc(R))?
We answer Question 3.2 in two cases in this chapter. In section 1, we show that
if T is a power series ring over a field and d = ( f1, . . . , fd) is an ideal generated by a
system of parameters, then g(T/dn)≥ λ (T/dn−1). Further, if the residue field of T has
characteristic zero, we construct a Gorenstein Artin local ring S mapping onto T/dn
such that λ (S)− λ (T/dn) = λ (T/dn−1) using a theorem of L. Ried, L. Roberts and
M. Roitman proved in [19]. This shows that g(T/dn) = λ (T/dn−1). In particular, this
proves that R = T/dn satisfies the inequality in Question 3.2.
In [16], Kleppe, Migliore, Miró-Roig, Nagel and Peterson show that dn can be
linked to dn−1 via Gorenstein ideals in 2 steps and hence to d in 2(n− 1) steps. In
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section 2, we use the ideal corresponding to the Gorenstein ring constructed in section
2, to show that dn can be directly liked to dn−1 and hence to d in (n−1) steps.
When R is an Artinian quotient of a two-dimensional regular local ring with an
infinte residue field, we use a formula due to Hoskin and Deligne (Theorem 3.37) in
order to answer Question 3.2 in section 3. The results in this chapter are the main
ingredients in [2].
3.1 Powers of Ideals Generated by a System of Param-
eters
One of the main theorems we prove in this section is the following:
Theorem 3.3. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k of charac-
teristic zero. Let f1, . . . , fd be a system of parameters and R = T/( f1, . . . , fd)n. Then
g(R) = λ (T/( f1, . . . , fd)n−1).
In order to prove this, we first prove Theorems 3.4 and 3.13, which proves Theorem
3.3 in the special case where ( f1, . . . , fd) = (x1, . . . ,xd). We then use the fact that T is
flat over T ′ = k[| f1, . . . , fd|] to prove Theorem 3.3 in general.
Theorem 3.4. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k with unique
maximal ideal mT = (X1, . . . ,Xd). Let R = T/mnT . . Then ω
∗(ω) = soc(R) = mn−1T /m
n
T .
Proof. In order to prove this, we show that if φ ∈ Hom(ω,R), then φ(ω) ⊆ soc(R).
Since we already know that soc(R)⊆ ω∗(ω), this will prove the theorem.
Note that we can consider R to be the quotient of the polynomial ring k[X1, . . . ,Xd]
by (X1, . . . ,Xd)n. Thus change notation so that T = k[X1, . . . ,Xd] and mT = (X1, . . . ,Xd)
is its unique homogenous maximal ideal.
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The injective hull of k over T is k[X−11 , . . . ,X
−1
d ], where the multiplication is defined
by
(Xa11 · · ·X
ad
d ) · (X
−b1





1 · · ·X
ad−bd
d if ai ≤ bi for all i
0 otherwise
and extended linearly (e.g., see [17]).
Let b = mnT . We know that the canonical module ω of R is isomorphic to the injec-
tive hull of the residure field of R. Thus ω 'ER(k)'HomR(R,ET (k))' (0 :k[X−11 ,...,X−1d ]
b). Note that b ·(X−a11 · · ·X
−ad
d ) = 0 whenever ai≥ 0 and n > ∑ai. Since λ (ω) = λ (R),
we conclude that
ω ' k-span of {X−a11 · · ·X
−ad
d : ai ≥ 0;n > ∑ai}.
Observe that ω is generated by {X−a11 · · ·X
−ad
d : ∑ai = n− 1} as an R-module. Let
φ ∈ ω∗. We will now show that φ(X−a11 · · ·X
−ad
d ) ∈ soc(R) by induction on a1. Let
w = X−a11 · · ·X
−ad
d , ∑ai = n−1.





2 · · ·X
−ad




2 · · ·X
−ad





2 · · ·X
−ad
d ) = 0 which yields X1φ(w) = 0. But
(0 :R X1) = soc(R), which proves that φ(ω)⊆ soc(R).
Since we know that λ (R/(ω∗(ω))≤ g(R) by the fundamental inequalities, we im-
mediately get the following:
Corollary 3.5. With notation as in Thoerem 3.4, g(R)≥ λ (R/soc(R)).
Remark 3.6. Let u0 = X−a11 · · ·X
−ad
d , ∑ai = n− 1, be a minimal generator of ω . If




2 · · ·X
−ad
d is also a minimal
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generator of ω . Note that X1u0 = X2u1. Continuing in a similar fashion, we get a




2 · · ·X
−ad
d , i = 0, . . . ,a1 such
that X1ui = X2ui+1 for i < a1 and X1ua1 = 0.
We prove the reverse inequality in Theorem 3.13 by constructing a Gorenstein Artin
ring S ring mapping onto R such that λ (S)−λ (R) = λ (R/soc(R)). We use the follow-
ing notation in this section.
Let us prove some basic facts before we prove Theorems 3.13.
Lemma 3.7. Let (S,m,k) be a Gorenstein Artin local ring, I a proper ideal in S. Then
the following are equivalent:
i) I = (0 :S f ), where f is a non-zero element in S.
ii) S/I is a Gorenstein Artin local ring.
Proof. (i)⇒ (ii): Consider the short exact sequence 0→ S/(0 :S f )
· f→ S→ S/( f )→ 0.
Since soc(S/(0 :S f )) is non-zero and maps into soc(S), which has length 1, λ (soc(S/(0 :S
f ))) = 1. Thus S/(0 :S f ) is Gorenstein.
(ii)⇒ (i): Since S is Gorenstein, if ω is the canonical module of S/I, then ω ' 0 :S I.
If S/I is Gorenstein, then ω is cyclic. Therefore (0 :S I) = ( f ) for some non-zero f in
S. Since 0 :S (0 :S I) = I, it follows that I = (0 :S f ).
Proposition 3.8. Let S = k[X1, . . . ,Xd]/(Xn11 , . . . ,X
nd
d ) be a quotient of the polynomial
ring over a field k and f be a non-zero homogeneous element in S of degree s. Then
Max(S/(0 :S f )) = Max(S)− s.
Proof. Set J = (0 :S f ). Suppose g is a homogeneous element in S of degree more than
Max(S)− s. Then deg( f g) > Max(S). Hence if deg(g) > Max(S)− s, g ∈ J. Thus
Max(S/J)≤Max(S)− s.
38
On the other hand, since S is Gorenstein, and its socle is in degree Max(S), given f
of degree s, there is a homogeneous element g such that ( f · g) = soc(S). Thus g /∈ J.
Since deg(g) = Max(S)− s, Max(S/J)≥Max(S)− s.
The following theorem of Ried, Roberts and Roitman is used in the construction of
a Gorenstein Artin local ring S mapping onto R, where R is as in Theorem 3.13. Since
the proof is short, we include it for the sake of completeness.
Theorem 3.9 (Reid-Roberts-Roitman([19])). Let k be a field of characteristic zero,
A = k[X1, . . . ,Xd]/(X
n1
1 , . . . ,X
nd
d ) = k[x1, . . . ,xd]. Let m ≥ 1 and f be a nonzero homo-
geneous element in A such that (x1 + · · ·+ xd)m f = 0. Then deg( f ) ≥ (t−m + 1)/2,
where t = ∑di=1(ni−1).
Proof. Let l = X1 + · · ·+Xd and F ∈ k[X1, . . . ,Xd] be a homogeneous element such that
its image in A is f . Note that A is a Gorenstein Artin local ring and Max(A) = t.
Induce on deg( f ). If deg( f ) = 0, then lm ∈ (Xn11 , . . . ,X
nd
d ). Hence every monomial
that appears in lm is in (Xn11 , . . . ,X
nd
d ) since it is a monomial ideal. But each monomial
of degree m appears in lm and hence mm⊆ (Xn11 , . . . ,X
nd
d ). This yields m≥ t +1 proving
the inequality.
Now suppose that deg( f )≥ 1. We are given that lmF ∈ (Xn11 , . . . ,X
nd
d ). Taking the
partial derivative with respect to Xd , we see that mlm−1F + lm ∂F∂Xd ∈ (X
n1
1 , . . . ,X
nd−1
d ).
Multiplying by l gives lm+1 ∂F
∂Xd
∈ (Xn11 , . . . ,X
nd−1














i.e., deg(F)−1≥ ((t−1)− (m+1)+1)/2. This gives us the required inequality.
Remark 3.10. Let T = k[X1, . . . ,Xd] be a polynomial ring over k and mT = (X1, . . . ,Xd)
be its unique homogeneous maximal ideal. Let f be a homogeneous element and c =
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(Xn1 , . . . ,X
n
d ) :T f . Then one can see that c ⊆ m
n
T if and only if multiplication by f is
injective on the ith graded pieces of T/(Xn1 , . . . ,X
n
d ) for i < n.
Proposition 3.11. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k with
unique maximal ideal mT = (X1, . . . ,Xd). Let f be a homogeneous element and c =
(Xn1 , . . . ,X
n
d ) :T f be such that c⊆m
n. Then the following are equivalent:
i) λ (mnT /c) = λ (T/m
n−1
T ).
ii) Max(T/c) = 2(n−1).
iii) deg( f ) = (d−2)(n−1).
Proof. Since Max(T/(Xn1 , . . . ,X
n
d )) = d(n− 1), (ii) ⇔ (iii) follows from Proposition
3.8.
Let R = T/mnT and S = T/c. Since T/(X
n
1 , . . . ,X
n
d ) is a Gorenstein Artin local ring,
so is S by Lemma 3.7. Note that soc(R) = mn−1T /m
n
T and λ (S)−λ (R) = λ (mnT /c).
The rings R and S are quotients of the polynomial ring k[X1, . . . ,Xd] by homoge-
neous ideals. Thus, both R and S are graded under the standard grading. Since c⊆mnT ,
hS(i) = hR(i) for i < n. (∗)
Since S is Gorenstein,
hS(i) = hS(Max(S)− i). (∗∗)
Using (∗) and (∗∗), we see that the h-vectors of R and S are:






















degree i . . . Max(S) - (n-1) Max(S) - (n-2) . . . Max(S) - 1 Max(S)
hR(i) . . . 0 0 . . . 0 0






. . . d 1
Thus, using (∗) and (∗∗), we have
λ (T/mn−1T ) = hR(n−2)+hR(n−3)+ . . .+hR(0)
= hS(n−2)+hS(n−3)+ . . .+hS(0)
= hS(Max(S)− (n−2))+hS(Max(S)− (n−3))+ . . .+hS(Max(S))
= ∑i≥Max(S)−(n−2) hS(i)
≤ λ (S)−λ (R) = λ (mnT /c).
Moreover, from the above table, equality holds if and only if Max(S)− (n−1) = n−1,
proving (i)⇔ (ii).
In the following corollary, we show that f = (X1 + · · ·+ Xd)(d−2)(n−1) satisfies the
hypothesis of Proposition 3.11.
Corollary 3.12. Let T = k[X1, . . . ,Xd] be a polynomial ring over k, a field of charac-
teristic zero, and mT = (X1, . . . ,Xd) be its unique homogeneous maximal ideal. Let
cn = (Xn1 , . . . ,X
n
d ) : l
(d−2)(n−1), where l = X1 + · · ·+Xd . Then cn ⊆mnT .
Moreover, λ (mnT /cn) = λ (T/m
n−1
T ).
Proof. If F is a homogeneous element in T such that lmF ∈ (Xn1 , . . . ,Xnd ), then deg(F)≥
(d(n−1)−m + 1)/2 by Theorem 3.9. Therefore, for m = (d−2)(n−1), we see that
deg(F)≥ n−1/2, i.e. F ∈mnT . Thus (Xn1 , . . . ,Xnd ) : (X1 + · · ·Xd)
(d−2)(n−1) ⊆mnT .
Moreover, by Proposition 3.11, since deg(l(d−2)(n−1))= (d−2)(n−1), λ (mnT /cn)=
λ (T/mn−1T ).
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Theorem 3.13. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k of char-
acteristic zero, with unique maximal ideal mT = (X1, . . . ,Xd). Let R := T/mnT . Then
g(R)≤ λ (R/soc(R)) = λ (T/mn−1).
Proof. Let cn = (Xn1 , . . . ,X
n
d ) :T l
(d−2)(n−1), where l = X1+ · · ·+Xd . Let S = T/cn. Then
S is a Gorenstein Artin local ring mapping onto R. Since R' k[X1, . . . ,Xd]/(X1, . . . ,Xd)n
and S ' k[X1, . . . ,Xd]/((Xn1 , . . . ,Xnd ) :T l
(d−2)(n−1)), by Corollary 3.12, λ (S)−λ (R) =
λ (R/soc(R)) = λ (T/mn−1T ). This shows that g(R)≤ λ (R/soc(R)).
Remark 3.14. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k of charac-
teristic zero, with unique maximal ideal mT = (X1, . . . ,Xd). From the above proof, we
see that the ideal cn = (Xn1 , . . . ,X
n
d ) :T (X1 + · · ·+Xd)
(d−2)(n−1) ⊆mnT and λ (mnT /cn) =
λ (T/mn−1T ). Thus we see that the conclusions of Corollary 3.12 hold for the power
series ring k[|X1, . . . ,Xd|] as well.
Comments:
The ring S constructed in the proof of the theorem does not work in positive charac-
teristic, eg., when char(k) = 2, for d = 3,n = 3, we have hR(i) = (1,3,6) and hS(i) =
(1,2,5,2,1).
In the following remark, we record some key observations which we will use to
prove Theorem 3.3.
Remark 3.15. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k. Let f1, . . . , fd
be a system of parameters. Then T ′ = k[| f1, . . . , fd|] is a power series ring and T is
free over T ′ of rank e = λ (T/( f1, . . . , fd)). Thus, if b and c are ideals in T ′, then
(c :T ′ b)T = (cT :T bT ) and λ (T/bT ) = e ·λ (T ′/b).
Firstly, we construct a Gorenstein Artin ring S mapping onto R such that λ (S)−
λ (R) = λ (T/( f1, . . . , fd)n−1) which proves g(R) ≤ λ (T/( f1, . . . , fd)n−1). We do this
as follows:
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Suppose that char(k) = 0. Let d = ( f1, . . . , fd), c = ( f n1 , . . . , f
n
d ) :T ′ l
(d−2)(n−1),
where l = ( f1 + · · ·+ fd). We see that since ( f n1 , . . . , f nd ) :T ′ l
(d−2)(n−1) ⊆ dn in T ′ by
Corollary 3.12, the same holds in T by using Remark 3.15. Moreover, λ (dnT/cT ) =
eλ (dn/c) and λ (T/dn−1T ) = eλ (T ′/dn−1), the length condition in Corollary 3.12 gives
λ (dnT/cT ) = λ (T/dn−1T ).
This implies that if R = T/dnT , then S = T/cT is a Gorenstein Artin ring mapping
onto R and λ (S)−λ (R) = λ (dnT/cT ) = λ (T/dn−1T ). Therefore g(R)≤ λ (T/dn−1T ).
Thus as a consequence of Theorem 3.13, we have proved
Theorem 3.16. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k of charac-
teristic zero, f1, . . . , fd be a system of parameters and d = ( f1, . . . , fd). Let R = T/dn.
Then g(R)≤ λ (T/dn−1).
In order to prove Theorem 3.3, we know need to show that g(R)≥ λ (T/dn−1). We
prove this by first computing the trace ideal ω∗(ω) of the canonical module and use the
fundamental inequalities. We do this by proving the following
Theorem 3.17. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k of charac-
teristic zero. Let f1, . . . , fd be a system of parameters and R = T/( f1, . . . , fd)n. Then
ω∗(ω) = ( f1, . . . , fd)n−1/( f1, . . . , fd)n, where ω is the canonical module of R.
Proof. Let d = ( f1, . . . , fd)nT ′ and R′ ' T ′/dn. Let
0→ T ′bd φ→ T ′bd−1 → . . .→ T ′→ R′→ 0 (#)




−→ R′bd−1 . Then by Lemma 2.21, ω∗R′(ωR′) is the ideal
generated by the entries of the matrix ψ . .
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Note that T is free over T ′ and R' T ⊗T ′ R′. Hence a minimal resolution of R over
T is obtained by tensoring (#) by T over T ′. Therefore ω∗(ω) is the ideal generated by
the entries of the matrix ψ ⊗T ′ T . Now, by Theorem 3.4, the ideal in R′ generated by
the entries of ψ = ω∗R′(ωR′) = d
n−1/dn. Therefore, since T is free over T ′, ω∗(ω) =
dn−1T/dnT .
Proof of Theorem 3.3. By Theorem 3.16, g(R) ≤ λ (T/( f1, . . . , f n−1d )). The other in-
equality follows from Theorem 3.17 which can be seen as follows:
Let ω be the canonical module of R. We know that g(R) ≥ λ (R/ω∗(ω)). We
get g(R) ≥ λ (T/( f1, . . . , f n−1d )) since ω
∗(ω) = ( f1, . . . , fd)n−1/( f1, . . . , fd)n and R =
T/( f1, . . . , fd)n. Thus g(R) = λ (T/( f1, . . . , f n−1d )) proving the theorem. 
Thus, it follows from Theorem 3.16 and Theorem 3.17 that in this case,
λ (R/ω∗(ω)) = min{λ (R/a) : a' a∨}= g(R).
Corollary 3.18. Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k of char-
acteristic zero. Let f1, . . . , fd be a system of parameters and R = T/( f1, . . . , fd)n. Then
g(R)≤ λ (R/soc(R)).
Proof. Since
( f1, . . . , fd)n :T (X1, . . . ,Xd)⊆ ( f1, . . . , fd)n :T ( f1, . . . , fd) = ( f1, . . . , fd)n−1,
we have λ (R/soc(R))≥ λ (T/( f1, . . . , f n−1d )) = g(R).
By taking d to be the maximal ideal, the following theorem follows immediately
from the Theorem 3.3.
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Theorem 3.19. Let k be a field of characteristic zero and T = k[|X1, . . . ,Xd|] be a power
series ring over k. Let mT = (X1, . . . ,Xd) be the maximal ideal of T and R := T/mnT .
Then
g(R) = λ (T/mn−1T ) = λ (R/soc(R)).
This theorem also follows immediately from Theorems 3.4 and 3.13.
Remark 3.20. If R = k[X1, . . . ,Xd]/(X1, . . . ,Xd)n, where k is a field of characteristic
zero, it follows from Theorem 3.4 and Theorem 3.13 that g(R) = λ (R/ω∗(ω)). Thus
Question 2.19 has a positive answer, i.e., in this case,
min{λ (R/a) : a' a∨}= g(R).
3.2 Applications
Gorenstein Liaison
Proposition 3.21. Let k be a field of characteristic zero and T = k[|X1, . . . ,Xd|] be a
power series ring. Let m = (X1, . . . ,Xd) and cn = (Xn1 , . . . ,X
n
d ) :T l
(d−2)(n−1), where
l = (X1 + · · ·+Xd). Then cn :T mn = mn−1.
Proof. Note that mn−1 ·mn · l(d−2)(n−1) ⊆ md(n−1)+1 ⊆ (Xn1 , . . . ,Xnd ). Hence m
n−1 ⊆
cn :T mn. To prove the other inclusion, let F be a homogeneous form of degree less
than n− 1. Then F · l(d−2)(n−1) is a homogeneous form of degree d(n− 1)− n or
less. Hence there is some element G ∈ mn such that Fl(d−2)(n−1) ·G = Xn−11 · · ·X
n−1
d
modulo (Xn1 , . . . ,X
n
d ) since T/(X
n
1 , . . . ,X
n
d ) is a Gorenstein Artin local ring with socle
element Xn−11 · · ·X
n−1
d . Thus Fl
(d−2)(n−1)mn 6⊆ (Xn1 , . . . ,Xnd ) for F 6∈ m
n−1. Therefore
cn :T mn ⊆mn−1, proving the proposition.
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Corollary 3.22. Let k be a field of characteristic zero and T = k[|X1, . . . ,Xd|] be a
power series ring. Let m = (X1, . . . ,Xd) and cn = ((Xn1 , . . . ,X
n
d ) :T l
s), where l = (X1 +
· · ·+Xd) and s≥ (d−2)(n−1)−1. Then (cn :T mn) = m(d−1)(n−1)−s.
Proof. By taking S = T/(Xn1 , . . . ,X
n
d ), it follows from Proposition 3.21 that (cn :T m
n) =
m(d−1)(n−1)−s + cn. It remains to prove that cn ⊆m(d−1)(n−1)−s.
Let f be a homogeneous element of T such that f ∈ c, i.e., f · ls ⊆ (Xn1 , . . . ,Xnd ).
Hence by Theorem 3.9, deg( f ) ≥ (d(n−1)−s+1)2 ≥ (d−1)(n−1)− s by the hypothesis
on s. This shows that cn ⊆ m(d−1)(n−1)−s.
Let T = k[|X1, . . . ,Xd|] be a power series ring over a field k. Let f1, . . . , fd be a sys-
tem of parameters. Let T ′ = k[| f1, . . . , fd|], d = ( f1, . . . , fd)nT ′ and cn = ( f n1 , . . . , f nd ) :T ′
ls, where l = f1 + · · ·+ fd and s ≥ (d − 2)(n− 1)− 1. Since, by Corollary 3.22,
(cn :T ′ dn) = d(d−1)(n−1)−s in T ′, the same holds in T by Remark 3.15. Therefore
(cnT :T dnT ) = d(d−1)(n−1)−sT . Thus we see that
Proposition 3.23. Let k be a field of characteristic zero and T = k[|X1, . . . ,Xd|] be a
power series ring. Let d = ( f1, . . . , fd), where f1, . . . , fd form a system of parameters.
Let l = f1 + · · ·+ fd and s ≥ (d− 2)(n− 1)− 1. Then cn = (( f n1 , . . . , f nd ) :T l
s) is a
Gorenstein ideal such that (cn :T dn) = d(d−1)(n−1)−s.
Definition 3.24. Let (T,mT ,k) be a regular local ring. An unmixed ideal b⊆ T is said
to be in the linkage class of a complete intersection (licci) if there is a sequence of
ideals cn ⊆ bn, b0 = b, satisfying
1) T/cn is a complete intersection for every n
2) bn = cn−1 :T bn−1 and
3) bn is a complete intersection for some n.
We say that b is linked to bn via complete intersections in n steps.
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Definition 3.25. An ideal b ⊆ T is said to be in the Gorenstein linkage class of a
complete intersection (glicci) if we replace condition (1) above by
(1) T/cn is Gorenstein for every n.
There are ideals which are glicci but not licci. A result of Huneke and Ulrich in [10]
shows that mn ⊆ k[X1, . . . ,Xd] is not licci for d ≥ 3, n≥ 2.
Remark 3.26.
1. Let k be a field of characteristic zero and T = k[|X1, . . . ,Xd|] be a power series ring.
Let d = ( f1, . . . , fd), where f1, . . . , fd form a system of parameters. In [16], Kleppe,
Migliore, Miró-Roig, Nagel and Peterson show that dn can be linked to dn−1 via Goren-
stein ideals in 2 steps and hence to d in 2(n− 1) steps. But in Proposition 3.23, by
taking s = (d−2)(n−1), we see that dn can be linked directly via the Gorenstein ideal
( f n1 , . . . , f
n
d ) :T ′ l
(d−2)(n−1) to dn−1, and hence to d, a complete intersection, in n− 1
steps.
2. In a private conversation, Migliore asked if this technique will show that dn is self-
linked. We see that this can be done by taking s = (d− 2)(n− 1)− 1 in Proposition
3.23. Thus dn is linked to itself via the Gorenstein ideal ( f n1 , . . . , f
n
d ) :T ′ l
(d−2)(n−1)−1.
A Possible Approach to the Glicci Problem
The Glicci problem: Given any homogeneous ideal b ⊆ T := k[X1, . . . ,Xd], such that
R := T/b is Cohen-Macaulay, is it true that b is glicci?
A possible approach to the glicci problem is the following: Choose cn ⊆ bn to be a
Gorenstein ideal which minimizes λ (bn/cn). The question is: Does this ensure that bn
is a complete intersection for some n?
Example 3.27. Let T = k[|X1, . . . ,Xd|], where char(k) = 0. Let d = ( f1, . . . , fd) be an
ideal generated minimally by a system of parameters. We know that the ideal cn =
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( f n1 , . . . , f
n
d ) :T ( f1 + · · ·+ fd)
(d−2)(n−1) is a Gorenstein ideal closest to dn. Now (ci :T
di) = di−1, 2≤ i≤ n, by Proposition 3.23. Thus dn can linked to d by choosing a closest
Gorenstein ideal at each step.
Compressed Gorenstein Artin Algebras
Definition 3.28. Let S be a graded Gorenstein Artin quotient of T = k[X1, . . . ,Xd]. We
say that S is a compressed Gorenstein algebra of socle degree t = Max(S), if for each i,
hS(i) is the maximum possible given the embedding dimension (i.e., the minimal number
of generators of the maximal ideal) d and socle degree t, i.e., hS(i) = min{hT (i),hT (t−
i)} (e.g., see [14]).
Remark 3.29. When char(k) = 0, the proofs of Proposition 3.11 and Corollary 3.12
show that S = T/((Xn1 , . . . ,X
n
d ) :T l
(d−2)(n−1)) is a compressed Gorenstein Artin algebra
of socle degree 2n− 2. A similar technique also shows that S = T/((Xn1 , . . . ,Xnd ) :T
l(d−2)(n−1)−1) is a compressed Gorenstein Artin algebra of socle degree 2n−1.
Remark 3.30.
1. It should be noted from the proof of Proposition 3.11 that S is a graded Goren-
stein Artin local ring mapping onto R = k[x1, . . . ,xd]/(x1, . . . ,xd)n with λ (S)−λ (R) =
λ (R/soc(R)) = λ (k[x1, . . . ,xd]/(x1, . . . ,xd)n−1) if and only if S is a compressed Goren-
stein Artin algebra with embedding dimension d and socle degree 2n−2. Hence The-
orem 3.13 follows from the works of Iarrobino([13]), Fröberg and Laksov([6]) who
construct such compressed Gorenstein Artin algebras. We use a different approach to
construct one as observed in the next remark, which is what makes it interesting.
2. If one can prove the existence of a compressed Gorenstein Artin k-algebra of embed-
ding dimension d and socle degree 2n−2, where k is a field of positive characteristic,
then the work in Section 1 can be extended to the positive characteristic case.
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Remark 3.31.
1. One can also see that if T = k[x1, . . . ,xd] and S = T/J is a compressed Goren-
stein Artin algebra of socle degree 2n− 2 and embedding dimension d, then J :T
(x1, . . . ,xd)n = (x1, . . . ,xd)n−1, by looking at h-vectors. I would like to thank Juan
Migliore for pointing this out to me. Once can see this as follows:
Let m = (x1, . . . ,xd) and R = T/mn.
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Since T/J is Gorenstein Artin, I = J :T (J :T I) and hence I/J is isomorphic to




, . . . ,d,1) forces




). Therefore J :T I = mn−1.
2. Similarly, if S = T/J is a compressed Gorenstein Artin algebra of socle degree 2n−1
and embedding dimension d, it can be seen that J :T mn = mn.
3.3 The Codimension Two Case
We begin this section with the following result of Serre which states that every Goren-
stein ideal of codimension two must be a complete intersection ideal.
Remark 3.32. Let (T,mT ,k) be a regular local ring of dimension two. Let c be an mT
primary ideal such that S = T/c is a Gorenstein Artin local ring. Then S is a complete
intersection ring, i.e., c is generated by 2 elements.
To see this, let 0→ T b1−1→ T b1 → T → S→ 0 be a minimal resolution of S over
T . Then b1 is the minimal number of generators of c. Since S is Gorenstein, soc(S) is
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a 1-dimensional k-vector space, i.e., dim(soc(S)) = b1− 1 = 1. Thus b1 = 2, proving
that S is a complete intersection ring.
Thus, in this case, every Gorenstein mT -primary ideal is generated by a regular
system of parameters.
Notation: For the rest of this section, we will use the following notation: Let (T,mT ,k)
be a regular local ring of dimension 2, where that k is infinite. By e0( ), we denote the
multiplicity of an mT -primary ideal in T . For an ideal b in T , by b−, we denote the
integral closure of b in T .
Remark 3.33. We state the basic facts needed in this section in this remark. Their
proofs can be found in [21] (Chapter 14).
1. Let b be an mT -primary ideal. We define the order of b as ord(b) = max{i : b⊆miT}.
Since mT is integrally closed, ord(b) = ord(b−).
2. Let b be an mT -primary ideal. Since k is infinite, a minimal reduction of b is
generated by 2 elements.
Further, if c is a minimal reduction of b, the multiplicity of b, e0(b) = λ (T/c).
3. The product of integrally closed mT -primary ideals is integrally closed. In particular,
if b is an integrally closed mT -primary ideal, then so is bn for each n≥ 2.
4. For an mT -primary ideal b, λ ((b : mT )/b) = µ(b)− 1 ≤ ord(b). Further, if b is
integrally closed, µ(b)−1 = ord(b).
In particular, this yields µ(b)≤ µ(b−).
Proposition 3.34. Let (T,mT ,k) be a regular local ring of dimension two and let b be
an mT -primary ideal. The closest (in terms of length) Gorenstein ideals contained in b
are its minimal reductions.
Proof. Let c ⊆ b be any Gorenstein ideal (and hence a complete intersection by the
above remark). It is easy to see that λ (T/c) ≥ λ (T/( f ,g)), where ( f ,g) ⊆ b is a
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minimal reduction of b. The reason is that
λ (T/c) = e0(c)
≥ e0(b) since c⊆ b
= λ (T/( f ,g)).
As a consequence,
λ (T/c)−λ (T/b)≥ λ (T/( f ,g))−λ (T/b),
i.e. λ (b/c)≥ λ (b/( f ,g)).
Thus the closest Gorenstein ideal contained in b is a minimal reduction ( f ,g).
We now prove the following theorem which shows that g(R) ≤ λ (R/soc(R)) where R
is the Artinian quotient of a 2-dimensional regular local ring.
Theorem 3.35. Let (T,mT ,k) be a regular local ring of dimension 2, with infinite
residue field k. Set R = T/b where b is an mT -primary ideal. Then g(R)≤ λ (R/soc(R)),
i.e. there is a Gorenstein ring S mapping onto R such that λ (S)−λ (R)≤ λ (R/soc(R)).
In order to prove Theorem 3.35, we use a couple of formulae for e0(b) and λ (R)
(which can be found, for example, in [15]). We need the following notation.
Let (T,m) and (T ′,n) be two-dimensional regular local rings. We say that T ′ bi-
rationally dominates T if T ⊆ T ′, n∩ T = m and T and T ′ have the same quotient
field. We denote this by T ≤ T ′. Let [T ′ : T ] denote the degree of the field extension
T/m⊆ T ′/n.
Further if b is an m-primary ideal in T , let bT
′
be the ideal in T ′ obtained from b by
factoring bT ′ = xord(b)bT
′
. The following theorem ([15], Theorem 3.7) gives a formula
for e0(b).
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Theorem 3.36 (Multiplicity Formula). Let (T,mT ,k) be a two-dimensional regular
local ring and b be an mT -primary ideal. Then
e0(b) = ∑
T≤T ′
[T ′ : T ]ord(bT
′
)2.
The following formula ([15], Theorem 3.10) is attributed to Hoskin and Deligne.
For historical remarks regarding the various proofs of this formula, one can refer [15].
Theorem 3.37 (Hoskin-Deligne Formula). Let T , b and R be as in Theorem 3.35. Fur-
ther assume that b is an integrally closed ideal. Then,








[T ′ : T ].
Corollary 3.38. Let T , b and R be as in the Hoskin-Deligne formula. Then we have the
inequality
e0(b)+ord(b)≤ 2λ (R).
Proof. By Theorem 3.36, we have e0(b) = ∑T≤T ′ ord(bT
′
)2[T ′ : T ].
Using the Hoskin-Deligne formula, we see that








[T ′ : T ]
giving us




)[T ′ : T ].
Since T ≤ T and bT = b, we get the required inequality.
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Corollary 3.39. Let T , R and b be as in Theorem 3.35. Then
e0(b)+ µ(b)−1≤ 2λ (T/b).
Proof: Let b− be the integral closure of b. By the previous corollary, we have e0(b−)+
ord(b−) ≤ 2λ (T/b−). Since b− is integrally closed, ord(b−) = µ(b−)− 1. Thus
we get e0(b−) + µ(b−)− 1 ≤ 2λ (T/b−). Now e0(b) = e0(b−), µ(b) ≤ µ(b−) and
λ (T/b−)≤ λ (T/b), giving the required inequailty. 
Proof of Theorem 3.35. For any ideal b in T , we have µ(b)− 1 = λ ((b : m)/m). But
(b : m)/b' soc(R). Thus by the previous corollary, we have
e0(b)+λ (soc(R))≤ 2λ (R). (∗)
Let ( f ,g) be a minimal reduction of b. Then S := T/b is a complete intersection ring
(and hence Gorenstein) mapping onto R. Moreover λ (S) = e0(b). Thus (∗) can be read
as λ (S)+λ (soc(R))≤ 2λ (R). Rearranging, we get λ (S)−λ (R)≤ λ (R)−λ (soc(R)).
This proves that g(R)≤ λ (R/soc(R)). 
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Chapter 4
Fibre Products and Connected Sums
4.1 Fibre Products of Noetherian Local Rings
Definition 4.1. Let (R1,m1,k) and (R2,m2,k) be two Noetherian local rings mapping
onto R via the maps π1 and π2 respectively. Let ker(πi) = Ii.
We define the fibre product of R1 and R2 over R, denoted R1×R R2, as {(r1,r2) ∈
R1×R2 : π1(r1) = π2(r2)}.
The fibre product R1×R R2 is a ring under component-wise addition and multiplication.
The following are some basic properties which follow immediately from the defini-
tion of the fibre product.
Remark 4.2. Let (Ri,mi,k), i = 1,2 and (R,m,k) be Noetherian local rings with sur-
jective ring homomorphisms πi : Ri −→ R. Write R := R1/I1 ' R2/I2 for ideals I1 and
I2 in R1 and R2 respectively.
1. The ring R1×R R2 is also local with unique maximal ideal m = {(m1,m2)∈m1×m2 :
π1(m1) = π2(m2)} and residue field k.
2. We have R1×R R2 ⊆ R1×k R2 ⊆ R1×R2.
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3. Let (r1,r2) ∈ R1×R R2. Then we have (a) r1 ∈ I1 if and only if r2 ∈ I2 and (b) r1 is a
unit in R1 if and only if r2 is a unit in R2 which are both equivalent to (r1,r2) being unit
in R1×R R2.
4. One can see that if J1 ⊆ I1 and J2 ⊆ I2, the natural projection maps from R1×R R2 to
R1 and R2 induce the isomorphisms R1/J1 ' (R1×R R2)/(J1, I2) and R2/J2 ' (R1×R
R2)/(I1,J2).
In particular, we have
R1 ' (R1×R R2)/(0, I2), R2 ' (R1×R R2)/(I1,0) and R' (R1×R R2)/I,
where I = {(r1,r2) ∈ R1×R R2 : r1 ∈ I1,r2 ∈ I2}.
Thus if R2 = R, then R1×R R' R1.
5. Let I be as in (4). If 0 :Ri Ii ⊆ Ii, then (0 :R1×RR2 I) = {(r1,r2) : ri ∈ (0 :Ri Ii)}.
In particular, taking Ii = mi, we get soc(R1×k R2) = {(r1,r2) : ri ∈ soc(Ri)}.
6. If we further assume that (R1,m1,k) and (R2,m2,k) are Artinian local rings, (4)
yields
λ (R1×R R2) = λ (R1)+λ (I2) = λ (R1)+λ (R2)−λ (R).
Moreover, by (5), if neither R1 nor R2 is isomorphic to k, then R1×k R2 cannot be
Gorenstein.
Proposition 4.3. Let S p1−→ R1
π1−→ R and S p2−→ R2
π2−→ R be such that π1 p1 = π2 p2.
Then there is a ring homomorphism φ : S−→R1×R R2 defined by φ(s) = (p1(s), p2(s)).
Furthermore,
a) if ker(p1)∩ker(p2) = 0, then φ is injective and
b) if ker(πi pi) = ker(p1)+ker(p2), then φ is surjective.
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Proof. Since π1 p1(s) = π2 p2(s), for every s ∈ S, we have (p1(s), p2(s)) ∈ R1×R R2.
Thus the map φ : S−→ R1×R R2 defined as φ(s) = (p1(s), p2(s)) is well-defined.
Moreover, since p1 and p2 are ring homomorphisms, so is φ .
a) Note that ker(φ) = {s ∈ S : p1(s) = 0 = p2(s)}. Hence ker(φ) = ker(p1)∩ker(p2).
Thus φ is injective if ker(p1)∩ker(p2) = 0.
b) Let (r1,r2) ∈ R1×R R2. Then there are s1,s2 ∈ S, such that p1(s1) = r1 and p2(s2) =
r2. Since (r1,r2) ∈ R1×R R2, we see that π1 p1(s1) = π2 p2(s2) = π1 p1(s2). Hence
s1− s2 ∈ ker(π1 p1).
Since ker(π1 p1) = ker(p1)+ker(p2), there are elements x∈ ker(p1) and y∈ ker(p2)
such that s1− s2 = x−y. Set s = s1 +x = s2 +y. Then p1(s) = r1 and p2(s) = r2. Thus
φ(s) = (r1,r2), which proves that φ is surjective.
Corollary 4.4. Let (R′,m,k) be an Artinian local ring, I1 and I2 be ideals in R′. Then
R′/(I1∩ I2)' R′/I1×R′/(I1+I2) R
′/I2.
In particular, if I1∩ I2 = 0, then R′ ' R′/I1×R′/(I1+I2) R
′/I2.
Proof. The proof follows from Proposition 4.3 by setting S = R′/(I1∩ I2), R1 = R′/I1,
R2 = R′/I2 and R = R′/(I1 +I2). Note that ker(pi) = Ii/(I1∩I2), i = 1,2 and ker(πi pi) =
(I1 + I2)/(I1∩ I2).
Proposition 4.5. Let S1
p1−→ R1
π1−→ R and S2
p2−→ R2
π2−→ R be surjective ring homo-
morphisms. Then π : S1×R S2 −→ R1×R R2 given by π(s1,s2) = (p1(s1), p2(s2)) is a
surjective ring homomorphism.
Proof. Clearly π is well-defined. Since the addition and multiplication are defined
component-wise on both S1×R S2 and R1×R R2, it is easily verified that π is a ring
homomorphism. It remains to check that π is surjective.
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Let (r1,r2) ∈ R1×R R2. There exist s1 ∈ S1 and s2 ∈ S2 such that p1(s1) = r1 and
p2(s2) = r2. Since π1(r1) = π2(r2), (π1◦ p1)(s1) = (π2◦ p2)(s2), i.e., (s1,s2)∈ S1×R S2.
By definition of π , π(s1,s2) = (r1,r2). Thus π is surjective.
4.2 Connected Sums of Gorenstein Artin Local Rings
The notion of a connected sum over k of two Gorenstein Artin local rings was intro-
duced to me by L. Avramov and F. W. Moore in a private communication. In this
section, we present the notion of a connected sum over an arbitrary Gorenstein Artin
quotient of two Gorenstein Artin local rings and study its properties.
Certain hypotheses are necessary for the key definition and most results in this
section. We record them as follows:
Notation:
1. We say that the triple (S,A,R) satisfies the connected sum hypotheses (CH) if S and
R are Gorenstein Artin local rings and A is an Artinian local ring such that:
i) R = S/J, A = S/I for ideals I ⊆ J in S and
ii) 0 :S J ⊆ I.
Since S is Gorenstein and maps onto R, ωR ' 0 :S J. Since R is Gorenstein, ωR is cyclic.
Write 0 :S J = (w)S. Thus (ii) can be rephrased as
ii)′ w ∈ I.
2. We say that the pair (S,R) satisfies (CH) if the triple (S,R,R) satisfies (CH), i.e., S
and R are Gorenstein Artin local rings such that R = S/J and 0 :S J ⊆ J.
The following example illustrates some cases where the above hypotheses hold.
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Example 4.6.
1. Let (S,m,k) be a Gorenstein Artin local ring that is not a field. Since k = S/m and
0 :S m = soc(S)⊆m, we see that the pair (S,k) satisfies (CH).
2. Suppose the triple (S,A,R) satisfies (CH). Then so does the pair (S,R).
3. Suppose the pair (S,R) satisfies (CH). Write R = S/J. Then (w) = 0 :S J ⊆ J. Let
I ⊆ S be an ideal such that w ∈ I ⊆ J. Then the triple (S,S/I,R) satisfies (CH).
4. (= (1) + (3)) In particular, if (S,m,k) is a Gorenstein Artin local ring that is not
a field and I ⊆ S is a non-zero ideal, then the triple (S,S/I,k) satisfies (CH), since
(0 :S m) = soc(S) is contained in every non-zero ideal of S.
Setup 4.7. We will use the following setup in this section: (Si,Ri,R), i = 1,2, sat-
isfy (CH). Write Ri = Si/Ii,R = Si/Ji and (wi) = 0 :Si Ji. Then wi ∈ Ii ⊆ Ji and hence
(w1,−w2) ∈ S1×R S2.
Note that since each Si is Gorenstein, (0 :Si wi) = Ji.
Definition 4.8. Suppose (S1,R) and (S2,R) satisfy (CH). With notations as in Setup 4.7,
we define a connected sum of S1 and S2 over R, denoted S1#RS2, as (S1×R S2)/(S1×R
S2)(w1,−w2).
Note: The definition of a connected sum depends on the generator wi of 0 :Si Ii chosen.
Hence a connected sum is unique up to a unit in S1×S2.
The following lemma helps us compute the length of a connected sum of two Goren-
stein Artin local rings.
Lemma 4.9. Suppose (S1,R) and (S2,R) satisfy (CH). With notations as in Setup 4.7,
λ ((w1,−w2)(S1×R S2)) = λ (R).
Proof. We will first show that (w1,−w2)(S1×R S2)' (w1)S1. Let πi : Si −→ R be the
natural surjective maps and W = (w1,−w2)(S1×R S2). Consider the map φ : W −→
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(w1)S1 given by (s1,s2)(w1,−w2) 7→ s1w1. Given s1 ∈ S1, there is an element s2 ∈ S2
such that π1(s1) = π2(s2) in R. Hence (s1,s2) ∈ S1×R S2, thus φ((s1,s2)(w1,−w2)) =
s1w1 which proves that φ is onto.
Now suppose φ((s1,s2)(w1,−w2)) = 0. Then s1w1 = 0, i.e., s1 ∈ 0 :S1 w1 = J1. By
Remark 4.2(3), this forces s2 ∈ J2 = 0 :S2 w2. Thus s2w2 = 0, i.e., (s1,s2)(w1,−w2) = 0
in W proving the injectivity of φ .
This proves that φ is an isomorphism. Since (w1)S1 ' ωR with notations and as-
sumptions as in Setup 4.7, we see that (w1,−w2)(S1×R S2) ' ωR proving the lemma.
As a consequence of Lemma 4.9, we see that λ (S1#RS2) = λ (S1×k S2)− λ (R).
Thus we have
λ (S1#RS2) = λ (S1)+λ (S2)−2λ (R).
The following theorem is why we are interested in studying connected sums of two
Gorenstein Artin local rings.
Theorem 4.10. Let S1 and S2 be two Gorenstein Artin local rings, neither of which
is isomorphic to its residue field. Let R = Si/Ji be a Gorenstein Artin quotient of Si,
i = 1,2 such that (wi) = (0 :Si Ji)⊆ Ji, i.e., the pairs (Si,R) satisfies (CH). Then S1#RS2
is a Gorenstein Artin local ring.
We need the following lemmas in our proof of Theorem 4.10.
Lemma 4.11. Suppose (S1,R) and (S2,R) satisfy (CH). Let (s1,s2) ∈ S1×R S2 be such
that its image in S1#RS2 is in soc(S1#RS2). Then si ∈mi.
Proof. Let the notations be as in Setup 4.7 and let π be the natural projection from
S1×R S2 onto S1#RS2. Suppose s1 is a unit in S1. Then by Remark 4.2(3), (s1,s2)
is a unit in S1×R S2. Since π(s1,s2) ∈ soc(S1#RS2) is also a unit, S1#RS2 ' k. This
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shows that (S1×R S2)(w1,−w2) is the unique maximal ideal in S1×R S2. Thus (wi) is
the maximal ideal of Si. Since wi ∈ Ji ⊆ mi,R ' Si/Ji ' k. Now Ji ' mi implies that
(wi) = (0 :Si mi) = soc(Si). Hence λ (mi) = 1. Thus λ (S1#RS2) = 2 which contradicts
the fact that λ (S1#RS2)' k.
Therefore s1 ∈m1. A similar argument shows that s2 ∈m2.
Lemma 4.12. Suppose (S1,R) and (S2,R) satisfy (CH). With notations as in Setup 4.7,
soc(S1×R S2)∩ (S1×R S2)(w1,−w2) 6= 0, where (wi) = (0 :Si Ji).
Proof. Since S1 is Gorenstein, there is an element u1 ∈ S1 such that (u1w1) = soc(S1).
Let πi : Si −→ R be the natural projection maps. Choose u2 ∈ S2 such that π1(u1) =
π2(u2).
We will now show that u2w2 ∈ soc(S2). Let x2 ∈ m2. Choose x1 ∈ m1 such that
π1(x1) = π2(x2). Since (u1w1)x1 = 0,u1x1 ∈ J1. This forces u2x2 ∈ J2 by Remark
4.2(3). Hence (u2x2)w2 = 0, i.e., u2w2 ∈ soc(S2).
Since (u1,u2)∈ S1×R S2 and soc(S1×R S2)= soc(S1)⊕soc(S2), 0 6=(u1w1,−u2w2)∈
soc(S1×R S2)∩ (S1×R S2)(w1,−w2).
Proof of Theorem 4.10. We will prove that soc(S1×R S2) maps onto soc(S1#RS2). The
facts that
soc(S1#RS2) 6= 0, λ (soc(S1×R S2) = 2 and soc(S1×R S2)∩ (S1×R S2)(w1,−w2) 6= 0,
force λ (soc(S1#RS2)) = 1 proving the theorem.
Let π be the natural projection from S1×R S2 onto S1#RS2. Let (s1,s2) ∈ S1×R S2
be such that π(s1,s2) ∈ soc(S1#RS2). We want to show that (s1,s2) ∈ soc(S1×R S2)+
(S1×R S2)(w1,−w2).
Claim 1: si ∈ wiSi, i = 1,2.
By Lemma 4.11, si ∈ mi. Let (ti) = soc(Si). For every j1 ∈ J1, there is an element
(u1,u2) ∈ S1×R S2 such that (s1,s2)( j1, t2) = (u1,u2)(w1,−w2). Now s2t2 = 0 yields
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u2w2 = 0, i.e., u2 ∈ J2. By Remark 4.2(3), this happens if and only if u1 ∈ J1 which
forces s1 j1 = 0. Thus s1 ∈ (0 :S1 J1) = w1S1. Similarly, we can show that s2 ∈ w2S2,
proving Claim 1. Write s1 = r1w1 and s2 = r2w2 for some r1 ∈ S1 and r2 ∈ S2. Note
that (r1,r2) need not be in S1×R S2. However, we do have the following:
Claim 2: (π1(r1)+π2(r2)) ∈ soc(R).
Let x ∈ πi(mi), which is the unique maximal ideal of R. Choose xi ∈ mi such that
πi(xi) = x. Since π(r1w1,r2w2) ∈ soc(S1#RS2), there exist t1 ∈ S1 and t2 ∈ S2 satisfying
π1(t1) = π2(t2) such that (r1w1,r2w2)(x1,x2) = (t1, t2)(w1,−w2). Thus (r1x1− t1)w1 =
0 and (r2x2 + t2)w2 = 0 which forces r1x1− t1 ∈ 0 :S1 w1 = I1 and r2x2 + t2 ∈ 0 :S2 w2 =
I2. Thus π1(r1x1) = π1(t1) = π2(t2) =−π2(r2x2), i.e., (π1(r1)+π2(r2))x = 0. Since x
is an arbitrary element in the maximal ideal of R, Claim 2 is proved.
Choose vi ∈ Si such that πi(vi) = π1(r1)+ π2(r2). Then π1(r1) = π2(v2− r2). i.e.,
(r1,v2− r2) ∈ S1×R S2. Rewrite
(s1,s2) = (r1w1,r2w2) = (r1,v2− r2)(w1,−w2)+(0,v2)(w1,w2). (∗)
Claim 3: v2w2 ∈ soc(S2). Let x2 ∈ m2. Then π2(v2x2) = 0 since π2(v2)soc(R). Thus
v2x2 ∈ J2 = (0 :S−2 w2). Thus (v2w2)x2 = 0, which gives us v2w2 ∈ soc(S2) proving
Claim 3.
As a consequence of Claim 3, we see that (0,v2)(w1,w2) ∈ soc(S1×R S2). Thus by
(∗), (s1,s2) ∈ (S1×R S2)(w1,−w2)+ soc(S1×R S2), proving the proposition. 
Since a connected sum is a Gorenstein Artin local ring, one can use this notion in
the study of Gorenstein colength. We first see some properties of connected sums and




1. By Remark 4.2(4), since (wi) ⊆ Ji, we see that the map (S1×R S2) −→ Si/(wi)
factors through S1#RS2. Thus S1/(w1)' (S1#RS2)/(w1S1,J1)(S1#RS2).
2. Let Ii ⊆ Si be an ideal such that wi ∈ Ii ⊆ Ji. The above map can further be com-
posed with the natural surjection Si/(wi) −→ Si/Ii to see that the map S1×R S2 −→
Si/Ii factors through S1#RS2. Thus S1/I1 ' (S1#RS2)/(I1,J2)(S1#RS2) and S2/I2 '
(S1#RS2)/(J1, I2)(S1#RS2).
Proposition 4.14. With notation as in Setup 4.7, S1#RS2 maps onto R and ωR '
(w1,w2)(S1#RS2).
Moreover, the pair (S1#RS2,R) satisfies (CH).
Proof. As a particular case in Remark 4.13(2), note that R' (S1#RS2)/(J1,J2)(S1#RS2)
which proves the first part of the proposition. Now, since S1#RS2 is a Gorenstein Artin
ring and R' (S1#RS2)/(J1,J2)(S1#RS2), we have ωR ' 0 :S1#RS2 (J1,J2). Thus we need
to prove the following:
Claim: 0 :S1#RS2 (J1,J2)(S1#RS2) = (w1,w2)(S1#RS2).
Since S1#RS2 is Gorenstein, it is enough to prove by duality that (J1,J2)(S1#RS2) =
0 :S1#RS2 (w1,w2)(S1#RS2).
Since 0 :Si Ji = (wi), it is clear that (J1,J2)(S1#RS2)⊆ 0 :S1#RS2 (w1,w2)(S1#RS2).
To prove the other inclusion, let (s1,s2) ∈ S1×R S2 be an element whose image in
S1#RS2 is in 0 :S1#RS2 (w1,w2)(S1#RS2), i.e., (s1,s2)(w1,w2)∈ (w1,−w2)(S1×R S2). Let
(s1,s2)(w1,w2) = (c1,c2)(w1,−w2) for some (c1,c2) ∈ S1×R S2. Note that π1(s1) =
π2(s2) and π1(c1) = π2(c2), where πi : Si −→ R are the natural projections.
Thus we see that (s1− c1)w1 = 0 in S1 and (s2 + c2)w2 = 0 in S2, which forces
s1− c1 ∈ 0 :S1 w1 = J1 and s2 + c2 ∈ 0 :S2 w2 = J2. Hence π1(s1− c1) = 0 and π2(s2 +
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c2) = 0. Therefore π2(c2) = π1(c1) = π1(s1) = π2(s2) =−π2(c2) which forces each of
the terms to be zero. Thus πi(si) = 0 which gives si ∈ Ji, proving the claim.
Since R' (S1#RS2)/(J1,J2)(S1#RS2), 0 :S1#RS2 (J1,J2)(S1#RS2) = (w1,w2)(S1#RS2) and
(w1,w2) ∈ (J1,J2), the pair (S1#RS2,R) satisfies (CH).
Proposition 4.15. Suppose (S1,R1,R) and (S2,R2,R) satisfy (CH). Then the triple
(S1#RS2,R1×R R2,R) satisfies (CH). Thus
g(R1×R R2)≤ [λ (S1)−λ (R1)]+ [λ (S2)−λ (R2)]−λ (R).
Proof. Let the notation be as Setup 4.7. By Proposition 4.14, the pair (S1#RS2,R)
satisfies (CH). Hence in order to prove that (S1#RS2,R1×R R2,R) satisfies (CH), it is
enough to prove that S1#RS2 maps onto R1×R R2 and if R1×R R2 ' (S1#RS2)/I, then
0 :S1#RS2 (J1,J2)(S1#RS2) = (w1,w2)(S1#RS2)⊆ I.
By Proposition 4.5, there is a surjective map π : S1×R S2 −→ R1×R R2, given by
π(s1,s2) = (π1(s1),π2(s2)) where πi : Si −→ Ri are the natural projections. Note that
since wi ∈ Ii, πi(wi) = 0. Thus π(w1,−w2) = 0 in R1×R R2. Therefore π factors through
S1#RS2 and hence R1×R R2 ' (S1#RS2)/(I1, I2)(S1#RS2). Since (w1,w2)(S1#RS2) ⊆
(I1, I2)(S1#RS2), we see that (S1#RS2,R1×R R2,R) satisfies (CH).
Now since S1#RS2 is a Gorenstein Artin local ring mapping onto R1×R R2, we have
g(R1×R R2) ≤ λ (S1#RS2)−λ (R1×R R2)
= (λ (S1)+λ (S2)−2λ (R))− (λ (R1)+λ (R2)−λ (R))
= [λ (S1)−λ (R1)]+ [λ (S2)−λ (R2)]−λ (R).
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Corollary 4.16. If (Si,Ri,R), i = 1, . . . ,d, satisfy (CH), then (((S1#RS2)#RS3)#R · · ·)#RSd
maps onto R1×R · · ·×R Rd . Thus




[λ (Si)−λ (Ri)]− (d−1)λ (R).
Proof. By Proposition 4.15, we see that if the triples (S1,R1,R) and (S2,R2,R) satisfy
(CH), then the triple (S1#RS2,R1×R2,R) satisfies (CH). Hence by induction on d, we
see that the triple ((((S1#RS2)#RS3)#R · · ·)#RSd,R1×R . . .×R Rd,R) satisfies (CH).
Now, by induction on d, we can see that λ ((((S1#RS2)#RS3)#R · · ·)#RSd)= ∑di=1 λ (Si)−
2(d−1)λ (R) and λ (R1×R · · ·×R Rd) = ∑di=1 λ (Ri)− (d−1)λ (R).
Thus
g(R1×R · · ·×R Rd) ≤ λ ((((S1#RS2)#RS3)#R · · ·)#RSd)−λ (R1×R · · ·×R Rd)
= (∑di=1 λ (Si)−2(d−1)λ (R))− (∑di=1 λ (Ri)− (d−1)λ (R))
= ∑di=1[λ (Si)−λ (Ri)]− (d−1)λ (R).
Let Ji = mi. Then 0 :Si mi = soc(Si) is contained in every non-zero ideal of Si. Thus
we get the following as immediate corollaries of Proposition 4.15.
Corollary 4.17. Let (S1,m1,k), (S2,m2,k) be Gorenstein Artin local rings, (R1,mR1,k),
(R2,mR2 ,k) be Artinian local rings such that each Ri is a quotient of Si by a non-zero
ideal, say Ii. Then S1#kS2 maps onto R1×k R2.
Proof. The fact that Ii 6= 0 and soc(Si) ⊆ Ii ensures that the triples (Si,Ri,k) satisfy
(CH). Thus the corollary follows from Proposition 4.15.
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Corollary 4.18. Let (R′′,m,k) be a Teter ring. If (R′,m′,k) is any Artinian local ring
and S′ is a Gorenstein Artin local ring mapping onto R′ such that λ (R′) < λ (S′), then
g(R′×k R′′)≤ λ (S′)−λ (R′).
In particular, if R′ is not Gorenstein, then g(R′×k R′′)≤ g(R′).
Proof. Let S′′ be a Gorenstein Artin local ring such that R′′ ' S′′/soc(S′′). Since
λ (S′′)−λ (R′′) = 1 and λ (k) = 1, by Proposition 4.15, g(R′×k R′′)≤ λ (S′)−λ (R′).
The last part can be proved by taking S′ to be a Gorenstein Artin local ring mapping
onto R′ such that λ (S′)−λ (R′) = g(R′).
4.3 Some Special Cases
In this section we look more closely at fibre products and connected sums of Artinian
quotients of polynomial rings over a field k.
Theorem 4.19. Let R1 = k[x1, . . . ,xm]/J1 and R2 = k[y1, . . . ,yn]/J2 be Artinian local
quotients of polynomial rings over k. Then
R1×k R2 ' k[x,y]/(J1,J2,xiy j : 1≤ i≤ m,1≤ j ≤ n).
Proof. Let T = k[x,y]. Note that R1' T/(J1,y), R2' T/(J2,x), (J1,y)+(J2,x) = (x,y)
and (J1,y)∩ (J2,x) = (J1,J2,xiy j). Hence the theorem follows by Corollary 4.4 by
taking R′ = T/(J1,J2,xiy j), I1 = (J1,y1, . . . ,yn) and I2 = (J2,x1, . . . ,xm).
The following corollary is immediate from the above theorem.
Corollary 4.20. Let R1 and R2 be standard graded Artinian local quotients of polyno-
mial rings over k. Then R1×k R2 is also graded.
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Moreover, if the Hilbert series of R1 and R2 are 1 + ∑mi=1 hit




spectively, then the Hilbert function of R1×k R2 is 1+∑mi=1 hit i +∑ni=1 h′it i. Thus
H(R1×k R2, t) = H(R1, t)+H(R2, t)−1 = H(R1, t)+H(R2, t)−H(k, t).
Remark 4.21. Let (S1,m1,k) and (S2,m2,k) be two Gorenstein Artin local rings that
are not isomorphic to k. By Example 4.6(1), the pairs (S1,k) and (S2,k) satisfy (CH)
and hence we can define S1#kS2.
Let (∆i) = soc(Si) = (0 :Si mi). Then S1#kS2 = (S1×k S2)/(∆1,−∆2)(S1×k S2).
Theorem 4.22. Let S1 = k[x1, . . . ,xm]/J1 and S2 = k[y1, . . . ,yn]/J2 be Gorenstein Artin
local quotients of polynomial rings over k. Then
S1#kS2 ' k[x,y]/(J1,J2,∆1−∆2,xiy j : 1≤ i≤ m,1≤ j ≤ n),
where (∆i) = soc(Si).
Proof. By the previous remark, we see that S1#kS2 = (S1×k S2)/(∆1,−∆2)(S1×k S2).
By Theorem 4.19, we know that S1×k S2 ' k[x,y]/(J1,J2,xiy j : 1≤ i≤ m,1≤ j ≤ n),
which proves the theorem.
As an immediate corollary, we see that the following holds.
Corollary 4.23. Let S1 and S2 be standard graded Artinian local quotients of polyno-
mial rings over k such that Max(S1) = Max(S2). Then S1#kS2 is also graded.
Furthermore, if the Hilbert series of S1 and S2 are 1 + ∑mi=1 hit












H(S1#kS2, t) = H(S1, t)+H(S2, t)−1− tm = H(S1, t)+H(S2, t)− (1− tm)H(k, t).
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Remark 4.24. Let k be a field of characteristic zero, S1 and S2 be Gorenstein Artin local
quotients of k[x1, . . . ,xm] and k[y1, . . . ,yn] respectively. Let E1 = k[X1, . . . ,Xm] and E2 =
k[Y1, . . . ,Yn]. With the notation as in Section 1.4, there are polynomials F(X1, . . . ,Xm)∈
E1 and G(Y1, . . . ,Yn) ∈ E2 which correspond to S1 and S2 respectively.
Since S1#kS2 is a Gorenstein Artin quotient of k[x,y], it corresponds to a polynomial
H(X ,Y ) ∈ E = k[X ,Y ].
Using Theorem 4.22, it can be easily seen that H = F +G.
4.4 Further Applications of Connected Sums
In Section 4.2, we used connected sums to give bounds on the Gorenstein colength of
fibre products. In this section, we study some more applications of connected sums.
The First Application
The first application of connected sums is to prove the following:
Theorem 4.25. Let (R,m,k) be an Artinian local ring which is not Gorenstein. Let
n≥ 0 be any integer. Then there is a Gorenstein Artin ring S mapping onto R such that
λ (S) = n+g(R)+λ (R).
Proof. There is a Gorenstein Artin ring S′ 6= R mapping onto R such that λ (S′)−
λ (R) = g(R), by definition of g(R). Since S′ 6= R, we can write R = S′/I for some
non-zero ideal I in S′. Since every non-zero ideal in S′ contains soc(S′), S′/soc(S′)
maps onto R.
Let S′′ = k[x]/(xn+2) where x is an indeterminate over k. Then λ (S′′) = n + 2. By
Remark 4.13(2), S = S′#kS′′ maps onto S′/soc(S′) and hence onto R. Now λ (S) =
λ (S′′)+λ (S′)−2 = n+g(R)+λ (R), proving the theorem.
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From the proof of the above theorem one can extract the following remark by taking
n = 1.
Remark 4.26. Let (R,m,k) be an Artinian local ring and S 6= R be a Gorenstein Artin
ring mapping onto R. Then there is a Gorenstein Artin local ring S′′ mapping onto R
such that λ (S′′) = λ (S)+1.
The Second Application
In the following theorem, we prove the n = 2 case of Theorem 3.16 for an arbitrary
regular local ring. We prove:
Theorem 4.27. Let (T,m,k) be a regular sequence of dimension d and f1, . . . , fd be a
system of parameters in T . Then g(T/( f1, . . . , fd)2)≤ λ (T/( f1, . . . , fd)).
Before we begin the proof, we would like to state the key properties being used in
this proof.
Remark 4.28. With notations as in Theorem 4.27, let bi = ( f1, . . . , fi)2 +( fi+1, . . . , fd)
and ci = ( f1, . . . , fi−1, f 2i , fi+1, . . . , fd).
1. For each i, bi∩ ci+1 = bi+1 and bi + ci+1 = ( f1, . . . , fd).
2. Let Si = T/( f1, . . . , fi−1, f 3i , fi+1, . . . , fd). Then Si is a Gorenstein Artin ring mapping
onto T/ci. Furthermore λ (Si)−λ (T/ci)
= λ (( f1, . . . , fi−1, f 2i , fi+1, . . . , fd)/( f1, . . . , fi−1, f
3
i , fi+1, . . . , fd)) = λ (T/( f1, . . . , fd)).
Proof of Theorem 4.27. Let R = T/( f1, . . . , fd). With notation as in the above remark,
we see by Corollary 4.4 and Remark 4.28(1) that for each i, T/bi ' T/bi−1×R T/ci.
Thus, we have
T/( f1, . . . , fd)2 = T/bd ' (((T/c1×R T/c2)×R T/c3)×R · · ·)×R T/cd.
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Since (Si,T/ci,R), i = 1, . . . ,d, satisfy (CH), Corollary 4.16 shows that
g(T/( f1, . . . , fd)2)≤ ∑di=1[λ (Si)−λ (T/ci)]− (d−1)λ (R). Thus, by Remark 4.28(2),
g(T/( f1, . . . , fd)2)≤ λ (R), proving the theorem. 
The Third Application
The main goal in the rest of this section is to prove the following extension of the
Huneke-Vraciu theorem (Theorem 0.3):
Theorem 4.29. Let (R,m,k) be an Artinian local ring with canonical module ω . As-
sume further that 2 is invertible in R. If ω maps onto m, then g(R)≤ 1.
We use connected sums and the following remark (which is a corollary of Teter’s theo-
rem) in the proof of Theorem 4.29.
Remark 4.30. Let (R,m,k) be an Artinian local ring of length 2. Then
1) R is Gorenstein.
2) R is a Teter ring.
Lemma 4.31. Let (R,m,k) be an Artinian local ring and a, a′ and a′′ ideals in R such
that a = a′⊕a′′. Then ωR = (0 :ωR a′) + (0 :ωR a′′).
Proof. Since a = a′⊕ a′′, (0 :ωR a) = (0 :ωR a′)∩ (0 :ωR a′′′). Thus the fact that (0 :ωR
a)' ωR/a and
λ ((0 :ωR a
′)∩ (0 :ωR a
′′))+λ ((0 :ωR a
′)+(0 :ωR a
′′)) = λ ((0 :ωR a




λ (ωR/a)+λ ((0 :ωR a
′)+(0 :ωR a
′′)) = λ (R/a′)+λ (R/a′′)
= 2λ (R)− (λ (a′)+λ (a′′))
= 2λ (R)− (λ (a′+a′′)+λ (a′∩a′′))
= λ (R)+λ (R/a),
since a′+a′′ = a and a′∩a′′ = 0. This proves the lemma since λ (R/a) = λ (ωR/a) and
λ (R) = λ (ωR).
Proposition 4.32. Let (R,m,k) be an Artinian local ring, I = 〈soc(R)∩ (m \m2)〉. If
ωR maps onto m, then ωR/I maps onto m/I.
Proof. Let m be minimally generated by (x1, . . . ,xr,y1, . . . ,ys), where xi /∈ soc(R) and
y j ∈ soc(R). Then I = (y1, . . . ,ys)' ks. Let I′ = (x1, . . . ,xr). Note that m = I⊕ I′. Then
ωR/I ' (0 :ωR I) and ωR/I′ ' (0 :ωR I′). Thus, to prove the proposition, it is enough to
show that (0 :ωR I) maps onto m/I.
Claim 1: φ((0 :ωR I
′))⊆ soc(R).
Since m2(R/I′) = 0, m2(0 :ωR I
′) = 0. Thus m(0 :ωR I
′)∈ soc(ω). Note that by counting
lengths, ker(φ) 6= 0, hence soc(ω) ⊆ ker(φ). Thus φ(m(0 :ωR I′)) = 0, i.e., φ((0 :ωR
I′))⊆ soc(R).
Let π : m−→m/I be the natural projection and let α denote the surjective map π ◦φ :
ωR −→m/I.
Claim 2: α(0 :ωR I) = m/I.
As m = I⊕ I′, by Lemma 4.31, we have ωR = (0 :ωR I)+(0 :ωR I′). Hence α(0 :ωR
I)+ α(0 :ωR I
′) = m/I. But by Claim (1), α(0 :ωR I
′) ⊆ soc(R/I). Since soc(R/I) ⊆
m(m/I), we have m/I = α(0 :ωR I)+m(m/I). Therefore, by NAK, Claim (2) is proved.
Thus ωR/I ' (0 :ωR I) maps onto m/I.
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The following is a well-known theorem. We give a different proof using connected
sums.
Theorem 4.33. Let (R,m,k) be an Artinian local ring such that m2 = 0. Then R is a
Teter ring. Moreover, if µ(m)≥ 2, then g(R) = 1.
Proof. Let m be minimally generated by (y1, . . . ,ys). Induce on s. If s = 1, then by
Remark 4.30, R is a Teter ring.
Suppose s ≥ 2. Set R′ = R/(y1, . . . ,ys−1) and R′′ = R/(ys). Then Corollary 4.4,
R ' R′×k R′′. Since λ (R′) = 2, R′ is a Teter ring. By induction, R′′ is a Teter ring.
Write R′ = S′/soc(S′) and R′′ ' S′′/soc(S′′), where S′ and S′′ are Gorenstein Artin
rings. Therefore, by Corollary 4.17, S′#kS′′ is a Gorenstein Artin local ring mapping
onto R' R′×k R′′. Moreover, since λ (S′#kS′′)−λ (R) = 1, we see that R is a Teter ring.
If µ(m) = s≥ 2, then R is not Gorenstein. Hence g(R) = 1 in this case.
We are now ready to prove Theorem 4.29.
Proof of Theorem 4.29. Let m be minimally generated by (x1, . . . ,xr,y1, . . . ,ys), where
xi /∈ soc(R) and y j ∈ soc(R). Let I = (y1, . . . ,ys) and I′ = (x1, . . . ,xr). Since m = I⊕ I′,
by Corollary 4.4, R' R/I×k R/I′.
If r = 0, then the result follows from Theorem 4.33. If s = 0, then the theorem
follows from the Huneke-Vraciu theorem. Hence we can assume that both I and I′ are
non-zero ideals in R.
Now, by Proposition 4.32, ωR/I maps onto m/I. Moreover soc(R/I) ⊆ (m/I)2.
Hence by the Huneke-Vraciu theorem, there is a Gorenstein Artin ring S mapping onto
R/I such that λ (S)− λ (R/I) = 1. Moreover, by Theorem 4.33, R/I′ is a Teter ring.





Let (R,m) be a Cohen-Macaulay local ring of dimension d with infinite residue field k.
Let I be an m-primary ideal and J = (x1, . . . ,xd) be a minimal reduction of I. In [23],
P. Valabrega and G. Valla show that the condition In∩ J = JIn−1 holds for all n if and
only if the associated graded ring grR(I) = R/I⊕ I/I2⊕·· · is Cohen-Macaulay.
In [20], M. Rossi studies the condition J∩ Ik = JIk−1 for all k≤ n. We use the same
terminology as Rossi, in particular the we define the following:
Definition 5.1. ([20])
a) Let (R,m,k) be a Noetherian local ring, I an m-primary ideal and J be a minimal
reduction of I. We say that I is n-standard with respect to J if J ∩ Ik = JIk−1 for all
k ≤ n.
b) We say is I is n-standard if I is n-standard with respect to every minimal reduction J
of I.
Remark 5.2.
1) Every ideal is 1-standard.
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2) Let (R,m,k) be a Cohen-Macaulay local ring with infinite residue field, J be a min-
imal reduction of m. It is well-known that m2 ∩ J = Jm, for example see Proposition
8.3.3(1) in [21]. Thus m is 2-standard.
3) An n-standard ideal is k-standard for 1≤ k ≤ n.
Remark 5.3.
1. Let (R,m,k) be a Cohen-Macaulay local ring, J a minimal reduction of m and R̂ be
the m-adic completion. Since the extension R−→ R̂ is faithfully flat, J∩mn = Jmm−1
if and only if Ĵ∩ m̂n = Ĵ m̂n−1, where ̂ = ⊗ R̂.
2. By Lemma 8.1.3 in [21], we see that J is a reduction of m if and only if Ĵ is a
reduction of m̂. Hence by (1), m is n-standard with respect to J in R if and only if m̂ is
n-standard with respect to Ĵ in R̂.
5.2 Preliminaries
Koszul Homology
Let G = ⊕i≥0Gi be a graded ring with x1, . . . ,xd ∈ G1. Let K•(x1, . . . ,xk;G) be the
Koszul complex on x1, . . . ,xk over G. Then K•(x1, . . . ,xk;G) is:
0→ G[−k]→ G[−k +1]⊕d → ··· → G[−2]⊕(
d
2)→ G[−1]⊕d (x1,...,xk)−→ G→ 0
Remark 5.4.
1. There is a short exact sequence of complexes
0−→K•(x1, . . . ,xk−1;G)−→K•(x1, . . . ,xk;G)−→K•(x1, . . . ,xk−1;G)[−1]−→ 0.
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2. Let Hi( ;G) be the ith Koszul homolgy. The above short exact sequence of Koszul
complexes gives a long exact sequence on the Koszul homologies:
Hi(x1, . . . ,xk−1;G)
·xk→Hi(x1, . . . ,xk−1;G)→Hi(x1, . . . ,xk;G)→Hi−1(x1, . . . ,xk−1;G)
·xk→
3. Let Hi(x1, . . . ,xk) j be the jth graded piece of Hi. Since all the maps in the above long
exact sequence are of degree zero and deg(xk) = 1, the long exact sequence breaks up
into the following graded pieces:
Hi(x1, . . . ,xk−1) j−1
·xk→ Hi(x1, . . . ,xk−1) j→ Hi(x1, . . . ,xk) j→ Hi−1(x1, . . . ,xk−1) j−1
·xk→
4. Notice that the ith Koszul homology Hi(x1, . . . ,xk;G) is a subquotient of G[−i]⊕(
k
i),
thus if the image of (r1, . . . ,r(ki)
) is in Hi(x1, . . . ,xk;G) j, then deg(rl) = j− i as an ele-
ment of G.
5. We have, Hi(x1, . . . ,xk;G) = 0 for i > k. By (4), we also see that Hi( ;G) j = 0 for
j < i.
6. The vector (r1, . . . ,rk) is zero in H1(x1, . . . ,xk;G) if it can be written as a linear























where si j ∈ G.
Rearranging, we see that this happens if and only if (r1, . . . ,rk) = (x1, . . . ,xk)S, where
S is the skew-symmetric matrix

0 −s12 · · · −s1k
s12 0 · · · −s2k
... . . .
...
s1k s2k · · · 0

Lemma 5.5. With notations as in the above remark, if Hi(x1, . . . ,xk;G) j = 0 for all
k ≤ n, then Hi+1(x1, . . . ,xk;G) j+1 = 0 for all k ≤ n.
Proof. By looking at the long exact sequence of the Koszul homologies, we see that
Hi+1(x1, . . . ,xk;G) j+1 = 0 if Hi(x1, . . . ,xk;G) j = 0 and Hi+1(x1, . . . ,xk−1;G) j+1 = 0.
Now Hi(x1, . . . ,xk;G) j = 0 by the hypothesis and Hi+1(x1, . . . ,xk−1;G) j+1 = 0 by in-
duction on k.
We use the following notion in Proposition 5.8.
Definition 5.6. We say that a ring R is connected in codimension 1 if given any two
minimal primes p and q in R, there is a sequence of minimal primes p = p1, . . . ,pk = q
such that ht(pi +pi+1)≤ 1.
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Remark 5.7. We use this remark in our proof of Propostion 5.8.
1. Let (x1, . . . ,xd) be a system of parameters in a Noetherian ring G. Let yi = xi +
∑
d
j=r+1 ai jx j for i = 1, . . . ,r and yi = xi for r < i ≤ d where ai j ∈ G. Then, since
(y1, . . . ,yd) = (x1, . . . ,xd), (y1, . . . ,yd) is also a system of parameters. Thus we see
that ht(y1, . . . ,yr) = r.
2. Let S be a matrix of units in G such that rank(S) = r. Let I be the ideal generated
by the d components of the vector (x1, . . . ,xd)S. Without loss of generality, we may
assume that S is in its reduced row echelon form. Observe that by reordering the x’s
if necessary, I = (y1, . . . ,yr), where yi is of the form xi + ∑dj=r+1 ai jx j for i = 1, . . . ,r.
Thus, by (1), ht(I) = r = rank(S).
Proposition 5.8. Let G = ⊕i≥0Gi be a graded ring with x1, . . . ,xd ∈ G1. Suppose
that G is reduced and connected in codimension 1. Let Min(G) = {p1, . . . ,pl} be
the set of minimal primes of G. If H1(x1, . . . ,xk;G/pi)≤2 = 0 for i = 1, . . . , l, then
H1(x1, . . . ,xk;G)≤2 = 0.
Proof. Let (r1, . . . ,rk) ∈ H1(x1, . . . ,xk;G)≤2, i.e., ∑ki=1 rixi = 0 in G with deg(ri) < 2.
Let ¯ denote going modulo pi. Since (r̄1, . . . , r̄k)∈H1(x1, . . . ,xk;G/pi)≤2 = 0 for each i,
we can write (r1, . . . ,rk) = (x1, . . . ,xk)Si +(pi1, . . . , pik), where Si is a skew-symmetric
matrix with entries in G and pin ∈ pi, n = 1, . . . ,k.
Now since G is connected in codimension 1, given any two minimal primes p and
q in G, there is a sequence of ideals p = pi1, . . . ,pim = q such that ht(pin +pin+1)≤ 1.
Claim: Sin = Sin+1.
If Sin 6= Sin+1, then Sin− Sin+1 is a non-zero skew-symmetric matrix, i.e., it has a
2× 2 minor of the form
 0 r
r 0
 where r 6= 0. Thus rank(Sin− Sin+1) ≥ 2. Since
(x1, . . . ,xk)(Sin−Sin+1)∈ pin+pi,n+1, we see by Remark 5.7(2) that rank(Sin−Sin+1)≥
2 forces ht(pin +pin+1)≥ 2. This contradiction proves the claim.
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Thus we have Sp = Sq. Since (p1, . . . , pk)− (q1, . . . ,qk) = (x1, . . . ,xk)(Sp−Sq), this
forces (pm1, . . . , pmk) = (pn1, . . . , pnk) for 1≤ m,n≤ l.
Let Si = S and (pi1, . . . , pik) = (p1, . . . , pk), i = 1, . . . , l. Thus pn ∈ ∩li=1pi = 0 for
n = 1, . . . ,k, since G is reduced. Therefore we have (r1, . . . ,rk) = (x1, . . . ,xk)S. This
proves that (r1, . . . ,rk) = 0 in H1(x1, . . . ,xk;G) proving the lemma.
Proposition 5.9. Let G = ⊕i≥0Gi be a graded ring with x1, . . . ,xd ∈ G1. Then with
notations as above, H1(x1, . . . ,xk;G)≤n = 0 for 1 ≤ k ≤ l if and only if (x1, . . . ,xk−1) :
xk ⊆ (x1, . . . ,xk−1)+⊕i≥nGi for 1≤ k ≤ l.
Proof. Firstly assume that (x1, . . . ,xk−1) : xk ⊆ (x1, . . . ,xk−1)+⊕i≥nGi for 1 ≤ k ≤ l.
We want to prove that H1(x1, . . . ,xk;G)≤n = 0 by induction on k.
When k = 1, we see that (0 :G x1) ⊆ ⊕i≥nGi. Note that H1(x1;G) ' (0 :G x1)[−1].
Hence H1(x1;G)≤n = 0.
Let (r1, . . . ,rk) ∈ H1(x1, . . . ,xk;G) j for some j ≤ n, where k > 1 Thus we have ri ∈
G j−1 and ∑ki=1 rixi = 0 in G j. Thus rk ∈ (x1, . . . ,xk−1) :G xk ⊆ (x1, . . . ,xk−1)+⊕i≥nGi
by assumption. Thus rk = ∑k−1i=1 sixi + sk where sk ∈ ⊕i≥nGi. By degree arguments, we
may assume that si ∈ G j−2, i = 1, . . . ,k−1 and sk = 0 in G.
Thus 0 = ∑k−1i=1 (ri + sixk)xi. By induction (r1, . . . ,rk−1)+ (xks1, . . . ,xksk−1) = 0 in
H1(x1, . . . ,xk−1;G). Thus, by Remark 5.4(6), we see that there is a (k− 1)× (k− 1)
skew-symmetric matrix S with entries in G such that (r1, . . . ,rk−1)+(xks1, . . . ,xksk−1)=





















which shows by Remark 5.4(6) that (r1, . . . ,rk) = 0 in H1(x1, . . . ,xk;G).
The Associated Graded Ring
Let G = grR(I) = R/I⊕ I/I2⊕·· · be the associated graded ring of I. If s ∈ R is an
element such that s ∈ Ik \ Ik+1, we let s′ denote s+ Ik+1, the leading form of s in G. Let
J = (x1, . . . ,xd) be a minimal reduction of I.
Proposition 5.10. Let (R,m,k) be a Cohen-Macaulay local ring, I an m-primary ideal
and J = (x1, . . . ,xd) a minimal reduction of I and G = grR(I) be the graded ring as-
sociated to I. With notations as in the discussion above, the ideal I is n-standard with
respect to J if and only if H1(x′1, . . . ,x
′
k;G) j = 0 for j < n and 0≤ k ≤ d.
Proof. Assume that I is n-standard with respect to J. Suppose that for j < n and 0 ≤
k ≤ d, (r′1, . . . ,r′k) ∈ H1(x
′
1, . . . ,x
′






i = 0 in G, where deg(r
′
i) = j− 1.
Thus ∑rixi ∈ I j+1∩J = JI j, i.e., we can write ∑ki=1 rixi = ∑di=1 sixi, where si ∈ I j. Thus
there is a skew-symmetric k× k matrix Sk such that
(r1, . . . ,rk) = (x1, . . . ,xk)Sk +(s1, . . . ,sk).










j−1, which means that (r
′
1, . . . ,r
′
k) = 0 in
H1(x′1, . . . ,x
′
k;G) j for j < n.
Conversely, suppose ∑ki=1 rixi ∈ I j for some j≤ n, with ri /∈ I j−1. Then ∑ki=1 r′ix′i = 0




1, . . . ,x
′
k;G)≤ j−1 = 0, i.e., there is a skew-symmetric
k× k matrix Sk with entries in R such that (r′1, . . . ,r′k) = (x′1, . . . ,x′k)S′k in G
⊕d
≤ j−1, i.e.,
(r1, . . . ,rk) = (x1, . . . ,xk)Sk + (s1, . . . ,sk) for some si ∈ I j−1. Thus ∑rixi = ∑sixi ∈
JI j−1, for each j ≤ n, i.e., I is n-standard with respect to J.
As a consequence, we get the following theorem of Valabrega and Valla([23], The-
orem 2.3).
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Corollary 5.11. Let (R,m,k) be a Cohen-Macaulay local ring, I an m-primary ideal
and J = (x1, . . . ,xd) a minimal reduction of I and G = grR(I) be the graded ring as-
sociated to I. With notations as in the discussion above, then x′1, . . . ,x
′
d is a regular
sequence in G (and hence G is Cohen-Macaulay) if and only if In∩J = In−1J for all n.
Corollary 5.12. Let (R,m,k) be a Cohen-Macaulay local ring with infinite residue
field and J = (x1, . . . ,xd) be a minimal reduction of m. With notations as above,
Hi(x′1, . . . ,x
′
k;G)i = 0 for all k.
Proof. As noted before in Remark 5.2(2), J∩m2 = Jm. Hence by the Proposition 5.10,
H1(x′1, . . . ,x
′




Consequences of n-standardness and 3-standardness of
the maximal ideal
6.1 Invariance of a Length Associated to Minimal Re-
ductions
A general question one can ask is: Let (R,m,k) be a Cohen-Macaulay local ring with in-
finite residue field, I an m-primary ideal and J a minimal reduction of I. Is λ (In/JIn−1)
independent of the minimal reduction J chosen?
A more specific question we ask is the following:
Question 6.1. Given a minimal reduction J of I, when is it true that










Remark 6.2. If (R,m) is a 1-dimensional Cohen-Macaulay local ring with infinite
residue field, by Theorem 6.18 in [24], we see that λ (mn+1/Jmn)= e0(R)−λ (mn/mn+1)
Thus, the Question 6.1 has a positive answer in the 1-dimensional case for I = m since(d−1
i
)
= 0 for i > 0.
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In his paper ([18], Example 2), T. Puthenpurakal gives the following example which
shows that the above formula doesn’t hold in general.
Example 6.3. Let R = k[|x,y|], I = (x7,x6y,x2y5,y7) and J = (x7,y7). In this case,
d = dim(R) = 2. One can use a computer algebra package (we use Macaulay 2) to see
that λ (I3/I2J) = 3 whereas e0(I)+ λ (I/I2)−λ (I2/I3) = 1. Thus the above formula
does not hold even for n = 2 in dimension 2.
Note that in this case I2∩ J = (y14,x2y12,x4y10,x6y8,x7y7,x8y6,x9y5,x12y2,x13y,x14) 6=
(y14,x2y12,x6y8,x7y7,x9y5,x13y,x14) = IJ. Thus I is not 2-standard with respect to J.
In Theorem 6.5, we prove that λ (In+1/JIn) is independent of the minimal reduction
chosen when I is n-standard with respect to J for every minimal reduction J of I by
proving the above formula.
Proposition 6.4. Let (R,m,k) be a Cohen-Macaulay local ring, I an m-primary ideal
and J be a minimal reduction of I. If I is n-standard with respect to J, then for 1≤ k≤ n,


















λ (Ik−i/Ik−i+1) for 1≤ k ≤ n.
Proof. Let J = (x1, . . . ,xd). Since R is Cohen-Macaulay, x1, . . . ,xd is a regular system
of parameters (for example, by Corollary 8.3.9 in [21]). Consider the Koszul complex





k−1)→ ··· → (Ik−1)⊕d (x1,...,xd)→ JIk−1→ 0.
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k−1)→ ··· → (Ik−1/Ik)⊕d (x1,...,xd)→ (JIk−1/JIk)→ 0. (∗)
Observe that the exactness of this complex gives the formula and hence proves the
proposition.
When k = 1, the complex (∗) is 0−→ (R/I)⊕d (x1,...,xd)−→ (J/JI)−→ 0. This is clearly
surjective. Injectivity follows as follows: If ∑rixi ∈ IJ, writing ∑rixi = ∑sixi for si ∈ I,
we see that there is a skew-symmetric matrix S with entries in R such that (r1, . . . ,rd) =
(x1, . . . ,xd)S +(s1, . . . ,sd). Since (x1, . . . ,xd)⊆ I, we get ri ∈ I, proving injectivity.
Let Hi(∗) be the ith homology of the complex (∗). For k > 1, consider the restriction
(Ik−2)⊕(
d
2) −→ (Ik−1)⊕d (x1,...,xd)−→ JIk−1 −→ 0 of the Koszul complex on x1, . . . ,xd . The
fact that x1, . . . ,xd is a regular sequence in R forces the above complex to be exact.
Tensoring with R/I, we see that (Ik−2/Ik−1)⊕(
d
2)→ (Ik−1/Ik)⊕d→ (JIk−1/JIk)→ 0 is






k−1)→ ·· · → (Ik−1/Ik)⊕d
is part of the degree k piece of the Koszul complex K•(x′1, . . . ,x
′
d;G), where G = grR(I)
is the graded ring associated with I and x′i is the image of xi in G1. Thus the homology
Hi(∗) is given by Hi(x′1, . . . ,x′d;G)k for i > 1.
Since I is n-standard with respect to J, by Proposition 5.10, H1(x′1, . . . ,x
′
d;G) j = 0
for j < n. Hence Hi(x′1, . . . ,x
′
d;G) j+i−1 = 0 for j < n by Lemma 5.5. In particular,
Hi(x′1, . . . ,x
′
d;G)k = 0 for each i ≥ 2. This shows that (∗) is exact proving the proposi-
tion.
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The following theorem shows that Question 6.1 has a positive answer when I is
n-standard with respect to J.
Theorem 6.5. Let (R,m,k) be a Cohen-Macaulay local ring with an infinite residue
field k. If I is an m-primary ideal and J is a minimal reduction of I such that J ∩
Ii = JIi−1 for 1 ≤ i ≤ n, then for 0 ≤ k ≤ n, λ (Ik+1/JIk) = e0(I)−λ (Ik/Ik+1)+ (d−


















λ (Ik−i/Ik−i+1). for 0≤ k ≤ n (])
Proof. We prove this by induction on n. For n = 0, since e0(I) = λ (R/J), (]) holds.





for 0≤ k ≤ n−1. Hence we need to prove (]) only for k = n.
We have λ (In+1/JIn) = λ (In/JIn−1) + λ (JIn−1/JIn−2)− λ (In/In+1). By induc-




λ (In−i−1/In−i) and by Proposition 6.4,




λ (In−i/In−i+1) since I is n-standard with respect to












, we get (]) for
k = n.
One can see from the following example that n-standardness is not necessary for a
positive answer to Question 6.1.
Example 6.6. Let R = k[x,y,z](x,y,z)/(xz− y3,z2). Then R is a 1-dimensional Cohen
Macaulay local ring. Consider the minimal reduction J = (x) of m = (x,y,z). We see
that y3 ∈ J∩m3 \Jm2, showing that m is not 3-standard with respect to J. However, by
Remark 6.2, Question 6.1 has a positive answer for m and any minimal reduction J of
m.
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6.2 3-Standardness of the Maximal Ideal: the Prime
Characteristic case
If (R,m) is a Cohen-Macaulay local ring, we know that m is 2-standard by Remark
5.2(2). Example 6.6 shows that the maximal ideal is not 3-standard in general. In this
section, we study conditions under which the maximal is 3-standard in the characteristic
p > 0 case. In particular, we prove the Theorem 6.7 and Corollary 6.11. Just as in the
Valabrega-Valla Theorem, the graded ring associated to the maximal ideal plays a role
in these theorems.
Theorem 6.7. Let G be a standard graded algebra over a perfect field k of positive
characteristic p. Let x1, . . . ,xd be a linear system of parameters in G. If G is an normal
domain, then H1(x1, . . . ,xk;G)≤2 = 0 for 1≤ k ≤ d.
Proof. By the colon-capturing property of tight closure, (cf. [7], Theorem 3.1), we see
that (x1, . . . ,xk−1) :G xk ⊆ (x1, . . . ,xk−1)∗ for 1≤ k ≤ d.
Let m = G>0. Now by Theorem 0.9, since (x1, . . . ,xk−1)⊆m but not in m2, we get
(x1, . . . ,xk−1)∗ ⊆ (x1, . . . ,xk−1)+m2 for 1≤ k ≤ d.
Thus (x1, . . . ,xk−1) :G xk ⊆ (x1, . . . ,xk−1)+m2 for 1≤ k≤ d. Hence by Proposition
5.9, H1(x1, . . . ,xk;G)≤2 = 0 for 1≤ k ≤ d.
Applying Theorem 6.7 to the associated graded ring, we get the following:
Corollary 6.8. Let (R,m,k) be a d-dimensional Cohen-Macaulay local ring of positive
characteristic p, with a perfect residue field k. Let G = grR(m) = R/m⊕m/m2⊕·· ·
be the associated graded ring of the maximal ideal. Let J = (x1, . . . ,xd) be a minimal
reduction of m. If G is a normal domain, then J∩m3 = Jm2.
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Proof. Let s′ denote the leading form in G of an element s in R. By Theorem 6.7,
H1(x1, . . . ,xk;G)≤2 = 0 for 1≤ k ≤ d. Therefore, by Proposition 5.10, m is 3-standard
with respect to J, i.e., J∩m3 = Jm2.
We see in Theorem 6.7 that if G is a normal domain, then H1(x1, . . . ,xk;G)≤2 = 0
for 1 ≤ k ≤ d. However, it is possible that H1(x1, . . . ,xk;G)3 6= 0 even when G is a
normal domain as can be seen from the following example.
Example 6.9. Let R = k[X ,Y,Z]/(X3 +Y 3 + Z3), where k is a perfect field such that
char(k) 6= 3. Then R is a domain since the polynomial X3 +Y 3 + Z3 is irreducible in
k[X ,Y,Z]. By the Jacobian criterion (e.g., see [21], Theorem 4.4.9), since k is perfect,
we see that R is integrally closed in its field of fractions.
Let G = R[(x,y,z)t], the Rees ring associated to the homogeneous maximal ideal
m = (x,y,z). Since R is a domain and G ⊆ R[t], G is a domain. Moreover, since R is
normal and m is an integrally closed ideal in R, G is integrally closed in its field of
fractions (e.g., see [21], Proposition 5.2.4).
One can see using a computer algebra package that a presentation for G is the fol-
lowing: G' k[X ,Y,Z,U,V,W ]/I where I = (X3 +Y 3 +Z3,X2U +Y 2V +Z2W,XU2 +
YV 2 +ZW 2,U3 +V 3 +W 3,YW −ZV,XW −ZU,XV −YU). We use lower case letters
to denote elements of G.
Consider the linear system of parameters f1 = x, f2 = y + u and f3 = z + v. Then
(x2− yv+w2,y2− zw,z2) ∈ H1( f )3 is a non-zero element, showing that H1( f )3 6= 0.
As a consequence of Proposition 5.10, one observes that if G is the associated
graded ring of a Cohen-Macaulay local ring (R,m), then J ∩m4 6= Jm3, where J =
( f1, f2, f3) is a minimal reduction of m such that the leading forms of f1, f2 and f3 in
G are x, y+u and z+ v respectively.
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Theorem 6.10. Let G be a standard graded k-algebra where k is an algebraically
closed field of characteristic p > 0. Let x1, . . . ,xd be a linear system of parameters in
G. If G is reduced and connected in codimension 1, then H1(x1, . . . ,xk;G)2 = 0 for
1≤ k ≤ d.
Proof. Let Min(G) = {p1, . . . ,pl} be the set of minimal primes of G. By Proposition
5.8, it is enough to show that H1(x1, . . . ,xk;G/pi)2 = 0 for i = 1, . . . , l.
Let p be a minimal prime of G. Let (r1, . . . ,rk) ∈ H1(x1, . . . ,xk;G/p)2. Then we
have ∑ ji=1 rixi = 0 in G/p, where deg(ri) = 1.
Let G = (G/p)gr+ be the graded absolute integral closure of G/p. Then G is a
big Cohen-Macaulay G/p-algebra by Theorem 0.10. Hence x1, . . . ,xd form a regular
sequence in G. Therefore the only relations on x1, . . . ,xk are the Koszul relations, i.e.,
we can write (r1, . . . ,rk) = (x1, . . . ,xk)Sk×k, where S is a k× k skew-symmetric matrix
with entries in G. By degree arguments, we can assume that the entries of S are units
in G, i.e., the entries of S are in k (since k is algebraically closed) and hence in G/p.
Thus we can write (r1, . . . ,rk) in terms of the Koszul relations on (x1, . . . ,xk) in
G/p. Thus (r1, . . . ,rk) = 0 in H1(x1, . . . ,xk;G/p) finishing the proof.
Corollary 6.11. Let (R,m,k) be a d-dimensional Cohen-Macaulay local ring of pos-
itive characteristic p, with an algebraically closed residue field k. Let G = grR(m) =
R/m⊕m/m2⊕·· · be the associated graded ring of the maximal ideal. Let J =(x1, . . . ,xd)
be a minimal reduction of m. If G is reduced and connected in codimension 1, then
J∩m3 = Jm2.
Proof. It is enough to show that H1(x′1, . . . ,x
′
k;G)2 = 0 for 1 ≤ k ≤ d by Proposition
5.10 and Corollary 5.12. This follows immediately from Theorem 6.10.
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6.3 The Method of Reduction to Prime Characteristic
in Action
Most of the material in this section can be found in [9], sections 2.1 and 2.3. We begin
by recalling the following definition (Definition 2.3.1) from [9].
Definition 6.12. We say that a k-algebra R is an absolute domain if R⊗k k̄ is a domain,
where k̄ is the algebraic closure of k. We say that a prime ideal p ⊆ R is an absolute
prime if R/p is an absolute domain.
Setup 6.13. Let k be a field of characteristic 0. Let G be a standard graded k-algbera
and x1, . . . ,xd ∈ G be a linear system of parameters such that for each k = 1, . . . ,d,
(x1, . . . ,xk−1) :G xk ⊆ (x1, . . . ,xk−1)+G≥n.
We will now apply the method of reduction to prime characteristic to this setup.
The following lemma ([9], 2.1.4) plays a key role in this process.
Lemma 6.14 (Generic Freeness). Let A be a Noetherian domain, R a finitely generated
A-algebra, S a finitely generated R-algebra, W a finitely generated S-module, M a
finitely generated R-submodule of W and N a finitely generated A-submodule of W. Let
V = W/(M +N). Then there exists an element a ∈ A\{0} such that Va is free over Aa.
Write G ' k[X1, . . . ,Xm]/(F1, . . . ,Fn) where Xi 7→ xi for i = 1, . . . ,d ≤ m. Write A =
Z[coefficients of the Fj’s].
Let GA = A[X1, . . . ,Xm]/(F1, . . . ,Fn). By the lemma of Generic Freeness, after in-
verting an element a of A, and replacing Aa by A, we may assume that GA is a free
A-module.
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Since GA is a free A-module, the inclusion A ↪→ k induces the injective map GA ↪→
Gk := GA⊗A k.1 Further, we see that G ' k[X ]⊗A[X ] A[X ]/(F) ' (k⊗A A[X ])⊗A[X ]
A[X ]/(F)' k⊗A A[X ]/(F)
By further inverting another element of A if necessary (and calling the localization
A again), we see by [9], 2.1.14(a)-(c),(g) that for each k = 1, . . . ,d, (x1, . . . ,xk−1) :GA
xk ⊆ (x1, . . . ,xk−1)+(GA)≥n.
Let mA be any maximal ideal in A. Then there is some prime p ∈ mA. Thus if
G′ = GA/mAGA, we see that G′ is a standard graded k′-algebra, where k′ is a field of
characteristic p > 0. We say that G descends to G′ or that G′ descends from G.
Let x′i denote the image of xi in G
′. Notice that each x′i is a linear form in G
′. Now, by
Theorem 2.3.5(c) in [9], we see that dim(G) = dim(G′), hence x′1, . . . ,x
′
d form a linear




k ⊆ (x′1, . . . ,x′k−1)+
(G′)≥n holds for each k = 1, . . . ,d for all but finitely many maximal ideals mA ∈ A by




k ⊆ (x′1, . . . ,x′k−1)+
(G′)≥n holds for each k = 1, . . . ,d.
Suppose further that G is an absolute domain. By Theorem 2.3.6(c) in [9], we
see that for all but finitely many maximal ideals mA in A, G′ = GA/mA is an abso-





(x′1, . . . ,x
′
k−1)+(G
′)≥n also holds for each k = 1, . . . ,d we see that:
Theorem 6.15. Let the notation be as in Setup 6.13. Suppose G is an absolute do-
main. Then there is a field k′ of prime characteristic, an absolute domain G′ which is
a standard graded k′-algebra, x′1, . . . ,x
′
d , a linear system of parameters in G
′ satisfying




k ⊆ (x′1, . . . ,x′k−1)+(G′)≥n for each k = 1, . . . ,d such that G descends
to G′.
1We only need that GA is A-flat.
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6.4 The Characteristic Zero Case: Reduction to Prime
Characteristic
In this section, we prove an analogue of Theorem 6.10 in the case when the residue
field has characteristic zero. We use the method of reduction to characteristic p. Our
main source for this technique are sections 2.1 and 2.3 of [9].
Theorem 6.16. Let G be a standard graded algebra over a field k. Let x1, . . . ,xd be a
linear system of parameters in G. If G is an absolute domain, then H1(x1, . . . ,xk;G)2 =
0 for 1≤ k ≤ d.
Proof.
Case(i): Suppose char(k) = p > 0. Since G is an absolute domain, G′ = G⊗k k̄ is a do-
main, where k̄ is the algebraic closure of k. A domain is reduced and connected in codi-
mension 1, hence it follows immediately from Theorem 6.10 that H1(x1, . . . ,xk;G′)2 = 0
for 1≤ k ≤ d. Thus H1(x1, . . . ,xk;G)2 = 0 for 1≤ k ≤ d.
Case(ii): Suppose char(k) = 0 and H1(x1, . . . ,xk;G)2 6= 0 for some k, 1 ≤ k ≤ d. By
Proposition 5.9 and Theorem 6.15, there is field k′ of some positive characteristic p > 0,
a standard graded k′-algebra G′ which is an absolute domain with a system of param-
eters x1, . . . ,xd such that H1(x1, . . . ,xk;G′)2 6= 0. This contradicts case(i) proving case
(ii).
As a consequence of Theorem 6.16, Proposition 5.10 and Corollary 5.12, we con-
clude that:
Corollary 6.17. If (R,m,k) is a d-dimensional Cohen-Macaulay local ring with asso-
ciated graded ring G = grR(m) = R/m⊕m/m2⊕·· · and J = (x1, . . . ,xd) is a minimal
reduction of m, then J∩m3 = Jm2 when G is an absolute domain.
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Remark 6.18. Thus we see that with notation as in the above corollary, if G is an
absolute domain, then J∩m3 = Jm2 for every minimal reduction J of m. Thus m is 3-
standard. As a consequence, we see that in this case if R is Cohen-Macaulay with an in-





holds for every minimal reduction J of m. Thus in this case λ (m4/Jm3) is independent
of the minimal reduction of m.
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G Graded absolute integral closure of a graded domain G, xiv
ωR canonical module of R, 2
M∨ HomR(M,ωR), 3
λ ( ) length, 3
ER(k) or E injective hull of k over R, 3
id( ) injective dimension, 4
soc(M) annM(m), the annihilator of the maximal ideal, 4
R lX ω idealization, 5
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M∗(M) 〈 f (m) : f ∈M∗,m ∈M〉, the trace ideal of M, 21
ad j adjoint operator, an involution on ω∗, 23
sym symmetric operator on ω∗, corresponding to the involution ad j, 24
PMR (t) Poincare Series of M over R, 32
b− integral closure of an ideal b, 50
ord(b) order of an m-primary ideal b, 50
R1×R R2 fibre product of R1 and R2 over R, 54
(CH) connected sum hypotheses, 57
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