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Introduction
1.1  Innovation, global inequality and poverty 
During the last decades the overall global economy grew, but the gains of such 
economic prosperity have not been distributed evenly across individuals and 
societies (Milanovic, 2013). This has created an ever-wider gap between the 
richest and the poorest. Today, the eight richest individuals of the world own as 
much wealth as half of the world’s population (Hardoon, 2017). The income of 
the richest 1% of the global population increased around 60% in the last two 
decades, while the income of the poorest 5% stagnated (Milanovic, 2013). The 
distance between rich and poor has not only expanded, but it has left them as far 
away from one another as never before. Among poorest, poverty is a severe 
problem. The persistence of absolute poverty (i.e. people living on less than $1.90 
a day) has been recently shown by the World Bank in a report that indicates that, 
although the overall poverty worldwide decreased from 35% to 10,7% in the 
period going from 1990 to 2013 (World Bank, 2016), the decline is mostly due to a 
decrease in poverty in Asia, particularly in India and China (see table 1.1). Even 
though these numbers suggest a major poverty reduction worldwide, a more 
regionally focused analysis reveals that poverty levels in Sub-Saharan Africa 
remain worrisome. Table 1.1. depicts that still 41% of the total population in this 
region lives on less than $1.90 a day. And in many countries in Sub-Sahara 
Africa, even 50% of the population lives below this poverty line (see report of 
the African Development Bank, 2015). This implies that, although worldwide 
poverty levels declined over the last decades, Sub-Saharan Africa offers the 
greatest potential to those seeking to reduce global inequality and poverty in 
the future, for there is still much to improve (Bourguignon, 2016). However, should 
a poverty reduction in this region not occur, the World Bank estimates that the 
otherwise impressive poverty reduction experienced during the past decades 
will not continue (The World Bank Group, 2016).
 Poverty does not only have economic repercussions: it also has serious 
societal implications nationally and globally. It strains social cohesion and thus 
political stability in today’s world. Poverty is one of the fundamental causes 
behind the increase in global conflicts over natural resources; a breeding ground 
for human rights violations and a catalyst of large migration flows from poorer 
to richer countries. In other words, it has become increasingly clear that, in a 
profoundly interconnected world, poverty in combination with inequality has 
the capability to exert major disruptions and thus should be regarded as one of 
the most pressing problems in the world today. It is no wonder then that the 
eradication of poverty in combination with a reduction of inequality has become 
1 The poverty headcount ratio refers to the percentage of the population living on less than $1.90 a day. 
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some of the greatest global challenges of our time and therefore has been 
included in the Sustainable Development Goals (United Nations, 2015). However, 
given the current inequality and sluggish growth of Sub-Saharan Africa in the 
last years (World Economic Forum, 2016), it seems very unlikely that the world 
will meet its Sustainable Development Goal of eradicating poverty by 2030 
(The World Bank Group, 2016). Hence, coming up with innovative solutions to 
decrease global inequality and poverty should be regarded not only as a lofty 
goal but as a challenge which, should we be unable to tackle, might steer world 
politics into dramatically distressing destinations for millions of people in rich 
and poor countries alike.
 The literature that discusses solutions to eradicate poverty and reduce 
inequality focuses roughly on two main paths. First, on how to bring wealth to 
the global poor through aid or through global redistribution schemes (Pogge, 
2011; Singer, 2004). Second, on how the global poor might become wealthier by 
migrating to richer areas (Milanovic, 2011; Rodrik, 2011) or by promoting 
economic growth in their local environment. Regarding the first path, however, 
the money that affluent countries are prepared to spend on development 
assistance amounts to as little as $131,6 billion in 2015—or, in relative terms, 
0,3% of their Gross National Income (OECD-DAC, 2016). The inadequate size of 
this budget already suggests that a global program aimed at substantially and 
structurally redistributing wealth will remain an utterly unrealistic scenario in 
the near future. The prospect for the second solution regarding migration looks 
equally unpromising: the rise in xenophobic rhetoric fueling the political 
Table 1.1  Regional Poverty Headcount ratios1 
Region
19
90
19
93
19
96
19
99
20
02
20
05
20
08
20
10
20
12
20
13
East Asia and Pacific 60.2 52.4 37.2 37.2 29.0 18.4 14.9 11.1 7.1 3.5
Eastern Europe and Central Asia 4.0 6.9 8.1 8.1 6.3 5.1 3.3 3.0 2.6 2.3
Latin America and Caribbean 15.8 14.4 13.9 13.9 13.0 9.8 7.1 6.5 5.6 5.4
Middle East and North Africa 6.0 5.6 3.0 2.8
South Asia 44.6 44.8 38.5 33.6 29.4 24.6 17.5 15.1
Sub-Saharan Africa 54.3 58.4 57.7 57.1 55.6 50.0 47.0 45.7 42.6 41.0
World 35.0 33.5 28.8 28.1 25.3 20.4 17.8 15.6 12.4 10.7
Source: Based on 2013 data using PovcalNet (online analysis tool), World Bank, Washington, DC, 
http://iresearch.worldbank.org/PovcalNet/
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insurgencies across Europe and in the US suggests that free movement of labor 
will not receive enough support during the coming years either; quite the 
contrary: most countries seem set to raise barriers to the free movement of labor 
rather than promoting its liberalization. 
 As a result of the discouraging outlooks for these solutions, current debates 
tend to emphasize the stimulation of local economic growth as a way to foster 
more wealth equality in the world. Yet, there seems to be no silver bullet to fuel 
local economic development. Some studies point to the role that institutions 
play in influencing growth opportunities in national contexts (Acemoglu and 
Robinson, 2012). Others argue for the necessity to have a structural change that 
allows economies to shift from less productive sectors—such as traditional 
agriculture—towards more productive sectors—e.g. manufacturing (Lewis, 
1954; Duarte and Restuccia, 2010). And yet others reason that innovation and 
technological change is necessary in order to move forward. This latter stance is 
the focus taken by the British Department for International Development (DFID) 
and the project that they finance ‘Co-ordinated Country Case Studies: Innovation 
and Growth, Raising Productivity in Developing Countries’, of which this 
dissertation is part. 
 The main mission of DFID is to help eradicate poverty. According to DFID, 
innovation is one of the best mechanisms to raise productivity, catch up with the 
technological frontier, support faster economic growth, encourage job creation 
and reduce poverty in lower-income countries2 (Department for International 
Development, 2017). To keep this mechanism tuned up it is crucial to understand 
the process of innovation in the poorer parts of our world, which is the goal of 
the overarching research project.
 Innovation and technological change are often portrayed as an activity of 
the rich world, carried out by firms clustered within high-tech intensive regions 
of which Silicon Valley has become the epitome. According to this stereotype—
usually peddled by popular media—firms in these fields develop solutions 
catering to the taste of sophisticated, well-off customers, for which they rely on 
state-of-the-art knowledge stemming from top scientific research institutes as 
well as from research and development (R&D) conducted by their own highly 
educated workers. This portrait is misleading, for it obscures other innovation 
rich contexts unfolding in different atmospheres.
2 The term ‘lower-income countries’ refers to countries that the World Bank classified as low-
income and lower middle-income countries. All these countries have a Gross National Income 
(GNI) per capita of less than $3955 in the current 2017 fiscal year (for an overview see: https://
datahelpdesk.worldbank.org/knowledgebase/articles/906519-world-bank-country-and-
lending-groups). This classification is similar to the OECD classification of least developed, low 
income and lower middle income countries (for a full list see: http://www.oecd.org/dac/stats/
daclist.htm). 
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There is an alternative way to look at innovation that broadens the scope of what 
we can consider as such without having our view constrained to the boundaries 
of the rich world. This alternative way departs from a conceptualization of 
innovation that recognizes it in two aspects: 1) as the introduction of products 
and processes that are new to the local context and; 2) as an attempt of firms to 
try out new ways of doing things. This broader perspective opens up a landscape 
where innovation can be found not merely in high-tech products and services 
expanding the global technological frontier from mostly rich countries, but as a 
phenomenon continually transforming most economies around the world (Bell 
and Pavitt, 1993; Fagerberg, Srholec, and Verspagen, 2010).
 It is therefore important to understand the determinants of innovation in 
these parts of the world. This requires examining innovation at the level where 
it is actually developed: the firm. Firms conduct research and development 
(‘R&D’ from now on), develop new products, services and processes, acquire 
technologies, cooperate with other partners to share knowledge, train their 
workers, invest in new technologies and introduce more efficient production 
strategies. An abundance of empirical studies in industrialized countries has 
overwhelmingly shown that these innovative activities exert positive effects on 
firm performance (see, for instance, Kleinknecht and Mohnen, 2002). Yet, the 
economies of lower-income countries in particular could benefit the most by 
adopting technological advances—thereby spurring economic growth, reducing 
global inequality and alleviating poverty. Firms within these countries could 
profit the most by developing new knowledge and using existing know-how to 
support their economic development and thus enable firms and countries to 
catch up (Amman and Cantwell, 2012; Bell and Pavitt, 1993; Katz, 1986; Lall and 
Pietrobelli, 2005). 
 On the basis of these premises, more research is urgently needed to under- 
stand innovations at the scale of the firm within lower-income countries. In line 
with the argumentation of the overarching research project, this dissertation 
revolves around the theme of firm-level innovation in lower-income countries.
1.2  Innovation and the role of the environment 
Innovation and technological change are key capabilities that today’s firms 
require to compete and survive (Baumol, 2002). Innovation started to take a 
more prominent role with the development of ‘endogenous growth theories’ in 
economics (Barro and Sala-I-Martin, 1992; Grossman and Helpman, 1990; Romer, 
1990). These theories assume that, ultimately, technological change is the main 
force spurring economic growth and that knowledge, R&D and innovation are 
17
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the main ingredients of technological change. Since these ideas developed with 
a firm root in the field of economic geography, their new concepts and theories 
combined insights from growth theories with the typical geographical concerns 
of space, people and society. 
 The geographical approach and regional focus was much needed, as innovative 
activities are not evenly spread across the world. Explaining differences in intensity 
of innovative activities around the world is based on the premise that knowledge 
spillovers are geographically bounded (e.g. Audretsch and Feldman, 1996; Jaffe, 
Trajtenber, and Henderson, 1993). This ‘boundary condition’ is embedded within 
the traditional Marshallian frameworks (Kelly and Hageman, 1999; Marhall, 1920) 
and the new economic geography (Brakman, Garretsen, and Van Marrewijk, 
2001; Krugman, 1991). These streams of literature have generally assumed that 
the exchange of knowledge—in particular tacit knowledge—is an important 
element of innovative activities. Since the transfer of tacit knowledge between 
actors usually takes place through face-to-face interactions, it is more costly and 
difficult to transfer knowledge over longer distances. Hence, the environment 
in which the firm is located matters for the unfolding of innovative activities. 
 From the 1990s onwards, the study of clusters, innovative milieus, regional 
innovation systems and industrial districts (Moulaert and Sekia, 2003), 
turned the region into a central unit of analysis for what has become a dominant 
strand within economic geography and regional economics. The main line of 
argumentation followed by these different fields explores how regional 
infrastructure influences innovative activities. ‘Regional infrastructure’ refers 
to a mix of universities, research institutes, research and development endeavors, 
regional technology policy, and other regional factors such as human capital, 
the educational system, the quality of production factors as well as the learning 
acquired from the regional experience. 
 It is precisely this regional business infrastructure that differs greatly 
between rich and poor countries. The environment in lower-income countries is 
often less favorable, due to the absence of market-supporting institutions, 
enforceable property rights, proper human capital, and efficient (knowledge) 
infrastructure, all of which influence resource availability and, in turn, firm-level 
innovation (George, McGahan, and Prabhu, 2012). In spite of these difficulties, 
some firms are able to overcome these challenges and become innovative, which 
gives away that the region is not all that matters; firms’ specific characteristics 
also make a difference. Whenever there is a challenging environment, a firm 
might be capable to cope with it by making use of the opportunities it has at 
hand. For example, if a firm is not able to absorb the available knowledge (Cohen 
and Levinthal, 1990), the innovative performance of a firm may not benefit from 
a knowledge-rich environment. Thus, it is precisely this interaction between the 
18
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firm and the region that matters for the innovative performance of firms 
(Beugelsdijk, 2007). 
 However, there is a relative scarcity of innovation studies that analyzes the 
specific context of lower-income countries, even though innovation in lower- 
income countries occupies a position of central importance at the crossroads of 
economic growth, reduction of poverty and global inequality. In light of this 
deficit, more research is needed to address the challenges that firms face when 
innovating in such different contexts as well as the possible ways to deal with 
them (George, Corbishley, Khayesi, Haas, and Tihanyi, 2016). It is within this 
lacuna in the literature that this dissertation claims its place and relevance, for 
what follows revolves around the question of how firms in lower-income 
countries deal with their typical environment and how these conditions impact 
innovation at the firm level. This research undertakes this task by conducting 
three different studies. First, I analyze the internal processes a firm uses, then 
how firms interact with the environment and finally how the environment 
influences a firm’s capabilities. This dissertation contributes to the recently 
emerging field concerned with innovation in lower-income countries.
1.3  Research approach
Chapter two, three and four focus each on a particular element unique to the 
context of less affluent countries. In chapter two, I focus on human capital and 
specifically on the internal mechanisms a firm uses to deal with a lack of human 
capital and how this influences innovation. In general, the educational qualifications 
within lower-income countries are below those found in rich countries (UNCTAD, 
2014). Human capital—i.e. the knowledge people possess—is one of the raw materials 
required during the problem-solving process that leads to innovation (Barney, 
1991; Kogut and Zander, 1992). In order to solve problems and impel innovations, 
firms can accumulate knowledge through R&D, absorb knowledge from the 
environment and use the skills of their employees, who constitute a firm’s 
human capital (Zahra and George, 2002). My intention is to draw attention to the 
under-researched relationship between a firm’s human capital and innovation in 
lower-income countries (George et al., 2016). By studying the role of internal practices 
in the improvement of human capital within a firm, I aim at acquiring a better 
understanding of the relationship that exists among different forms of human 
capital and innovation in lower-income countries. This serves as a useful basis 
to better understand the role of human capital in lower-income countries and 
provides insights into how firms manage to go around the obstructed bottleneck 
constituted by a wanting level of general education in their environment.
19
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In chapter three, I consider the interaction of the firm with its environment. I focus 
on another context-specific element crucial for innovation: external knowledge. 
In particular, I study how much relevant external knowledge is available in the 
firm’s direct environment and the firm’s ability to turn such knowledge into 
internal innovation. Most of the literature dealing with the role that external 
knowledge exerts on a firm’s innovative performance is mainly framed by what 
has become known as the ‘open innovation’ literature. The studies within this 
tradition have stressed that firms’ openness to external knowledge is in their 
own interest, for such knowledge is critical to foster innovation within one’s 
own organization (e.g. Laursen and Salter, 2006). However, the open innovation 
literature has mainly focused on the positive effects that openness exerts on 
innovation in rich countries (Dahlander and Gann, 2010; Huizingh, 2011; West 
and Bogers, 2013). My hypothesis is that whether openness fosters innovation 
largely depends on the knowledge available within the region. Particularly in 
lower-income countries, the availability of external knowledge can be expected 
to be much lower in comparison to the level found in rich countries. By studying 
this relationship in this specific context, I hope to add a new perspective on the 
role of openness as well as on the usefulness that a concept derived from the 
culture of Western management may have in the context of lower-income 
countries. 
 In chapter four, I analyze how the environment directly influences the firm. 
I focus on the uncertainty typical to the context of lower-income countries. 
Specific features of such contexts are a large informal sector as well as recently 
introduced economic liberalizations and ongoing transitions towards market- 
based structures, fueling changes in industry structures and enhanced 
competitive dynamics. To take the opportunities and meet the challenges 
presented by such uncertain environments, firms need to develop what is 
known as ‘scanning capabilities’ (Boyd and Fulk, 1996; Day, 1994; Teece, 2007). 
Scanning capabilities refers to the ability of a firm to monitor the environment 
in search of new opportunities. We know that internal mechanisms drive the 
development of such capabilities in both emerging and transitional economies 
(e.g. Filatotcheve, Buck, and Zhukov, 2000; Malik and Kotabe, 2009; Peng et al., 
2007; Uhlenbruck, Meyer, and Hitt, 2003). In addition, the external environment 
could spark the development of scanning capabilities—in particular when such 
an environment is relatively uncertain. A firm could be forced to develop 
scanning capabilities in order to deal with such an uncertain environment. In 
any case, detailed empirical knowledge about whether the external environment 
actually influences the development of scanning capabilities in lower-income 
countries is still missing (Dixon, Meyer, and Day, 2010). In this dissertation, 
I explore whether uncertainty within the environment explains differences in 
20
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the level of scanning capabilities found among firms in lower-income countries. 
As such, this study contributes to the capabilities’ literature by including external 
environmental factors as drivers of capabilities developed by firms. 
 The combination of these three different studies provides a detailed under- 
standing of how firms deal with their challenging environment as well as how 
it influences their ability to innovate. This analysis expands our understanding 
about innovation in lower-income countries. As argued before, this is of major 
relevance, given that innovation is seen as one of the critical factors sustaining 
economic growth and alleviating poverty. 
1.4  Methodology
To tackle these three issues empirically, I had the opportunity to take part in 
setting up a new survey in close collaboration with my colleagues involved in 
the overarching research project of which this dissertation is part. The aim of 
the survey—the Innovation Capabilities Survey—is to get an overview of the 
innovative capabilities and activities of firms within the manufacturing sector 
in lower-income countries. The overarching research project focused on ten 
different countries, namely Ghana, Tanzania, Uganda, Kenya, South Africa, 
Ethiopia, Bangladesh, India, Vietnam and Indonesia. Most of these countries are 
former British colonies or have intense ties with Britain and as such are of 
interest to the financier of the project, the British Department for International 
Development (DFID). To set out such a survey in all these countries constitutes 
an immense task. Fortunately, the World Bank was willing to collaborate with 
us, which gave us the unique opportunity to collect large scale data sets across 
these countries. During my PhD project, data from all ten countries has been 
collected and its availability substantially enriched the information necessary to 
study innovation in lower-income countries. 
 To complement my empirical research, I have also used two more surveys 
previously collected by the World Bank: the ‘Enterprise Survey’—which gives 
an overview of a broad range of topics, such as finance, corruption, infrastructure, 
crime, competition and performance—and the ‘Innovation Module’—which 
offers notable insights into aspects related to innovation. 
 In chapter two, I test my hypotheses on the relation between human capital 
and innovation against the information provided by the Enterprise Surveys. 
This survey contains information on thirteen lower-income countries in 
Sub-Saharan African, which I used in my analysis. In chapter three, I analyze 
how the relationship between external knowledge and innovation is affected by 
the knowledge available in the firm’s direct environment. For this analysis I use 
21
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all three surveys—at the moment of conducting this analysis, the Innovation 
Capabilities Survey had information available for only five countries. In chapter 
three, I empirically test the relation between environmental uncertainty and a 
firm’s scanning capabilities on the basis of all three surveys. Additionally, I use 
data from the Global Trade Analysis Project 2007 of Purdue University,3 whose 
data allows the comparison of three East African countries. 
 In addition to the collection of quantitative data, I also had the opportunity 
to collect qualitative data through fieldwork in Kenya, Tanzania, Uganda and 
Indonesia. Along with colleagues, I interviewed the business owners of several 
small and medium-sized enterprises to further train my eye on identifying the 
precise process of innovation as well as the specific circumstances firms have to 
operate in. Some of this qualitative material has made its way into chapter two 
in the form of illustrations. Overall, the interviews helped me to place the 
general results of my dissertation in a broader perspective and thus to craft my 
final reflections and conclusions with insights from both survey data and 
first-hand experience.
1.5  Outline of dissertation 
In order to alleviate the wealth disparity that underlies global poverty and 
inequality—problems which, in turn, lie at the root of some of our world’s most 
pressing geopolitical predicaments—it is useful to enhance our understanding 
of the factors that influence innovation in lower-income countries, for innovation 
possesses a unique potential to narrow the wealth divide. In order to acquire 
such a better understanding, I conduct three complementary studies that 
investigate innovation in lower-income countries. In chapter two, I focus on the 
internal mechanisms firms use to improve the human capital that is needed to 
bring about innovation. In chapter three, I analyze the relationship between the 
use of external knowledge resources and innovation as well as how such a 
relationship is adjusted by the knowledge available within the region of five 
lower-income countries. In chapter four, I study the impact of environmental 
characteristics as drivers of firm’s scanning capabilities. Finally, I provide my 
conclusions in chapter five together with a reflection on the role of innovation in 
lower-income countries and its presumed relationship to economic growth, 
inequality and poverty— indisputably among the most pressing problems of 
our time. 
3 https://www.gtap.agecon.purdue.edu/
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This chapter is based on the publication:
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Saharan countries: a firm-level study. Innovation: Organization & Management, 19(2), 
103–124. https://doi.org/10.1080/14479338.2016.1237303
24
Chapter 2
Abstract 
This chapter contributes to the scarce literature on the relationship between 
human capital and innovation at the level of the firm. In this chapter we examine 
whether human capital endowments and firm’s practices—such as formal 
training and employee’s slack time—have a positive relationship with innovative 
output. The specific contribution consists of using a more sophisticated approach 
to analyze how different combinations of human capital elements affect 
innovation. We study this relationship in Sub-Saharan countries where the 
general level of human capital is lower compared to higher-income countries. 
The results illustrate that internal mechanisms that spur human capital are of 
particular importance for innovative output in this context. In addition, our 
results indicate that specific combinations of certain elements of human capital 
can also have negative effects. 
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2.1  Introduction
Innovation is widely believed to be a key catalyst of economic growth (Schumpeter, 
1934; Solow, 1956). It is therefore important to understand the factors that alter 
the nature of innovation at the country scale. Moreover, it is critical to zoom into 
an even bigger scale in order to understand innovation at the places where they 
are actually take place, namely the firm. The main factor driving innovation in 
firms is knowledge (Barney, 1991; Kogut and Zander, 1992). To understand why 
knowledge is pivotal it is first necessary to understand what innovation is. 
Here we define innovation as the outcome of a problem-solving process in which 
an organization ‘defines problems and then actively develops new knowledge 
to solve those problems’ (Caloghirou et al., 2004, p.30). Such problem-solving 
knowledge can be accumulated by R&D conducted within the firm, absorbed 
from the environment or derived from the skills and abilities of employees 
(Zahra and George, 2002). It is this latter source of problem- solving knowledge 
that has often been referred to as ‘human capital’.
 Although human capital can be studied at different levels, in this study, the 
focus is specifically on the role of human capital at the firm-level. Human capital 
paves the way towards the development of new knowledge (Smith et al., 2005) 
and strengthens firms’ ability to absorb knowledge (Cohen and Levinthal, 1990). 
Studies at the national level pinpoint human capital—among other factors—as 
one of the driving forces of innovation (e.g. Dakhli and De Clercq, 2004). At the 
firm-level, however, human capital’s role in the process of innovation has received 
less attention (Schneider et al., 2010; Teixeira and Tavares-Lehmann, 2014). Most 
firm-level studies about innovation have focused on the role of R&D activities, 
technology acquisition, firm size and age as determinants of innovation (Hirsch- 
Kreinsen et al., 2005; Shefer and Frenkel, 2005). Although previous studies have 
focused on human capital’s relation with other indicators of performance, the effect 
of human capital on innovation has been largely overlooked.4 
 Most studies accept the implicit assumption that if a certain factor spurs 
innovation, more of that specific factor will lead to a higher innovative output 
(Anderson et al., 2014). Yet, a factor’s ability to promote innovation is dependent 
on its interaction with other production-related factors and thus, should any of 
these other factors change, the factor credited with spurring innovation might 
be altered too, thus either increasing or decreasing innovation. Thus, when it comes 
to identifying elements that spur innovation, rather than pinpointing factors 
that spur innovation, it might be more analytically helpful to identify combinations of 
4 Two notable exceptions are Beugelsdijk (2008) and Laursen and Foss (2003) who relate human 
resource practices to innovation.
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factors. Different combinations of factors may yield heterogeneous outcomes (Jiang 
et al., 2012). 
 We consider three different elements of human capital. The first element is 
the human capital with which firms are endowed, which refers to the degree of 
schooling within a firm. Second, we use two firm-level practices that can 
improve human capital within the firm. The firm-level practices that I consider 
are training and the time given to employees to work on their own ideas 
(employee slack time). Following Jiang et al. (2012), we argue that different 
combinations of human capital may have an idiosyncratic effect on innovation. 
As such, in this chapter we analyze how distinct combinations of these firm-level 
elements of human capital relate to innovative output. We examine whether the 
combinations of: 1) employee’s schooling + slack time; and 2) training + slack 
time advance or discourage innovation. Our results indicate that their effect 
depends on the context in which they are applied. 
 With this research we aim to add an important dimension to the literature 
on human capital and innovation. The few studies that have considered the role 
of human capital as a key factor in innovation at the firm-level have mostly taken 
place in rich countries (Schneider et al., 2010; Vinding, 2006; Teixeira and Tavares- 
Lehmann, 2014; Leiponen, 2005; Beugelsdijk, 2008). This is striking, because 
fostering innovation is crucial in lower-income countries (Crespi and Zuniga, 
2011; Lee and Kang, 2007; Robson et al., 2009) and human capital is a salient 
factor to spur innovation. The focus on Sub-Saharan Africa as a research context 
aims at providing a different perspective on the role that human capital plays in 
innovation (George et al., 2016). One of the major innovation constraints in the 
context of lower-income countries is the availability of human capital (George et 
al., 2016). That is why the stimulation of education and the overall formation of 
human capital is the cornerstone of many development initiatives and policies 
in lower-income countries (UNCTAD, 2014). However, the general infrastructure 
that aids the formation of human capital is still not as well developed in 
lower-income countries (George et al., 2016). This deficiency makes it difficult to 
find a certain kind of employees for certain kind of positions within a firm and 
in order to balance out this scarcity, we expect that internal mechanisms to spur 
human capital within the firm will gain in importance. Hence, training and 
providing employees with slack time might be more beneficial in lower-income 
countries than searching for highly educated employees. Such firm-level 
practices could bridge the gap between the general human capital of a country 
and the specific human capital required by the firm by providing employees 
with more training and slack time.
 The contributions of this research are three-fold. First, we add to the 
literature on innovation by showing how human capital relates to the innovative 
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output of firms. Although preceding studies have mainly focused on the human 
capital endowments within the firm, we rely on a more sophisticated approach 
towards human capital that puts the firm at the center of the analysis, thus 
exposing the role of human capital accumulation through firm-level practices 
aimed at innovation. Second, we propose how different configurations of 
elements pertaining to human capital have an impact on innovation. Although 
previous studies have focused on the link between human capital and 
innovation, they have not considered the interaction between diverse elements 
of human capital, even though swapping such elements creates different 
interactions with other elements of the firm and ergo different configurations, 
which might ultimately exert divergent impacts on innovation. The results 
indeed show that combining several elements aimed at the improvement of 
human capital do neither necessarily reinforce each other nor strengthen 
innovation. For instance, the results indicate that, in the specific case of the 
service sector, a combination of slack time and higher levels of employee 
schooling diminish each other’s effect on innovation. Used in combination, 
these elements may even diminish the level of innovative output. Third, since 
we study these relationships in lower-income countries, the role of firm-level 
practices could be even more profound. As mentioned before, we expect a firm 
operating in such contexts to have a more difficult time finding highly educated 
employees and, in order to offset this downside, invest on internal mechanisms 
to create the human capital that its context cannot offer. This kind of fine-tuning 
approach to human capital could make up for the difference between the human 
capital supplied by the basic infrastructure of a country and the level of human 
capital required by the firm. 
 We investigate the relationship between human capital and innovation in 
thirteen lower-income countries in Sub-Saharan Africa. We conducted preliminary 
interviews with managers in four companies in Kenya and Tanzania to understand 
whether the concepts of human capital are recognized in those countries. 
We chose companies that varied in terms of their innovative output (from very 
innovative to non-innovative). Subsequently, we used these interviews to 
illustrate these concepts in the theory section. We relied on data from the 
Enterprise Surveys of the World Bank, which are harmonized questionnaires 
conducted in the manufacturing and service sectors of several lower-income 
countries. The latest version consists of data about the innovative output of firms 
and human capital. We used this data to formally test the predictions. 
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2.2  Theory and Hypotheses
2.2.1  Innovation in lower-income countries
Innovation has been defined as the introduction of new solutions to certain 
problems with the use of new and advanced technology resulting in, for instance, 
products that are new to the world (Fagerberg et al., 2010). Innovation in lower- 
income countries has been receiving increasing attention from scholars, which 
has derived in an intensification of the collection of data aimed at understanding 
innovation in lower-income countries. A generally accepted assumption is that 
firms in such countries operate below the technological frontier—the state-of-
the-art technology available in the world—(Goedhuys et al., 2008), an obstacle 
that they can overcome by acquiring or imitating the technology that they do 
not have (Amman and Cantwell, 2012; Bell and Pavitt, 1993; Katz, 1986). 
Innovations have the potential to spur a firm’s growth and productivity, even if 
only a small percentage of them are new to the world innovations (EBRD, 2014). 
In lower-income countries, innovations that are new to the local market should 
be considered as important as new technologies are to the global market of 
innovations (EBRD, 2014). 
 To acquire an idea about what innovation actually means to firms in lower- 
income countries, we took some examples from a recent Innovation survey 
conducted by the World Bank in Kenya, Tanzania and Uganda as well as from 
the interviews conducted. Examples of innovations that were considered new to 
the local market included ‘the introduction of recycled garbage paper as toilet paper’ 
and ‘introduction of mobile medical tents’. During the preliminary interviews 
other examples of innovations were given as well. For instance, we interviewed 
a very innovative telecommunications company that has introduced a new 
mobile banking payment system. In a pharmaceutical company in Kenya, we 
observed an innovative, state-of-the-art plant that produced a series of sterile 
water solutions used for nose and eye drops. However, some firms mentioned 
innovations that were new to the firm, which we did not consider to be actual 
innovations, such as the introduction of ‘cookies’, or ‘introducing a pool table at our 
restaurant’. We decided not to include these types of innovation in our study 
because, although they might be innovative for a particular company, they are 
not new to the local market. The minimum requirement to deem a given 
implementation within a firm an innovation was for it to be new to the local 
market. Hence, innovative firms are those which introduced innovations that 
are new to either the world or the local market. Innovations that are only new to 
the firm were not taken into account. This criterion is in line with previous 
studies on innovation that have focused on incremental and radical innovations.
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2.2.2  Human capital and innovation
In general, it has been argued that human capital is an important source of 
competitive advantage for firms (Dakhli and De Clercq, 2004; Gimeno et al., 
1997). Research on human capital has predominantly considered the role played 
by systems of human capital (Chowhan, 2016), which consist of several components 
that altogether exert an impact on the firm’s performance. Recently, scholars 
have objected to this proposition and proposed a rationale for the interaction 
amongst different practices that may impact the outcome differently (Jiang et al., 
2012). Hence, it is important to identify how different elements of human capital 
interact with each other, which until now remains largely unclear across the 
pertinent literature that exists about it. 
 We consider three different elements of human capital and their interaction. 
As mentioned earlier, we focus on employees’ degree of schooling and on two 
firm-level practices: training and slack time. The percentage of schooled employees 
within the firm is an endowment of human capital that a firm can build upon by 
promoting practices geared towards its employees’ training. By enhancing the 
skills of employees a firm can foster the human capital of the firm (Jiang et al., 
2012). We consider the role of practices like formal training and providing 
employees with slack time as firm-level practices that improve the level of 
human capital within the firm and, in consequence, the innovative performance 
of the firm. As mentioned in the introduction, an important contribution of our 
study is that it assesses the relationship among different aspects of human 
capital. We theoretically and empirically analyze how combining employee’s 
slack time with formal training/schooling influences innovation. 
 All three elements are discussed at the scale of the firm. As Felin and 
Hesterly (2007) pointed out, the locus of knowledge resides fundamentally at the 
individual level. However, we focus on the firm-level because innovations 
contribute to the firm as a whole rather than to single individuals. Firms can use 
the collective human capital available within their boundaries as a resource to 
spur innovation. Therefore, we aggregate our human capital concepts to the 
firm-level. 
2.2.3  Schooling
The level of schooled employees refers to the overall knowledge available within 
the firm, which is sometimes conceptualized as the firm’s general human capital 
(Teixeira and Tavares-Lehmann, 2014). We focus specifically on the firm’s percentage 
of employees that completed secondary education or higher. A higher level of 
schooled employees enhances the overall firm’s ability to understand, create and 
process information quicker, particularly in comparison to individuals without 
education (Nelson and Phelps, 1966). Thus, higher educational degrees within a 
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firm leads to innovation, because innovation is a knowledge-based activity for 
which a certain base of knowledge is required. 
 A firm does not merely use and build on knowledge that is available within 
a firm, but also on external knowledge that can be beneficial for innovation. For 
instance, interactions with suppliers, buyers, and universities provide knowledge 
inputs that might improve the production process or foment potential innovations 
(Moulaert and Sekia, 2003; Lundvall, 1999). In order to be able to make use of such 
knowledge, however, a firm should be able to absorb and transform it. A firm 
with a higher percentage of schooled employees is better able to absorb, transform 
and exploit knowledge than an unschooled workforce (cf. Cohen and Levinthal, 
1990), which in turn allows it to be more innovative. 
 In lower-income countries in particular, higher levels of schooled employees 
within a firm allow it to become more innovative and, as innovation improves 
together with the firm’s know-how, also to exploit new technologies (Baptist and 
Teal, 2014). Firms in lower-income countries partly upgrade their products by 
learning and emulating other firms (Amman and Cantwell, 2012; Kim and Nelson, 
2000). As a higher percentage of schooled employees spurs this absorption and 
transformation, innovative output should eventually come about. Should a firm 
have a lower percentage of schooled employees, innovation will be hampered. 
For instance, the workers of a textile company that we interviewed made clear 
that they were unable to hire personnel with a certain background, which 
hindered their ambition to innovate.
 From these considerations we came up to the following hypothesis: 
H1:  The higher the percentage of schooled employees within a firm, the higher 
its probability to produce innovative output. 
2.2.4  Firm-level practice: Formal training
We consider formal training as another crucial element leading to the 
development of human capital within a firm. Formal training refers to the extra 
training that employees receive, it is a practice carried out by a firm to increase 
the quality of its own human capital by updating its personnel’s knowledge and 
capabilities (Cohen and Levinthal, 1990). The reason why firms offer training 
and why it could contribute to innovation is two-fold. First, the knowledge that 
employees possess might become obsolete—especially in these times of 
overwhelmingly fast technological change—, because the knowledge acquired 
during secondary education depreciates quickly in a changing environment 
(Bauernschuster et al., 2009). The purpose of formal training is then to keep 
employee’s knowledge up to date. Second, it is not unusual that certain aspects 
of the company require specific knowledge that goes beyond what employees 
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may have learned during their formal education, thus formal training fills the 
gap between employees’ education and a firm’s distinct knowledge (Arrow, 
1962). These two reasons loosely relate to the distinction that Becker (1964) made 
between general and specific training. General training is training that upgrades 
the capabilities of the whole work force and does not relate to capabilities specific 
to the firm, while specific training relates to training that improves the specific 
knowledge related to that specific firm. 
 We expect both types of training to be useful when introducing an 
innovation, for both types of training will update employees’ knowledge, thus 
enhancing their ability to absorb knowledge and transform it into successful 
innovations (Freel, 2005). Formal training is even more important for firm-level 
innovation in lower-income countries, where training might be one of the first 
steps a firm might be forced to undertake in order to replace the educational 
qualifications that the country’s educational system is unable to produce and 
which nonetheless are fundamental to improve the firm’s innovative capabilities 
(Bell and Figueiredo, 2012). Training grants employees the opportunity to 
acquire skills and know-how that enhances the innovative capability of firms 
(Shipton et al., 2005; Shipton et al., 2006). Formal training of employees may 
compensate for the lower degree of education that employees might have in 
lower-income countries. 
 For instance, the manager of the telecommunications company pointed out 
that there was a gap between the knowledge that employees obtained during 
their schooling and the knowledge necessary to develop new innovative 
products. In order to amend this disparity, they designed specific training 
modules. They ‘noticed that coding and talent and developing a great idea is a bit weak. 
So we have a facility called [firm name] Academy, which is something we set-up in 
partnership with [name] University’. According to the manager, this would fill ‘a 
gap within the community. So, we thought, if we feed in the gap, they will start innovating’. 
The pharmaceutical company offered training to its employees as well, but the 
goal of the training was to teach their employees specific knowledge related to 
guidelines and procedures: ‘Training and retraining over and over…reinforcing them 
the need what they are doing...and how it can affect the product’. The training offered 
by the telecommunications firm relates more to general training aimed at 
updating employees general knowledge, while the training offered by the 
pharmaceutical company is specifically oriented towards learning certain 
procedures and guidelines. These two different types of training have both the 
potential to increase their employees’ knowledge, which should positively impact on 
their innovative output. However, studies about training and innovation show 
mixed results. For instance, Freel (2005) does not find a significant relationship, 
while two other studies show a positive relationship in higher-income countries 
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(Laursen and Foss, 2003; Beugelsdijk, 2008). Some studies in lower-income countries 
take training as a control variable, but do not find a significant relationship with 
innovation (Goedhuys, 2007; Robson et al., 2009), while we expect that especially 
in lower-income countries, training would make a great difference. On the basis 
of this expectation we formulated the following hypothesis: 
H2:  A firm that provides formal training to its employees has a higher probability 
to produce innovative output than firms that do not provide formal training. 
2.2.5  Firm-level practice: Employee slack time 
Employee slack time is another firm-level practice to improve human capital. 
It refers to the time that employees can spend on other explorative activities 
instead of their daily activities (Bourgeois, 1981). The effect of slack resources on 
innovation is still a point of discussion (Anderson et al., 2014). Some have found 
that the relationship between slack and innovation has an inverted U-shape 
(Herold et al., 2006; Nohria and Gulati, 1996), while others have found either a 
negative relationship (Latham and Braun, 2009) or no significant effect of slack 
on innovation (Alpkan et al., 2010; Mousa and Chowdhury, 2014). We focus on 
employee slack in particular, because it is a resource used to build human capital 
within a firm. In a context where other costly resources to improve human 
capital might be unaffordable, the provision of recreational time could be an 
inexpensive, easy and informal way of conducting R&D. 
 Slack time gives employees the resources to work on their own ideas and 
thus a certain amount of freedom in their work, which might encourage creativity 
(Amabile, 1996). It has been shown that slack time increases the development of 
personal knowledge, which enhances the overall creation of knowledge within 
a firm and eventually also creativity (Richtnér and Åhlström, 2010). Since ‘innovation 
is the successful implementation of creative ideas within an organization’ 
(Amabile, 1996, p.1), providing employees with slack time to work on their own 
ideas will increase the opportunities at their disposal to be innovative. 
 There is evidence from a case study about the company 3M, where employees 
spend 15% of their working time on a self-chosen project. This 15% rule has been 
identified as one of the company’s key characteristics to foster innovative output 
(Garud et al., 2011). During the interviews, some firms indicated that they 
provide slack time to their employees, while other firms said that they needed 
all their manpower at hand to keep the business going. For instance, at a chemical 
company there was one employee who was given time to come up with new 
ideas. Companies that developed new clothing designs indicated that designers 
got the freedom to do what they want: ‘Actually, we mostly allow them to work on 
their own ideas. We try as much as possible not to be a dictator company because creatives 
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are very autonomous; they have their own style.’ (As stated by a manager of a 
furniture company). The CEO of a food company pointed out that the person 
given slack time was expected to come up with ‘proposals for a new product to meet 
a need in the market, to come up with a new product to meet an unmet need in the market 
or to improve on available products to meet or to come up with a process that can help us 
access the market better or that can help us produce the product at a lower cost.’ A textile 
company was aware of the fact that slack time could spur creativity, but ‘It is 
usually hard because mostly what happens is that every day…you have to have something 
on the line so they usually don’t have the time to think about something new you know’. 
As these quotations suggest, some firms provide slack time to their employees 
to spur creativity and innovation, sometimes as an informal way to conduct 
R&D, but not all firms are able to provide slack time to their employees due to 
time and resource constraints. 
 Especially in low- and medium-technology industries, creativity rather than 
technological knowledge is one of innovation’s main drivers. In such industries 
innovation is mostly based on the creativity to transform the available stock 
of knowledge rather than on scientific research (Santamaría et al., 2009). Most 
lower-income countries have a comparative advantage in low- and medium- 
technology industries (Goedhuys et al., 2014), which indicates that creativity is 
an even more important factor in those countries. Since slack time increases 
individual creativity (Amabile, 1996) and should therefore be expected to 
stimulate innovation, we formulated the following hypothesis: 
H3:  A firm that gives slack time to its employees has a higher probability to 
produce innovative output than firms that do not. 
2.2.6  Schooling and employee slack
The percentage of schooled employees within a firm provides it with a certain 
knowledge foundation while employee’s slack time allows them to develop 
unsuspected skills and thus come up with innovative ideas. We propose that 
these two different elements of human capital will reinforce each other’s effect 
on innovation on the basis of the following two reasons. 
 First, in order to come up with new ideas there needs to be a certain basic 
level of knowledge to build upon (Smith et al., 2005). Therefore, a certain degree 
of education among a firm’s employees will make it more likely that they will 
develop new ideas during slack time. Higher levels of schooling increase 
employees’ chances to apply their basic knowledge to new circumstances 
(Kyriakopoulos and Ruyter, 2004) and such potential could be unleashed during 
slack time. Therefore, the combination of these two elements might result in an 
even higher innovative output.
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Second, we argued that a higher percentage of schooled employees nurtures 
a higher ability to transform information. The ideas generated during slack time 
will not automatically be turned into successful innovation, they first need to 
be transformed into successful innovations within the firm. The ideas will 
transformed into successful innovations once a firm is able to bring together a 
critical mass of schooled employees, which leads us to our following hypothesis:
H4:  The higher the percentage of schooled employees within a firm, the 
stronger the influence that employee slack time will exert on innovative 
output. 
2.2.7  Formal training and employee slack
The slack time that employees receive to develop themselves and come up with 
innovative ideas is based on the assumption that some spare time will enhance 
their creative thinking and advance new ideas (Amabile, 1996). In addition to 
slack time, firms could also provide extra training to their employees to improve 
the quality of their human capital. We expect that the combination of both these 
mechanisms will have a reinforcing effect on each other. 
 Training is an asset that reduces the complexity of the problems faced by a 
company, allows it to set better goals and has the potential to stimulate creativity 
(Hirst et al., 2009). By making clear that the firm is open to new approaches, 
training could encourage the production and implementation of new ideas 
within the firm and improve its knowledge base (in the same fashion as human 
capital endowments). In a study of Chinese firms, Jiang et al. (2012) empirically 
showed that there is a positive correlation between training and creativity. 
However, in their structural equation model the effect becomes insignificant. In 
our preliminary interviews, training offered by the telecommunications 
company was partly geared towards the development of new ideas. Moreover, a 
firm that offers training to its employees spurs the implementation of ideas and 
updates its employees’ knowledge, which enhances their ability to absorb 
knowledge and transform it into successful innovations (Freel, 2005) by 
endowing them with the ability to understand complex products (Bauernschuster 
et al., 2009). Creative skills are required in order to come up with radically new 
ideas (idem). Giving employees slack time seems to be a certain way to spur this 
creativity. Hence, the combination of continuous training with slack time might 
accelerate the production of innovation or increase its quality. There are three 
reasons to suspect this. First, ideas developed during slack time are easier to 
implement. Second, training helps the development of knowledge by providing 
a good starting platform from which innovative ideas might develop during 
employee’s recreational time. Third, slack time spurs the creativity necessary 
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to come up with something radically new, which in combination with training 
seems like a more probable event. On the basis of this reasoning we have 
formulated the following hypothesis:
H5:  The effect that the provision of slack time has on innovative output is 
greater for firms that also provide formal training than for firms who do not. 
2.3  Data and Methods
2.3.1  Data
The quantitative data that we use to test our theoretical ideas stems from the 
Enterprise Surveys conducted in Kenya (2013), Tanzania (2013), Uganda (2013), 
Ghana (2013), Congo (2013), Djibouti (2013), Malawi (2014), Namibia (2014), 
Nigeria (2014), South Sudan (2014), Sudan (2014), Zambia (2013), Ethiopia (2011). 
We chose these countries, because they conform a relatively coherent sample of 
countries from Sub-Saharan Africa. Moreover, similar surveys have been 
conducted in these countries within a similar time span. The Enterprise Surveys 
have been developed by the World Bank to collect harmonized data among 
lower-income countries. Since 2002, the World Bank has conducted interviews 
with top managers and business owners of 130,000 firms in 135 economies. The 
goal of the survey is to get an overview of a broad range of topics, such as 
finance, corruption, infrastructure, crime, competition and performance. In 
recent surveys a new section has been included about innovation. This gives us 
the opportunity to relate human capital measures to innovation-related 
measures in lower-income countries. In line with the method employed in the 
OECD’s ‘Oslo Manual’, the Enterprise Surveys include questions about 
innovation outputs. This makes the survey suitable for analyzing the relationship 
between human capital and innovation, especially since other traditional 
measures for innovation, such as patenting, are uncommon among lower-income 
countries. 
 The World Bank uses stratified random sampling as sampling methodology. 
The strata have been based on firm size, business sector (manufacturing and 
services) and geographic region within a country.5 This resulted in a representative 
sample for the countries and industries involved. In total 8223 firms have been 
surveyed in our sample. 
5 For more information about the methodology and sampling see www.enterprisesurveys.org. 
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2.3.2  Dependent Variable
Traditionally, innovation has been measured using R&D expenditures and 
patents. Yet, R&D is an input measure in the innovation process and patents 
only refer to innovations that are new but might not be implemented in the 
production process (Mairesse and Mohnen, 2010). Given the shortcomings of 
these proxies, we have operationalized a firm’s innovation outcomes using 
self-reported measures of innovativeness that were developed according to the 
Community Innovation Survey (CIS) (Brouwer and Kleinknecht, 1996). We used 
two sequential questions specifically to measure whether companies are 
innovative. First, respondents were asked ‘Did you introduce new or significantly 
improved products or services to the market in the last three years?’. A three-year 
period was chosen to avoid bias resulting from measuring accidental or one-off 
innovation. Respondents who gave an affirmative answer to this question were 
subsequently asked ‘Was this new or significantly improved product or service also 
new to your main market?’. Companies answering ‘yes’ on both questions were 
coded with a ‘1’ all other companies with a ‘0 ‘. This measurement is in line with 
generally accepted definitions of incremental and radical innovation and prior 
research has shown that this perception based measure of innovation outcomes 
is highly reliable and correlates heavily with other (objective) measures of 
innovation outcomes (Hagedoorn and Cloodt, 2003).
2.3.3  Independent Variables 
Schooling. A proxy that is often used for the human capital assets of a firm is the 
schooling degree among its employees (De Winne and Sels, 2010). We measured 
a firm’s human capital endowments as the share of employees who completed 
high school. Employees’ educational degree was measured by asking the 
respondents ‘What percentage of your full-time workers has completed their high 
school?’ The resulting variable ranges between 0 and 100 by design. 
 Formal training. The presence of formal training practices within the company 
was assessed by asking ‘In the last fiscal year did your company offer formal training 
programs to your full-time permanent employees?’ Companies answering ‘yes’ to 
this question were coded with a ‘1’ all other companies with a ‘0’. 
 Employee slack. The presence of the practice of giving employees slack time 
to work on creative new ideas was measured by asking ‘During the last three 
years, did your establishment give employees time to work on new ideas?’. Companies 
answering ‘yes’ to this question were coded with a ‘1’ all other companies with 
a ‘0 ‘. 
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2.3.4  Control Variables
Size. Since as a general rule bigger companies have more resources at their 
disposal and thus can afford to free personnel and resources for innovative 
activities with more ease, we have controlled for company’s size (Hansen, 1992). 
The size of the company was measured by the natural log of the number of the 
company’s full-time permanent employees. 
 Age. Since it has often been argued that older companies are more 
cumbersome, less flexible and will therefore be less likely to innovate, we have 
controlled for the company’s age (Hansen, 1992). A company’s age was determined 
by asking for the year of establishment of the company and subtracting this 
from the year in which the survey was performed.
 Subsidiary. We have controlled for whether the company is an independent 
economic unit or part of a larger organizational entity. We have done so by 
asking the question ‘Is your establishment part of a larger firm?’. Companies 
answering ‘yes’ to this question were coded with a ‘1’; all other companies with 
a ‘0 ‘.
 Foreign presence and foreign owned. We used a question about the percentage 
of the company that is owned by private foreign individuals, companies or 
organizations to construct two control variables. First, any company answering 
this question with a value greater than 0% was assigned a ‘1’ for the control 
variable ‘foreign presence’; otherwise it was assigned a ‘0’. Second, any company 
answering this question with a value greater than 50% was assigned a ‘1’ in the 
control variable ‘foreign owned’; otherwise it was assigned a ‘0’. We controlled 
for foreign presence and foreign ownership because firms in emerging economies 
often greatly benefit from technological knowledge available from their 
international headquarters and research labs (Isobe et al., 2000).
 Previous studies pointed out that strategic activities have an effect on human 
capital and performance (Chowhan, 2016). Therefore, we controlled for two 
strategic activities, namely: 1) conducting research and development; and 2) 
whether the firm is active in the international market through exports. 
 R&D. A firm’s internal capacity to generate and process knowledge is also 
likely to impact its innovation (Cohen and Levinthal, 1989). To reflect this, we 
included a dummy variable that took the value ‘1’ if the responding firm 
indicated that during the last three years it had spent any money on formal R&D 
activities; we assigned a ‘0’ in all other cases.
 Export measures the percentage of sales that was exported directly. It 
indicates how active a firm is in the international market. 
 We also controlled for the coordination with suppliers and customers, 
which has been indicated as a strategic activity by Chowhan (2016). The variable 
email measures whether a firm communicates with its suppliers and customers 
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by email. It is a dummy variable that took the value of ‘1’ if a firm communicates 
by email and ‘0’ otherwise. 
 Labor force obstacle. We controlled for recruitment and selection bottlenecks 
as an indicator of how difficult it is to find the right employees. In particular in 
lower-income countries, which could reflect a major obstacle to hire employees 
matching the firm’s strategy. This dummy variable was assigned a ‘1’ when an 
inadequately educated workforce represented a major obstacle to the current 
operations of the firm and a ‘0’ when it did not. 
 Country, sector and industry dummies. Finally, we included dummy variables 
to control for differences among countries (Uganda being the reference category), 
sectors (services being the reference category) and industries (food being the 
reference category). 
2.3.5  Analyses
Our dependent variable has a discrete distribution. We therefore employed 
logistic regression analysis to estimate the effects of our independent variables 
on the likelihood of a firm being innovative. The basic form of a logistic 
regression equation is represented in equation 1. To make this function estimable 
it is transformed into equation 2. 
Y= e 
b0+b1X1+bnXn+ε (1)
1+ e b0+b1X1+bnXn+ε
log [ Y ] = b0+b1X1+bnXn+ε (2)1 – Y
As is evident from equation 1 and 2, logistic models are highly non-linear. 
Therefore, formal hypothesis tests using logistic regression models have to take 
into account that the strength and direction of effects depend on the values of all 
other variables in the model. We followed recommendations by Hoetker (2007) 
and estimated average marginal effects across all observed values for the other 
variables in the model. This approach improves on the common practice of 
setting all other variables at their mean. The latter can be problematic because 
the mean ignores the actual dispersion of values. In addition, in the case of 
categorical variables, the mean tends to be a value for which the variable is not 
defined. 
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While estimating the logistic regressions, we used probability weights as 
indicated and presented by the World Bank.6 This allowed us to make inferences 
about the population of non-agricultural private firms in our thirteen countries. 
We used the improvement of the overall model fit to identify appropriate models 
for hypothesis tests based on log-likelihood ratio tests (Long and Freese, 2006). 
For our formal hypothesis tests, we report conditional effect specific relevant 
values of the independent variables (Bowen and Wiersema, 2004; Long and 
Freese, 2006). In addition, we provide graphs that show their effects across the 
full range of observed variable values.
2.4  Results
Table 2.1 reports pooled descriptive statistics and correlations. The descriptive 
statistics indicate that 36% of the firms in our sample report to be innovative. 
Only 23% of the firms performed any formal R&D in the last three years. 
However, a surprisingly large share of firms (40%) formally offers their 
employees time to work on new and creative ideas. In light of these numbers, it 
appears as though a large part of the R&D is informally carried out. Lastly, 28% 
of the companies offer formal training to their personnel and, in the average 
firm, about 57% of the personnel holds at least a high school degree.
 Table 2.2 reports the results of the binary logistic regressions performed to 
test our hypotheses. Models 1 through 3 are hierarchical logistic regressions. 
Model 1 is the baseline model including only the control variables. Model 2 adds 
to direct effects of the three independent variables to the model, whereas model 
three adds to interaction effects between employee slack and the two other 
independent variables. Models 4-5 and 6-7 are identical to model 2 and 3 except 
that models 4 and 5 include only manufacturing firms, whereas models 6 and 7 
include only service firms. 
 With regard to the control variables, most results are as expected. Firm size 
and R&D have both a positive effect on the likelihood of the firm being 
innovative. Marginal effect analyses reveal that, when it comes to the likelihood 
of being innovative, the difference between firms that engage in R&D and firms 
who do not comes down to only 11%. Compared to the effect sizes of one of the 
variables of human capital we will discuss later, this effect is modest indeed. 
This further bolsters the notion that formal R&D is relatively unimportant as a 
driver of innovation in lower-income countries. 
6 See www.enterprisesurveys.org
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The main effects of our independent variables are highly similar across all 
models. With regard to the interaction effects, comparing model 3 to 2 reveals 
that the full model (model 3) has a superior model fit. However, a comparison of 
models 4-5 and 6-7 reveals that this superior model fit is completely driven by a 
better model fit for the manufacturing firms. For the service firms, the interaction 
effects are insignificant. In consequence, we will interpret the interaction effects 
separately for each sector. 
 Employee schooling has a marginally significant effect on a firm’s likelihood 
of being innovative in the manufacturing sector. Moreover, the effect is very small 
and negative. Marginal effects’ analyses reveal that an increase of one standard 
deviation in employee schooling decreases the likelihood of being innovative by 
about 1 percentage point. It seems like we have found some statistical evidence 
for a small negative effect and we have concluded that employee schooling is a 
relatively unimportant determinant of firm innovation. Hence, hypothesis 1 
does not seem to be supported. 
 We find very strong support for our hypothesis that formal training is of 
influence on a firm’s innovativeness (hypothesis 2). The size of the effect of this 
variable is depicted in figure 2.1. In figure 2.1 we computed the marginal effects 
of R&D, employee slack, formal training, and a combination of employee slack 
and formal training on innovation. Because all these variables are dummy 
variables, the slope of the line between zero and one is calculated. As can been 
seen in figure 2.1, having a formal training program makes the likelihood of a 
firm being innovative increase from 20% (no slack, no formal training) to 30% 
(formal training only).
 The same conclusion holds for firms that offer their employees slack time to 
work on new and creative ideas. Figure 2.1 reveals that the size of this effect is 
even more profound than that of formal training. Offering employees slack time 
results in an increase in the likelihood of being innovative—from 23% to 46% in 
manufacturing; and 43% in services. These findings offer strong support for 
hypothesis 3. They also suggest that firm-level practices are indeed of importance 
to spur human capital apt to bring forth innovative outputs. In comparison with 
schooling, firm-level practices seem to have a more profound relationship with 
innovation in lower-income countries. 
 In hypothesis 4 we predicted that having more educated employees and 
offering employee slack would reinforce each other’s positive effects. We find 
evidence in the opposite direction, but only in the manufacturing sector. 
We computed the marginal effect, which is the partial derivative with respect to 
schooling, at every 10% of schooling, with and without employee slack time. 
The effect size analyses shown in figure 2.2 reveal that firms offering employees’ 
slack time render the effect of employees’ schooling negative. This is an 
42
Chapter 2
Table 2.2  Regression Results
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7
Variables All firms All firms All firms Manufacturing Manufacturing Services Services 
Size 0.080*** (0.025) 0.039 (0.026) 0.039 (0.026) 0.05 (0.037) 0.050 (0.037) 0.038 (0.037) 0.038 (0.037)
Age 0.025 (0.038) 0.012 (0.040) 0.011 (0.040) 0.026 (0.061) 0.023 (0.061) 0.016 (0.053) 0.016 (0.053)
Subsidiary -0.089 (0.068) -0.083 (0.070) -0.081 (0.070) -0.077 (0.112) -0.068 (0.112) -0.130** (0.092) -0.129 (0.092)
Foreign presence 0.241** (0.111) 0.191* (0.116) 0.187 (0.116) -0.173 (0.180) -0.193 (0.181) 0.426** (0.152) 0.427** (0.152)
Foreign owned -0.290** (0.136) -0.263* (0.141) -0.261* (0.141) 0.058 (0.215) 0.073 (0.216) -0.488 (0.189) -0.490** (0.189)
Laborforceobstacle 0.153** (0.068) 0.082 (0.070) 0.081 (0.070) 0.139 (0.108) 0.138 (0.108) 0.033 (0.095) 0.032 (0.095)
Export 0.002 (0.002) 0.002 (0.002) 0.002 (0.002) 0.002 (0.002) 0.002 (0.002) 0.003 (0.002) 0.003 (0.002)
Email 0.380*** (0.059) 0.240*** (0.062) 0.240*** (0.062) 0.395*** (0.103) 0.393*** (0.103) 0.170* (0.079) 0.168* (0.079)
R&D 1.177*** (0.059) 0.626*** (0.065) 0.630*** (0.065) 0.518*** (0.098) 0.524*** (0.098) 0.697*** (0.088) 0.699*** (0.088)
Manufacturing 0.127 (0.085) 0.168* (0.088) 0.171 (0.089) - - - -
Country dummies YES YES YES YES YES YES YES
Industry dummies YES YES YES YES YES YES YES
Schooled employees (H1) 0.0000 (0.001) 0.002 (0.001) -0.003** (0.001) 0.000 (0.002) 0.002 (0.001) 0.002* (0.001)
Formal Training (H2) 0.470*** (0.060) 0.522*** (0.091) 0.455*** (0.090) 0.558*** (0.142) 0.498*** (0.083) 0.556*** (0.120)
Employee Slack (H3) 1.152*** (0.057) 1.361*** (0.101) 1.201*** (0.088) 1.539*** (0.155) 1.134*** (0.076) 1.240*** (0.137)
Schooled employees * slack time (H4) -0.003** (0.001) -0.005* (0.002) -0.001 (0.002)
Formal Training * slack time (H5) -0.085 (0.117) -0.171 (0.179) -0.098 (0.158)
N 8223 8223 8223 3344 3344 4866 4866
Log-likelihood -4883.20 -4601.86 -4598.70 -1900.14 -1896,56 -2658,11 -2657.60
χ2ΔLog-likelihood - 562.68*** 6.32** - 7.16** - 1.03
a. Robust standard erros in parentheses
† p < .10
* p < .05
** p < .01
*** p < .001
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intriguing finding to which we will get back in detail in the discussion section. 
However, it is important to note that, regardless of the value of employees’ schooling, 
offering employees some slack will increase a firm’s likelihood of being 
innovative (i.e. the dark blue line is always above the light blue line in figure 2.2). 
However, for firms already offering slack time to their employees, hiring more 
educated employees might have negatively influenced their innovativeness.
 In hypothesis 5 we predicted that offering both formal training and 
employee slack time would reinforce each other’s effect as formal training might 
cultivate the kind of individual creativity that employees’ may draw upon in 
their slack time to come up with innovative ideas. However, we have not found 
support for this hypothesis, as indicated by the insignificance of the interaction 
coefficient in table 2.2. The effect size analysis reported in figure 2.1 reveals that 
the combination of slack and formal training results in a higher innovative 
output, but as shown in the regression, this result is not significant. 
Figure 2.1  R&D, Employee slack, Formal training and Innovation
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2.5  Conclusion
2.5.1  Discussion
This chapter aimed to contribute to the literature about the relationship between 
human capital and innovation in lower-income countries. We found that human 
capital, and especially firm-level practices to improve human capital, play an 
important role in innovation in lower-income countries. In addition, the 
combination of certain elements of human capital can have an adverse 
relationship with innovation. We conducted our empirical analysis in thirteen 
Sub-Saharan countries and combined qualitative and quantitative data to 
support our claims. 
 Overall, our results suggest that firm-level practices seem to be critical for 
innovation in lower-income countries—even more than human capital endowments. 
Moreover, these results indicate that human capital practices have a more 
profound relationship with innovation than traditional factors, like schooling 
and R&D. This suggests that previous studies have paid too much attention to 
traditional factors, while neglecting other factors that should be taken into 
account for the study of innovation—particularly in lower-income countries. 
This resonates with an insight made by previous research, according to which 
other factors should be considered when analyzing non-high tech industries 
or innovations not based on scientific research (Santamaría et al., 2009; von 
Tunzelmann and Acha, 2005). We would like to stress that it is not our intention 
Figure 2.2  Schooling, Employee slack and Innovation for Manufacturing Firms
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to state that traditional factors do not play a role at all. Rather, the point we 
would like to make is simply that one should not overlook other factors that 
relate to innovation. 
 When considering the utilization and development of human capital within 
a firm, we encountered that the portfolio of certain elements of human capital 
matters for innovation. Our study indicates that different combinations relate 
differently to innovative output. This contradicts the implicit assumptions in 
most previous studies that if one factor relates to innovation, an increase in this 
factor is always desirable (Anderson et al. 2014; Chowhan 2016; Jiang et al. 2012; 
Lepak and Snell 1999). We suggest that one should consider a portfolio approach 
towards different elements of human capital. 
 Furthermore, it seems that the relation between innovation and these 
combinations depends on the context in which these combinations are deployed 
(i.e. manufacturing or the service sector). Thus, future studies should consider 
the context in which these combinations are implemented to further investigate 
how they relate to innovation. For instance, we found that the combination of 
employee schooling and employee slack time diminish each other’s effect in the 
manufacturing industry; but we did not find the same outcome for the service 
sector. This result is surprising because it contradicts our hypothesis that these 
two elements combined would reinforce each other. This could imply that 
employees without secondary education have other characteristics that, in 
combination with slack time, might be even more beneficial to spark innovation 
(Marvel and Lumpkin, 2007; Tierney and Farmer, 2002). Job experience provides 
a good example: employees who instead of going to school started working at an 
earlier age, thus compensating with practical experienced what they missed in 
the schooling they did not get. Seemingly, such job expertise could enhance 
creativity (Amabile, 1996) and therefore the effect of slack on employees could be 
greater on those without secondary schooling. Unfortunately, we did not have 
data about job experience. Yet, this result indicates that future studies should 
include other characteristics of employees as well. 
In general, this result indicates that the assumption in most previous studies—
that an increase in one factor is always desirable to improve innovation—is not 
supported. Providing its employees with slack time could be more beneficial for 
a firm’s innovative output than hiring a higher percentage of employees with 
secondary schooling. This result supports an idea stressed in previous studies 
(Anderson et al. 2014; Chowhan 2016; Jiang et al. 2012; Lepak and Snell 1999): a 
portfolio approach is of major importance. This result contributes to the literature 
by providing evidence which shows that certain combinations of human capital 
are related in different ways to innovative performance. 
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Similarly, the combination of training and employee slack time did not reinforce 
each other’s effect. Although the results are insignificant, this could imply that 
countervailing forces are at play. Perhaps, a firm offering training to its employees 
might be simultaneously limiting their creativity by providing those with work 
experience with redundant knowledge while steamrolling other employees’ 
creativity with homogeneous knowledge, which might be both a waste of the 
firm’s resources and suffocate original perspectives within its workforce. A less 
heterogeneous population of employees might have adverse effects on their 
creativity by preventing them from being exposed to a wider range of views 
(Perry-Smith and Shalley, 2003). Ultimately, a more homogeneous body of 
employees might create a self-congratulatory atmosphere in which there is little 
room for either autonomy or creative behavior (Amabile, 1996; Perry- Smith, 
2006). In addition, training may impair employee’s feeling of autonomy by 
reducing their motivation to be creative and their confidence to propose 
innovative solutions (Caniëls and Rietzschel, 2015; Shalley et al., 2004). Training 
might put in place rigid structures whose inflexibility might hinder a firm’s 
creativity (Klijn and Tomic, 2010). Thus it is possible that, by providing their 
employees with training, firms might be offsetting the creativity that they expect to 
unleash during slack time. Future research that gathers more information about 
the type of training could shed more light on this issue.
 Managers and policymakers could use these results to stimulate investments 
in formal training and employee slack time. This may be more advantageous for 
innovation than policies focusing on R&D expenditures. Furthermore, 
policymakers and managers should carefully consider the portfolio of factors 
that they would like to introduce: some combinations of human capital-enhanc-
ing elements might be more favorable than others. They should as well consider 
the sector in which the firm is embedded, for some of these combinations might 
exert a more beneficial impact on innovation in one sector than in others. As a 
general recommendation, these findings imply that policies should not be too 
generic, but rather target specific combinations in specific sectors. 
2.5.2  Limitations
From a methodological point of view, our study has some limitations. First, only 
cross-sectional data is available, which makes it difficult to establish causality. 
Future research using panel data could empirically investigate the direction of 
causality. This problem could also be solved should instrumental variables 
be available. Second, slack time and training are both measured as dummy 
variables, which does not give very rich information about these variables. 
Should more information be available—such as time and money spent on these 
firm-level practices— future studies could rely on it to gain a deeper under-
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standing. Besides, we only know whether a firm offered training to its employees 
in a given year. We do not know which employees specifically received such 
training or whether these employees stayed with the company. This could have 
an impact on the results as well. Finally, other studies about human resources 
included more specific information, which is not available in our database. 
Future data collection efforts could include other variables related to human 
resources such as motivational incentives, bonuses or information about career 
opportunities, and variables about information sharing and job design. 
Moreover, the strategic activities of a firm could influence the results (Jiang et al., 
2012). Although we included some variables about firm strategy, other factors 
could play a role as well. This could bias our results by overestimating the effects 
due to omitted confounding variables. Future research could consider these 
points to improve our understanding of the relationship between human capital 
and innovation. Furthermore, future studies could replicate this study in other 
countries (should data be available) to check the robustness and generalizability 
of the results. 
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A dangerous strategy: Open innovation 
in lower-income countries
Earlier versions of this chapter were presented as papers at several conferences: 
Academy of Management (2017), Globelics (2016), Model-based Evidence on Innovation 
and DEvelopment (2016), Regional Studies Association Netherlands (2016)
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Abstract
Existing research describes an inverted U-shaped relationship between openness 
and innovation. Most of this work has been conducted in rich countries and 
takes the context as a given. However, when using an open innovation strategy 
the context becomes relevant. We suggest that the regional knowledge available 
affects the relationship between openness and innovation. We investigate how 
regionally available knowledge affects the relationship between openness and 
innovation in a sample of 683 firms located in five lower-income countries. 
The results indicate that in regions with a lower amount of knowledge open 
innovation could be a dangerous strategy, hampering innovation.
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3.1  Introduction 
The importance of sources of external knowledge to firm-level innovation has 
been well established (Cohen and Levinthal, 1989). In recent years, a significant 
body of research has focused on how ‘openness’ influences a firm’s innovative 
performance. According to Chesbrough (2003, p. XXIV) “open innovation is a 
paradigm that assumes that firms can and should use external ideas as well as 
internal ideas, and internal and external paths to the market, as firms look to 
advance their technology.” This insight is based on the premise that external 
sources provide the firm with new information that helps the firm achieve and 
sustain innovation (Chang et al., 2012; Escribano, Fosfuri, and Tribó, 2009; 
Leiponen and Helfat, 2011; Nieto and Santamaría, 2007; Sidhu, Commandeur, 
and Volberda, 2007). However, these studies focused mainly on the success of 
openness while neglecting its disadvantages (Dahlander and Gann, 2010; 
Huizingh, 2011; West and Bogers, 2013). Other studies indicate that openness is 
beneficial only until a certain point (Belderbos, Faems, Leten, and Looy, 2010; 
Laursen and Salter, 2006) after which there might be even a negative relationship 
between openness and a firm’s performance (Faems et al., 2010). In the face of 
these opposing findings, the effects of openness remain ambiguous and point to 
the need to further clarify this relationship. In this chapter, we argue that the 
ambiguity between these results could be cleared by taking into account the 
context in which openness takes place. 
 The value of open innovation may be contingent on the context a firm operates 
in (Huizingh, 2011). For instance, Hsieh and Tidd (2012) analyzed openness in a 
different context: the service sector and the innovation’s degree of novelty. 
Cruz-González et al. (2015) focused on the moderating role of environmental 
dynamism on the relationship between openness and a firm’s performance in 
Spain. Hung and Chou (2013) considered the role of environmental turbulence 
upon openness and performance in Taiwan. 
 However, an even more salient contextual aspect to take into account when 
considering open innovation is the quality and quantity of the external resources 
to which a firm is opening up. The external sources should provide the firm with 
new ideas and help it achieve innovation—as highlighted in the definition. 
Hence, openness could have a less favorable effect when external sources of 
knowledge are scarce in a firm’s environment. We suggest that the success of 
openness largely depends on the availability of knowledge within the region in 
which the firm operates. 
 We focus specifically on the availability of regional knowledge for two reasons. 
First, innovation is a knowledge-based activity for which external knowledge is 
useful. It has been argued that openness gives a firm access to external actors 
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and sources that provide it with new knowledge (Laursen and Salter, 2006). 
This suggests that openness is only relevant if there is knowledge available for 
a firm to open up to. Roper, Vahter and Love (2013) have already studied whether 
spillovers of openness have a positive effect on innovative performance. Not-
withstanding a direct effect of knowledge availability on innovative performance, 
we will explicitly argue how the availability of knowledge moderates the 
relationship between openness and innovation. We argue that the availability of 
knowledge influences the costs and benefits of openness—and eventually the 
relationship between openness and innovation. Second, we focus specifically on 
the availability of regional knowledge. Already since 1890, Marshall pointed out 
that geographical proximity promotes knowledge exchange and hence the 
region in which a firm is located matters. Since then, numerous studies have 
pointed out that the flow of knowledge does not come for free to anyone, 
anywhere—i.e. it comes at a prize for everyone, everywhere—and its reach 
tends to be limited to the geographical region in which it was generated (Jaffe, 
Trajtenber, and Henderson, 1993; Owen-Smith and Powell, 2004; Singh and 
Marx, 2013). In other words, knowledge tends to spread within specific 
geographical locations (Feldman, 1994). The corollary is a vast amount of 
geographical diversity: there must be substantial heterogeneity of knowledge 
available across the world’s regions—some featuring more knowledge than 
others. Therefore, the region in which a firm is located matters, because it gives 
access to a particular kind of knowledge. 
 We argue that the availability of regional knowledge influences both the 
costs and benefits associated with openness. The benefits refer to the value of 
knowledge flowing into the firm and the costs refer to the efforts put into 
searching, monitoring, and interacting with sources of external knowledge 
(Chen, Chen, and Vanhaverbeke, 2011; Faems et al., 2010; Oerlemans, Knoben, 
and Pretorius, 2013; Sisodiya, Johnson, and Grégoire, 2013). Although previous 
studies have mainly focused on the benefits of open innovation, they have failed 
to pay attention to the costs associated with it (Badawy, 2011; Praest Knudsen 
and Mortensen, 2011). What these studies might have omitted is that the costs 
associated with openness might exceed its benefits whenever knowledge is 
rarely available. Searching for knowledge that is hard to find might increase 
costs and thus the total value that this knowledge might bring to the company 
might decrease. The implication is that, in some environments, firms would be 
better off having a less open approach. 
 We have examined this unresolved issue in five countries, namely Bangladesh, 
Ghana, Kenya, Tanzania, and Uganda. We have chosen these five different countries 
for several reasons. First, they offer a broad variety of available knowledge, which 
renders them a useful sample to test our ideas. Second, firms in lower-income 
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countries can catch up by introducing innovations, which will spur firm-level 
growth and productivity (Amman and Cantwell, 2012; Bell and Pavitt, 1993; 
Goedhuys, Janz, and Mohnen, 2008; Katz, 1986). Therefore, research about the 
driving forces of innovation is much needed. Third, it has been argued that in 
lower-income countries external linkages are especially important, because 
they act as an informal mechanism to share knowledge and risks (Egbetokun, 
2015; Goedhuys, 2007). Yet, the empirical evidence proving the importance of 
such linkages is scarce (Egbetokun, 2015; Goedhuys, 2007). Although most 
studies about open innovation have taken place in higher-income countries 
(West et al., 2014), exploring other contexts is important to build up the concept’s 
external validity (Chesbrough and Crowther, 2006; Dahlander and Gann, 2010). 
As a matter of a larger concern, this is also important to generate a broader 
research perspective that takes into account management practices in lower- 
income countries (George et al., 2016) for the study of open innovation. By addressing 
how the availability of regional knowledge influences the relationship between 
openness and innovation, we fill a gap in the literature on open innovation. This 
is imperative because this body of research lacks insights into whether the 
context in which a firm is active influences the relationship between openness 
and innovation (Hsieh and Tidd, 2012; Huizingh, 2011; Hung and Chou, 2013). 
 Our main empirical results indicate that the availability of regional knowledge 
indeed influences the success of openness. We combined three different surveys 
conducted by the World Bank to come up with a unique data set to test our 
hypotheses. Based on an analysis of 683 firms in Bangladesh, Ghana, Kenya, 
Tanzania, and Uganda we found that in regions where knowledge is abundantly 
accessible the relationship between openness and innovation is similar to the 
one found in Western countries—which legitimizes the external validity of this 
relationship. However, we also found that firms would be wise to have a more 
closed approach to innovation in regions where knowledge is limited.
3.2  Theory and Hypotheses
3.2.1  Open innovation
The concept of openness is based on the idea that a firm’s capacity to innovate 
depends on its ability to exploit external knowledge and combine it with internal 
ideas (Chesbrough, 2003). Openness refers to the ability of a firm to reach to 
actors beyond its boundaries and develop connections that allow it to collect 
external sources and ideas to use them as inputs of innovation (Chesbrough, 
2003; Sakkab, 2002). The interactions with other sources are embedded within 
communities and networks in which different actors work together and supply 
56
Chapter 3
ideas and knowledge to one another (Laursen and Salter, 2006). In such a model 
internal expenditures on R&D complement the inflow of knowledge stemming 
from external sources (Cohen and Levinthal, 1990, Hung and Chou, 2013). Firms 
excessively focused on their internal processes might miss opportunities and 
their self-inflicted isolation might end up marginalizing their business too 
(Uzzi, 1997). In this study, openness refers specifically to the inflow of knowledge 
acquired through active search in the firm’s external environment. It has been 
argued that firms that invest in external search will develop a greater ability to 
adapt to changes through innovation (Leiponen and Helfat, 2010). 
 Laursen and Salter (2006) were among the first to quantitatively measure 
openness. They differentiated between the breadth and depth of external search. 
These two concepts refer to the extent to which a firm invests in the establishment 
of broader and deeper linkages with the outside. The breadth of external search 
is defined as ‘the number of external sources or search channels that firms rely 
upon in their innovative activities’ (Laursen and Salter, 2006, p. 134). The depth 
of external search refers to ‘the extent to which firms draw deeply from different 
external sources or search channels’ (Laursen and Salter, 2006, p. 134). Since 
their seminal paper, several studies have investigated the relationship between 
these two concepts of openness and innovation, but the amount of large 
N-studies is still limited (Cassiman and Valentini, 2016). Some examples of 
recent studies from mainstream management journals are Garriga, Krogh, and 
Spaeth (2013), which partially replicated the study in Switzerland and found an 
inverted U-shape as well. Another example is the work of Chiang and Hung 
(2010), which elaborates on open innovation in Taiwan. They establish a positive 
relationship between search breadth and radical innovation as well as between 
search depth and incremental innovation. Belderbos et al., (2010) found an 
inverted U-shaped relationship between openness and financial performance 
for European, Japanese, and US firms. 
 These contributions mainly stress the benefits of openness. However, in a 
literature review, Dahlander and Gann (2010) suggest that opennes might come 
at the cost of debilitating performance. Other scholars have recently pointed out 
that the usefulness of openness may be contingent on the context (Di Benedetto, 
2010; Hsieh and Tidd, 2012; Huizingh, 2011) and our research casts some light on 
this dependency. We have aimed to clarify the kind of contexts where it might 
be sensible to open up. 
3.2.2  Regional knowledge availability 
The importance that regional knowledge has for innovation has been discussed 
by copious streams of literature which fall under the umbrella of ‘Territorial 
Innovation Models’ (e.g. clusters, industrial districts, regional innovation 
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systems, innovative milieu, and learning regions, for an overview see Moulaert 
and Sekia (2003)). All these models suggest that the region and thus the particular 
geographical setting of the firm is crucial for the creation and diffusion of 
knowledge and consequently for innovation. The region is an important element 
because it ensures a spatial clustering of firms that facilitates their mutual 
interaction (Reuer and Lahiri, 2014). The transfer of knowledge is aided by 
physical closeness because, in spite of all the time- and space-compressing 
technologies of today, the exchange of knowledge over long distances comes at 
an organizational and technological cost that short-distance exchanges are 
exempted of. Moreover, close physical exchanges have the sociological advantage 
that everyday relationships nurture: the friendship, camaraderie dalliances and 
even love that are built over everyday interactions breed a knowledge that can 
be shared and updated more easily (Bathelt, Malmberg, and Maskell, 2004). 
Hence, a shared regional location may add the advantage of easily transferable 
knowledge (Bottazzi and Peri, 2001; Morgan, 2004). Several empirical studies 
have indeed showed that knowledge is bounded by geographical distance and 
that innovative activities are regionally concentrated (Audretsch and Feldman, 
1996; Jaffe et al., 1993; Singh and Marx, 2013). 
 We define regional knowledge availability as the degree to which knowledge 
is created and shared within a region. Both practices contribute to make 
knowledge more available within a region. Creation refers to new knowledge 
produced within a region, a key component of innovation (Hekkert et al., 2007). 
In addition, knowledge is diffused (shared) within a region and so it becomes 
available to a set of actors within certain boundaries. The diffusion and exchange 
of knowledge with others gives actors the possibility to not only share their 
knowledge but also to learn from others or enter into collaborations with them 
(Audretsch and Feldman, 1996). A region lacking the propensity to either create 
or disseminate knowledge will have little to offer to firms in this respect. 
 In order to explore how the availability of regional knowledge influences 
the relationship between openness and innovation, we first conceptualize the 
existence of an inverted U-shape. An inverted U-shape is explained by two 
latent functions which are combined additively (Haans, Pieters, and He, 2015).7 
The two functions accounting for the inverted-U-shaped relationship refer to 
the costs and benefits associated with the openness of firms. We will explicitly 
theorize how these functions differ depending on the availability of knowledge 
in the region in which the firm is active. We expect the cost and benefit functions 
of breadth and depth to differ and behave differently given different contexts; 
therefore we will treat them separately.
7 Or multiplicatively, which is not the case with openness.
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3.2.3  Breadth
The breadth of external search refers to ‘the number of external sources or search 
channels that firms rely upon in their innovative activities’ (Laursen and Salter, 
2006, p. 134). It has been established that an inverted U-shape describes the 
relationship between the breadth of external search and innovative performance 
(Laursen and Salter, 2006). The idea behind the inverted U-shape rests upon the 
assumption that a firm will encounter new ideas within and outside the industry 
to solve problems, add to its existing knowledge and enhance its innovative 
output (Katila and Ahuja, 2002). However, the returns of searching for new ideas 
reach a peak after which increasing searching efforts are not rewarded by more 
innovation (see figure 3.1). 
 This over-search is related to three problems of the firm’s external search 
strategy (Koput, 1997). The first problem relates to a firm’s absorptive capacity, 
which refers to a firm’s ability to process external knowledge (Cohen and 
Levinthal, 1990; Zahra and George, 2002). When a firm over-searches, it is 
overwhelmed by ideas for which it does not have the capacity to manage it. For 
instance, given an overwhelming amount of information, a firm might have a 
hard time choosing the source that fits best (Gales and Mansour-cole, 1995; 
Koput, 1997; Laursen and Salter, 2006; Powell, Koput, and Smith-doerr, 1996). 
A timing problem may arise too as many ideas show up at the wrong time and 
place, making their implementation impossible (Koput, 1997; Laursen and Salter, 
2006). Third, an attention complication might arise as a result of too many new 
ideas flowing into the firm, making it difficult to properly use all of them—if any 
at all. In this case the firm experiences difficulties selecting which ideas should 
be given consideration and seriously implemented (Laursen and Salter, 2006; 
Ocasio, 1997). 
 These three reasons elucidate why there is a point at which a firm might 
overuse its external search breadth strategy, making it difficult to benefit from 
new knowledge and transform it into innovative output (Laursen and Salter, 
2006). Thus, technically speaking, the benefit curve of external search breadth 
reflects diminishing marginal returns, visually captured in the shape of a 
concave benefit parabola (see figure 3.1, part A). 
 Although most studies have focused on the benefits associated with the 
breadth of external search, there are also costs involved (Chen et al., 2011; 
Cruz-González et al., 2015). The costs associated with the breadth of external 
search reflect the time and effort spent on scanning the environment (Oerlemans 
et al., 2013) as well as the costs associated with searching for information and 
partners (Sisodiya et al., 2013). The more diverse the set of external sources turns 
out to be, the more difficult it becomes to manage them because their variety 
demands a wider set of managerial skills (Faems et al., 2010). The more time and 
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resources a firm employs on the breadth of its search, the higher the opportunity 
costs become. At first, the time and resources allocated to search breadth suit the 
purpose well. However, as time and resources allocated to search breadth 
increase, opportunity costs rise too. The yields of time and resources spent on 
search breadth at these higher levels are not as profitable as the ones at lower 
levels, which can be visualized in a convex cost curve (see figure 3.1, the upper 
part (high)). Even if the opportunity cost do increase rapidly, but only gradually, 
we would still found an inverted U-shape due to the concave benefit curve. 
Summarizing, there a three different forces that underlie the inverted U-shaped 
relationship between breadth and innovation. The first one is the positive 
relationship between breadth and benefits. The second is related to over-search, 
where the benefits start to increase at a decreasing rate. Third, a convex cost 
curve due to increasing opportunity costs. The combination of a concave benefit 
curve and a convex cost curve implies that the external search breadth has an 
inverted U-shaped relationship with innovation. 
 Yet, we expect that the relationship between external search breadth and 
innovative performance is contingent on the availability of knowledge within a 
region. We propose that this influences the relationship between breadth and 
Figure 3.1  Breadth and innovative performance
Benefits Costs
Innovative
performance
A
B
Breadth Breadth Breadth
Breadth Breadth Breadth
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innovation by impacting the costs and benefits of search breadth. First, we expect 
that lower regional knowledge availability may lead to lower benefits. If regional 
knowledge availability is lower, it indicates that there are less regional knowledge 
sources available within the region and the potential pool of knowledge in 
which a firm can search is lower (Sidhu, Volberda, and Commandeur, 2004). 
Thus at every level of search breadth, a firm in a region with lower knowledge 
availability will encounter less knowledge resources, resulting in less new 
information to solve problems and fewer opportunities for recombination. This 
is reflected in a downward shift of the benefit curve at every level of search 
breadth (see figure 3.1, the lower part (low)). 
 Second, lower regional knowledge availability may influence the point at 
which a firm overuses its external search breadth. The lower the regional 
knowledge availability, the less likely it is that the overwhelming effect will 
occur, because there is just not a lot of knowledge available. The over-search-ef-
fect does not have to occur if not a lot of knowledge is flowing into the firm 
(Katila and Ahuja, 2002). Thus although a firm may have high levels of search 
breadth, it will not be overwhelmed by new knowledge and ideas flowing into 
the firm if regional knowledge availability is lower (see figure 3.1, the lower part 
(low)). 
 Third, we expect that the costs of search breadth will be higher at every level 
of search breadth and the cost curve will shift upwards. The costs depend on the 
context in which the firm is active (Cruz-González et al., 2015). It will take more 
time and effort to scan the environment for relevant resources, because those 
resources are more difficult to find in an environment where knowledge 
availability is scarce. In addition, partnering cost will increase. It will be more 
difficult to find partners with a common ground, which makes it more difficult 
to exchange knowledge (Sisodiya et al., 2013). Thus at every level of search 
breadth, the cost will be higher if regional knowledge availability is lower. 
 Summarizing, if regional knowledge availability is lower, the cost of search 
breadth are higher, the benefits are lower and over search will occur at a later 
stage or will not occur at all, resulting in lower innovative performance at every 
level of search breadth (see figure 3.1, the lower part (low)). 
 In the extreme case, if there is almost no knowledge available, search breadth 
could even have negative effects on innovative performance. Although a firm 
may use external search breadth, it will hardly find new information if there is 
very little knowledge available within the region. Therefore, the benefits of 
external search breadth will be close to zero. The benefit curve will shift further 
downwards. However, a firm still has to spend time and resources on search 
breadth, resulting in an upward shift of the cost curve. This results in a situation 
in which the costs could be higher than the benefits. Thus, a negative relationship 
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between search breadth and innovative performance could emerge if regional 
knowledge availability is really low.
Hence, we propose the following hypothesis: 
H1: Regional knowledge availability moderates the inverted U-shaped relation - 
ship between external search breadth and firm innovativeness in such a way 
that the inverted U-shaped relationship becomes depressed in regions where 
knowledge availability is lower and even turns into a negative relationship 
in regions where knowledge availability is extremely low. 
3.2.4  Depth
External search depth is the ‘extent to which firms draw intensively from 
different search channels or sources of innovative ideas’ (Laursen and Salter, 
2006, p. 136). Firms that draw deeply from external sources have a higher chance 
of becoming innovative. These firms are able to collaborate with external actors, 
resulting in relationships that give them the opportunity to optimize their 
interaction (Laursen and Salter, 2006). However, building and maintaining such 
relationships implies costs such as time, money, effort and attention (Faems et al., 
2010; Laursen and Salter, 2006). Hence, firms featuring too many deep relation- 
ships with many external partners may hinder their innovative performance 
(Laursen and Salter, 2006). These two aspects of external search depth account 
for the inverted U-shaped relationship between depth and innovation. Explicitly 
considering the latent cost and benefit functions, we assume that costs rise faster 
if the level of external search depth increases, while benefits increase only 
gradually (see figure 3.2, the upper part (high)). 
 The benefits of external search depth relate to the intense interaction 
between actors, which stimulates learning, and innovation. A prerequisite for 
interactive learning between two partners is the organizational proximity of the 
other partner (Oerlemans and Knoben, 2006). Ensuring that the collaborating 
partners have a similar organizational context spurs mutual understanding. As 
such, organizational proximity enhances the transfer of knowledge between 
interacting partners. A firm benefits the most when its partners are neither too 
proximate nor too distant. Partners who are too close to the firm might not 
provide the firm with any new knowledge. Yet, partners should not be too 
distant either because that makes it more difficult to understand new knowledge. 
Potential partners will differ in their organizational proximity (Boschma, 2005) 
and we expect that a firm will first collaborate with the partner that fits best. The 
more external sources a firm relies on the more distant the source becomes, thus 
making it harder for the firm to benefit from it (Dahlander and Gann, 2010). 
Thus, the usefulness of the knowledge that flows into a firm will decrease as the 
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number of actors increases, resulting in a concave benefit curve where benefits 
will increase at a decreasing rate. 
The costs related to search depth refer to costs such as time, effort and resources 
that a firm has to invest in establishing and maintaining a relationship. These 
costs will increase as search depth increases. The arguments are similar to the 
benefits of search breadth. If the depth of search increases, the probability that a 
partner is more distant to the firm rises too. Hence, the more distant the partner 
is, the more a firm needs to apply a complex and costly integration system in 
order to make the information intelligible within the firm (Chen et al., 2011; 
Cohen and Levinthal, 1990; Hung and Chou, 2013; Todorova and Durisin, 2007). 
In addition, as a firm collaborates intensively with different partners it increases 
its need to dedicate time and resources to manage potential synergies and 
conflicts among different partners (Faems et al., 2010; Hoffmann, 2007; Kale, 
Dyer, and Singh, 2002; Parise and Casher, 2003). Finally, the time and resources 
that are used to search deeply will rise due to an increase in opportunity costs. 
Thus, costs increase at an accelerating pace that can be visualized in a convex 
cost curve. 
Figure 3.2  Depth and innovative performance
Benefits Costs Innovative performance
Benefits Costs Innovative performance
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Depth Depth Depth
Depth Depth Depth
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This convex cost curve together with a concave benefit curve accounts for the 
inverted U-shape (Haans et al., 2015). Thus the inverted U-shape of external 
search depth and innovation reflects two processes: one in which the increase in 
benefits exceeds the increase in costs of external search depth until the turning 
point where costs start to increase more than benefits (see figure 3.2, the upper 
part (high)). Even if the cost curve is linear an inverted U-shape would result. 
We propose that the costs and benefits are contingent on the availability of 
knowledge resources within the environment. Thus the costs and benefits of 
external search depth change together with the amount of it that a firm uses and 
the availability of regional knowledge, which eventually influences the 
relationship between depth and innovation.
 In an environment where knowledge is scarcely available, the costs of 
finding a beneficial partner rise because there are less partners available. Thus a 
firm needs to search more feverishly for specific knowledge and spend more 
resources to mine this knowledge (Garriga et al., 2013). And yet, there is no 
certainty that the available partners would fit the firm’s strategy. As 
organizational proximity decreases, the cost of establishing and maintaining 
collaborations will rise (Knoben and Oerlemans, 2006). Even though in a region 
where knowledge is hard to find, it could be fairly easy to find a first partner. 
However, the difficulty of finding further partners keeps increasing after a new 
partner has been found because the pool of knowledge from which it is tapped 
becomes less voluminous. In such environments of scarcity, a firm needs to 
spend more time and resources finding an extra partner with whom it can 
intensively collaborate. Hence, the higher the depth of external search, the 
bigger the extra costs (Hansen, 1999), especially in regions where the availability 
of knowledge availability is more rare. In such scenarios the cost will increase 
at an accelerating pace. 
 In a similar vein, the benefits of this collaboration will be lower at every 
level of external search depth because the chance that an available partner fits 
perfectly will be lower than in a knowledge-rich environment. In other words, 
the chance that a partner has something to offer will decrease simply because 
there are not so many useful knowledge resources available within the region. 
Thus, the benefit curve will shift downwards—as at every level of search 
depth—and less useful knowledge will flow into the firm than it would in a 
knowledge-rich environment. The visualization of this process will feature a 
curve that will be depressed compared to the curve in a knowledge-rich 
environment, because there are less partners available to collaborate with. 
 The shift of the cost and benefit curves will result in a situation in which a 
firm will sooner encounter the point where the increase in costs of finding a 
relevant partner exceeds the increase in its benefits. Hence, the turning point of 
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the inverted U-shape will occur sooner. Moreover, the inverted U-shaped 
relationship between external search depth and innovative performance will be 
depressed in a region where knowledge is more rarely available. This is due to 
the higher costs at every level of search depth and the lower benefits at every 
level of search depth in a region in which the knowledge is less present. In an 
extreme case, the costs could be higher than the benefits at every level of search 
depth, should knowledge be extremely hard to find. This could result in a cost 
curve lying above the benefit curve at every level of search breadth, displaying 
a negative relationship between depth and innovative performance. On the 
bases of the previous caveats we propose the following hypothesis:
H2: Regional knowledge availability moderates the inverted U-shaped relation- 
ship between external search depth and a firm’s innovative performance. 
The peak of a firm’s innovative performance will occur earlier and the curve 
will be depressed and can even turn negative in a region where knowledge 
availability is lower compared to a region where knowledge availability is 
higher. 
3.3  Data and Method
The data for the analysis is drawn from several surveys conducted by the World 
Bank. We combined the Enterprise Surveys 2013, the Innovation Module 2013 
and the Innovation Capabilities Survey 2015. The Enterprise Surveys have been 
developed by the World Bank to collect harmonized data among lower-income 
countries. Since 2002, the World Bank has conducted interviews with top 
managers and business owners of 130,000 firms, mainly in middle- and 
lower-income economies. The goal of the Enterprise Survey is to get an overview 
of a broad range of topics, such as finance, corruption, infrastructure, crime, 
competition and performance. The Innovation Module and the Innovation 
Capabilities Survey are the most recently conducted surveys and provide more 
information about firms’ innovative activities. The Innovation Capabilities 
Survey is, at this moment, only available for Bangladesh, Ghana, Kenya, 
Tanzania, and Uganda. The combination of these surveys equipped us with a 
unique data set about firms’ openness in the selected countries. We took the 
opportunity to combine these data sets with the objective to analyze the 
relationship between openness and innovative output while being able to 
control for certain variables in these five countries. The blending of different 
surveys limits the problem of common methods bias. Furthermore, the combination 
of surveys resulted in a data set with a time lag between the dependent and 
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independent variables. This reduced the chances of ending up with reversed 
causality or endogeneity and strengthened the internal validity of our study. 
 For its methodology, the World Bank uses stratified random sampling. 
The strata for the Enterprise Survey have been based on firm size, business 
sector (manufacturing and services) and geographic region within a country.8 
The Enterprise Survey has been administered to 1442 firms from Bangladesh, 
720 from Ghana, 781 from Kenya, 813 from Tanzania and 762 from Uganda. The 
sample for the Innovation Module and Innovation Capabilities Survey is a 
sub-sample of the Enterprise Survey and is drawn from manufacturing firms 
only. Although this increases the comparability of firms within our sample, it 
limits the number of firms in our final sample. In total 683 firms have been 
surveyed in our sample, 271 from Bangladesh, 75 from Ghana, 115 from Kenya, 
88 from Tanzania and 134 located in Uganda. 
3.3.1  Dependent variable
To measure firms’ innovative performance we used the percentage of their total 
sales represented its main innovative product or service in 2012 (Innovation 
Module). Traditional measures of innovation output have tended to use variables 
such as patent numbers, but these refer to innovations that are sufficiently new 
yet may never be introduced (Mairesse and Mohnen, 2010). Yet, a survey answer 
offers a direct indication that an innovation has been successfully commercial-
ized—a measure that has often been used in prior studies about open innovation 
(e.g. Garriga et al., 2013; Laursen and Salter, 2006; Leiponen and Helfat, 2010; 
Roper et al., 2013). This perception-based measure of innovation is highly reliable 
and correlates heavily with other (objective) measures of innovative outcomes 
(Hagedoorn and Cloodt, 2003). Since this variable is highly skewed, it is better 
represented by a lognormal distribution. Hence, we used the logarithmic 
transformation of this variable.
3.3.2  Independent variables
We followed the procedure of Laursen and Salter (2006) to construct two variables 
which measure firms’ openness (using the Innovation Capabilities Survey). 
The first one measures the breadth of firms’ openness and is constructed using 
the nine sources of knowledge or information for innovation (see table 3.1). 
Each source is coded as binary variable, ‘0’ indicating that the source has not 
been used between 2010 and 2012 and ‘1’ indicating that the source has been 
used in 2010 and 2012. These sources are added up to give each firm a score 
between zero and nine. Zero indicates that a firm has not used any source and 
8 For more information about the methodology and sampling see: www.enterprisesurveys.org. 
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nine that it has used all sources. The higher the number, the more open in terms 
of breadth a firm is. We used the quadratic term to test whether a curvilinear 
relationship exists.
Depth indicates how intensively a firm uses the different sources of information. 
The same nine knowledge sources are used to construct this variable. The source 
is coded as ‘1’ if the firm indicated that it is very important and ‘0’ if it considers 
it moderately or not important. A higher score on this variable implies that a 
firm is more open according to the depth of its search. We used the quadratic 
term to test whether a curvilinear relationship exists.
 As conceptualized, regional knowledge availability refers to the knowledge 
available within a region. The regions that we consider are based on the regions 
indicated by the Enterprise Surveys of the World Bank. These regional categories 
are constructed on the basis of the spatial clusters containing the majority of 
economic activity.9 The availability of regional knowledge refers to both the 
knowledge produced within a region and whether its actors are willing to share 
it, such that knowledge can diffuse within the region. Hence, we constructed a 
new regional variable that incorporates both elements. The knowledge produced 
within a region is measured as R&D activities in a region, which refers to the 
percentage of firms conducting R&D within the region. Previous studies used 
technological innovation (Knoben et al., 2016), patenting or R&D expenditures to 
9 See Enterpise Surveys and Indicator Surveys: Sampling Methodology (August 2009) available at 
wwww.enterprisesurveys.org
Table 3.1  Knowledge sources
Knowledge sources
Competitors
Suppliers
Products or services available in the market (reverse/observation)
Universities and research institutes
Consultancy firms
Business associations, workshops, conferences, exhibits, trade shows
Professional journals/trade publications
Internet
Customers feedback
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measure knowledge creation, but they all correlate highly (Hagedoorn and 
Cloodt, 2003). Hence, R&D is used as a proxy for regional knowledge creation. 
The second component of regional knowledge availability is the openness within 
a region, which reflects the diffusion of knowledge. Previous studies used firm- 
level openness as indictor of knowledge spillovers (Crespi et al., 2008; Roper et al., 
2013). Conforming with these previous studies, we measured regional openness as 
the weighted average percentage of depth and breadth within a region. In order 
to calculate the regional availability of knowledge, we multiplied the percentage 
of R&D within a region by the percentage of openness times 100%. 
 To give an example, if a region had a mean of nine on breadth, we would 
measure it as 100% open on breadth; while we would score a mean of 4.5 on 
depth as 50% open on depth. We then calculated the average, which would be 75% 
in this case. The next step involves to multiply this measure by the percentage 
of firms conducting R&D in that region, for instance 27%. The final score for 
regional knowledge availability would then be 75 times 27 divided by 100%, 
which yields a total of 20.25. A robustness check was carried out for this measure of 
regional knowledge availability. We constructed two other variables measuring 
regional knowledge availability by drawing on either breadth or depth instead 
of on the average of both. We found statistically significant results and the sign 
and size of the coefficients to be similar. Given that the measurements of regional 
knowledge availability have similar results, we chose to only report the results 
of the most complete measurement, which is calculated as the percentage of 
R&D times the percentage of openness times 100% (see table 3.5  for an overview 
of the regions and their scores). 
3.3.3  Control variables 
Other internal firm-level factors may influence the relationship when it comes 
to the firm’s capacity to absorb knowledge (Giuliani and Bell, 2005). Therefore, 
we controlled for several firm-level characteristics. All control variables stem 
from the Enterprise Surveys. 
 We included an R&D dummy to measure whether a firm conducted R&D (1) 
or not (0) and control for the effect of R&D on innovation. It reflects the firm’s 
internal absorptive capacity to generate and process knowledge (Cohen and 
Levinthal, 1989). 
 Firm size is measured by the natural log of the number of full-time permanent 
employees of the firm. Since, in general, bigger companies have more resources 
at their disposal and thus can more easily assign personnel and resources to 
innovative activities, we controlled for the size of the firm (Hansen, 1992). 
Firm age was measured as the natural logarithm of the number of years that the 
firm has existed, which was determined by subtracting the year in which the 
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company was established from the year in which the survey was performed. 
We controlled for the age of the company as it is often argued that older companies 
are less flexible and will therefore be less prone to innovate (Hansen, 1992).
 We controlled for foreign ownership, foreign owner, which was measured as 
the percentage of the firm owned by private foreign individuals, companies or 
organizations. This indicates whether a firm has links to the global value chain. 
This could influence the information that a firm receives when opening up as 
well as its innovative output. 
 We controlled for the largest geographical market in which a firm sells its 
products. We divided it into three categories: local, national or international 
market. We created two dummy variables and kept the international market as 
the reference category. Local market was coded as ‘1’ whenever the largest market 
was perceived to be the local market and ‘0’ otherwise. National market is coded 
as ‘1’ if the largest perceived market is the national market and ‘0’ otherwise. 
The market in which a firm sells its product could influence innovation as 
well, because access to different markets is a way to get novel information or 
technological knowledge (Kafouros, Buckley, and Sharp, 2008). In addition, it could 
influence the information the firm receives when opening up. If the firm is active 
at the international market it could receive different information than if the firm 
is only active in the national market. 
 We included country and industry dummies, to account for differences across 
countries and industries. We also included capital dummies to account for regional 
differences between capital and non-capital regions. A capital region is a proxy 
for the better infrastructure, universities and multinational companies that will 
mostly settle in capital regions. 
3.3.4  Method
We used a Tobit analysis because the dependent variable is a percentage of 
innovative sales and ranges per definition form 0 to 100%. The data is skewed to 
the left and this violates the assumption of a normal distribution. To solve this 
issue we log-transformed the dependent variable to make the range lie between 
0 and LN(1+100) (Papalia and Di Iorio, 2001). While estimating the regressions 
we used probability weights as presented by the World Bank10. This allowed us 
to make inferences on the population of non-agricultural private manufacturing 
firms in the five countries of our sample.
 To test the interaction effects of the regionally available knowledge on the 
relationship between openness and innovative performance, several interaction 
variables had to be introduced into the models. To prevent any multicollinearity, 
10 See www.enterprisesurveys.org
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we mean centered the variables before calculating the interaction terms. This 
solved the problem of multicollinearity as indicated by the VIF estimates. Since 
our error terms could be correlated within industries, we accounted for clustered 
standard errors when testing the models to address this problem. 
3.4  Results
3.4.1  Descriptives
Table 3.2 reports pooled descriptive statistics and the bivariate correlations. It shows 
that average sales of the main innovative products is around 20%. In our sample, 
25% of the firms conduct R&D. The mean of breadth is 4,6 while depth (51% of 
nine) has a mean of 3,34 (37% of nine) of a total of nine sources. If we compare 
this with the studies in higher-income countries (see for instance Laursen and 
Salter (2006), Garriga et al., 2013) the mean of breadth is comparable to the mean 
reported by these studies. However, the score on depth is higher in our sample—
in rich countries the score is around 0.96 with a maximum of 16 (6%)— which 
suggests that firms in lower-income countries collaborate with more partners 
intensively in comparison to rich countries. This seems to imply that the depth 
of search is more intensive in those countries. 
 The bivariate correlations are well below the threshold at which multicol-
linearity becomes a problem (Verbeek, 2004), except for the correlation between 
breadth and depth. We checked for multicollinearity after estimating the model, 
using VIF tests, which showed that it is not a concern. 
 Table 3.3 and 3.4 display the sources that firms use at different levels of 
search breadth (table 3.3) and search depth (table 3.4). The indicated sources were 
used to construct the final score on breadth and depth for each firm. Considering 
search breadth, customers’ feedback, products and services available within the 
market and the internet had the highest mean values, indicating that these are 
the most used sources. Also, there appears to be some hierarchy in the sources 
used. At low levels of search breadth, customers’ feedback is the source mostly 
used. While universities are only considered when the level of search breadth 
increases, search depth shows a similar pattern. The most often used sources are 
customers’ feedback, products or services available in the market and also the 
internet. At low levels of search depth customers are an important source; only 
at deeper levels of search do consultancy firms and universities come into 
consideration for collaboration. 
 Table 3.5 reports the regions, total knowledge availability, R&D average, 
mean of breadth and depth within each region. The correlations reported in 
table 3.2 indicated that regional knowledge availability does not correlate highly 
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with breadth (0.35) an depth (0.28). Table 3.5 also shows that there does not seem 
to be an endogeneity problem between regional knowledge availability and 
breadth and depth. Regions where the regionally available knowledge is 
plentiful do not necessarily correlate highly with breadth or depth. When 
considering the scores of breadth and depth within a region, we found 
considerable variation between the search breadth and depth used by firms. 
This all suggests that search breadth and depth are not determined by regional 
knowledge availability. There is quite some spread in the level of regional 
knowledge availability, ranging from 1.41 to 26.33. Unfortunately, we cannot 
compare the specific scores on this measure with higher-income countries 
because there are no similar surveys for higher-income countries. However, 
the World Bank conducted one survey in Sweden where the same question 
about R&D was posed. If we compare the level of R&D in Swedish regions to 
the regions in our sample, it shows that the level of R&D is substantially higher 
in all Swedish regions. The four regions in Sweden have a score of 35.6%, 37.35%, 
40.68%, and 42.52%. Only one region in our sample has a score comparable to 
Swedish regions (40.54% in Lira, Uganda); all other regions have a lower score 
(see table 3.5). In our sample, the lowest regional level of R&D is 2.63% and the 
highest 40.54%, and the average level of R&D is 21.08%. This indicates that R&D 
and regional knowledge availability across lower-income countries is lower 
than in rich countries. This supports our claim that the variation among regions 
in our sample is higher than in higher-income countries. This underpins the 
idea that the context of lower-income countries is particularly suited to test our 
theoretical ideas due to the high variation among regions. 
3.4.2  Results
The results of the Tobit models are presented in table 3.6. We first estimated a 
baseline model (model 1) with only control variables. Subsequently, we introduced 
the linear effects of breadth, depth and regional knowledge availability on 
innovative performance (model 2). We added the squared terms of breadth 
and depth to test for the inverted U-shaped relationship (model 3). Finally, 
we introduced the moderating effect of the availability of regional knowledge 
(model 4). The additions in every model results in an improvement of the model 
in terms of the log-likelihood reduction, a decrease in the sigma, which indicates 
a more accurate estimation (i.e. it represents the estimated standard error of the 
residuals).
 The baseline model indicates that R&D has a positive and significant 
relationship with innovative performance. The size of the firm is not significantly 
associated with innovative performance. The geographical market to which the 
firm sells its products, foreign ownership and whether the firm is located within 
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the capital region do have a significant relationship with innovative performance. 
In the second model we introduced the linear relationships among breadth, 
depth and regional knowledge availability with innovative performance. 
Surprisingly, breadth has a significant negative relationship with innovative 
performance (b = -0.034, p = 0.013). This is a first indication that openness has a 
different effect in lower-income countries. Depth (b = 0.060, p = 0.012) and the 
availability of regional knowledge (b = 0.042, p = 0.004) are positively associated 
with innovative performance. 
Table 3.5  Regional knowledge availability
Country Region Regional  
Knowledge 
Availability
R&D Breadth Depth
Bangladesh Dhaka 6.12 17.49 3.73 2.54
Chittagong 7.30 16.56 4.5 3.44
Khulna 1.39 5.45 3.57 2.52
Ghana Accra 9.62 21.01 4.42 3.66
North 15.64 27.89 5.58 4.95
Takoradi 15.37 28.07 4.8 3.2
Tema 8.66 17.31 4.92 4.08
Kenya Central 11.11 31.25 4.62 2.38
Nyanza 22.63 28.89 7.86 6.86
Mombasa 22.47 35.34 7.17 4.28
Nairobi 15.28 30.94 5.7 3.26
Nakuru 11.11 22.78 6.43 2.57
Tanzania Arusha 4.98 10.48 4.82 3.73
Dar Es Salaam 6.99 15.63 4.61 3.63
Mbeya 1.41 2.63 6.00 2.00
Mwanza 4.27 9.41 4.20 4.00
Zanzibar 2.64 5.56 4.59 3.78
Uganda Kampala 15.00 34.34 4.40 3.42
Jinja 5.24 13.64 4.11 2.95
Lira 26.33 40.54 5.85 5.85
Mbale 2.46 8.75 3.07 2.00
Mbarara 13.84 29.89 4.71 3.65
Wakiso 17.59 30.99 5.54 4.46
75
A dangerous strategy: Open innovation in lower-income countries
Subsequently, we added the squared terms of breadth and depth. The model 
indicates a clear inverted U-shaped relationship between depth and innovative 
performance (b = -0.024, p = 0.005), while a U-shaped relationship is found for 
breadth and innovative performance (b = 0.037, p = 0.006), as indicated by the 
positive coefficient for the breadth squared. The relationship between breadth 
squared and innovative performance deviates from previous studies, which 
have found an inverted U-shaped relationship (Laursen and Salter, 2006). This 
further supports our idea that the context in which we test these relationships is 
indeed of importance for the relationship between openness and innovation. 
 Finally, we included the interaction terms between breadth, breadth squared, 
depth, depth squared and regional knowledge availability. In order to get a 
better insight into the exact relationship among openness, regional knowledge 
availability and innovative performance, we plotted the relationship between 
openness and innovation according to different degrees of available knowledge 
(see figures 3.3 and 3.4). The three plotted curves display the relationship 
between openness (breadth in figure 3.3 and depth in figure 3.4) and innovation 
for regions featuring the minimum, the mean and the maximum amount of 
regionally available knowledge using standardized variables. 
 We expected that regional knowledge availability would nuance the 
relationship between external search breadth and innovation, for example by 
depressing the inverted U-shape or even turning it into a negative relationship 
as regionally available knowledge decreases. The results reveal that indeed the 
relationship between search breadth and innovative performance has an 
inverted U-shape for regions where knowledge is abundantly available (see 
figure 3.3). The results also indicate that the relationship between breadth and 
innovation is moderated by regional knowledge availability. Yet, surprisingly, 
the inverted U-shape curve soon converts into a U-shape curve if knowledge 
availability is lower. This result suggests that in areas where a lot of knowledge 
is available, it is beneficial to use an external search breadth strategy. In all other 
situations, the costs of external search breadth are higher than the benefits, 
which results in a negative relationship with innovative output. To check 
whether the results between the inverted U-shape in regions where knowledge 
availability is high significantly differ from the U-shape relationship found in 
regions where the available knowledge is moderate or scarce, we checked the 
confidence intervals. We plotted the confidence intervals of the curves of breadth 
at different levels of regional knowledge availability (available upon request). 
Because the confidence intervals do not overlap at the bounded parts, we 
concluded that the relationship between breadth and innovation if regional 
knowledge availability is high, is significantly different from the relationship in 
the case if regional knowledge availability is average or low.
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These results partly support our first hypothesis, according to which an inverted 
U-shaped relationship between search breadth and innovation will be depressed 
in regions where regional knowledge availability is lower and could even turn 
into a negative relationship if knowledge availability is substantially low. 
We encounter that the relationship between breadth and innovation is indeed 
contingent on the available knowledge within the region. Yet, it seems that only 
when the availability of regional knowledge is high it pays off to use search 
breadth, in all other cases one should be cautious using an open innovation 
strategy. In these cases widening the breadth of search yields a lower innovative 
output at every level of search breadth. 
 Considering the interaction with regional knowledge availability and depth, 
we find that the moderating effect of regional knowledge availability on the 
relationship between depth and innovative performance is significant, while the 
moderating effect on depth squared and innovative performance is not. To get 
more insights into these results, the results have been graphically expressed in 
figure 3.4. We standardized depth and regional knowledge availability and 
plotted the relationship between depth and innovation for the minimum, mean 
and maximum of regional knowledge availability. In order to check whether the 
scenarios significantly differ from each other, we plotted the curves with 
confidence intervals (for convenience not shown here, but available upon 
request). At the negative values of standardized search depth, the confidence 
intervals overlap partly. From standardized values of zero onwards, the 
confidence intervals do not overlap anymore, indicating that the situations differ 
significantly from each other (confidence interval of 95%). 
Figure 3.3  Breadth at different levels of regional knowledge availability
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As phrased in hypothesis two, we expected that regional knowledge availability 
would moderate the inverted U-shaped relationship between depth and 
innovative performance in such a way that the curve would be depressed and its 
peak will appear sooner as regional knowledge availability decreases. The 
results reveal that regional knowledge availability indeed moderates the 
relationship between search depth and innovative performance. However, 
rather than finding the expected inverted U-shaped relationship in regions 
where knowledge is widely available, we did not find the expected inverted 
U-shaped relationship, but rather a positive relationship between depth and 
innovative performance. This indicates that higher regional knowledge 
availability dampens the downward sloping part of the relationship between 
depth and innovative performance. It suggests that over-search and the costs 
associated with search depth do not overwhelm the benefits of search depth in 
regions where knowledge availability is high. This resonates with previous 
results found in Taiwan by Chiang and Hung (2010), which revealed a positive 
relationship between search depth and incremental innovations. When regional 
knowledge is more rarely accessible we observe that the inverted U-shape and 
the relationship between depth and innovation gets depressed. If regional 
knowledge availability is low, the positive effects of external search depth on 
innovative performance are significantly smaller and soon become negative 
when the level of search depth increases. Hence, these results indicate that if 
regional knowledge availability is lower, the positive effect vanishes and the 
relationship between innovative output and external search depth might even 
turn negative from a certain level of depth onwards. 
Figure 3.4  Depth at different levels of regional knowledge availability
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3.5  Conclusion
This study deepens our understanding of the benefits of open innovation by high- 
lighting the importance of the context when analyzing the relationship between 
openness and innovative performance. Despite open innovation’s increasing 
prominence in both practice and research, the role of the context in which open 
innovation is conducted has not been adequately investigated (Huizingh, 2011; 
West and Bogers, 2013). We contribute to fill this gap in the literature. With the 
use of a unique data set that measures firm-level openness and regional knowledge 
availability in five lower-income countries, we show that firms located in regions 
where knowledge is scantly available are more innovative when they refrain 
from widening their search for it and instead rely on a very shallow hunt for it. 
This insinuates that in some environments firms should be cautious using an 
open innovation strategy. These results contrast most of the existing research 
about open innovation, which have tended to highlight the benefits and the 
positive relationship with innovative performance. 
 These findings generate several contributions. First, we contribute to the 
open innovation literature by showing that regional knowledge availability 
strongly influences the relationship between openness and innovation. Previous 
studies have shown that openness is beneficial for innovation (e.g. Chiang and 
Hung, 2010; Garriga et al., 2013; Laursen and Salter, 2006), while others have 
pointed out that there are also disadvantages associated with openness 
(Dahlander and Gann, 2010; Faems et al., 2010). Our study indicates that this 
relationship is contingent on the context in which the firm operates. Some recent 
studies have focused on the moderating role of dynamism or turbulence within 
the environment (Cruz-González et al., 2015; Hung and Chou, 2013). Yet, we 
show that the external ideas to which a firm is opening up to is a salient 
contextual aspect which should be considered when analyzing open innovation. 
The external sources provide the firm with new ideas and help it achieve 
innovation. Hence, if external knowledge sources are lacking, openness has a 
less favorable effect. Our study provides evidence that knowledge availability is 
indeed a regional characteristic that is of significant importance for the value of 
openness. Interestingly, our results indicate that openness can also turn into a 
harmful strategy. The moderating effect of regionally available knowledge results 
in a negative relationship between external search breadth and innovation in 
regions where external knowledge is scarce. In these regions using search 
breadth seems to exert more costs than benefits. These findings support the 
recent literature stressing the downsides of openness (Cruz-González et al., 2015; 
Dahlander and Gann, 2010; Huizingh, 2011; West and Bogers, 2013). This implies 
that search breadth seems not be a wise strategy in environments where external 
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knowledge is less reachable. Especially in the context of lower-income countries, 
search breadth could be less advantageous than in higher-income countries. 
 Regarding search depth, the results also support the idea that the context 
influences the relationship between depth and innovation. It depresses the 
relationship between both factors. At low levels of search depth, the innovative 
performance increases at every level of regional knowledge availability. 
However, at high levels of search depth, the innovative performance decreases 
if knowledge availability is lower. This result leads us to believe that deep 
linkages are more convenient to share information and knowledge than weak 
linkages—as is the case regarding search breadth. Deep linkages spur the 
process of innovation. This reflects previous studies that have highlighted the 
importance of linkages in lower-income countries (Egbetokun, 2015; Goedhuys, 
2007). Search depth seems to be a better strategy to enhance innovative performance 
than search breadth, which only had a positive effect when regionally available 
knowledge was abundant. Thus search depth seems to be a better strategy to 
cope with the environment than search breadth in these contexts. 
 Finally, this study adds to the generalizability of the relationship between 
openness and innovation outcomes. Our findings indicate that also in non- 
Western countries there is evidence for the hypothesized inverted U-shaped 
relationship. Yet, and more importantly, it also shows that this relationship only 
holds in regions where knowledge is widely available, which is a setting 
comparable to that of a Western context. In our sample, only one region has a 
level of R&D comparable to Sweden, which implies that regional knowledge 
availability differs significantly in our sample than in highly rich countries. The 
region in our sample with the highest level of R&D has also the highest score on 
regional knowledge availability and thus shows a similar relationship regarding 
openness and innovation as in rich countries. However, in regions where 
knowledge is more rarely available, the relationship between openness and 
innovation becomes less straightforward, in particular for search breadth. Our 
findings show that the theoretical arguments underlying the inverted U-shaped 
relationship are only valid in contexts where regional knowledge availability is 
high. In regions where knowledge availability is lower, the relationship between 
openness and innovation becomes less pronounced and for search breadth 
even turns negative. Hence, the context should be considered explicitly when 
establishing a relationship between openness and innovation. This indicates 
that the concept of openness is not one to one replicable in a different context and 
collaboration with other partners could result in lower innovative performance. 
 This study is one of the first attempts to explore the concept of open 
innovation in different contextual settings. We theorized how the latent costs 
and benefits would be affected by different degrees of available regional 
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knowledge, but our empirical analysis did not measure the cost and benefits of 
openness directly. Future research could provide further insights into the 
specific components of the costs and benefits of open innovation in different 
contexts. Furthermore, the ability of our empirical analysis to draw conclusions 
about causality is limited. Although we used a time lag between the dependent 
and independent variables, there may be other unobserved factors that influence 
the results. If panel data would become available, future research could verify 
the causal mechanisms more robustly. Nonetheless, this study has provided 
valuable insights in how the relationship between openness and innovation is 
moderated by regional knowledge availability. Moreover, we have validated the 
open innovation concept in the context of lower-income countries. Overall, it shows 
that for firms in resource scarce environments open innovation may not be a 
panacea. Instead, in such environments it could be a dangerous strategy to follow. 
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Abstract
Firms in East Africa face highly uncertain environments, fueling environmental 
dynamism, changes in industry structures and enhanced competitive dynamics. 
In order to understand the opportunities and challenges within such an 
environment, extant theory argues that firms need to develop scanning 
capabilities. However, since the effect of environmental characteristics on the 
development of firm capabilities in lower-income countries is unclear, in this 
chapter, we analyze how different environmental characteristics drive or 
hamper such capabilities. We focus specifically on scanning capabilities that 
allow firms to respond swiftly to changing needs by monitoring their 
environment. We include four environmental characteristics: environmental 
dynamism, heterogeneity, formal and informal competition. We investigate this 
in Kenya, Tanzania and Uganda, from which we mustered a sample of 473 
manufacturing firms. Surprisingly, our main results indicate that environmental 
dynamism and informal competition have a paralyzing effect on the development of 
firms’ scanning capabilities in East Africa. Thus, we conclude that environmental 
characteristics may hamper rather than help the development of firm capabilities.
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4.1  Introduction
Firms in lower-income countries have been faced with economic liberalization 
and transitions towards market-based structures over the last decades (Dixon, 
Meyer and Day, 2010b; Malik and Kotabe, 2009). Whereas economic liberalization 
has often stimulated economic growth and created opportunities for new products 
(Zahra, Sapienza and Davidsson, 2006), it has also fueled market dynamism, 
changes in industry structures and enhanced competitive dynamics (Kim, Kim 
and Hoskisson, 2010; Luo, 2003). Indeed, as Peng, Zhang and Li (2007, p. 206)
argued, ‘while firms in rich economies do experience some environmental 
dynamism […] the scale and scope of such dynamism pale in comparison with 
the comprehensive changes of the “rules of the game” experienced by firms in 
[developing countries]’. As markets change and industries become increasingly 
dynamic, firms need to adjust their existing routines and invest in capabilities to 
scan their changing environment (Karna, Richter and Riesenkampff, 2016; 
Peteraf, Di Stefano and Verona, 2013; Teece, Pisano and Shuen, 1997; Wright, 
Filatotchev, Hoskinsson, and Peng, 2005). 
 Scanning capabilities are widely viewed as a crucial step for aligning 
strategies with the external environment, which is expected to enhance firm’s 
performance in dynamic environments (Daft, Sormunen and Parks, 1988; Garg, 
Walters and Priem, 2003; Lamont, Marlin, and Hoffman, 1993). Managers have 
little time to focus on the broad range of environmental stimuli (Boyd and Fulk, 
1996) and also suffer from cognitive constraints to fully grasp their changing 
environment (Cyert and March, 1963). In highly unstable environments, it is difficult 
to obtain an exhaustive understanding of the environment and such an environment 
has a negative impact on the performance of firms (Fredrickson and Mitchell, 1984). 
This renders effective scanning a critical asset of executive judgment, strategy 
development and firm performance. Indeed, “scanning may represent a dynamic 
capability for the firm” (Garg et al., 2003, p. 726).
 The role of scanning capabilities may be even more pronounced in lower- 
income economies (Fainshmidt, Pezeshkan, Frazier, Nair and Markowski, 2016a). 
Due to a variety of economic, political, cultural and demographic characteristics 
that stimulate environmental uncertainty, the competitive environment is more 
unpredictable in lower-income countries. For instance, local firms in lower- 
income countries are strongly affected by the existence of a large informal sector, 
which often stifles the development of these firms by creating additional 
uncertainties (cf. George, Corbishley, Khayesi, Haas and Tihanyi, 2016; Iriyama, 
Kishore and  Talukdar, 2016). 
 In addition, lower-income countries are known for persistent governmental 
intervention in the economy—although it is often obscure how, when, in what 
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way and which firms are affected by such policies (Austin, 1990). Political 
conflicts may also emerge rapidly and growing economies can disintegrate 
without much notice (Zoogah, Peng and Woldu, 2015). Due to these uncertainties, 
managers in lower-income countries may find themselves bewildered by a 
dashboard steadily overwhelming them with new information. An uncertain 
economic landscape renders valuable capabilities that allow firms to adapt 
swiftly to unforeseen circumstances (Fainshmidt et al., 2016, p. 8). The external 
environment may exert a strong force and provide the stimulus for firms to 
develop new capabilities (Schilke, 2014b). More specifically, scanning capabilities 
are considered to be highly advantageous for understanding the environment and 
for stimulating firm performance in dynamic environments (Garg et al., 2003).
 We acknowledge the importance of internal learning mechanisms, managerial 
experience and organizational routines for driving the development of firm 
capabilities (Schilke, 2014b; Zahra et al., 2006; Zollo and Winter, 2002). Yet, we argue 
that in a resource-scarce environment characterized by change, unpredictability 
and uncertainty these may not be the main drivers to develop new capabilities. 
However, there is a lack of detailed empirical knowledge about whether the 
external environment actually propels the development of such capabilities in 
lower-income countries (Dixon et al., 2010a). Previous studies on capabilities 
in emerging or transitioning economies have focused mainly on internal 
mechanisms to drive the development of firm capabilities (e.g. Filatotcheve, 
Buck, and Zhukov, 2000; Malik and Kotabe, 2009; Peng et al., 2007; Uhlenbruck, 
Meyer and Hitt, 2003). In the present chapter, we explore environmental 
 characteristics as drivers of a firm’s scanning capabilities in three Sub-Saharan 
countries in Africa. We build on insights developed in the contingent 
resource-based view (RBV). Although the RBV suggests that firm resources 
drive competitive advantage (Barney, 1991), their value strongly depends on the 
environmental context (Lippman and Rumelt, 2003). The contingent RBV has 
highlighted the role of environmental conditions in the use of resources and 
capabilities, but mainly to argue under which conditions these can become more 
or less valuable (Aragón-Correa and Sharma, 2003; Brush and Artz, 1999; Sirmon, 
Hitt, and Ireland, 2007). We focus on environmental conditions that drive firms 
to develop new capabilities. 
 In doing so our study makes three contributions. First, many empirical 
studies (e.g. Acar and Zehir, 2010; Chatain, 2011; Terjesen, Patel and Covin, 2011) 
focus on a single external factor, and mainly show how environmental dynamism 
spurs the development of new capabilities (e.g. Schilke, 2014a). Although 
dynamism generally creates uncertainty in a firm’s environment, it is not the 
only factor that causes a need for firms to develop capabilities. Environmental 
characteristics, such as the nature of competition in an industry, the type of 
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market structure and the degree of competition, determine the most problematic 
dependencies that organizations are confronted with, and play a role in the 
unfolding of environmental uncertainty (Hrebiniak and Snow, 1980, p. 751). 
 Second, the presence of the informal economy provides another source of 
competition and uncertainty for African firms (George et al., 2016; McCann and 
Bahl, 2016). In fact, the informal economy may lead to an excess of environmental 
uncertainty due to its high volatility, which renders a search for information 
almost impossible (cf. Newman, 2000). In a way, the dashboard that assists firms 
to search for new information becomes practically useless due to the high degree 
of environmental uncertainty, which could even have a paralyzing effect on the 
development of a firm’s capabilities. 
 Third, our study is situated in a unique context. The variety of their 
environmental characteristics (Makino, Isobe and Chan, 2004) makes African 
countries interesting to study the relationship between the environment and 
firm capabilities. African firms are, in general, confronted with very high levels 
of uncertainty, which may lead these firms to benefit the most from developing 
scanning capabilities. 
 Hence, we analyze how different environmental characteristics drive or 
hamper the development of scanning capabilities.11 We focus specifically on 
environmental scanning capabilities that allow firms to respond swiftly to 
changing needs by monitoring their environment (cf. Boyd and Fulk, 1996; Day, 
1994; Teece, 2007). This capability reflects the extent to which a firm observes 
and monitors other actors (such as competitors, suppliers, universities and so 
on) and is aware of its broader environment. This awareness provides the firm 
with crucial information about locally residing knowledge that could be valuable 
(Danneels, 2008) and allows it to scan and monitor customers’ needs (Teece, 
2007). Our results show that contextual factors influence firms to develop 
scanning capabilities. More specifically, and surprisingly, the results from our 
study indicate that environmental dynamism and informal competition hamper 
the development of scanning capabilities. Hence, firms that face higher levels of 
dynamism have a significantly lower level of scanning capabilities than firms 
active in an industry featuring lower levels of dynamism. Similarly, firms that 
perceive high degrees of informal competition, develop fewer scanning 
capabilities compared to firms that perceive less informal competition. The results 
highlight the adverse effect of the African context’s high degree of uncertainty. 
11 We are aware of the debate as to whether environmental dynamism affects the relation between 
firm capabilities and performance (see for instance Karna et al., 2016 for more information on this 
debate). However, we are not interested in the relation with performance in this chapter. Instead 
we focus on the question if industry characteristics drive the development of capabilities. 
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4.2  Theory and Hypotheses
4.2.1  Environmental uncertainty
The environment in which a firm competes has long been recognized as a key 
influencer of its performance (Porter, 1990). Environmental characteristics exert 
a strong impact on a firm’s strategic options (Dess, 1987) and represent important 
sources of uncertainty (Andersson and Tushman, 2001; Huff, 1982). Environmental 
uncertainty has been defined as the inability to ‘accurately assess the external 
environment of the organization or the future changes that might occur in that 
environment’ (Dickson and Weaver, 1997, p. 405). The literature on environmental 
uncertainty identifies three salient dimensions of which two are related to 
uncertainty12: dynamism and complexity (Dess and Beard, 1984). Dynamism 
refers to the (in)stability of an industry and is often related to the unpredictability 
of environmental changes (Dess, 1987). Complexity refers to the heterogeneity in 
an industry and is related to the range of environmental activities and 
competition within an industry (Dess, 1987). These key constructs have been 
used extensively in previous studies (Bakker and Knoben, 2015; Chen, Zeng, Lin 
and Ma, 2015; Keats and Hitt, 1988). 
 For the purpose of our study we add another component that fits closely 
with the nature of our research context: the existence of a large informal sector 
(ILO, 2009). Competition in lower-income countries consists of both formal and 
informal competition. The informal sector in lower-income countries consists 
predominantly of small firms that are not formally registered and operate 
outside of the formal institutional boundaries (Webb, Bruton, Tihanyi and 
Ireland, 2013). Informal firms do not pay taxes, employ undocumented workers 
or engage in counterfeiting, bootlegging, selling unregulated pharmaceuticals, 
among others (Iriyama et al., 2016; Webb et al., 2013). The size of the informal 
economy in Sub-Saharan Africa has been estimated at roughly 74%, in terms of 
employment (ILO, 2009). The informal sector has emerged partly out of an 
economic necessity that has forced the unemployed to create their own jobs 
(Austin, 1990). In addition, bureaucratic procedures in Africa have also forced 
entrepreneurs into the informal sector. For example, Grosh and Somolekae 
(1996) point out that from 6000 applications for commercial premises in Botswana 
in 1990, only 56 were processed in the same year. Lengthy administrative 
procedures have spurred the growth of informal firms. The absence of legislation 
as well as ambiguity of institutions have also favored the proliferation of the 
12 Munificence is the third dimension of the environment and refers to the capacity of the 
environment (in terms of available resources), but it is not associated with uncertainty (see Dess 
and Beard, 1984). Therefore, we only use it as a control variable in our study.
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informal sector (Webb et al., 2013). As such, the informal sector is highly volatile 
(Restrepo-echavarría, 2014). We argue that informal firms can pose competitive 
threats to formal sector firms and are an important source of environmental 
complexity, because their actions remain largely underground and invisible 
(Feige, 1990; Meagher, 1995; Restrepo-echavarría, 2014).
 Environmental uncertainty, and specifically differences therein, incentivizes 
firms to develop flexible capabilities and strategies. These arguments find their 
substance in recent developments in the RBV which have emphasized the need 
to incorporate the context in which the firm is operating (Aragón-Correa and 
Sharma, 2003; Brush and Artz, 1999; Priem and Butler, 2001; Sirmon et al., 2007). 
They have emphasized the importance of clarifying the conditions under which 
resources become more or less valuable. The contingent RBV has pointed out 
that unfamiliar environmental contexts may cause information deficits that 
affect the way firms manage resources (Klier, Schwens, Zapkau and Dikova, 
2017: 305). Building on these insights, we argue that environmental uncertainty 
may give firms incentives to develop new capabilities, because the need to have 
strong capabilities in uncertain environments may be higher compared to 
environments that are easy to understand (Teece et al., 1997). 
 Uncertain environments challenge firms to develop capabilities, because its 
changes can be sudden and pose serious threats to their survival (Zahra et al., 
2006). For instance, a volatile environment characterized by change, provides a 
firm aware of its changing environment with an incentive to reconfigure its 
resource base in order to stay competitive. We argue that in a volatile and 
unpredictable industry, a firm will be more inclined to develop capabilities to 
scan its environment in order to monitor new information about possible 
disruptions (Boyd and Fulk, 1996; Day, 1994). The intensity and frequency of 
change in the economic context provides further incentives to develop new 
capabilities (Schilke, 2014a). Volatile contexts’ demand changes in firms’ asset 
structure and orientation in order for firms to tap into new demand curves 
(Fainshmidt et al., 2016a). On the basis of this line of reasoning, we formulate our 
hypotheses in the next section. 
4.2.2  Environmental dynamism
Environmental dynamism refers to the volatility in the environment in which a 
firm operates, which is presented by the deviation from the growth trend in the 
industry (Dess and Beard, 1984). Dynamism consists of two dimensions, the 
quantum of change and the rate of change (Miles, Snow and Pfeffer, 1974). The 
quantum of change refers to the magnitude of change within the environment: 
the bigger the magnitude of the change, the more uncertainty this generates for 
the organization (Bakker and Knoben, 2015; Koka et al., 2006). The rate of change 
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refers to how frequent change occurs (Bakker and Knoben, 2015; Koka et al., 2006). 
Although the quantum and rate of change are caused by different mechanisms, 
both aspects result in uncertainty due to the instability in the environment 
(Bakker and Knoben, 2015; Dess and Beard, 1984). It is this instability that creates 
an incentive for firms to develop capabilities in order to deal with uncertainty. 
In an environment characterized by volatility, firms have to respond to this 
dynamism in order to stay competitive (Aldrich, 1979; Zahra et al., 2006). 
 Firms in lower-income countries have been faced with rapid changes due to 
economic liberalization and transitions towards market-based structures (Dixon 
et al., 2010b; Malik and Kotabe, 2009). This has resulted in increased levels of 
environmental dynamism (see Kim et al., 2010; Luo, 2003; Peng et al., 2007). 
However, in emerging markets, there is often an absence of information about 
the broader environment, which is partly due to a variety of institutional voids 
that limit the amount of available information regarding the business environment 
(Khanna, Palepu, and Sinha, 2005). For instance, emerging markets often lack 
adequate market structures and financial capital, which make transactions within 
and across firms rather uncertain (Bradley, Aldrich, Shepherd, and Wiklund, 
2011). This uncertainty generates serious challenges (Luo, 2003). For instance, 
the shortage of market data was found to be one of the major obstacles for 
business in Russia (May, Stewart, and Sweo, 2000). Sawyerr (1993) also indicated 
that in lower-income countries there is generally an absence of technology to 
systematically scan the environment. In highly unstable environments, however, 
this is a critical function for firms in order to deal with uncertainty (Ofori-Dankwa 
and Julian, 2013). 
 A dynamic environment reduces the potential value of the resource base 
and a firm’s competitive position (Drnevich and Kriauciunas, 2011; Li and Liu, 
2014; Wang and Ang, 2004). In such a dynamic environment, flexibility is key 
(Tallon, 2008) and capabilities grant a firm the flexibility to adjust its resource 
base in order to deal with instability and uncertainty (Chmielewski and 
Paladino, 2007; Eisenhardt and Martin, 2000; Helfat et al., 2007; Winter, 2003). In 
an environment characterized by change and instability firms would be well 
advised to closely look for alternations in the environment in order to be able to 
respond adequately (Boyd and Fulk, 1996). More stable environments demand a 
lower concern for the development of capabilities to scan the environment. If no 
changes occur it is easier to understand the environment and less necessary to 
monitor it closely. 
 So, firms operating in a highly dynamic industry are spurred to develop 
scanning capabilities in order to adequately respond to changes in their environment 
(Li and Liu, 2014). In other words, dynamism creates a need for firms to develop 
capabilities that allow them to scan their environment in order to be better able 
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to deal with instability and uncertainty in the market (May et al., 2000). Hence, we 
propose the following hypothesis:
H1: The higher the level of dynamism within a firm’s environment, the higher 
the level of that firm’s scanning capabilities. 
4.2.3  Environmental complexity
In lower-income countries environmental complexity is created by three factors: 
heterogeneity, formal competition and informal competition. Heterogeneity 
refers to the dissimilarity of inputs and outputs required by an industry (Boyd, 
1990). Formal competition refers to the density of formal firms within the same 
industry (Boyd, 1990). Informal competition refers to competition from 
predominantly small firms that are not formally registered, do not pay taxes and 
employ undocumented workers (Webb et al., 2013; Iriyama et al., 2016). We expect 
that all three factors influence the need to develop capabilities, but in different 
ways, as we will explain below. 
 Heterogeneity creates complexity, because in a more heterogeneous industry 
where firms require many different inputs and produce a broad variety of outputs, 
obtaining resources is more complicated compared to industries with few inputs 
and outputs (Dess and Beard, 1984, p. 57). Such a heterogeneous industry is 
characterized by many interactions and inter-organizational connections (Chen et 
al., 2015). This raises a challenge for a firm to make the right strategic decisions 
(Dess and Beard, 1984), because it is more difficult and costly to scan and monitor 
the environment (Boyd, 1990). Such an environment creates an incentive for firms 
to develop scanning capabilities to collect relevant information and reduce 
uncertainty. Furthermore, the variety of organizations that a more heterogeneous 
environment offers to interact with, means that it will probably afford more 
sources with information relevant to the firm (Dess and Beard, 1984). A more 
diverse pool of resources will push the development of scanning capabilities, 
because this will help the firm to identify and select valuable resources. 
 A more homogenous environment is relatively easy to understand and thus 
offers fewer incentives to actively scan and monitor the environment (Boyd, 
1990). In such environments, firms tend to draw on a small pool of well-known 
information sources (Bakker and Knoben, 2015). The more heterogeneous an 
industry becomes, the higher its rate of unpredictability. In such an environment, 
firms need to develop broader search strategies (Terjesen and Patel, 2017). Hence, 
we expect that:
H2: The higher the level of heterogeneity within a firm’s environment, the 
higher the level of that firm’s scanning capabilities. 
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A second component of complexity is competition (Dess and Beard, 1984), which 
refers to the degree to which resources are either evenly distributed or 
concentrated within the industry (Aldrich, 1979). Several studies point to an 
inverted U-shaped relationship between competition and uncertainty (Scherer, 
1980). At very high levels of competition (perfect competition) there are an 
infinite number of firms and all these firms have a small market share. This 
creates an environment that is easy to understand and where all firms are price 
takers, which in turn breeds less uncertainty (Scherer, 1980). At the other end of 
this range of competition there is an environment in which concentration is very 
high, which in turn nurtures a monopoly in the most extreme cases. In such an 
environment it is easy to understand the environment and know your competitors, 
which results in little uncertainty. Moderate levels of competition will breed 
more uncertainty, because there are numerous competitors, which makes it 
difficult for a firm to have all the information. Most environments are not 
characterized by either perfect competition or a monopoly. In Africa, competition 
has increased due to market liberalization and trade flows. Therefore, we focus 
on concentration levels between moderately and highly concentrated markets. 
Within this range, we expect higher degrees of competition to create a more 
imperious need to develop scanning capabilities. 
 The key argument is that higher competition creates higher uncertainty, 
because it makes the environment increasingly difficult to understand. It makes 
competitors more difficult to identify and thus it complicates how to deal with 
them and how to create value for clients when faced with rising competition 
(Sirmon et al., 2007). In such an industry, it is more ambiguous what kind of 
information is needed to maintain or develop a competitive advantage (Sirmon et 
al., 2007) and change the resource base accordingly. Therefore it becomes more 
difficult to monitor the environment and select the information useful for the 
firm. Furthermore, it creates a market in which firms continuously seek new 
opportunities in order to stay competitive, because there is more rivalry (Acs and 
Audretsch, 1988). The speed and accuracy of firms’ adaptation within such an 
industry is crucial (Adler, Goldoftas, and Levine, 1999). Finally, a more competitive 
industry offers an even higher chance of losing customers (Lusch and Laczniak, 
1987; Wilden, Gudergan, Nielsen, and Lings, 2013), which makes it more valuable 
to monitor customers. This provokes a need to develop scanning capabilities in 
order to be flexible, deal with this uncertainty and rivalry, and change the resource 
base accordingly (Auh and Menguc, 2005; Sirmon et al., 2010; Wilden et al., 2013). 
On the basis of these considerations we have formulated the following hypothesis:
H3:  The higher the level of competition within a firm’s environment, the higher 
the level of that firm’s scanning capabilities.
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The third component of environmental complexity is competition from the informal 
sector. Compared to the formal sector, the informal sector is rather large and 
highly competitive (Murphy, 2002). The informal sector is often characterized as 
one in which legal processes can be circumvented and market opportunities can 
be exploited faster (Iriyama et al., 2016). However, the formal and informal sector 
are closely linked to one another. For example, firms in the formal sector often 
use informal firms as subcontractors (Austin, 1990). Even large firms frequently 
supply informal firms with capital, equipment or merchandise. Informal firms 
are often part of a complex socio-economic network compromised not only of 
suppliers, competitors and customers, but also of moneylenders, and a wide 
range of public and private institutions (Bromley, 1978, p. 1168). Informal firms 
are also competitors of formal firms due to their lower overhead and labor costs 
(Maloney, 2004). For instance, in Venezuela, small-scale furniture builders were 
set up in “rudimentary facilities”, allowing them to charge much lower prices 
compared to retail furniture outlets; they even advertised directly through 
newspaper adds. As a result, these small-scale informal entrepreneurs rapidly 
grew rapidly to become an important competitive force in the furniture industry 
(Austin, 1990, p. 137). 
 Since informal entrepreneurial activities may undermine and “crowd-out” 
formal business activities (Mathias, Lux, Russell Crook, Autry, and Zaretzki, 
2014). The informal economy presents firms with a formidable challenge and it has 
been claimed to be highly fragmented and intensely competitive (Austin, 1990, 
p. 141). Whereas in the formal economy competition is often known, rivalry from 
the informal economy consists of many firms that are mainly unknown (Mathias 
et al., 2014). It is exactly this unpredictable and especially unobservable nature of 
informal competition that creates a high degree of uncertainty for firms in the 
formal sector. The actions from informal competitors remain largely underground 
and invisible (Feige, 1990; Meagher, 1995; Restrepo-echavarría, 2014), turning the 
search for information into an almost impossible task (cf. Newman, 2000). This is 
mainly due to the existence of ambiguity in cause-effect relationships: it inhibits 
firms’ ability to undertake the necessary activities to scan the environment 
(cf. Lant and Mezias, 1992). Ambiguity, as such, complicates the relationship 
between strategy and performance (see also March and Olsen, 1976), or in our 
case, the development of capabilities that may enhance firm performance. Hence, 
we expect that high degrees of competition from the informal sector will have a 
negative effect on the development of scanning capabilities by making information 
search almost impossible. We formulate the following hypothesis:
H4:  The higher the degree of competition from the informal sector within a 
firm’s environment, the lower the level of that firm’s scanning capabilities.
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4.3  Data and Method 
To test the relationship between the different industry characteristics and 
scanning capabilities, we used data of firms in the manufacturing sector in three 
countries, namely Kenya, Tanzania and Uganda. We chose these countries, because 
they constitute a relatively coherent group of countries in East Africa. These three 
East African countries have been united in the East African Community of 
which they are the original members. The East African Community strives for 
economic integration among its members (see www.eac.int for more information). 
Another commonality is that all three countries are former British colonies, which 
implies a comparable institutional background. Moreover, similar surveys have 
been conducted within a similar time span in these countries, which makes 
it possible to merge their information within a single dataset. We chose the 
manufacturing sector, because particularly in lower-income countries, manufacturing 
is an important sector. It has been a sine qua non of structural economic change 
and development ever since the Industrial Revolution, yet in Sub-Saharan African 
countries the manufacturing sector has been shrinking or is stagnant (Bigsten 
and Söderbom, 2006). 
4.3.1  Data
To test our theoretical expectations we used data from different surveys collected 
by the World Bank and input-output tables taken from ‘Global Trade Analysis 
Project’ conducted by the Purdue University. This resulted in a unique dataset 
to test our ideas. We used the Enterprise Surveys from 2007 and 2013 and a 
newly developed Innovation Capabilities Survey from 2015, all conducted in 
Kenya, Tanzania and Uganda. The Enterprise Surveys have been developed by 
the World Bank to collect harmonized data among lower-income countries. 
Since 2002, the World Bank has conducted interviews with top managers and 
business owners of 130,000 firms in 135 mainly lower-income countries. The goal 
of the survey is to get an overview of a broad range of topics, such as finance, 
corruption, infrastructure, crime, competition and performance. The Enterprise 
survey data has featured in a number of previous published studies (e.g. McCann 
and Bahl, 2016)). We used the Enterprise surveys of 2006/7 and 2013 to measure 
dynamism, formal and informal competition. To measure heterogeneity, we 
used input-output tables constructed by the ‘Global Trade Analysis Project’ 
conducted by the Purdue University, stemming from 2007. We used the recently 
launched Innovation Capabilities Survey of the World Bank to measure our 
dependent variable, the scanning capability of a firm. The aim of the Innovation 
Capabilities Survey of 2015 is to get a better understanding of the innovative 
activities and capabilities of manufacturing firms. The Innovation Capabilities 
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Survey is a follow-up of the Enterprise survey, which puts to our disposal 
exceptional data about firm capabilities in these three countries. An overview of 
the data sources used to measure each variable is provided in table 4.1. 
 The World Bank uses stratified random sampling as sampling methodology. 
The strata for the Enterprise Survey have been based on firm size, business 
sector (manufacturing and services) and geographic region within a country.13 
The sample for the Innovation Capabilities Survey is a subsample of the 
Enterprise Survey sample and is drawn from manufacturing firms only. This 
increases the comparability of firms within our sample. A total of 473 firms were 
surveyed for our sample: 199 from Kenya, 128 from Tanzania and 146 located in 
Uganda. Although the dependent variable has only been measured in 2015, 
which makes it impossible to conduct a panel data analysis, there is a two-year 
interval between the surveys. The advantage is that our dependent variable was 
measured two years after our independent variables, which introduces a time 
lag to diminish the chance of reverse causality. Moreover, we avoid potential 
problems related to common method bias by using separate sources of data for 
our dependent and independent variables (Podsakoff, MacKenzie, and Lee, 
2003). For a concise overview of all the variables and data sources, see table 4. 1.
4.3.2  Dependent Variables
Firm scanning capability: We measured a firm’s scanning capability by assessing 
the degree to which the establishment agreed with statements regarding the 
firm’s own scanning and monitoring activities. The response was measured 
with a 7-point Likert-scale, ranging from ‘completely disagree’ to ‘completely 
agree’. Several different statements from previous studies were used to measure 
scanning and monitoring. We used three items from Danneels’ (2008) 
environmental scanning scale. We combined these items with two items related 
to selection. One item indicates whether a firm monitors its clients’ and 
customers’ need; one item is concerned with the monitoring of technology 
within the firm based on Radas and Božić (2009). The items altogether denotes 
the firm’s ability to scan and monitor information that it finds valuable, because 
it indicates whether a firm is aware of the knowledge/technologies that are 
relevant for the market and whether it fits within the firm (see table 4.1 for an 
overview of the statements). The average of the scores of all these items together 
indicates the level of scanning capabilities of a firm. The reliability of the scale is 
α = 0.71 which conforms to the accepted level of at least 0.70 (Nunnally, 1978). 
13 For more information about the methodology and sampling see: www.enterprisesurveys.org. 
98
Chapter 4
4.3.3  Independent Variables
Data about the environment in our sample were aggregated from the Enterprise 
Surveys of 2007 and 2013 and input-output tables and linked to the primary 
survey data about scanning capabilities, as presented in the Innovation Capabilities 
Survey (2015). In addition, we used probability weights to calculate our variables, 
as the sample is a stratified sample instead of a random sample. This means that 
all members of the population are grouped along different categories (firm size, 
business sector and geographic region within a country). The probability to be 
selected differs between the different groups. Therefore, probability weights should 
be used to take care of the varying probabilities among different categories in 
order to make inferences about the population of non-agricultural private firms 
at the industry level (see wwww.enterprisesurveys.org). Our dataset consists of 
variables for firms and industries. All the firms within our sample belong to the 
same sector (manufacturing), but to different industries within the manufacturing 
sector (for an overview of the spread of industries within our data, see table 4.2). 
Therefore, firms within the same industry were assigned the same score on the 
industry variable, yet differed in their score regarding firm-level characteristics 
and the dependent variable (i.e. scanning capability). This implies that our data 
has a multi-level structure with firms nested in industries. In the data analysis 
section we will explain how we dealt with this data structure in our analyses.
 Dynamism was operationalized by the standard error of the regression slope 
divided by the mean value of sales (Bradley et al., 2011; Dess and Beard, 1984). 
To measure dynamism, we first needed a measure of the trend growth within 
the industry, for which we used the measure of munificence. Munificence is 
measured as the coefficient that results from regressing time against the industry 
sales divided by the mean value of the industry sales, using sales of four years 
as indicated in the Enterprise Survey of 2007 and 2013 (see for more information 
the explanation of the control variable ‘munificence’). We then calculated the 
standard error of the regression slope. The next step was to divide this standard 
error of the regression slope by the mean value of sales. The higher the score on 
dynamism, the higher the volatility within that industry. This measurement is 
similar to the ones conducted in previous studies (e.g. Goll and Rasheed, 2004; 
Nielsen and Nielsen, 2013). 
 In Tanzania, the garments industry has the lowest score on dynamism, 
while wood and furniture have the highest. The garment industry is not so 
volatile, which seems logical because garment seems to be an industry that 
produces goods that consumers always need. So, demand in this industry is 
relatively predictable. The wood and furniture industry is much more volatile. 
This reflects that wood and furniture are products that are more sensitive to 
changes in the economy. Consumers might be more inclined to save on furniture 
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Table 4.2  Firms per industry
Industry Number of firms 
Kenya Food 85
Textiles 8
Garments 8
Leather 4
Wood 7
Paper 3
Publishing, printing and recorded media 9
Chemicals 20
Plastics & rubber 8
Non metallic mineral products 7
Basic metals 2
Fabricated metal products 14
Machinery and equipment 6
Transport machines 8
Furniture 10
Tanzania Food 24
Textiles 11
Garments 17
Wood 6
Chemicals 3
Plastics & rubber 3
Non metallic mineral products 4
Basic metals 2
Fabricated metal products 12
Furniture 46
Uganda Food 46
Textiles 3
Garments 29
Wood 29
Chemicals 3
Non metallic mineral products 6
Fabricated metal products 30
Total 473
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than on basic goods such as clothing. Therefore it seems logical that wood and 
furniture are more dynamic industries than garment.
 Heterogeneity is the extent to which industries require many different inputs 
and outputs (Dess and Beard, 1984). We used input-output tables constructed by 
the Global Trade Analysis Project of the Purdue University based on 2007 for the 
three countries and distinguished among different industries, on the basis of 
those mentioned in the Innovation Capabilities Survey of 2015. We first calculated 
the Herfindahl index for input and output heterogeneity. The Herfindahl index 
is calculated as follows:
H=
N
Σ s2i
i=1
Where si is the share of input (or output respectively) i in the industry and N is 
the number of total inputs (or outputs). In other words, the Herfindahl index is 
defined as the sum of squares of the value of inputs and outputs stemming from 
other industries used by one industry. Thus, considering for instance input 
heterogeneity, if in one industry, the input comes from two different sources and 
each input has a share of 50%, the Herfindahl index equals 0,502 + 0,502 = ½.
 In line with previous research (i.e. Bakker and Knoben, 2015), we calculated 
the final score for both measures by taking 1 minus the Herfindahl value to 
ascertain that a higher score indicates a higher level of heterogeneity. Given that 
in- and output heterogeneity are highly correlated we took the average of both 
scores to arrive at our single measurement for heterogeneity. 
 A good example of an industry that scores high on heterogeneity is the 
machinery industry in Kenya. Most industries rely in some sort on machinery, 
which explains the high score on output heterogeneity, because the output of 
the machinery industry is sold to different industries. The high score on input 
heterogeneity indicates that the industry uses a great deal of different inputs to 
produce the machinery. An industry that has a low score on heterogeneity is the 
leather industry. The input in the production process of making leather is quite 
homogeneous and the output heterogeneity of leather products is much lower 
compared to machinery. This indicates that leather products find their way to 
only a handful other industries, while machinery is used in most industries. 
 Formal competition refers to the density of firms within the same environment 
(Boyd, 1990). Although previous research has relied on the total number of firms 
that exists within an industry, this sort of database is not available in the context 
of lower-income countries. We had to construct our own variable to proxy formal 
competition. We constructed a proxy variable that indicates which amount of 
firms within an industry indicated that the number of competitors where too 
103
Paralyzed by the Dashboard Light: Environmental Characteristics and Scanning Capabilities
many to count. If a firm indicated that the number of competitors was too many 
to count, we coded it as one. We then computed the share of firms within the 
total industry that gave this answer and used it as our proxy for formal 
competition, as it gives an indication about the concentration within an industry. 
 The furniture industry in Uganda has the highest score on this variable, 
suggesting that there is a large fauna of competitors crowding this industry. 
This score reflects all the small shops that sell furniture along the same street, 
which indeed represents high competition. The transportation sector in Kenya 
has the lowest score on this variable, which means that most firms in this sector 
did not emphasize a very large amount of competitors and that the industry is 
quite concentrated. This suggests that firms in the Kenyan transportation sector 
can easily oversee their competitors.
 Informal competition refers to the informal competition that a firm faces. We 
used a firm level perception measure, because by definition industry level data 
about the informal sector is lacking. Therefore, firms were asked to indicate 
whether ‘practices of competitors in the informal sector were an obstacle to the 
current operations of this establishment’? If firms indicated that it was a major 
or severe obstacle to the firm, we coded the variable as ‘1’ and ‘0’ otherwise. 
Since this variable measures perceptions, we did not aggregate it to the industry, 
because it is a very firm-specific perception.
4.3.4  Control Variables 
In addition to the main independent variables, we controlled for the following 
firm-level factors: firm age, firm size, foreign ownership, R&D, and training. We 
also included munificence as an industry-level control variable and used country 
dummies to capture macro-level differences. 
 Age. The age of a firm has been indicated as a factor that influences the 
development of scanning capabilities (Helfat and Peteraf, 2003). Older firms are 
less flexible (Hansen, 1992) and will therefore react more cumbersomely to 
changes in the environment. Firm age was measured as the natural logarithm of 
the number of years that the firm has existed, which was determined by 
inquiring about the establishment year of the company and subtracting this 
from the year in which the survey was performed. 
 Size may influence the development of scanning capabilities and the way in 
which the firm deals with its environment. Larger firms have more resources to 
develop and change their routine. This may influence the need for external 
resources available within the environment (Barnett, 1997). We measured size as 
the natural logarithm of the total number of full time employees within the firm. 
 Foreign ownership. In order to construct this control variable, we used 
answers to a question about the percentage of the company that is owned by 
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private foreign individuals, companies or organizations to construct the control 
variable. For the control variable ‘foreing ownership’, companies whose answers 
had provided any value greater than 0% were assigned a ‘1’ and ‘0’ otherwise. 
We controlled for foreign ownership because firms in lower-income economies 
often greatly benefit from technological knowledge available from their inter- 
national headquarters and research labs (Isobe et al., 2000), which endows them 
with a better opportunity to develop scanning capabilities and deal with the 
external environment. 
 R&D gives the firm the capacity to generate and process knowledge as well 
as to absorb external knowledge (Cohen and Levinthal, 1989; Rothaermel and 
Hess, 2007). This influences a firm’s ability to develop scanning capabilities and 
to rein its environment. Therefore, we included a dummy variable, which took a 
value of ‘1’ if the firm indicated having spent money on R&D during the last 
three years.
 Training enhances learning and increases the general skills and abilities that 
employees have, which is crucial for the development of scanning capabilities 
(Easterby-Smith and Prieto, 2008; Felin, Foss, Heimeriks, and Madsen, 2012; 
Sirmon et al., 2007; Zollo and Winter, 2002) and the ability of a firm to deal with 
its environment. Therefore, we include a dummy variable based on the question: 
‘In the last fiscal year did your company offer formal training programs to your full-time 
permanent employees?’. Companies that answered affirmatively were coded with 
‘1’; all other companies with ‘0’. 
 Subsidiary. A subsidiary of a larger firm, will have a limited range to make 
its own choices because the headquarters will influence its decisions. Therefore, 
its urge to scan the environment for new opportunities will decrease. Hence, we 
included a dummy variable, which was coded ‘1’ if the company was a subsidiary 
and ‘0’ otherwise. 
 Export signals if the main geographical market of the firm is the international 
market. Since exporting to the international market is another channel that a 
firm could use to gather information, we included a dummy variable that took a 
value of ‘1’ if the main market to which a firm sells its products is international 
and ‘0’if it is local or national. 
 Munificence. Following Boyd (1990) we measured munificence as the coefficient 
resulting from regressing time against the industry sales divided by the mean 
value of the industry sales. We estimated the munificence for each industry in 
each country separately using the Enterprise Survey of 2007 and 2013. In both 
surveys, firms were asked to indicate their sales for the last fiscal year and three 
fiscal years ago. We used the sales information from these four different data 
points in time. For instance, for Uganda we used sales data of 2002, 2005, 2009 
and 2012. We aggregated this information to the industry level and estimated 
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the growth in sales per industry between these four data points. This procedure 
is in line with the method that has been used in previous studies (e.g. Bradley 
et al., 2011; Dess and Beard, 1984; Goll and Rasheed, 2004; Nielsen and Nielsen, 
2013). 
 Country dummies. We included country dummies to account for any country 
specific effects and used Uganda as a reference category.
4.3.5  Data analysis
We estimated regression models taking the scanning capability as dependent 
variables. Since the dependent variable is normally distributed, we used OLS 
regression techniques to estimate our results. As noted earlier, our data has a 
multilevel structure with firms nested within industries. As a result the estimated 
standard errors could be biased due to correlations of errors between firms 
within the same industries. We accounted for this potential bias by relying on 
clustered standard errors at the industry level. The practice of clustering 
standard errors is one of the most common methods to deal with nested data 
(Huang, 2016) and has frequently been applied in similar cases (e.g. Barasa, 
Knoben, Vermeulen, Kimuyu, and Kinyanjui, 2017; Haenssgen and Ariana, 
2017). Finally, all the independent variables are standardized, such that we can 
compare the effect sizes of the coefficients. 
4.4  Results
Table 4.3 shows the pooled descriptive statistics, correlations and VIF scores. 
As indicated by the correlations (max correlation of -0.499) and low VIF scores 
(well below 10 (O’Brien, 2007)), multi-collinearity is not a concern in our analyses. 
The descriptive statistics indicate that only 8.2% percent of our firms is foreign 
owned, 26.2 % conducts R&D, and 37% provides training to their employees. 
A remarkable 45.5% of firms in our sample points to the informal sector as a 
major or severe obstacle. This is a higher percentage than the one found in 
previous studies. For instance, McCann and Bahl (2016) indicated that, on 
average, informal competition is a minor to a moderate obstacle in Eastern 
Europe and East Asia. 44.8% of the firms in our sample indicated that the number 
of formal competitors was too many to count, which implies that they experience 
intense formal and informal competition. 
 Table 4.4 reports the results of our OLS regression analysis performed to test 
our hypotheses. We estimated four different models. First, we estimated a 
baseline model (model 1), including the control variables only. In the second 
model, we added the direct effects of the industry level characteristics (model 2). 
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Model 3 and 4 are identical to model 1 and 2 except that we re-estimated the 
models with country dummies. The models that include the hypothesized 
variables (models 2 and 4) have a better fit than our models with controls only 
(models 1 and 3). This also holds for the models with country dummies (model 
3 and 4) compared to the models without country dummies (models 1 and 2), 
which indicates that the hypothesized variables and the country dummies 
significantly increase the explanatory power of our model. For the interpretation 
of our results, we focused on model 4, which has the best fit. 
 With regard to the control variables, the other industry variable, munificence, 
has a significant and positive relationship with scanning capabilities (b = 0.099, 
p = 0.037). This suggests that in industries that have a great amount of resources 
available, firms develop higher levels of scanning capabilities. In such an 
environment, a larger volume of slack resources is at a firm’s disposal, offering a 
firm the opportunity to develop scanning capabilities. Internal factors that have 
a positive and significant relationship with scanning capabilities are R&D (b = 
0.311, p = 0.010) and size (b = 0.132, p = 0.017). This points to the importance of 
internal factors. Size gives a firm the resources to develop a scanning capability, 
while R&D gives it the capacity to generate and process knowledge and to 
absorb external knowledge (Cohen and Levinthal, 1989; Rothaermel and Hess, 
2007), which influences a firm’s ability to develop scanning capabilities. 
 Regarding the effect sizes of significant firm characteristics (size and R&D), 
the effect size and R&D seems substantial. R&D has a large coefficient of 0.311. 
However, we should take into account that this is a dummy variable, indicating 
that a step from the minimum of zero to the maximum of one increases the level 
of scanning capabilities by 0.311. Size has a coefficient of 0.132, but the full range 
of size runs from 0 to 8.613. Thus the effect size of the full range is 8.613 times the 
coefficient, which results in a size of 1.137. This is even larger than the effect size 
of R&D, but the estimate of size is less significant. In short, both variables 
significantly influence the level of scanning capabilities of firms and size has an 
even larger impact. 
 In hypothesis 1 we hinted at a positive relationship between dynamism and 
scanning capabilities. This hypothesis is not supported by our analysis. Instead, 
we found a significant negative relationship between dynamism and scanning 
capabilities (b = -0.102, p = 0.057). Thus, it appears as if though firms faced with 
higher levels of dynamism would have significantly lower levels of scanning 
capabilities than firms active in an industry with lower levels of dynamism. This 
could suggest that dynamism dissuades a firm from building scanning 
capabilities. The uncertainty related to dynamism could have a paralyzing effect 
on firms facing highly dynamic environments instead of motivating them to 
develop scanning capabilities. In order to test whether the environment in East 
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Africa is more dynamic compared to rich countries, we benchmarked the level 
of environmental dynamism in Uganda, Kenya and Tanzania against the level 
of environmental dynamism in Poland. We chose Poland, because it is one of the 
richest countries for which the World Bank collects similar data. This gave us 
the opportunity to have exactly the same measure of dynamism in a more 
developed country. The comparison shows that the mean level of dynamism in 
Poland is 0.548, which is considerably lower than the mean level of dynamism in 
our sample (0.786). The highest level of dynamism in Poland is 1.070, whereas in 
our sample it is more than double (2.342). This supports the notion that the level 
of dynamism is indeed higher in the context of the East African region. Higher 
levels of dynamism no longer spur the development of capabilities, but rather 
seem to paralyze a firm by discouraging the development of its capabilities. 
 Hypothesis 2 and 3 both relate to the complexity of the industry in which 
the firm is active. Heterogeneity refers to the different inputs and outputs an 
industry employs, while concentration refers to the competition within an 
industry. We expected a positive relationship between heterogeneity and the 
level of scanning capabilities (hypothesis 2). In our third hypothesis we expected 
that the higher the level of competition within an industry, the higher the level 
of scanning capabilities, thus a positive relationship. Although both do have a 
positive relationship with our scanning capability variable in model 4 
(Heterogeneity: b = 0.067, p = 0.291; Formal competition: b = 0.070, p = 0.561), 
these are insignificant. In model 2 the relationship is significant, but there are 
country specific effects that influence the results.
 In hypothesis 4 we expected to find a negative relationship between informal 
competition and scanning capabilities. Our results strongly support this hypothesis. 
The coefficient is highly significant and negative (b= -0.254, p = 0.004). This result 
holds in model 2 with country dummies and model 4 without country dummies, 
indicating that informal competition has a hampering effect on the development 
of scanning capabilities of firms. 
 The results indicate that among the characteristics of an industry that propel 
scanning capabilities, dynamism and informal competition exert a particularly 
strong impact on the level of scanning capabilities. A comparison among the 
effect sizes of our results showed that they all are fairly similar in magnitude. 
Informal competition is a dummy variable, thus the coefficient applies to a full 
shift from 0 to 1. In contrast, dynamism is a continuous variable, ranging from 
0.056 to 2.342. Covering the full range implies that the effect of the full range is 
of a size comparable to the coefficient of informal competition. 
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4.5  Discussion
This study signals the importance of environmental characteristics as drivers of 
scanning capabilities of firms in East Africa. We suggest that certain environmental 
characteristics push firms to be strategically flexible, while others paralyze 
them. Environmental characteristics may either spur or hamper the development 
of firm’s scanning capabilities. We tested these hypotheses in East-Africa and 
found empirically strong support that environmental characteristics matter for 
the level of scanning capabilities.
 An elucidation of the contextual factors that spur or hamper firms to build 
scanning capabilities is theoretically important, because it addresses long- 
standing questions about the success of organizations dealing under different 
environmental conditions. Scanning capabilities are of crucial importance for 
the growth and viability of organizations. Although we do not test this relation- 
ship directly, scanning capabilities are widely viewed as a crucial step in the 
overall effort to align strategies with the external environment, which is expected 
to enhance a firm’s performance in dynamic environments in the long run 
(Daft et al., 1988; Garg et al., 2003; Lamont et al., 1993). Building on the contingent 
resource-based view (RBV), we assert that the value of scanning capabilities 
strongly depends on the environmental context (Lippman and Rumelt, 2003). 
Whereas the contingent RBV has mainly highlighted the role of environmental 
conditions in the use of resources and capabilities, our focus was on environmental 
conditions that drive firms to develop new capabilities. 
 Understanding how different characteristics of the environment influence 
the development of scanning capabilities is vital for enhancing our understanding 
of organizational survival. It is particularly interesting to study this in East- 
Africa, because its competitive environment is extremely challenging (George 
et al., 2016) and external factors are even more salient in in this region due to the 
more volatile environmental setting (Ofori-Dankwa and Julian, 2013). Our study 
revealed some surprising findings, which are probably related to the region 
where it was carried out. In line with scholars who have studied this context 
before (George et al., 2016; London, Anupindi, and Sateen, 2010; Ofori-Dankwa 
and Julian, 2013), we argue that ‘Westernized approaches are ill-suited to the 
unique environments’ in which firms in lower-income countries or base-of-the-
pyramid markets operate (Arnould and Mohr, 2005, p. 271). The Sub-Saharan 
region lags behind the rest of the world in terms of infrastructure, governance 
systems and financial institutions, which makes it extremely difficult for firms 
to operate in these conditions (Ofori-Dankwa and Julian, 2013). We see that the 
African context impacts on the development of firms’ scanning capabilities in 
two important ways.
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First, surprisingly and in contrast with what we expected, the relationship 
between dynamism and scanning capabilities turned out to be negative. 
Previous studies have indicated that very dynamic or ‘high velocity’ markets 
are characterized by blurred boundaries, high degrees of ambiguity, nonlinear 
changes and uncertainty (Eisenhardt and Martin, 2000, p. 1111). In these markets, 
dynamic capabilities depend on ‘situation-specific new knowledge’, which 
‘occurs by engaging in experiential actions to learn quickly’ and use ‘prototyping 
and early testing to gain new knowledge quickly’ (Eisenhardt and Martin, 2000, 
p. 1111-1112). However, in our study, higher levels of dynamism did not spur the 
development of scanning capabilities, but, on the contrary, had a negative effect 
on firm level capabilities. 
 Under conditions of extreme dynamism, ‘the level of understanding that 
can be obtained via comprehensiveness might be so low as to render compre-
hensiveness futile as a basis for initiating adaptive responses’ (Heavey, Simsek, 
Roche, and Kelly, 2009, p. 1295). Comprehensiveness normally provides 
knowledge and helps escape doubt in uncertain situations (Fredrickson, 1984). 
However, highly unpredictable environments are at ‘the edge of chaos’ (Davis, 
Eisenhard, and Bingham, 2009, p. 439), a perilous edge where it is extremely 
challenging for firms to survive. Firms may realize that the number of 
opportunities that can be successfully executed under these circumstances 
drops significant, due to chaos (Davis, Eisenhard, and Bingham, 2009, p. 439). 
This may trigger a paralyzing reaction from firms that face a highly dynamic 
environment, which means that such a high-velocity environment will seriously 
hamper the development of new capabilities. Combining this insight with those 
of studies done in Western contexts, where traditionally a positive relation is 
found, suggests that over its entire range there is an inverted U-shaped relation 
between uncertainty and the development of (scanning) capabilities. However, 
most studies (including our own) observe only part of that effect. More 
cross-country studies covering both lower- and higher-income nations would be 
fruitful to study these over-arching effects of uncertainty.
 Second, the relationship between informal competition and scanning 
capabilities was negative, as we expected. Informal competition is a highly 
salient contextual factor in lower-income countries (Iriyama et al., 2016; McCann 
and Bahl, 2016). For instance, Iriyama et al. (2016) showed that informal 
competition pushes Indian IT firms into corruptive activities in order to counter 
the competitive threats from informal firms. McCann and Bahl (2016) 
demonstrate in a cross-sectional study in 30 countries in Eastern Europe and 
central Asia, how the threat of informal competition leads firms to actively 
engage in new product development activities to maintain a competitive edge. 
Our results are strikingly different. We find that high degrees of informal 
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competition do not lead to proactive scanning behavior to anticipate changes in 
the environment and respond competitively, instead, they lead to lower levels of 
scanning capabilities. 
 This negative relationship is the result of the uncertainty created by the 
informal sector and, more importantly, by the underground and unobservable 
nature of informal competition (Feige, 1990; Meagher, 1995; Restrepo-echavar-
ría, 2014). This invisibility in combination with uncertainty seems to hamper the 
development of scanning capabilities. Serious financial constraints as well as 
low human capital due to a lack of education and inadequate technical skills 
(George et al., 2016, p. 383) make it almost impossible for African firms to beat 
‘invisible competitors’. Therefore, local African firms may find it difficult to 
recognize information from the informal sector and use it to their benefit (Cohen 
and Levinthal, 1990). Our study shows that we indeed have to be cautious in 
seamlessly transferring theoretical concepts developed in Western settings to 
lower-income countries (George et al., 2016; London et al., 2010; Ofori-Dankwa 
and Julian, 2013). The unobservable and underground nature of an important 
part of firm competition is unlikely to be found in Western contexts, which 
makes future research in this area particularly important.
 To summarize, higher levels of dynamism and a high degree of informal 
competition may present firms with too much uncertainty, which may lead to 
their paralysis. Indeed, as Newman (2000) explains by comparing them to 
individuals subjected to ever-increasing environmental uncertainty and stress 
(Staw et al., 1981), firms overexposure to uncertainty and external search might 
become overwhelming. Similarly, Karabag and Berggren (2014) argue that 
competitive intensity in emerging economies may show a negative relation with 
productivity, which suggests that ‘excessive competition discourages firms to 
invest in production expansion or capital equipment which would boost their 
productivity’ (p. 2218). Informal competition and extreme dynamism in 
lower-income countries may create an adverse situation that induces stress and 
limits firms’ ability to change even as performance decreases (cf. Su and Si, 
2015). Indeed, too much uncertainty may lead to a loss of control and trigger 
rigidity (Staw et al., 1981) in firms, thus pushing them to fall back on routine 
behavior (Kennedy and Fiss, 2009), instead of taking an active stance to develop 
scanning capabilities to monitor the environment and swiftly adjust to 
unforeseen circumstances. The rapidly changing context of lower-income 
countries suggests that competition may be temporarily increased due to 
institutional transitions (Peng, 2003). The shift from relational to market 
competition may have had an effect on firms’ ability to develop new scanning 
capabilities. Future research could include a variety of institutional pressures 
that have forced firms to engage in market-based competition to better 
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understand the relationship between environmental uncertainty and firm 
behavior in lower-income countries. 
 In spite of the contributions of this research, there are also several limitations. 
First, we did not have the possibility to formally control for endogeneity and 
empirically establish causality. We were able to introduce a time lag between 
our dependent and independent variable, which limits the problem of reverse 
causality. However, in order to formally tackle the problem of endogeneity and 
establish causality more formally, we should use a panel data analysis or an 
instrumental variable approach. Unfortunately, a proper panel data set is not 
(yet) available and a suitable instrumental variable was not available either in 
the dataset. Future research could empirically investigate these issues once such 
data becomes available. 
 Second, our argumentation is centered on the main direct effects and does 
not consider interactions among them. Since this is one of the first studies to 
analyze the role of uncertainty upon scanning capabilities in lower-income 
countries, we focused specifically on these main effects. Future research could 
analyze whether curve-linear or synergetic effects are at play as well: it could be 
that certain variables reinforce each other’s effect and have an even stronger 
paralyzing effect on firms. 
Third, due to data limitations, we sometimes had to rely on proxies as measures 
of certain concepts, such as formal and informal competition. Although, these 
measures indicate the level of competition, future research could use more 
precise measures should more data becomes available. The same argumentation 
holds for certain firm-level variables, such as R&D and training. Giving our 
dataset, only dummy variables could be constructed. However, future research 
could collect data that more precisely describes the amount spend on R&D and 
training. 
 To conclude, our study clearly shows that contextual factors influence firms 
to develop scanning capabilities. In the particular context of Africa, 
environmental characteristics hamper the development of scanning capabilities. 
The results highlight the adverse effect of the high uncertainty in the African 
context due to dynamism and competition of the informal economy. Our study 
also illustrates that we need to be careful in using Western management concepts 
in an African context, for these may not be able to capture the essence of doing 
business in Africa. 
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5.1  Introduction
Innovation has been identified as one of the key predictors of sustainable 
economic growth (Schumpeter, 1934; Solow, 1956). Its stimulation is a central 
concern for most countries, but in particular for Sub-Saharan Africa, where a 
great deal of the population still lives in poverty (around 41%) (The World Bank 
Group, 2016). The critical role that innovation exerts on productivity has been 
praised in both higher- and lower-income countries. However, although there is 
an overwhelming bulk of literature on innovation in rich countries, research in 
lower-income countries is relatively scarce. 
 Within my dissertation, I focused specifically on innovation in Sub-Saharan 
Africa, where firms can introduce innovations, catch-up with the technological 
curve and raise productivity by using new and existing knowledge (Amman 
and Cantwell, 2012; Bell and Pavitt, 1993; Katz, 1986; Lall and Pietrobelli, 2005). 
A peculiarity of these firms is that they have to operate in an environment that, 
by comparison to that of rich countries, seems very atypical (George et al., 2016). 
In most Sub-Saharan countries market liberalizations just started to take off 
(Dixon et al., 2010b; Malik and Kotabe, 2009) and the political and business 
environment is highly risky (Collier and Gunning, 1999). For instance, access to 
general infrastructure such as financial and human capital is low and a well- 
functioning transportation system is lacking (George et al., 2016). Furthermore, 
a lower quality of the institutional and regulatory environment (World Economic 
Forum, 2016), corruption, cheap imports from abroad and informal competition 
obstruct fair markets access (Padilla, Vang, and Chaminade, 2009). Firms are forced 
to weather these local conditions in order to innovate. This particular environment 
makes it a fascinating and meaningful research setting to investigate how firms 
maneuver with this challenging context (George et al., 2016).
 In these concluding remarks I will first zoom in on these distinctive circum- 
stances and their relationship with innovation and doing business in lower- 
income countries, by focusing on the analyses conducted in chapters two, three 
and four. Second, I will reflect on the relationship among innovation, poverty and 
inequality. The overarching research project, funded by the British Department for 
International Development (DFID), is based on the assumption that innovation 
within the manufacturing sector has the potential to alleviate poverty, create 
employment and decrease inequality. I will critically elaborate on this portentous 
assumption by analyzing the mechanisms that create a relationship among 
innovation, poverty alleviation and inequality. Finally, I will place my research 
findings into the broader perspective of our globalized, interconnected world. 
Many of the local conditions that firms within lower-income countries face, 
which obstruct innovation and growth in the manufacturing sector, are also 
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driven by global processes. The interviews with entrepreneurs made clear to 
me that they do not only struggle with the domestic situation but also with 
international forces. To better understand the difficulties firms face when 
innovating and doing business—and why it is so difficult to build a flourishing 
economy in these countries—, it is also important to widen our focus beyond the 
boundaries of in situ processes. My suspicion is that our understanding of the 
role that innovation and business may play in alleviating poverty and reducing 
inequality in lower-income countries can be deepened through the use of a 
broader analytical lens of the interconnected world, with which I will place my 
empirical findings into a broader perspective.
5.2  Painting the local picture 
In the chapters of this dissertation I have cast light on how specific aspects of the 
local context influence the way in which firms operate and innovate. In general, 
the local conditions in lower-income countries are less favorable for innovation 
and doing business than in rich countries. Firms are forced to deal with these 
circumstances. They need to rein in these conditions in order to be able to innovate 
and build a successful company. Due to this distinct environment, management 
theories developed in high-income countries—together with the factors leading 
to innovation that they traditionally identify—cannot be extrapolated to firms 
in lower-income countries. Overall, the results show that innovation in lower- 
income countries follows different paths. 
 I first considered firms’ internal factors, paying particular attention to the 
impact of human capital on innovation in chapter two. In chapter three I zoomed 
into the external knowledge available within the firm’s direct environment to 
analyze how the lower level of external knowledge that typically handicaps the 
economic environment of lower-income countries influenced a firm’s innovative 
performance. Finally, I studied how the pervasive uncertainty tints the business 
environments of lower-income countries and how it influences a firm’s ability to 
spot new opportunities that might help to raise its productivity (chapter four). 
5.2.1  Human capital versus R&D
The second chapter dealt with the effect of human capital on innovation. As a 
general definition, human capital refers to the knowledge and specific personality 
traits that particular individuals possess and which allow them to enrich their 
environment (Felin and Hesterly, 2007). Paying attention to detail in the selection 
of human capital enables a firm to assess which kin of individual might be 
particularly suitable to define ‘problems and then actively develop new knowledge 
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to solve [them]’ (Caloghirou et al., 2004, p. 30). Individuals are the primary source 
for innovation; their aptitudes create value and competitive advantages (Barney, 
1991; Kogut and Zander, 1992). 
 To acquire knowledge a country provides education for its citizens, which 
has been identified as ‘general human capital’. Although many development 
initiatives and policies stimulate education (UNCTAD, 2014), most lower-income 
countries are short on human capital (George et al., 2016). Firms in lower-income 
countries struggle to find employees with the set of skills they seek. Some firms 
create their own internal mechanisms to compensate for their country’s wanting 
educational standards. Firms introduce mechanisms like training programs or 
recreational time for their employees to work on their own ideas (i.e. ‘slack 
time’). The expectation is that these mechanisms will stimulate employees to 
develop new skills and raise the overall quality and quantity of human capital 
within the firm. 
 Using data of thirteen countries in Sub-Saharan Africa, I empirically studied 
how these internal mechanisms complement employees’ general level of 
schooling and whether this had an impact on innovation. Firm-level practices 
such as training and slack time are very beneficial for firms in lower-income 
countries. By filling the gaps left by a country’s lacking educational system, they 
seem capable to build the specific human capital that a firm requires to innovate. 
In general, the results of my investigation suggest that these firm-level practices 
have a more profound relationship with innovation in lower-income countries 
than the traditional factors identified by previous research—e.g. schooling and 
R&D. This study pleas for a broader approach towards the study of human 
capital and innovation in Sub-Sahara Africa. An exclusive focus on traditional 
factors likes the general level of schooling and R&D fails to detect the resourceful 
mechanism that firms put together in order to mend the lack of general human 
capital. Previous studies have given a considerably amount of attention to these 
traditional factors which—although important in Western contexts characterized 
by high-tech innovations (Santamaría et al., 2009; von Tunzelmann and Acha, 
2005)—take for granted an institutional groundwork that is absent in lower- 
income countries. Research about firms in these particular contexts have been 
given underserved consideration, while firms in these contexts cannot base 
their business practices on traditional factors but have to devise mechanisms to 
compensate for what their environments cannot provide and as such, develop 
their own local pathways. 
5.2.2  The dangers of an open innovation strategy
The third chapter focused on the relationship between a firm’s collaboration 
with external partners and its innovative performance. The goal of external 
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collaboration—also called ‘open innovation’—is to funnel knowledge into the 
firm by connecting it to external partners who might have it. Whether such 
collaboration is beneficial depends on the costs of finding external partners in 
comparison to the value of the knowledge they provide. These considerations 
sparked my curiosity for how the relationship between openness and innovation 
is altered by the amount of external knowledge available in a region. This 
enquiry was the topic of chapter three. 
 The literature on open innovation assumes that the introduction of innovations 
is not merely a matter of a firm’s internal knowledge—consisting of for instance 
human capital available within a firm—but also depends on the exchange with 
external partners (Laursen and Salter, 2006). In higher-income countries this 
knowledge exchange and collaboration have been regarded as equally important. 
Sources of external knowledge provide firms with information that may trigger 
innovation and collaboration with external partners may supply firms with this 
knowledge (Chang et al., 2012; Escribano, Fosfuri, and Tribó, 2009; Leiponen and 
Helfat, 2011; Nieto and Santamaría, 2007; Sidhu, Commandeur, and Volberda, 
2007). However, the relationship between openness and innovation differs in 
lower-income countries, where knowledge that might be useful for innovation 
is much more scarce. The benefits associated with an open innovation strategy 
may not outweigh the costs of external knowledge that is difficult to find. 
This could even imply that under such circumstances openness might exert an 
adverse effect on innovation. In other words, if almost no external knowledge is 
available, opening up may not stimulate innovative performance but stifle it 
instead. 
 I drew on different data bases to lay the foundation of an enhanced new 
dataset that provides empirical information about openness to sources of external 
knowledge in five countries: Kenya, Tanzania, Uganda, Ghana and Bangladesh. 
My findings show that the benefits of openness are contingent on the availability 
of external knowledge. In regions where knowledge is rare, the relationship 
between openness and innovation weakens and can even become a harmful 
strategy for firm-level innovation. It seems that in these geographical contexts, 
the costs of finding beneficial partners do not outweigh the benefits of the 
knowledge they might contribute. 
 Hence, scarcity of external knowledge diminishes a firm’s opportunities to 
benefit from an open innovation strategy. Whenever knowledge is hard to find, 
open innovation strategies can even have an adverse effect on innovation. This 
study indicates that a management theory developed in high-income countries 
might have a completely different implication in the context of lower-income 
countries, where useful external knowledge is more difficult to find. 
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5.2.3  The repercussions of uncertainty 
The fourth chapter analyzed the relationship between industry characteris-
tics—such as its uncertainty and complexity—and a firm’s scanning capabilities. 
Scanning capabilities refer to a firm’s ability of to explore the environment in the 
hunt for new opportunities. Scanning capabilities may be crucial to make a firm 
capable of creating a comparative advantage (Daft et al., 1988; Garg et al., 2003; 
Lamont et al., 1993). 
 Most lower-income economies have been introducing economic liberalization 
and experienced a transition towards a market-based economy (Dixon et al., 
2010b; Malik and Kotabe, 2009). This transitional phase has put in place an 
uncertain economic and social context to which firms have to get used to: 
increased market dynamism, changes in industry structures and increased 
formal and informal competition (Kim, Kim, and Hoskisson, 2010; Luo, 2003). In 
order to keep the pace with these transitions, firms need to develop scanning 
capabilities that allow them to closely observe the changes unfolding around 
them such that they can respond to new opportunities and adjust swiftly to 
unforeseen circumstances (Karna et al., 2016; Peteraf et al., 2013; Teece et al., 1997; 
Wright et al., 2005). I wondered whether such an environment would indeed 
spur the development of capabilities as the theory predicted for rich countries: 
or could too much uncertainty perhaps exert a paralyzing effect? 
 I focused specifically on four industry characteristics. Three of them have 
been identified in previous research as the characteristics that capture the 
uncertainty: dynamism, heterogeneity and competition (Dess and Beard, 1984). 
The fourth is a characteristic specific to lower-income countries, namely 
competition of informal firms (Webb et al., 2013). 
 Dynamism refers to the change of total sales of the industry in which a firm 
is active. The more dynamism, the more difficult it becomes to predict the level 
of future sales. In other words, higher dynamism means more uncertainty 
within an industry. Then I considered the heterogeneity of the input and output 
sources that a firm uses in a particular industry. As an industry becomes more 
heterogeneous, the input and output sources a firm uses increase and so does 
the complexity to manage them all. I also took into account the level of competition 
among registered firms (formal competition). The higher the competition among 
formal firms, the more complex the environment. Finally, I considered the role of 
informal competition—i.e. competition of unregistered firms. Whereas formal 
firms can be easily traced, informal firms are usually hidden and thus difficult 
to observe.  I expected that all these four characteristics would have a positive 
effect on firms’ scanning capabilities. All these factors refer to change and instability 
within an industry. In such intricate environments, firms should closely keep 
an eye on changes in order to respond adequately (Boyd and Fulk, 1996). A more 
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stable environment will make the development of scanning capabilities redundant 
by confronting firms with predictable patterns, thus making it less necessary to 
monitor it closely. 
 I empirically tested how these industry characteristics influenced a firm’s 
capability to scan the environment for new opportunities in three East-African 
countries: Kenya, Tanzania and Uganda. By combining different data sources 
(Enterprise surveys, Global Trade Analysis and Innovation Capabilities Survey) 
I came up with a database with which I could test these ideas empirically. While 
heterogeneity and formal competition are industry characteristics that did not 
have a significant effect on firms’ scanning capabilities, dynamism and informal 
competition significantly did. Contrary to the expected stimulation of scanning 
capabilities, the degree of dynamism and the informal economy had a petrifying 
effect: the higher the level of dynamism and informal competition, the lower the 
level of a firm’s scanning capabilities.
 The results highlight the paralyzing effect of high uncertainty on firms’ 
ability to scan the environment in East Africa. Although scanning capabilities 
have been shown to be of particular relevance to increase productivity, the 
widespread uncertainty within this context forestalls scanning capabilities, an 
implication that could ultimately hamper firms’ productivity. 
 This study again shows that the East-African business context differs 
significantly from the Western context. In particular, the magnified uncertainty 
may prompt firms to respond differently than Western management models 
would predict. In the Western context, one might expect uncertainty to encourage 
firms to bolster their scanning capabilities. Yet, my study shows that precisely 
the opposite expectation seems to be at play in African countries. Western 
management concepts and theories that do not take geographical uniqueness 
into account may not capture the essence of doing business in the African context. 
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5.3  Research implications
In addition to the specific contributions of the three individual chapters discussed 
above, the research findings also contain more general contributions to the 
scientific literature. 
 Previous studies have already highlighted that the basic infrastructure and 
institutions present in lower-income countries differ significantly from those in 
rich countries (World Economic Forum, 2016). This calls for research into the 
application of management theories to this distinctive environment (George et 
al., 2016; Zoogah, Peng, and Woldu, 2015), particularly in the field of innovation 
studies. Supporting institutions as well as the availability of knowledge within 
the business environment significantly contribute to innovative activities (as 
pointed out in the introduction, section 1.2). 
 My results reveal that firms themselves seem to develop local pathways to 
compensate for the lack of basic institutions. For instance, chapter two clearly 
points out that innovative firms introduce their own practices to substitute for a 
lack of general education. Similarly, the results of chapter three point to a 
mechanism firms use to compensate for inadequate property rights. The study 
highlighted that particularly intense collaboration is a rewarding strategy to 
share knowledge and stimulate innovations. An intense relationship with an 
external partner seems to generate an amount of trust which substitutes for 
knowledge that cannot be patented or formally recorded through the local 
property rights’ system. 
 These studies illustrate that firms focus on two strategies to maneuver in an 
environment characterized by a lower quality of institutions. Yet, there are 
many other strategies that future research could explore because there is not 
only a lack of basic infrastructure to nurture human capital and protect property 
rights, but also a deficient financial and physical infrastructure—to name a few. 
It seems likely that, similarly to the strategies explored in this research, in these 
cases firms rely on internal mechanisms to make up for what their external 
environment does not offer. For instance, during my fieldwork many entrepreneurs 
mentioned that they subcontract work whenever they receive a large order. 
Subcontracting seems to be a mechanism to deal with the uncertainty within 
the environment, which limits a firm’s ability to grow bigger and hire more 
employees. Future research could shed light on these aspects. 
 Another example of firms’ strategies to deal with uncertainty can be found 
in the lack of trademark registrations. Trademarks are important for innovation 
because they assure that new ideas cannot be easily copied by others. In addition, 
trademarks are used to recognize the quality of products by its unique brand. 
Therefore, trademarks could instigate innovations by enforcing their inventor’s 
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right to reap the benefits. During my interviews, some firms explained informal 
mechanisms to trademark their products. The industry for home cooking stoves 
provided one example. Every brand within the industry has a particular color 
for their stoves and other companies were not allowed to copy this color, which 
was recognized as their trademark. Even though it is an informal mechanism, it 
compensates for the lack of formal opportunities for trade marking. This is 
another examples that I came across during my fieldwork which illustrates that 
firms indeed come up with new ways of doing business which are not captured 
by management theories developed in higher-income countries. Future research 
could further study how firms survive in the context of lower-income countries. 
 The importance of the different context is also shown in chapter three, in 
which I study the relationship between openness and innovation. In rich 
countries, the role of openness and collaboration has been stressed by various 
streams of literature, from open innovation (Laursen and Salter, 2006), to the 
triple-helix literature (collaboration among science, business and politics) and 
from innovation systems (Bengt-Åke Lundvall, 1999) to the importance of alliances 
and networks for knowledge sharing (Pittaway, Robertson, Munir, Denyer, and 
Neely, 2004). All have a similar message and indicate that collaboration positively 
impacts innovation and firm performance. These findings have informed 
governmental policies that encourage clustering of knowledge activities such as 
the promotion of science parks aimed at stimulating knowledge spillovers that 
might trigger innovation. Yet, the findings in chapter three indicate that opening 
up and collaborating with other partners does not necessarily exert a positive 
impact on innovation. It seems that the environment’ lower quality of external 
knowledge and partners does not make collaboration profitable. Thus, applying 
a concept derived from the experience of Western management to a context with 
less available knowledge yields a different outcome. It has been shown that even 
in regions where high quality knowledge flows in (for instance, due to an inflow 
of FDI), only a few among the local top companies are able to reap the benefits 
(Bos, Goderis, and Vannoorenberghe, 2014). This suggests that collaboration and 
knowledge sharing do not have the positive effects to which they have been 
associated in rich countries. Future research could further analyze the role of 
collaboration and under which conditions collaboration could become a fruitful 
strategy. For instance, which circumstances and what kind of environment 
could lower the costs of collaboration by making it easier to find a beneficial 
partner? Other factors that could stimulate fruitful collaboration are trust and 
social capital. Laursen, Masciarelli, and Prencipe (2012) analyze how social 
capital influences the benefits of collaboration in Italian regions and show that 
higher levels of social capital indeed positively affect the relationship between 
collaboration and innovation. It would be an interesting avenue for future 
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research to analyze how this mechanism works in lower-income countries, 
where the level of social capital and trust is probably much lower. 
 The fourth chapter further exemplifies that the peculiar environment 
triggers results that diverge with the findings in rich countries. It is precisely the 
context referring to high uncertainty, in particular uncertainty related to the 
dynamics in sales and a high level of competition of informal companies, that 
exerts a paralyzing effect on firms. In the Western context, it has been assumed 
that increased uncertainty prompts firms to improve their performance. Several 
studies empirically show that competition and uncertainty in rich countries 
induce firms to develop new forms of doing business (e.g. McCann and Bahl, 
2016), whereas firms in lower-income countries might freeze under similar 
circumstances. This could imply that the amount of uncertainty and competition 
is much higher than in lower-income countries. An excess of uncertainty may 
result in an ‘informational blindness’ that causes rigidity and favors routine 
(Kennedy and Fiss, 2009; Staw et al., 1981), while smothering the vigor and 
activity necessary to monitor the changing environment and swiftly adjust to 
unforeseen circumstances. Second, the contextual contrast could also indicate 
that neither the idea of competition applies to firms in the lower-income countries 
nor do they express the reaction expected in rich countries. This could be due to a 
societal structure more defined by a collective mechanisms in which communities 
and ethnic groups play an important role; instead of the individualistic societies 
driven by competition in rich countries (see also Ball, 2001). Either way, this calls 
for the generation of new theories and perspectives on this phenomenon, 
particularly regarding the tradeoffs between competition and collaboration in 
the context of lower-income countries and firms’ reaction to it.
 The implications of this research substantiate the claim that the typical 
context present in lower-income countries influences the way in which 
management theories can be applied to other parts of the world and yield 
different results. The inadequacy of Western management theories is mainly 
explained by a lack of basic infrastructure, a high level of both uncertainty and 
informal competition as well as scarcely available knowledge. Moreover, firms 
in lower-income countries seem to react differently to these factors than Western 
firms. Research that takes into account the widespread theoretical implications 
of the typical context is of major relevance for the advancement of a successful 
manufacturing sector in lower-income countries as well as for broadening the 
scope and overall validity of management theories. 
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5.4  Research limitations
Innovation, doing business and the development and blossoming of a manufacturing 
sector are assumed to be among the key components behind economic growth 
and poverty alleviation. Therefore, these issues occupy a privileged position on 
the agenda of policy makers in lower-income countries. This research provides 
new insights about innovation and doing business, particularly with respect to the 
local pathways a firm takes within the typical context. Yet, as with most scientific 
research, there are several limitations. Besides data limitations discussed in each 
chapter, there are also assumptions behind the broader research project of which 
this dissertation was part that were useful for the focus of this project. I will 
delve into these assumptions to stimulate future debates about development issues. 
 The main assumption of the overarching research project is that stimulating 
innovation in the manufacturing sector will spur development. This expectation 
is based on two broader ideas. First, it is based on the supposition that innovation 
generates economic development and as such alleviates poverty—I will reflect 
upon it first. Second, it presumes that innovation is one of the critical factors that 
should stimulate a structural change from low-productivity activities—such as 
agriculture—to more productive ones—such as manufacturing—and that local 
conditions influence this development. Although the analysis of local conditions 
paints a first and important impression of the difficulties present in this context, 
this research has also learnt that this is not a sufficient explanation. Particularly 
during my fieldwork trips I started to question what role innovation plays within 
this context and who benefits specifically from it. The local entrepreneurs I spoke 
to pointed to situations in which international factors, in addition to local 
conditions, interact with their way of doing business. Hence, the fieldwork 
experience put me in an insightful angle from which I could further scrutinize 
the initial assumptions and reflect critically on my research.
5.4.1  Getting the assumptions right: Innovation and alleviating poverty
The assumption of the overarching research project, i.e. that innovation results 
in economic growth, creates employment and alleviate poverty, is based on 
neoclassical growth models (see the overarching project report: Co-ordinated 
Country Case Studies: Innovation and Growth, Raising Productivity in Developing 
Countries, 2013). The basis of this argumentation is found in the work of Solow 
(1956), a famous neo-classical economist, who theorized that even though 
economic growth is generated by the accumulation of production factors such as 
labor and capital, it is technology that improves the productivity of these input 
factors. In his model, technology is exogenous and all firms have equal access to 
technology. Modern growth theories have built on these assumptions and 
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typically added that technology is an endogenous factor (Grossman and 
Helpman, 1990; Romer, 1990). Accordingly, technological progress is assumed to 
depend on private and public research and development, which in turn depends 
on a propitious context of sound institutions and policies. The advancement of 
technological change allow firms to develop new and better products and 
become more efficient. To wit, innovation drives productivity and stimulates 
economic growth and competitiveness (Baumol, 2002). The landscape painted 
by this theoretical model is one in which the promotion of innovation is a critical 
catalyst of economic progress and higher incomes. Due to these expected 
positive effects, innovation has often been identified as a salient factor for 
development, the understanding of which is a key underlying aim of this 
overarching research project. 
 The argumentation of this neoclassical growth theory focuses on the 
positive macro-economic effects, indicating that innovation and technological 
progress in general result in higher output values with a given set of input 
resources. According to standard neoclassical growth theory, these innovations 
will result in Pareto improvements, i.e. at least one actor is better off without 
anyone else being worse off. Notwithstanding these overall welfare gains, this 
theory does consider neither distributional effects of resources nor a notion of 
(in)equality (Barr, 2012; Sen, 1993). In other words, models based on this theory 
fail to consider who gains from technological change and economic growth. In 
order to generate pro-poor growth, these models and theories should promote 
innovation that also benefits the poor. Yet, research about who benefits from 
innovation is scarce and the available studies do not give a conclusive answer 
because several different mechanisms have been identified to determine who 
picks the fruits of innovation. 
 One of the main arguments in favor of a pro-poor effect can be found in the 
so-called trickle-down economics. Trickle-down economics stipulates that the 
gains from overall economic growth will somehow find their way (trickle-down) 
to the poor. The gist of its argumentation is the following: given the increased 
demand in a growing economy, the demand for all products and services 
increases, which means that demand for products and services from low-skilled 
sectors will go up, which in turn will augment demand for low-skilled jobs and 
generate higher incomes for the lower skilled as well (Wheeler, 2004), hence 
benefitting the poorer people. In other words, the overall economic growth will 
trickle downwards benefitting everyone in a society regardless of either skills or 
social class. 
 Next to the overall economic growth that also benefits the poor, another 
poverty-alleviating effect assumed by trickle-down economics rests on the idea 
of knowledge spillovers. Innovation and technological change are assumed to 
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augment knowledge. As this knowledge spills over, the less skilled laborers are 
able to learn from the higher skilled, which presents them with the opportunity 
to increase their productivity. Besides this improvement in productivity, 
inequality might decrease as well because of an asymmetrical advantage: lower 
skilled labor may stand to gain more from knowledge spillovers than higher 
skilled labor (Glaeser, 1999). This could reduce the gap between the knowledge 
and earnings of high and low skilled workers. Both of these trickle-down 
mechanisms suggest that innovation may improve the lives of the poor and 
decrease inequality. 
 However, the presumed mechanisms of trickle-down economics only take 
into account one side of the story. What they fail to consider is that innovation 
could also fuel higher inequality, thus hurting the poor. That would mean that, 
instead of trickling-down, the gains from innovation and growth could 
trickle-up, thus making the already better-off members of society even richer. 
Although trickle-down economics assumes that growth and innovation will 
unleash a demand for low-skilled labor, it has been empirically demonstrated 
that in rich countries innovation expands the demand for high-skilled labor and 
labor with complementary skills who happen to be working in innovative 
sectors. This suggests that innovation benefits the well-educated (Echeverri- 
Carroll and Ayala, 2009; Van Reenen, 1996), who are probably not the poor. 
On top of that, due to labor-saving technologies such as automation, standard-
ization and information technology the demand for low-skilled labor may 
decline, thus further disadvantaging less-educated people in the labor market 
(Autor, Katz, and Krueger, 1998). In lower-income countries, such trends may 
crowd out many job opportunities for less-educated individuals, which tend to 
be the poor. Should these mechanisms prevail, innovation and technological 
change may have an adverse effect on the poor and increase inequality. 
 This analysis of the different mechanisms through which innovation affects 
both poverty and inequality suggests that the relationship among these processes 
is not straightforward. And yet, empirical research specifically addressing the 
relationship between innovation and poverty is relatively scarce, particularly 
in lower-income countries (Cozzens and Kaplinsky, 2009). Just a few studies 
investigate the link between innovation and distributional effects in rich countries. 
For instance, Lee and Rodriguez-Pose (2013) have empirically shown that in 
Europe and to a lesser extent in the US, the gains from innovation are not 
egalitarianly distributed and eventually intensify inequality instead of fostering 
poverty-alleviating growth. Fowler and Kleit (2013), who have studied the 
relationship between the clustering of economic activity and its distributional 
effects on the poor, have shown that these clusters of economic activity and 
technology play a limited role in reducing poverty. 
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These studies and the arguments presented above suggest that the assumption 
that technological progress will result in pro-poor economic growth cannot be 
taken for granted and more research is warranted. This is a pressing research 
necessity in lower-income countries, where the different socio-economic environment, 
particularly the disadvantaged position of firms and countries regarding the 
technological frontier, may yield entirely different findings. 
 As a final note on the role of innovation in reducing poverty I would like to 
point out that different kinds of innovation exists. Innovation studies tend to 
focus on technological innovation in the manufacturing sector (Drejer, 2004; 
Windrum et al., 2016). Yet, in lower-income countries innovation has a different 
meaning that not always refers to cutting-edge technology but also to solutions 
to societal problems (Lundvall, Joseph, Chaminade, and Vang, 2011; OECD and 
The World Bank, 2012). This emerging research field of what could be called 
‘social innovation’ deals with new trends in doing business, such as the engagement 
of citizens in innovation and a broader approach towards development (van der 
Have and Rubalcaba, 2016). Social innovation is an approach that views the 
creation of value from a broader perspective which encompasses not only 
financial but also social aspects (van der Have and Rubalcaba, 2016). Should 
innovation studies delve more often into these aspects, they would run into an 
abundantly fruitful field of unexplored research. 
5.4.2  The interconnected world
On one of the hilly slopes of Kampala, Uganda’s capital, I spoke to an Ugandan 
entrepreneur who produces environmentally-friendly cooking stoves for the 
local market. He started the company in 2009, when he realized that deforestation 
became a perceptible problem because many trees were been cut to produce 
energy. To solve a little part of this problem he decided to work on environmental- 
friendly cooking stoves in the hope of contributing a bit to improve the future. 
At the beginning, only five people were employed by the company, which 
produced only 100 stoves a month. He had to strain every single one of his 
nerves to make his company successful. For instance, it was difficult to find 
skilled employees who could use the machinery to manufacture the stoves. To deal 
with this obstacle he set up his own educational program to train employees in 
the skillful operation of the machinery. Another hindrance was the financial 
constraints. Since he could not provide collateral, his company was not eligible 
to external finances. Even if the company would obtain a loan, it would be 
impossible to pay back the high interest rates of around 27%. Though the 
circumstances were harsh, the company was able to grow. Nowadays, the 
company employs more than thirty people and the production has grown 
drastically from 100 stoves to 1200 stoves a month. His story underlines that 
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local circumstances, such as a lack of human capital and difficulties to access a 
loan, can be overcome to build a successful company. Yet, as I write this 
conclusion his business and thereby his livelihood are threatened: not by local 
conditions, but by global developments that are beyond his influence. Recently, 
the World Bank decided to start subsidizing environmental friendly cooking 
stoves from China. This decision, although taken with good intentions in mind, 
will result in stiff and unfair competition for this entrepreneur, who fears that 
his business will go bankrupt. 
 This story, only one out of many that I have come across, is illustrative of the 
intrinsic relationship between the local and global. In fact, one of the important 
lessons of the research that I conducted for this dissertation is that the local 
conditions—important factors that influence innovation and doing business in 
the domestic manufacturing sector—are often related to global, more systemic 
developments. We live in an interconnected world in which local processes 
cannot be conceptualized in isolation, but are part of intricately woven global 
structures in which global processes influence the local and the other way 
around (Giddens, 1990; Harvey, 1989). 
 In what follows I will map some of the globalized forces exerting an impact 
on the role of innovation and doing business in the manufacturing sector and 
thereby the opportunity of advancing economic growth, alleviating poverty 
and reducing inequality. My intention is to sketch out a broader perspective of 
the context that lower-income countries face when they strive to build a 
flourishing manufacturing sector. A fully-fledged research agenda about these 
global developments would be beyond the scope of this conclusion, but I will 
sketch what I see as important global-local issues influencing the capacities for 
growth and innovation of lower-income countries. 
 A first issue that I wish to raise here is a structural development in the world 
economy that is leading to more intense global-local interconnections. Over the 
past decades the geographical make-up of the world market has changed 
significantly (Gereffi, 2005). A process of industrialization in combination with 
new international divisions of labor has resulted in more complex trade flows 
(Gereffi, 2005). Although global economic integration is not unprecedented—
before the First World War international trade and investment were high as 
well—interconnectedness has increased at a faster pace than ever before (Gibbon 
and Ponte, 2005). Typical of our contemporary world is the deep integration of 
all its economies, which is organized around transnational corporations that 
produce parts of goods and services that are shipped all around the world 
(UNCTAD, 1993, p. 113). In the course of this integration, the labor-intensive 
parts of the production in the value chain have been relocated to low-wage 
countries (Gereffi, 2005). Ideally, this facilitates the entry of low-cost countries 
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into the manufacturing global value chain and could provide their firms and 
economies with access to the developed markets, which in turn could have the 
advantageous consequence of fueling their local manufacturing industry.
 Indeed, taking part in the global value chain does theoretically grant firms 
access to new markets and unleashes novel business opportunities. Yet, the 
components of the global value chain that have been moved to lower-income 
countries are generally not the parts that add the most value (see figure 5.1). 
The activities mostly outsourced to lower-income countries are basic-assembly 
activities executed by low-cost and unskilled labor, which are fairly easy to copy 
by others (Gereffi and Fernandez-Stark, 2016). This diminishes the bargaining 
power of lower-income countries and firms operating in them and exemplifies 
the vulnerability of the manufacturing sector in lower-income countries. 
Multinationals that buy elements of their final products on the world market can 
often easily change suppliers (Gibbon and Ponte, 2005). As a result, suppliers 
cannot rely on a steady stream of orders. It is exactly this uncertainty that could 
ingrain a short-term time horizon in the investment perspective of firms and 
governments, who might start to disregard investments that pay off in the long 
Figure 5.1  Value added in de global value chain
Source: Gereffi and Fernandez-Stark, 2016
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run on the basis of them being too risky, thus further hampering their path 
towards development. Notwithstanding these difficulties, firms and governments 
could have the possibility to follow a different trajectory. For instance, governments 
and firms could upgrade their production possibilities by moving into niche 
activities specific for certain industries. This would increase their bargaining 
power when competing with other low-cost locations and make their industry 
less vulnerable (Gereffi and Fernandez-Stark, 2016). Such a strategy would allow 
them the opportunity to integrate into the global economy in a way that is more 
valuable for them and fuel local development. 
 Another factor shaping the local manufacturing sector is the investment in 
land and resources by richer countries. The aim of these investments is to extract 
resources and buy land, both scarcely available in richer countries. Contrastingly, 
most lower-income countries have an abundance of these resources, which they 
sell relatively cheap to foreigners (Zoomers, 2010). Theoretically, this could 
contribute to the local economy. First, investments could create extra jobs due to, 
for instance, the establishment of new businesses. Second, selling local resources 
to foreigners could generate new market opportunities and improvements. 
Not only could foreign investments attract more people with deeper pockets 
but their proper operation might require extra investment in subsidiary 
infrastructure—roads, for example—that would amount to public goods from 
whose enjoyment the local population would benefit. Third, the increased 
demand could propel a rise in prices of land and crops, providing farmers with 
extra income. Finally, new ideas regarding development and innovation could 
percolate into the local context through the introduction of new knowledge. 
 In spite of these theoretically positive effects, however, the process of land 
and resource grabbing by affluent countries (Zoomers, 2010) often also has 
negative consequences (Farole and Winkler, 2015). In particular the poor seem to 
fall prey to these processes. They are the first to lose their land because they do 
not possess any formal property rights. The land is then cheaply sold and the 
poor are not able to buy new land somewhere else. The new business may create 
employment, but the poor cannot take part in it because they often fall short on 
the skills it requires. Furthermore, knowledge that flows into a region due to 
new businesses is mostly not absorbed by the poor or ordinary business but 
only benefit the already successful companies (Bos et al., 2014). 
 The sale of land and resources to foreign investors seems to be a deplorable 
choice for lower-income nations, for it not only further deprives the poor but 
also contributes to the proliferation of manufacturing with low added value and 
to the predatory exploitation of raw resources. As a consequence of the extraction 
of land and resources it becomes more difficult to restructure the economy from 
agriculture to manufacturing. In order to stimulate the manufacturing sector, 
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raw resources should be used within lower-income countries to manufacture 
products of an increased added value; extraction by other countries limits 
precisely this opportunity. 
 One way in which lower-income countries could use these resources 
themselves and move up on the global value chain would involve protecting 
certain sectors of the local economy. The rationale of this protectionism is based 
on the so-called ‘infant-industry’ argument. The idea is that certain industries 
do not yet have the economies of scale from which more mature foreign 
competitors benefit. Therefore, these infant industries need to be protected until 
they have the same economies of scale and can compete on similar grounds. The 
Asian tigers are exemplary for successfully introducing protectionist policies, 
like Korea and Taiwan in the 1960s and 1970s, and China in the 1990s. During 
the time that they built their manufacturing sector, global competition was less 
overpowering and protectionism was more easily introduced. This gave these 
countries the opportunity to accumulate experience and domestic profits, which 
in turn allowed them to establish a flourishing manufacturing sector (Sutton, 
2004). However, the World Trade Organization (WTO), which is the organization 
that sets the rules of trade globally, has recently introduced stricter industrial 
policies. For instance, nowadays it is not allowed anymore to subsidize local 
industry or copy patented products. Since most African countries do not protect 
their home markets, multinational enterprises have the opportunity to enter 
them and let parts of their products be manufactured for the cheapest price 
possible. Furthermore, by not protecting their domestic manufacturing industries, 
locally new entrants have to compete directly with cheap imports from abroad, 
which makes it more difficult to develop a domestic manufacturing sector. The 
case of the Ugandan entrepreneur explained before is an illustrative example, as 
well as the interviews with many other owners, who highlighted that cheap 
imports from China and other Asian countries made survival more difficult. 
Both the competitive pressures of the world market as well as the restrictions on 
protectionist measures could make it more difficult to foster local development 
(Rodrik, 2013). In spite of these caveats, the infant-industry argument has been 
controversial because it could be misused to protect industries that are not 
infants anymore. However, the argument in favor of at least a certain amount of 
protectionism within lower-income countries merits future consideration. 
 Not only are the introduction of protectionist measures by most lower-income 
countries restricted, but rich nations have started to decrease export opportunities 
for lower-income countries, which limits the opportunities of the manufacturing 
sectors in lower-income countries even further. Due to a stagnation of the global 
economy in recent years, a plea for protectionist measures has been gaining 
ground in rich countries. The richest countries are facing high levels of public 
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debts, which most likely will lead to low growth. Because of these economic 
difficulties, most advanced countries now politicize trade (Rodrik, 2013). 
Exemplary for this emerging trend is the economic strategy of president Trump 
in the United States—the so-called ‘Trumponomics’ (The Economist, 2017b). 
One of the main ideas of his economic strategy is to restructure trade deals to 
protect the domestic market (‘Make America Great Again’). The newfound 
prevalence of nationalist and protectionist views has expanded into other rich 
countries. This led to the rejection of parts of the Doha Round of the WTO by 
France, but at the same moment triggered warnings from the European Commission 
about the rise of protectionist measures (Anderson and Lomborg, 2008). The 
introduction of new barriers to trade could decrease export opportunities and 
diminish the welfare gains of lower-income countries. Export opportunities 
and a bigger market of consumers can boost the local manufacturing sector and 
thus underpin a structural alleviation of poverty and a reduction of inequality. 
This neo-protectionism of affluent countries could result in a closing of borders, 
marginalizing lower-income countries even more from either the global economy 
or its most rewarding profits. Lower-income countries, in contrast, do not have 
the means and are not in the position to reciprocate, which diminishes their 
opportunities to build a flourishing local manufacturing sector.
 This difference in power to introduce certain measures has recently also 
been highlighted by global equality scholar Thomas Pogge. He focused specifically 
on the trade agreements among (groups of) countries facilitated by the WTO. 
According to him the global institutional order and in particular the WTO trade 
agreement systems, give rich countries the opportunity to protect their domestic 
markets against cheap imports via tariffs, anti-dumping duties, quotas and 
huge subsidies to domestic producers. Lower-income countries do not have the 
capacity to negotiate similar protectionist measures (Pogge, 2011). These policies 
diminish the export opportunities of lower-income countries. Pogge argues 
that this system of rich-country protectionism, legally allowed by the WTO, 
maintains poverty and inequality because lower-income countries do not have 
the same opportunities to enter the world market and take part in the global 
value chain under the same conditions (Pogge, 2011). 
 A current example is the trade deal between the East African Countries and 
the EU that is under consideration. Some East African Countries are reluctant to 
sign, in particular Tanzania, who fears that the deal might not advance its best 
interests because it is required to remove both export taxes on raw material and 
import taxes on goods from the European Union. Due to the reductions in its 
import tax, an increased number of cheaper imports from outside might result 
in a harsher environment to build a strong domestic manufacturing sector. 
On the other hand, removing the export tax on raw materials could increase 
135
Conclusion
foreign demand and thus preclude the possibility for Tanzania to use them to 
create its own manufacturing industry (The Economist, 2017a). Paradoxically, 
these international pressures could obstruct the ability of lower-income 
countries to build a strong local manufacturing sector. 
 There is a tension between protectionist measures that benefit the local 
market domestically—both in higher- and lower-income countries—and a plea 
for liberalization to generate overall welfare gains. Although trade liberalization 
could result in a global welfare gain, such proposal seems unlikely to gather 
much support any time soon, for most governments would try to keep or install 
protectionist barriers. Particularly in today’s political economy, the notion that 
at least a certain amount of protectionism is necessary to create or preserve 
wealth has gained traction. In the short run, most governments seem set to 
promote economic policies aimed at protecting their local economies, particularly 
given that the spirit of these times are animated by the increasingly loud voices 
of those who feel aggravated by globalization. And indeed, removing trade 
barriers could mean that even though the global economy would be better off, it 
would also create large amounts of local losers in lower-income as well as in rich 
countries. Trade liberalization would result in a redistribution of jobs, income 
and wealth, thus creating losers whom the global economy has no mechanisms 
to compensate. Within the research field of political philosophy a great deal of 
attention has been paid to the role of global redistribution schemes and the 
moral relevance of it, particularly with respect to the tension between the local 
and the global; between the national and the international community (for an 
overview of all different angles upon global justice, see Caney (2005)). These 
global developments and philosophical perspectives on inequality and poverty 
pose new questions about our interconnected world and the kind of obligations 
we have as a global community. 
 In these final reflections I have elaborated on the role innovation plays for 
poverty alleviation and the interaction between the local and the global. Not-
withstanding the idea that local innovation within the manufacturing sector 
could stimulate economic growth and may indeed reduce poverty and inequality in 
certain circumstances, there are other globalized forces which may alter these 
effects. These issues touch upon a variety of different topics, ranging from neo- 
protectionism by affluent countries, stricter industrial policies introduced by the 
WTO and the bargaining power of lower-income countries. All in all, this research 
warrants a broader perspective on the role of innovation in the development of 
a manufacturing sector. The present research has shown that local conditions 
impact firms’ ability to innovate in the manufacturing sector. These final reflections 
foreshadow that employing a multidisciplinary perspective and considering 
global forces for the analysis of local phenomena can construct a more complete 
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explanation. The pressing scientific and practical concerns of poverty and 
inequality can partly be solved by addressing local conditions, which may either 
hamper or spur innovative activities. However, such endeavor should be 
accompanied by a broader approach whose development requires a discussion 
among a spectrum of research fields including innovation studies, international 
economics and business, and political philosophy. In this regard, this dissertation 
has created a hopefully fertile ground for numerous, interesting pathways for 
future research and promising innovations in innovation studies. My hope is 
that we may move forward to a fairer world by innovating out of poverty. 
137
Conclusion

References

141
References
References 
Acar, A. Z., & Zehir, C. (2010). The harmonized effects of generic strategies and business capabilities on 
business performance. Journal of Business Economics and Management, 11(4), 689–711. https://doi.
org/10.3846/jbem.2010.34
Acemoglu, D., & Robinson, J. (2012). Why Nations Fail: The Origins of Power, Prosperity and Poverty. 
London: Profile Books LTD.
Acs, Z. J., & Audretsch, D. B. (1988). Innovation in Large and Small Firms : An Empirical Analysis. 
American Economic Association, 78(4), 678–690.
Adler, P. S., Goldoftas, B., & Levine, D. I. (1999). Flexibility Versus Efficiency? A Case Study of Model 
Changeovers in the Toyota Production System. Organization Science, 10(1), 43–68. https://doi.
org/10.1287/orsc.10.1.43
African Development Bank. (2015). Poverty has declined in Africa, but remains high. In African 
Development Report (pp. 28–54). Abidjan, Cote d’Ivor.
Aldrich, H. E. (1979). Organizations & Environments. Engelwood Cliffs: NJ: Prentice-Hall.
Alpkan, L., Bulut, C., Gunday, G., Ulusoy, G., & Kilic, K. (2010). Organizational support for intrapre-
neurship and its interaction with human capital to enhance innovative performance. Management 
Decision, 48(5), 732–755. https://doi.org/10.1108/00251741011043902
Amabile, T. M. (1996). Creativity and Innovation in Organizations. Harvard Business School.
Amman, E., & Cantwell, J. (2012). Innovative firms in emergin market countries (1st ed.). Oxford: Oxford 
University Press.
Anderson, K., & Lomborg, B. (2008). Free Trade, Free Labor, Free Growth. Project Syndicate. Retrieved 
from http://www.project-syndicate.org/commentary/anderson1/English
Anderson, N., Potocnik, K., & Zhou, J. (2014). Innovation and Creativity in Organizations: A State-of-
the-Science Review, Prospective Commentary, and Guiding Framework. Journal of Management, 
40(5), 1297–1333. https://doi.org/10.1177/0149206314527128
Anderson, N., Potocnik, K., & Zhou, J. (2014). Innovation and Creativity in Organizations: A State-of-
the-Science Review, Prospective Commentary, and Guiding Framework. Journal of Management, 
40(5), 1297–1333. https://doi.org/10.1177/0149206314527128
Andersson, P., & Tushman, M. L. (2001). Organizational Environments and Industry Exit: the Effects of 
Uncertainty, Munificence and Complexity. Industrial and Corporate Change, 10(3), 675–711.
Aragón-Correa, J. A., & Sharma, S. (2003). A contingent resource-based view of proactive corporate 
environmental strategy. Academy of Management Review, 28(I), 71–88.
Arnould, E. J., & Mohr, J. J. (2005). Dynamic Transformations for Base-of-the-Pyramid Market Clusters. 
Journal of the Academy of Marketing Science, 33(3), 254–274. https://doi.org/10.1177/0092070304273495
Arrow, K. J. (1962). The Economic Learning Implications of by Doing. The Review of Economic Studies, 
29(3), 155–173.
Audretsch, D. B., & Feldman, M. P. (1996). R & D Spillovers and the Geography of Innovation and 
Production. The American Economic Review, 86(3), 630–640.
Auh, S., & Menguc, B. (2005). Balancing exploration and exploitation: The moderating role of competitive 
intensity. Journal of Business Research, 58, 1652–1661. https://doi.org/10.1016/j.jbusres.2004.11.007
Austin, J. E. (1990). Managing in Developing Countries: Strategic Analysis and Operating Techniques. New 
York: The Free Press.
Autor, D. H., Katz, L. F., & Krueger, A. B. (1998). Computing inequality: Have Computers Changed the 
Labor Market? The Quartely Journal of Economics, 113(4), 1169–1213.
Badawy, M. K. (2011). “Is open innovation a field of study or a communication barrier to theory 
development?”: A perspective. Technovation, 31(1), 65–67. https://doi.org/10.1016/j.technovation. 
2010.09.006
Bakker, R. M., & Knoben, J. (2015). Built to Last or Meant to End : Intertemporal Choice in Strategic 
Alliance Portfolios. Organization Science, 26(1), 256–276.
Ball, R. (2001). Individualism, Collectivism, and Economic Development. The Annals of the American 
Academu of Political and Social Science, 573, 57–84.
142
References
Baptist, S., & Teal, F. (2014). Technology and Productivity in African Manufacturing Firms. World 
Development, 64, 713–725. https://doi.org/10.1016/j.worlddev.2014.07.004
Barasa, L., Knoben, J., Vermeulen, P., Kimuyu, P., & Kinyanjui, B. (2017). Institutions, resources and 
innovation in East Africa: A firm level approach. Research Policy, 46(1), 280–291. https://doi.
org/10.1016/j.respol.2016.11.008
Barnett, W. (1997). The dynamics of competitive intensity. Administrative Science Quarterly, 42(1), 128–160.
Barney, J. (1991). Firm Resources and Sustained Competitive Advantage. Journal of Management, 17(1), 99–120.
Barr, N. (2012). The relevance of efficiency to different theories of society. In Economics of the Welfare State 
(5th ed., p. 46). Oxford University Press.
Barro, R. J., & Sala-I-Martin, X. (1992). Public Finance in Models of Economic Growth. The Review of 
Economic Studies, 59(4), 645. https://doi.org/10.2307/2297991
Bathelt, H., Malmberg, A., & Maskell, P. (2004). Clusters and knowledge: local buzz, global pipelines 
and the process of knowledge creation. Progress in Human Geography, 28(1), 31–56. https://doi.
org/10.1191/0309132504ph469oa
Bauernschuster, S., Falck, O., & Heblich, S. (2009). Training and Innovation. Journal of Human Capital, 
3(4), 323–353.
Baumol, W. J. (2002). The Free-Market Innovation Machine: Analyzing the Growth Miracle of Capitalism. 
Princeton: Princeton University Press.
Becker, G. (1964). Human Capital. New York: National Bureau of Economic Research.
Belderbos, R., Faems, D., Leten, B., & Looy, B. Van. (2010). Technological Activities and Their Impact on 
the Financial Performance of the Firm: Exploitation and Exploration within and between Firms. 
Journal of Product Innovation Management, 869–882.
Bell, M., & Figueiredo, P. N. (2012). Building Innovatie Capabilities in Latecomer Emerging Market 
Firms: Some Key Issues. In Innovative Firms in Emerging Market Countries (pp. 24–109).
Bell, M., & Pavitt, P. (1993). Technological accumulation and industrial growth: Contrasts between 
developed and developing countries. Industrial and Corporate Change, 2(2), 157–211.
Beugelsdijk, S. (2007). The Regional Environment and a Firm’s Innovative Performance: A Plea for a 
Multilevel Interactionist Approach. Economic Geography, 83(2), 181–199. https://doi.org/10.1111/ 
j.1944-8287.2007.tb00342.x
Beugelsdijk, S. (2008). Strategic Human Resource Practices and Product Innovation. Organization 
Studies, 29(6), 821–847. https://doi.org/10.1177/0170840608090530
Bigsten, A., & Söderbom, M. (2006). What Have We Learned from a Decade of Manufacturing Enterprise 
Surveys in Africa? The World Bank Research Observer, 21(2), 241–265. https://doi.org/10.1093/wbro/
lkl003
Bos, M., Goderis, B., & Vannoorenberghe, G. (2014). Inter-industry Total Factor Productivity Spillovers in 
India. Tilburg.
Boschma, R. (2005). Proximity and Innovation: A Critical Assessment. Regional Studies, 39(1), 61–74. 
https://doi.org/10.1080/0034340052000320887
Bottazzi, L., & Peri, G. (2001). Innovation and Spillovers in Regions : Evidence from European Patent 
Data. European Economic Review, 47(March), 687–710.
Bourgeois, L. J. (1981). On the Measurement of Organizational Slack. The Academy of Management Review, 
6(1), 29–39.
Bourguignon, F. (2016). Inequality and Globalization. Foreign Affairs, 95(1), 11–15.
Bowen, H. P., & Wiersema, M. F. (2004). Bouwen Wiersema 2004.pdf. Research Methodology in Strategy and 
Management, 1, 87–134.
Boyd, B. (1990). Corporate linkages and organizational environment: A test of the resource dependence 
model. Strategic Management Journal, 11, 419–430.
Boyd, B. K., & Fulk, J. (1996). Executive Scanning and Perceived Uncertainty: A Multidimensional 
Model. Journal of Management, 22(1), 1–21.
Bradley, S. W., Aldrich, H., Shepherd, D. A., & Wiklund, J. (2011). Resources, environmental change, and 
survival: asymmetric paths of young independent and subsidiary organizations. Strategic 
Management Journal, 32, 486–509. https://doi.org/10.1002/smj
143
References
Brakman, S., Garretsen, H., & Van Marrewijk, C. (2001). An introduction to geographical economics: Trade, 
location and growth. Cambridge: Cambridge University Press.
Bromley, R. (1978). The urban informal sector: Why is it worth discussing? World Development, 6(9), 1033.
Brouwer, E., & Kleinknecht, A. H. (1996). Determinants of Innovation: A Microeconometric Analysis of 
Three Alternative Innovative Output Indicators. In A. Kleinknecht (Ed.), Determinants of Innovation: 
The Message from New Indicators. MacMillan Press: Basingstoke.
Brush, T. H., & Artz, K. W. (1999). Toward a Contingent Resource-Based Theory: The Impact of 
Information Asymmetry on the Value of Capabilities in Veterinary Medicine. Strategic Management 
Journal, 20(3), 223–250.
Caloghirou, Y., Kastelli, I., & Tsakanikas, A. (2004). Internal capabilities and external knowledge 
sources: complements or substitutes for innovative performance? Technovation, 24(1), 29–39. 
https://doi.org/10.1016/S0166-4972(02)00051-2
Caney, S. (2005). Justice Beyond Borders. Oxford: Oxford University Press.
Caniëls, M. C. J., & Rietzschel, E. F. (2015). Organizing Creativity: Creativity and Innovation under 
Constraints. Creativity and Innovation Management, 24(2), 184–196.
Cassiman, B., & Valentini, G. (2016). Open Innovation: Are inbound and outbound knowledge flows 
really complementary. Strategic Management Journal, 37, 1034–1046. https://doi.org/10.1002/smj
Chang, Y.-C., Chang, H.-T., Chi, H.-R., Chen, M.-H., & Deng, L.-L. (2012). How do established firms 
improve radical innovation performance? The organizational capabilities view. Technovation, 
32(7–8), 441–451. https://doi.org/10.1016/j.technovation.2012.03.001
Chatain, O. (2011). Value creation, competition, and performance in buyer-supplier relationships. 
Strategic Management Journal, 32(1), 76–102.
Chen, H., Zeng, S., Lin, H., & Ma, H. (2015). Munificence, Dynamism, and Complexity: How Industry 
Context Drives Corporate Sustainability. Business Strategy and the Environment. https://doi.
org/10.1002/bse
Chen, J., Chen, Y., & Vanhaverbeke, W. (2011). The influence of scope, depth, and orientation of external 
technology sources on the innovative performance of Chinese firms. Technovation, 31(8), 362–373. 
https://doi.org/10.1016/j.technovation.2011.03.002
Chesbrough, H. (2003). Open Innovation. Harvard University Press.
Chesbrough, H., & Crowther, A. K. (2006). Beyond high tech: early adopters of open innovation in other 
industries. R&D Management, 36(3), 229–236. https://doi.org/10.1111/j.1467-9310.2006.00428.x
Chiang, Y.-H., & Hung, K.-P. (2010). Exploring open search strategies and perceived innovation 
performance from the perspective of inter-organizational knowledge flows. R&D Management, 
40(3), 292–299. https://doi.org/10.1111/j.1467-9310.2010.00588.x
Chmielewski, D. A., & Paladino, A. (2007). Driving a resource orientation: reviewing the role of resource 
and capability characteristics. Management Decision, 45(3), 462–483. https://doi.org/10.1108/ 
00251740710745089
Chowhan, J. (2016). Unpacking the black box: understanding the relationship between strategy, HRM 
practices, innovation and organizational performance. Human Resource Management Journal, 26(2), 
112–133. https://doi.org/10.1111/1748-8583.12097
Co-ordinated Country Case Studies: Innovation and Growth, Raising Productivity in Developing Countries. 
(2013).
Cohen, W. M., & Levinthal, D. A. (1989). Innovation and Learning: The Two Faces of R&D. The Economic 
Journal, 99(397), 569–596.
Cohen, W. M., & Levinthal, D. A. (1990). Absorptive Capacity : A New Perspective on Learning and 
Innovation. Administrative Science Quarterly, 35, 128–152.
Collier, P., & Gunning, J. W. (1999). Why Has Africa Grown Slowly? The Journal of Economic Perspectives, 
13(3), 3–22.
Cozzens, S. E., & Kaplinsky, R. (2009). Innovation, poverty and inequality: cause, coincidence, or 
co-evolution? In Handbook of Innovation Systems and Developing Countries (pp. 57–82).
Crespi, G., Criscuolo, C., Haskel, J. E., & Slaughter, M. (2008). Productivity growth, knowledge flows, and 
spillovers.
144
References
Crespi, G., & Zuniga, P. (2011). Innovation and Productivity: Evidence from Six Latin American 
Countries. World Development, 40(2), 273–290. https://doi.org/10.1016/j.worlddev.2011.07.010
Cruz-González, J., López-Sáez, P., Navas-López, J. E., & Delgado-Verde, M. (2015). Open search 
strategies and firm performance: The different moderating role of technological environmental 
dynamism. Technovation, 35, 32–45. https://doi.org/10.1016/j.technovation.2014.09.001
Cyert, R. M., & March, J. . (1963). A behavioral theory of the firm. New York: Englewood Cliffs.
Daft, R. L., Sormunen, J., & Parks, D. (1988). Chief Executive Scanning , Environmental Characteristics , 
and Company Performance : An Empirical Study. Strategic Management Journal, 9(2), 123–139.
Dahlander, L., & Gann, D. M. (2010). How open is innovation? Research Policy, 39(6), 699–709. https://doi.
org/10.1016/j.respol.2010.01.013
Dakhli, M., & De Clercq, D. (2004). Human capital, social capital, and innovation: a multi-country study. 
Entrepreneurship & Regional Development, 16(2), 107–128. https://doi.org/10.1080/0898562041000167
7835
Danneels, E. (2008). Organizational antecedents of second-order competences. Strategic Management 
Journal, 29(January), 519–543. https://doi.org/10.1002/smj
Davis, J. P., Eisenhard, K. M., & Bingham, C. B. (2009). Optimal Structure, Market Dynamism, and the 
Strategy of Simple Rules. Administrative Science Quartely, 54, 413–452.
Day, G. S. (1994). The Capabilities of Market-Driven Organizations. Journal of Marketing, 58(4), 37–52. 
https://doi.org/10.2307/1251915
De Winne, S., & Sels, L. (2010). Interrelationships between human capital, HRM and innovation in 
Belgian start-ups aiming at an innovation strategy. The International Journal of Human Resource 
Management, 21(11), 1863–1883. https://doi.org/10.1080/09585192.2010.505088
Department for International Development. (2017). Economic Development Strategy: prosperity, poverty 
and meeting global challenges.
Dess, G. G. (1987). Consensus on strategy formulation and organizational performance: Competitors in 
a fragmented industry. Strategic Management Journal, 8(3), 259–277.
Dess, G. G., & Beard, D. W. (1984). Dimensions of Organizational Task Environments. Administrative 
Science Quarterly, 29, 52–73.
di Benedetto, A. (2010). Comment on “Is open innovation a field of study or a communication barrier to 
theory development?” Technovation, 30(11–12), 557. https://doi.org/10.1016/j.technovation.2010.09.005
Dickson, P. H., & Weaver, M. K. (1997). Environmental Determinants and Individual-Level Moderators 
of Alliance Use. The Academy of Management Journal, 40(2), 404–425.
Dixon, S. E. A., Meyer, K. E., & Day, M. (2010a). Stages of organizational transformation in transition 
economies: A dynamic capabilities approach. Journal of Management Studies, 47(3), 416–436. https://
doi.org/10.1111/j.1467-6486.2009.00856.x
Dixon, S. E. A., Meyer, K. E., & Day, M. (2010b). Stages of organizational transformation in transition 
economies: A dynamic capabilities approach. Journal of Management Studies, 47(3), 416–436. https://
doi.org/10.1111/j.1467-6486.2009.00856.x
Drejer, I. (2004). Identifying innovation in surveys of services: A Schumpeterian perspective. Research 
Policy, 33(3), 551–562. https://doi.org/10.1016/j.respol.2003.07.004
Drnevich, P. L., & Kriauciunas, A. P. (2011). Clarifying the conditions and limits of the contributions of 
ordinary and dynamic capabilities to relative firm performance. Strategic Management Journal, 32, 
254–279. https://doi.org/10.1002/smj
Duarte, M., & Restuccia, D. (2010). The Role of the Structural Transformation in Aggregate Productivity. 
The Quarterly Journal of Economics, 125(1), 129–173.
Easterby-Smith, M., & Prieto, I. M. (2008). Dynamic Capabilities and Knowledge Management: an 
Integrative Role for Learning? *. British Journal of Management, 19, 235–249. https://doi.org/10.1111/
j.1467-8551.2007.00543.x
EBRD. (2014). Transition Report.
Echeverri-Carroll, E., & Ayala, S. G. (2009). Wage differentials and the spatial concentration of high- 
technology industries. Papers in Regional Science, 88(3), 623–641. https://doi.org/10.1007/978-3-642-
03326-1_14
145
References
Egbetokun, A. a. (2015). The more the merrier? Network portfolio size and innovation performance in 
Nigerian firms. Technovation, 1–12. https://doi.org/10.1016/j.technovation.2015.05.004
Eisenhardt, K. M., & Martin, J. a. (2000). Dynamic capabilities: what are they? Strategic Management 
Journal, 21(10–11), 1105–1121. https://doi.org/10.1002/1097-0266(200010/11)21:10/11<1105::AID-SM-
J133>3.0.CO;2-E
Escribano, A., Fosfuri, A., & Tribó, J. a. (2009). Managing external knowledge flows: The moderating role 
of absorptive capacity. Research Policy, 38(1), 96–105. https://doi.org/10.1016/j.respol.2008.10.022
Faems, D., de Visser, M., Andries, P., & Van Looy, B. (2010). Technology Alliance Portfolios and Financial 
Performance: Value-Enhancing and Cost-Increasing Effects of Open Innovation. Journal of Product 
Innovation Management, 27, 785–796.
Fagerberg, J., Srholec, M., & Verspagen, B. (2010). The Role of Innovation in Development. Review of 
Economics and Institutions, 1(2), 1–29. https://doi.org/10.5202/rei.v1i2.2
Fainshmidt, S., Pezeshkan, A., Frazier, M. L., Nair, A., & Markowski, E. (2016a). Dynamic capabilities 
and organizational performance: A meta-analytic evaluation and extension. Journal of Management 
Studies. https://doi.org/10.1111/joms.12213
Fainshmidt, S., Pezeshkan, A., Frazier, M. L., Nair, A., & Markowski, E. (2016b). Dynamic capabilities 
and organizational performance: A meta-analytic evaluation and extension. Journal of Management 
Studies. https://doi.org/10.1111/joms.12213
Farole, T., & Winkler, D. (2015). Making Foreign Direct Investment Work for Sub-Saharan Africa. Washington, 
DC: The World Bank.
Feige, E. L. (1990). Defining and estimating underground and informal economies: The new insitutional 
economics approach. World Development, 18(7).
Feldman, M. P. (1994). The Geography of Innovation. Dordrecht: Kluwer Academic Publishers.
Felin, T., Foss, N. J., Heimeriks, K. H., & Madsen, T. L. (2012). Microfoundations of Routines and 
Capabilities: Individuals, Processes, and Structure. Journal of Management Studies, 49(8), 1351–1374. 
https://doi.org/10.1111/j.1467-6486.2012.01052.x
Felin, T., & Hesterly, W. S. (2007). The knowledge-base view, nested heterogeneity, and new value 
creation: Philosophical considerations on the locus of knowledge. Academy of Management Journal, 
32(1), 195–218.
Filatotcheve, I., Buck, T., & Zhukov, V. (2000). Downsizing in Privatized Firms in Russia, Ukraine, and 
Belarus. Academy of Management Journal, 43(3), 286–304.
Fowler, C. S., & Kleit, R. G. (2013). The Effects of Industrial Clusters on the Poverty Rate. Economic 
Geography, 1–23.
Fredrickson, J. W. (1984). The comprehensiveness of strategic decision processes: Extension, Observations, 
Future directions. The Academy of Management Journal, 27(3), 445–466. https://doi.org/10.2307/256039
Fredrickson, J. W., & Mitchell, T. R. (1984). Strategic decision processes: Comprehensiveness and 
performance in an industry with an unstable environment. Academy of Management Journal, 27(2), 
399–423. https://doi.org/10.2307/255932
Freel, M. S. (2005). Patterns of innovation and skills in small firms. Technovation, 25(2), 123–134. https://
doi.org/10.1016/S0166-4972(03)00082-8
Gales, L., & Mansour-cole, D. (1995). User involvement in innovation projects : Toward an information 
processing model. Journal of Engineering and Technology Management, 12, 77–109.
Garg, V. K., Walters, B. A., & Priem, R. L. (2003). Chief executive scanning emphases, environmental 
dynamism, and manufacturing firm performance. Strategic Management Journal, 24(8), 725–744. 
https://doi.org/10.1002/smj.335
Garriga, H., Krogh, G. V. O. N., & Spaeth, S. (2013). How constraints and knowledge impact open 
innovation. Strategic Management Journal, 34(March), 1134–1144. https://doi.org/10.1002/smj
Garud, R., Gehman, J., & Kumaraswamy, A. (2011). Complexity Arrangements for Sustained Innovation: 
Lessons from 3M Corporation. Organization Studies, 32(6), 737–767. https://doi.org/10.1177/ 0170840611410810
George, G., Corbishley, C., Khayesi, J. N. O., Haas, M. R., & Tihanyi, L. (2016). Bringing Africa in: 
Promising directions for management research. Academy of Management Journal, 59(2), 377–393. 
https://doi.org/10.5465/amj.2016.4002
146
References
George, G., McGahan, A. M., & Prabhu, J. (2012). Innovation for Inclusive Growth: Towards a Theoretical 
Framework and a Research Agenda. Journal of Management Studies, 49(4), 661–683. https://doi.
org/10.1111/j.1467-6486.2012.01048.x
Gereffi, G. (2005). The Global Economy: Organization, Governance, and Development. In Global 
Economy (pp. 160–182). https://doi.org/10.1017/CBO9781107415324.004
Gereffi, G., & Fernandez-Stark, K. (2016). Global Value Chain Analysis: A Primer. Duke CGGC (Center on 
Globalization, Governance & Competitiveness). Retrieved from http://hdl.handle.net/10161/12488
Gibbon, P., & Ponte, S. (2005). The Age of Global Capitalism. In Trading Down: Africa, Value Chains, and 
the Global Economy (p. ix-10). Retrieved from http://www.agrifoodstandards.net/es/resources/
global/trading_down_africa_value_chains_and_the_global_economy
Giddens, A. (1990). The consequences of modernity. Cambridge: Polity Press.
Gimeno, J., Folta, T. B., Cooper, A. C., & Woo, C. Y. (1997). Survival of the Fittest? Human Entrepreneurial 
Capital and the Persistence of Firms Underperforming. Administrative Science Quartely, 42(4), 750–783.
Giuliani, E., & Bell, M. (2005). The micro-determinants of meso-level learning and innovation: evidence 
from a Chilean wine cluster. Research Policy, 34(1), 47–68. https://doi.org/10.1016/j.respol.2004.10.008
Glaeser, E. (1999). Learning in cities. Journal of Urban Economics, 54, 254–277.
Goedhuys, M. (2007). Learning, product innovation, and firm heterogeneity in developing countries; 
Evidence from Tanzania. Industrial and Corporate Change, 16(2), 269–292. https://doi.org/10.1093/
icc/dtm003
Goedhuys, M., Janz, N., & Mohnen, P. (2008). What drives productivity in Tanzanian manufacturing 
firms: technology or business environment? The European Journal of Development Research, 20(2), 
199–218. https://doi.org/10.1080/09578810802060785
Goedhuys, M., Janz, N., & Mohnen, P. (2014). Knowledge-based productivity in “low-tech” industries: 
evidence from firms in developing countries. Industrial and Corporate Change, 23(1), 1–23. https://
doi.org/10.1093/icc/dtt006
Goll, I., & Rasheed, A. A. (2004). The Moderating Effect of Environmental Munificence and Dynamism 
on the Relationship Between Discretionary Social Responsibility and Firm Performance. Journal of 
Business Ethics, 49, 41–54.
Grosh, B., & Somolekae, G. (1996). Mighty oaks from little acorns: Can microenterprise serve as the 
seedbed of industrialization. World Development, 24(12), 1879–1890.
Grossman, G. M., & Helpman, E. (1990). Trade, Innovation and Growth. The American Economic Review, 
80(2), 86–91. https://doi.org/10.1126/science.151.3712.867-a
Haans, R. F. J., Pieters, C., & He, Z.-L. (2015). Thinking about U: Theorizing and testing U- and inverted 
U-shaped relationships in strategy research. Strategic Management Journal. https://doi.org/10.1002/smj
Haenssgen, M. J., & Ariana, P. (2017). The Social Implications of Technology Diffusion: Uncovering the 
Unintended Consequences of People’s Health-Related Mobile Phone Use in Rural India and 
China. World Development, 94, 286–304. https://doi.org/10.1016/j.worlddev.2017.01.014
Hagedoorn, J., & Cloodt, M. (2003). Measuring innovative performance: is there an advantage in using 
multiple indicators? Research Policy, 32(8), 1365–1379. https://doi.org/10.1016/S0048-7333(02)00137-3
Hansen, J. A. (1992). Innovation, Firm Size, and Firm Age. Small Business Economics, (4), 37–44.
Hansen, M. T. (1999). The Search-Transfer Problem : The Role of Weak Ties in Sharing Knowledge across 
Organization Subunits. Administrative Science Quartely, 44(1), 82–111.
Hardoon, D. (2017). An Economy for the 99%. https://doi.org/10.21201/2017.8616
Harvey, D. (1989). The condition of post modernity: an enquiry into the origins of cultural change. Cambridge: 
MA: Blackwell.
Heavey, C., Simsek, Z., Roche, F., & Kelly, A. (2009). Decision Comprehensiveness and Corporate Entre-
preneurship: The Moderating Role of Managerial Uncertainty Preferences and Environmental 
Dynamism. Journal of Management Studies, 46(8), 1289–1314. https://doi.org/10.1111/j.1467-6486. 
2009.00858.x
Hekkert, M. P., Suurs, R. a. a., Negro, S. O., Kuhlmann, S., & Smits, R. E. H. M. (2007). Functions of 
innovation systems: A new approach for analysing technological change. Technological Forecasting 
and Social Change, 74(4), 413–432. https://doi.org/10.1016/j.techfore.2006.03.002
147
References
Helfat, C. E., Finkelstein, S., Mitchell, W., Peteraf, M. A., Singh, H., Teece, D. J., & Winter, S. G. (2007). 
Dynamic Capabilities Understanding Strategic Change In Organizations. Blackwell Publishing Ltd.
Helfat, C. E., & Peteraf, M. a. (2003). The dynamic resource-based view: capability lifecycles. Strategic 
Management Journal, 24(10), 997–1010. https://doi.org/10.1002/smj.332
Herold, D. M., Jayaraman, N., & Narayanaswanny, C. R. (2006). What is the Relationship hetween 
Organizational Slack and Innovation? Journal of Managerial Issues, XVIII(3), 372–392.
Hirsch-Kreinsen, H., Jacobson, D., Laestadius, S., & Smith, K. (2005). Low and medium technology 
industries in the knowledge economy: the analytical issues. In H. Hirsch-Kreinsen, D. Jacobson, & S. 
Laestadius (Eds.), Low-tech Innovation in the Knowledge Economy (pp. 11–30). Frankfurt amMai: Peter Lang.
Hirst, G., Van Knippenberg, D., & Zhou, J. (2009). A cross-level perspective on employee creativity: goal 
orientation, team learning behavior, and individual creativity. Academy of Management Journal, 
52(2), 280–293.
Hoetker, G. (2007). The use of logit and probit models in strategic management research: Critical issues. 
Strategic Management Journal, 28, 331–343. https://doi.org/10.1002/smj
Hoffmann, W. H. (2007). Strategies for managing a portfolio of alliances. Strategic Management Journal, 
28, 827–856. https://doi.org/10.1002/smj
Hrebiniak, L. G., & Snow, C. C. (1980). Research Notes: Industry Differences in Environmental 
Uncertainty and Organizational Characteristics Related to Uncertainty. Academy of Management 
Journal, 23(4), 750–759.
Hsieh, K.-N., & Tidd, J. (2012). Open versus closed new service development: The influences of project 
novelty. Technovation, 32(11), 600–608. https://doi.org/10.1016/j.technovation.2012.07.002
Huang, F. L. (2016). Alternatives to Multilevel Modeling for the Analysis of Clustered Data. The Journal 
of Experimental Education, 84(1), 175–196. https://doi.org/10.1080/00220973.2014.952397
Huff, A. S. (1982). Industry influences on strategy reformulation. Strategic Management Journal, 3(2), 119–131.
Huizingh, E. K. R. E. (2011). Open innovation: State of the art and future perspectives. Technovation, 
31(1), 2–9. https://doi.org/10.1016/j.technovation.2010.10.002
Hung, K.-P., & Chou, C. (2013). The impact of open innovation on firm performance: The moderating 
effects of internal R&D and environmental turbulence. Technovation, 33(10–11), 368–380. https://
doi.org/10.1016/j.technovation.2013.06.006
ILO. (2009). The informal economy in Africa: Promoting transition to formality: Challenges and strategies. Geneva.
Iriyama, A., Kishore, R., & Talukdar, D. (2016). Playing dirty or building capability? Corruption and HR 
training as competitive actions to threats from informal and foreign firm rivals. Strategic 
Management Journal, 315–334. https://doi.org/10.1002/smj
Isobe, T., Makino, S., & Montgomery, D. B. (2000). Resource Commitment, Entry Timing, and Market 
Performance of Foreign Direct Investments in Emerging Economies: The Case of Japanese 
International Joint Ventures in China. The Academy of Management Journal, 43(3), 468–484.
Jaffe, A. B., Trajtenber, M., & Henderson, R. (1993). Geographic localization of knowledge spillovers as 
evidenced by patent citations. The Quarterly Journal of Economics, (August).
Jiang, J., Wang, S., & Zhao, S. (2012). Does HRM facilitate employee creativity and organizational 
innovation? A study of Chinese firms. The International Journal of Human Resource Management, 
23(19), 4025–4047. https://doi.org/10.1080/09585192.2012.690567
Jiang, K., Lepak, D. P., Hu, J., & Baer, J. C. (2012). How Does Human Resource Management Influence 
Organizational Outcomes? A Meta-analytic Investigation of Mediating Mechanisms. Academy of 
Management Journal, 55(6), 1264–1294. https://doi.org/10.5465/amj.2011.0088
Kafouros, M., Buckley, P. J., & Sharp, J. A. (2008). The role of internationalization in explaining 
innovation performance. Technovation, 28, 63–74.
Kale, P., Dyer, J. H., & Singh, H. (2002). Alliance capability, stock market response, and long-term 
alliance success: the role of the alliance function. Strategic Management Journal, 23(8), 747–767. 
https://doi.org/10.1002/smj.248
Karabag, S. F., & Berggren, C. (2014). Antecedents of firm performance in emerging economies: Business 
groups, strategy, industry structure, and state support. Journal of Business Research, 67(10), 
2212–2223. https://doi.org/10.1016/j.jbusres.2014.01.004
148
References
Karna, A., Richter, A., & Riesenkampff, E. (2016). Revisiting the role of the environment in the capabil-
ities-financial performance relationship: A meta-analysis. Strategic Management Journal, 37, 
1154–1173. https://doi.org/10.1002/smj
Katila, R., & Ahuja, G. (2002). Something Old , Something New : A Longitudinal Study of Search 
Behavior and New Product Introduction A. The Academy of Management Journal, 45(6), 1183–1194.
Katz, M. (1986). An analysis of cooperative research and development. Rand Journal of Economics, 17, 527–543.
Keats, B. W., & Hitt, M. A. (1988). A Causal Model of Linkages among Environmental Dimensions, 
Macro Organizational Characteristics, and Performance. The Academy of Management Journal, 31(3), 
570–598.
Kelly, M., & Hageman, A. (1999). Marshallian Externalities in Innovation. Journal of Economic Growth, 
4(1), 39–54. https://doi.org/10.1023/A:1009874508579
Kennedy, M. T., & Fiss, P. C. (2009). Institutionalization, framing and diffusion: The logic of TQM 
adoption and implementation among U.S. hospitals. Academy of Management Journal, 52(5), 897–918.
Khanna, T., Palepu, K. G., & Sinha, J. (2005). Strategies That Fit Emerging Markets. Harvard Business 
Review, 4–19.
Kim, H., Kim, H., & Hoskisson, R. E. (2010). Does market-oriented institutional change in an emerging 
economy make business-group-affiliated multinationals perform better? An institution-based 
view. Journal of International Business Studies, 41(7), 1141–1160. https://doi.org/10.1057/jibs.2010.17
Kim, L., & Nelson, R. (2000). Technology, Learning and Innovation: Experiences from Newly Industrializing 
Economies. Cambridge: Cambridge University Press.
Kleinknecht, A., & Mohnen, P. (2002). Innovation and Firm Performance. New York: Palgrave.
Klier, H., Schwens, C., Zapkau, F. B., & Dikova, D. (2017). Which Resources Matter How and Where? A 
Meta-Analysis on Firms’ Foreign Establishment Mode Choice. Journal of Management Studies, 54(3), 
304–339. https://doi.org/10.1111/joms.12220
Klijn, M., & Tomic, W. (2010). A review of creativity within organizations from a psychological 
perspective. Journal of Management Development, 29(4), 322–343. https://doi.org/10.1108/ 
02621711011039141
Knoben, J., & Oerlemans, L. a. G. (2006). Proximity and inter-organizational collaboration: A literature 
review. International Journal of Management Reviews, 8(2), 71–89. https://doi.org/10.1111/j.1468-2370. 
2006.00121.x
Knoben, J., Raspe, O., Arikan, A. T., & Van Oort, F. (2016). Agglomerations and firm performance: one 
firm’s medicine is another firm’s poison. Environment and Planning A, 48(1), 132–153.
Kogut, B., & Zander, U. (1992). Knowledge of the Firm, Combinative Capabilities, and the Replication of 
Technology. Organization Science, 3(3), 383–397. https://doi.org/10.1287/orsc.3.3.383
Koka, B. R., Madhavan, R., & Prescott, J. E. (2006). The evolution of interfirm networks: Environmental 
effects on patterns of network change. Academy of Management Journal, 31(3), 721–737.
Koput, K. W. (1997). A Chaotic Model of Innovative Search : Some Answers , Many Questions. 
Organization Science, 8(5), 528–542.
Krugman, P. (1991). Geography and trade. Massachusetts: MIT Press.
Kyriakopoulos, K., & Ruyter, K. De. (2004). Knowledge Stocks and Information Flows in New Product 
Development *. Journal of Management Studies, 41(8), 1469–1498.
Lall, S., & Pietrobelli, C. (2005). National Technology Systems in Sub-Saharan Africa Sanjaya Lall. 
International Journal Technology and Globalisation, 1, 311–342.
Lamont, B. T., Marlin, D., & Hoffman, J. J. (1993). Porter’s Generic Strategies, Discontinuous 
Environments, and Performance: A Longitudinal Study of Changing Strategies in the Hospital 
Industry. Health Services Research, 28(3), 623–640.
Lant, T. K., & Mezias, S. J. (1992). An Organizational Learning Model of Convergence and Reorientation. 
Organization Science, 3(1), 47–71.
Latham, S. F., & Braun, M. (2009). Managerial Risk, Innovation, and Organizational Decline. Journal of 
Management, 35(2), 258–281. https://doi.org/10.1177/0149206308321549
Laursen, K., & Foss, N. J. (2003). New human resource management practices , complementarities and 
the impact on innovation performance. Cambridge Journal of Economics, 27, 243–263.
149
References
Laursen, K., Masciarelli, F., & Prencipe, A. (2012). Regions Matter: How Localized Social Capital Affects 
Innovation and External Knowledge Acquisition. Organization Science, 23(1), 177–193.
Laursen, K., & Salter, A. (2006). Open for innovation: the role of openness in explaining innovation 
performance among U.K. manufacturing firms. Strategic Management Journal, 27(2), 131–150. 
https://doi.org/10.1002/smj.507
Lee, K., & Kang, S.-M. (2007). Innovation Types and Productivity Growth: Evidence from Korean 
Manufacturing Firms. Global Economic Review, 36(4), 343–359. https://doi.org/10.1080/ 
12265080701694512
Lee, N., & Rodriguez-Pose, A. (2013). Innovation and spatial inequality in Europe and USA. Journal of 
Economic Geography, 13(1), 1–22. https://doi.org/10.1093/jeg/lbs022
Lee, S., & Weng, D. (2013). Does bribery in the home country promote or dampen firm exports? Strategic 
Management Journal, 34(12), 1472–1487.
Leiponen, A. (2005). Skills and innovation. International Journal of Industrial Organization, 23(5–6), 
303–323. https://doi.org/10.1016/j.ijindorg.2005.03.005
Leiponen, A., & Helfat, C. E. (2010). Innovation objectives, knowledge sources, and the benefits of 
breadth. Strategic Management Journal, 236(January 2007), 224–236. https://doi.org/10.1002/smj
Leiponen, A., & Helfat, C. E. (2011). Location, Decentralization, and Knowledge Sources for Innovation. 
Organization Science, 22(3), 641–658. https://doi.org/10.1287/orsc.1100.0526
Lepak, D. P., & Snell, S. A. (1999). The Human Resource Architecture: Toward a Theory of Human 
Capital Allocation and Development. The Academy of Management Review, 24(1), 31–48.
Lewis, W. A. (1954). Economic Development with Unlimlited Supplies of Labour. The Manchester School 
of Economic and Social Studies.
Li, D., & Liu, J. (2014). Dynamic capabilities, environmental dynamism, and competitive advantage: 
Evidence from China. Journal of Business Research, 67(1), 2793–2799. https://doi.org/10.1016/j.
jbusres.2012.08.007
Lippman, S. A., & Rumelt, R. P. (2003). A bargaining perspective on resource advantage. Strategic 
Management Journal, 24(11), 1069–1086. https://doi.org/10.1002/smj.345
London, T., Anupindi, R., & Sateen, S. (2010). Creating mutual value: Lessons learned from ventures 
serving base of the pyramid producers. Journal of Business Research, 63(6), 582–594. https://doi.
org/10.1016/j.jbusres.2009.04.025
Long, J. S., & Freese, J. (2006). Regression models for categorical dependent variables using Stata. College 
Station, TX: Stata corporation.
Lundvall, B.-Å. (1999). National Business Systems and National Systems of Innovation. International 
Studies of Management & Organisation, 29(2), 60–77.
Lundvall, B.-Å. (2004). National Innovation Systems - Analytical Concept Development Tool.
Lundvall, B.-Å., Joseph, K., Chaminade, C., & Vang, J. (2011). Handbook of Innovation Systems and Developing 
Countries: Building Domestic Capabilities in a Global Setting. Cheltenham: Edward Elgar Publishing.
Luo, Y. (2003). Industrial dynamics and managerial networking in an emerging market: the case of 
China. Strategic Management Journal, 24(13), 1315–1327.
Lusch, R. F., & Laczniak, G. . (1987). The evolving marketing concept, competitive intensity and 
organizational performance. Journal of the Academy of Marketing Science, 15.
Mairesse, J., & Mohnen, P. (2010). Using Innovation Surveys for Econometric Analysis. In Handbook of the 
Economics of Innovation (pp. 1129–1155).
Makino, S., Isobe, T., & Chan, C. M. (2004). Does country matter? Strategic Management Journal, 25(10), 
1027–1043. https://doi.org/10.1002/smj.412
Malik, O. R., & Kotabe, M. (2009). Dynamic Capabilities, Government Policies, and Performance in 
Firms from Emerging Economies: Evidence from India and Pakistan. Journal of Management Studies, 
46(3), 421–450. https://doi.org/10.1111/j.1467-6486.2008.00817.x
Maloney, W. F. (2004). Informality revisited. World Development, 32(7), 1159–1178. https://doi.org/ 
10.1016/j.worlddev.2004.01.008
March, J. G., & Olsen, J. P. (1976). Ambiguity and Choice in Organizations. Oxford: Oxford University Press.
Marhall, A. (1920). Principles of economics. London: MacMillan.
150
References
Marvel, M. R., & Lumpkin, G. T. (2007). Technology Entrepreneurs’ Human Capital and Its Effect on 
Innovation Radicalness. Entrepreneurship Theory and Practice, (November), 807–828.
Mathias, B. D., Lux, S., Russell Crook, T., Autry, C., & Zaretzki, R. (2014). Competing Against the 
Unknown: The Impact of Enabling and Constraining Institutions on the Informal Economy. 
Journal of Business Ethics, 1–14. https://doi.org/10.1007/s10551-013-2030-6
May, R. C., Stewart, W. H., & Sweo, R. (2000). Environmental Scanning Behaviour in a Transitional 
Economy: Evidence from Russia. Academy of Management Journal, 43(3), 403–427.
McCann, B. T., & Bahl, M. (2016). The Influence of Competition from Informal Firms on New Product 
Development. Strategic Management Journal. https://doi.org/10.1002/smj.2585
Meagher, K. (1995). Crisis, Informalization and the Urban Informal Sector in Sub-Saharan Africa. 
Development and Change, 26(2), 259–284. https://doi.org/10.1111/j.1467-7660.1995.tb00552.x
Milanovic, B. (2011). Global Inequality: A New Approach for the Age of Globalization. Cambridge: The Belknap 
Press.
Milanovic, B. (2013). Global Income Inequality in Numbers: In History and Now. Global Policy, 4(2), 
198–208. https://doi.org/10.1111/1758-5899.12032
Miles, R. E., Snow, C. C., & Pfeffer, J. (1974). Organization-Environment: Concepts and Issues. Industrial 
Relations: A Journal of Economy and Society, 13(3), 244–264.
Morgan, K. (2004). The exaggerated death of geography: learning, proximity and territorial innovation 
systems. Journal of Economic Geography, 4(1), 3–21. https://doi.org/10.1093/jeg/4.1.3
Moulaert, F., & Sekia, F. (2003). Territorial Innovation Models: A Critical Survey. Regional Studies, 37(3), 
289–302. https://doi.org/10.1080/0034340032000065442
Mousa, F.-T., & Chowdhury, J. (2014). Organizational slack effects on innovation: the moderating roles 
of CEO tenure and compensation. Journal of Business Economics and Management, 15(2), 369–383. 
https://doi.org/10.3846/16111699.2013.839476
Murphy, J. T. (2002). Networks, Trust, and Innovation in Tanzania ’ s Manufacturing Sector. World 
Development, 30(4), 591–619.
Nelson, R. R., & Phelps, E. S. (1966). Investment in Humans , Technological Diffusion , and Economic 
Growth. The American Economic Review, 56(1/2), 69–75.
Newman, K. L. (2000). Organizational Transformation During Institutional Upheavel. Acadamy of 
Management Review, 25(3), 602–619.
Nielsen, B. O. B., & Nielsen, S. (2013). RESEARCH NOTES AND COMMENTARIES: Top management 
team nationality diversity and firm performance: a multilevel study. Strategic Management Journal, 
34(June 2009), 373–382. https://doi.org/10.1002/smj
Nieto, M. J., & Santamaría, L. (2007). The importance of diverse collaborative networks for the novelty 
of product innovation. Technovation, 27(6–7), 367–377. https://doi.org/10.1016/j.technovation.2006. 
10.001
Nohria, N., & Gulati, R. (1996). Is Slack Good or Bad for Innovation. The Academy of Management Journal, 
39(5), 1245–1264.
Nooteboom, B. (2000). Learning by Interaction : Absorptive Capacity, Cognitive Distance and Governance, 
(1988), 69–92.
Nunnally, J. (1978). Psychometric methods. New York: McGraw-Hill.
O’Brien, R. M. (2007). A Caution Regarding Rules of Thumb for Variance Inflation Factors. Quality & 
Quantity, 41(5), 673–690.
Ocasio, W. (1997). Towards an attention-based view of the firm. Strategic Management Journal, 18, 187–206.
OECD. (2015). http://www.oecd.org/dac/stats/daclist.htm.
OECD-DAC. (2016). Net Official Development Assistance from DAC and Other Donors in 2015: 
Preliminary Data for 2015, (April). Retrieved from http://www.oecd.org/dac/stats/ODA-2015-
complete-data-tables.pdf
OECD and The World Bank. (2012). Promoting Inclusive Growth: Challenges and Policies. Paris.
Oerlemans, L. a. G., Knoben, J., & Pretorius, M. W. (2013). Alliance portfolio diversity, radical and 
incremental innovation: The moderating role of technology management. Technovation, 1–13. 
https://doi.org/10.1016/j.technovation.2013.02.004
151
References
Ofori-Dankwa, J., & Julian, S. D. (2013). Dynamism, Capital Structure, and Performance in a Sub-Saharan 
Economy: Extending the Institutional Difference Hypothesis. Organization Science, 24(5), 1422–1438.
Owen-Smith, J., & Powell, W. W. (2004). Knowledge Networks as Channels and Conduits: The Effects of 
Spillovers in the Boston Biotechnology Community. Organization Science, 15(1), 5–21. https://doi.
org/10.1287/orsc.1030.0054
Padilla, R., Vang, J., & Chaminade, C. (2009). RIS and Developing Countries : Linking firm technological 
capabilities to regional systems of innovation. In Handbook of Innovation systems and developing 
countris. Building domestic capabilities in a global setting.
Papalia, R. B., & Di Iorio, F. (2001). Alternative error term specification in the Log-Tobit model. In S. 
Borra, R. Rocci, M. Schader, & M. Vichi (Eds.), Advances in Classification and Data Analysis (pp. 
185–192). Heidelberg: Springer-Verlag.
Parise, S., & Casher, A. (2003). Alliance portfolios : Designing and managing your network of busi-
ness-partner relationships. Academy of Management Executive, 17(4), 25–39.
Peng, M. W. (2003). Institutional Transitions and Strategic Choices. The Academy of Management Review, 
28(2), 275–296. https://doi.org/10.2307/259327
Peng, M. W., Zhang, S., & Li, X. (2007). CEO Duality and Firm Performance during China’s Institutional 
Transitions. Management and Organization Review, 3(2), 205–225. https://doi.org/10.1111/j.1740- 
8784.2007.00069.x
Perry-Smith, J. E. (2006). Social yet creative: The role of social relationships in facilitating individual 
creativity. Academy of Management Journal, 49(1), 85–101.
Perry-Smith, J. E., & Shalley, C. E. (2003). The Social Side of Creativity: A Static and Dynamic Social 
Network Perspective. The Academy of Management Journalc, 28(1), 89–106.
Peteraf, M., Di Stefano, G., & Verona, G. (2013). The elephant in the room of dynamic capabilities: 
bringing two diverging conversations together. Strategic Management Journal, 34(April), 1389–1410. 
https://doi.org/10.1002/smj
Pittaway, L., Robertson, M., Munir, K., Denyer, D., & Neely, A. (2004). Networking and innovation: a 
systematic review of the evidence 200. International Journal of Management Reviews, 5–6(3–4), 
137–168. https://doi.org/10.1111/j.1460-8545.2004.00101.x
Podsakoff, P. M., MacKenzie, S. B., & Lee, J.-Y. (2003). Common Method Biases in Behavioral Research: 
A Critical Review of the Literature and Recommended Remedies. Journal of Applied Psychology, 
88(5), 879–903.
Pogge, T. (2011). Politics as Usual: What lies behind the pro-poor rhetoric. Cambridge: Polity Press.
Porter, M. E. (1990). The competitive advantage of nations. New York: Free Press.
Powell, W. W., Koput, K. W., & Smith-doerr, L. (1996). Interorganizational and the Collaboration Locus of 
Innovation : Networks of Learning in Biotechnology. Administrative Science Quartely, 41(1), 116–145.
Praest Knudsen, M., & Mortensen, T. B. (2011). Some immediate – but negative – effects of openness on 
product development performance. Technovation, 31(1), 54–64. https://doi.org/10.1016/j.technovation. 
2010.07.002
Priem, R. L., & Butler, J. E. (2001). Is the Resource-Based “ View ” a Useful Perspective for Strategic 
Management Research? Academy of Management Journal, 26(1), 22–40.
Radas, S., & Božić, L. (2009). The antecedents of SME innovativeness in an emerging transition economy. 
Technovation, 29(6–7), 438–450. https://doi.org/10.1016/j.technovation.2008.12.002
Restrepo-echavarría, P. (2014). Macroeconomic Volatility: The Role of the Informal Economy.
Reuer, J. J., & Lahiri, N. (2014). Searching for Alliance Partners: Effects of Geographic Distance on the 
Formation of R&D Collaborations. Organization Science, 25(1), 283–298.
Richtnér, A., & Åhlström, P. (2010). Organizational Slack and Knowledge Creation in Product 
Development Projects: The Role of Project Deliverables. Creativity and Innovation Management, 
19(4), 428–437. https://doi.org/10.1111/j.1467-8691.2010.00576.x
Robson, P. J. A., Haugh, H. M., & Obeng, B. A. (2009). Entrepreneurship and innovation in Ghana: 
enterprising Africa. Small Business Economics, 32(3), 331–350. https://doi.org/10.1007/s11187-008-9121-2
Rodrik, D. (2011). The Globalization Paradox: Democracy and the future of the world economy. New York: W.W. 
Norton & Company, Inc.
152
References
Rodrik, D. (2013). The Past, Present, and Future of Economic Growth. Global Citizen Foundation. https://doi.
org/10.1016/j.joms.2007.11.037
Romer, P. M. (1990). Endogenous Technological Change. Journal of Political Economy, 98(5), 71–102.
Roper, S., Vahter, P., & Love, J. H. (2013). Externalities of openness in innovation. Research Policy, 42(9), 
1544–1554. https://doi.org/10.1016/j.respol.2013.05.006
Rothaermel, F. T., & Hess, A. M. (2007). Building Dynamic Capabilities: Innovation Driven by 
Individual-, Firm-, and Network-Level Effects. Organization Science, 18(6), 898–921. https://doi.
org/10.1287/orsc.1070.0291
Sakkab, N. Y. (2002). Connect & Develop Complements: Research & Develop at P&G. Research Technology 
Management, (March-April), 38–45.
Santamaría, L., Nieto, M. J., & Barge-Gil, A. (2009). Beyond formal R&D: Taking advantage of other 
sources of innovation in low- and medium-technology industries. Research Policy, 38(3), 507–517. 
https://doi.org/10.1016/j.respol.2008.10.004
Sawyerr, O. (1993). Environmental uncertainty and environmental scanning activities of Nigerian 
manufacturing executives: A comparative analysis. Strategic Management Journal, 14, 287–299.
Scherer, F. M. (1980). Industrial Market Structure and Economic Performance, (2nd ed.). Chicago: Rand 
McNally.
Schilke, O. (2014a). On the contingent value of dynamic capabilities for competitive advantage: 
The nonlinear moderating effect of environmental dynamism. Strategic Management Journal, 35, 
179–203. https://doi.org/10.1002/smj
Schilke, O. (2014b). Second-order dynamic capabilities: How do they matter? The Academy of Management 
Perspectives, 28(4), 368–380.
Schneider, L., Günther, J., & Brandenburg, B. (2010). Innovation and skills from a sectoral perspective: 
a linked employer–employee analysis. Economics of Innovation and New Technology, 19(2), 185–202. 
https://doi.org/10.1080/10438590902872887
Schumpeter, J. A. (1934). The theory of economic development. Cambridge: MA: Harvard University Press.
Sen, A. (1993). Markets and Freedoms: Achievements and Limitations of the Market Mechanisms in 
Promoting Individual Freedoms. Oxford Economic Papers, 45(4), 519–541.
Shalley, C. E., Zhou, J., & Oldham, G. R. (2004). The Effects of Personal and Contextual Characteristics 
on Creativity: Where Should We Go from Here? Journal of Management, 30(6), 933–958. https://doi.
org/10.1016/j.jm.2004.06.007
Shefer, D., & Frenkel, A. (2005). R&D, firm size and innovation: an empirical analysis. Technovation, 
25(1), 25–32. https://doi.org/10.1016/S0166-4972(03)00152-4
Shipton, H., Fay, D., West, M., Patterson, M., & Birdi, K. (2005). Managing People to Promote Innovation. 
Creativity and Innovation Management, 14(2), 118–129.
Shipton, H., West, M. A., Dawson, J., Birdi, K., & Patterson, M. (2006). HRM as a predictor of innovation. 
Human Resource Management Journal, 16(1), 3–27.
Sidhu, J. S., Commandeur, H. R., & Volberda, H. W. (2007). The Multifaceted Nature of Exploration and 
Exploitation: Value of Supply, Demand, and Spatial Search for Innovation. Organization Science, 
18(1), 20–38. https://doi.org/10.1287/orsc.1060.0212
Sidhu, J. S., Volberda, H. W., & Commandeur, H. R. (2004). Exploring Exploration Orientation and its 
Determinants: Some Empirical Evidence*. Journal of Management Studies, 41(6), 913–932. https://
doi.org/10.1111/j.1467-6486.2004.00460.x
Singer, P. (2004). One World: The ethics of globalization (second edi). Yale: Yale University Press.
Singh, J., & Marx, M. (2013). Geographic Constraints on Knowledge Spillovers : Political Borders vs . 
Spatial Proximity Geographic. Management Science, 59(9), 2056–2078.
Sirmon, D. G., Hitt, M. A., & Campbell, J. T. (2010). The dynamic interplay of capability strenghts and 
weaknesses: Investigating the bases of temporary competitive advantage. Strategic Management 
Journal, 31, 1386–1409. https://doi.org/10.1002/smj
Sirmon, D. G., Hitt, M. A., & Ireland, R. D. (2007). Managing firm resources in dynamic environments 
to create value: Looking inside the black box. Academy of Management Journal, 32(1), 273–292.
153
References
Sisodiya, S. R., Johnson, J. L., & Grégoire, Y. (2013). Inbound open innovation for enhanced performance: 
Enablers and opportunities. Industrial Marketing Management, 42(5), 836–849. https://doi.
org/10.1016/j.indmarman.2013.02.018
Smith, K. G., Collins, C. J., & Clark, K. D. (2005a). Existing Knowledge, Knowledge Creation Capability, 
and the Rate of New Product Introduction in High-Technology Firms. Academy of Management 
Journal, 48(2), 346–357. https://doi.org/10.5465/AMJ.2005.16928421
Smith, K. G., Collins, C. J., & Clark, K. D. (2005b). Existing Knowledge, Knowledge Creation Capability, 
and the Rate of New Product Introduction in High-Technology Firms. The Academy of Management 
Journal, 48(2), 346–357.
Solow, R. (1956). A contribution to the theory of economic growth. Quarterly Journal of Economics, 70(1), 65–94.
Staw, B. M., Sandelands, L. E., & Dutton, J. E. (1981). Threat Rigidity Effects in Organizational Behavior: 
A Multilevel Analysis. Administrative Science Quarterly, 26(4), 501–524.
Su, Y., & Si, S. (2015). What Motivates Financial Innovation Across Countries? The Influences of 
Performance Aspiration and Economic Freedom. Management International Review, 55(4), 563–587. 
https://doi.org/10.1007/s11575-014-0237-0
Sutton, J. (2004). The Auto Component Supply Chain in China and India: A Benchmark Study. 
Washington, DC: World Bank.
Tallon, P. P. (2008). Inside the adaptive enterprise: an information technology capabilities perspective 
on business process agility. Information Technology Management, 9, 21–36. https://doi.org/10.1007/
s10799-007-0024-8
Teece, D. J. (2007). Explicating dynamic capabilities: The nature and microfoundations of (sustainable) 
enterprise performance. Strategic Management Journal, 1350(August), 1319–1350. https://doi.
org/10.1002/smj
Teece, D. J., Pisano, G., & Shuen, A. (1997). Dynamic capabilities and strategic management. Strategic 
Management Journal, 18(7), 509–533.
Teixeira, A. a. C., & Tavares-Lehmann, A. T. (2014). Human capital intensity in technology-based firms 
located in Portugal: Does foreign ownership matter? Research Policy, 43(4), 737–748. https://doi.
org/10.1016/j.respol.2014.01.001
Terjesen, S., & Patel, P. C. (2017). In Search of Process Innovations: The Role of Search Depth, Search 
Breadth, and the Industry Environment. Journal of Management, 43(5), 1421–1446. https://doi.
org/10.1177/0149206315575710
Terjesen, S., Patel, P. C., & Covin, J. G. (2011). Alliance diversity, environmental context and the value of 
manufacturing capabilities among new high technology ventures. Journal of Operations 
Management, 29(1–2), 105–115. https://doi.org/10.1016/j.jom.2010.07.004
The Economist. (2017a). A trade deal between the EU and east Africa is in trouble.
The Economist. (2017b). Why Trumponomics won’t make America great again.
The World Bank Group. (2016). Taking on Inequality: Poverty and Shared Prosperity. Washinton, DC: 
The World Bank Group.
Tierney, P., & Farmer, S. M. (2002). Creative Self-Efficacy: Its Potential Antecedents and Relationship To 
Creative Performance. Academy of Management Journal, 45(6), 1137–1148. https://doi.org/10.2307/ 
3069429
Todorova, G., & Durisin, B. (2007). Absorptive Capacity : Valuing a Reconceptualization. The Academy 
of Management Review, 32(3), 774–786.
Uhlenbruck, K., Meyer, K. E., & Hitt, M. A. (2003). Organizational Transformation in Transition 
Economies: Resource-based and Organizational Learning Perspectives. Journal of Management 
Studies, 40(2), 257–282.
UNCTAD. (2014). World Investment Report 2014. Geneva.
United Nations. (2015). Transforming our world: the 2030 Agenda for Sustainable Development.
Uzzi, B. (1997). Social Structure and Competition in Interfirm Networks : The Paradox of Embeddedness. 
Administrative Science Quartely, 42(1), 35–67.
van der Have, R. P., & Rubalcaba, L. (2016). Social innovation research: An emerging area of innovation 
studies? Research Policy, 45(9), 1923–1935. https://doi.org/10.1016/j.respol.2016.06.010
154
References
Van Reenen, J. (1996). The Creation and Capture of Rents: Wages and Innovation in a Panel of U.K. 
Companies. The Quartely Journal of Economics, 111(1), 195–226.
Van Uden, Knoben, and Vermeulen (2017). Human capital and innovation in Sub-Saharan countries: 
a firm-level study. Innovation: Organization & Management, 19(2), 103–124. https://doi.org/10.1080/ 
14479338.2016.1237303
Verbeek, M. (2004). A Guide to Modern Econometrics (2nd ed.). Chichester: Wiley & Sons.
Vinding, L. A. (2006). Absorptive capacity and innovative performance: A human capital approach. 
Economics of Innovation and New Technology, 15(4–5), 507–517. https://doi.org/10.1080/10438590500513057
von Tunzelmann, N., & Acha, V. (2005). Innovation in “Low-Tech” Industries. In J. Fagerberg, D. C. 
Mowery, & R. R. Nelson (Eds.), The Oxford Handbook of Innovation (pp. 407–432). Oxford: Oxford 
University Press.
Wang, C. K., & Ang, B. L. (2004). Determinants of Venture Performance in Singapore *. Journal of Small 
Business Management, 42(4), 347–363.
Webb, J. W., Bruton, G. D., Tihanyi, L., & Ireland, R. D. (2013). Research on entrepreneurship in the 
informal economy: Framing a research agenda. Journal of Business Venturing, 28(5), 598–614. 
https://doi.org/10.1016/j.jbusvent.2012.05.003
West, J., & Bogers, M. (2013). Leveraging External Sources of Innovation: A Review of Research on Open 
Innovation. Journal of Product Innovation Management, 31(4), 1–18. https://doi.org/10.1111/jpim.12125
West, J., Salter, A., Vanhaverbeke, W., & Chesbrough, H. (2014). Open innovation: The next decade. 
Research Policy, 43(5), 805–811. https://doi.org/10.1016/j.respol.2014.03.001
Wheeler, C. H. (2004). Wage inequality and urban density. Journal of Economic Geography, 4(4), 421–437. 
https://doi.org/10.1093/jnlecg/lbh033
Wilden, R., Gudergan, S. P., Nielsen, B. B., & Lings, I. (2013). Dynamic Capabilities and Performance: 
Strategy, Structure and Environment. Long Range Planning, 46(1–2), 72–96. https://doi.org/10.1016/ 
j.lrp.2012.12.001
Windrum, P., Schartinger, D., Rubalcaba, L., Gallouj, F., & Toivonen, M. (2016). The co-creation of 
multi-agent social innovations. European Journal of Innovation Management, 19(2), 150–166. https://
doi.org/10.1108/EJIM-05-2015-0033
Winter, S. G. (2003). Understanding dynamic capabilities. Strategic Management Journal, 24(10), 991–995. 
https://doi.org/10.1002/smj.318
World Economic Forum. (2016). The Global Competitiveness Report 2016–2017. World Economic Forum 
Reports 2016. https://doi.org/92-95044-35-5
Wright, M., Filatotchev, I., Hoskinsson, R. E., & Peng, M. W. (2005). Guest Editors’ Introduction Strategy 
Research in Emerging Economies: Challenging the Conventional Wisdom. Journal of Management 
Studies, 42(1), 1–33. https://doi.org/10.1111/j.1467-6486.2005.00487.x
Zahra, S. A., & George, G. (2002). Absorptive capacity: A review, reconceptualization, and extension. 
Academy of Management Journal, 27(2), 185–203.
Zahra, S. A., Sapienza, H. J., & Davidsson, P. (2006). Entrepreneurship and Dynamic Capabilities: 
A Review , Model and Research Agenda. Journal of Management Studies, 43(4), 917–955.
Zollo, M., & Winter, S. G. (2002). Deliberate Learning and the Evolution of Dynamic Capabilities. 
Organization Science, 13(3), 339–351.
Zoogah, D. B., Peng, M. W., & Woldu, H. (2015a). Institutions, resources, and organizational effectiveness 
in Africa. Academy of Management Perspectives, 29(1), 7–31. https://doi.org/10.5465/amp.2012.0033
Zoogah, D. B., Peng, M. W., & Woldu, H. (2015b). Institutions, resources, and organizational effectiveness 
in Africa. Academy of Management Perspectives, 29(1), 7–31. https://doi.org/10.5465/amp.2012.0033
Zoomers, A. (2010). Globalisation and the foreignisation of space: seven processes driving the current 
global land grab. Journal of Peasant Studies, 37(2), 429–447. https://doi.org/10.1080/03066151003595325
155
References

Summary in Dutch | Samenvatting

159
Summary in Dutch | Samenvatting
Inleiding: het belang van innovatie 
Op dit moment hebben de acht rijkste mensen ter wereld evenveel rijkdom als 
de onderste helft van de totale wereldbevolking. In Sub-Sahara Afrika leeft nog 
steeds 43% van de bevolking op minder dan $1.90 per dag. Deze aangrijpende 
cijfers laten zien dat op veel plekken in de wereld het vaak letterlijk van levens- 
belang is om te zoeken naar innovatieve wegen voor economische groei. 
Opvallend genoeg is onderzoek naar innovaties, in de zin van introductie van 
producten en productieprocessen die nieuw zijn voor de lokale markt, in minder- 
welvarende landen echter relatief schaars. Dit staat in schril contrast tot de 
hoeveelheid onderzoek naar innovaties in welvarende landen. De vraag is of de 
bestaande concepten en theorieën goed genoeg geëquipeerd zijn om toe te passen 
op het bevorderen van innovatie in minder rijke landen. Doet de specifieke context 
van landen die achterblijven in economische ontwikkeling ertoe? We weten 
namelijk dat de mate waarin de omgeving innovatie ondersteunt, vaak van 
invloed is op de innovatiekracht van bedrijven. Te denken valt aan de kwaliteit 
van de infrastructuur in een bepaalde regio, de aanwezigheid van kennispartners 
zoals hogescholen en universiteiten, de waarborging van eigendomsrechten en 
de economische en politieke stabiliteit in een land. In minder-welvarende landen 
zijn deze aspecten vaak van een beduidend ander niveau dan in welvarende 
landen of zelfs in het geheel afwezig. Dat genereert een hoge mate van onzekerheid 
die maakt dat ondernemers en bedrijven vaak op heel eigen wijze en creatief moeten 
opereren. Aangezien de context zo anders is in deze landen, is de bestaande kennis 
over innovaties die vooral is opgedaan voor de situatie van welvarende landen, 
in deze landen misschien niet direct toepasbaar of bruikbaar. Er is een lacune 
aan kennis over hoe bedrijven in de context van minder-welvarende landen 
functioneren en welke strategieën dan wel leiden tot meer innovaties. 
 Om deze lacune te helpen verminderen heb ik uitgebreid onderzoek gedaan 
naar innovatievaardigheden van bedrijven in verschillende minder-welvarende 
landen, variërend van Kenia tot Bangladesh. In het bijzonder heb ik gekeken hoe 
bedrijven omgaan met 1) het over algemeen lage kennisniveau van het personeel, 
2) het relatief lage kennisniveau in de samenleving 3) de hogere mate van 
onzekerheid en instabiliteit in de omgeving. Ik heb daartoe gebruik kunnen 
maken van zowel bestaande data van de Wereldbank alsook zelf verzamelde 
gegevens middels een survey die diezelfde Wereldbank speciaal voor ons 
project heeft gehouden. Verder heb ik in vier landen verschillende bedrijven 
bezocht en lokale ondernemers geïnterviewd. Hieronder licht ik de drie verrichte 
studies kort toe. 
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Drie empirische studies naar de innovatie-context  
van minder-welvarende landen
Ten eerste heb ik bestudeerd hoe het menselijk kapitaal (‘human capital’), oftewel 
de directe inzetbaarheid van aanwezige arbeidskrachten in het bedrijfsleven, 
van invloed is op innovatie in Sub-Sahara Afrika (hoofdstuk 2). Over het algemeen 
is er namelijk een gebrek aan adequate scholing en leermogelijkheden in de 
meeste landen in Sub-Sahara Afrika. Ik analyseer hoe bedrijven allerlei manieren 
hanteren om te compenseren voor dit tekort aan geschikt menselijk kapitaal in 
de omgeving. Bedrijven bieden het personeel bijvoorbeeld trainingen aan of 
geven het personeel tijd en gelegenheid om ook zelf ideeën te ontwikkelen die 
bruikbaar kunnen zijn voor het bedrijf. Uit een analyse van dertien landen in 
Sub-Sahara Afrika blijkt dat juist deze interne mechanismes belangrijker zijn 
om te innoveren dan dat we zouden verwachten uit onderzoek dat gedaan is in 
welvarende landen, waar doorgaans rechtstreeks het juist geschoolde personeel 
wordt geworven voor een vaak al bestaande research & development (R&D) 
afdeling. 
 Ten tweede heb ik geanalyseerd hoe niet alleen interne, maar ook externe 
kennis, dus de kennis die aanwezig is bij bijvoorbeeld consumenten, leveranciers 
en kennisinstituten, van invloed is op de creatie van bedrijfsinnovatie (hoofdstuk 
3). Het idee is dat deze externe partners gevraagd en ongevraagd het bedrijf van 
nieuwe informatie kunnen voorzien, die meteen of indirect door het bedrijf 
gebruikt wordt voor de ontwikkeling van nieuwe producten of het verbeteren 
van het productieproces. Dit wordt ook wel de ‘open innovatie strategie’ 
genoemd. Het probleem van minder-welvarende landen is echter dat het 
kennisniveau in de omgeving veelal lager is dan in welvarende landen en de 
infrastructuur om deze kennis te vergaren ook minder goed is ontwikkeld. Ik 
ben nagegaan of het ook in die specifieke context loont om op zoek te gaan naar 
externe kennis of dat de moeite die gepaard gaat met deze zoektocht misschien 
hoger is dan wat het oplevert aan innovatie. Mijn empirische onderzoek richtte 
zich daarbij op de landen Kenia, Tanzania, Oeganda, Ghana en Bangladesh. Uit 
het onderzoek dat ik heb verricht blijkt dat een open innovatie strategie 
inderdaad in veel gevallen niet lonend is. Sterker, het blijkt dat in regio’s waar 
zeer weinig externe kennis aanwezig is, de relatie tussen deze strategie en 
innovatie zelfs negatief kan zijn. Oftewel, het hanteren van een open innovatie 
strategie, wat in welvarende landen een beproefde methode is, heeft in sommige 
regio’s van minder-welvarende landen, juist een averechts effect. Het leidt tot 
mínder in plaats van meer innovatie. 
 Ten slotte heb ik gekeken naar de economische en sociale context waarin 
een bedrijf functioneert (hoofdstuk 4). Een complicerende factor voor bedrijven in 
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tal van minder-welvarende landen is dat veel van die landen een transitie door 
maken naar een markteconomie. Dat leidt in veel gevallen tot een toename van 
onzekerheid bij bedrijven. Bedrijven moeten daardoor bijvoorbeeld wennen aan 
de toename van de dynamiek en competitie in de markt. Om goed in te kunnen 
spelen op deze veranderingen en kansen te kunnen grijpen moeten bedrijven de 
omgeving als het ware lezen, kunnen scannen. Ze moeten ‘scanning capabilities’ 
ontwikkelen. Ik heb de onzekerheid en complexiteit in de omgeving in relatie tot 
de scanning-vaardigheden van bedrijven bestudeerd in Kenia, Tanzania en 
Oeganda. Als eerste heb ik gekeken naar de dynamiek van de industrie waarin 
een bedrijf actief is, aan de hand van de fluctuaties van de verkopen in een 
industrie. Hoe meer omzetfluctuaties, hoe onzekerder de omgeving, hoe meer 
een bedrijf geprikkeld zal worden om goede scanning-vaardigheden te 
ontwikkelen. Ten tweede heb ik bestudeerd hoe divers de leveranciersmarkt en 
het klantenbestand is in een industrie. Hoe hoger die heterogeniteit, hoe 
complexer het wordt om veranderingen in de omgeving te scannen, hoe meer 
een bedrijf geprikkeld wordt om scanning-vaardigheden te ontwikkelen. Het 
derde element waar ik naar gekeken heb ik is de mate van competitie. Hoe meer 
competitie, hoe noodzakelijker het is om goede scanning-vaardigheden te 
ontwikkelen. Ten slotte heb ik ook bestudeerd hoe bedrijven omgaan met de 
verborgen, informele competitie in hun industrie. De informele sector opereert 
voornamelijk ondergronds en is dus moeilijk te observeren. Dat kan leiden tot 
verhoogde onzekerheid die de noodzaak van scanningsvaardigheden laat 
toenemen. Uit mijn onderzoek komt naar voren dat in de drie genoemde landen 
de mate van heterogeniteit en formele competitie geen significant effect hebben 
op de scanning-vaardigheden van een bedrijf. Terwijl bedrijven die te maken 
hebben met veel fluctuaties in de omzet en veel informele competitie, juist een 
lager niveau hebben van scanning-vaardigheden. Anders gezegd, in de 
bestudeerde landen hebben bepaalde veranderingen in de omgeving niet een 
stimulerend, maar juist een verlammend effect op de bedrijven. Dit is precies de 
omgekeerde reactie van wat de gangbare managementtheorieën die zijn getest 
in welvarende landen, voorspellen. 
Conclusie
In dit proefschrift heb ik onderzocht hoe bedrijven in minder-welvarende 
landen, gegeven de  specifieke context waarin ze moeten opereren, in staat zijn 
om te innoveren. De context van deze landen is in een tal van opzichten 
significant anders dan de context waarin hightech bedrijven in welvarende landen 
tot innovaties kunnen komen. Alle drie de studies laten zien dat management-
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theorieën die van toepassing zijn in welvarende landen, een andere lading 
krijgen in minder-welvarende landen. Het bleek in sommige gevallen dat 
strategieën die in welvarende landen een positief effect hebben, in minder- 
welvarende landen juist een negatieve invloed kunnen hebben op de innovatie- 
capaciteit. Meer onderzoek is nodig om die specifieke omstandigheden nog 
beter te begrijpen en bestaande wetenschappelijke inzichten over innovatie die 
grotendeels gebaseerd zijn op welvarende landen verder aan te scherpen. Opdat 
hopelijk de dan opgebouwde wetenschappelijke kennis kan worden omgezet 
in aanbevelingen voor ondernemers en bedrijven in minder-welvarende landen 
over hoe ze slim en effectief kunnen inspelen op de vaak grote uitdagingen 
waarmee ze te maken hebben. 
 Veel van de lokale ondernemers met wie ik heb gesproken voor dit proefschrift 
gaven aan dat naast de specifieke lokale omstandigheden, ook ontwikkelingen 
op wereldniveau veel invloed hebben op hun mogelijkheden (hoofdstuk 5). 
Er werd dan met name gewezen op de competitie van goedkope, geïmporteerde 
producten uit China, het protectiebeleid dat welvarende landen hanteren, waardoor 
minder-welvarende landen beperkt worden in hun afzetmarkt en de beperkte 
mogelijkheden die minder-welvarende landen hebben om zelf bepaalde industrieën 
tijdelijk te beschermen. Het verdient aanbeveling om in vervolgstudies naast 
meer onderzoek naar de lokale omstandigheden, juist ook deze internationale 
aspecten verder te analyseren en te bezien hoe en in welke mate de specifieke 
omstandigheden beïnvloed worden door gebeurtenissen op wereldschaal. Om 
aldus meer inzicht te verschaffen in de mechanismes achter de ongelijke wereld 
die er op dit moment is en innovatieve wegen te vinden om armoede en oneerlijke 
ongelijkheid verder te bestrijden. 
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Dankwoord
Het schrijven van een proefschrift is als een pad met een begin- en eindpunt. 
Je slaat het in, wetend waar je naartoe gaat, maar je weet niet precies wat je 
onderweg zult tegenkomen. Nu ik het pad heb afgelegd, kan ik zeggen dat het 
een prachtige route was. Wat het vooral zo bijzonder maakte waren de vele 
mensen die mijn weg kruisten of soms een eind met me mee liepen. Hen wil ik 
hier dan ook graag voor bedanken. 
 Om te beginnen: Joris en Patrick, mijn promotoren. Jullie hebben me jullie 
perspectief op de academische wereld en jullie eigen loopbanen laten zien. Dank 
voor het vertrouwen in mij en voor het inzicht dat ik heb gekregen in het pad dat 
ik zelf wil volgen. 
 Tijdens het veldwerk in Kenia, Tanzania, Oeganda en Indonesië heb ik tal 
van gesprekken gevoerd met lokale ondernemers en contactpersonen. Zij lieten 
mij hun wereld zien en gaven een menselijk gezicht aan de cijfers over economische 
ontwikkeling. Op al deze reizen was Jaap mijn eigenwijze reisgezel; samen sloegen 
we ons door lastige interviews of redden we onszelf uit benarde situaties. Dank!
 En natuurlijk was het werken aan mijn proefschrift minder plezierig geweest 
zonder alle fijne collega’s. Bij de sectie Economie voelde ik me erg op mijn gemak, 
eerst als docent en later als promovenda. Esther-Mirjam bedank ik in het bijzonder: 
jij spoorde me aan om toch vooral te solliciteren naar een functie bij Economie. 
 De weg die je aflegt als je een dissertatie schrijft, is niet zonder hobbels en 
kuilen en mijn medepromovendi begrepen dat als geen ander. Dus relativeerden 
we het werken aan onze proefschriften met een dagelijkse portie pret op de 
TvA5 gang. Van koffie tot kamerborrel, de TvA5-gangers waren er bij, en zelfs 
voor eerste hulp bij ladder-panty’s kon ik bij ze aankloppen. En bijzonder blij 
was ik met mijn opeenvolgende kamergenoten tijdens mijn PhD-tijd, Marieke, 
Kim en natuurlijk Jacqueline, vanwege de heerlijke gesprekken over het leven 
op en naast de universiteit. Dank!
 Gaandeweg sprak ik ook steeds vaker met de geografen in TvA3, vanwege 
de interessante kruisbestuivingen tussen economische ongelijkheid en het belang 
van locatie. Rodrigo, dank voor het secuur lezen en editen van mijn proefschrift. 
Henk, dank voor alle mooie blik-verruimende gesprekken die we hebben over 
levenspaden, grenzen en wegen naar een eerlijke nieuwe wereld. Die hebben ook 
het proefschrift zeker goed gedaan. 
 Dit dankwoord is misschien een gekke plek om mijn vrienden te bedanken, 
want over de inhoud van mijn proefschrift sprak ik met hen maar zelden. Dat is 
eigenlijk maar goed ook, want er zijn zoveel andere belangrijke dingen in het 
leven en juist die andere zoektochten en inzichten deel ik met hen: Zeeuwen, 
tennis- en studievrienden, dank! En niet te vergeten, de ‘dinsdagvrouwen’: Inge, 
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Machteld, Marjoleine en Marleen, met wie ik gelukkig niet alleen op dinsdag, 
maar ook op andere dagen van de week lief en leed deel. 
 Het bewandelen van mijn weg was veel lastiger geweest zonder mijn ouders 
en zusjes. Dank papa en mama, voor alles wat jullie mij hebben laten zien. Jullie 
open blik, niet-oordelende houding en positieve kijk hebben mij enorm gesteund 
bij het zoeken van mijn weg. En zoals jullie al een keer mooi zeiden: je hoeft 
eigenlijk niet te zoeken, je bent al. 
 Mama, wat mooi dat je een schilderij hebt gemaakt over mijn proefschrift, 
genaamd ‘Grenzeloos’. Het schilderij prijkt op de voorkant van dit boek. 
 En lieve zussies, tevens mijn paranimfen, ook tijdens mijn promotie staan 
jullie er, aan elke zijde één. Symbolisch voor al jullie steun en toeverlaat en het 
plezier dat we samen hebben. 
 Het proefschrifttraject is ten einde. En dat voelt ook meteen als een heerlijk 
nieuw begin. Een mogelijkheid om nieuwe wegen in te slaan. Let’s hit the road. En 
het liefst met een funky tred!  
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The Road Not Taken
By Robert Frost
Two roads diverged in a yellow wood,
And sorry I could not travel both
And be one traveler, long I stood
And looked down one as far as I could
To where it bent in the undergrowth;
Then took the other, as just as fair,
And having perhaps the better claim,
Because it was grassy and wanted wear;
Though as for that the passing there
Had worn them really about the same,
And both that morning equally lay
In leaves no step had trodden black.
Oh, I kept the first for another day!
Yet knowing how way leads on to way,
I doubted if I should ever come back.
I shall be telling this with a sigh
Somewhere ages and ages hence:
Two roads diverged in a wood, and I—
I took the one less traveled by,
And that has made all the difference.
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