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1. Introduction
In this paper we study a class of directed graphs in which the determination of the arcs is related
to the formation of differences in a group G , written additively but not necessarily abelian; to be
more precise, given a normal subgroup H of G and a family {Sx,y} of subsets of G − {0} indexed
by pairs of elements in the quotient G/H , with Sx,y ⊆ y − x, we say that two elements x and y
from G form an arc xy if y − x ∈ Sx,y (when there is not risk of confusion about the subgroup H ,
x will denote the coset x+ H). Obviously, these digraphs have H as a group of automorphisms acting
semi-regularly on the vertices. In the undirected case, graphs admitting a group of automorphisms
acting semi-regularly on the vertices have been extensively studied, very specially when the graph
is strongly regular and when the number of orbits in the vertices is 2 or 3. Thus, Marušicˇ [15] and
de Resmini and Jungnickel [16] started investigating a particular kind of strongly regular graphs, the
strongly regular semi-Cayley graphs. More recently, Kutnar et al. [12] have studied the structure of
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kind of bi-Cayley graphs. Also Leung and Ma [13] worked in the bi-Cayley graphs, more precisely
in the partial difference triples, and they determined all possible parameters of a non-trivial partial
difference triple in a cyclic group.
One of the key tasks of this paper is to study what the necessary and suﬃcient conditions are
for a difference digraph to be a directed strongly regular graph. The notion of a directed strongly
regular graph (abbreviated DSRG) was ﬁrst introduced by Duval in [3] as a possible generalization of
classical strongly regular graphs to the directed case. Since the DSRGs depend on several parameters,
there has been a number of constructions oriented to obtain some inﬁnite families of DSRGs for
which there is an arithmetic relationship among the parameters; also, some sporadic examples are
known in the literature. Although the reader can ﬁnd a large number of papers treating aspects as
the existence, uniqueness, construction and structure of DSRGs for different values of the parameters
(see for example [3,5–10]), there is also a great number of DSRGs whose existence was undecided
(see [2, p. 872] or visit the internet address given in [18] where Hobart and Brouwer gave a more
exhaustive table of parameters, constructions and combinatorial parameter conditions for DSRGs.)
Let us brieﬂy describe the organization and principal ﬁndings of our paper. First, in Section 2,
we deﬁne the difference digraphs and the difference number; this number will give information about
the size of the subgroup H of automorphisms and hence about the symmetry of the graph. In some
sense, the difference number measures how near the graph is to being a Cayley graph. In Section 3, we
deﬁne the partial sum families (PSF for short); the search of PSFs has allowed us to obtain fourteen new
DSRGs that were reported as open cases in [2] and [18]. We obtain those DSRGs by using PSFs which
have been found with a computer-assisted search based in the hill-climbing method. Another tool
that we use to obtain PSFs (and hence DSRGs with a nice group of automorphisms) is the cyclotomy
of ﬁnite ﬁelds. With this method, we give an inﬁnite family of PSFs which generates 2-dimensional
DSRGs (that is, DSRGs in which the linear span of an adjacency matrix and the all-ones matrix is
closed under matrix product).
Appendices A–C collect the PSFs that generate the new DSRGs and also a variation of a PSF which
give rise to a directed strongly regular multigraph.
2. Difference digraphs
We will give now an alternative description of difference digraphs; the basic idea behind it is
quite simple: take a group G and a normal subgroup H in G and, for each coset x in G/H , select a
subset Ox of G − {0} and put Ox + x as the outer neighborhood of any element x ∈ G . This allows us
to give the following formalization:
Deﬁnition 2.1. Let G be a ﬁnite group of order n, and let H be a normal subgroup of G . Let Φ : G/H →
P(G − {0}) be a mapping. We call difference digraph induced by Φ to the digraph ΓG,H,Φ = (G, E)
such that xy ∈ E if y − x ∈ Φ(x).
When G and H are clear from the context, we will simply write ΓΦ for brevity, instead of ΓG,H,Φ .
If G is abelian (resp. cyclic), the difference digraph is said to be abelian (resp. cyclic or circulant).
Note that, since Φ takes images in P(G − {0}), then the digraph has no loops. We could extend
the concept to difference directed pseudographs by allowing the 0 in the images of Φ or to difference
directed multigraphs if repetitions are allowed in Φ(x), that is, if we consider multisubsets instead of
subsets. Although we will give in Appendix C an example of a PSF that generates a difference directed
multigraph whose parameters are the same of an undecided DSRG, in most of the paper we will not
consider directed pseudographs nor multigraphs.
Let us give now an equivalent deﬁnition, that was outlined in the Introduction, of difference di-
graphs.
Deﬁnition 2.2. Let G be a ﬁnite group, and let H be a normal subgroup of G . Let ϕ : G/H × G/H →
P(G − {0}) be a mapping such that
ϕ(x, y) ⊆ y − x ∀x, y ∈ G/H .
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ϕ(x, y).
Following the terminology introduced by Marusic in [15] in the undirected case, we will call to ϕ
a symbol of the digraph GG,H,ϕ .
Again, these digraphs have no loops because the images are in P(G − {0}).
As we did before, when there is no ambiguity about G and H we will put simply Gϕ instead
of GG,H,ϕ .
Observe that the complement and the reverse of GG,H,ϕ is again a difference digraph for the
same G and H . More speciﬁcally, the complement of GG,H,ϕ is GG,H,ϕc , where ϕc(x, y) = y − x −
{0} − ϕ(x, y), and the reverse of GG,H,ϕ is GG,H,ϕ← , where ϕ←(x, y) = −ϕ(y, x).
If we deﬁne, for each x ∈ G/H the set
Ox =
⋃
y∈G/H
ϕ(x, y), (1)
then it can be easily veriﬁed that xy ∈ E iff y − x ∈ Ox . So, if we take Φ : G/H → P(G − {0}) to be
deﬁned by Φ(x) = Ox , then it is easy to see that
ΓΦ = Gϕ. (2)
Reciprocally, given Φ as in Deﬁnition 2.1, if we deﬁne
ϕ(x, y) = Φ(x) ∩ y − x ∀x, y ∈ G/H,
then it holds that
Gϕ = ΓΦ. (3)
Thus, (2) and (3) show that the approaches presented in the two previous deﬁnitions are equivalent.
Each one of them has its own advantages, depending on the problem to be solved. For instance, the
question about the regularity of the digraph can be easily established in terms of the map Φ: the
digraph ΓΦ is out-regular iff all the Φ(x) have the same cardinality (a similar statement can be given
for the in-regularity by considering the reverse digraph). On the other hand, other questions such as
what the conditions are for a difference digraph to be strongly regular, which is one of the crucial
points in this paper, can be settled more easily and pleasantly by using the Gϕ .
The set Ox in (1) can be used to determine the outer neighborhood O (x) of any vertex x in G; in
fact, it is easy to prove that O (x) = Ox + x.
Analogously, we can deﬁne for each y ∈ G/H the set
I y =
⋃
x∈G/H
ϕ(x, y),
and it holds that xy ∈ E iff y−x ∈ I y . These I y determine the inner neighborhood I(y) of any vertex y
in G , because I(y) = −I y + y.
To illustrate the concept of difference digraph, let us consider the digraph in Fig. 1, which was
presented by Duval in [3] as an example of a directed strongly regular graph:
This digraph can be represented as a difference digraph over the cyclic group C6 with respect to
its subgroup of order 3, where Φ(0) = {1,2} and Φ(1) = {4,5}.
Let us pause here to clarify the relation of our deﬁnitions to previous works by other authors. As
we said in the Introduction, what we call difference digraphs have been amply studied when they
are undirected and the index of H in G is two or three. The description of the graphs that these
authors present ﬁts with a particular case of our difference digraphs: it corresponds to that in which
G is of the form H ⊕ Cn for some cyclic subgroup Cn of G . If we restrict ourselves to study digraphs
admitting H as a group of automorphisms that acts semi-regularly on the vertices, then this setting
is enough narrow to comprehend all these digraphs, as was shown, for instance, in [16, Lemma 2.1]
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or in [12, Proposition 2.1]. But if we are interested in the global algebraic properties of the group G
whose elements are the vertices of the digraph, then our approach will be more suitable.
In some sense, Deﬁnition 2.1 generalizes Cayley digraphs, because Γ = Cay(G; S) can be con-
structed as the difference digraph ΓG,G,Φ with Φ(0) = S . On the other hand, it can be shown that
every digraph is a difference digraph: let us take an arbitrary digraph D = (V , E) and deﬁne a group
structure on V (for example, V can be equipped with the structure of a cyclic group); let us take H
to be the trivial subgroup {0}. Now, deﬁne ϕ : V /H × V /H → P(V − {0}) to be
ϕ(x, y) =
{ {y − x} if xy ∈ E ,
∅ in other case. (4)
It is easy to see that for this map ϕ it holds that Gϕ 
 D . This way of identifying a given digraph with
a difference digraph is not handy nor eﬃcient, because the group of automorphisms acting on the
vertices reduces to the identity, and hence this representation of the digraph does not give a suﬃcient
account of the real symmetry of the digraph; sometimes this is the most we can get (for instance,
when the graph is asymmetric), but it is much more desirable to have a group of automorphisms as
large as possible. One way to guarantee this is to take H as a large subgroup of G; in the extreme case
when H = G , the difference digraphs are exactly the well-known and largely studied Cayley digraphs.
This observation leads us to give a measure of how near a digraph is to being a Cayley digraph. Thus,
we deﬁne the difference number of a digraph D = (V , E) as the minimum integer d such that D
can be represented as a difference digraph Gϕ with respect to a group G and a subgroup H with
|G : H| = d. It will be denoted by D(D).
3. Partial sum families
It is interesting to apply the general theory of difference digraphs to the study and construction of
some particular classes of digraphs. This is what we will do in this section with respect to directed
strongly regular graphs.
Recall [3, (1.3) and (1.4)] that a (v,k,μ,λ, t)-DSRG is a digraph with v vertices whose adjacency
matrix A satisﬁes
(i) A J = J A = k J ,
(ii) A2 = t I + λA + μ( J − I − A),
where I and J denote the identity and the all-ones matrix, respectively. Condition (i) in the deﬁnition
means that the digraph is k-regular, and condition (ii) means that, for any two vertices u and v , the
number of u–v paths of length 2 depends only on which one of the following conditions holds: u and
v are equal, u and v are different and uv is an arc or u and v are different and uv is not an arc.
In the next proposition we characterize the difference digraphs that are strongly regular. We use
the following notation: if S and T are two subsets of a group (G,+), then S + T does not represent,
as is usual, the set of all sums of elements of S and T , but the corresponding multiset in which the
multiplicity of every element is the number of ways it can be decomposed as s + t , with s ∈ S and
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thus a multiset itself. Also, λS represents the union of λ copies of S .
Proposition 3.1. If Gϕ = (G, E) is as in Deﬁnition 2.2, then Gϕ is a (v,k,μ,λ, t)-DSRG iff it satisﬁes
(i) |G| = v and |Ox| = |Ix| = k for all x in G/H.
(ii)
⋃
z∈G/H (ϕ(z, y) + ϕ(x, z)) = t({0} ∩ y − x) ∪ λϕ(x, y) ∪ μ(y − x− {0} − ϕ(x, y)) for all x, y ∈ G/H.
Proof. Obviously, k-regularity of Gϕ is equivalent to the second part of condition (i) and, as we will
prove next, the condition on the number of paths of length 2 is equivalent to (ii).
Let x, y be in G . We will prove that the number∣∣{z ∈ G ∣∣ z − x ∈ ϕ(x, z), y − z ∈ ϕ(z, y)}∣∣
is the number of times that y − x can be expressed as u + v with u ∈ ϕ(z, y) and v ∈ ϕ(x, z) for
some z in G/H .
First, suppose that z − x ∈ ϕ(x, z) and y − z ∈ ϕ(z, y) for a given z. Let v = z − x and u = y − z.
Now, it holds that y − x = u + v and u ∈ ϕ(z, y), v ∈ ϕ(x, z). Besides, to different values of z there
correspond different values of u (and v). Reciprocally, let us suppose that y − x = u + v , with u ∈
ϕ(z, y) and v ∈ ϕ(x, z) for some z in G/H . Let z = −u + y = v + x. Then, z − x ∈ ϕ(x, z) and y − z ∈
ϕ(z, y), as desired. 
A family of subsets {Sx,y} indexed by pairs of elements of the quotient G/H verifying the two
conditions in the previous proposition for ϕ(x, y) = Sx,y will be called a (v,k,μ,λ, t)-partial sum
family, or simply a partial sum family if we do not specify the parameters. Note that for the case
that the graph obtained is undirected and the index of H in G is two, De Resmini and Jungnickel
coined the term partial difference triples in [16] to refer to these families; of course, since they
considered undirected graphs, they formulated the concept in terms of differences instead of sums.
Observe also that when the obtained graphs are undirected and H = G , that is, when they are Cayley
graphs, the concept of partial sum family becomes the well-known one of partial difference set (for a
survey about partial difference sets we refer to [14]). Also, partial sum families that generate Cayley
digraphs that are DSRGs (obviously, on non-abelian groups) were considered by Duval and Iourinski
in [4, Proposition 2.3], although they did not name them in any particular manner.
It is easy to see that, if S = {Sx,y} is a PSF, then the family Sc = {Scx,y}, where Scx,y = y − x−{0}−
Sx,y is also a PSF. We will call it the complement of S.
For brevity in the description, sometimes we will present the PSFs by giving the sets {Tx} deﬁned
by Tx =
⋃
y∈G/H Sx,y . This resembles the determination of the associated digraphs in terms of the
mapping Φ .
Partial sum families can also be characterized in terms of group rings. In the next proposition,
whose proof is trivial and will be omitted, we will consider the group ring Z[G] of the group G and
will identify, as is usual to do, subsets of G with the sum in Z[G] of their elements (and multisubsets
of G with combinations in Z[G] of elements in G in which the coeﬃcient of any element is its
multiplicity in the multisubset).
Proposition 3.2. A family {Sx,y} of subsets of a group G is a (v,k,μ,λ, t)-partial sum family iff the two
following conditions are satisﬁed:
(i) All the sets Tx =
⋃
y Sx,y and T
′
y =
⋃
x Sx,y have cardinality k.
(ii)
∑
z Sz,y Sx,z = tδx,y{0} + λSx,y + μ(y − x − δx,y{0} − Sx,y) for every x, y ∈ G/H, where δx,y is the
Kronecker delta.
It can be easily seen that the identities in the second condition of the proposition are a simple re-
statement of part (ii) of Proposition 3.1 (note that the product in the group ring Z[G] of two elements
x and y of the group G is in fact the sum of x and y in G).
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ﬁnite ﬁelds, and the second one is based in the application of the hill-climbing method.
To get some background in cyclotomy one can consult [1] or [17]; nonetheless, we will give next
the basic concepts.
Let Fq be a ﬁeld of order q, and consider its multiplicative group F∗q . Put q − 1 = ef and let θ
be a primitive root of Fq . Let H = {θke | k = 0,1,2, . . . , f − 1} be the subgroup of F∗q formed by the
e-th powers, and let Ci = θ i H with i = 0, . . . , e − 1 be the multiplicative cosets of H in F∗q ; these Ci
are called the cyclotomic orbits, and e is the order of the cyclotomy. If we identify each cyclotomic
orbit Ci with the sum of its elements in the group ring Z[G], where G is the additive group of Fq ,
then it is well known that there exist non-negative integers α(i, j,k) such that CiC j =∑k α(i, j,k)Ck;
the coeﬃcient α(i, j,k) can be interpreted as the number of ways in which any element of Ck can be
written as a sum of an element in Ci and an element in C j ; in fact, one of the most important aims
of the cyclotomy is to determine, for ﬁxed i, j and k, the value of α(i, j,k). To do this, it is suﬃcient
to determine, for given r and s, the number of solutions (w,u) of the equation 1 + θew+r = θeu+s;
this number is known in the literature as the cyclotomic number (r, s). It is easy to see that α(i, j,k)
is equal to the cyclotomic number ( j − i,k − i). The two following well-known properties of the
cyclotomic numbers will be needed for our purposes. The ﬁrst one is that (i, j) = (−i, j − i) for every
i and j, and the second one is that the following identity holds:
∑
i
(i, j) =
{
f − 1 if j = 0,
f in other case.
(5)
Now, our result goes as follows:
Proposition 3.3. Let Fq be a ﬁeld of order q, with q − 1 = ef , and consider the cyclotomy of order e. Let
de be a multiple of e. Then, if we consider the group U = Cde × G, where Cde is the cyclic group of order de
and G is the additive group of Fq, and the subgroup H = {0} × G, we have that the family {S(i,0),( j,0)} with
S(i,0),( j,0) = ( j − i) × Ce− j−1 is a PSF in the group U with respect to the subgroup H.
Proof. In view of Proposition 3.2, it suﬃces to develop, for arbitrary i and j in Cde , the sum∑
k S(i,0),(k,0)S(k,0),( j,0) in Z[U ] and check that it has the adequate form (taking into account that,
since i and j are well deﬁned modulo de, also are deﬁned modulo e, and hence it makes sense to use
them in the subindexes of the cyclotomic orbits). The mentioned sum is equal to∑
k
(
(k − i) × Ce−k−1
)(
( j − k) × Ce− j−1
)
,
and it can be put in the form ai, j(( j − i) × {0}) +∑e−1s=0 bi, j,s(( j − i) × Cs) for some non-negative
integers ai, j and bi, j,s . First, observe that ai, j = df , because there are d values of k modulo de such
that Ce−k−1 = {−x | x ∈ Ce− j−1}. On the other hand, bi, j,s is equal to ∑k∈Cde (e − k − 1, e − j − 1, s),
which can be expressed as a sum of cyclotomic numbers as
∑
k∈Cde (k − j, s + k + 1). This last sum
equals
∑
k∈Cde ( j − k, s + j + 1). Now, since the sum in k cycles over Cde , then its value is equal to
d
∑e−1
k=0( j − k, s + j + 1), and this last expression equals df − d if s = − j − 1 and df in other case.
Thus, we have shown that∑
k
(
(k − i) × Ce−k−1
)(
( j − k) × Ce− j−1
)
= (df − d)S(i,0),( j,0) + df
((
( j − i) × G)− S(i,0),( j,0)). 
The DSRG obtained with the construction of the previous proposition has parameters v =
de(ef + 1), k = def , μ = df , λ = df − d, t = df . Observe that its parameters satisfy t = μ, which
is reﬂected in the fact that two of the summands in the right-hand side of the identities in part (ii)
of Proposition 3.2 merge in one. Directed strongly regular graphs with t = μ have aroused a special
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parameters have the same form that the ones of Proposition 3.3 (but with ef + 1 not necessarily a
prime power) was already obtained by using other techniques by Godsil et al. in [6, Corollary 6.9].
The main difference in our approach is that we focus our construction in the existence of an appropri-
ate group of automorphisms. Duval and Iourinski pointed out also in the direction of obtaining DSRG
with given groups of automorphisms in [4], where they found a family of DSRGs that were also Cayley
digraphs and that ﬁts with the particular case of our parameters when d = 1. The digraphs obtained
by Duval and Iourinski have the nice property that, when interpreted as difference digraphs, they
correspond to subgroups of index 1, that is, their difference number is 1, while in our construction
the index of the subgroup is de. But, on the other hand, in their construction the groups that they
managed were non-abelian (non-surprisingly, because it is well known that there exist no DSRGs that
are not undirected and that are Cayley digraphs on abelian groups [10, Theorem 3.3]), while in our
construction the groups are abelian (more precisely, a product of a cyclic group and an elementary
abelian one).
We have used a random restart hill-climbing algorithm to obtain some (v,k,μ,λ, t)-partial sum
families with v  45 that generate new DSRGs whose existence was undecided. First, given a group G
and a subgroup H of index m, we have generated randomly a family {Tx} formed by m subsets of
G − {0} of order k, which in turns determine a family S = {Sx,y} that generates a difference digraph
outregular of degree k. We have also introduced a measure, that will be described next, of how far a
family S = {Sx,y} is from being a (v,k,μ,λ, t)-partial sum family with respect to G and H . In what
follows, if s is in G and (x, y) is in G/H ×G/H , then rx,y(s) will denote the number of ways in which
s can be expressed as a sum of an element in Sz,y and an element in Sx,z for some z in G/H . The
mentioned measure is given by an unﬁtness function that assigns to the family S the value
U (S) =
∑
y∈G/H
(∣∣∣∣
⋃
x∈G/H
Sx,y
∣∣∣∣− k
)2
+
∑
x∈G/H
(
rx,x(0) − t
)2
+
∑
x,y∈G/H
[ ∑
s∈Sx,y
(
rx,y(s) − λ
)2 + ∑
s∈y−x−{0}−Sx,y
(
rx,y(s) − μ
)2]
.
The ﬁrst summand gives account of how much the PSF disagree of satisfying condition (i) in Propo-
sition 3.1. The other two ones are related to condition (ii) in the same proposition. The unﬁtness
function is ﬁrst evaluated for the initial family S obtained from the family {Tx} that was randomly
generated, and evolves in such a way that we try sequentially all substitutions of an element of Tx by
an element not in Tx and evaluate the unﬁtness function in each one of the cases. When the unﬁt-
ness U (S′) obtained for the transformed family {T ′x} is less than the value obtained for the original
family {Tx}, we replace {Tx} by {T ′x} and repeat all the process. If at any point we obtain U (S) = 0,
then we stop, because in this case we have obtained a PSF with the desired parameters. If, on the
contrary, we get to a situation where, under all possible changes in one element of one of the sets
the unﬁtness function does not diminish, then we choose again randomly an initial family {Tx} and
repeat the whole process. We do this a number nmax of times.
We have used our algorithm to obtain some sporadic PSFs with v  45 that give DSRGs whose
existence was undecided. In a survey about directed strongly regular graphs [2, p. 868], Brouwer and
Hobart gave a table in which they analyzed the existence of DSRGs with v  32. That table was
enlarged to v  110 in [18]. By performing a search of PSFs in cyclic groups we have obtained 14
difference digraphs with respect to subgroups of index from two to ﬁve that correspond to undecided
DSRGs. The corresponding sets Tx associated to them are listed in Appendix A. Besides, for the pa-
rameters of two of the found PSFs ((32,9,3,1,6) and (32,10,3,3,7)), we obtained also by using our
algorithm two PSFs in the group C4 × C32 with respect to the subgroup C42 , showing thus that the
difference number of the associated difference digraphs is two. These PSFs are listed in Appendix B.
Summarizing, we have searched for PSFs with v  45. In this range of values for v , in [18] there
were 62 open cases (up to complementation, that is, there were 124 cases that really reduce to 62).
From these 62 DSRGs, 14 of them have been found to exist by using the PSFs obtained with our
hill-climbing algorithm.
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repetitions in the elements of the sets Φ(x) (equivalently, in the elements of the sets ϕ(x, y)), so that
we obtain directed multigraphs.
Also, the deﬁnition of directed strongly regular graph can be extended to directed multigraphs, by
letting the entries in the matrix A in the deﬁnition of DSRG to be arbitrary non-negative integers.
We will call these structures directed strongly regular multigraphs. It can be easily shown that the
conditions for a difference directed multigraph to be a directed strongly regular multigraph are the
same as the ones stated in Proposition 3.1, where now the ϕ(x, y) are multisets. By using our hill-
climbing method with the obvious modiﬁcations of admitting repetitions in the initial family {Tx}
and in the improved modiﬁed families, we have found a PSF, which is listed in Appendix C, in a cyclic
group with respect to a subgroup of index 2, that generates a directed strongly regular multigraph
with the same parameters (40,18,8,8,12) as the ones of an undecided DSRG listed in [18]. It is an
interesting question to know if this is the most one can get or if, on the contrary, there exists a DSRG
with these parameters.
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Appendix A. Partial sum families in cyclic groups
Two blocks:
(v,k,μ,λ, t) Blocks
(30,13,6,5,8) {4,5,6,7,10,11,16,17,22,23,24,28,29}, {1,2,7,8,12,13,14,18,19,20,23,25,26}
(34,14,6,5,12) {1,4,6,7,8,11,14,17,19,20,26,28,30,33}, {2,10,12,16,17,18,19,22,23,24,27,31,32,33}
(34,15,7,6,9) {8,10,11,12,13,15,16,17,18,19,21,22,23,24,26}, {1,2,4,6,7,9,14,17,20,25,27,28,30,32,33}
(40,17,8,6,11) {1,2,6,8,9,11,16,19,20,21,25,26,31,32,35,36,38}, {1,4,5,9,12,14,18,19,20,22,24,28,29,31,
34,35,39}
Three blocks:
(v,k,μ,λ, t) Blocks
(27,10,4,3,6) {5,10,12,13,17,19,20,24,25,26}, {5,6,8,13,14,15,16,17,22,25}, {1,2,3,10,11,13,14,21,22,23}
(33,11,4,3,4) {3,4,5,12,13,14,18,23,27,31,32}, {1,5,9,10,14,15,16,23,24,25,29}, {1,2,5,6,10,19,20,21,29,
30,32}
(39,10,3,1,6) {4,6,9,11,13,26,28,30,33,38}, {4,8,10,11,12,14,16,18,21,27}, {1,3,15,19,20,22,24,29,36,38}
(42,14,5,4,5) {9,12,17,19,20,22,25,28,33,35,36,37,38,40}, {2,4,6,14,16,18,20,22,24,28,30,32,38,40}, {1,3,
5,13,15,17,19,21,23,27,29,31,37,39}
(45,14,4,5,6) {1,3,4,5,6,17,22,25,26,28,29,38,39,42}, {2,7,9,11,16,18,20,25,27,29,34,36,38,43}, {1,12,17,
20,21,23,24,33,34,37,40,41,43,44}
Four blocks:
(v,k,μ,λ, t) Blocks
(28,7,2,1,2) {2,6,11,15,17,21,24}, {1,5,10,14,16,20,23}, {4,6,13,14,19,22,26}, {3,8,12,14,18,21,27}
(32,9,3,1,6) {8,9,14,20,21,24,26,27,31}, {1,2,6,14,21,23,27,28,30}, {4,6,8,10,11,17,21,24,31}, {1,2,5,6,
11,12,18,26,31}
(32,10,3,3,7) {2,4,8,11,15,19,23,24,26,28}, {2,3,4,5,6,18,19,21,28,30}, {3,6,7,8,12,20,24,27,30,31}, {1,2,
3,12,14,17,19,20,26,30}
(44,10,2,3,4) {5,13,15,21,22,27,28,30,36,38}, {8,10,16,17,22,23,25,31,33,39}, {2,4,6,10,23,27,31,33,37,40},
{10,12,18,20,24,27,32,33,35,41}
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(v,k,μ,λ, t) Blocks
(35,8,2,1,4) {6,10,14,28,30,31,32,34}, {4,5,6,12,25,27,29,33}, {1,3,7,14,16,18,22,29}, {15,19,21,23,24,28,
29,31}, {4,14,16,18,20,21,23,28}
Appendix B. Partial sum families in C4 × C32
(v,k,μ,λ, t) Blocks
(32,9,3,1,6) {(0,1,1,1), (1,0,0,1), (1,0,1,0), (1,1,0,1), (1,1,1,0), (2,0,0,0), (2,0,0,1), (2,0,1,1), (2,1,0,1)},
{(0,0,0,1), (0,0,1,0), (0,1,1,0), (1,0,1,1), (1,1,1,0), (2,0,1,0), (2,1,1,1), (3,0,1,0), (3,1,1,1)}
(32,10,3,3,7) {(0,0,0,1), (0,0,1,1), (0,1,0,0), (0,1,0,1), (1,1,0,1), (1,1,1,0), (2,0,0,1), (2,0,1,0), (3,0,0,1),
(3,0,1,0)}, {(0,0,1,1), (0,1,1,1), (1,0,0,0), (1,0,0,1), (2,0,0,0), (2,1,0,1), (2,1,1,0), (2,1,1,1),
(3,0,0,0), (3,0,0,1)}
Appendix C. A partial sum family that generates a directed strongly regular multigraph
(v,k,μ,λ, t) Blocks
(40,18,8,8,12) {1,4,5,9,9,12,13,16,17,21,24,25,27,28,32,33,36,38}, {2,5,6,8,13,14,17,18,19,22,25,26,29,
31,31,33,34,37}
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