Abstract. The JUnit testing tool is widely used to support the central XP concept of "test first" software development. While JUnit provides Java classes for expressing test cases and test suites, it does not provide or proscribe per se any guidelines for deciding what test cases are good ones for any particular class. We have developed a method for systematically creating complete and consistent test classes for JUnit. Called JAX (for Junit Axioms), the method is based on Guttag's algebraic specification of abstract data types. We demonstrate an informal use of ADT semantics for guiding JUnit test method generation; the programmer uses no formal notation other than Java, and the procedure meshes with XP test-as-design principles. Preliminary experiments show that informal JAX-based testing finds more errors than an ad hoc form of JUnit testing.
Motivation and background
Regression testing has long been recognized as necessary for having confidence in the correctness of evolving software. Programmers generally do not practice thorough tool-supported regression testing, however, unless they work within a significant industrial framework. JUnit [1, 2, 3] was developed to support the "test first" principle of the XP development process [4] ; it has had the side effect of bringing the benefits of regression testing to the average programmer, including independent developers and students. JUnit is small, free, easy to learn and use, and has obtained a large user base in the brief time since it's introduction in the XP community. Given this audience, we will not go into any detail about its structure and usage. JUnit and its supporting documentation are available at http://www.junit.org .
The basic JUnit testing methodology is simple and effective. However, it still leaves software developers to decide if enough test methods have been written to exercise all the features of their code thoroughly. The documentation supporting JUnit does not prescribe or suggest any systematic methodology for creating complete and consistent test suites. Instead it is designed to provide automated bookkeeping, accumulation, and execution support for the manner in which a programmer is already accustomed to developing test suites.
We have developed and experimented with a systematic test suite generation method we call JAX (for Junit Axioms), based on Guttag's algebraic semantics of Abstract Data Types (ADTs) [5, 6, 7] . Following the JAX method leads to JUnit test suites that completely cover the possible behaviors of a Java class. Our approach is simple and systematic. It will tend to generate more test methods than a programmer would by following the basic JUnit practice, but our preliminary experiments show this extra work produces test suites that are more thorough and more effective at uncovering defects.
We refer to JAX as an informal formal method because, while it is based in the formal semantics of abstract data types, the Java programmer and JUnit user need use no formalisms beyond Java itself to take advantage of the guidance provided by the method. Our early experiments have been with this informal application of JAX. There are ways to automate the method at least partially, but they require more reliance on formal specs [8, 9] .
Related work on formal spec-based testing
The methods we are pursuing for automating JAX are similar to those of DAISTS [8] and Daistish [9] . The DAISTS system used Guttag's algebraic specification of abstract data types to write a test oracle for an ADT implemented in a functional language (SIMPL-D). Daistish expanded the work of DAISTS into the objectoriented domain (for C++) by solving problems related to object creation and copying that were not found in functional languages. Daistish automated the creation of the test oracle, leaving the programmer to write axiomatic specifications and test points.
ASTOOT [10] is a related system for testing based on formal specifications. ASTOOT uses a notation similar to Parnas' trace specs [11, 12] instead of algebraic ADT semantics. This work was presented in the context of the language Eiffel, and has not been carried forward into commercial quality tools. We also think the use of the functional notation of algebraic ADT axioms is an advantage over the trace spec approach; such axiom can be expressed in a functional programming language (we give our examples in ML) giving executable specs.
Larch [13, 14, 15 ] is another research effort in which formal program specs are used to gain leverage over software problems. In Larch, program specifications have a portion written in Guttag's functional style, along with a second portion written to express semantic-specific details for a particular programming language. A significant body or work exists on using Larch for program verification, supported by automated theorem provers. We do not know of any testing methodologies based on Larch specs however.
Structure of the report
In the following sections we first present a brief explanation of algebraic specifications of abstract data types, and why they are appropriate as formal semantics for objects. Following that we show how to use ADT specs manually to systematically develop a consistent and complete JUnit test class. We then discuss our preliminary experiments with several ADT implementations and the comparison of the number of errors found with JAX versus without. We conclude with a discussion of how the method meshes with the XP test-as-design principle.
Algebraic Specification of ADTs
The raison d'etre of JAX is to apply a systematic discipline to the otherwise informal (and possibly haphazard) process of creating effective test methods in JUnit test classes. A class to be developed is treated as an ADT (abstract data type), and the formal algebraic specification [5, 6, 7] of this ADT is then used as a guide to create a complete and consistent set of test methods. Guttag's work is fundamental and, we think, underused in modern software methodologies; for this contribution he was recently recognized as a software pioneer along with Dijkstra, Hoare, Brooks, Wirth, Kay, Parnas, and others [16] . We present here a brief summary of algebraic ADT semantics before we more fully explain JAX.
Note that the ADT formalism explained here is used as an intellectual guide for developing tests. Effective use of these ideas requires only Java, so the reader should not be overly concerned with the specific formalisms and notations shown.
An ADT is specified formally as an algebra, meaning a set of operations defined on a set of data values. This is a natural model for a class, which is a collection of data members and methods that operate on them. The algebra is specified in two sections: the syntax, meaning the functional signatures of the operations; and the semantics, meaning axioms defining the behavior of the operations in an implementationindependent fashion. For example, consider BST, an ADT for a bounded stack of elements (of generic type E). The operation signatures are new: int --> BST push:
BST x E --> BST pop:
BST --> BST top:
BST --> E isEmpty: BST --> bool isFull: BST --> bool maxSize: BST --> int getSize: BST --> int
In object-oriented terms, operation signatures correspond to the interfaces of the methods for a class. In Guttag's notation, ADT operations are considered functions in which the state of the object is passed in as a parameter, and the altered object state is passed back if appropriate. The operation push(S,a) in Guttag's ADT notation would thus corresponds to a method S.push(a) for a specific object S of this class. In this example, new is a constructor that takes an integer (the maximum size of the bounded stack) and creates a BST that will hold at most that many elements. The push operation takes an E element and a BST (an existing stack) and adds the element to the top of the stack; though it has not yet been so specified, we will define the semantics to reflect our desire that pushing an element on a full stack does nothing to the state of the stack -effectively a noOp. Operation maxSize returns the bound on the stack (which is the parameter given to new); operation getSize tells how many items are currently in the stack. Operation isFull exists for convenience; it tells if there is no room in the stack for any more elements and can be done entirely with maxSize and getSize. The remaining operations behave as would be expected for a stack.
The semantics of the operations are defined formally with axioms that are systematically generated from the operation signatures. To do so, we first divide the operations into two sets: the canonical operations 1 , and all others. Canonical operations are those needed to build all elements of the type; these necessarily are a subset of the operations that return an element of the type. In this example, there are only three operations that return BST (new, push, pop), and the canonical operations are {new, push}. This implies that all elements of type BST can be built with new and push alone. Any BST that is built using pop can also be built with a simpler sequence of operations consisting only of new and push; for example, the stack produced by push(pop(push(new(5),a)),b) using pop is equivalent to the stack produced by push(new(5),b) not using pop.
Once a set of canonical operations is identified 2 , one axiom is written for each combination of a non-canonical operation applied to the result of a canonical operation. This is a form of induction. We are defining the non-canonical operations by showing what they do when applied to every element of the type; we obtain every element of the type by using the output of the canonical operations as arguments. For example, considering the bounded stack ADT, one axiom is for pop(new(n)) and another is for pop(push(S,a)).
With 2 canonical constructors and 6 non-canonical operations, we write a total of 6*2 = 12 axioms. These combinations generate mechanically the left-hand sides of the axioms; specifying the right-hand sides is where design work happens and requires some thought. An axiom is thought of as a re-writing rule; it says that the sequence of operations indicated on the left-hand side can be replaced by the equivalent (but simpler) sequence of operations on the right-hand side. For example top(push(S,x) = x // ok for normal stack but not for bounded stack pop(push(S,x)) = S // ok for normal stack but not for bounded stack are two axioms for normal stack behavior. The first specifies that if an element x is pushed on top of some stack S, then the top operation applied to the resulting stack will indicate x is on top. The second says that if an element x is pushed onto some stack S, then the pop operation applied to the resulting stack will return a stack that is equivalent to the one before the push was done. For a bounded stack the proper behavior is slightly more complicated:
top(push(S,x)) = if isFull(S) then top(S) else x pop(push(S,x)) = if isFull(S) then pop(S) else S
This says that if we push an element x onto a full stack S, then nothing happens, so a following pop will be the same as popping the original stack S; if S is not full, then x goes on and then comes off via the following pop; similar reasoning applies to top.
For those readers interested in more details, the full set of ADT axioms for BST is given in Appendix A. For JAX, the lesson to carry into the next section is that class methods can be divided in two groups (canonical and non-canonical) and that combining one non-canonical method applied to one canonical will define one axiom… and hence one test method for a JUnit test class, as will see.
Informal Formality: Manual JAX
Once the ADT axioms have been specified for the target class, we can systematically construct a corresponding JUnit test class. In summary, the steps are:
1) design the method signatures for the Java class to be written (the target class) 2) decide which methods are canonical, dividing the methods into 2 categories 3) create the left-hand sides (LHS) of the axioms by crossing the non-canonical methods on the canonical ones 4) write an equals function that will compare two elements of the target class (to compare two BSTs in our example) 5) write one test method in the test class for each axiom left-hand side, using the abstract equals where appropriate in the JUnit assert calls. The last two steps are the keys. The papers explaining JUnit provide examples where each method in the target class causes creation of a corresponding method in the test class. JAX calls for creation of one test class method for each axiom.
The first level of informality enters the method here. We do not need to write out the axioms completely in the ML formalism (or any other formal notation). Rather, all we need is the left hand sides of the axioms -the combinations of the noncanonical methods applied to the canonical ones. The programmer will create the right-had side behavior en passent by encoding it in Java directly in the methods of the corresponding JUnit test class. The formal ADT semantics tell us which method combinations to create test for, but we flesh out the axiomatic behavior directly in JUnit. For example, consider this BST axiom:
pop(push(S,e)) = if isFull(S) then pop(S) else S
The right-hand side gives a behavior definition by showing the expected outcomes when the method calls on the left-hand side are executed. The "=" equality that is asserted between the method sequence on the left and the behavior on the right is an abstract equality; in this case, it is equality between two stacks. To check this equality the programmer must supply a function for deciding when two stacks are equal, which is the function from item (4) in the list above. In this case, we get a method called testPopPush() in the JUnit test class for BST: // now has one elt assertTrue( stackA.equals(stackB) ); // expect true } Note that this test method has a section for each part of the right-hand side behavior. In this example, the axiom was written first for illustrative purposes. In a fully informal JAX application, the programmer may well have invented appropriate behavior as she wrote the JUnit code and never expressed the right-hand side of the axiom any other way.
JAX is clearly going to generate more test methods, but they are systematically generated and together cover all possible behaviors of the ADT. Consistent and complete coverage of the target class behavior is guaranteed by the proof that the axioms formally define the complete ADT semantics [5] .
A Note on the Importance of 'Equals'
In addition to writing the test classes for the axiom combinations, the tester must write an "equals" function to override the built in method on each object. This must be an abstract equality test, one that defines when two objects of the class are thought of being equal without respect to unimportant internal storage or representational issues. This gives us something of a chicken-and-egg problem, as this abstract equals is used with JUnit assert methods to indicate the correctness of the other methods of the target class. It is important, therefore, that the tester have confidence in the correctness of equals before trying to demonstrate the correctness of the other methods. We follow a procedure where the test methods are generated for equals like for other methods, by applying it to objects generated by the various canonical operations of the target class. In this example we wrote and populated the JUnit test methods testNewNewEquals() testNewPushEquals() testPushNewEquals() testPushPushEquals() and run them first. This has the effect of checking the canonical operations for correct construction of the base elements on which the other methods are tested, as well as checking equals for correct comparisons. Doing the extra work to structure these tests and including them in the regression suite allows changes in the constructors to be checked as the target class is evolved. Given the introspective nature of the equals tests, the programmer may wish to create them as a separate but related JUnit test class rather than bundling them into the same test class as the other test methods. The JUnit suite can then be used to bundle the two together into a full JAX test for the target class.
Preliminary Experimental Results
We have run several experiments to gauge the effectiveness of the JAX methods. While these early studies were not fully controlled experiments, we think the results are encouraging enough to continue with more extensive and controlled experiments. We coded several non-trivial ADTs in Java and tested each two ways:
• basic JUnit testing, in which one test-class method is generated for each method in the target class • JAX testing, in which one test-class method is generated for each axiom in the ADT specification.
Each of the preliminary experiments involved two students (author and tester). For each ADT tested, the tester wrote axioms as specifications of the target class. The axioms were given to the author, who wrote Java code to implement the class. While the author was writing the source class, the tester wrote two test classes --one structured according to basic JUnit testing methodology, and the other structured according to the JAX methodology. After the author completed the source code for the target class the tester ran each JUnit test collection against the source class, and recorded the number of errors found in each. In each case the source class was the same, so the sole difference was the structure and number of the test methods in the test class. Over the course of the studies we used 2 different testers and 2 different authors. We examined in this way 5 Java classes, starting with some fairly simple ones to establish the approach and progressing to a pair of cooperating classes with a total of 26 methods between them 3 . In the non-trivial cases, the JAX test class uncovered more source class errors than did the basic JUnit test class. As a warm up we wrote a JAX test class for the ShoppingCart example distributed with JUnit. The JUnit test class that comes with it containe no errors, and none were found via JAX either. Another of the classes tested was the bounded stack (BST) discussed previously. We implemented it twice, with two different internal representations; in each case, JAX testing found one error and basic JUnit test uncovered none.
The most complicated example we studied was a pair of cooperating classes implementing a simple library of books. The interface is defined as follows: public book( String title, String author ) public void addToWaitList(int pid) public void removeFromWaitList(int pid) public void checkout(int pid) public void checkin(int pid) 
We have been using the term "error" a bit loosely. This table shows counts of failed JUnit tests; because of the interactions being tested in JAX, a single code error (bad method) is likely to cause several JUnit failures. Moreover, we suspected that the 13 failures found in class Book would be due to errors that would then propagate into many of the failures seen in class Library. We decided to fix the errors in Book and retest. On examination, we found 3 distinct flaws in the implementation of Book. On rerunning JUnit, the 15 failures found by the JAX test class still remained:
Implications of these numbers
Following JAX manually will require a programmer to write more test methods in a test class than he would with a normal JUnit discipline for the same test class. This is because the JAX approach requires one test method per axiom. For example, in the ADT bounded stack (BST), there are 8 methods, with 2 being canonical. Normal JUnit testing produced 8 test methods (or 7, as the constructor was not tested); JAX application produced 2 * 6 = 12 methods from axioms alone; creation of the equals function and dealing directly with constructors brought the total to 14 methods. In our early experiments, we are finding about 70% more test methods are being written in a JAX test suite for small classes (those with on the order of 8 methods). For the larger Book class, there are 17 methods, of which 4 are canonical (book, checkOut, addToWaitList, addACopy). This means we wrote 13*4 = 52 test methods for it.
Given the combinatorial nature of axiom creation, the rough estimate for number of test methods in a JAX test class will be on the order of (n^2)/4 where n is the number of target class methods. Since good OO design encourages smaller classes, the quadratic factor should not be a major issue. An IBM fellow who was listening to an earlier talk on our work commented that IBM systems typically had 10 times as much test code as application code, so we don't find the overhead of applying JAX to be excessive compared to that industrial benchmark. The goal is to test thoroughly, not to economize on test writing. Since tests will be run hundreds of times once written, and will help uncover errors in code beyond the class they are developed for, economizing at the test writing phase is false economy.
Meshing JAX with the Test-as-Design Philosophy of XP
Many XP programmers use test case construction as an important component of their iterative design process. Martin and Koss [17] give a good example of this process, showing a pair-programming session in which a small bowling score program was developed test-first, incrementally, using JUnit.
Use of JAX does not preclude this important design approach; we see at least two ways to employ it. First, one can generate JAX cross tests incrementally, as new methods are discovered and included in a design. The previous presentation of JAX showed a fully designed ADT, in that all methods of the final class were present for generation of cross tests. However, this was to illustrate the ADT theory that a method crossing approach covers all class behavior through a structural induction. Applying the cross testing principle does not require the entire class to be present. You can generate the JAX cross test class as you go, just as you generate any other JUnit test class.
The incremental JAX process is as follows. If you add a new state-creation method during design, then decide if it is canonical or not; if it is, then you write new cross tests for all existing non-canonical methods applied to the state created by the new method. If it is not canonical, then you write new cross tests applying the new method to the state created by the existing canonical methods. Thus, as one designs and builds the class iteratively, you also build the suite of cross tests iteratively.
At no point do we write methods into a class because some ADT axioms call for it… we only write cross tests based on the methods that have actually been included in the class due to the incremental design process. This allows adherence to the "write the minimal solution" principle of XP. If your particular stack-like class has no need for a "pop" then JAX will not require you to create a "pop" simply because some ADT theory says beautiful/complete stacks should have "pop" operations.
A second way to apply JAX is to wait until the class is mostly designed, implemented and stable, and then write a JAX cross test class as a way of "filling in the holes" if they exist, thereby making the regression test suite as complete a safety net as possible before continued system development. As a quick illustration of this approach, we examined the bowling scorer code and JUnit tests found in Martin and Koss [17] . We set up the code and tests from the paper, and created a second JUnit test class (JaxTestGame) to augment the ones they wrote (TestGame). In class Game there are 3 public methods (add, score, scoreForFrame) in addition to the constructor (New). The canonical methods (necessary state creators) are add and New. Portions of the cross test methods are given here (score x New, score x Add, scoreForFrame x New, scoreForFrame x Add) : public void testScoreNew() { assertEquals(0,g.score()); // g is new Game() from setup } public void testScoreAdd() { g.add (5); assertEquals(0,g.score()); // score is not avail until frame ends g.add (2); assertEquals(7,g.score()); // ok, legal score here g.add (14) ; assertEquals(7,g.score()); // should not be able to add more than 10 // but note… frame is not over so 14 is not // treated as strike… == 10 buried someplace } public void testScoreForFrameNew () { assertEquals(0,g.scoreForFrame(0)); assertEquals(0,g.scoreForFrame(1)); assertEquals(0,g.scoreForFrame(10)); assertEquals(0,g.scoreForFrame(11)); // exception gened // but not handled } public void testScoreForFrameAdd () { g.add(10); assertEquals(10,g.scoreForFrame(1)); g.add(10); assertEquals(20,g.scoreForFrame(1)); g.add(20); // not a legal pin count but it is allowed by the object // let's see how it affects the score assertEquals(40,g.scoreForFrame(1)); // it adds it in // according to pins + pins of next two frames g.add(10); assertEquals(80,g.scoreForFrame(2)); g.add(10); assertEquals(110,g.scoreForFrame(3)); // should be 120 if it's adding pins // 80 + 20 + 10 + 10 // this means constant 10 is buried in code } Class JaxTestGame uncovered two or three design issues in the Game class. As shown in testScoreAdd, there is no prohibition on adding more than 10 pins per frame. This results in impossible scores. It also shows that a pin count greater than 10 is not treated as strike or spare, meaning a direct comparison to 10 is somewhere in the code (equality comparison vs. inequality). As shown in testScoreForFrameAdd, we see that if we add an illegal number of pins, the algorithm is not correctly adding the pin counts for the frames when scoring marks; instead it is adding the constant 10, so a design decision could be re-thought. Note also the uncovering of a failure to make a range check on the frame number… the test to get the score for frame 11 generates an exception (array bounds) that is not handled.
Of course, the way to eliminate these issues is to have the bowling game or scoring object check its input for correct ranges. The authors specifically noted their concern over this, and chose to leave it out since use of the program was to be completely in their control ("we just won't call it with an 11"). So these are not flaws per se; rather they are illustrations of how JAX cross tests can semi-mechanically uncover such omissions when they are not specifically ignored. Omissions are quite common in program design [18] . By definition, they are errors that escape one's thinking. A systematic method like JAX can help find omissions by covering the behavior space of a class, as a partially mechanical supplement to the omission-prone raw thinking done during design.
Discussion and Conclusions
We have presented JAX, a systematic procedure for generating consistent and complete collections of test methods for a JUnit test class. JAX is based on a formal semantics for abstract data types and exploits method interactions rather than keying on individual methods. Theoretical results from formal semantics indicate that the interactions generated by JAX cover the possible behaviors of a class. JAX is unique in that formal methods are used for guidance, but the programmer is not saddled with formalisms; effective use of JAX requires only Java. The method is automatable in at least two ways for designers who don't mind writing formal specifications.
Our preliminary studies show that JAX-based test classes find more errors in the target class than the basic method we compared it with (writing one test class method for each method in the target class). These studies were initial investigations only and were not blind controlled experiments. Though the results were encouraging, more thorough and controlled experiments need to be performed for the findings to be considered conclusive. We are pursuing such studies with large Java applications (30K -50K lines) obtained from the EPA which were developed with JUnit testing. Our follow-on studies involve writing JAX-based test classes to compare to the JUnit classes supplied with the EPA applications. The JUnit classes provided with these applications are not strictly written according to the simple one-test-method-pertarget-method approach; rather, they are supplemented in an ad hoc fashion with test methods deemed needed by the programmers but not corresponding directly to any target method. We think comparing JAX tests to these JUnit tests will be a more effective study of the thoroughness of the JAX procedure.
We are not suggesting that all classes be tested this way. However, we think that certain forms of classes lend themselves well to the approach. Classes that are highly algorithmic, for example, or have little GUI interactivity are especially applicable. We do not wish to rob agile methods of their flexibility and responsiveness; however, thorough testing is needed for agile development as much as for traditional processes. JAX is a mostly mechanical procedure for producing thorough collections of test methods.
Another issue we have not studied is the impact JAX would have on refactoring. More test methods means more code to move or alter as one refactors target classes. It is not clear how difficult it is to refactor JAX tests compared to other JUnit tests. Automation could help, as axioms/specs might be easier to move than full tests; the tests could be regenerated once the specs were relocated in the refactored code.
