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Abstract
Few classic models put forward mathematical tools and operational rules that are sufficiently flexible and consistent to 
contribute to regional development policy. The models discussed in this work form part of a group of structured models 
based on regional potentialities used to organize economic spaces. These are essentially formed by the elements of two 
matrices: one matrix whose elements represent factors demanded by industries and another matrix whose elements 
represent factors supplied by geographic zones. The first three models are structured on linear spaces. The fourth model – a
proposal – employs an algorithm based on the theory of fuzzy sets and is intended to yield a hierarchy of regions or 
elementary zones using potentiality indices. This model has been structured to provide adequate operators for empirical 
reality. The models are intended to support the information system that enables a public administrator to formulate adequate 
policies for industrial location and development.
© 2015The Authors.Published by Elsevier B.V.
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1. Introduction
Some authors hold that “improvements in transport and communication technologies and the advent of 
global production networks have newly put into play the degree to which industrial communities must be 
located in specific bounded territories” [1]. Yet, there are many other critical factors that should be identified 
and measured to create a more rigorous hierarchy of location alternatives. 
Due to the recent economic crisis, we start by reconsidering “the idea that new technologies and market 
globalization have altered the importance of territorial proximity”. Transport versus production scale 
economies as well as external economies regain their former importance, along with an emphasis on market 
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oriented activities, raw materials, manpower and  footloose.  Access to external scale economies, such as 
commercializing systems, industrial integration, and other types of services, as measured through the existence 
of other factors satisfying different demand profiles, also stands out as an important issue.  Different types of 
external economies induce territorial proximity through the possibility of high returns on investment. Economic 
space organization must be an alternative whatever the circumstances. Undoubtedly, it minimizes the 
deleterious effects of crises on actual high transport scales, deep draft ships stuck in strategic ports and other 
frequently used transportation systems [3].Spaces containing randomly located industries suffer the most 
during an economic crisis (based on the idea that modern technologies allow non-discriminated locations), with 
the exception of industrial districts, whose factors and attributes are fundamental elements of planning.
The reorganization of economic space, mostly in continental developing countries, has yet to be overcome 
by existing methods and techniques. In fact, these methods hardly move further than diagnostic techniques, due 
to their intent or limited resources. The phenomenon of the geographical concentration of industries has been 
widely studied, mainly in terms of clusters and industrial districts, using sophisticated instruments of analysis 
and consistent theories without interfering in this process. These important studies are noted in [1].
Interfering instruments were first studied in the 1970s with the intention of orienting potential investors and 
rationally employing regional and local resources.
Here, we see no point in comparing hierarchical locational models of space organization with methods and 
patterns of analysis. Although they are crucially important as a diagnosis, they do not employ technical means 
to spatially orient investments, i.e., the identification and dimensioning of regional potentialities within an 
information system such that a systematic crossing of demand and supply factors guide both the planner and 
the potential investor, avoiding saturation and congestion.
Most recent studies of industrial location, mainly projects, tend to be expressed in terms of a comparison 
between industrial demands and land potential when location alternatives are considered in the light of 
economic and sociopolitical priorities. SOMEA experts traditionally argue that macro-regions under analysis 
must be subdivided into zones that can be considered homogeneous with regard to their capacity to meet the 
needs of specific industries. In face of the high cost of research and the instrumental limitations of location 
models, most of the world’s industries are located indiscriminately and are particularly driven by financial 
subsidies. It is clear that this is not the case when specific local factors become predominant.
Modern technologies associated with infrastructure investments facilitate better use of local resources, 
implementing the concept of activities focused on natural resources, a type of location orientation. Increasing 
the employment rate is a first class target because it allows the settlement of human resources in their 
environment. Migratory flows from depressed zones towards planned nodal points require a broader spatial 
policy. Attractive demographic forces must be kept low or neutralized.
SOMEA/COPPE in the 1981 PLINCO[2] PROJECT highlights that the planner’s main objective is to 
transform the administration of industrial location by means of an instrument that guarantees more rational land 
use in order to attain political-industrial goals such as: better employment of local resources; increased 
employment rates; and diversification of industrial infrastructure.
The diversification of industrial infrastructure (meaning crucial service factors) can also catalyse an 
autonomous process of development. The methodology for solving this problem must be modelled as an 
instrument that allows possible options and priorities in the process of industrial development policies to be 
identified: attenuation of polarization phenomena; maximization of efficiency in the employment of resources;
balancing of industrial development with other local economic activities; and blending urban development with 
the local environment.
The first requirement is to select areas that appear propitious for industrial development, and then to 
determine the interventions that will facilitate and stimulate such development. For this purpose, the planner 
needs an instrument that allows him or her to evaluate local conditions in terms of economic and technical 
demands.
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The potential investor must develop a process that will make possible the efficient selection of a particular 
area in which to establish a specific industry or business. It should be noted that this process is accomplished in 
three phases: identification of investment opportunities; identification of potential zones; and site selection. At 
this stage, the investor needs information of a general nature that can be provided in a suitable format by a 
specific “Program”. This information correlates with some of the fundamental elements in the production 
process: availability and qualification of manpower; availability and quality of natural resources (mainly raw 
material); availability and regularity of energy supply; characteristics of infrastructural system (transport, 
communication, local facilities, etc.).Approximately 20 to 30 location factors are taken into account in a 
program of economic space reorganization, with at least 4 qualification levels in terms of demand: critical, 
conditioning, little conditioning, and irrelevant.
In the second stage, the investor makes a decision in terms of the location of his or her industry on the basis 
of his or her understanding of local phenomena. It is at this stage that an information system must be structured 
in such a way as to allow a systematic comparison between demand and supply in terms of local phenomena 
and provide an immediate answer to the specific problem.
The third stage involves the economic project study as realized by the investor him- or herself or by a 
specialized entity.
The investor should now be in a position to persuade the relevant authorities of the necessity of interventions 
designed to facilitate the location of the proposed industry.
Factors required by investors are technically identified in three groups: Factors connected to the production 
cycles; Factors connected to transport; and Industrial services.
The problem consists of identifying the requirement levels linked to the factors, the demand matrix; and the 
capability of the elementary zones to supply them, the potentialities matrix. In this formulation, the complexity 
of the problem appears explicitly, given that the planner’s objective is to understand each location in its entirely
in order to orient/development policies towards a better use of existing resources and find the best location 
zones for each specific type of industry.
Therefore, it is necessary to adopt criteria to define relatively homogeneous zones, for example: the spatial 
distribution of the population, by studying the relationship between those occupied in industry and those 
occupied in other economic sectors, employee relations; the spatial distribution of industrial activities;
orography analysis; infrastructure analysis; considerations of other alternative land usages; availability of raw 
materials.
Other factors can also be considered; the final model proposed here was validated using 27 factors in four 
levels. All of these factors must be presented graphically in order to overlay multiple aspects and therefore 
allow the determination of possible industrial location areas.
2. The  MASTERLI/PLINCO/COPPE model and variations
An interdisciplinary group composed of experts from SOMEA/SEMA conceived a project named 
“MASTERLI” (Modello di Assetto Territoriale e di Localizzazione Industriale). Later on, SOMEA and COPPE 
created two other versions that have been validated by an application of great importance: the PLINCO [2].
The basic objectives were:
x to elaborate a methodology that would assist in the development of industrial and regional policies; and
x to elaborate a methodology to help the private investor choose the best location for his or her project. 
Both objectives are based on the possibility of systematic comparisons between the demand for location 
factors by different industries (A) and the supply of location factors by regions or planning zones (B).
In the model, some basic data are needed to construct the elements of two matrices:
Zone matrix: location factors supplied (1), defining an elementary zone (element). 
ൣܤ௝௞൧ = ܨ + ܨ௦ (1)
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Factor j is related to locational alternative k.  F represents general factors common to different industrial 
projects, while Fs represents factors specific to projects, such as natural resources (climate elements, types of 
soils, raw materials etc.). B is the mathematical supply space, i.e., a defined elementary zone or concrete matrix.
Industrial projects matrix: location factors demand (2)
ൣܣ௜௝൧ = ܨ + ܨ௦ (2)
Aij is the demand of project i for factor j.
2.1. Models considered in the study
The first model seeks to define the distance between zones and projects in order to determine the level of 
proximity among the different zones and industrial projects. The dynamic clusters method (DYC program) has 
been employed [4].
In this case, the problem consists of defining the distance between the zone and the project from an 
economic point of view and reflecting the adaptation conditions of the projects in each indeterminate zone. 











The problem is defined as the concept of asymmetric distance (ASD) and its norms [5].   The purpose of a 
norm is to provide a single number that indicates the size of an element in a vector space.
Then let (4):
݀ଶ൫ ௝ܾ , ܽ௜൯ =෍൫ ௝ܾ௞ െ ܽ௜௝൯, ௝ܾ௞ െ ܽ௜௝ = ൜0, ݂݅ ( ܽ௜௝ > ௝ܾ௞)1 , ݋ݐ݄݁ݎݓ݅ݏ݁
(4)
The cross matrix, consists of the calculation of the distance between the barycentre of the category of zones 
and the group of projects.
This is an interaction problem between the elements of an economic space (a set of factors) and the 
representative elements of a project profile (demanded factors). The concentration centre of the elements of a 
system, as in physics, is defined as the mean of its spatial positions mediated by a concentration index. In this 
analogy, the concentration is constituted by a class of existing factors in the two spaces (category of zones and 
group of projects). The concentration of potentialities in the same economic space defines the magnitude of the 
attraction gradient. (It is of course an example of an allocation problem, which is known to be in the class NP.)
The second model is based on the employment of the “Metric of X2”, where a single matrix can be 
constructed with the parallel utilization of the ANAFACO PROGRAMME (Programme d’Analyse Factorielle 
des Correspondences) and DYC given the option “Métric du X2 Correspondence Analysis”. In this case, X2 is 
the essence of the concept of distance and whose properties are explicit in the functions of distance in 
Euclidean space. The properties are attributes consigned to factors or elements of sets that articulate themselves 
in classical geometrical structures.
A cross-matrix can be obtained by applying ANAFACO and a program based on the notion of distance 
between categories of zones and groups of projects.
The desirable identity d(x,y) = 0 occurs such that x = y. Here, all elements of set X perfectly correspond to 
the elements of set Y. This typically occurs in classical mathematics when elements carry identical names. Now, 
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we must bear in mind that one of the matrices is abstract, a wish-matrix, expressed as requirements for quantity, 
quality, regularity of supply, and so on, for a particular industry. 
The second matrix is concerned with the possibilities of provision, supported by its real existing 
potentialities.  D(x,y) is the distance between the elements of the two matrices. In this model, positivity and 
symmetry are equalled by mathematical restriction. The property of positivity, i.e., d(x,y) ı 0, is 
conventionally considered to be 0. This occurs when the wish-matrix is overcome. Otherwise, we maintain the 
found value d(x,y) = 0.
The third model is supported by classic Euclidean metrics and DAS. The single matrix is constructed using 
programs that perform the reduction of the matrix using principal components analysis (PCA).
In this model, it is possible to distinguish the three types of location factors that were previously isolated:F = 
common factors to zones/projects; Fs = specific factors of zones; and Fp = specific factors of projects.
The single matrix is constructed using programs that perform the reduction of the matrix by PCA.
The program used by SOMEA is applied successively over the matrices for zone/common factors and 
projects/common factors. The single matrix can be obtained by DYC PROGRAMMES. On the other hand, the 
cross matrix can be constructed with a distance matrix between categories of zones and groups of projects.
The “Masterli Project” concludes that the model is the most appropriate from a methodological and practical 
perspective, provided that it offers the possibility of tackling and solving the problems of the industrial and 
regional policies in more rigorous and logical way.
The CNPq/Martin Centre report provides a mathematical description of this model, considering the 
following methodology: “an initial distinction is made between the specific and common factors: the first 
relating to the strict use of industrial activities and the second to the demands of a group of industries”.
The specific factors are classified in accordance with their availability under the required conditions by 
attributing the following values: 1 - exist; and 0 - absent. The common factors are classified in four categories 
based on their importance for the industry or the level of availability in a particular zone: Crucial (Cr);
Conditional (C); Little Conditioning (LC); and Irrelevant (Ir)
The values attributed to the conditions Cr, C, LC and Ir are such that Cr – C = C – LC = LC – Ir = constant.
This assumption makes the use of this ordinal scale feasible, as though it were an interval scale. Using these 
criteria, two matrices are generated, one for industrial demand and another for the resources supplied by 
elementary zones:
x ܣ = [a୧୨]୫×୬ᇱ where m is the number of industries (projects) and n is the number of strategic factors.
x ܤ = [ ௝ܾ௞]௡´×௭, where z is the number of elementary zones (alternatives).
The analysis of the specific factors consists in calculating, for each industry i of matrix [aij] and each 
elementary zone k of matrix [bjk], the sum of the differences between the demand [aij] and the supply [bjk], 
with j included between 1 and s, s being the number of specific factors.
One special rule is imposed on this operation, however: if for a given j in that interval, (aij–bjk) > 0, that is, 
if the demand for some specific factor j is not supplied, then the elementary zone k is eliminated from among 
the location possibilities of the industry i.
Consider then (5):




Where: zero is correlated with the impossible composition.
To analyse the common factors, each industry i is calculated from the matrix [aij] and each elementary zone 
k from the matrix [bjk@DQGWKHVXPȈLVUHSUHVHQWHGE\'LNDVGHILQHGEHORZ (6):
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Here, zero is a serious and unsuitable condition. It does not allow a real hierarchy among location 
alternatives to be identified. Until now, reality has suffered from mathematical restrictions, i.e., reality was 
modelled by classical operators. The concept of Asymmetric Distance (AD) does not satisfy the restrictions of 
Euclidean algebra and cannot capture the further richness that makes it possible to establish a stricter hierarchy. 
The next model was therefore structured to evaluate location alternatives using some special arithmetic: the 
arithmetic of fuzzy numbers.
We can define the operations of fuzzy numbers using the “extension principle”:
The fuzzy set A in the universe R of real numbers satisfies the following conditions: A is a convex fuzzy set;
There exists one x אR that satisfies μA(x) = 1; and μA(x) is continuous in an interval. Here, we seek to bring 
theoretical consistency to the study of distance between two elements with the same characteristics that belong 
to two different sets, with norms defining the desired elements versus the true contour of the existing element 
in real space.
We wish to find a metric for distance that satisfies the properties of symmetry that are not satisfied by 
rectilinear asymmetric distance. The model we put forward defines two fuzzy spaces for the demand set and the 
set of regional potentialities, studying the distances between identical elements of the two fuzzy sets [6].
2.2. Testing Distance Concepts
Using Hamming’s concept of distance, we can calculate the total difference between two fuzzy spaces by 
defining location indices.
ܦ(ܣ,ܤ) =෍|ܣ(ݔ)െ ܤ(ݔ)| , ݔ א ܺ (7)
The difference between memberships is an ideal measure to distinguish among factor norms without the 
modular artifice (8).
݂(ܣ) =෍[|ߤ஺(ݔ) െ ߤ஻(ݔ)|] (8)
Euclidean distance, in turn, is expressed by:
݂(ܣ) = ቀ෍|ߤ஺(ݔ)ଶ െ ߤ஻(ݔ)ଶ|ቁ
భ
మ (9)
Extracting the modular symbol, we can extend the differences for the modifiers as in some academic studies: a 
factor may be neither optimal, nor good, but very good. The constancy of modifiers is part of the research area
in ambiguous environments, which are vague and imprecise. 
Another measure considered as an alternative operator is "Minkowski-distance", which is expressed as:
௪݂(ܣ) = ቀ෍ൣหߤܣ(ݔ)െ ߤܤ(ݔ)ห൧௪ቁ
భ
ೢ ,ݓ > 1 (10)
Because we are working with real distances, it is always necessary to eliminate the module, avoiding the 
restrictions that are necessarily imposed upon asymmetric distance mathematics.  If μA(x) >μB(x), norms 
defined for factor X in A are not attended totally or partially by the norms of factor X in B. Reality, as always, 
does not yield to mathematical rigour.
None of these operators turned out to be adequate for the magnitude of this problem, a large project.
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2.3. Reality Modelling the Operators
According to information from experts regarding the elements constituting the studied mathematical spaces, 
several operators of the relations between memberships were created and tested for the demanded and supplied 
factors. Each space defined by fuzzy numbers is designed through the membership degrees of the factors for a 
given element of the support.
The supports for the requirement of factors were established in four levels, namely: Critical, Conditional, 
Little Conditioning and Irrelevant for requirement function A; and Excellent, Good, Regular and Weak the 
supply function B.
Due to the ambiguity, vagueness and imprecision of the system, which characterizes the demand and supply 
sides (fuzzy sets A and B), data and information have been filtered by experts and inferred through a cognitive 
chain. We then decided on a measurement of distance through an operator from a pertinent relation.
A fuzzy relation [7-10] is a fuzzy set in a multi-dimensional space given by a Cartesian product. Here we 
seek a conception of operational rules rigorously dictated by reality, considering its ambiguity, ZKHUHȝFLVD
fuzzy coefficient resulting from a defined operational rule that explains, in this case, the degree of attendance of 
ai by bk.
3. The Proposed model 
The proposed model begins with the demand profile of set A of projects, seeking to distribute them spatially 
according to set B of local regional potentialities. Theoretically we are working with spatial concepts and 
factors. After defining demand profiles in terms of their technological coefficients, we dimension the degree of 
importance of factors for productive activity terms of quality, quantity and regularity of supply, for example. 
The mathematics employed can detect a surplus of supply without the restriction of the distance of classical 
algebra, defining more rigorously the hierarchy of location alternatives. The measures of each factor obey 
technical and scientific norms.
In our model, the distance between factors is measured in terms of the difference between grades of 
memberships of the same factors belonging to two or more sets under comparison. Reality requires the creation 
of realistic operators. Reality imposes operational rules. N-exist (׍), zero (0), and empty (Ø), the concepts of 
“non-existence”, “nullity” and the ”absence” of elements or factors, respectively, of great importance because 
they take care of necessity, foreseeing and measuring their impacts on a real space. In the current study, 
absences in general terms have different degrees of importance in the face of industrial projects’ various 
requirements with the aim of selecting location sites. One factor might be critical for project A, but irrelevant or 
little conditioning for project B. In this way, we demonstrate that that factor has a determined value, thus 
requiring operational norms other than those established by classic set theory. A factor might be absent, as for 
demand criteria; an empty set Ø, a potentiality to be fulfilled; a null set 0, like a natural resource (e.g., climate 
elements or soil type); or a definite value that cannot be altered or does not exist (׍), such as a certain raw 
material. 
Zero (0),empty(Ø) and n-exist (׍) all fall under a clear mathematical distinction, justified by the different 
concepts of nullity and absence. The concept of absence must be considered within a critical period beyond 
which it becomes the concept of “non-existence”. This is the ultimate period for the potential set to realize 
itself.
We can therefore consider the existence of different ‘zeros’ and ‘empties’ and their different impacts. In 
projects realized by BIRD and BID in the most depressed areas of the world, this idea takes shape for the 
planner. The “absence” of a factor such as infrastructure or the “nullity” or “non-existence” of an 
environmental attribute can make the implementation of a project difficult or infeasible.
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While mathematics deals with operations between existing, concrete elements, reality conceives of and 
shares absence, nullity or non-existence. The core matrix(appendix) built in the proposed model conceives of 
such operations, namely the nullity or non-existence of a crucial or conditioning factor or the non-necessity or 
irrelevance of an existing factor; that is, the existence of a non-demanded factor that endows the region with an 
additional richness. The classic concept of distance does not have the necessary resources to adequately 
manage with this problem.
The distance between elements i of set A and k of set B, which are actually demand and supply factors 
without the necessary classical restriction, is precisely defined by the matrix of membership relations
Let ܣ = (ܽ௜௝)௠×௡and ܤ = ( ௝ܾ௞)௡×௭matrices represent, respectively, industrial demand for h types of firms 
with respect to n location factors, and let the supply of factors be represented by m location alternatives.
Let F = {fi |1, ..., n} a finite set of general location factors denoted generically by f. 
ܣሚ is a fuzzy representation of the demand matrix A, whereߤ஺෨(݂) represents the degree of importance of 
factors: Critical - Conditioning – Little conditioning – Irrelevant.
Similarly, ܤ෨ = {(݂, ߤ஻෨(݂)|݂ א ܨ)} , where ܤ෨ is a fuzzy representation of the supply matrix B, and ߤ஻෨(݂)
represents the degree of attendance of available factors at the different location alternatives: Superior - Good -
Regular – Weak.
Let ܣሚ = {ai | i=1, ...,m} the set of general factors demanded by different types of projects. Considering B = 
{bk | k=1, ...,z} the set of location alternatives that contains F={fk | k=1, ...,z} set of factors common to various 
projects.Let ܥ = ܣ۪ܤ = (ܿ௜௞)௠×௭be the matrix representing location possibilities for firm i in k planning area, 
such that ݉ܽݔ௞{ܿ௜௞} = ܿపഥ shows the best location for project type i and݉ܽݔ௜{ܿ௜௞} = ܿ௞ഥ shows the best project 
type for the alternative area k. 
Let ܿ௜௞௝ represent the evaluation of location k in light of factor j, according to the demand of project i. It can 
be obtained by an aggregation matrix.where, cik is the fuzzy coefficient of alternative k in relation to project i.
Within the interval [0, 1], all support values of A and B are included, initially identified as linguistic 
variables. Operational rules that can define the distance between the elements of two matrices. Having ܿ௜௝௞ , the 
global evaluation of the alternative is obtained using two operations, one related to specific factors and one for 
the common factors.
Specific Factors - Operation
Let ܣҧכ = ൫ തܽכ௜௝൯௠×௡ᇱ be an industrial demand matrix of m types of industries in relation to n’ specific 
location factors. For the purposes of ܣҧכ matrix, all of the factors it contains are considered to be critical.
Let ܣሚכ = ൛݂, ߤ஺෨כ (݂)ห݂ א ܨൟ be a fuzzy representation of ܣҧכ matrix.
Let ܤതכ = ൫തܾכ௝௞൯௡ᇱ×௭ be the matrix of the territorial supply of specific location factors n’ of i types of firms 
interested in specific resources.
Then, ܥכ = ܣ ෩ ۪ܤ ෩ =  [ ǁܿ כ௜௞]௠×௭, where ǁܿ כ௜௞ is a coefficient that aggregates all ൣ ǁܿכ௜௞௝൧ for a given project i 
and a location k. If any ൣ ǁܿכ௜௞௝൧ = 0, then [ ǁܿכ௜௞] = 0.
Similarly, we can define [ ǁܿ௜௞]௠×௭ as the coefficient related to the common factors.
Let, Ȟ = [ߛ௜௞]௠×௭ୀܿ௜௞۩ܿכ௜௞ such that the coefficient aggregation gamma operation is executed by the 
operational rule (appendix).
Let  ߝ = (ߝ௜௟)௠×௠ be a diagonal matrix such asߝ = ݊ିଵ, for i=l and 0 for all other cases.
We define ȟ = [ߝ × ߛ௜௞] = [ߜ௜௞]as the matrix that represents the location possibilities of m types of firms in 
z alternatives. With each element ߜ௜௞ of the matrix ȟ representing locations, ordering the regions by projects.
Let [ߴ௜௞] be a minimum operator among all aggregation coefficients between the required and offered level 
of an alternative k for a project i. Thus, for a determined project i, the minimum operator regarding the 
alternative k isߴ௜௞ =  ܯ݅݊[ ൫ܿ௜௞௝൯].
Then, we can easily conclude that ߴ௜௞ = 1 is achieved only when all factors are offered at the levels required 
by the project. An inference using interest variables ߴ௜௞ and ߜ௜௞ helps the assignment of projects to 
locations.The model provides flexibility in use because different aggregation matrices can be selected based on 
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the problem. These matrices also allow the decision maker to use a veto more strictly depending on the 
aggregation matrix selected. Moreover, the use of theta and delta provide a flexible manner by which to adjust 
the compensatory factor among the criteria, allowing the decision maker to apply the ordering of the feasible 
alternatives in different problems (i.e., prioritizing alternatives with a better overall performance, or prioritizing 
alternatives that can satisfy all criteria and then prioritizing the overall performance)
4. Conclusion
Conceptually, this paper presents a broader version of a technique that has been used in important location 
studies and that was initially developed and presented in pre-print by the Martin Centre of Cambridge 
University with the support of CNPq in 1981. That version, however, was still restricted by classical 
mathematics. The main objective here is to create an operational tool that is sufficiently flexible and consistent 
to process hundreds of variables within a high number of combinations between constant elements of sets of 
requirements, abstract matrices, factors and their attributes distributed in an economic space across real 
matrices.  
This is a tool that can be employed to hit regional development policy targets by allowing the choice of the 
best location for an investment project. Associated with a matrix of systemic comparison between demand and 
supply factors, it is shown to be an important tool for the re-organization of economic space.
A previous version of this heuristic algorithm was applied to the siting of bio-diesel plants in the Brazilian 
northeast semi-arid region in 2005, which considered and ordered 1789 municipalities and dimensioned 23 
location factors mediated by 4 attribute levels, thus orienting government policy to the definition of investment 
priorities in the sector. The project, part of a Petrobras programme, is currently being extended to other regions 
of Brazil using different types of oleaginous plants.
The academic version of this model required a comparison between the use of possible metrics, such as the 
Minkowski class of distance yields and other measures defined by metric distance, notably Hamming functions.  
For all of the elements constituting the model structure, a rigorous conception has been used, thanks to the 
bibliographic support of the Central Library and the Land Department of Cambridge University (UK).Finally, 
we must note that the algorithm discussed here embraces a remarkable part of the complexity of a system that 
has been modelled on reality and combines mechanical steps and heuristic oracles.
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Appendix A. Model Matrices
A.1. Core Matrix
Table 1. Core Matrix





ij jka b  ׍ {0} ()... . .           1     
0 * * * . .           0* 
. . . 1 .      .            . 
. . . . 1 .            . 
. .      . .  .     1           . 
1 0 0 * . .           1 
* Infinitesimal value
0* =1/n (n = number of considered factors)
A.2. Difference Matrix
Table 2. Difference Matrix
Demand for 
factors (Ã) Supply of Factors (S) 
ij jka b  0 P  ( )iB x  1 
0 * . . . 0* 
.  1   P Pª º ¬ ¼1 ( ) ( )ÃB x x  
P  ( )
iA
x    1   
. P Pª º ¬ ¼1 ( ) ( )ÃB x x    1  
1 0 . . . 1 
A.3. Operational Rule Gamma
Table 3. Operational Rule Gamma
*
ikc  ikc  
 >0 ׎ 
0 0 0 
׍ 0 0 
> 0 *ik ikc c  
*
ikc  
