In this paper we present a methodology to justify recommendations that relies on the information extracted from users' reviews discussing the available items. The intuition behind the approach is to conceive the justifcation as a summary of the most relevant and distinguishing aspects of the item, automatically obtained by analyzing its reviews. To this end, we designed a pipeline of natural language processing techniques including aspect extraction, sentiment analysis and text summarization to gather the reviews, process the relevant excerpts, and generate a unique synthesis presenting the main characteristics of the item. Such a summary is fnally presented to the target user as a justifcation of the received recommendation. In the experimental evaluation we carried out a user study in the movie domain (N=141) and the results showed that our approach is able to make the recommendation process more transparent, engaging and trustful for the users.
particular, from users' reviews. The positive impact of the information extracted from users' reviews has been already acknowledged in many scenarios [1, 9] : as an example, several work showed that review-aware recommendation models tend to beat classical recommendation algorithms [4, 6, 7, 12] .
Diferently from most of the current literature, in this work we investigated the impact of the information conveyed by users' reviews in a diferent scenario, that is to say, the task of justifying a suggestion returned by a recommendation algorithm. In a nutshell, our methodology relies on the idea that an efective justifcation can be conceived as a summary of relevant and distinguishing aspects of the item, automatically obtained by analyzing its reviews. To this end, we designed a pipeline of natural language processing techniques to obtain and process reviews excerpts and to generate a unique synthesis presenting the main characteristics of the item, which is fnally presented to the target user as justifcation of the received recommendation.
It is worth to note that we preferred to use the term justifcation over explanation since, as stated by Biran et al. [2] , a justifcation explains why a decision is a good one, without explaining exactly how it was made. Accordingly, the strategy we implemented is closer to the idea of justifcation rather than explanation, since our methodology is more devoted to describe why a user would be interested in the item, in order to make a more informed decision about consuming the item or not.
The idea of exploiting users' reviews to explain or justify the recommendations was already investigated by Muhammad et al. [11] . However, diferently from our work, the authors here focus on the identifcation of relevant aspects of the items (e.g., food, service, etc.), without building a comprehensive natural language justifcation. A more sophisticated attempt is due to Chang et al., who propose in [3] a crowd-based natural language explanation based on review data. In this case, our approach distinguishes from this work since we exploited an automated natural language processing pipeline, while in [3] most of the work is carried out by a set of workers on a crowd-sourcing platform, who manually annotated the sentences to be included in the explanations.
METHODOLOGY
Our methodology to build natural language justifcations by exploiting users' reviews relies on four steps: aspect extraction, aspect ranking, sentence fltering and text summarization.
Aspect Extraction. First, we assume that an efective justifcation should include relevant and distinguishing traits of the items, which are often discussed in the reviews (with a positive sentiment, of course). Accordingly, the goal of the frst phase is identifying the aspects that are worth to be included in the justifcation. Formally, our strategy takes as input a set of reviews R = {r 1 , r 2 . . . r n } and produces a set of 4-tuples r i , a i j , rel(a i j , r i ), sent(a i j , r i ) representing the review r i , the j-th aspect a i j extracted from the review r i , the relevance rel(a i j , r i ) of the aspect a i j in the review r i , and the sentiment associated to that aspect.
To extract aspects from reviews, we used the Kullback-Leibler divergence [8] (KL-divergence, referred to as δ ), a non-symmetric measure of the diference between two distributions. Formally, given two corpora c a and c b and a term t, pointwise KL-divergence is calculated as:
Where p(t, c a ) is the number of occurrences of the term t in corpus c a . In a nutshell, this measure rely on the idea that the use of language difers when talking about a specifc domain with respect to a general topic, thus this method identifes the aspects whose distribution in a specifc domain (e.g., movie reviews) diverges from that in a general corpus (e.g., the British National Corpus BNC 1 ). In other terms, the measure identifes those aspects which are mentioned in the reviews more often than usual.
In our case, given a review r i , we frst extract all the nouns by running a POS-tagging algorithm. Next, we calculate KL-divergence for each noun by using as corpora our set of movie reviews and the BNC. The nouns having a KL-divergence greater then a threshold ϵ are labeled as aspects and the KL-divergence score is used as relevance score. Finally, we also run a sentiment analysis algorithm to identify the opinion is associated to the aspect a i j in r i and we stored that value. More details on the algorithms used in this phase are provided in the next section.
Aspect Ranking. Aspect extraction is run over all the reviews contained in R, and a set of aspects is extracted from each review. However, the goal of our strategy is to identify the most relevant aspects that overall describe the item, thus we also designed an aspect ranking phase to merge the information we extracted from each single review. Specifcally, for each aspect a j we calculate its global score as follows:
Our formula gives a higher score to the aspects that are often mentioned in the reviews (n a j ,r i is the number of the occurrences of a j in r i ) with a positive sentiment. At the end of this step all the aspects are ranked and the top-K are labeled as main aspects. The Top-5 Aspects returned by our algorithm for three diferent movies are reported in Table 1 .
Sentence Filtering. Once the main aspects are identifed, we run a sentence fltering phase. The goal of this phase is to flter out non-compliant sentences that are supposed to be not useful in the fnal justifcation we want to build. In this case we frst split each review r i ∈ R in sentences s i1 . . . s im . Next, we verify the compliancy of each sentence s i and we maintain only the sentences matching the following criteria: (i) s i contains a main aspect a 1 . . . a k ; (ii) s i is longer than 5 tokens; (iii) s i expresses a positive sentiment; (iv) s i does not contain frst-person personal or possessive pronouns.
The rationale behind these heuristics is straightforward: we want to include in the justifcation only the sentences including a relevant aspect and expressing a positive sentiment about the item. Moreover, we decided to flter out very short and non-informative sentences as well as those using the frst person. In this case, the intuition is to prefer excerpts having a more impersonal style (e.g., 'The movie has a great cast') than those expressing personal opinions (e.g., I liked the cast of the movie, this is my favourite director).
Text Summarization. At the end of the Sentence Filtering a set of potential candidate sentences is obtained. Such a set is used to feed a text summarization algorithm whose goal is to generate a unique summary to be used as justifcation of the recommendation. Such a summary is supposed to highlight the main contents discussed in the reviews of the item and to maximize both the coverage and diversity of the justifcation. This is done by selecting sentences which cover enough amount of topics discussed in the original reviews and by avoiding the redundancy as well.
To run text summarization we adapted the method described in [17] , which proved to be efective in a multi-document summarization task. This makes the approach very suitable for our scenario, since each review can be easily considered as a document, thus the method can be very efective in summarizing all the reviews excerpts in a single summary that highlights the most salient features of the item.
Our approach combines centroid-based text summarization [16] , which has the advantage of being unsupervised, with a pre-trained neural language model, such as Word2Vec [10] , which is good in transferring information from web-scale textual corpora, and is based on two steps: frst, all the information coming from the reviews of an item are condensed in a centroid vector which represents a pseudo-review. Next, the main idea is to project both the centroid and each sentence of the reviews in a vector space and to include in the summary only the sentences closer to the centroid.
Formally, given a set of reviews R and its vocabulary V with size N = |V |, we frst defne a matrix M ∈ R N ,k , so-called lookup table,
where the i-th row is a word embedding of size k, k << N , of the i-th word in V . The values of the word embeddings matrix M are learned by using Word2Vec. When the lookup table is learned, the summarization method consists of three phases:
Centroid Vector Building. The centroid vector that represents the meaning of the reviews is built in two steps. First, the most meaningful words occurring in the reviews (that is to say, those having their t f * id f weight greater than a topic threshold) are
Movie Justifcation
Chinatown This movie has a decent plot and great acting by Jack Nicholson. Unlike most noir flms Chinatown has a great script with fantastic characters, a whirling, looping (but always believable) plot, and one of the best endings of any Hollywood flm of any period.
The Ring
If you like or love the blood and gore kinds of flms, this movie will certainly disappoint you as the focus is on character, story, mood and unique special efects.
The Ring is a story about supernatural evil therefore, it is a horror flm, done very much in the style of the psychological thriller.
Titanic
The highest grossing movie of all time, James Cameron's Titanic follows the love story of Jack and Rose set on the doomed 1912 maiden voyage of the Titanic. This is the greatest love story of our time and a very good drama with great special efects. Table 2 : Example of justifcations generated by our automatic text summarization technique.
selected. Next, the embedding of the centroid is computed as the sum of the embeddings of the top ranked words in the reviews using the lookup table M.
w ∈R,t f id f (w )>t
In the eq. (3) we denote with C the centroid embedding related to the set of reviews R and with idx(w) a function that returns the index of the word w in the vocabulary.
Sentence Scoring. Given the centroid vector, we need to identify the sentences to be included in the summary. For each sentence in the set of the reviews, we create an embedding representation by summing the vectors for each word in the sentence stored in the lookup table M.
w ∈S j
In the eq. (4) we denote with S j the j-th sentence in the set of reviews R. Then, the sentence score is computed as the cosine similarity between the embedding of the sentence S j and that of the centroid C of the set R.
Sentence Selection. The sentences are sorted in descending order of their similarity scores. The top ranked sentences are iteratively selected and added to the summary until the limit, in terms of the number of words in the summary, is reached. In order to minimize the redundancy of the information included in the summary, during the iteration we compute the cosine similarity between the next sentence and each one already in the summary. We discard the incoming sentence if the similarity value is greater than a threshold.
At the end of this process a summary is produced. An example of the summaries generated for three movies is reported in Table 2 . These summaries were used in our experiments as justifcations.
EXPERIMENTAL EVALUATION
The goal of the experimental session was twofold: to evaluate the efectiveness of diferent confgurations of our justifcations based on text summarization (Experiment 1), and to compare our methodology to a baseline that exploits users' reviews without text summarization (Experiment 2).
To this end, we designed a user study in the movie domain involving 141 subjects. Our sample was obtained through the availability sampling strategy, and it includes students, researchers in the area and people not skilled with computer science and recommender systems.
Experimental Protocol. To run the experiment, we deployed a web application 2 . As regards Experiment 1, we run a the experiment in a between-subject fashion, that is to say, each user was randomly assigned to a confguration of our pipeline, and he evaluated the justifcations. Clearly, the user was not aware of the specifc confguration he was interacting with. Conversely, for Experiment 2, we run a within-subject experiment, that is to say, all the users were provided with two diferent explanation styles (i.e., our justifcations exploiting text summarization and a review-based baseline presented in [13] ). It is worth to note that we did not evaluate any other baseline since in our previous experiments [13] we already showed that our review-based baseline performs better than other explanation styles.
To run the experiment we built a dataset by mapping MovieLens data with Amazon reviews 3 about the movies. The resulting dataset contained 307 movies and 153,566 reviews. The average length of each review was 138.38 words. The mapping between MovieLens movies and Amazon products is available online 4 .
Parameters of the Experiment. In order to evaluate diferent confgurations of our pipeline, we compared four diferent diferent alternatives of the algorithm, obtained by varying number of aspects and justifcation length. As for the length, we compared long and short justifcations, depending on the overall length of the justifcation (50 words for short justifcations, 100 words for long justifcations). These values were set in an empirical fashion. As for the number of aspects, we compared the justifcations building by including the top-10 aspects and the top-30 aspects.
Implementation details. Recommendations were generated by using Personalized PageRank (PR) [5] as recommendation algorithm, as in our previous work [14, 15] . To implement the recommendation algorithms we exploited Jung framework 5 and PR was run by using the default settings. As for the Aspect Extraction and the Aspect Ranking, we exploited the algorithms available in CoreNLP 6 . To identify the sentiment conveyed by the single sentences, we used the Stanford Sentiment Analysis algorithm 7 , and we took into account sentences whose sentiment was labeled as positive or very positive. As regards the Text Summarizer, pretrained word embeddings learned through Word2Vec were used. The source code of the summarizer is available online as well 8 . Table 3 : Results of Experiment 1. The best-performing confguration for each metric is reported in bold.
In a nutshell, each user involved in the experiment carried out the following steps: (1) Preference Elicitation and Generation of the Justifcations. We asked users to explicitly rate at least three items, chosen among a randomly generated subset of 20 movies. Next, recommendations were generated. (2) Betweensubject Evaluation through Questionnaires. We asked the users to fll in a questionnaire to evaluate the quality of the justifcation. Each user was asked to evaluate the previously presented metrics through a fve-point scale (1=strongly disagree, 5=strongly agree). (3) Within-subject Evaluation through Questionnaires. We asked each user to evaluate the explanation style they preferred between our methodology and the baseline. As shown in Figure 1 , we provided the user with both the explanations in the same screen, and we asked them to select the best one.
Evaluation Metrics. As in [19] , we evaluated transparency, persuasiveness, engagement and trust of the recommendation as the average score collected through the user questionnaires, while the efectiveness was calculated as the normalized diference between the pre-and post-trailer ratings and pre-and post-excerpt ratings the user provided for the recommendation.
RESULTS AND CONCLUSIONS
The results we obtained for Experiment 1 are reported in Table 3 . The values represent the average scores given by the users for that specifc metric. The higher the better, with the exception of the efectiveness where the best confguration is the one closer to zero.
The frst result emerging from the experiment is that longer justifcations tend to beat their shorter counterparts. This means that very short justifcations cannot convey the information which is needed by the fnal users to better understand the quality of the suggestions they received. Such a low quality is also confrmed by analyzing the scores we obtained for short justifcations: they are often below 3.00 (equivalent to 'partially agree' as answer), which is considered as the minimum score that makes a justifcation as acceptable. Conversely, when longer justifcations are produced by Table 4 : Results of Experiment 2. The confguration preferred by the higher percentage of users is reported in bold.
our technique, the results we obtained are generally higher. This means that the addition of more sentences can make the justifcations and the recommendation process more satisfying, engaging, transparent and trustful for the target users.
As regards the number of aspects to be included, the experiment showed that the best results are obtained by exploiting the top-10 aspects identifed by our aspect ranking module. This is confrmed for all the metrics except of the efectiveness. This means that by selecting a subset of relevant aspects we can provide the user with a summary containing the most relevant and useful information to evaluate the quality of the suggestion. Conversely, when a higher number of aspects is exploited, some noise is probably introduced in the summarization process, thus non-relevant or non-interesting sentences are put in the fnal justifcation, and this leads to a decrease in the overall results.
Next, in Experiment 2 we compared our justifcation based on automatic text summarization to the to the justifcations generated by exploiting a review-based baseline in a within-subject experiment. Due to space reasons, we only report the results of the comparison between the best-performing confgurations emerging from Experiment 1 and the baseline. Specifcally, we used long justifcations based on top-10 aspects. In a nutshell, our baseline identifes the most relevant aspects by using our Aspect Extraction and Aspect Ranking strategies and randomly selects a sentence expressing a positive sentiment that contains that aspects. For more details on the baseline we suggest to refer to our previous work [15] .
As shown in Table 4 , most of the users indicated that they preferred our methodology based on automatic text summarization. It is worth to note that we obtained the higher results for persuasion and engagement. This is a very encouraging outcome that confrmed the intuition behind this work, since the exploitation of text summarization can help to make interesting information about the recommended item emerge, and this can persuade the user in enjoying the item or can let the user discover new information about the item itself.
Overall, we can state the the results emerging from these experiments confrmed the efectiveness of the approach, and showed that automatic text summarization can be useful to identify the most relevant aspects of the items and support the suggestions generated by a recommendation algorithm. As future work we will introduce some strategy to automatically tune the parameters of the model, in order to dynamically select the optimal number of aspects and sentences to be included. Moreover, we will also evaluate more sophisticated techniques for natural language processing in order to include also entities and bigrams in our justifcations.
