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Rayleigh-Taylor and Buoyancy-driven instabilities are very common instabilities for an in-
homogeneous medium. We examine here how these instabilities grow for incompressible
viscoelastic fluids like a strongly coupled dusty plasma by using incompressible general-
ized hydrodynamic (i-GHD) fluid model. Since the dust particles are pretty massive, the
gravitational attraction of earth has a significant role in its dynamics. In this paper the ac-
celeration due to gravity g and the role of strong coupling in the context of gravitationally
stratified dusty plasma fluid have been considered. We find that the appearance of elastic-
ity speed up the growth of viscoelastic RT instability by reducing the effect of viscosity
at timescales shorter than the Maxwell relaxation time τm. The buoyancy driven situation
with spatially localized (in both dimensions) of low/high density regions placed in a back-
ground medium has also been evolved in the presence of gravity. Our studies show that
both the instabilities get suppressed with increasing coupling strength of the medium. This
suppression has been illustrated analytically as well as by carrying out a two-dimensional
fully nonlinear simulation.
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I. INTRODUCTION
The Rayleigh-Taylor (RT) instability is one of the most prominent fluid instabilities. This in-
stability, for a fluid in a gravitational field, was first observed by Rayleigh1 and later implemented
to all accelerated fluids by Taylor2. Since then numerous experiments and numerical simulations
have been conducted in order to better understand it. For a hydrodynamic (HD) fluid under grav-
ity, a detailed theoretical work has been done by S. Chandrasekhar3. A lot of research studies
has been pursued and published on this topic so far4–9. Furthermore, in the context of plasma
medium the charged species respond to electromagnetic forces and various scenarios arise where
an inverse stratification against a force (and/or a pseudo force due to the choice of the frame)
leads to this instability. Studies for different types of plasmas under various conditions have been
carried out10–20. This instability has been observed in diverse situations such as a supernova
explosion21,22, geophysics23, astrophysics24,25, atmospheric physics26, liquid atomization27,28, fu-
sion physics29–32, oceanography33, turbulent mixing34–36, etc. Another form of RT instability is
the buoyancy-driven (BD) instability, here a buoyant force acts in the direction opposite to gravity
for low density regions. The BD instability decides whether an object will float (if the density of an
object is less than background fluid) or sink (if the density of an object is greater than background
fluid) in fluid. The floating of boats and ships while sinking of small objects like rocks in water,
or the pouring cream (heavy fluid) into coffee (light fluid) and petroleum wells are some examples
where buoyant force plays a major role.
Our objective here is to understand the both RT and BD instabilities when a medium is in
strongly coupled state. For this purpose we consider the case of a dusty plasma. A dusty plasma
can be easily prepared/found in the strong coupling state and also the gravity plays an important
role for a micron-sized dust particle has a mass of about 10−15−10−10Kg. Thus the role of strong
coupling in behaviour of these instabilities can be readily investigated in the context of strongly
coupled dusty plasmas (SCDPs). The SCDPs are modelled, here, by using the incompressible gen-
eralized hydrodynamic (i-GHD) fluid model. This model captures the strong coupling behaviour
in terms of a viscoelastic fluid characteristics through two crucial parameters, the shear viscosity η
and elasticity τm (representing memory relaxation time)37. For those phenomena which are faster
compared to τm, the GHD system retains the memory of the past configurations and the elasticity
effects dominate. This elastic behaviour of the system is known to produce transverse shear (TS)
waves in the medium. However, for times longer than τm the memory effects are insignificant and
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the usual viscous characteristics of the fluid phase dominate.
Here, we demonstrate that elasticity leads to a speed up of the RT instability by reducing the
coupling strength (η /τm, viscous fraction). Such reducing effect of elasticity on RT instability
has also been observed for geodynamic settings in38 and for the viscoelastic fluids within the
framework of the Oldroyd-B model in39. In order to evident this effect, for the same value of
η , we have simulated the fully viscous fluid and viscoelastic fluids for different values of τm.
To develop a better physical insight into the dynamics of each phenomena, the inviscid limit of
fluids are also simulated. The BD instability has been discussed by considering the evolution of
localized low/high density bubbles/droplets in the medium. For both instabilities, the simulations
show a gradual suppression with increasing coupling strength, which is consistent with the linear
theory. The coupling strength has been understood in terms of shear wave whose phase velocity is
proportional to it.
The paper has been organized as follows. Section II contains the governing equations of i-GHD
model for viscoelastic medium in the presence of gravity. In Subsections II A and II B, we obtain
the analytical dispersion relations for the gradually and sharply increasing density gradients against
gravitational force, respectively. Section III contains the description of numerical scheme. In
Section IV, we describe the numerical evolution of various density profiles with time for different
values of coupling parameters. The suppression of the both instabilities i.e. RT and BD has been
clearly depicted by numerical simulation, as one moves from weakly coupled to strongly coupled
regime. In Section VI, we describe the results and observations.
II. ANALYTICAL DESCRIPTION
Generalized hydrodynamic (GHD) fluid model is a phenomenological model which is used to
study the strongly coupled dusty plasma system40–45. GHD model treats dusty plasma as a vis-
coelastic fluid in which the coupling strength depends on the ratio of the shear viscosity coefficient
η and relaxation time parameter τm37. This model supports both the existence of incompressible
transverse shear and compressible longitudinal modes. Here, we consider only the incompressible
limit of the GHD and term is as the i-GHD fluid model for which the set of equations is obtained.
In the incompressible limit the Poisson equation is replaced by the quasi-neutrality condition and
charge density fluctuations are ignored. The coupled set of continuity and momentum equations
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for the dust fluid under gravity acceleration~g can be written as:
∂ρd
∂ t
+∇ · (ρd~vd) = 0, (1)
[
1+ τm
(
∂
∂ t
+~vd ·∇
)]
[
ρd
(
∂~vd
∂ t
+~vd·∇~vd
)
+ρd~g+ρc∇φd
]
= η∇2~vd, (2)
respectively and the incompressible condition is given as
∇·~vd = 0. (3)
The derivation of these reduced equations has been discussed in detail in our earlier papers43,45
along with the procedure of its numerical implementation and validation. Here, the variables ρd
and ρc, ~vd and φd are the dust mass density, dust charge density, dust fluid velocity and dust
charge potential respectively. The time, length, velocity and potential are normalised by in-
verse of dust plasma frequency ω−1pd =
(
4pi(Zde)2nd0/md0
)−1/2 and plasma Debye length λd =(
KBTi/4piZdnd0e2
)1/2, λdωpd and Zde/KBTi respectively. The parameters md , Ti and KB are the
dust grain mass, ion temperature and Boltzmann constant respectively. Zd is the charge on each
dust grain with no consideration of charge fluctuation. The number density nd is normalised by
the equilibrium value nd0.
A. Gradual density gradient
Here, we consider two-dimensional (x-y plane) incompressible system where density gradient
and potential gradient are chosen along the y-axis i.e. ∂ρd/∂y, ∂φd0/∂y respectively, and acceler-
ation~g applied in opposite direction of fluid density gradient −gyˆ. Initially, we consider no initial
flow i.e. ~vd0 = 0 at t=0, the equilibrium condition Eq. (2) becomes
ρd0g =−ρc∂φd0∂y . (4)
A small perturbation in the various fields, e.g. density, scalar potential and dust velocity can be
written as
ρd(x,y, t) = ρd0(y, t = 0)+ρd1(x,y, t), (5)
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φd(x,y, t) = φd0(y, t = 0)+φd1(x,y, t), (6)
~vd(x,y, t) = 0+~vd1(x,y, t), (7)
respectively. Retaining only linear terms in the perturbed fields we obtain the following equations
for the linearized instability analysis
∂ρd1
∂ t
+( ~vd1 ·∇)ρd0 = 0, (8)[
1+ τm
∂
∂ t
][
ρd0
∂vd1y
∂ t
+ρd1gyˆ+ρc
∂φd1y
∂y
]
= η∇2vd1y, (9)[
1+ τm
∂
∂ t
][
ρd0
∂vd1x
∂ t
+ρc
∂φd1x
∂x
]
= η∇2vd1x, (10)
∇ ·~vd1 = 0. (11)
Since equilibrium fields vary along yˆ, the above set of equations can only be Fourier analysed in
time and spatial coordinate x. However, assuming the perturbations to be of much smaller scale
compared to the equilibrium variation along y we invoke the local approximation and proceed with
the Fourier decomposition along y also. This leads to
ρd1 =− iω
∂ρd0
∂y
v1y. (12)
The yˆ component
[1− iωτm]
[−iωρd0v1y+ρd1g+ ikyρcφ1]=−ηk2v1y. (13)
The xˆ component
[1− iωτm][−iωρd0v1x+ ikxρcφ1] =−ηk2v1x, (14)
ikxv1x =−ikyv1y⇒ v1y =−kxky v1x. (15)
Obtain φd1, using above relation and Eqs. (12) (13) (14), and (15), we get
φd1 =−gkxv1xρcωk2
∂ρd0
∂y
, (16)
using the above relation Eq. (16) in Eq. (14), we get the dispersion relation as
(1− iωτm)
[
ω2k2+
gk2x
ρd0
∂ρd0
∂y
]
=−iωη∗k4, (17)
where kinematic viscosity η∗=η/ρd0, the ratio of absolute viscosity η to density ρd0. A similar
equation for the electron ion plasma in the context of inertial fusion has been predicted by A. Das
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et. al.46. When τm the memory relaxation parameter is zero, the RT growth rate shows a viscous
damping due to η∗. In strongly coupled regime i.e. ωτm  1, the above dispersion Eq. (17)
becomes
ω2 =
η∗
τm
k2− g
ρd0
∂ρd0
∂y
k2x
k2
. (18)
Here
√
η∗/τm =Vs is the phase speed of the transverse shear wave. For hydrodynamic fluid case
where (η∗/τm=0), the above dispersion relation reduces to the usual expression of the RT growth
rate is
ω2 =− g
ρd0
∂ρd0
∂y
k2x
k2
. (19)
B. Sharp interface
When the density interface is sharp the above dispersion relation becomes,
ω2 =
η∗
τm
k2−gkAT , (20)
here AT = (ρd02−ρd01)/(ρd01+ρd02) is the Atwood’s number. ρd02 is heavier fluid density is
supported by lighter fluid density ρd01. Here, too the hydrodynamic limit is recovered when the
TS wave velocity η∗/τm = 0 is chosen.
ω2 =−gkAT . (21)
For g= 0, Eqs. (18) and (20) imply the existence of TS wave moving with phase velocity
√
η∗/τm.
Detailed analytical and numerical studies of TS waves for the homogeneous 43,45 and inhomoge-
neous47 density media have been carried out by us. From these two equations one can immediately
infer that in the strong coupling limit as the value of the first term η∗/τm (coupling strength pa-
rameter) increases, it suppresses the RT instability growth rate. Alternatively, this suppressing
effect of strong coupling on RT instability can also be understood in terms of shear waves whose
phase velocity (
√
η/ρdτm) is proportional to it. These equations also imply that elasticity, in the
viscoelastic fluids, enhances the growth of RT instability by reducing the coupling strength . The
effects of elasticity on the RT instability have been given in a number of studies 38,39,48–52. Most
of these studies showed that elasticity speedup the growth of the RT instability. It should be noted
that the analytical dispersion relations for dusty plasma medium has also been obtained in 2015
by Avinash et. al.53. However, we had presented this result earlier in 2014 in a conference54.
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III. NUMERICAL SIMULATION
For the purpose of numerical simulation the generalized momentum Eq. (2) has been expressed
as a set of following two coupled convective equations,
ρd
(
∂~vd
∂ t
+~vd·∇~vd
)
+ρd~g+ρc∇φd = ~ψ (22)
∂~ψ
∂ t
+~vd ·∇~ψ = ητm∇
2~vd−
~ψ
τm
. (23)
For two-dimensional (2D) studies all the variables are functions of x and y only, i.e ~ψ(x,y),~vd(x,y),
ρd(x,y) and ~g(y). From Eq. (22) it is clear that the quantity ~ψ(x,y) is the strain created in the
elastic medium by the time-varying velocity fields. We re-write the Eq. (22) using the equilibrium
condition of ρd0g =−ρc∇φd0 in terms of perturbed density Eq. (5).
∂~vd
∂ t
+~vd·∇~vd + ρd1ρd ~g+
ρc
ρd
∇φd1 =
~ψ
ρd
. (24)
Taking the curl of Eq. (24) and using the Boussinesq approximation, we get
∂ξz
∂ t
+
(
~vd ·~∇
)
ξz =
1
ρd0
∇×ρd1~g+∇×
~ψ
ρd
. (25)
Here, ξz(x,y) =
[
~∇×~vd(x,y)
]
z
is the z (and the only finite) component of vorticity for the 2D case
considered here. It is normalised by dust plasma frequency. The acceleration~g is applied opposite
to the fluid density gradient −gyˆ. The coupled set of model equations for numerical simulations
are the following:
∂ρd
∂ t
+(~vd ·∇)ρd = 0, (26)
∂~ψ
∂ t
+
(
~vd ·~∇
)
~ψ =
η
τm
∇2~vd−
~ψ
τm
, (27)
∂ξz
∂ t
+
(
~vd ·~∇
)
ξz =− gρd0
∂ρd1
∂x
+
∂
∂x
(
ψy
ρd
)
− ∂
∂y
(
ψx
ρd
)
. (28)
We have used the LCPFCT method (Boris et al.55) to evolve the coupled set of Eqs. (26), (27)
and (25) for various kinds of density profiles. This method is based on a finite difference scheme
associated with the Flux-Corrected Algorithm. The velocity at each time step is updated by using
the Poisson’s equation ∇2~vd =−~∇×~ξ , which has been solved by using the FISPACK package56.
In the subsequent sections we will present the results of 2D numerical simulations of gravitational
and buoyancy-driven instabilities and discuss how the growth rate of these instabilities gets sup-
pressed with increasing coupling strength as expected analytically in Eqs. (18)-(20). Boundary
conditions are periodic in the horizontal direction (x-axis) and absorbing (non-periodic a) along
the vertical (y-axis) direction throughout for all simulation studies.
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IV. RAYLEIGH TAYLOR INSTABILITY
We consider two types of inhomogeneous density profiles, namely (A) with sharp interface
between two different densities where heavier fluid ρd02 (upper) is supported by lighter one ρd01
(lower) as shown in Fig. 1(a) and (B) with gradually increasing density gradient along the y-axis
as shown in Fig. 1(b). In colorbar, letter H is the acronym of the heavy density region and L stands
for lighter density region.
FIG. 1. Initial density profiles for Rayleigh-Taylor at
time t=0. (a) sharp density interface profile and (b)
gradually increasing density gradient along the verti-
cal y-axis; where H stands for heavy density and L
for lighter one.
For both cases A and B, the system length is lx = ly = 2pi units and density gradient is chosen
along the vertical y-axis opposite to gravitational acceleration g(= 10). A sufficient electric field
is applied for equilibrium balance against gravity to levitate the dust particles, we had a discussion
about it in Section II.
A. Sharp interface
For case A (Fig. 1(a)), we consider a system which consists of two incompressible fluids of
constant densities ρd01=1 for −pi ≤ y≤ 0 (lower half) and ρd02=2 for 0 = y≤ pi (upper half). The
denser fluid ρd02 is positioned above the lighter fluid of density ρd01. This equilibrium configura-
tion remains stable in absence of gravity. To hasten the evolution of our equilibrated system under
gravity, we impose a small amplitude sinusoidal perturbation on the density profile at the interface
(y = 0) i.e.
ρd1 = φ0cos(kxx)exp(−y2/ε2). (29)
Here kx is the wavenumber associated with the perturbation. Also, the parameter ε defines the
width of the perturbation along y. For our simulations we have chosen these parameters as φ0 =
0.01, ε = 0.1 and kx = 1. The total density is ρd = ρd0s+ρd1, where the suffix s corresponds to 1
and 2 which are labeled for the low and high density of the dust fluid, respectively. The evolution
of RT instability is reproduced for the inviscid HD fluid from our code (see Fig. 2).
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FIG. 2. Time evolution of RT instability for inviscid HD fluid at the sharp interface of two different densities.
The heavy fluid (upper half) penetrate into the lighter fluid (lower half) and the lighter fluid rises above into
the domain of heavy fluid. The RT instability perturbations first grows exponentially then saturate to form
the bubbles and spikes types of structures.
The initial perturbation on the interface was given at kx = 1 which is observed. The heavy
fluid is observed to penetrate into the lighter fluid and the lighter fluid rises above into the do-
main of heavy fluid. Subsequently, the falling heavy fluid develops rolls at the edges acquiring a
mushroom like profile. These rolls grow up with time as the heavy fluid keeps falling with time.
Such an evolution of RT instability is a well known result of HD fluid57,58, thereby substantiating
our numerical simulation. In order to see the pure viscous damping effect on the growth of RT
instability, we have simulated the viscous HD fluid of η = 0.1 with the value of τm = 0 shown in
Fig. 3.
FIG. 3. Time evolution of RT instability for pure viscous HD fluid (η= 0.1; τm=0) at the sharp interface of
two different densities. Here, due to the viscous damping force, the RT instability grows at a considerably
slower pace compared to the inviscid HD fluid (Fig. 2).
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Here, the instability grows at a considerably slower pace compared to the inviscid HD fluid
(Fig. 2) because of the viscous damping force. In the interest of elastic effects on the growth of
instability we have also considered two viscoelastic fluids with two different values of τm (20 and
5) for the same value of η = 0.1 (viscous damping is similar) shown in Fig. 4. A comparison
FIG. 4. The growth of RT instability at the sharp interface of two viscoelastic fluids of different densities.
(a) η= 0.1; τm=20, and (b) η= 0.1; τm=5. RT instability gets weaker with increasing coupling strength i.e.
η/τm as expected analytically from Eq. (20). Moreover, a comparison between viscous HD fluid (Fig. 3)
and viscoelastic fluids (Fig. 4) evidents that the appearance of elasticity τm speed up the growth of RT
instability by reducing the viscous fraction (η /τm).
between viscous HD fluid (Fig. 3), viscoelastic fluids (Fig. 4) evidents that the RT instability in
the dust fluid phenomenologically similar to the HD case as observed in dusty plasma experiment
by Pacha et al.59. It can also be noticed that the appearance of elasticity τm speed up the growth
of RT instability by reducing the viscous fraction (η /τm). Such reducing effect of elasticity on RT
instability has also been observed in many studies38,39,48–52. Or the RT instability gets weaker with
increasing the value of coupling strength (η /τm) as expected analytically from Eq. (20). In Fig. 5,
for the quantitative comparison, the density interface growth for all these has also been evaluated
and found to similar with the above observations.
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FIG. 5. The density interface growth
(distance from the initial interface) in
vertical downward direction with time.
The RT instability gets weaker with in-
creasing the ratio η/τm as expected ana-
lytically from Eq. (20).
B. Gradual variation of density profile
Next, the density of the dust fluid is stratified against gravity and has a gradually changing
profile as shown in Fig. 1(b).
ρd = ρd0+φ0exp(σy)+ρd1. (30)
Here ρd0 is constant background density. The value of parameters taken for the present case are
ρd0=5, amplitude of inhomogeneity φ0=0.1 and σ=0.025 decide the ramp of inhomogeneity in
background density. The sinusoidal perturbation ρd1 (see Eq. 29) is imposed at y = 0, which can
also be clearly seen in Fig. 1(b). In Fig. 6, we have compared two different viscoelastic fluids with
same η (η = 0.1,τm = 20,η/τm=0.005 for Fig. 6(a), (η = 0.1,τm = 5,η/τm=0.02 for Fig. 6(b)).
From the comparison of Fig. 6(a) and Fig. 6(b), it is clear that at each time step, the growth of
RT instability gets weaker with increasing η/τm as suggested by Eq. (18) or the reducing effect
of elasticity to the viscous fraction (η /τm) enhances the RT growth. The elastic behaviour of the
system is known to produce TS waves in the medium. Similar observations have been made for
the sharp density gradient profiles (Subsection IV A). It is clear that in all these cases the evolution
is identical suggesting that the shear wave associated with strong coupling is operational.
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FIG. 6. The time evolution of RT instability for two viscoelastic fluids having gradually increasing densities
against the gravity. (a) Viscoelastic fluid with η= 0.1; τm=20, and (b) viscoelastic fluid with η= 0.1; τm=5.
RT instability gets weaker with increasing coupling strength i.e. η/τm as analytically suggested by Eq.
(18).
V. BUOYANCY-DRIVEN EVOLUTION
We consider the two types of density inhomogeneity profiles, namely (A) an initially static and
circular bubble whose density is less than that of the surrounding quiescent Newtonian/viscoelastic
fluid as shown in Fig. 7(a) and (B) initially static and a circular droplet whose density is higher
than that of the surrounding medium as shown in Fig. 7(b). In both the cases the variation in
density is symmetric about an axis which is perpendicular to simulation plane.
FIG. 7. Initial densities’ profiles at time
t=0. (a) Bubble of less density inside the
heavier fluid and (b) droplet of high den-
sity inside the lighter fluid. In colorbar,
letter H is the acronym of the heavy den-
sity region and L stands for lighter den-
sity region.
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For both cases, we have considered a system of length lx = ly = 12pi units, approximating the
gravitational acceleration as g= 10. Under the influence of gravity, the less dense regions (bubble)
have a tendency to rise upwards, whereas the higher density (droplet) sinks against the background
low density fluid. Now let us discuss the equations of model to develop the some simple qualita-
tive understanding of simulations results. For an inviscid flow, the vorticity Eq. (25)/Eq. (28) in
hydrodynamic limit, becomes
∂ξz
∂ t
+
(
~vd ·~∇
)
ξz =
1
ρd0
∇×ρd1~g =− gρd0
∂ρd1
∂x
. (31)
The spatial variation in density i.e. −(g/ρd0)(∂ρd1/∂x) acts as a buoyant force. In order to
simulate the case of rising/falling bubble/droplet, we have considered a Gaussian density profile
given by,
ρd1 = ρ ′0exp
−
(
(x− xc)2+(y− yc)2
)
a2c
 , (32)
where ac is the bubble/droplet core radius. As the simulation begins, the buoyant force comes into
a picture which in turn induces the dipolar vorticity (a pair of counter rotating vortices) for our
considered Gaussian density profile i.e.
− ∂ρd1
∂x
= 2(x− xc)ρd1. (33)
The net resultant of counter rotating pair of vortices will decide the net flow direction of the
medium60 i.e vertical upward (bubble) or vertical downward (droplet). Figure 8, corresponds
to the Fig. 7, shows the schematic diagram of vorticities (using Eq. (33)), it is clear that two
similar counter-rotating lobes cause the net propagation of bubble/droplet in the vertical up-
ward/downward direction (indicated by arrows).
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FIG. 8. Schematic vorticity diagram (a
pair of counter counter-rotating lobes) of
the bubble and droplet. (a) Dipolar vor-
ticity due to the buoyant force on bub-
ble w.r.t. Fig. 7(a). Here, the net rota-
tion causes the motion in vertical upward
direction, indicated by vertical upward
arrow. Similarly, vorticity in (b) w.r.t.
Fig. 7(b) causes the net downward flow
for the droplet.
While in viscoelastic fluids, in addition to the buoyant force term, the vorticity Eq. (25)/Eq. (28)
includes ∇×(~ψ/ρd) as second term (RHS) which incorporate the shear waves into the medium
moving with phase velocity
√
η/ρdτm.
A. Rising bubble
In order to simulate the case of rising bubble the numerical simulation has been carried out for
ac=2.0, ρ ′0 =−0.5 and xc = 0, yc =−4pi in above Eq. 32. The homogeneous background density
with ρd0 = 5 has been taken. Thus, the total density is ρd = ρd0 + ρd1. Figure 9 displays the
time evolution of the bubble density profile of inviscid fluid. Initially at time t = 0, the bubble
is axisymmetric (see Fig. 7(a)) and as the system evolves, the bubble simply rises without any
significant change in shape for a short period of time. At a later stage, the initially circular profile
assumes a crescent shape as evident from the first subplot of Fig. 9. Further, as time progresses,
a mushroom-like structure which is characteristic of RT instability begins to appear along with
rolling and mixing at the edge of the bubble. This mushroom-like structure then breaks into two
distinct elliptical lobes as evident from the figure. These lobes propagate forward as a single entity
leaving behind wake-like structure in background fluid. Next, with the understanding of bubble
evolution for HD fluids, the time evolution of bubble for viscoelastic fluids has been performed.
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FIG. 9. Time evolution of bubble density (see Fig. 12 for the respective vorticity) profile for inviscid HD
fluid.
To envisage the effect of coupling strength, we compare one viscoelastic fluid (Fig. 10(a))
having η = 2.5,τm = 20 i.e. η/τm=0.125 with another viscoelastic fluid (Fig. 10(b)) having higher
coupling strength i.e. η=5, τm=10, η/τm=0.5.
FIG. 10. Evolution of bubble density profile (see Fig. 11 for the respective vorticity evolution) in time for
two viscoelastic fluids (a) η= 2.5; τm=20, and (b) η= 5; τm=10. The growth of bubble gets reduced (rising
rate) with increasing coupling strength.
We observe a decrease in rising rate of bubble with increasing coupling strength. Also, the
elliptical lobes start moving apart in horizontal direction earlier in stronger coupled medium. At
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the same time, the rolling rate of lobes increases causing the expansion of lobes and disappearance
of the dragging tail. Thus, we observe that similar to the RT instability the growth of bubble
gets reduced (rising rate) with increasing coupling strength and this reducing effect can be easily
visualised through the respective vorticity evolution given in Fig. 11.
FIG. 11. Time evolution of bubble vorticity profile (see Fig. 10 for the respective density evolution) for two
viscoelastic fluids (a) η= 2.5; τm=20, and (b) η= 5; τm=10. There is emission of TS wave surrounding the
vorticity lobes whose phase velocity is proportional to the coupling strength. It is clear that the increase of
phase velocity of TS waves with coupling strength suppresses the BD instability (i.e reduction in rising rate
of lobes).
In Fig. 11, the vorticity subplots in first and second row correspond to the density profiles
shown in Fig. 10(a) and Fig. 10(b), respectively. It is evident from Fig. 11 that there is emission
of TS waves surrounding the vorticity lobes for visco-elastic fluids and no such TS waves exist
for inviscid HD fluid (Fig. 12). The emission of waves from either lobe pushes the other lobe in
the direction perpendicular to the direction of propagation of the entire structure and as a result
the lobes get well separated with time and proportional to the coupling strength. Besides this lobe
separation, the emission of TS wave significantly reduced the strength of dipole thereby impeding
the dipole propagation and this reduction in dipole propagation is also proportional to the coupling
strength. The relative observations of Fig. 11(a) and Fig. 11(b) clearly reflect it through the TS
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enclosure which is larger for the η= 5; τm=10 than η= 2.5; τm=20.
FIG. 12. Evolution of bubble vorticity profile in time for inviscid HD fluid (see Fig. 9 for the respective
density).
Thus, we conclude that the increase of phase velocity of TS waves with coupling strength
suppresses the BD instability (i.e reduction in vertical propagation direction and enhancement in
horizontal separation between lobes). To understand the separate effects of viscosity and elasticity
on BD growth the snapshots of density/vorticity snapshots at the same timestep (≈20) are shown
in Fig. 13/Fig. 14. From Fig. 13, the damping effect of viscosity on the BD instability can be easily
noticed, and elasticity reduces the viscous effects by reducing the viscous fraction.
FIG. 13. Viscosity η vs elasticity τm. The snapshots
of bubble density profiles at a particular timestep (see
Fig. 14 for the respective vorticity). The BD instabil-
ity gets weaker with increasing viscosity (in the ver-
tical direction with a fixed value of τm), and elasticity
only reduces the viscous effects (along the horizontal
direction with a fixed value of η).
The role of TS waves can be visualised from the vorticity snapshots given in Fig. 14.
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FIG. 14. Viscosity η vs elasticity τm. The snapshots
of bubble vorticity profiles at a particular timestep
(see Fig. 13 for the respective density). The BD in-
stability gets weaker with increasing viscosity (in the
vertical direction with a fixed value of τm), and elas-
ticity only reduces the viscous effects (along the hor-
izontal direction with a fixed value of η).
From viscoelastic theory it well known that the strong coupling increases the material properties
like its rigidity (giving rise to shear waves). So this extra rigidity should give rise to an extra torque
thereby increasing the rotation. This would imply that in strong coupling limit rotation should be
faster. This effect can be observed from Fig. 13/Fig. 14, in strong coupling limit the expansion
of lobes is higher, and disappearance of the dragging tail in density evolution. Also, the vortex
evolution is similar for the same value of coupling strength (η/τm).
B. Falling droplet
For simulating the falling droplet i.e case B (Fig. 7(b)), the values of parameters in Eq. 32 for the
droplet density profile are ac=2.0, ρ ′0 = 0.5 and xc = 0, yc = 4pi . We considered the homogeneous
background density as ρd0 = 5. The total density is ρd = ρd0+ρd1. Figure 15 shows the dynamics
of the droplet, falling in tranquil inviscid HD fluid. The suspended drop starts to fall. As time
passes, the drop breaks up forming first a semicircular structure then a two lobes similar to the case
of bubble. Figure 16 reveals the different stages of droplet for viscoelsatic fluids. As done for rising
bubble, we shall now compare Fig. 16(a) having η = 3.5,τm = 10 i.e. η/τm=0.35) to Fig. 16(b)
having η = 5,τm = 10 i.e. η/τm=0.5 . For a higher coupling strength shown in Fig. 16(b), the
downward motion is slower. The transverse dimension is even larger and the dragging tail does
not seem to appear at all. Again, similar to the case of bubbles, the vorticity plots are provided for
observing a clear role of TS waves i.e. pushing the two lobes apart, as seen in Fig. 17. For the
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FIG. 15. Time evolution of droplet density (see Fig. 18 for the respective vorticity evolution) profile for
inviscidHD fluid.
FIG. 16. Evolution of droplet density profile (see Fig. 17 for the respective vorticity evolution) in time for
two viscoelastic fluids (a) η= 2.5; τm=20, and (b) η= 5; τm=10. The growth of droplet gets reduced (falling
rate) with increasing coupling strength.
inviscid HD fluid the corresponding vorticity subplots (Fig. 18) to the mentioned density profile
(Fig. 15), no such wave are observed which can constraint the falling rate. Thus, we conclude
that the increase of phase velocity of TS waves with coupling strength suppresses the buoyant
nature of a droplet. To understand the separate effects of viscosity and elasticity on BD growth the
snapshots of density/vorticity snapshots at the same timestep (≈20) are shown in Fig. 19/Fig. 20.
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FIG. 17. Time evolution of droplet vorticity profile (see Fig. 16 for the respective density evolution) for
two viscoelastic fluids (a) η= 2.5; τm=20, and (b) η= 5; τm=10. There is emission of TS wave surrounding
the vorticity lobes whose phase velocity is proportional to the coupling strength. It is clear that the increase
of phase velocity of TS waves with coupling strength suppresses the BD instability (i.e reduction in falling
rate of lobes).
FIG. 18. Time evolution of droplet vorticity (see Fig. 15 for the respective density evolution) profile for
inviscid HD fluid.
The role of TS waves can easily be understood from the vorticity snapshots given in Fig. 20.
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FIG. 19. Viscosity η vs elasticity τm. The snapshots
of droplet density profiles at a particular timestep (see
Fig. 20 for the respective vorticity). The BD instabil-
ity gets weaker with increasing viscosity (in the ver-
tical direction with a fixed value of τm), and elasticity
only reduces the viscous effects (along the horizontal
direction with a fixed value of η).
FIG. 20. Viscosity η vs elasticity τm. The snapshots
of droplet vorticity profiles at a particular timestep
(see Fig. 19 for the respective density). The BD in-
stability gets weaker with increasing viscosity (in the
vertical direction with a fixed value of τm), and elas-
ticity only reduces the viscous effects (along the hor-
izontal direction with a fixed value of η).
Similar to the bubble evolution, it can be easily noticed that the BD instability gets weaker with
increasing viscosity, and elasticity reduces the viscous effects. Also, in strong coupling limit the
expansion of lobes is higher, and disappearance of the dragging tail in density evolution. Also,
the vortex evolution is similar for the same value of coupling strength (η/τm). This means the
spatio-temporal evolution of vortices/instabilities depends on the coupling strength.
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VI. OBSERVATIONS AND CONCLUSION
We present a detailed discussion on the evolution of Rayleigh-Taylor instability and Buoyancy-
Driven instability in two-dimensional strongly coupled dusty plasmas (SCDPs) in the presence
of gravity. The SCDPs have been treated as viscoelastic fluids in the framework of incompress-
ible generalized hydrodynamics (i- GHD) fluid model. The density stratification against gravity
leading to Rayleigh-Taylor instability. For the buoyancy-driven evolution, we consider a spa-
tially localized high/low (droplet/bubble) density region placed in a constant background density
medium in the presence of gravity. Some main observations are as follows:
• RT instability in the dust fluid phenomenologically similar to the hydrodynamic case as
observed in dusty plasma experiment by Pacha et al.59.
• Our studies, analytically as well as numerical simulations, show that both the instabilities
get suppressed with increasing coupling strength of the medium.
• The appearance of elasticity τm speed up the growth of RT instability by reducing the effect
of viscosity.
• The spatio-temporal evolution of vortices/instabilities depends on the value of coupling pa-
rameter.
The addition of third dimension (3D) will make these results more general. These observations
would be presented in a subsequent publication. For the hydrodynamic fluids Youngs et. al. re-
ported the difference between 2D and 3D simulation of RT mixing61 and observed that dissipation
of density fluctuations is less in 2D than in 3D. To investigate three-dimensional effects on the
Rayleigh–Taylor instability, numerically observe the two-layer roll-up phenomenon of the heavy
fluid, which does not occur in the two-dimensional case.62
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