We study algebraic properties of cost functions. We give an application: building sets close to being Turing complete.
Introduction
For more background [7, Section 5.3] . H denotes the halting problem ∅ . (ii) We say (A s ) s∈N obeys c if this quantity is finite. We denote this by (A s ) |= c. (iii) We say that a set A obeys c, written A |= c, if some computable approximation of A obeys c.
A cost function c acts like a global restraint, which is successful if the condition TC((A s ), c) < ∞ holds. Usually we use this to show that some auxiliary object we construct has in some sense a finite weight (such as a bounded request set, or a Solovay test). 1 As a warm-up we prove some simple facts. Given x 0 ∈ N, we can modify a computable approximation of A by letting it always give the final value A(x) for x ≤ x 0 . Choosing x 0 sufficiently large, this saves as much cost as we wish. Therefore: In the definition of obedience 1.2, we may suppose that c is non-trivial in the sense that ∃t c(x, t) > 0 for each x: otherwise every ∆ 0 2 set obeys c. Definition 1. 6 . We say that a cost function c satisfies the limit condition if lim x c sup (x) = 0. That is, ∀e
The fundamental existence theorem says that a cost function with the limit condition has a promptly simple "model". This was proved for particular cost functions by various authors. The following proof appeared in [1] for the standard cost function c K , and then in full generality in [7, Thm 5.3 .10]. Interestingly, no monotonicity hypothesis on the cost function is needed.
Theorem 1.7. Let c be a cost function with the limit condition. Then there is a promptly simple set A |= c. Moreover, we obtain A uniformly in c.
Proof. We meet the usual prompt simplicity requirements
We define a computable enumeration (A s ) s∈N as follows. Let A 0 = ∅. At stage s > 0, for each e < s, if P S e has not been met so far and there is x ≥ 2e such that x ∈ W e,s −W e,s−1 and c(x, s) ≤ 2 −e , put x into A s . Declare P S e met. Note that (A s ) s∈N |= c, since at most one number is put into A for the sake of each requirement. Thus TC((A s ), c) ≤ e 2 −e = 2.
If W e is infinite, there is an x ≥ 2e in W e such that c(x, s) ≤ 2 −e for all s > x, because c satisfies the limit condition. We enumerate such an x into A at the stage s > x where x appears in W e , if P S e has not been met yet by stage s. Thus A is promptly simple. Clearly the construction of A is uniform in an index for the computable function c.
A stronger form was obtained in [7, Thm 5.3.22] . As before let c be a cost function satisfying the limit condition. Then for each low c.e. set B, there is a c.e. set A obeying c such that A ≤ T B. Fact 1.8. Let c be a monotonic cost function. If a computable approximation (A s ) s∈N of an incomputable set A obeys c, then c satisfies the limit condition. In particular, the converse of 1.7 holds.
Proof. Suppose the limit condition fails for e. Choose s 0 such that
To compute A, on input n find s > s 0 , n such that c(n, s) > 2 −e . Then A s (n) = A(n). Convention 1.9. For monotonic cost functions we may henceforth assume that c(x) is finite for each x. For, if ∀x c(x) = ∞, then A |= c implies that A is computable. Thus for a monotonic cost function, we may first assume there is x 0 such that c(x) is finite for all x ≥ x 0 since c(x) is nonincreasing. But changing values c(x, s) for the finitely many x < x 0 does not alter the class of sets A obeying c. So fix some rational q > c(x 0 ) and for x < x 0 redefine c(x, s) = q.
Some applications of cost functions
2.1. The cost function for K-triviality. The standard cost function is
Clearly c K is monotonic. Note that c K satisfies the limit condition: given
The following example illustrates that in Definition 1.2, obeying c K , say, strongly depends on the chosen enumeration. Clearly if we enumerate A = N by putting in x at stage x then the total cost of changes is zero (with the conventions K s (x) = ∞ for x ≥ s and 2 −∞ = 0). Example 2.1. There is a computable enumeration (A s ) s∈N of N in the order 0, 1, 2, . . . (i.e., each A s is an initial segment of N) such that (A s ) s∈N does not obey c K .
Proof. Since K(2 j ) ≤ + 2 log j, there is an increasing computable function f and a number j 0 such that ∀j ≥ j 0 K f (j) (2 j ) ≤ j − 1. Enumerate the set A = N in order, but so slowly that for each j ≥ j 0 the elements of (2 j−1 , 2 j ] are enumerated only after stage f (j), one by one. Each such enumeration costs at least 2 −(j−1) , so the cost for each interval (2 j−1 , 2 j ] is 1.
The next fact shows that an infinite set A can only obey the cost function c K because during the enumeration of x at stage s one merely pays the current cost c K (x, s), not the limit cost c sup K (x). In [6] (also see [7, Ch 5] it is shown that A is K-trivial iff A |= c K . Currently the class of K-trivial sets is the only known natural class that is characterized by a single cost function.
2.2.
Strongly jump traceable sets and d.n.c. functions. Following Soare we write X ≤ ibT Y if X ≤ wtt Y with use bounded by the identity. In [3] (also see [7, 8.5 .3]) a monotonic cost function c is called benign if there is a computable function g such that
. In other words, g(n) bounds the size of any collection of pairwise disjoint intervals [x, s) such that c(x, s) ≥ 2 −n . (Clearly such a cost function satisfies the limit condition. Indeed, c satisfies the limit condition iff the above holds for some g ≤ T H.) The cost function c K is benign via g(n) = 2 n . The main result in [3] is that a c.e. set A is strongly jump traceable iff A obeys each benign cost function. As a corollary, each strongly jump traceable c.e. set is ibT below each ω-c.e. ML-random set. We strengthen this. Theorem 2.3. Let Y be an ω-c.e. set that is diagonally noncomputable via a function that is weak truth-table below Y . Let A be a strongly jump traceable c.e. set. Then A ≤ ibT Y .
Proof. By [5] (also see [7, 4.1.10]) there is an order function h such that 2h(n) ≤ K(Y n ) for each n.
The argument goes back to Kučera's injury free solution to Post's problem (see [7, Section 4.2] ). The following proof in the language of cost functions extends the similar result in [3] where Y is ML-random (equivalently, the condition above holds with h(n) = n/2 − d for some constant d).
Let (Y s ) be a computable approximation via which Y is ω-c.e. To help with A ≤ ibT Y , via the machine existence theorem we give prefix-free descriptions of initial segments Y s e . On input x, if at a stage s > x, e is least such that Y (e) has changed from x to s, then we still view Y s e as the final version of Y e . So whenever A(x) changes at such a stage s, we give a description of Y e of length h(e). By hypothesis A is s.j.t. and hence obeys each benign cost function. We define an appropriate benign cost function c so that A obeying c means that A changes little enough that we can provide all the descriptions needed.
For A ≤ ibT Y we define a computation A(x) = Γ(Y x ) at the least stage t ≥ x such that Y t x has the final value. If Y satisfies the hypotheses of the theorem, A(x) cannot change at any stage s > t (for almost all x), for otherwise Y e would get a description of length h(e) + O(1), where e is least such that Y (e) has changed between x and s.
We give the details. First we define a cost function c. Let c(x, s) = 2 −h(x) for each x ≥ s. If x < s, and e < x is least such that Y s−1 (e) = Y s (e), let
Clearly c is benign. Thus each strongly jump traceable c.e. set obeys c by the main result in [3] . So it suffices to show that
Then L is indeed a bounded request set. Let d be a coding constant for L (see [7, Section 2.3] ). Choose e 0 such that h(e) + u + d < 2h(e) for each e ≥ e 0 . Choose s 0 ≥ e 0 such that Y e 0 is stable from stage s 0 on.
Let e ≤ x be the largest number such that Y r e = Y t e for all r, t < r ≤ s. If e < x then Y (e) changes in the interval (t, s] of stages. Hence, by the choice of t ≥ s 0 , we cause K(y) < 2h(e) where y = Y t e = Y e , contradiction.
Remark 2.4. For each order function h the class
Thus by the foregoing proof each strongly jump traceable c.e. set is ibT below each ω-c.e. member of P h .
In [2] it is shown that given a non-empty Π 0 1 class P , each jump traceable set A Turing below each superlow member of P must be strongly jump traceable. In particular this applies for c.e. sets A, since A is superlow and hence jump traceable. For many P such a set is in fact computable. For instance, P could be a class where any two distinct members form a minimal pair. In contrast, the Π 0 1 classes P = P h are examples where being below each superlow (or ω-c.e.) member characterizes strong jump traceability for c.e. sets.
2.3.
A cost function implying strong jump traceability. Let Z ∈ ∆ 0 2 be ML-random. Fix a computable approximation (Z s ) of Z and let c Z (or, more accurately, c (Zs) ) be the cost function defined by (2) when h(e) = e. Thus, we let c Z (x, s) = 2 −x for each x ≥ s; if x < s, and e < x is least such that Z s−1 (e) = Z s (e), we let
Then A |= c Z implies A ≤ T Z by the aforementioned result from [3] , which is proved like its variant above. For background on Demuth randomness see [7, pg.141] .
In particular, A is strongly jump traceable by [2] .
We use this fact to define a computable approximation ( Z u ) of Z as follows: let Z u (e) = Z(e) for e ≤ e 0 ; for e > e 0 let Z
Recall that some Demuth random set is ∆ 0 2 . We do not know at present whether the foregoing proposition (for c.e. sets) can be strengthened, in that A ≤ T Y for Demuth random Y and c.e. A implies that A is strongly jump traceable. Greenberg, Hirschfeldt and Nies [2] build a ML-random ∆ 0 2 set with this property.
Remark 2.7. Note that we can interpret the limit function c(x) for both types of examples mentioned earlier this section.
Thus F is a kind of modulus function.
Basic properties of the class of sets obeying a cost function
Unless otherwise stated all cost functions c will be monotonic. We investigate the class of "models" of a (nontrivial) cost function c. By the first two results, whenever A |= c then A is weak truth table below a c.e. set C |= c. Proof. Otherwise, for each superlow set A there is a c.e. superlow set C ≥ T A. This is clearly not the case: for instance A could be ML-random, and hence of d.n.c. degree, so that any c.e. set C ≥ T A is Turing complete.
For X ⊆ N let 2X denote {2x : x ∈ X}. Recall that A⊕B = 2A∪(2B+1). We now show that the class of sets obeying c is closed under ⊕ and closed downward under the ibT reducibility of Soare.
Proof. Let (A s ) by a computable appoximation of A. By the monotonicity of
Recall that there are superlow c.e. sets A 0 , A 1 such that A 0 ⊕ A 1 is Turing complete (see [7, 6.1.4] ). Thus the foregoing result yields a a stronger form of Cor. 3.3: no cost function characterizes superlowness within the c.e. sets.
Proof. The argument is fairly typical. We change A(x) as early as possible because earlier changes are cheaper (also see the discussion before Fact 2.2).
Let A = Γ B where Γ is a Turing reduction with use bounded by the identity. We define a computable increasing sequence of stage (s(i)) i∈N by s(0) = 0 and Let V e denote the e-th ω-c.e. set (see [7, pg. 20] ). Fact 3.6. For each cost function c, the index set {e : V e |= c} is Σ 0 3 . Proof. We may view each Φ i as a (possibly partial) computable approximation (A t ) by letting A t D Φ i (t) . The condition that Φ i is total and a computable approximation of V e is Π 0 2 . Given that Φ i is total, the condition that (A s ) |= c is Σ 0 2 . Proposition 3.7. Suppose the cost function c is monotonic in the first component and implies superlowness for c.e. sets. Then the ideal generated by the c.e. sets A |= c is Σ 0 3 . Proof. Proof. ⇐: We define a computable increasing sequence of stages (s(i)) i∈N by s(0) = 0 and
Implication between, and conjunction of cost functions
Suppose ∃N ∀x N c(x) > d(x) fails. We build a set A |= c such that for no computable approximation Φ e of A we have TC(Φ e , d) ≤ 1. This is sufficient because of Fact 1.3. We meet the requirements R e : Φ e is total and approximates A ⇒ Φ e |= d.
The idea is to change A(x) for some fixed x at sufficiently many stages s such that N c(x, s) < d(x, s) for some large constant N . After each change we wait for recovery from the side of Φ e . In this way our cost of changes due to c remain bounded and the opponent's cost for Φ e due to d exceed 1.
Suppose s is a stage. We let t = init s (e) ≤ s be largest such that R e has been initialized at t. The waiting for recovery is implemented as follows. We say that s is e-expansionary if s = t, or s > t and, where u is the greatest e-expansionary stage less than s,
The strategy for R e only can change A(x) at e-expansionary stages u where x < u. In this case it preserves A u u till the next e-expansionary stage. Thus x ∈ Φ e (u − 1) ↔ x ∈ Φ e (t) for some t ∈ [u, s). That is, Φ e (x) has to change too. Verification. If s is a stage such that R e has been initialized b times then α s (e) ≤ 2 −b−e+1 . Hence the total cost of changes of A due to R e is at most
Construction of (A s ). Let
We show that each R e only acts finitely often, and is met. Inductively, init s (e) assumes a final value s 0 . Let b be the number of times R e has been initialized by s 0 . Since ∃N ∀x N c(x) > d(x) fails, there is a least x ≥ s 0 such that for some s 1 ≥ s, we have ∀s ≥ s 1 2 b+e c(x, s) < d(x, s). Moreover, since c satisfies the limit condition, we may suppose that c(x) < 2 −b−e . If Φ e is a computable approximation of A then there are infinitely many eexpansionary stages s ≥ s 1 . For each such s we can choose e and x at stage s in the construction. So we can add at least c(x, s 1 ) so α(e). Therefore α t (e) exceeds the bound 2 −b−e for some stage t ≥ s 1 , whence R e stops acting at t. Furthermore, since d is monotonic in the second component and by the initialization due to R e , between stages s 0 and t we have caused an increase of TC(Φ e , d) of at least 2 b+e α t (e) > 1. Hence R e is met.
For a computable approximation Φ define the cost function c Φ as in (3). The following (together with Rmk. 2.7) implies that any computable approximation Φ of a ML-random Turing incomplete must change "late" small numbers, because there is a lower bound · c K on c Φ for some > 0, and the convergence of c K (x) to 0 is slow. Proof. If A |= c Φ then C |= c Φ where C ≥ T A is the change set of the given approximation of A as in Prop. 3.2. By [4] (also see [7, 5.1.23]), C and therefore A is K-trivial. Hence A |= c K . We define A s(k) (x) for each k ∈ N. Additive cost functions are uniformly equivalent to nondecreasing effective sequences (β s ) s∈N of non-negative rationals, that is, effective approximations of left-c.e. reals β: given such an approximation β = (β s ) s∈N , let for x ≤ s c β (x, s) = β s − β x . Conversely, given an additive cost function c, let β s = c(0, s). Clearly, the two transformations are inverses.
Let Q 2 denote the binary rationals. Recall Solovay reducibility on left-c.e. reals: β ≤ S α iff there is a partial computable φ :
. Informally, β is easier to approximate than α.
Reverse implication of additive cost functions corresponds to Solovay reducibility on the corresponding left-c.e. reals. Given a left-c.e. real γ, we let the variable γ range over the nondecreasing effective sequence of rationals converging to γ. Proposition 5.2. Let α, β be left-c.e. reals. Then the following are equivalent.
Proof. 
The standard cost function c K introduced in (1) is not additive. However, it is dominated by the closely related additive cost function c Ω , where Ω is the computable approximation of Ω given by Ω s = λ dom(U s ). (That is, Ω s is the measure of the domain of the universal prefix-free free machine at stage s.)
Proof. Fix x. We prove the statement by induction on s ≥ x. For s = x we have c K (x, s) = 0. Now
because the difference is due to convergence at staget s of new U computations.
Theorem 5.4. Let A be ∆ 0 2 . Then the following are equivalent. Let c be an additive cost function given by β . We may suppose that β = c sup (0) ≤ 1.
By the machine existence theorem, there is a prefix-free machine M such that β s = λ(dom( M s )) for each s. The oracle prefix free machine M X (σ) computes exactly like M (σ) (without using the oracle). In case the computation converges at stage s, it reads s bits of the oracle set, thereby making the use s. Then it stops with the same output as M (σ).
The Main Lemma [7, 5.5.1] embodies the essence of the Golden Run method. Let 0 = q(0) < q(1) < . . . be the computable sequence of stages obtained from the Main Lemma applied to M . Thus,
Since use M A (σ) is the stage when M (σ) converges, we have the simpler expression
Thus, for each x < r we have
Now define a computable approximation ( A r ) r∈N of A by letting
Then, using (4), 1, r) is for the case that x = r − 1, where a change of A r (x) could occur just because of intersecting with [0, r).) Thus the computable approximation ( A r ) r∈N of A obeys c.
As a consequence, we have c Ω ↔ c K . That is,
. We can now obtain additive cost functions weaker that c K that are not obeyed by all ∆ 0 2 sets. Proof. First we assume that A is c.e. By Fact 1.5 choose a computable enumeration (A s ) |= c α .
By the hypothesis on α , β , let s 0 < s 1 < . . . be a computable sequence of stages such that |α s i − β s i | ≤ 2 −i . Further, let f be a strictly increasing computable function such that α x ≤ β f (x) for each x.
To define B, if x enters A at stage s, let i be greatest such that
So the total cost of B changes, TC((B s ), c β ) is bounded by TC((A s ), c α )+ i 2 −i . Let R be the computable subset of A consisting of those x that are enumerated early, namely x enters A at a stage s and f (
The argument can be adapted to the case that A is ∆ 0 2 . Given a computable approximation (A s ) obeying c α , let t be least s i such that
5.2.
Benign cost functions.
The dual cost function construction
In the usual cost function construction of Theorem 1.7, one builds a promptly simple set A that is close to being computable in that the total cost of A-changes is finite. We now introduce the dual cost function method. Given a (relativizable) cost function c, one build a set D < T H that is close to being Turing complete in that the total cost of H-changes measured by c D is finite. More precisely, there is a D-computable enumeration of H obeying c D .
Let D → W D be the c.e. operator given by the cost function construction for c D in Theorem 1.7 relative to the oracle D. By pseudo-jump inversion there is a c.e. set D such that W D ⊕ D ≡ T H. Direct construction is more flexible...
We now introduce the dual cost function method in more detail.
Definition 6.1. (i) A cost functional is a Turing functional c Z (x, t) such that for each oracle Z, c Z either is partial, or is a cost function relative to Z. We say that c is monotonic in the first/sceond component etc. if this holds for each oracle Z such that c Z is total.
is a total monotonic cost functional. We have A |= Z c Z K iff A is K-trivial relative to Z. Another example: cost function for s.j.t. We ca always require totality for all oracles... Preliminaries on cost functionals. Using a "looking-back" technique, we may convert c into a total cost functional c such that, for each Z, x, t, the computation c Z (x, t) converges in t steps, and c Z (x) = c Z (x) for each x such that ∀t c Z (x, t) ↓. To do so, let c Z (x, s) = c Z (x, t) where t ≤ s is largest such that c Z (x, t)[s] ↓. Clearly c Z (x) = c Z (x) for each Z, x. If c is monotonic in the first/second argument then so is c.
limit cond preserved? Suppose that D is c.e. and we compute c D (x, t) via hat computations: the use of a computation c D (x, t)[s] ↓ is no larger than the least number entering D at stage s. Let N D be the set of non-deficiency stages, that is, s ∈ N D iff there is x ∈ D s − D s−1 such that D s x = D x . Any hat computation existing at a non-deficiency stage is final. We have
For the converse inequality, note that for s ∈ N D we have c Ds (x, s) = c D (x, t) for some t ≤ s with D stable below the use. Example: cost function c for being in ω-c.e. 3 . Makes a T-incomplete c.e. set D such that H ≤ SJT D.
We proceed to the existence theorem for the dual cost function method.
Theorem 6.2. Let c be a (total?) cost functional that is nondecreasing in the second component and satisfies the limit condition. Then there is a Turing incomplete c.e. set D such that H |= D c D .
Proof. We define a cost functional Γ Z (x, s) that is nondecreasing in s. Further, we have Γ D (x) = c D (x) for each x, where Γ D (x) = lim t Γ D (x, t), and H with its given computable enumeration obeys Γ D . Then H |= D c D by the easy direction '⇐' of Theorem 4.1 relativized to D. For Γ D (x) ≥ c D (x), when we see a computation c Ds (x, s) = α we want to ensure that Γ D (x, s) ≥ α. To do so we enumerate relative to D a set G of "wishes" of the form
where x ∈ N, α is a nonnegative rational, and u + 1 is the use. We say that ρ is a wish for x. If such a wish is enumerated at a stage t and D t u is stable, then the wish is granted, namely, Γ D (x, t) ≥ α.
To ensure D < T H, we enumerate a set F , and meet the requirements Goto stage s where s is larger than any number mentioned so far. Claim 1. Each requirement N e is activated only finitely often, and met. Hence F ≤ T D.
Inductively assume that N i for i < e is no longer activated after stage t 0 . Assume for a contradiction that F = Φ D e . Since c D satisfies the limit condition, by (5) there is a least v such that c Ds (v, s) ≤ 3 −e /2 for infinitely many s > t 0 . Further, v > w for any w such that some N i (w), i < e, is active at t 0 . Once N e (v) is activated it can only be canceled by a change of H v . Then there is a stage s > t 0 , c Ds (v, s) ≤ 3 −e /2, such that in addition, H v is stable at s and Φ D e x+1 = F x+1 where x = e, v, |H ∩ [0, v)| . If some N e (v ) for v ≤ v is active after (1.) of stage s then it remains active, and N e is met. Now suppose otherwise.
Since we do not activate N e (v) in (4) of stage s, some N e (w) is active for w > v. Say it was activated last at a stage t < s. Note that x = e, v, |H ∩ [0, v)| was available to activate N e (v) as x < y and hence Φ D e x +1 = F x +1 [t]. Then, since w was chosen minimal, we have c Dt (v, t) > 3 −e /2 while c Ds (v, s) ≤ 3 −e /2. Hence D t t = D s t . When N e (w) became active at t it tried to preserve D t by holding all wishes for some y ≥ w that were in G D [t]. Since N e (w) did not succeed, it was cancelled by H t w = H s w . Hence N e (w) is not active at stage s, contradiction.
3
We now define Γ Z (x, t) for an oracle Z (we are interested only in the case that Z = D). Let s be least such that D s t = Z t . Output the maximum α such that some wish x, α u for u ≤ t is in G D [s]. First we show by induction on stages s that N e holds in total at most 3 −e at the end of stage s, namely,
3 −e ≥ x max{α : N e holds a wish x, α u } Note that once N e (v) is activated and holds some wishes, it will not hold any further wishes later, unless it is cancelled by a change of H v (in which case the wishes it holds are removed).
We may assume that N e (v) is activated at (3.) of stage s. Wishes held at stage s by some N i (w) where i < e will not be taken over by N e (v) because w < v. Now consider wishes held by a N i (w) where i > e. By inductive hypothesis the total of such wishes is at most i>e 3 −i = 3 −e /2 at the beginning of stage s. The activation of N e (v) adds at most another 3 −e /2 to the sum in (6) .
To show TC((H s ), Γ D ) < ∞, note that any contribution to this quantity due to n entering H at stage s is because a wish n, δ is eventually held by some N e (v). The total is at most e 3 −e .
