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ADDITIVE SCHWARZ METHODS FOR CONVEX OPTIMIZATION
AS GRADIENT METHODS∗
JONGHO PARK†
Abstract. This paper gives a unified convergence analysis of additive Schwarz methods for
general convex optimization problems. Resembling the fact that additive Schwarz methods for linear
problems are preconditioned Richardson methods, we prove that additive Schwarz methods for gen-
eral convex optimization are in fact gradient methods. Then an abstract framework for convergence
analysis of additive Schwarz methods is proposed. The proposed framework applied to linear ellip-
tic problems agrees with the classical theory. We present applications of the proposed framework
to various interesting convex optimization problems such as nonlinear elliptic problems, nonsmooth
problems, and nonsharp problems.
Key words. additive Schwarz method, gradient method, convex optimization, convergence
analysis, domain decomposition method
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1. Introduction. Many modern iterative methods such as block relaxation meth-
ods, multigrid methods, and domain decomposition methods for linear systems belong
to Schwarz methods, also known as subspace correction methods. Because of this fact,
constructing an abstract convergence theory for Schwarz methods has been consid-
ered an important task in the field of numerical analysis. There is a vast literature
on the convergence theory of Schwarz methods for linear systems. The paper [35]
by Xu contains an outstanding survey on some early results on Schwarz methods.
Several variants of the convergence theory with various viewpoints were proposed in,
e.g., [16, 17, 36]. For a modern representation of the abstract convergence theory with
historical remarks, one may refer to the monograph [32] by Toselli and Widlund.
While the convergence theory of Schwarz methods for linear elliptic problems
seems to be almost complete, there has still been much research on convergence analy-
sis of Schwarz methods for nonlinear and nonsmooth problems. The papers [30, 31]
are important early results on Schwarz methods for nonlinear problems. In [4, 5, 29],
Schwarz methods for variational inequalities which arise in quadratic optimization
with constraints were proposed. Convergence analysis for Schwarz methods was
successfully extended to nonquadratic and nonsmooth variational inequalities in [1]
and [3], respectively. Recently, overlapping Schwarz methods for convex optimization
problems lacking strong convexity were proposed in [13, 28], especially for total vari-
ation minimization problems arising in mathematical imaging. On the other hand, it
was shown in [21] that Schwarz methods may not converge to a correct solution in
the case of nonsmooth convex optimization.
One of the most important observations done in the convergence theory of Schwarz
methods for linear problems is that Schwarz methods can be viewed as preconditioned
Richardson methods; see, e.g., [32]. This observation makes the convergence analysis
of a method fairly simple; convergence is obvious by the well-known convergence
results on the Richardson method and one only need to estimate the condition number
of the linear system to obtain an estimate for the convergence rate. However, such an
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observation does not exist for general nonlinear and nonsmooth problems. Due to this
situation, all of the aforementioned works on nonlinear problems provided proofs on
why their methods converge to a solution correctly with some complex computations.
To the best of our knowledge, the only relevant result on nonlinear problems is [22];
it says that block Jacobi methods for a constrained quadratic optimization problem
can be regarded as preconditioned forward-backward splitting algorithms [8].
In this paper, we show that additive Schwarz methods for general convex op-
timization can be represented as gradient methods. In the field of mathematical
optimization, there has been much research on gradient methods for solving convex
optimization problems; for example, see [8, 12, 25]. Therefore, by observing that
additive Schwarz methods are interpreted as gradient methods, we can borrow many
valuable tools on convergence analysis from the field of mathematical optimization in
order to analyze Schwarz methods. Consequently, we propose a novel abstract con-
vergence theory of additive Schwarz methods for convex optimization. The proposed
framework directly generalizes the classical convergence theory presented in [32] for
linear elliptic problems to general convex optimization problems. We also highlight
that our framework gives a better convergence rate than existing works [1, 3, 31] for
some applications.
Various applications of the proposed convergence theory are presented in this
paper. A very broad range of convex optimization problems fits into our framework. In
particular, we provide examples of nonlinear elliptic problems, nonsmooth problems,
and problems without sharpness, where those classes of problems were considered in
existing works [31], [4, 29], [3], and [13, 28], respectively.
The rest of this paper is organized as follows. In section 2, we provide some use-
ful tools of convex analysis required in this paper. An abstract gradient method for
solving general convex optimization is introduced in section 3 with the convergence
analysis motivated by [25]. In section 4, we show that additive Schwarz methods for
convex optimization are indeed gradient methods; a novel abstract convergence the-
ory for additive Schwarz methods is proposed in this viewpoint. One- and two-level
overlapping domain decomposition settings and some important stable decomposition
estimates are summarized in section 5. Applications of the proposed convergence the-
ory to various convex optimization problems are presented in section 6. We conclude
this paper with remarks in section 7.
2. Preliminaries. In this section, we introduce notation and basic notions of
convex analysis that will be used throughout the paper.
Let V be a reflexive Banach space equipped with the norm ‖·‖V . The topological
dual space of V is denoted by V ∗, and 〈·, ·〉V ∗×V denotes the duality pairing of V ,
i.e.,
〈p, u〉V ∗×V = p(u), u ∈ V, p ∈ V ∗.
We may omit the subscripts if there is no ambiguity. We denote the collection of
proper, convex, lower semicontinuous functionals from V to R by Γ0(V ).
The effective domain of a proper functional F : V → R is denoted by domF , i.e.,
domF = {u ∈ V : F (u) <∞} .
For example, for a subset K of V , its characteristic function χK : V → R defined by
(2.1) χK(u) =
{
0 if u ∈ K,
∞ if u 6∈ K
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has the effective domain domχK = K.
A functional F : V → R is said to be coercive if
F (u)→∞ as ‖u‖ → ∞.
If F ∈ Γ0(V ) is coercive, then the minimization problem
(2.2) min
u∈V
F (u)
has a solution u∗ ∈ V with F (u∗) > −∞ [6, Proposition 11.14]. If we further assume
that F is strictly convex, then the solution of (2.2) is unique.
For a convex functional F : V → R, the subdifferential of F at a point u ∈ V is
defined as
∂F (u) = {p ∈ V ∗ : F (v) ≥ F (u) + 〈p, v − u〉 ∀v ∈ V } .
If F is Freche´t differentiable at u, then the subdifferential ∂F (u) agrees with the
Freche´t derivative F ′(u), i.e., ∂F (u) = {F ′(u)}. It is clear from the definition of
subdifferential that u∗ ∈ V is a global minimizer of F if and only if 0 ∈ ∂F (u∗).
If Fk: V → R, 1 ≤ k ≤ N are proper convex functionals, one can obtain directly
from the definition of subdifferential that
(2.3) ∂
(
N∑
k=1
Fk
)
(u) ⊇
N∑
k=1
∂Fk(u), u ∈ V.
We have a similar result on the composition with a linear operator; let W be a
reflexive Banach space. For a proper convex functional F : V → R and a bounded
linear functional A: W → V , one can show that
(2.4) ∂(F ◦A)(w) ⊇ A∗∂F (Aw), w ∈ W.
The Legendre–Fenchel conjugate F ∗: V ∗ → R of a functional F : V → R is defined
by
F ∗(p) = sup
u∈V
{〈p, u〉 − F (u)} .
Clearly, F ∗ is convex lower semicontinuous regardless of whether F is. If we further as-
sume that F ∈ Γ0(V ), then ∂F and ∂F ∗ are inverses of each other [6, Theorem 16.23],
i.e., we have
(2.5) p ∈ ∂F (u) ⇔ u ∈ ∂F ∗(p), u ∈ V, p ∈ V ∗.
For convex functionals Fk, 1 ≤ k ≤ N , defined on V , the infimal convolution of
Fk is given by (
N

k=1
Fk
)
(v) = inf
{
N∑
k=1
Fk(vk) : v =
N∑
k=1
vk, vk ∈ V
}
.
It is easy to check that
N
k=1 Fk is convex. If each Fk is in Γ0(V ) and coercive, then
we have
N
k=1 Fk ∈ Γ0(V ) [6, Proposition 12.14].
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For another reflexive Banach spaceW and a bounded linear operator A: V →W ,
the infimal postcomposition A ⊲ F : W → R of a convex functional F : V → R by A is
given by
(A ⊲ F ) (w) = inf {F (v) : Av = w, v ∈ V } .
If there does not exist v ∈ V such that Av = w, then we set (A⊲F )(w) =∞. One can
show that A ⊲ F is also convex [6, Proposition 12.34]. If the adjoint A∗: W ∗ → V ∗ of
A is surjective and F ∈ Γ0(V ), then we get A⊲F ∈ Γ0(W ) [10, Lemma 2.6]. We have
the following formulas for the convex conjugates for infimal convolution and infimal
postcomposition [6, Proposition 13.21]:
(2.6)
(
N

k=1
Fk
)∗
=
N∑
k=1
F ∗k and (A ⊲ F )
∗ = F ∗ ◦A∗.
We state a useful identity on infimal convolution and infimal postcomposition in
Lemma 2.1, whose proof will be given in Appendix A.1.
Lemma 2.1. For a positive integer N , let Wk, 1 ≤ k ≤ N , and W be real vector
spaces. For linear operators Ak: Wk →W and functionals Fk: Wk → R, the following
is satisfied:(
N

k=1
(Ak ⊲ Fk)
)
(w) = inf
{
N∑
k=1
Fk(wk) : w =
N∑
k=1
Akwk, wk ∈ Wk
}
, w ∈ W.
For a convex and Freche´t differentiable functional F : V → R, the Bregman dis-
tance of F is defined by
DF (u, v) = F (u)− F (v)− 〈F ′(v), u − v〉 , u, v ∈ V.
Note that DF is convex and Freche´t differentiable with respect to its first argument,
i.e., for fixed v ∈ V the map u 7→ DF (u, v) is Freche´t differentiable and convex.
Remark 2.2. Although the results in the references [6, 10] we cited in this sec-
tion are stated in the Hilbert space setting, they are still valid for reflexive Banach
spaces. Two main properties of Hilbert spaces used in [6, 10] are the weak compact-
ness of closed bounded sets and the equivalence between the strong and weak lower
semicontinuity of convex functions, and they are also true for reflexive Banach spaces.
3. Gradient methods. In this section, we propose an abstract gradient method
that generalizes several existing first order methods for convex optimization. As we
will see in section 4, conventional additive Schwarz methods for convex optimization
are interpreted as abstract gradient methods. Therefore, the abstract gradient method
and its convergence proof shall be very useful in the analysis of additive Schwarz
methods.
Throughout this section, let V be a reflexive Banach space. We consider the
following model problem:
(3.1) min
u∈V
{E(u) := F (u) +G(u)} ,
where F : V → R is a Freche´t differentiable convex function and G ∈ Γ0(V ) is possibly
nonsmooth. We further assume that E is coercive, so that a solution u∗ ∈ V of (3.1)
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exists. The optimality condition of u∗ reads as
F ′(u∗) + ∂G(u∗) ∋ 0,
or equivalently,
(3.2) 〈F ′(u∗), u− u∗〉+G(u)−G(u∗) ≥ 0, u ∈ V.
Let B: V × V → R be a functional which is proper, convex, and lower semicon-
tinuous with respect to its first argument. In addition, we assume that B satisfies the
following.
Assumption 3.1. There exists constants q > 1 and θ ∈ (0, 1] such that for any
bounded and convex subset K of V , we have
DF (u, v) +G(u) ≤ B(u, v)
≤ LK
q
‖u− v‖q + θG
(
1
θ
u−
(
1
θ
− 1
)
v
)
+ (1 − θ)G(v), u, v ∈ K ∩ domG,
where LK is a positive constant depending on K.
With the functional B satisfying Assumption 3.1, the abstract gradient method
for (3.1) is presented in Algorithm 3.1.
Algorithm 3.1 Abstract gradient method for (3.1)
Choose u(0) ∈ domG.
for n = 0, 1, 2, . . .
u(n+1) ∈ argmin
u∈V
{
Q(u, u(n)) := F (u(n)) + 〈F ′(u(n)), u − u(n)〉+B(u, u(n))
}
end
Several fundamental first order methods for (3.1) can be represented as examples
of Algorithm 3.1. Under the assumption that F ′ is Lipschitz continuous with modulus
M > 0, setting
B(u, v) =
1
2τ
‖u− v‖2 +G(u)
for τ ∈ (0, 1/M ] satisfies Assumption 3.1 with q = 2, θ = 1, LK = 1/τ and yields the
forward-backward splitting algorithm [8] for (3.1). If we further assume that G = 0,
then it reduces to the classical fixed-step gradient descent method.
First, we claim that the energy of Algorithm 3.1 always decreases under Assump-
tion 3.1 in the following lemma; the proof will be given in Appendix A.2.
Lemma 3.2. Suppose that Assumption 3.1 holds. In Algorithm 3.1, the sequence
{E(u(n))} is decreasing.
We note that E(u(0)) < ∞ because u(0) ∈ domG. By Lemma 3.2 and the
coercivity of E, the sequence {u(n)} generated by Algorithm 3.1 is contained in the
bounded set
(3.3) K0 =
{
u ∈ V : E(u) ≤ E(u(0))
}
.
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Clearly, K0 is convex and K0 ⊆ domG. Since K0 is bounded, there exists a constant
R0 > 0 such that
(3.4) K0 ⊆ {u ∈ V : ‖u− u∗‖ ≤ R0} .
In what follows, we omit the subscript K0 from LK0 and write L = LK0 .
We describe the convergence behavior of Algorithm 3.1. Although Algorithm 3.1
is written in a fairly general fashion, its convergence analysis can be done in a similar
way to the vanilla gradient method described in [25]. The proof of the following
convergence theorem for Algorithm 3.1 can be found in Appendix A.3.
Theorem 3.3. Suppose that Assumption 3.1 holds. In Algorithm 3.1, if E(u(0))−
E(u∗) ≥ θq−1LRq0, then
E(u(1))− E(u∗) ≤
(
1− θ
(
1− 1
q
))
(E(u(0))− E(u∗)).
Otherwise, we have
E(u(n))− E(u∗) ≤ Cq,θLR
q
0
(n+ 1)q−1
, n ≥ 0,
where Cq,θ is a positive constant defined in (A.10) depending on q and θ only, and
R0 was defined in (3.4).
Theorem 3.3 means that the convergence rate of the energy error of Algorithm 3.1
is O(1/nq−1). If the functional E in (3.1) is sharp, then a better convergence rate can
be obtained. The sharpness condition of F is summarized in Assumption 3.4.
Assumption 3.4 (sharpness). There exists a constant p > 1 such that for any
bounded and convex subset K of V satisfying u∗ ∈ K, we have
µK
p
‖u− u∗‖p ≤ E(u)− E(u∗), u ∈ K,
for some µK > 0.
The inequality in Assumption 3.4 is also known as the  Lojasiewicz inequality.
It is known that quite many kinds of functions satisfy Assumption 3.4; see [11, 37].
Invoking (3.2), one can obtain the following simple criterion to check whether As-
sumption 3.4 holds.
Proposition 3.5. Consider the minimization problem (3.1). For any bounded
and convex subset K of V , assume that F is uniformly convex with parameters p and
µK on K, i.e.,
(3.5) DF (u, v) ≥ µK
p
‖u− v‖p, u, v ∈ K.
Then Assumption 3.4 holds.
We write µ = µK0 , where K0 was defined in (3.3). One can prove without major
difficulty that p should be greater than or equal to q in order to satisfy Assumptions 3.1
and 3.4 simultaneously. Note that under Assumption 3.4, a solution of (3.1) is unique.
With Assumptions 3.1 and 3.4, the following improved convergence theorem for
Algorithm 3.1 is available; see Appendix A.4 for the proof.
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Theorem 3.6. Suppose that Assumptions 3.1 and 3.4 hold. In Algorithm 3.1, we
have the following:
1. In the case p = q, we have
E(u(n))− E(u∗) ≤
(
1−
(
1− 1
q
)
min
{
θ,
(
µ
qL
) 1
q−1
})n
(E(u(0))− E(u∗)), n ≥ 0.
2. In the case p > q, if E(u(0))− E(u∗) ≥ θ p(q−1)p−q p qp−q (Lp/µq) 1p−q , then
E(u(1))− E(u∗) ≤
(
1− θ
(
1− 1
q
))
(E(u(0))− E(u∗)).
Otherwise, we have
E(u(n))− E(u∗) ≤ Cp,q,θ(L
p/µq)
1
p−q
(n+ 1)
p(q−1)
p−q
, n ≥ 0,
where Cp,q,θ is a positive constant defined in (A.16) depending on p, q, and
θ only.
In Theorems 3.3 and 3.6, the decay rate of the energy error E(u(n)) − E(u∗)
depends on only p, q, θ, L, and µ if the initial energy error E(u(0)) − E(u∗) is small
enough. Therefore, in applications, it is enough to estimate those variables to get the
convergence rate of the algorithm.
4. Additive Schwarz methods for convex optimization. This section is
devoted to an abstract convergence theory of additive Schwarz methods for convex
optimization (3.1). We present an additive Schwarz method for (3.1) based on an
abstract framework of space decomposition. Then we show that the proposed method
is an instance of Algorithm 3.1. Such an observation makes the convergence analysis
of the proposed method straightforward.
First, we present a space decomposition setting. Throughout this section, an
index k runs from 1 to N . Let Vk be a reflexive Banach space and R
∗
k: Vk → V be a
bounded linear operator such that
(4.1) V =
N∑
k=1
R∗kVk
and its adjoint Rk: V
∗ → V ∗k is surjective. For example, if Vk is a subspace of V , then
one may choose R∗k as the natural embedding.
In our framework, we allow inexact local solvers. Let dk: Vk × V → R and
Gk: Vk × V → R be functionals which are proper, convex, and lower semicontinuous
with respect to their first arguments. Local problems of the proposed method shall
have the following general form:
(4.2) min
wk∈Vk
{F (v) + 〈F ′(v), R∗kwk〉+ ωdk(wk, v) +Gk(wk, v)}
for some v ∈ V and ω > 0. In the case of exact local solvers, we set
dk(wk, v) = DF (v +R
∗
kwk, v),
Gk(wk, v) = G(v +R
∗
kwk)
(4.3)
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for wk ∈ Vk, v ∈ V , and we set ω = 1. Then (4.2) becomes
min
wk∈Vk
E(v +R∗kwk).
We present a general additive Schwarz method for (3.1) with local problems (4.2)
in Algorithm 4.1. The constants τ0 and ω0 in Algorithm 4.1 will be defined in As-
sumptions 4.2 and 4.3, respectively.
Algorithm 4.1 Additive Schwarz method for (3.1)
Choose u(0) ∈ domG, τ ∈ (0, τ0], and ω ≥ ω0.
for n = 0, 1, 2, . . .
w
(n+1)
k ∈ argmin
wk∈Vk
{
F (u(n)) + 〈F ′(u(n)), R∗kwk〉+ ωdk(wk, u(n)) +Gk(wk, u(n))
}
, 1 ≤ k ≤ N,
u(n+1) = u(n) + τ
N∑
k=1
R∗kw
(n+1)
k
end
In order to ensure convergence of Algorithm 4.1, the following three conditions
should be considered: stable decomposition, strengthened convexity, and local stabil-
ity.
Assumption 4.1 (stable decomposition). There exists a constant q > 1 such
that for any bounded and convex subset K of V , the following holds: for any u, v ∈
K ∩ domG, there exists wk ∈ Vk, 1 ≤ k ≤ N , such that
u− v =
N∑
k=1
R∗kwk,
N∑
k=1
dk(wk, v) ≤
Cq0,K
q
‖u− v‖q,
and
(4.4)
N∑
k=1
Gk(wk, v) ≤ G (u) + (N − 1)G(v),
where C0,K is a positive constant depending on K.
Similar assumptions to Assumption 4.1 for Schwarz methods can be found in
existing works, e.g., [3, Assumption 1 and equation (7)]. In those works, several
function decompositions tailored for particular applications were proposed. We will
see in section 6 that Assumption 4.1 is compatible with them. We also note that the
assumption (4.4) for the nonsmooth part G of (3.1) is essential; a counterexample for
the convergence of Schwarz methods for a problem not satisfying (4.4) was introduced
in [21, Claim 6.1].
Assumption 4.2 (strengthened convexity). There exists a constant τ0 ∈ (0, 1]
which satisfies the following: for any v ∈ V , wk ∈ Vk, 1 ≤ k ≤ N , and τ ∈ (0, τ0], we
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have
(1− τN)E(v) + τ
N∑
k=1
E(v +R∗kwk) ≥ E
(
v + τ
N∑
k=1
R∗kwk
)
.
By the convexity of E, Assumption 4.2 is valid τ0 = 1/N . However, a smaller
value for τ0 independent of N can be found by, for example, the coloring technique;
details will be given in section 5.
Assumption 4.3 (local stability). There exists a constant ω0 > 0 which satisfies
the following: for any v ∈ domG, and wk ∈ Vk, 1 ≤ k ≤ N , we have
DF (v +R
∗
kwk, v) ≤ ω0dk(wk, v),
G(v +R∗kwk) ≤ Gk(wk, v).
In the case of exact solvers, i.e., (4.3), Assumption 4.3 is trivial with ω0 = 1.
In general, as explained in [32], Assumption 4.3 gives a one-sided measure of ap-
proximation properties of the local solvers. One can use any local solvers satisfying
Assumption 4.3 for Algorithm 4.1.
For convergence analysis of Algorithm 4.1, we introduce a functional Mτ,ω : V ×
V → R: for two positive real numbers τ and ω, the functional Mτ,ω is defined as
(4.5)
Mτ,ω(u, v) = τ inf
{
N∑
k=1
(ωdk +Gk)(wk, v) : u− v = τ
N∑
k=1
R∗kwk, wk ∈ Vk
}
+ (1− τN)G(v), u, v ∈ V.
The following lemma summarizes important properties of Mτ,ω.
Lemma 4.4. For τ , ω > 0, the functional Mτ,ω: V × V → R defined in (4.5) is
convex and lower semicontinuous with respect to its first argument.
Proof. For convenience, we fix v ∈ V and write
Mτ,ω(u) =Mτ,ω(u, v), dk(wk) = dk(wk, v), Gk(wk) = Gk(wk, v)
for u ∈ V and wk ∈ Vk. By Lemma 2.1 we have
(4.6)
Mτ,ω(u) = τ inf
{
N∑
k=1
(ωdk +Gk)(wk) : u− v = τ
N∑
k=1
R∗kwk, wk ∈ Vk
}
+ (1− τN)G(v)
= τ
(
N

k=1
((τR∗k) ⊲ (ωdk +Gk))
)
(u− v) + (1 − τN)G(v).
Since Rk is surjective, by [10, Lemma 2.6] we get the desired result.
The following lemma, named the generalized additive Schwarz lemma, shows that
Algorithm 4.1 in fact belongs to a class of Algorithm 3.1 with B(u, v) =Mτ,ω(u, v).
Lemma 4.5 (generalized additive Schwarz lemma). Let {u(n)} be the sequence
generated by Algorithm 4.1. Then it satisfies
(4.7) u(n+1) ∈ argmin
u∈V
{
F (u(n)) + 〈F ′(u(n)), u− u(n)〉+Mτ,ω(u, u(n))
}
, n ≥ 0,
where Mτ,ω(u, u
(n)) was given in (4.5).
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Proof. Choose any n ≥ 0. We write
d
(n)
k (wk) = (ωdk +Gk)(wk, u
(n)), wk ∈ Vk,
M (n)τ,ω (u) =Mτ,ω(u, u
(n)), u ∈ V
for convenience. The optimality condition of (4.7) is given by
F ′(u(n)) + ∂M (n)τ,ω (u) ∋ 0,
or equivalently,
u ∈ ∂M (n)∗τ,ω (−F ′(u(n)))
by (2.5) and Lemma 4.4. Therefore, it suffices to show that
(4.8) u(n+1) ∈ ∂M (n)∗τ,ω (−F ′(u(n))).
The optimality condition for w
(n+1)
k reads as
RkF
′(u(n)) + ∂d
(n)
k (w
(n+1)
k ) ∋ 0.
Since d
(n)
k ∈ Γ0(Vk), one can obtain the following explicit formula for w(n+1)k :
(4.9) w
(n+1)
k ∈ ∂d(n)∗k (−RkF ′(u(n))).
Summation of (4.9) over 1 ≤ k ≤ N yields
(4.10) u(n+1) ∈ u(n) + τ
N∑
k=1
R∗k∂d
(n)∗
k (−RkF ′(u(n))).
On the other hand, dualizing (4.6) with v = u(n) yields
M (n)∗τ,ω (p) = τ
(
N

k=1
((τR∗k) ⊲ d
(n)
k )
)∗(
1
τ
p
)
+ 〈p, u(n)〉
(2.6)
= τ
(
N∑
k=1
d
(n)∗
k ◦ (τRk)
)(
1
τ
p
)
+ 〈p, u(n)〉
= τ
N∑
k=1
d
(n)∗
k (Rkp) + 〈p, u(n)〉
(4.11)
for p ∈ V ∗. Consequently, by (2.3) and (2.4) we have
(4.12) ∂M (n)∗τ,ω (p) ⊇ τ
N∑
k=1
R∗k∂d
(n)∗
k (Rkp) + u
(n).
If we substitute p by −F ′(u(n)) in (4.12), we get
(4.13) ∂M (n)∗τ,ω (−F ′(u(n))) ⊇ τ
N∑
k=1
R∗k∂d
(n)∗
k (−RkF ′(u(n))) + u(n).
Combining (4.10) and (4.13), we have (4.8).
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Thanks to Lemma 4.5, it suffices to verify that Assumption 3.1 holds when
B(u, v) = Mτ,ω(u, v) in order to show the convergence of Algorithm 4.1. In the fol-
lowing, we prove that Assumptions 4.1 to 4.3 are sufficient to ensure Assumption 3.1.
Lemma 4.6. Suppose that Assumptions 4.1 to 4.3 hold. Let τ ∈ (0, τ0] and ω ≥
ω0. For any bounded and convex subset K of V , we have
DF (u, v) +G(u) ≤Mτ,ω(u, v)
≤ ωC
q
0,K′
qτq−1
‖u− v‖q + τG
(
1
τ
u−
(
1
τ
− 1
)
v
)
+ (1− τ)G(v), u, v ∈ K ∩ domG,
where the functional Mτ,ω was given in (4.5) and
(4.14) K ′ =
{
1
τ
u−
(
1
τ
− 1
)
v : u, v ∈ K
}
.
Proof. Take any wk ∈ Vk such that
(4.15) u− v = τ
N∑
k=1
R∗kwk.
By Assumption 4.3 we get
τ
N∑
k=1
ωdk(wk, v) ≥ τ
N∑
k=1
DF (v +R
∗
kwk, v)
= τ
N∑
k=1
F (v +R∗kwk)− τNF (v) − 〈F ′(v), u − v〉
(4.16a)
and
(4.16b) τ
N∑
k=1
Gk(wk, v) ≥ τ
N∑
k=1
G(v +R∗kwk).
Then using Assumption 4.2, we have
τ
N∑
k=1
(ωdk +Gk)(wk, v) + (1− τN)G(v)
(4.16)
≥ (1− τN)E(v) + τ
N∑
k=1
E(v +R∗kwk)− F (v)− 〈F ′(v), u − v〉
≥ E(u)− F (v)− 〈F ′(v), u − v〉
= DF (u, v) +G(v).
Taking the infimum on the left-hand side of the above equation over all wk satisfy-
ing (4.15) yields
DF (u, v) +G(u) ≤Mτ,ω(u, v).
On the other hand, let
u¯ =
1
τ
u−
(
1
τ
− 1
)
v.
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Since u¯, v ∈ K ′, by Assumption 4.1, there exist w¯k ∈ Vk, 1 ≤ k ≤ N , such that
(4.17) u¯− v =
N∑
k=1
R∗kw¯k,
(4.18)
N∑
k=1
dk(w¯k, v) ≤
Cq0,K′
q
‖u¯− v‖q ,
and
N∑
k=1
Gk(w¯k, v) ≤ G(u¯) + (N − 1)G(v).
Note that
u− v = τ(u¯ − v) = τ
N∑
k=1
R∗kw¯k.
By (4.17) and (4.18), it follows that
Mτ,ω(u, v) ≤ τ
N∑
k=1
(ωdk +Gk)(w¯k, v) + (1− τN)G(v)
≤ τωC
q
0,K′
q
‖u¯− v‖q + τG(u¯) + (1− τ)G(v)
=
ωCq0,K′
qτq−1
‖u− v‖q + τG
(
1
τ
u−
(
1
τ
− 1
)
v
)
+ (1− τ)G(v).
Now, the proof is complete.
Lemma 4.6 means that Algorithm 4.1 satisfies Assumption 3.1 under Assump-
tions 4.1 to 4.3 with θ = τ , LK = ωC
q
0,K′/τ
q−1. Then by Lemma 3.2, the energy
sequence {E(u(n))} generated by Algorithm 4.1 always decreases. Thus, if we define
the set K0 ⊆ V as (3.3), the sequence {u(n)} is contained in K0. Recall that we can
choose R0 > 0 satisfying (3.4). In the following, we write C0 = C0,K′0 , where K
′
0 is
defined in the same way as (4.14). If F additionally satisfies Assumption 3.4, we write
µ = µK0 . We define the additive Schwarz condition number κASM as follows:
(4.19) κASM =
ωCq0
τq−1
.
Then the value of κASM depends on τ , ω, and u
(0). By Theorems 3.3 and 3.6, the
following convergence theorems for Algorithm 4.1 are straightforward.
Theorem 4.7. Suppose that Assumptions 4.1 to 4.3 hold. In Algorithm 4.1, if
E(u(0))− E(u∗) ≥ τq−1Rq0κASM, then
E(u(1))− E(u∗) ≤
(
1− τ
(
1− 1
q
))
(E(u(0))− E(u∗)).
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Otherwise, we have
E(u(n))− E(u∗) ≤ Cq,τR
q
0κASM
(n+ 1)q−1
, n ≥ 0,
where Cq,τ is a positive constant defined in (A.10) depending on q and τ only, R0 was
defined in (3.4), and κASM was defined in (4.19).
Theorem 4.8. Suppose that Assumptions 3.4 and 4.1 to 4.3 hold. In Algo-
rithm 4.1, we have the following:
1. In the case p = q, we have
E(u(n))− E(u∗) ≤
(
1−
(
1− 1
q
)
min
{
τ,
(
µ
qκASM
) 1
q−1
})n
(E(u(0))− E(u∗)), n ≥ 0.
2. In the case p > q, if E(u(0))− E(u∗) ≥ p qp−q τ p(q−1)p−q (κp
ASM
/µq)
1
p−q , then
E(u(1))− E(u∗) ≤
(
1− τ
(
1− 1
q
))
(E(u(0))− E(u∗)).
Otherwise, we have
E(u(n))− E(u∗) ≤ Cp,q,τ (κ
p
ASM
/µq)
1
p−q
(n+ 1)
p(q−1)
p−q
, n ≥ 0,
where Cp,q,τ is a positive constant defined in (A.16) depending on p, q, and
τ only, and κASM was defined in (4.19).
In Theorems 4.7 and 4.8, we observe that the asymptotic convergence rate of
Algorithm 4.1 becomes faster as κASM becomes smaller. Therefore, getting sharp
estimates for C0, τ0, and ω0 is important in the analysis of additive Schwarz methods.
We will consider in section 6 how to estimate those constants.
4.1. Relation to the classical additive Schwarz theory. Here, we show
that the additive Schwarz framework proposed in this section is a generalization of
the classical theory for linear elliptic problems developed in [32]. Throughout this
section, H denotes a Hilbert space.
Let a(·, ·): H × H → R be a continuous and symmetric positive definite (SPD)
bilinear form on H , and f ∈ H∗. We consider the variational problem
a(u, v) = 〈f, v〉 , v ∈ H.
The above problem is standard in the field of elliptic partial differential equations.
By the Lax–Milgram theorem, a unique solution u∗ ∈ H of the above problem is
characterized as a solution of the minimization problem
(4.20) min
u∈H
{
F (u) :=
1
2
a(u, u)− 〈f, u〉
}
.
If one has
a(u, v) = 〈Au, v〉 , u, v ∈ H
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for some continuous and SPD linear operator A: H → H∗, the energy functional F (u)
in (4.20) is Freche´t differentiable with the derivative F ′(u) = Au− f ∈ H∗ for u ∈ H .
Hence, (4.20) is a particular instance of (3.1) and the theory developed in section 4
is applicable. In this case, the Bregman distance of F is given by
DF (u, v) =
1
2
a(u− v, u− v), u, v ∈ H.
We equip H with the energy norm ‖u‖A =
√
a(u, u). Then Assumption 3.4 is true
with p = 2 and µK = 1 for all bounded and convex K ⊆ H .
In what follows, let an index k run from 1 to N . Similarly to (4.1), we assume
that H admits a decomposition
H =
N∑
k=1
R∗kHk,
where Hk is a Hilbert space and R
∗
k: Hk → H is a bounded linear operator with the
surjective adjoint. We set dk in (4.2) by
dk(wk, v) =
1
2
a˜k(wk, wk), wk ∈ Hk,
for some continuous and SPD bilinear form a˜k(·, ·) on Hk. Note that the above
definition of dk(wk, v) is independent of v, so that we may simply write dk(wk) =
dk(wk, v) for wk ∈ Vk and v ∈ V . In this setting, Assumption 4.1 with q = 2 is
reduced to the following.
Assumption 4.9. There exists a constant C0 > 0 which satisfies the following: for
any w ∈ H , there exists wk ∈ Hk, 1 ≤ k ≤ N such that
w =
N∑
k=1
R∗kwk
and
(4.21)
N∑
k=1
a˜k(wk, wk) ≤ C20‖w‖2A.
Compared to Assumption 4.1, the dependency on the subset K is dropped in
Assumption 4.9 since all terms in (4.21) are 2-homogeneous. Then Assumption 4.9
exactly agrees with [32, Assumption 2.2]. The following assumption is what Assump-
tion 4.2 is reduced to.
Assumption 4.10. There exists a constant τ0 > 0 which satisfies the following: for
any wk ∈ Hk, 1 ≤ k ≤ N , and τ ∈ (0, τ0], we have
a
(
N∑
k=1
R∗kwk,
N∑
k=1
R∗kwk
)
≤ 1
τ
N∑
k=1
a(R∗kwk, R
∗
kwk).
We recall that [32, Assumption 2.3], also known as strengthened Cauchy–Schwarz
inequalities on spaces {Hk}, is written as follows: there exists constants ǫij ∈ [0, 1],
1 ≤ i, j ≤ N , such that
(4.22)
|a(R∗iwi, R∗jwj)| ≤ ǫija(R∗iwi, R∗iwi)1/2a(R∗jwj , R∗jwj)1/2, wi ∈ Hi, wj ∈ Hj .
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Suppose that (4.22) holds. Then by the same argument as [32, Lemma 2.6], for
wk ∈ Hk we have
a
(
N∑
k=1
R∗kwk,
N∑
k=1
R∗kwk
)
=
N∑
i=1
N∑
j=1
a(R∗iwi, R
∗
jwj)
≤
N∑
i=1
N∑
j=1
ǫija(R
∗
iwi, R
∗
iwi)
1/2a(R∗jwj , R
∗
jwj)
1/2
≤ ρ(E)
N∑
k=1
a(R∗kwk, R
∗
kwk),
where ρ(E) is the spectral radius of the matrix E = [ǫij ]Ni,j=1. Therefore, τ0 = 1/ρ(E)
satisfies Assumption 4.10. In a trivial case of (4.22) when ǫij = 1 for all i and j,
we have ρ(E) = N and it agrees with the trivial case τ0 = 1/N of Assumption 4.10
noted in the previous section. In this sense, we can say that Assumption 4.2 is a
generalization of [32, Assumption 2.3]. Finally, we consider a reduced version of
Assumption 4.3.
Assumption 4.11. There exists a constant ω0 > 0 which satisfies the following:
for any wk ∈ Hk, 1 ≤ k ≤ N , we have
a(R∗kwk, R
∗
kwk) ≤ ω0a˜k(wk, wk).
Assumption 4.11 has the same form as [32, Assumption 2.4]. In summary, As-
sumptions 4.1 to 4.3 can be regarded as generalizations of the three assumptions in the
abstract convergence theory of Schwarz methods for linear elliptic problems presented
in [32].
Next, we claim that Lemma 4.5 is a direct generalization of the well-known addi-
tive Schwarz lemma (see [32, Lemma 2.5]), which plays a key role in the convergence
analysis of Schwarz methods for linear problems. Let
a˜k(wk, wk) = 〈A˜kwk, wk〉, wk ∈ Vk,
for some continuous and SPD linear operator A˜k: Hk → H∗k . We readily obtain
d∗k(pk) =
1
2
〈pk, A˜−1k pk〉, pk ∈ V ∗k .
For fixed v ∈ V , we writeMτ,ω(u) =Mτ,ω(u, v), whereMτ,ω(u, v) was defined in (4.5).
That is,
Mτ,ω(u) = τ inf
{
N∑
k=1
ω
2
a˜k(wk, wk) : u− v = τ
N∑
k=1
R∗kwk, wk ∈ Vk
}
=
ω
2τ
inf
{
N∑
k=1
a˜k(wk, wk) : u− v =
N∑
k=1
R∗kwk, wk ∈ Vk
}
.
By the same argument as (4.11), we have
(4.23) M∗τ,ω(p) =
τ
2ω
〈
p,
(
N∑
k=1
R∗kA˜
−1
k Rk
)
p
〉
+ 〈p, v〉 , p ∈ V ∗.
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Dualizing (4.23) yields
(4.24) Mτ,ω(u) =
ω
2τ
〈(
N∑
k=1
R∗kA˜
−1
k Rk
)−1
(u− v), u − v
〉
, u ∈ V.
That is, the functional Mτ,ω is in fact a scaled quadratic form induced by the additive
Schwarz preconditioner M : V → V ∗, which is defined by
M =
(
N∑
k=1
R∗kA˜
−1
k Rk
)−1
.
Consequently, Lemma 4.5 and (4.24) imply that Algorithm 4.1 for (4.20) is the pre-
conditioned Richardson method
u(n+1) = u(n) − τ
ω
M−1(Au(n) − f), n ≥ 0.
Let Pad = M
−1A be the additive operator introduced in [32, Section 2.2]. Then we
have
a(P−1ad u, u) = 〈Mu, u〉 = inf
{
N∑
k=1
a˜k(uk, uk) : u =
N∑
k=1
R∗kuk, uk ∈ Vk
}
,
which is the conclusion of the classical additive Schwarz lemma. In this sense, we call
Lemma 4.5 the generalized additive Schwarz lemma.
Under Assumptions 4.9 to 4.11, one can easily prove using (4.24) that
τ0
ω0
‖w‖2A ≤ 〈Mw,w〉 ≤ C20‖w‖2A.
Therefore, the condition number of the preconditioned operator Pad is bounded by
ω0C
2
0/τ0. This bound agrees with [32, Theorem 2.7]. Moreover, it agrees with (4.19)
in the case τ = τ0 and ω = ω0. Therefore, the additive Schwarz condition number
κASM introduced in section 4 generalizes the condition number of Pad.
5. Overlapping domain decomposition. In this section, we present overlap-
ping domain decomposition settings for finite element spaces that will be used in this
paper. In the remainder of the paper, let Ω be a bounded polygonal domain in Rd,
where d is a positive integer. The notation A . B means that there exists a constant
c > 0 such that A ≤ cB, where c is independent of the parameters H , h, and δ which
are related to the geometry of domain decomposition and will be defined later. We
also write A ≈ B if A . B and B . A.
As a coarse mesh, let TH be a quasi-uniform triangulation of Ω with H the
maximal element diameter. We refine the coarse mesh TH to obtain a quasi-uniform
triangulation Th with h < H , which plays a role of a fine mesh. Let SH(Ω) ⊂W 1,∞0 (Ω)
and Sh(Ω) ⊂ W 1,∞0 (Ω) be the continuous, piecewise linear finite element spaces on
TH and Th with the homogeneous essential boundary condition, respectively. For
sufficiently smooth functions, the nodal interpolation operators IH and Ih onto SH(Ω)
and Sh(Ω), respectively, are well-defined.
We decompose Ω into N nonoverlapping subdomains {Ωk}Nk=1 such that each
Ωk is the union of some coarse elements in TH , and the number of coarse elements
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consisting of Ωk is uniformly bounded. For each Ωk, we make a larger region Ω
′
k by
adding layers of fine elements with the width δ. We define Sh(Ω
′
k) ⊂ W 1,∞0 (Ω′k) as
the continuous, piecewise linear finite element space on the Th-elements in Ω′k with
the homogeneous essential boundary condition.
In the additive Schwarz framework presented in section 4, we set
(5.1) V = Sh(Ω) and Vk = Sh(Ω
′
k), 1 ≤ k ≤ N.
We also define
V0 = SH(Ω).
We takeR∗k: Vk → V as the natural extension operator for 1 ≤ k ≤ N , andR∗0: V0 → V
as the natural interpolation operator. Then it is clear that
(5.2) V =
N∑
k=1
R∗kVk
and
(5.3) V = R∗0V0 +
N∑
k=1
R∗kVk.
We say that an additive Schwarz method is said to be one-level if it uses the space
decomposition (5.2), while it is called two-level if it uses (5.3).
5.1. Coloring technique. In section 4, we noted that a constant τ0 in Assump-
tion 4.2 larger than 1/N can be found by the coloring technique. Now, we explain the
details. In the proposed method, we say that two spaces Vi and Vj are of the same
color if
(5.4) E(v +R∗iwi +R
∗
jwj)− E(v)
= (E(v +R∗iwi)− E(v)) +
(
E(v +R∗jwj)− E(v)
)
, v ∈ V, wi ∈ Vi, wj ∈ Vj .
Inductively, one can prove the following: if Vk1 , . . . , Vkm are of the same color, then
we have
(5.5)
E
(
v +
m∑
i=1
R∗kiwki
)
− E(v) =
m∑
i=1
(
E(v +R∗kiwki)− E(v)
)
, v ∈ V, wki ∈ Vki .
Assume that the local spaces {Vk}Nk=1 are classified into Nc colors according to (5.4)
for some Nc ≤ N . Let Ij , 1 ≤ j ≤ Nc be the set of the indices k such that Vk is of
the color j. Then for τ ∈ (0, 1/Nc], v ∈ V , and wk ∈ Vk, we have
(1−τN)E(v) + τ
N∑
k=1
E(v +R∗kwk)− E
(
v + τ
N∑
k=1
R∗kwk
)
(5.5)
= τ
Nc∑
j=1

E

v + ∑
k∈Ij
wk

− E(v)

 −

E

v + τ Nc∑
j=1
∑
k∈Ij
R∗kwk

− E(v)


= τ
Nc∑
j=1
E

v + ∑
k∈Ij
wk

+ (1− τNc)E(v)− E

v + τ Nc∑
j=1
∑
k∈Ij
R∗kwk


≥ 0,
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where the last inequality is due to the convexity of E and 1 − τNc ≥ 0. Therefore,
Assumption 4.2 is true with τ0 = 1/Nc.
In most applications, E(u) has the integral structure and naturally satisfies (5.4).
As a descriptive example, let V and Vk be given by (5.1) and
E(u) =
1
s
∫
Ω
|∇u|s dx− 〈f, u〉
for s > 1 and f ∈ V ∗. Then it is obvious that Vi and Vj are of the same color if
Ω¯′i ∩ Ω¯′j = ∅. Hence, for suitable overlap parameter δ, we have
Nc ≤


2 if d = 1,
4 if d = 2,
8 if d = 3.
For two-level methods, we have τ0 = 1/(Nc + 1) because of the coarse space V0. In
summary, we have
(5.6) τ0 =
{
1
Nc
for one-level (5.2),
1
Nc+1
for two-level (5.3).
We conclude the section by observing a special case when V = H is a Hilbert
space and
E(u) =
1
2
〈Au, u〉 − 〈f, u〉
for a continuous, symmetric, positive definite linear operator A: H → H∗ and f ∈ H∗.
Then (5.4) reduces to
〈
AR∗iwi, R
∗
jwj
〉
= 0, wi ∈ Vi, wj ∈ Vj ,
which agrees with [32, Section 2.5.1]. In this sense, the proposed coloring technique
generalizes the theory developed in [32].
5.2. One-level domain decomposition. First, we consider the one-level do-
main decomposition (5.2). By [32, Lemma 3.4], we can choose a continuous and
piecewise linear partition of unity {θk}Nk=1 for Ω subordinate to the covering {Ω′k}Nk=1
satisfying [32, equations (3.2) and (3.3)]. Invoking [32, Lemmas 3.4 and 3.9], the
following lemma is straightforward under the space decomposition (5.2).
Lemma 5.1. Assume that the space V is decomposed according to (5.2). For w ∈
V , we choose wk ∈ Vk, 1 ≤ k ≤ N such that
(5.7) R∗kwk = Ih(θkw).
Then for s ≥ 1, we have w =∑Nk=1 R∗kwk and
N∑
k=1
‖R∗kwk‖W 1,s(Ω) . CNc
(
1 +
1
δ
)
‖w‖W 1,s(Ω),
where CNc is a positive constant depending on the number of colors Nc only.
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5.3. Two-level domain decomposition. There are several results on stable
decompositions for the two-level domain decomposition (5.3) which are counterparts
to Lemma 5.1. If we choose a coarse component w0 ∈ V0 of w ∈ V by the L2-projection
technique, we obtain the following estimate [31, Lemma 4.1].
Lemma 5.2. Assume that the space V is decomposed according to (5.3). For w ∈
V , let w0 ∈ V0 such that R∗0w0 is the L2-projection of w, i.e.,
(5.8a)
∫
Ω
(R∗0w0 − w)R∗0φ0 dx = 0, φ0 ∈ V0.
Then we choose wk ∈ Vk, 1 ≤ k ≤ N such that
(5.8b) R∗kwk = Ih(θk(w −R∗0w0)).
For s ≥ 1, we have w = R∗0w0 +
∑N
k=1 R
∗
kwk and
‖R∗0w0‖W 1,s(Ω) +
N∑
k=1
‖R∗kwk‖W 1,s(Ω) . CNc
(
1 +
(
H
δ
) s−1
s
)
‖w‖W 1,s(Ω),
where CNc is a positive constant depending on the number of colors Nc only.
In applications to nonsmooth optimization problems, we may need a decomposi-
tion different from Lemma 5.2 in order to satisfy (4.4) [4, 29]. Let I⊖H : Sh(Ω)→ SH(Ω)
be the nonlinear interpolation operator defined in [29, Section 4]. One may refer
to [1, 29] for some useful estimates related to I⊖H . Then we have the following esti-
mate on a decomposition using I⊖H [1, Proposition 4.1].
Lemma 5.3. Assume that the space V is decomposed according to (5.3). For w ∈
V , we define w0 ∈ V0 by
(5.9a) R∗0w0 = I
⊖
H (max(0, w))− I⊖H (max(0,−w)) .
Then we choose wk ∈ Vk, 1 ≤ k ≤ N such that
(5.9b) R∗kwk = Ih(θk(w −R∗0w0)).
For s ≥ 1, we have w = R∗0w0 +
∑N
k=1 R
∗
kwk and
‖R∗0w0‖W 1,s(Ω) +
N∑
k=1
‖R∗kwk‖W 1,s(Ω) . CNcCd,s(H,h)
(
1 +
H
δ
)
‖w‖W 1,s(Ω),
where CNc is a positive constant depending on the number of colors Nc only and
Cd,s(H,h) =


1 if d = s = 1 or 1 ≤ d < s,(
1 + log Hh
) s−1
s if 1 < d = s,(
H
h
) d−s
s if 1 ≤ s < d.
6. Applications. In this section, we present various applications of the proposed
abstract convergence theory for additive Schwarz methods. The proposed theory cov-
ers many interesting convex optimization problems: nonlinear elliptic problems, non-
smooth problems, and nonsharp problems. It also gives a unified analysis with some
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other decomposition methods such as block coordinate descent methods and con-
straint decomposition methods. The proposed theory can adopt stable decomposition
estimates for Schwarz methods presented in existing works without modification. This
makes the convergence analysis of additive Schwarz methods easy and gives an equiv-
alent or even better estimate for the convergence rate compared to existing works.
6.1. Nonlinear elliptic problems. We present applications of the proposed
additive Schwarz method to some nonlinear elliptic partial differential equations on
Ω. We consider the minimization problem
(6.1) min
u∈W 1,s0 (Ω)
{
E(u) :=
1
s
∫
Ω
|∇u|s dx− 〈f, u〉
}
for some s > 1 such that s 6= 2 and f ∈W−1,s∗(Ω), where s∗ is the Ho¨lder conjugate
of s, i.e., 1s +
1
s∗ = 1. The unique solution of (6.1) is characterized by a solution of
the well-known s-Laplacian equation
− div (|∇u|s−2∇u) = f in Ω,
u = 0 on ∂Ω.
It is well-known that there exist two positive constants αs and βs such that for any
u, v ∈W 1,s0 (Ω), we have
(6.2a) 〈E′(u)− E′(v), u − v〉 ≥ αs‖u− v‖sW 1,s(Ω),
(6.2b) ‖E′(u)− E′(v)‖W−1,s∗ (Ω) ≤ βs
(‖u‖W 1,s(Ω) + ‖v‖W 1,s(Ω))s−2 ‖u− v‖W 1,s(Ω)
if s > 2 and
(6.3a) 〈E′(u)− E′(v), u − v〉 ≥ αs
‖u− v‖2W 1,s(Ω)
(‖u‖W 1,s(Ω) + ‖v‖W 1,s(Ω))2−s ,
(6.3b) ‖E′(u)− E′(v)‖W−1,s∗ (Ω) ≤ βs‖u− v‖s−1W 1,s(Ω)
if 1 < s < 2, where ‖ · ‖W−1,s∗ (Ω) is the dual norm of ‖ · ‖W 1,s(Ω); see [14].
A conforming finite element approximation of (6.1) using Sh(Ω) ⊂ W 1,s0 (Ω) is
given by
(6.4) min
u∈Sh(Ω)
{
Eh(u) :=
1
s
∫
Ω
|∇u|s dx− 〈f, u〉
}
.
Clearly, (6.4) is an instance of (3.1) with
V = Sh(Ω), F (u) =
1
s
∫
Ω
|∇u|s dx− 〈f, u〉 , G(u) = 0.
One can show that Eh is coercive without difficulty [31].
We take any bounded and convex subset K of V and define MK > 0 by
MK = sup
u∈K
‖u‖W 1,s(Ω) <∞.
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We choose u, v ∈ K arbitrarily. Note that v+ t(u−v) ∈ K for any t ∈ [0, 1]. It follows
by the fundamental theorem of calculus that
DF (u, v) =
∫ 1
0
〈F ′(v + t(u − v)), u− v〉 dt− 〈F ′(v), u− v〉
=
∫ 1
0
1
t
〈F ′(v + t(u− v))− F ′(v), t(u − v)〉 dt.
(6.5)
If s > 2, combining (6.2) and (6.5), we have
(6.6a) DF (u, v) ≥ αs
s
‖u− v‖sW 1,s(Ω),
(6.6b) DF (u, v) ≤ βs(2MK)
s−2
2
‖u− v‖2W 1,s(Ω).
Similarly, if 1 < s < 2, then we obtain
(6.7a) DF (u, v) ≥ αs
(2MK)2−s
‖u− v‖2W 1,s(Ω),
(6.7b) DF (u, v) ≤ βs
s
‖u− v‖sW 1,s(Ω)
by using (6.3) and (6.5).
Suppose that we want to solve (6.4) by Algorithm 4.1. We should verify As-
sumptions 4.1 to 4.3 to ensure the convergence, and Assumption 3.4 if possible. If we
use the domain decompositions given by either (5.2) or (5.3), then Assumption 4.2
is straightforward with (5.6). Assumption 4.3 holds with ω0 = 1 in the case of the
exact local solvers. Moreover, invoking Proposition 3.5 to either (6.6) or (6.7) implies
Assumption 3.4.
Next, we show that Assumption 4.1 is valid for the two domain decomposi-
tions (5.2) and (5.3). Take any bounded and convex subset K of V and let u, v ∈ V
with w = u − v. For the one-level domain decomposition (5.2), we set wk ∈ Vk,
1 ≤ k ≤ N as (5.7). For the two-level case domain decomposition (5.3), we set
wk ∈ Vk, 0 ≤ k ≤ N as (5.8). In the case of s > 2 and the one-level domain
decomposition, by (6.6) and Lemma 5.1 we have
N∑
k=1
dk(wk, v) .
N∑
k=1
‖R∗kwk‖2W 1,s(Ω)
.
(
1 +
1
δ2
)
‖w‖2W 1,s(Ω).
Similarly, the following estimate can be obtained using (6.6) and Lemma 5.2 in the
two-level domain decomposition:
d0(w0, v) +
N∑
k=1
dk(wk, v) .

1 + (H
δ
) 2(s−1)
s

 ‖w‖2W 1,s(Ω).
Therefore, Assumption 4.1 is satisfied if s > 2. Results corresponding to the case
1 < s < 2 can be obtained by the same argument.
In summary, by Theorem 4.8 we have the following convergence results of Algo-
rithm 4.1 for (6.4).
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Theorem 6.1. In Algorithm 4.1 for (6.4), suppose that we set τ0 as (5.6) and
use the exact local solvers. If E(u(0))− E(u∗) is small enough, then we have
Eh(u
(n))− Eh(u∗) . 1 + 1/δ
q
(n+ 1)
p(q−1)
p−q
for one-level,
Eh(u
(n))− Eh(u∗) . 1 + (H/δ)
q(s−1)
s
(n+ 1)
p(q−1)
p−q
for two-level,
where
p = s, q = 2 if s > 2,
p = 2, q = s if 1 < s < 2.
A remarkable property of Algorithm 4.1 for (6.4) is that the convergence of the
method is not significantly affected by the initial energy error Eh(u
(0))−Eh(u∗), even
though the asymptotic convergence rate is only sublinear. In Theorem 4.8, we showed
that the energy error decays linearly if it is sufficiently large. Therefore, the number
of iterations required to meet a prescribed stop condition does not become too large
even if Eh(u
(0)) − Eh(u∗) is very big. We note that a similar discussion was done
in [7].
Finally, we compare the above estimates with existing ones. In [31], it was proven
that Algorithm 4.1 applied to (6.4) has the O(1/n
q(q−1)
(p−q)(p+q−1) ) convergence rate of
the energy error. More recently, the O(1/n
q−1
p−q ) convergence of the energy error was
shown in [1, 3]. Since
q(q − 1)
(p− q)(p+ q − 1) <
q − 1
p− q <
p(q − 1)
p− q
for 1 < q < p, we conclude that Theorem 6.1 is sharper than the existing results
mentioned above.
6.2. Nonsmooth problems. We deal with the problems of the form (3.1) with
the nonzero nonsmooth parts, i.e., G 6= 0. Suppose that G satisfies the following
assumption, which was previously stated in [2, 3].
Assumption 6.2. Let Nh be the set of vertices in the triangulation Th. Then G
can be expressed as
G(u) =
∑
x∈Nh
sx(h)φ(u(x))
for some convex functions φ: R→ R and sx(h) ≥ 0.
Assumption 6.2 means that G is the sum of pointwisely defined convex functions.
Various examples satisfying Assumption 6.2 can be found in [3]. Here, we consider
the following L1-regularized obstacle problem [33]:
(6.8) min
u∈H10 (Ω)
{
E(u) :=
1
2
∫
Ω
|∇u|2 dx− 〈f, u〉+ λ
∫
Ω
|u| dx
}
,
where f ∈ H−1(Ω) and λ > 0. Note that (6.8) has an equivalent variational inequality
of the second kind of the form (3.2). We show that the additive Schwarz method for
ADDITIVE SCHWARZ AS GRADIENT METHODS 23
variational inequalities of the second kind proposed in [2] can be represented in our
framework.
A finite element approximation of (6.8) using Sh(Ω) ⊂ H10 (Ω) is written as
(6.9) min
u∈Sh(Ω)
{
Eh(u) :=
1
2
∫
Ω
|∇u|2 dx− 〈f, u〉+Gh(u)
}
,
where Gh(u) is the numerical integration of λ|u| using the piecewise linear approxi-
mation, i.e.,
Gh(u) = λ
∫
Ω
Ih|u| dx.
It is clear that Gh satisfies Assumption 6.2. We focus on the fact that (6.9) is an
instance of (3.1) with
V = Sh(Ω), F (u) =
1
2
∫
Ω
|∇u|2 dx− 〈f, u〉 , G(u) = Gh(u).
We analyze the convergence behavior of Algorithm 4.1 applied to (6.9) with the
space decompositions (5.2) and (5.3). Assume that we use the exact local solvers.
Then Assumptions 4.2 and 4.3 are trivially satisfied with (5.6) and ω0 = 1, respec-
tively. Assumption 3.4 with p = 2 and µ ≈ 1 is verified by
1
2
‖u− v‖2H1(Ω) ≈
1
2
|u− v|2H1(Ω) = DF (u, v), u, v ∈ V,
followed by an application of Proposition 3.5, where we used the Poincare´–Friedrichs
inequality for H10 (Ω) in ≈.
Now, we prove Assumption 4.1 for two domain decompositions (5.2) and (5.3).
Take any u, v ∈ V and let w = u − v. For the one-level domain decomposition (5.2),
we set wk ∈ Vk, 1 ≤ k ≤ N as (5.7). For the two-level case, we set wk ∈ Vk, 0 ≤ k ≤ N
as (5.9). Then using Lemma 5.1 and Assumption 6.2, it is straightforward to show
that Assumption 4.1 holds in the one-level case with q = 2 and
C0,K . 1 +
1
δ
for all K; see [2, Proposition 5.1]. In addition, by using Lemma 5.3 and closely
following [2, Proposition 5.2], Assumption 4.1 is satisfied for the two-level domain
decomposition with q = 2 and
C0,K . Cd,2(H,h)
(
1 +
H
δ
)
for all K.
In conclusion, invoking Theorem 4.8 yields the following convergence theorem for
Algorithm 4.1 applied to (6.9).
Theorem 6.3. In Algorithm 4.1 for (6.9), suppose that we set τ0 as (5.6) and
use the exact local solvers. Then we have
Eh(u
(n))− Eh(u∗) ≤
(
1− 1
2
min
{
τ,
C
1 + 1/δ2
})n
(Eh(u
(0))− Eh(u∗)) for one-level,
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Eh(u
(n))− Eh(u∗) ≤
(
1− 1
2
min
{
τ,
C
Cd,2(H,h)2(1 + (H/δ)2)
})n
(Eh(u
(0))− Eh(u∗)) for two-level,
where C > 0 is a generic constant independent of H, h, and δ.
Theorem 6.3 agrees with the existing results in [2] in the sense that the linear
convergence rate is dependent on the bounds for C0,K .
We remark that constrained problems belong to the class of nonsmooth problems.
Indeed, for a nonempty, convex, and closed subset Kh of V = Sh(Ω), the constrained
minimization problem
min
u∈Kh
F (u)
can be represented as an unconstrained and nonsmooth minimization problem
(6.10) min
u∈V
{F (u) + χKh(u)} ,
where the functional χKh was defined in (2.1). Therefore, additive Schwarz methods
for constrained problems can be analyzed in the same way as above. If we let G = χKh
in (3.1), then Assumption 6.2 reduces to the following.
Assumption 6.4. Let θ ∈ Sh(Ω) with 0 ≤ θ ≤ 1. Then for u, v ∈ Kh, we have
Ih(θu+ (1− θ)v) ∈ Kh.
It is clear that Assumption 6.4 holds when Kh is defined in terms of pointwise
constraints. The same assumptions as Assumption 6.4 were used in existing works [1,
4] on obstacle problems.
6.3. Absence of the sharpness. The examples we had presented above sat-
isfied Assumption 3.4. Now, we provide an application of the proposed framework
to a problem lacking the sharpness, i.e., not satisfying Assumption 3.4. As a model
problem, we consider the following:
(6.11) min
u∈H0(div;Ω)
{
E(u) := F˜ (divu) + χK(u)
}
,
where F˜ : L2(Ω)→ R is a convex, Freche´t differentiable functional and K is the subset
of H0(div; Ω) defined by
K = {u ∈ H0(div; Ω) : |u| ≤ 1 a.e. in Ω} .
We further assume that F˜ ′ is Ho¨lder continuous with parameters q − 1 ∈ (0, 1] and
L˜ > 0, so that
(6.12) DF˜ (u, v) ≤
L˜
q
‖u− v‖qL2(Ω), u, v ∈ L2(Ω);
see [31, Lemma 2.1]. Problems of the form (6.11) are typical in mathematical imaging.
More precisely, (6.11) appears in Fenchel–Rockafellar dual problems of total variation
regularized problems which are standard in mathematical imaging [19, 23]. Schwarz
methods for (6.11) have been studied recently in [13, 28].
A discrete counterpart of (6.11) can be obtained by replacing H0(div; Ω) by the
lowest order Raviart–Thomas finite element space Sh(Ω) [18, 23]:
(6.13) min
u∈Sh(Ω)
{
Eh(u) := F˜ (divu) + χKh(u)
}
.
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In (6.13), Kh is the convex subset of Sh(Ω) given by
Kh =
{
u ∈ Sh(Ω) : 1
e
∫
e
|u · ne| dS ≤ 1, e: interior faces of Th
}
,
where ne is the unit outer normal to e. See, e.g., [27] for further properties of the
space Sh(Ω). We denote a solution of (6.13) by u
∗. We observe that (6.13) is of the
form (3.1) with
V = Sh, F (u) = F˜ (div u), G(u) = χKh(u).
The energy functional E is coercive due to the χKh -term. Because of the large null
space of div operator, (6.11) does not satisfy Assumption 3.4.
Based on the overlapping domain decomposition {Ωk} introduced in section 5,
we define
Vk = Sh(Ω
′
k), 1 ≤ k ≤ N,
where Sh(Ω
′
k) is the Raviart–Thomas finite element space on Ω
′
k with the homoge-
neous essential boundary condition. Then it satisfies that
(6.14) V =
N∑
k=1
R∗kVk,
where R∗k: Vk → V is the natural embedding.
We investigate the convergence property of Algorithm 4.1 applied to (6.13) based
on the space decomposition (6.14). If we use the exact local solvers, then Assump-
tions 4.2 and 4.3 are trivial with τ0 = 1/Nc and ω0 = 1. In order to verify Assump-
tion 4.1, we choose any u,v ∈ Kh. We define wk ∈ Vk, 1 ≤ k ≤ N such that
R∗kwk = Πh(θk(u− v)),
where Πh is the nodal interpolation operator onto Sh(Ω). Then we clearly have
v +R∗kwk ∈ Kh and (4.4) holds. Moreover, we get
N∑
k=1
dk(wk,v) =
N∑
k=1
DF˜◦div(v +R
∗
kwk,v)
(6.12)
≤ L˜
q
‖ divR∗kwk‖qL2(Ω)
(a)
. CNcL˜
(
1 +
1
δq
)
‖u− v‖qH(div;Ω),
where CNc is a positive constant depending on Nc, and (a) is due to [28, Proposi-
tion 4.1]. Hence, Assumption 4.1 also holds.
By Theorem 4.7, we have the following convergence theorem for Algorithm 4.1
applied to (6.13).
Theorem 6.5. In Algorithm 4.1 for (6.13) with the space decomposition (6.14),
suppose that we set τ0 = 1/Nc and use the exact local solvers. We also assume that
(6.12) holds. If E(u(0))− E(u∗) is small enough, then we have
Eh(u
(n))− Eh(u∗) . 1 + 1/δ
q
(n+ 1)q−1
.
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Similarly to the case of (6.4), one can observe from Theorem 4.8 that the initial
energy error Eh(u
(0))−Eh(u∗) does not affect the number of required iterations much.
Compared to the analysis in [28], the result presented in Theorem 6.5 only requires
the Ho¨lder continuity of F˜ ′, while [28] requires much stronger conditions: the Lipschitz
continuity of F˜ ′ and the strong convexity of F˜ .
6.4. Inexact local solvers. We present two notable instances of the proposed
method with inexact local solvers: block coordinate descent methods and constraint
decomposition methods.
Block coordinate descent methods are popular in convex optimization and there is
a vast literature about them; for example, see [9, 15, 34]. Here, we show that parallel
block coordinate descent methods are instances of Algorithm 4.1 with inexact local
solvers. In Algorithm 4.1, we set
V =
N∏
k=1
Vk with Vk = R
mk , 1 ≤ k ≤ N.
Let R˜k: V → Vk be the natural restriction operator, i.e.,
u = [R˜ku]
N
k=1 := (R˜1u, . . . , R˜Nu), u ∈ V.
We set R∗k: Vk → V to be the extension-by-zero operator. Then we clearly have
V =
N∑
k=1
R∗kVk
and
[uk]
N
k=1 =
N∑
k=1
R∗kuk, uk ∈ Vk, 1 ≤ k ≤ N.
In addition, it is satisfied that
(6.15)
N∑
k=1
R∗kR˜k = I.
The following assumptions are imposed on F and G.
Assumption 6.6. The functional F : V → R has the Lipschitz continuous deriva-
tive. That is, there exists a constant L > 0 such that
‖F ′(u)− F ′(v)‖ ≤ L‖u− v‖, u, v ∈ V.
Assumption 6.7. The functional G: V → R is block-separable. That is, there
exist functionals Gk: Vk → R, 1 ≤ k ≤ N , such that
G
(
[uk]
N
k=1
)
=
N∑
k=1
Gk(uk).
In this setting, a simple parallel block coordinate descent method to solve (3.1)
is presented in Algorithm 6.1.
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Algorithm 6.1 Parallel block coordinate descent method for (3.1)
Choose u
(0)
k ∈ domGk, 1 ≤ k ≤ N , and τ ∈ (0, 1/N ].
for n = 0, 1, 2, . . .
v
(n+1)
k = argmin
uk∈Vk
{
F (u(n)) + 〈F ′(u(n)), R∗k(uk − u(n)k )〉+
L
2
‖uk − u(n)k ‖2 +Gk(uk)
}
, 1 ≤ k ≤ N
u
(n+1)
k = (1− τ)u(n)k + τv(n+1)k , 1 ≤ k ≤ N
end
In Algorithm 6.1, let u(n) = [u
(n)
k ]
N
k=1. Then it is straightforward to observe that
the sequence {u(n)} generated by Algorithm 6.1 is the same as the one generated by
Algorithm 4.1 with τ0 = 1/N , ω = L, and
dk(wk, v) =
1
2
‖R∗kwk‖2,
Gk(wk, v) = G
k(R˜kv + wk) +
∑
j 6=k
Gj(R˜jv)
for wk ∈ Vk, v ∈ V .
By using the Cauchy–Schwarz inequality and Assumption 6.7, it is easy to check
that Assumption 4.1 holds with q = 2 and C0,K =
√
N for all K. Indeed, for any
u, v ∈ V with u− v = [wk]Nk=1 for wk ∈ Vk, 1 ≤ k ≤ N , it follows that
N∑
k=1
dk(wk, v) =
1
2
N∑
k=1
‖R∗kwk‖2 ≤
N
2
∥∥∥∥∥
N∑
k=1
R∗kwk
∥∥∥∥∥
2
=
N
2
‖u− v‖2
and
N∑
k=1
Gk(wk, v) =
N∑
k=1

Gk(R˜kv + wk) +∑
j 6=k
Gj(R˜jv)


= G
(
R∗k(R˜kv + wk)
)
+ (N − 1)G
(
N∑
k=1
R∗kR˜kvk
)
= G(u) + (N − 1)G(v).
Assumption 4.2 is obvious. Assumption 4.3 with ω0 = L is a direct consequence of
Assumption 6.6. In conclusion, Assumptions 4.1 to 4.3 are verified and the O(1/n)
convergence of Algorithm 6.1 is obtained by Theorem 4.7.
Now, we turn our attention to constraint decomposition methods. In [13, 29],
constraint decomposition methods were proposed as domain decomposition methods
for nonlinear variational inequalities. We show that those methods can be regarded
as instances of Algorithm 4.1 with inexact local solvers. In particular, we consider
the one-level constraint decomposition method proposed in [29] for (6.10) with
F (u) =
1
2
∫
Ω
|∇u|2 dx− 〈f, u〉 ;
the two-level method can be treated in a similar way.
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We assume that the constraint Kh in (6.10) is one-obstacle, i.e.,
Kh =
{
u ∈ Sh(Ω) : u ≥ g
}
for some g ∈ Sh(Ω). We also assume that the space V = Sh(Ω) is decomposed as (5.2).
We define operators R˜k: V → Vk, 1 ≤ k ≤ N as
R˜ku = (Ih(θku)) |Ω′
k
, u ∈ V,
so that (6.15) holds. If we set
Kkh =
{
uk ∈ Vk : uk ≥ R˜kg
}
, 1 ≤ k ≤ N,
then it is clear that
Kh =
N∑
k=1
R∗kK
k
h .
The constraint decomposition method proposed in [29] in the above setting is sum-
marized in Algorithm 6.2.
Algorithm 6.2 Constraint decomposition method for (6.10)
Choose u(0) ∈ Kh and τ ∈ (0, 1/N ].
for n = 0, 1, 2, . . .
v
(n+1)
k ∈ argmin
uk∈Vk

F

R∗kuk +∑
j 6=k
R∗kR˜ku
(n)

+ χKk
h
(uk)

 , 1 ≤ k ≤ N,
u(n+1) = (1− τ)u(n) + τ
N∑
k=1
R∗kv
(n+1)
k
end
One can check without major difficulty that Algorithm 6.2 is an instance of Al-
gorithm 4.1 with τ0 = 1/N , ω = 1, and
dk(wk, v) = DF (v +R
∗
kwk, v),
Gk(wk, v) = χKk
h
(R˜kv + wk)
for wk ∈ Vk, v ∈ V . In this sense, in order to prove the convergence of Algorithm 6.2,
it suffices to verify Assumptions 4.1 and 4.3.
To verify Assumption 4.1, for any u, v ∈ domG, we set wk = R˜ku− R˜kv, 1 ≤ k ≤
N . Then we have
u− v =
N∑
k=1
R∗kwk.
Also, we get
N∑
k=1
dk(wk, v) .
(
1 +
1
δ2
)
‖u− v‖2
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by Lemma 5.1, and
Gk(wk, v) = χKk
h
(R˜ku) = 0, 1 ≤ k ≤ N.
That is, Assumption 4.1 holds with q = 2 and
C0,K . 1 +
1
δ
for all K.
In Assumption 4.3, clearly we have ω0 = 1. Moreover, we can prove
χKh(v +R
∗
kwk) ≤ χKk
h
(R˜kv + wk), v ∈ domχKh , wk ∈ Vk,
as follows: for any interior node x of Sh(Ω
′
k), we have
(R˜kv + wk)(x) ≥ (R˜kg)(x) ⇔ θk(x)v(x) + wk(x) ≥ θk(x)g(x)
⇒ v(x) + wk(x) ≥ g(x) (∵ v ∈ Kh)
⇔ (v +R∗kwk)(x) ≥ g(x).
Therefore, Assumption 4.3 is proven.
Since the energy functional of (6.10) satisfies Assumption 3.4, we conclude that
Algorithm 6.2 converges linearly. This result agrees with [29].
7. Conclusion. Motivated by the fact that additive Schwarz methods for lin-
ear elliptic problems can be represented as preconditioned Richardson methods, we
showed that additive Schwarz methods for general convex optimization belong to
a class of gradient methods. From this observation, we presented a novel abstract
convergence theory for additive Schwarz methods for convex optimization. We also
noted that the proposed theory directly generalizes the one presented in [32], a stan-
dard framework for analyzing Schwarz methods for linear elliptic problems. The
proposed theory covers a fairly large range of convex optimization problems includ-
ing constrained ones, nonsmooth ones, and nonsharp ones. Moreover, the proposed
theory is compatible with many existing works in the sense that it can adopt stable
decomposition estimates from existing works with little modification.
There are several interesting topics for future research. Due to the nonsym-
metry of multiplicative Schwarz methods, they have no minimization structure like
Lemma 4.5. Since the proposed theory relies on the minimization structure of additive
Schwarz methods, it is not applicable to multiplicative Schwarz methods. Indeed, in
the field of mathematical optimization, analyzing multiplicative or alternating meth-
ods are considered to be much harder work than analyzing additive or parallel ones.
Recently, the minimization structure of the symmetric block Gauss–Seidel method for
quadratic programming was revealed in [24]. We expect that a convergence theory
for symmetric multiplicative Schwarz methods for general convex optimization can be
designed by adopting the idea of [24].
In the perspective of gradient methods, it is worth considering acceleration of
additive Schwarz methods. After a pioneering work of Nesterov [26], acceleration of
gradient methods becomes a central topic in convex optimization. In particular, an
accelerated gradient method for the problem (3.1) was presented in [8]. Recently, an
accelerated block Jacobi method for a constrained quadratic optimization problem
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was proposed in [22]. Obtaining accelerated additive Schwarz methods for (3.1) by
generalizing [22] should be considered as a future work.
Appendix A. Technical proofs. In this appendix, we provide missing proofs
of lemmas and theorems that appeared in sections 2 and 3.
A.1. Proof of Lemma 2.1. We note that the following proof only requires
the vector space structure of spaces W and Wk, 1 ≤ k ≤ N ; even the convexity of
functionals Fk is not assumed.
Proof of Lemma 2.1. In this proof, an index k runs from 1 toN . Take any w ∈W .
For wk ∈Wk satisfying w =
∑N
k=1 Akwk, by the definitions of infimal postcomposition
and infimal convolution, we have
N∑
k=1
Fk(wk) ≥
N∑
k=1
(Ak ⊲ Fk)(Akwk) ≥
(
N

k=1
(Ak ⊲ Fk)
)
(w).
Taking the infimum in the left-hand side of the above equation yields(
N

k=1
(Ak ⊲ Fk)
)
(w) ≤ inf
{
N∑
k=1
Fk(wk) : w =
N∑
k=1
Akwk, wk ∈Wk
}
.
Now, we show the reverse direction. For convenience, we write
∆ =
(
N

k=1
(Ak ⊲ Fk)
)
(w).
If ∆ = ∞, there is nothing to show. For the case ∆ ∈ R, choose any ǫ > 0. Then
there exists wk ∈ V with w =∑Nk=1 wk such that
(A.1) ∆ ≤
N∑
k=1
(Ak ⊲ Fk)(w
k) ≤ ∆+ ǫ
2
.
Thus (Ak ⊲ Fk)(w
k) is finite for every k, and there exists w¯k ∈ Vk with wk = Akw¯k
such that
(A.2) Fk(w¯k) ≤ (Ak ⊲ Fk)(wk) + ǫ
2N
.
Summation of (A.1) and (A.2) over all k yields
N∑
k=1
Fk(w¯k) ≤
N∑
k=1
(Ak ⊲ Fk)(w
k) +
ǫ
2
≤ ∆+ ǫ.
Since w =
∑N
k=1 w
k =
∑N
k=1 Akw¯k and ǫ was chosen arbitrary, we get
inf
{
N∑
k=1
Fk(wk) : w =
N∑
k=1
Akwk, wk ∈ Wk
}
≤ ∆.
Finally, we consider the case ∆ = −∞. Take any M > 0. One can choose wk ∈ V
with w =
∑N
k=1 w
k such that
(A.3)
N∑
k=1
(Ak ⊲ Fk)(w
k) ≤ −2M.
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We define the following two index sets I1 and I2 as follows:
I1 =
{
k : (Ak ⊲ Fk)(w
k) ∈ R} ,
I2 =
{
k : (Ak ⊲ Fk)(w
k) = −∞} .
Clearly, I1 ∪ I2 = {1, . . . , N}. If I2 = ∅, there exist w¯k ∈ Vk for all k satisfying
wk = Akw¯k such that
(A.4) Fk(w¯k) ≤ (Ak ⊲ Fk)(wk) + M
N
.
Combining with (A.3) followed by summing (A.4) over all k yields
(A.5)
N∑
k=1
Fk(w¯k) ≤
N∑
k=1
(Ak ⊲ Fk)(w
k) +M ≤ −M.
If I2 6= ∅, one may choose w¯k with wk = Akw¯k such that
Fj(w¯j) ≤ (Aj ⊲ Fj)(wj) + M
N
, j ∈ I1,
Fj(w¯j) ≤ − 1|I2|
(∑
i∈I1
(Ai ⊲ Fi)(w
i) + 2M
)
, j ∈ I2.
Summing Fk(w¯k) over all k yields
N∑
k=1
Fk(w¯k) =
∑
j∈I1
Fj(w¯j) +
∑
j∈I2
Fj(w¯j)
≤

∑
j∈I1
(Aj ⊲ Fj)(w
j) +
|I1|M
N

−

∑
j∈I1
(Aj ⊲ Fj)(w
j) + 2M


=
(
−2 + |I1|
N
)
M
< −M.
(A.6)
In both cases (A.5) and (A.6), we conclude that
inf
{
N∑
k=1
Fk(wk) : w =
N∑
k=1
Akwk, wk ∈Wk
}
= −∞,
as M can be arbitrarily large.
A.2. Proof of Lemma 3.2. Take any n ≥ 0. It is obvious that there exists a
bounded and convex subset K of V such that u(n), u(n+1) ∈ K. By Assumption 3.1
and the minimization property of u(n+1), we have
E(u(n+1)) = F (u(n)) + 〈F ′(u(n)), u(n+1) − u(n)〉+DF (u(n+1), u(n)) +G(u(n+1))
≤ Q(u(n+1), u(n))
≤ Q(u(n), u(n))
= F (u(n)) +B(u(n), u(n))
≤ F (u(n)) +G(u(n)).
Therefore, we conclude that E(u(n+1)) ≤ E(u(n)).
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A.3. Proof of Theorem 3.3. In order to estimate the convergence rate of
Algorithm 3.1, we need the following useful lemmas.
Lemma A.1. Let {an} be a sequence of positive real numbers which satisfies
an − an+1 ≥ Caγn, n ≥ 0,
for some C > 0 and γ > 1. Then with β = 1γ−1 , we have
an ≤ 1
(n+ 1)β
max
{
a0,
(
2β − 1
C
)β}
, n ≥ 0.
Proof. See [20, Lemma 1].
Lemma A.2. Let a, b > 0, q > 1, and θ ∈ (0, 1]. The minimum of the function
g(t) = aq t
q − bt, t ∈ [0, θ], is given as follows:
min
t∈[0,θ]
g(t) =


a
q θ
q − bθ ≤ −bθ
(
1− 1q
)
if aθq−1 − b ≤ 0,
−b ( ba) 1q−1 (1− 1q) if aθq−1 − b > 0.
Proof. It is elementary.
We notice that the proof of Theorem 3.3 is motivated by [25, Theorem 4], where
a special case, forward-backward splitting with q = 2 and θ = 1, was analyzed.
Proof of Theorem 3.3. Take any n ≥ 0. For u ∈ K0, we write
(A.7) uθ =
1
θ
u−
(
1
θ
− 1
)
u(n),
so that u− u(n) = θ(uθ − u(n)). Note that if we set u = tu∗+(1− t)u(n) for t ∈ [0, θ],
then u ∈ K0 and
(A.8) uθ =
t
θ
u∗ +
(
1− t
θ
)
u(n) ∈ K0.
We denote E(u(n))− E(u∗) by ζn. It follows that
(A.9)
E(u(n+1)) = F (u(n)) + 〈F ′(u(n)), u(n+1) − u(n)〉+DF (u(n+1), u(n)) +G(u(n+1))
(a)
≤ Qn(u(n+1))
= min
u∈K0
{
F (u(n)) + 〈F ′(u(n)), u− u(n)〉+B(u, u(n))
}
(b),(A.7)
≤ min
u∈K0
{
F (u(n)) + θ〈F ′(u(n)), uθ − u(n)〉+ Lθ
q
q
‖uθ − u(n)‖q + θG (uθ) + (1− θ)G(u(n))
}
(c)
≤ min
u∈K0
{
(1− θ)E(u(n)) + θE(uθ) + Lθ
q
q
‖uθ − u(n)‖q
}
(A.8)
≤ min
t∈[0,θ]
{
(1− θ)E(u(n)) + θE
(
t
θ
u∗ +
(
1− t
θ
)
u(n)
)
+
Ltq
q
‖u∗ − u(n)‖q
}
(d)
≤ min
t∈[0,θ]
{
E(u(n))− tζn + Lt
q
q
Rq0
}
,
where (a), (b) are because of Assumption 3.1, (c) is due to the convexity of F , and
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(d) is due to the convexity of E. Invoking Lemma A.2, we have
E(u(n+1)) ≤ E(u(n))− θ
(
1− 1
q
)
ζn
if ζn ≥ θq−1LRq0, which is equivalent to
ζn+1 ≤
(
1− θ
(
1− 1
q
))
ζn.
Otherwise, if ζn < θ
q−1LRq0, we get
E(u(n+1)) ≤ E(u(n))− 1
(LRq0)
1
q−1
(
1− 1
q
)
ζ
q
q−1
n .
Hence, we have
ζn − ζn+1 ≥ 1
(LRq0)
1
q−1
(
1− 1
q
)
ζ
q
q−1
n .
Invoking Lemma A.1 yields
ζn ≤ 1
(n+ 1)q−1
max
{
ζ0,
(
q(2q−1 − 1)
q − 1
)q−1
LRq0
}
, n ≥ 0.
Since ζ0 < θ
q−1LRq0, setting
(A.10) Cq,θ =
(
max
{
θ,
(
q(2q−1 − 1)
q − 1
)})q−1
completes the proof.
A.4. Proof of Theorem 3.6. The proof of Theorem 3.6 is done with a similar
argument to [25, Theorem 5], where the convergence analysis for p = q = 2 was given.
Proof of Theorem 3.6. Again, we denote E(u(n)) − E(u∗) by ζn. By the same
way as (A.9), one can obtain
(A.11) E(u(n+1)) ≤ min
t∈[0,θ]
{
E(u(n))− tζn + Lt
q
q
‖u∗ − u(n)‖q
}
.
By Assumption 3.4, we have
(A.12) ‖u∗ − u(n)‖q ≤
(
p
µ
ζn
) q
p
.
Combining (A.11) and (A.12) yields
(A.13) E(u(n+1)) ≤ min
t∈[0,θ]
{
E(u(n))− tζn + p
q
pLtq
qµ
q
p
ζ
q
p
n
}
.
We consider the two cases p = q and p > q separately. First, we assume that
p = q. Then (A.13) is simplified to
ζn+1 ≤ min
t∈[0,θ]
(
1− t+ Lt
q
µ
)
ζn.
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By Lemma A.2, if µ ≥ θq−1qL, then we get
(A.14) ζn+1 ≤
(
1− θ
(
1− 1
q
))
ζn.
Otherwise, if µ < θq−1qL, we have
(A.15) ζn+1 ≤
(
1−
(
1− 1
q
)(
µ
qL
) 1
q−1
)
ζn.
Recursive applications of (A.14) and (A.15) yield the desired results for the case p = q.
Next, we consider the case p > q. Let r = qp < 1. By Lemma A.2, if
ζ1−rn ≥
θq−1prL
µr
,
one can obtain from (A.13) that
ζn+1 ≤
(
1− θ
(
1− 1
q
))
ζn.
Otherwise, it follows that
ζn+1 ≤ ζn −
(
1− 1
q
)(
µr
prL
) 1
q−1
ζ
q(p−1)
p(q−1)
n .
Application of Lemma A.1 yields
ζn ≤ 1
(n+ 1)β
max
{
ζ0,
(
q(2β − 1)
q − 1
)β (
prL
µr
) 1
1−r
}
,
where β = p(q−1)p−q . Since ζ0 ≤ θ
q−1
1−r
(
prL
µr
) 1
1−r
, we conclude that
ζn ≤ Cp,q,θ(L/µ
r)
1
1−r
(n+ 1)β
with
(A.16) Cp,q,θ = p
q
p−q
(
max
{
θ,
(
q(2
p(q−1)
p−q − 1)
q − 1
)}) p(q−1)
p−q
.
This completes the proof.
REFERENCES
[1] L. Badea, Convergence rate of a Schwarz multilevel method for the constrained minimization
of nonquadratic functionals, SIAM J. Numer. Anal., 44 (2006), pp. 449–477.
[2] L. Badea, One- and two-level additive methods for variational and quasi-variational inequal-
ities of the second kind, tech. report, Ser. Inst. Math. Rom. Acad., 2010.
[3] L. Badea and R. Krause, One-and two-level Schwarz methods for variational inequalities
of the second kind and their application to frictional contact, Numer. Math., 120 (2012),
pp. 573–599.
ADDITIVE SCHWARZ AS GRADIENT METHODS 35
[4] L. Badea, X.-C. Tai, and J. Wang, Convergence rate analysis of a multiplicative Schwarz
method for variational inequalities, SIAM J. Numer. Anal., 41 (2003), pp. 1052–1073.
[5] L. Badea and J. Wang, An additive Schwarz method for variational inequalities, Math. Comp.,
69 (2000), pp. 1341–1354.
[6] H. H. Bauschke and P. L. Combettes, Convex Analysis and Monotone Operator Theory in
Hilbert Spaces, Springer, New York, 2011.
[7] A. Beck, On the convergence of alternating minimization for convex programming with appli-
cations to iteratively reweighted least squares and decomposition schemes, SIAM J. Optim.,
25 (2015), pp. 185–209.
[8] A. Beck and M. Teboulle, A fast iterative shrinkage-thresholding algorithm for linear inverse
problems, SIAM J. Imaging Sci., 2 (2009), pp. 183–202.
[9] A. Beck and L. Tetruashvili, On the convergence of block coordinate descent type methods,
SIAM J. Optim., 23 (2013), pp. 2037–2060.
[10] S. Becker and P. L. Combettes, An algorithm for splitting parallel sums of linearly composed
monotone operators, with applications to signal recovery, J. Nonlinear Convex Anal., 15
(2014), pp. 137–159.
[11] J. Bolte, A. Daniilidis, and A. Lewis, The  Lojasiewicz inequality for nonsmooth subanalytic
functions with applications to subgradient dynamical systems, SIAM J. Optim., 17 (2007),
pp. 1205–1223.
[12] A. Chambolle and T. Pock, An introduction to continuous optimization for imaging, Acta
Numer., 25 (2016), pp. 161–319.
[13] H. Chang, X.-C. Tai, L.-L. Wang, and D. Yang, Convergence rate of overlapping domain
decomposition methods for the Rudin–Osher–Fatemi model based on a dual formulation,
SIAM J. Imaging Sci., 8 (2015), pp. 564–591.
[14] P. G. Ciarlet, The Finite Element Method for Elliptic Problems, SIAM, Philadelphia, 2002.
[15] O. Fercoq and P. Richta´rik, Accelerated, parallel, and proximal coordinate descent, SIAM
J. Optim., 25 (2015), pp. 1997–2023.
[16] A. Frommer and D. B. Szyld, An algebraic convergence theory for restricted additive Schwarz
methods using weighted max norms, SIAM J. Numer. Anal., 39 (2001), pp. 463–479.
[17] M. Griebel and P. Oswald, On the abstract theory of additive and multiplicative Schwarz
algorithms, Numer. Math., 70 (1995), pp. 163–180.
[18] M. Herrmann, R. Herzog, S. Schmidt, J. Vidal-Nu´n˜ez, and G. Wachsmuth, Discrete total
variation with finite elements and applications to imaging, J. Math. Imaging Vision, 61
(2019), pp. 411–431.
[19] M. Hintermu¨ller and K. Kunisch, Total bounded variation regularization as a bilaterally
constrained optimization problem, SIAM J. Appl. Math., 64 (2004), pp. 1311–1333.
[20] Y. Huang, R. Li, and W. Liu, Preconditioned descent algorithms for p-Laplacian, J. Sci.
Comput., 32 (2007), pp. 343–371.
[21] C.-O. Lee and C. Nam, Primal domain decomposition methods for the total variation mini-
mization, based on dual decomposition, SIAM J. Sci. Comput., 39 (2017), pp. B403–B423.
[22] C.-O. Lee and J. Park, Fast nonoverlapping block Jacobi method for the dual Rudin–Osher–
Fatemi model, SIAM J. Imaging Sci., 12 (2019), pp. 2009–2034.
[23] C.-O. Lee and J. Park, A finite element nonoverlapping domain decomposition method with
Lagrange multipliers for the dual total variation minimizations, J. Sci. Comput., 81 (2019),
pp. 2331–2355.
[24] X. Li, D. Sun, and K.-C. Toh, A block symmetric Gauss–Seidel decomposition theorem for
convex composite quadratic programming and its applications, Math. Program., 175 (2019),
pp. 395–418.
[25] Y. Nesterov, Gradient methods for minimizing composite functions, Math. Program., 140
(2013), pp. 125–161.
[26] Y. E. Nesterov, A method for solving the convex programming problem with convergence rate
O(1/k2), Soviet Math. Dokl., 269 (1983), pp. 543–547.
[27] D.-S. Oh, An overlapping Schwarz algorithm for Raviart–Thomas vector fields with discontin-
uous coefficients, SIAM J. Numer. Anal., 51 (2013), pp. 297–321.
[28] J. Park, Pseudo-linear convergence of an additive Schwarz method for dual total variation
minimization. arXiv:1911.06639, 2019.
[29] X.-C. Tai, Rate of convergence for some constraint decomposition methods for nonlinear vari-
ational inequalities, Numer. Math., 93 (2003), pp. 755–786.
[30] X.-C. Tai and M. Espedal, Rate of convergence of some space decomposition methods for
linear and nonlinear problems, SIAM J. Numer. Anal., 35 (1998), pp. 1558–1570.
[31] X.-C. Tai and J. Xu, Global and uniform convergence of subspace correction methods for some
convex optimization problems, Math. Comp., 71 (2002), pp. 105–124.
36 JONGHO PARK
[32] A. Toselli and O. Widlund, Domain Decomposition Methods-Algorithms and Theory,
Springer, New York, 2005.
[33] G. Tran, H. Schaeffer, W. M. Feldman, and S. J. Osher, An L1 penalty method for
general obstacle problems, SIAM J. Appl. Math., 75 (2015), pp. 1424–1444.
[34] P. Tseng, Convergence of a block coordinate descent method for nondifferentiable minimiza-
tion, J. Optim. Theory Appl., 109 (2001), pp. 475–494.
[35] J. Xu, Iterative methods by space decomposition and subspace correction, SIAM Rev., 34 (1992),
pp. 581–613.
[36] J. Xu and L. Zikatanov, The method of alternating projections and the method of subspace
corrections in Hilbert space, J. Amer. Math. Soc., 15 (2002), pp. 573–597.
[37] Y. Xu and W. Yin, A block coordinate descent method for regularized multiconvex optimization
with applications to nonnegative tensor factorization and completion, SIAM J. Imaging
Sci., 6 (2013), pp. 1758–1789.
