Numerical predictions of acoustic fields in vaned diffusers of radial compressors are often impractical due to excessive runtimes. Two methods are evaluated here that promise runtime reductions through appropriate simplifications: 1) An inlet gust (IG) method and 2) A time transformation (TT) method. Each is assessed by comparing diffuser static pressure fluctuation levels on various reference planes and on the diffuser walls with full model (FM) predictions. In addition, a suitable Ffowcs Williams-Hawkings formulation is used to extract the far field sound. In the present setup, TT reduces runtimes by a factor of up to 18 when compared to FM but the results are dependend on the number of modeled passages. The IG method cannot properly account for rotor-stator interaction and predicts qualitatively different near fields. In the far field, FM and IG agree well whereas TT shows larger discrepancies to the FM data.
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I. Introduction
I n turbochargers, the compressor usually is the main source of noise. Depending on its origin, the noise is characterized as either inlet or outlet noise. Its prediction and control are relevant in order to assess potential design alternatives before experimental testing. In addition, there is a need to fulfill legal requirements. Finally, since the tonal components at the blade passing frequency (BPF), f 0 , and its first few harmonics, f n , with n=1,2,3..., are often dominant, one is typically interested in reducing these first.
In practice, the task of numerically predicting sound generation and propagation is often more challenging for compressor outlets than it is for compressor inlets. This is because, in the inlet, much of the tonal noise is generated by rotating shock fronts, which are captured rather well by state of the art computational fluid dynamics codes. In the outlet region, however, tonal noise is generated by both the rotating pressure field of the rotor exit flow as well as rotor-stator interactions. In addition, the flow is subsonic, the volute is not axisymmetric and some modes will be cut-on while others will be cut-off when propagating from the vaned diffuser to the volute exit, see e.g. Habing and Feld.
1 The latter fact is particularly important for comparison purposes since experiments are usually performed in the region of the volute exit.
1 Therefore, a complete analysis of the acoustic field would, in principle, require unsteady flow simulations of all of these components. Unfortunately, this is impractical for many industrial and academic applications due to the excessive demands that it places on computational resources.
The purpose of the present investigation is to evaluate potentials for runtime reductions by means of methods that introduce modeling simplifications. The restriction then is that the sound fields must be predicted to an acceptable degree of accuracy when compared to the Full Model (FM). Ideally, the predictions should be validated with experimental data but these are difficult to obtain in sufficient detail within the diffuser. Three different methods are evaluated: 1) A simulation of an entire radial compressor stage up to the vaned diffuser exit (FM); 2) An inlet gust (IG) method, where the exit flow profile of the impeller is used as a rotating inflow boundary condition for a diffuser-only simulation; 3) A time transformation method (TT), originally proposed by Giles, 2 and recently introduced into the commercial solver (ANSYS CFX 3 ) used here. With the TT method, modeling a minimum number of passages in both impeller and diffuser should, theoretically, suffice to capture the main flow features. The only limiting requirement is that a pitch ratio close to unity be chosen. The method exploits the fact that two spatially (i.e. rotationally) periodic boundaries experience periodicity with a phase shift. In addition, for pitch ratios other than unity, this phase shift is different for the impeller and the diffuser. Therefore, a different time scale is used for each domain. The main advantage of the TT method is the significantly reduced runtime when compared to the other methods.
The present TT implementation was applied to turbomachinery problems by Biesiger et al., 4 Connell et al. 5 and Blumenthal et al., 6 amongst others. Alternative methods include a profile transformation, where the impeller exit and diffuser inflow profiles are scaled to account for unequal pitches. However, this scaling is unphysical and was, therefore, discarded for the present study. The time lag between the rotational boundaries can also be accounted for by a Fourier transformation of the information on the periodic boundaries. This method was originally proposed by Erdos 7 and further developed by He 8 and Gerolymos. However, in its present implementation, it requires twice the storage capacity of the TT method.
II. Setup
II.A. Compressor
The investigated compressor is a radial model with one main blade and two splitter blades per passage.
There are a total of N I =8 passages in the wheel, resulting in a ∆θ I = π/4 angular passage division. The diffuser has N D =18 vanes, i.e. ∆θ D = π/9 per passage. Due to runtime limitations, only one operating point with a rotational frequency just below design speed, was considered. A model of the compressor is shown in figure 1 .
II.B. Numerical Method
The commercial code ANSYS CFX v15.0 was used for the present study. It is described in detail in the manuals 3 and so only a brief overview of the employed methods will be given here. The domain is discretized by hexahedral elements and the governing equations are solved to formally second order accuracy in time and space by a finite volume formulation. The equations are advanced in time by an implicit scheme. The boundary layers are resolved directly by maintaining y + ≤ 1 on the walls. The SST model of Menter 10 was used to
Buffer Layer Figure 1 . Model of the investigated compressor including the region of the buffer layer for FM and IG model the effects of turbulence. The time step was set to ∆t = 10 −6 s, which provides around 270 points per cycle for f 2 . The latter is the highest frequency of interest in the present study. At this frequency, the diameter of the wheel approximately equals the wavelength of f 2 for plane waves, so the source region is not compact. Spatial resolution, as estimated from one-dimensional waves, remains at or above 100 points per wavelength. Preliminary investigations carried out by the authors indicate that a CourantFriedrichs-Levy number of CF L ≤ 25 ensures adequate propagation of acoustic waves. For the present geometry, this could only be maintained in the main flow field, wheras the CF L numbers in the boundary layers, and in particular in the tip gaps, were around one order of magnitude higher. The effect of lowering CFL was checked for the TT method, where ∆t was reduced by a factor of 7. This showed only negligible influences on the outcomes. The cell to cell expansion ratio was limited to e ≤ 1.2. Table 1 provides an overview of the tested methods, including a comparison of non-dimensionalized runtime (NRT). FM, as the most elaborate approach, leads to the highest NRTs but, theoretically, resolves Method Advantages all acoustic modes. IG is around four times faster but ignores rotor-stator interactions. TT has the shortest runtimes but does require modeling assumptions and long term stability is difficult to achieve. As indicated in the table, two rotor-stator passages pairings, N I,mod /N D,mod , were tested for the TT method, i.e. 2/4 and 1/2. Accordingly, in the following, the particular case will be referred to as TT-1/2, etc. The basic grids for one impeller passage and one diffuser passage were copied in order to achieve the required number of passages. The NRTs were calculated for the employed computational setup only, i.e. scaling effects were not taken into account. The effects of the sliding interface on the solution were not investigated in this study but need to be quantified in future work. At the outlet, a buffer layer was used in an attempt to eliminate reflections (see figure 1) . The static pressure on the outlet was prescribed as constant in a spatially averaged sense. At the inflow, constant total pressure, total temperature and axial inflow were prescribed. All the walls were assumed to be adiabatic. The unsteady flow simulation was started from a converged steady state solution. Residual maximums were reduced by a factor of approximately 10 −2 while their rms values dropped by around 10 −4 . In all cases, the majority of the peak residuals were observed to be located in the tip gaps of the blades.
The extensive runtimes did not allow for grid independence studies. Rather, the grids were generated based on previous experience. Ten pressure signals in the control planes of subsection III.B, the inflow static pressure and static temperature, and the mass flow rates were tracked to check whether the solution had reached a periodic state. A further set of three full revolutions were then computed for the FM and the IG. For the TT, a total of seven main blade passes were computed. The impeller is oriented such that it has a negative rotational speed, i.e. in the diffuser, the positive z-direction points from shroud to hub. (1)
III. Evaluation Procedures
The present study focuses on tonal components and so p ′dB rms is evaluated for f 0 , f 1 and f 2 . Frequency decompositions are carried out by means of Fast Fourier Transformations (FFTs) on data collected over one main blade pass with a temporal resolution of ∆t = 10 −6 s. Evaluating more than one blade pass would be interesting for comparison purposes but present computational resources did not allow for this. In the following, the case TT-1/2 will be used for comparison with the other methods. The results for TT-2/4 are discussed in section IV.C. o ] could also have been chosen since each diffuser vane must see the same history. However, to verify that this is reproduced by the numerical solutions, the angular domain extent was chosen to cover one impeller passage. For the TT method, the Fourier coefficients of all variables at f 0 , f 1 and f 2 are calculated for one main blade pass at runtime.
III.B. SPL distributions in planes of constant radius
For each of the methods, static pressure, p, static temperature, T , and the velocities, u, v and w, are tracked in six different planes r 1..6 =1.10r 0 ; 1.15r 0 ; 1.20r 0 ; 1.25r 0 ; 1.30r 0 ; 1.40r 0 , where r 0 is the impeller exit radius. In each plane, 129 points are used in the circumferential direction and 25 points in the axial direction. The angular and axial resolutions are hence ∆θ = π/512 and ∆z = 9.2 · 10 −4 m, respectively. The first and the second plane are slightly upstream and slightly downstream of the diffuser vane leading edges, respectively. r 6 is located at the diffuser vane trailing edges. For FM and IG, variable histories are stored for two full revolutions with a temporal resolution of ∆t=10 −6 s for each r i on domains Ωi (θ, z) = ([0 o , 45 o ]; [z min , z max ]).
III.C. Ffowcs Williams-Hawkings predictions
Much of the sound generated in the outflow region is transmitted to the environment by means of structural vibrations. Therefore, the far field cannot easily be predicted without coupling the flow solver to a procedure for predicting the structural response of the system. However, a Ffowcs Williams-Hawking methodology (FWH) can nevertheless be employed to compute a pseudo-far-field by using, say, r 6 as the control surface. This reduces the large amounts of data obtained in the near field and facilitates easy comparisons. If all three methods produce similar near fields, then their pseudo-far-fields should also be similar. Since r 6 is both permeable and stationary, the formulation of Di Francescantonio 11 is applied with the velocity of the control surface set to zero. The evaluated equations can then be written as (see e.g. Lyrintzis 12 )
Here, u i is the fluid velocity in direction i, ρ is the instantaneous density, ρ 0 is the mean density, P ij is the compressive stress tensor with the constant p 0 δ ij subtracted, p 0 is the mean static pressure, δ ij is the Kronecker symbol, x is the observer position coordinate, t denotes time, a 0 is the mean speed of sound and r is the distance between source and observer. A dash indicates a fluctuating value, the subscript S denotes integration over the entire control surface, the subscript n denotes projection onto the face normal, the subscript ret denotes that the integrand is to be evaluated at the retarded time and the subscript r denotes a product of the vector with the unit vector in radiation directionr.
III.D. Some considerations regarding mode excitation
In general, the fluctuating pressure field at a given location and point in time is the result of a superposition of various acoustic modes. Tyler and Sofrin 13 consider axial machines and derive a method to analytically predict which modes are excited in these systems. Their result depends only on the number of rotor and stator vanes and on the order of the harmonic. Based on the known propagation characteristics of acoustic modes in ducts, rules can then be derived to select the blade-vane pairing such that higher order modes are damped out. This is also known as the Tyler and Sofrin rule. Their analysis can be adapted in a straightforward manner to radial machines. Following Rienstra and Hirschberg 14 and realizing that the fluctuating pressure field, p ′ (z, θ, t), is periodic in θ, the field can readily be expressed as
where ω is the rotational frequency, t is time, n is the harmonic of interest (n=0 for the fundamental), m is the circumferential mode order and Q nm (z) represents the amplitude of mode (n, m) as a function of the axial coordinate, z. In a radial compressor, each blade row type (main, splitter 1, splitter 2) contributes to the fundamental f 0 = N I ω with a phase lag relative to the other blades. Therefore, each blade must see the same field after traveling ∆θ = 2π/N D radians in a time step ∆t = ∆θ/ω. This yields the restriction
on m, where k is any integer. For the present compressor, this means that only the even modes m = ..., −46, −28, −10, 8, 24, 62, ... are excited for f 0 . The greatest common divisor for this series is two. Then, without time shifted periodic boundaries, the minimum number of diffuser passages that could represent the series is N D,mod = 9, for which N I,mod = 4 can be chosen. The rotor-stator interface matching then becomes exact, thus eliminating any need for modeling assumptions. However, the effects of the temporal shifting operation on the resolution of these modes is presently unclear. Therefore, the TT pairings of table 1 were evaluated in order to ascertain whether the fluctuating pressure field is reproduced with acceptable accuracy in the diffuser. As for axial machines, harmonics of the fundamental are excited because none of the disturbances introduced by the system at the BPF is purely sinusoidal. The decomposition of a randomly shaped signal with frequency f 0 into a Fourier series then introduces higher order harmonics.
IV. Results
IV.A. Distributions of p
′ rms levels on the diffuser walls Figure 2 shows p ′dB rms contours on the diffuser hub. The left, center and right columns show the data for FM, IG and TT-1/2, respectively. The top and bottom rows show the data for f 0 and f 2 , respectively. Due to their complicated structure, it is challenging to draw precise conclusions from these distributions. Any analytical description would, in three dimensions, likely be intricate but some solutions in two dimensions were recently presented by Roger.
15 Furthermore, experimental techniques would require significant resolutions in both space and time to resolve the predicted level of detail. While it is, therefore, difficult to explain the results on a sound theoretical basis, some qualitative observations can nevertheless be made. In particular, all methods show approximately spatially periodic behaviour at ∆θ D . Furthermore, FM and TT-1/2 show similar fine-scale structures up to the diffuser throat at f 0 . For f 2 , the similarities are remarkable up to approximately the vane trailing edges. The IG method predicts qualitatively different distributions for f 0 and qualitatively and quantitatively different distributions for f 2 . FM and TT-1/2 show large fluctuating pressure levels in the vane leading edge area and, for f 0 , around the vane suction side slightly downstream of the leading edge. Figure 3 shows p ′dB rms contours on the diffuser vanes. As before, the left, center and right columns show the data for FM, IG and TT-1/2, respectively, while the top and bottom rows show the data for f 0 and f 2 , respectively. It can be noted that spatial symmetry is mostly, but not entirely, recovered by all of the methods at both frequencies. For f 0 , FM and TT-1/2 show high p ′dB rms around the leading edge area. FM also shows high values around the pressure side trailing edges but this is missed by TT-1/2. For f 2 , the distributions predicted by FM and TT-1/2 are very similar. In particular, there is a region of small p ′dB rms that extends diagonally from the shroud side of the span at the vane leading edges towards the hub side of the span in the throat region. The distributions around the trailing edge also match well with areas of high p ′dB rms at the hub and shroud side of the span and areas of low p ′dB rms in the span center. IG predicts very different fields than those found with the FM. The distributions are much more homogeneous and, for f 2 , the levels are generally higher than for the other two methods. The results for f 1 are not shown here for brevity but the conclusions are the same as those found for f 0 . Figure 4 shows SPL contours in the planes r 1 to r 6 for FM, IG and TT-1/2. The left column contains the data for f 0 and the right column shows the data for f 1 . FM shows spatial periodicities of ∆θ D at all r n and both frequencies, TT-1/2 shows spatial periodicity at r 1 , r 2 and r 3 at both frequencies, and IG shows spatial periodicity at r 2 and r 3 for f 0 and at r 3 through r 6 for f 1 . The lack of spatial periodicity at r 1 in the IG method is likely due to the fact that the inflow boundary is close to this surface and the inflow profile prescribed there does not incorporate non-reflecting conditions. For r 1 through r 4 , TT-1/2 and FM predict qualitatively similar structures at f 0 . In particular, regions of high fluctuations are located around the pressure sides of the vanes. For r 3 , r 4 and r 5 , both methods show that the SPL varies mainly in the circumferential direction for f 0 but in both the circumferential and the axial direction for f 1 . The IG method does not show the rather homogeneous SPL distribution for f 0 on r 6 that is predicted by the other two methods. In summary, then, all three methods predict different distributions at both frequencies but some similarities can be observed between the FM and the TT-1/2, especially at small and medium radii. This suggests that different modes are present or are excited to varying degrees in each of the solutions. presence of some acoustic modes in one setup and their absence in the other. A study to exclude the former possibility is the topic of future work. An analytical evaluation of the time transformation method with regard to its ability to represent various circumferential modes should shed light on the latter possibility. Figure 6 shows the numerical results for the SPL as a function of normalized radius, r/r 6 , for f 0 , f 1 and f 2 . The ordinate tick marks represent 5dB intervals and the figures indicate that all data are within the same order of magnitude. All models show an approximately linear drop for large enough radii, except TT-1/2 at f 0 and f 2 . This is because the pressure fluctuation that is due to the monopole component drops at a rate of 1/r, which is a linear relation in the logarithm. The FM and the IG results are in reasonable agreement. At r/r 6 =4, the differences are 1.5dB, 6.9dB and 8.7dB for f 0 , f 1 and f 2 , respectively. At r/r 6 =6, they are 4.7dB, 1.1dB and 6.6dB for f 0 , f 1 and f 2 , respectively. At r/r 6 =4, the differences between FM and TT-1/2 are 2.9dB, 13.3dB and 9.6dB for f 0 , f 1 and f 2 , respectively, and at r/r 6 =6 they are 4.4dB, 3.6dB and 3.0dB for f 0 , f 1 and f 2 , respectively. At r/r 6 =4, the difference between FM and TT-2/4 are 3.5dB, 10.0dB and 7.0dB for f 0 , f 1 and f 2 , respectively, and at r/r 6 =6 they are 12.5dB, 6.6dB and 6.6dB for f 0 , f 1 and f 2 , respectively. It is surprising here that the IG shows better agreement with the FM results than the TT at all frequencies, given that the FM near fields are in better agreement with the latter. Also, there is a dependency of the pseudo-far-field on the number of passages modeled when using the TT method, which is in agreement with what was found in section IV.C for the near field. The initial increase of SPL at f 1 in the FM data could be due to initial constructive superposition of the signals.
IV.B. SPL distributions in planes of constant radius
IV.C. Comparison of the various Time Transformation setups
IV.D. Ffowcs Williams-Hawkings predictions
V. Conclusions
The fluctuating pressure fields in the vaned diffuser of a radial compressor were predicted numerically and pseudo-far-field sound pressures were extracted by a Ffowcs Williams-Hawkings methodology. A simulation Figure 4 . Contours of SPL on various planes r=const for the different numerical models. The contour level spacing is 3dB. Top Row: FM; Middle Row: TT-1/2; Bottom Row: IG. Left Column: f0; Right Column: f1. For simplicity, the circumferential coordinate, θ, the normalized axial coordinate,ẑ, and the various radii rn with n=1...6, are only shown on the top left for one example.ẑ = 0 is on the shroud,ẑ = 1 is on the hub, the view is from the outside towards the impeller, and the impeller rotational direction is as indicated. The location of r1, r4 and r6 is indicated on the top left. The other planes are left out for clarity.
of the entire stage up to the diffuser exit served as the reference solution. A standard inlet gust method then showed reasonable agreement for the far field but appreciable differences in the near field. This is probably due its failure to account for rotor-stator interaction effects. For the tested time transformation method, the situation was reversed, i.e. the near fields showed reasonable agreement with the full model results but the pseudo-far-fields were significantly different. In addition, the time transformation results for both the near field and the pseudo-far-field were dependend on the number of passages modeled. A possible explanation is that the number of modeled passages is linked to the number of circumferential modes that can be resolved. This should be verified analytically. A simple Tyler-Sofrin type analysis showed that only even circumferential modes are excited in the present setup. Theoretically, none of these can be represented with the modeled number of passages if spatially periodic boundary conditions are used. The time shifting operation applied at these boundaries in the time transformation method might, at least partly, remedy this situation. Runtime requirements are reduced by a factor of up to 18 with the time transformation method when compared to the full model. 
