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ABSTRACT
Handwritten Character Recognition by combining Multiple Recognizers using
Conditional Probabilities
by
Mageshkumar Padmanaban
Dr. Evangelos Yfantis, Examination Committee Chair 
Professor of Computer Science 
University of Nevada, Las Vegas
This research mainly focuses on recognizing the handwritten characters on a form in 
order to automate the Medical Form processing. Several efficient algorithms have been 
developed by us so far, to separate the handwritten characters from printed text character; 
to separate the lines, words and each character. In this thesis, we concentrate on the 
recognition of the segmented handwritten characters. Different feature recognition 
algorithms are employed and their performance on a given training set is analyzed. We 
find a way to combine all these individual feature recognition algorithms by 
incorporating their interdependence. The reliability of these algorithms is determined in 
terms of Conditional Probabilities and a rule for classifying the input character based on 
the outputs of each individual feature recognition algorithms is identified from the 
observations.
Ill
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CHAPTER 1 
INTRODUCTION
Optical Character Recognition (OCR) is the translation of optically scanned bitmaps 
of printed text characters into character codes, such as ASCII. Handwritten character 
recognition is similar in concept, except that the input is in the form of handwriting. 
Handwritten character recognition can be broadly divided into two categories: On-line 
recognition and Off-line recognition. In the on-line case, the two-dimensional coordinates 
of successive points of the writing as a function of time are stored in order (for example, 
the order of strokes made by the writer is readily available). In the off-line case, only the 
completed writing is available as an image. The on-line case deals with a spatio-temporal 
representation of the input, whereas the off-line case involves analysis of the spatio- 
luminance of an image. This thesis revolves around the Off-line character recognition of 
the extracted text from the medical forms.
1.1 Thesis Outline
Our research involves the conversion of patient records information in paper format 
to electronic versions. Storing medical information electronically allows easy access to 
them. Electronic information makes the information easy and secure to store, duplicate 
and transfer. The electronic conversion starts with scanning of documents. The different 
sections of the form like boxes, lines, logo, etc are identified. Form is classified based on
1
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some criteria like form-id, logo, form-id and logo position, number of sections, etc. Next, 
the text is extracted from the forms and categorized in to Machine printed and 
handwritten text. These extracted texts have to be recognized using some OCR 
algorithms. Current OCR algorithms perform fairly well on the machine printed 
characters, but with the handwritten text, the accuracy is very low. This thesis provides a 
method for combining different recognition algorithms to increase the accuracy of the 
recognition.
The recognition of hand written characters is a special kind of complex mathematical 
problem, because the different distortions present in hand written character set makes it 
difficult to produce a distinct set identification. Handwritten character recognition has 
numerous applications such as address and zip code recognition, writer identification. 
Bank Check Recognition, etc [1] [2] [3].
The character recognition process begins with preprocessing where the application 
form is scanned and the handwritten parts are found, separated and transformed into a 
binary matrix with 0 representing black pixel and 1 representing white. The next phase is 
the character segmentation which looks for the area of each character in the matrix. In the 
feature extraction phase, each character is analyzed to extract different features [4] [5] 
[6]. These features are then used for classification of characters.
1.2 Organization of Thesis
Chapter 2 provides an introduction to the concepts and previous research in this area. 
In Chapter3, the database used for testing the algorithm is discussed. In chapter 4, 
different preprocessing techniques are introduced. Chapter 5 explains the different
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
methods used in recognizing the handwritten characters. In chapter 6 we propose a way 
in which several individual recognizers can be combined using the properties of 
conditional probabilities. We also discuss the results of the algorithm with the NIST SD 
19 database. Conclusions and further research recommendations are discussed in chapter 
7.
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CHAPTER 2
LITERATURE REVIEW 
The Concept of OCR came to the limelight in 1929, when Tausheck obtained a patent 
on OCR in Germany and in 1933 in the U.S, when Handel patented it [7]. This dream 
came true with the advancement of technology and the invention of the computers. 
Tausheck used simple algorithm called template matching - using optical and mechanical 
template matching. It is a simple technique, in which the printed character is matched 
with a mechanical mask of the character. From then on, the research in the field of OCR 
gained momentum and has gone through several stages of modifications. It is difficult to 
achieve high rate of recognition and reliability for the recognition of unconstrained 
handwritten characters. Therefore, the researchers are concentrating on improving the 
OCR results by combining the different algorithms.
In this chapter, various ways of combining the individual character recognition 
algorithms is discussed. These individual algorithms use different kinds of feature 
extraction techniques. The features are generally the information regarding the strokes, 
gradients, or structural characteristics that might be different in different characters. The 
extracted features are then matched with the pre-stored information.
The combination of the different individual recognizers can be represented as shown 
in figure below.
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Figure 2.1 Combining Individual Recognizers.
Unknown class (irçjut) Pre-Stored Features
Recognizer K
■*
Result
In the remaining section of this chapter, the following combination algorithms are 
discussed.
1 Maximum Voting
2 Optimization
3 Borda Count
2.1 Maximum Voting
In simple voting, the result of several recognition algorithms is combined in an 
abstract manner. The class, which gets the maximum number of votes, is regarded as the 
actual result. Modified versions of simple maximum voting also exist. Some algorithms 
fix a cutoff or threshold for the minimum number of votes required to produce a 
combined result. This was not considered a right way of combining the recognizers. 
Therefore, algorithms that are more sophisticated were developed.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2.2 Optimization
Optimization is a process that is concerned with finding the maxima and minima of 
functions subject to a number of constraints. The recognition rate and substitution rate are 
the major performance indicators for the OCR. The recognition rate gives the number of 
correct and the substitution gives the number of incorrect outputs. The constraints are 
also called as the objective function. The objective function is a combination of 
recognition rate and the substitution rate. A sample objective function may be as follows:
Objective Function = Recognition rate -  K* Substitution rate.
(2 1)
The job of optimization is to maximize or minimize this objective function.
2.3 Borda Count
In this method, each individual recognizer provides an ordered list of ranked results, 
where the first one is assumed closer to the result. A simple way to determine the result is 
to assign each class the best rank position of the class in any of the individual 
recognizers’ rankings. However, this leads to many ambiguous results. There is a high 
probability of many classes assigned with same rank. Borda count method, resolves this 
by assigning a “Borda- Count” to every class Ci, which is defined as
k = i (2 .2 )
where K  is the number of recognizers, and Bk(Cj), for all k in (1,K) and for all i in (1,M), 
denotes the number of classes which are ranked below Ci. By individual recognizers. 
Then, the classes are ranked according to their Borda count. The class having the highest 
ranking is considered as the correct result.
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These methods for combination of recognizers helped to improve the accuracy of the 
OCR to some extent. Still, for practical purposes a high recognition rate is required. This 
has received a great deal of interest by the researchers and application developers.
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CHAPTER 3 
TEST DATABASE
The efficiency of OCR systems is usually determined by running them against a test 
data, on which the systems have not been trained earlier. The test data might consists of 
handwritten characters with different writing styles. The writing style might differ person 
to person. In addition, the same person might write in different styles at different time in 
a different context. The circumstances like stress and illness might also affect the writing 
style of a person. The image of the handwritten characters might also be affected by the 
quality of scanners and printers, ink quality, paper quality, etc. Time also plays an 
important role in degradation of the documents, affecting the character image. Therefore, 
the training set should consist of large number of samples to include variety of writing 
styles.
3.1 Description
The Image group at National Institute of Standards and Technology (NIST) provides 
a lot of databases for evaluating OCR, fingerprint classification/matching, and face 
recognition systems. The database used in testing our system is the “Special Database 19- 
NIST Handprinted Forms and Characters Database.”, abbreviated as SD19 [8]. The SD19 
contains the full page binary images of 3699 Handwriting sample forms(HSF) and
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814255 isolated handwritten digit and alphabetic characters from those HSFs. SD19 is 
regarded as the most comprehensive database for optical character recognition.
The figure 3.1 shows a hand written sample form [8]. These forms were scanned at 
300 dots per inch (dpi). The forms contain fields like name, date, city, numbers, etc.
Figure 3.1 Sample Form
N ISI HANDWRITING SAA'IPLE FORM ( HSF )
DATE GtTY gTATO ZIP
TUi of k«n(fwiiti«g b b«bg eoJletted for use m testiug coiqpulei te e t^ îo »  rf  h W  pnate4 
W  feMen. Mssss the fcUowwg eWusMse b  the b«a« th*t sppesi bekw.
etaS4S87S8_______  0193488789 0138488789
.-.-...It TOI m i   #W   MOM*
123 I I I
33m 82
A?
j m . Ml* 419319 904
81738 739*1 390 5718
48002
g y x l u k p d s b t t t r a i a w f ^ j e i t h u e v
Z X S B K G B C M Y W q T K F m O H P t B V P J A
Mess* pfint the feUewittg text ta the bOK below:
W», the People sf the United Statw, in otdee to faun a more peiSset Unkn», eetebi* fmtire, bsure ttomretk 
3nn#Uity, jsnmJe fi» the «mmon IMmss, praimte the genetal Wdtote, «td recnre the B hssb# <rf Ubeity to 
mnmeken and w  posterity, do «tdtda and esInbWt this CONSTITUTION for the United States of Amerfc».
p s o f ^  07* Û m F e .9  3 /4 ’y*-«S/ D /V e r /k
-Tr*nc | tn li+y)Proti (d«_f>8»f '4yt^  
t*ont n\OA C>’eT«7ts-«L  ^ prtomtp+'C- ot eviera. L_ XptdAr-e.
«04 A-v.'C oF  F ii> er"iy  -f~ô o v r -
a ,n  (N O o r  p c s t-e Y "  xTy  ^ ai
d o / j S T * T L > T l 6 N  
^Y**-+-e£> & -A TY\-em(LO_ .
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All the scanned form images and the character images extracted [9] [10] from the 
forms are binarized and stored in NIST’s custom format called IHEAD format. The SD19 
contains HSF images denoted as hsf O, hsf l, etc. The characters are classified according 
to the page, or writer or field. These are further classified in to uppercase, lowercase, 
digits and mixed characters.
3.2 Training Set
Figure 3.2 shows some samples taken from one of the training sets. The database also 
includes some samples, which are not easy to recognize for humans.
Figure 3.2 Sample Isolated Characters of NIST SD 19
G- f Y A s
V M ? 6 d w
I u u 2 0£ T s
These isolated characters are of size 128 * 128 pixels. The training set for the 
uppercase characters contains a total of 199214 character images. The table 3.1 gives the 
exact number of training character images present in each class (A to Z). The recognition
10
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system has to be trained with these many images to cope up with the different writing 
styles.
Table 3.1 Number of characters in each class of the Training Set
Character Count
A 7010
B 4091
C 11315
D 4945
E 5420
F 10203
G 2575
H 3271
I 13179
J 3962
K 2473
L 5390
M 10027
N 9149
0 28680
P 9277
Q 2566
R 5436
S 23827
T 10927
Ü 14146
V 4951
w 5026
X 2731
Y 5088
Z 2698
3.3 Testing Sets
Once the recognition system is trained, it has to be evaluated with the testing set. The 
NIST SD19 consists of abundant number of testing data. These data are collected from
11
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the different handwriting sample forms. The table 3.2 shows the number of the characters 
extracted from the different handwriting sample forms.
Table 3.2 Number of uppercase characters in the Testing Set
Forms Uppercase Test data
hsf 0 10790
hsf 1 10662
hsf 2 10863
hsf 3 12636
hsf 4 11941
hsf 6 12479
hsf 7 12092
12
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CHAPTER 4
FEATURE EXTRACTION
In the preprocessing phase [11], the image is given as the input and the system 
extracts the content. The first job of the system is to correct the orientation of the form. 
Next, the noise is removed and then the characters are segmented. Preprocessing is 
important because it aids in improving the accuracy of the recognition.
The most obvious cause of misrecognition is the linked characters. An "r" would just 
barely touch an "1", and the character would be recognized as an "n". Another common 
cause of misrecognition was split characters. An "r" might be split down the middle, 
leaving an "i"-like figure on the left, and something incomprehensible on the right. 
Preprocessing phase helps in reducing these misrecognitions.
4.1 Skew Removal
Skew can be removed by using the projections of the histogram. Histogram 
projections of the image tilted at angles between -5° to +5° are generated. The tilt angle 
for which the histogram gives maximum peak value is the skew angle. The image is 
rotated accordingly. Figure 4.1 shows the difference between the histograms of the 
original image and the tilted image. As clearly seen, the second image has a maximum 
peak value and the image is tilted to that corresponding angle.
13
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Figure 4.1 Skew Removal
Slant Letter
Horizontal
i
V ertical
i
Deskewed Letter 
H orizontal
1
V ertical
4.2 Noise Removal
The noise is removed using smoothing algorithms or filters. The Gaussian filter is a 
good example of a smoothing operation. It uses a 5 x 5 matrix mask as shown in the 
figure 4.2.
Figure 4.2 Sample 5 * 5  Gaussian Mask
( 1 / 273)
1 4 | 7  | 4  | l
4 16 |Z6 ,16  14  :
7 26  |41 | 26 7
4 1 6 ) 2 6 | 1 6 | 4  1
1 4  17 i 4  11
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The smoothing operator blurs the image and removes the spurts. Figure 4.3 shows an 
example for smoothing. When a smoothing operator, like the one shown in figure 4.2 is 
applied to an image, it not removes the spurts but also smoothens or blurs the image to 
some extent. Blurring is better than the spurts and spots that confuse the recognition 
algorithm.
Figure 4.3 Smoothing Operation.
Original After Filtering
4.3 Thresholding
Thresholding is used to differentiate between the foreground (ink) and the 
background (paper). In addition, the handwritten characters have a different composition 
of ink from that of the machine printed ones. Therefore, same technique can be applied to 
differentiate between the handwritten and machine printed ones. The Handwritten 
characters are then extracted, converted to a binary array and stored in a database.
15
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4.4 Character Segmentation 
After the initial preprocessing stage, the handwritten text has been transformed into 
matrices with binary values, where zeroes denote black pixels (i.e. the handwritten 
characters) and ones white pixels (i.e. the empty space around the character). The next 
step is to separate the characters. A simple approach is identifying the physical gaps 
using only the components. Figure 4.5 shows the gap length frequency for the sample 
image shown in figure 4.4.
Figure 4.4 Sample image
THI3 15 ft TEST
Figure 4.5 Gap Lengths for image in the above figure
2.5
S  1.5
I  ^
0.5
0
Gap Length
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
Frequency
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These methods assume that gaps between words are larger than the gaps between the 
characters. However, in handwriting, this is not the case. Most recognition methods call 
for segmentation of the word into its constituent characters. Segmentation points are 
determined using features like ligatures and concavities. Gaps between character 
segments (a character segment can be a character or a part of character) and heights of 
character segments are used in the algorithm.
4.5 Connected Component Segmentation 
Gaussian filter helps in eliminating spurts and speckles to an extent. There might be 
still more speckles in the image. In addition, Gaussian filters only works fairly well with 
the binary images. Connected component segmentation comes handy in this kind of 
situation. The algorithm maintains lists of connected pixels. Next, it looks for 
neighborhood pixels. The link list of highest length is the one having the authentic pixels. 
Other lists are removed, eliminating the speckles, as shown in the figure 4.6.
Figure 4.6 Connected Component Segmentation
Removed
17
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4.6 Extraction of Features 
Feature Extraction is the process of extracting a set of parameters that define the 
shape of the underlying character as precisely and uniquely as possible. Generally, the 
character images are not of the same size; they are of arbitrary size. In machine-print, a 
height to width ratio (aspect ratio) of 4:3 is common, but there is no fixed aspect ratio in 
handwritten characters. Sizes of the image may vary from approximately 8 x 8 to 200 x 
200 for document images digitized at 300 Pixels Per Inch (ppi). So, larger variations in 
size are noticeable among handwritten rather than machine-printed characters. Any 
feature extractor for such images should be applicable for all input image sizes. There are 
some cases in which the characters from different classes look similar, like T’ and ‘J ’. So, 
localized analysis of contours is essential.
18
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CHAPTER 5
RECOGNITION ALGORITHMS AND 
CLASSIFICATION
The recognition algorithms identify different set of features that are then fed in to the 
classifier. The recognition algorithms have to deal with different characteristics that can 
define a handwritten character. Some of the characteristics are strokes, curves, loops, tips, 
etc. However, some of the available algorithms depend on the various constraints that can 
help to reduce the error rates. For example, a location can be identified based on the zip 
code, or the city and state. This technique has made many commercial products for 
handwritten character recognition possible. Many applications have been developed for 
mail sorting, bank check reading, forms processing in administration and insurance [7].
Our aim is to recognize the individual characters without any redundant information. 
Therefore, we use the features from the different algorithms in order to reduce the error 
rates. The following section describes the various recognition algorithms used and how 
they are classified.
5.1 Recognition Algorithms
The recognition algorithm takes the input character image and extracts the features. In 
order to improve the accuracy each image of size D1 x D2 is divided into N 1 x N2 parts. 
This helps in identifying the localized features. Each partition has dimension (D l/N l) x
19
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(D2/N2) approximately. For example, in figure 5.1, the image is partitioned in to 4 * 4 
sections.
Figure 5.1 Partitioning a character image
The following algorithms are used for feature recognition in each partition. A feature 
vector is obtained for each algorithm.
1. Local Center of Gravity
2. Connectivity
3. Extreme Points
4. Number of Tips
5. Gradients
6. Wavelets
7. String Distance Measurement
8. Angular Moments
20
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5.1.1 Local Center of Gravity 
The “Center of Gravity” [13] for each partition is computed. The local center of 
gravity (Xcg, Ycg) is found by determining the center of gravity for each partition. The 
equations for computing the center of gravity is
(5 J)
Center o f  Gravity X eg
Center o f  G ravity eg
fM; (5.20
The distance between the local center of gravity and the whole center of gravity of the
number is computed, and the distance is normalized by dividing the distance by the width 
of the number.
Figure 5.2 Center of Gravity and Local Center of Gravity
In the above figure, we first determine the center of gravity for whole image using the 
center of gravity equations. Then, we compute the local center of gravity in each of the 
16 partitions.
21
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5.1.2 Connectivity
Image is first thinned and partitioned as shown in figure 5.3. Then, the connectivity 
between segments adjacent to each other in horizontal and vertical directions is 
determined. Connectivity between segments is represented by a ‘ 1 ’ and no connectivity is 
represented by a ‘O’.
Figure 5.3 Connectivity
5.1.3 Extreme Points
The horizontal mid-point of the character image along with the extreme left and right 
points in each partition is calculated. If the extreme point [14] is on the left side, then a 
negative sign is introduced. Then the distance between extreme points and the midpoint is 
calculated and normalized by dividing it with the width.
5.1.4 Number of Tips
Image is first thinned and partitioned. For every black pixel, it is checked whether it 
has more than one black neighboring black pixel. If it has only one black neighboring 
pixel, it is noted as tip. The number of tips [14] in each partition is stored. The figure
22
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below shows a 4 * 4 partitioned thinned image in which tips are circled. In each partition, 
if a tip is present, then it is denoted as a ‘1’. If no tip is present, it is denoted as a ‘0’ in 
the feature vector.
Figure 5.4 Tips
5.1.5 Gradients
The gradient computes the magnitude and direction of the greatest change in intensity 
in a small neighborhood of each pixel. The gradient map of each partition is determined 
to find the local contour variations. The gradient angle is determined using the Sobel 
masks shown in figure 5.5.
Figure 5.5 Sobel Masks
Dx
„1 0 1 1
-2 0 I 2
-1 0 1
1 2 " 1
0 0 0
-1 -2 -1
Dy
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The Sobel Operator for horizontal component is
- I ( i- l , j- l) -2 I ( iJ - l) - I ( i+ lJ - l)  
and the Sobel Operator for vertical component is
-I(i+l,j-l)-2I(i+l,j)-I(i+lj+l)
The angle of the edge pixels is then calculated using the formula 
Theta (i,j) = Arc Tan ( Dy(iJ) /Dx(iJ) )
Then the gradient angles are quantized.
(5J)
(5.4)
(5 j)
Figure 5.6 Original and Quantized Gradient map
Original
Graient Map
Quantized
130 40 44 225
227 45 65 223
223 220 32 25
271 270 19 16
4 1 1 7
7 1 2 7
7 7 1 0
9 9 0 0
Quantizing gradient directions into a small number (K) of ranges aids in the 
generation of fixed number of features. For example, in the above figure we set 12 ranges 
(bins); 0°-30°, 30°-60°, 60”-90° ... 330°-360°. The feature vector consists of the quantized 
gradient directions.
24
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Figure 5.7 Quantized feature Vector
Column 1 Column 2 Column 3 Column 4
Row 1 bin1. .b in12 bin1. .bin12 bi n l . .bin12 bin1. .bin12
Row 2 bin1. .bin12 b in l . b in12 bin1. .bin12 bin1. .bin12
Row 3 bin1. bin12 bin1. .b in12 bin1. .bin12 bin1. .bin12
Row 4 bin1. .bin12 bin1. . b in12 bin1. .bin12 bin1. .bin12
Each bin consists of sum of the gradient angles of each partition with in the 
quantization range. For example, bin 1 of partition 1 of consists of sum of angles in the 
range 0°-30° in the top left partition.
5.1.6 Wavelets
The image is first normalized to size N*N pixels, where N = 2^. The Haar or 
Daubechies’s kernels are applied recursively (2-levels). The haar wavelet transformation 
can be implemented by using the haar matrix shown here
1
H-
1 1
1 - 1
(5.60
A standard transformation of a two-dimensional image is easily done by first 
performing a one-dimensional transformation on each row followed by a one­
dimensional transformation of each column.
At each level, four quadrants are available. The top-left is decomposed recursively as 
shown in the figure below. The top-right quadrant at each level of transformation gives 
the vertical edge information, the bottom-left gives the horizontal edge information, and 
the bottom-right gives the diagonal edge information.
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Figure 5.8 (a) Original Image, (b) Wavelets
Each sub-image is partitioned into m*m blocks. The 1st and 2nd Moments [15] are 
computed for each block as follows:
E' Moment:
1 w - l  n - \
n 7=0
2"  ^Moment:
(5.7)
(J
1 n - \  n - \
^  i=0 7=0 (5.8)
These moments are stored in the feature vector.
5.1.7 String Distance Measurement 
First, the image is thinned and partitioned. Row by row, two successive pixel rows is 
considered. The distance ‘S’ between the current black pixel ( B ,)  and the next pixel (B i+ i)  
is calculated. All the distances for a total of k rows are summed up to compute the string 
distance measurement (SD) [16] as shown in the equation below:
(5.9)
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In figure 5.9, one partition of image is considered. The String Distance is measured 
for that partition.
Figure 5.9 String Distance computation
-2
-4
-6
0
Downward Pass
SD = -6
“String Line Measurement” (SLIM) is also added to differentiate the horizontal and 
vertical lines. If the line is horizontal or vertical, then SLIM is set to one. The final 
equation is:
SDM^ = afactor. + ^  pfactor.
7=1
where
ofactor  ^ -  SD.
Pfactorj = SD. *(SLIMj * BlackPixels within
V ! H  segment J ! Black Count. )
SDM for each partition is stored in to the feature vector.
(5.10)
(5H1)
5.1.8 Angular Moments 
Initially, the image is thinned and center of gravity is computed. The thinned image is 
then partitioned with respect to center of gravity as shown in the figure 5.10.
27
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Figure 5.10 Angular Partitions
After partitioning, the three Moments [17] (mass, distance and standard deviation) are 
calculated for each partition.
Mass:
rep
(5.12)
Distance:
rep
(5H3)
Standard Deviation:
^ \ P )  =
^  rep
(5.14)
Summation goes over the black pixels of the partition. The normalizing factor M, R 
and S are the summation (Moments) over the whole image.
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5.2 Classifications
A classifier that is trained on a labeled data set can be used for future prediction of 
class labels for unknown instances. The success of a classifier may be dependent on one 
or more of the following factors: the nature of the classifier, the training and testing set, 
the features from the feature extraction algorithms.
The classifier predicts a class label, Wu, for an unknown feature vector ‘y’ from a 
discrete set of previously learned labels {wi, wz ... w„}. It can be shown that to minimize 
classification errors, one should assign the example to the class with the largest posterior 
probability P(wi | y). This is known as the maximum aposteriori rule [18], and is the best 
any classifier can do. So, the job of the classifier is to estimate P(wi | y) from the 
unknown data set.
Training a classifier can be time consuming and require significant amounts of 
memory, especially for large data sets.
5.2.1 K -  Nearest Neighbor Classifiers
The K Nearest Neighbor (kNN) algorithm [19] [20] [21] predicts the outcome y for 
an unknown input Wu by finding the k labeled training data set nearest to w„ within a pre­
classified dataset D. It classifies w„ using the maximum vote of the nearest ‘k’ neighbors. 
The kNN method is a powerful technique that can be used to generate highly nonlinear 
classifications with limited data.
The figure 5.11 shows an example of kNN with k=3. The unknown sample w„ is 
classified as Class 1, because it has two neighbors belonging to Class 1.
The number ‘k ’ should be chosen such that:
1 It minimizes the probability of misclassifying the unknown sample.
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2 It covers the correct neighbors to recognize the unknown sample 
accurately.
Figure 5.11 K Nearest Neighbor
+  .
+ "T+
+•
+
\. ■
^ Unknown Class (iqjiil)
C la s s  1 
+  C la s s  2
In the above example, if k = 1, then w„ would be classified as Class 2, which may not 
be the desired result. If k = 5, then w„ would be classified as Class 1, which is the same 
for k=3. Deciding on ‘k’ is itself a big decision problem.
Normally, the “closeness” is measured by Euclidean distance. For two tuples, X = 
<xl, x2, x3 ... xn-l> and Y = y l, y2, y3... yn-l>, the Euclidian distance is computed as
i=l
(5  1 5 )
The main limitations of kNN are storage requirements (since the entire dataset needs 
to be available for matching) and the computational cost (since for each unknown data.
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the distance to all training samples needs to be computed) [22]. These limitations, 
however, can be overcome by editing the training set [23], and generating a subset of 
prototypes. The kNN algorithm is extremely sensitive to the dimension of the features. 
Therefore, special attention must be paid to the scaling of each feature dimension.
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CHAPTER 6
COMBINING THE RECOGNIZERS 
Handwritten character recognition is a complex task. So, using single recognizers 
would not give high accuracy of recognition. Different techniques have been developed 
to combine the output of several recognizers in order to produce more accurate results, as 
Many complex pattern recognition algorithms can be easily implemented with the low 
cost and powerful computers which are available now. The combination of multiple 
recognizers can be viewed as a pattern recognition problem in which the input consists of 
the outputs of the individual recognizers.
6.1 Using Conditional Probabilities 
The “confusion matrix”, C, of each recognizer on a training set of data is used as 
indicators of the recognizers performance. C is an M x (M^) matrix, for M classes and K 
recognizers. From the matrix C, the row sum Cÿ is calculated, which gives the total 
number of samples belonging to class ‘i’. Column sum Cÿ gives the total number of 
samples that are assigned a class pattern ‘j ’.
The conditional probability [24] that a pattern, x, actually belongs to class ‘i’, given 
that the recognizers classify it as pattern ‘j ’, can be estimated as :
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q (Ic)
P(x e C; I e(x) = j ) = —
„  (6.1) 
The class ‘i’ with the maximum probability value is the correct output. A two class
problem with three recognizers produces a 2 x 8 matrix as follows:
Table 6.1 Confusion Matrix
0,0,0 0,0,1 0,1,0 0,1,1 1,0,0 1,0,1 1,1,0 1,1,1
0 AO BO CO DO EO FO GO HO
1 At B1 Cl D1 E l FI G1 HI
ColSumA ColSumB ColSumC ColSumD CoISumE ColSumF ColSumG ColSumH
The row values are the input, and the column values are the outputs of the 3 
recognizers i, j, k respectively.
So,
TotalSum= ColSum
(6 2)
P (X  = 0\X i =0,Xj =0,Xk = 0) = P jX  ^  0,Xi = 0,Xj = 0,Xk = 0) 
P(Xi = 0,Xj = 0,Xk = 0)
{AO ! TotalSum)
{ColSumA / TotalSum) 
AO
ColSumA (63)
33
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Similarly,
P{X  = 0,Xi = 0,Xj = 0,Xk = 0)P{X  = 0 \Xi =0,Xj =0,Xk = 0)
P{Xi = 0,Xj = 0,Xk = 0) 
{AQ ! TotalSum)
{ColSumA ! TotalSum) 
AO
ColSumA
(6.4)
By using these probability values, the correct output class ‘i’ (having the maximum 
conditional probability value) can be determined, given that the recognizers classify it as 
pattern ‘j ’.
6.2 Observations
The conditional probability based combination algorithm is evaluated against the 
handwritten characters extracted from the sample forms in the “NIST Special Database 
19 - Handprinted Forms and Characters Database (NIST SD 19)”.
As discussed earlier, the NIST SD19 consists of different sample forms which are 
categorized as hsf O, hsf l, hsf_2, hsf_3, hsf_4, hsf_6, and hsf_7. The results are 
summarized in the form of confusion matrices. The tables 6.2 through 6.8 gives the clear 
picture of the performance of our recognition system. In these tables, the row values 
represent the input given to the recognizer and the column values are the results of the 
recognizer. For example, in the table 6.2, 383 out of 386 input characters are recognized 
correctly as ‘A’; two of the remaining samples are misclassified as ‘M’ and the other one 
is misclassified as ‘H’.
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The confusion matrices shown above explains the accuracy our recognition system. It 
gives both the recognition rate and the substation rate. These results are be summarized 
as follows
Table 6.9 Summary of the Recognition rates achieved.
Forms Recognition Rate
hsf 0 99.18
hsf 1 99.03
hsf 2 98.93
hsf 3 99.00
hsf 4 84.74
hsf 6 98.47
hsf 7 98.90
The recognition rate for the entire upper case characters in the NIST SD19 is 96.83.
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CHAPTER 7
CONCLUSION AND FURTHER RESEARCH 
In this thesis we have proposed a way for combining multiple recognition systems 
using the conditional probabilities. This recognition system involves a lot of feature 
extraction algorithms. The feature extraction algorithms require several preprocessing 
techniques. These preprocessing algorithms sometimes destroys some of the information 
required by the feature extraction algorithms, hence it is necessary to use standard 
calibration method to calibrate the effect of preprocessing algorithms over the 
experimental feature extraction algorithms. Calibrating the performance of preprocessing 
algorithms and analyzing their effect in the accuracy of the recognition system is by itself 
a huge research topic. Several efficient calibration techniques have been proposed by the 
researchers in this field.
The extracted features are stored in a feature vector, which is fed in to a classifier. We 
use the k-Nearest Neighbor (kNN) classifier to classify the unknown input. Several other 
classifiers like ‘polynomial classifiers’, ‘Binary tree classifiers‘, or ‘Quadratic 
Classifiers’, may also be used for this purpose. The performance of the classifier might be 
affected by the length (dimension) of the feature vector. So, we have to take proper 
measures to keep the length of the feature vector at desired length [25]. The length of the 
feature vector can be reduced by using techniques like Karhunen -  Loeve (K-L) 
transformation. The K-L transformation Maps the higher dimension vector to a lower
43
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dimension vector preserving the important characteristics. It is also referred to as 
Principal Component Analysis (PCA) in some context. This would help improving the 
speed and accuracy of the classifier.
This recognition system involves two levels of testing. The first level of testing is 
done against the training set, to analyze the reliability of the recognition systems in terms 
of conditional probabilities. Next level is the actual testing against the testing set, where 
the knowledge obtained from the first level of testing is used.
Our recognition system involves recognizing the isolated characters. The accuracy of 
the recognition results can be improved by using lexical post-processing or context post­
processing.
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