Abstract-This paper investigates the problem of distributed medium access control in a time slotted wireless multiple access network with an unknown finite number of homogeneous users. Assume that each user has a single transmission option. In each time slot, a user chooses either to idle or to transmit a packet. Under a general channel model, a distributed medium access control framework is proposed to adapt transmission probabilities of all users to a value that is near optimal with respect to a predetermined symmetric network utility. Probability target of each user in the proposed algorithm is calculated based upon a channel contention measure, which is defined as the conditional success probability of a virtual packet. It is shown that the proposed algorithm falls into the classical stochastic approximation framework with guaranteed convergence when the contention measure can be directly obtained from the receiver. On the other hand, computer simulations show that, when the contention measure is not directly available, a revised medium access control algorithm can still be developed to help the system converging to the same desired equilibrium.
I. INTRODUCTION
Ever since the early developments of computer networks, significant efforts have been made to develop distributed medium access control (MAC) protocols where each transmitter makes its transmission decisions individually without sharing them with other transmitters and receivers. In a distributed network when there is a lack of full user coordination, packet collision is often unavoidable. Collision resolution and contention control are therefore key functions of MAC protocols [2] . In the existing literature and the existing wireless networks, exponential back-off algorithms [3] and tree splitting algorithms [2] are the two major classes of collision resolution approaches that have received the most investigations. In exponential back-off algorithms such as the IEEE 802.11 DCF protocol [4] [5] , users reduce their transmission probabilities proportionally in response to a packet collision. Convergence property and performance of the algorithms are analyzed using the classical stochastic approximation model
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Part of the results of this paper have been presented at the 2016 IEEE International Symposium on Information Theory [1] . [3] and the Markov model [4] . In tree splitting algorithms [2] [6] , under the assumption that noiseless channel feedback is instantly available, users maintain a common virtual interval of their random identity values. The interval is partitioned based upon a sequence of channel feedback messages according to a predetermined protocol. User transmissions are scheduled depending on the sub-intervals in which their identity values are located. Both the exponential back-off approaches [3] and the tree splitting algorithms [2] have the general principle of maintaining the expected contention probability of the system at a desired level to achieve optimal system throughput.
When communication optimization cannot be achieved fully at the physical layer, data link layer must get involved in communication adaptation. While link layer problems such as collision avoidance and collision resolution have been extensively studied in the literature, most investigations assumed the simple collision channel model and the objective of throughput optimization [2] . These assumptions are reasonable for wireline systems, but they do not fully capture the special characteristics of wireless systems such as channel fading, power limitation, noisy channel feedback, etc [7] . Furthermore, recent developments in distributed channel coding [8] [9] [10] also suggested that link layer communication adaptation may deserve a careful re-investigation for wireless systems. Current network architecture assumes that each link layer user has a single transmission option. In each time slot, a link layer user should only determine whether to transmit a packet or not. Other communication details are assumed to be handled at the physical layer [2] . Advanced wireless capabilities such as adaptations of transmission power and coding rate are completely irrelevant at the data link layer. Recently, a channel coding theory for physical layer distributed communication was proposed in [8] [9] [10] . The new coding theory equips each physical layer transmitter with an ensemble of channel codes, each corresponding to a specific communication setting such as a power and rate combination. In each time slot, a channel code is selected arbitrarily at each transmitter, and the coding choice is shared neither with other transmitters nor with the receiver. The receiver decodes the message of interest only if a predetermined error probability requirement can be met. Otherwise the receiver should report a collision. Fundamental limit of the distributed communication system was characterized using an achievable region, which coincides with the Shannon information region of the same channel without a convex hull operation. The new coding theory provided the basic theoretical foundation for an enhancement to the physical-link layer interface, in which each link layer user is given multiple transmission options corresponding to the ensemble of physical layer channel codes. Such an enhancement enabled the link layer users to exploit advanced wireless capabilities. However, how can such exploitation be carried out efficiently in link layer communication adaptation becomes a key question whose answer needs to be well understood.
In this two-paper sequence, we investigate the problem of distributed MAC in a time-slotted wireless multiple access network with an unknown finite number of homogeneous users. We will show that, for the enhanced physical-link layer interface and under a general channel model, one can design a distributed MAC framework that helps the users to adapt their transmission schemes to a near optimal point with respect to a general symmetric network utility. For the sake of easy understanding, however, we will first focus on the case of single transmission option in Part I of the papers. That is, we still assume that a link layer user only decides whether to transmit a packet or not in each time slot. Extension of the framework to the case when each user is equipped with multiple transmission options will be introduced in Part II of the papers.
II. PROBLEM FORMULATION
Consider a link layer wireless multiple access network with K homogeneous users (transmitters) and a common receiver. The value of K is assumed to be known neither to the users nor to the receiver. Time is slotted such that each slot equals the length of one packet. Assume that each user has a saturated message queue and a single transmission option. In a time slot, each user, say user k, either idles or transmits a packet according to its transmission probability parameter p k . We use transmission probability vector
T to denote the transmission probabilities of all users.
Assume that there is a virtual packet transmission in each time slot. All virtual packets have the same communication parameters that do not necessarily agree with those of the real packets. We model the link layer multiple access channel by a set of known probability parameters {C j } for j = 0, 1, 2, . . ., where C j ≥ 0 denotes the probability that the virtual packet can be received correctly should it be transmitted in parallel with j real packets. The only assumption we make for the channel is C j ≥ C j+1 for all j ≥ 0, which means that, if the number of parallel real packet transmissions increases, the virtual packet should have a non-increasing chance of getting through the channel. Define J 0 as the minimum integer satisfying C J0 > C J0+1 . Note that when K ≤ J 0 , one will no longer be able to estimate the user number using the statistics of the virtual packet transmissions. Throughout the paper, we assume that the channel is known both at the transmitters and at the receiver. We also assume that the receiver is able to detect in each time slot whether the virtual packet transmission should be regarded as successful or not and therefore can estimate the conditional success probability of the virtual packet and feed such information back to all users. This is supported by the distributed channel coding theory presented in [8] [9] [10] . For example, one can assume that, if the real packets cannot be decoded successfully, then the virtual packet is also not decodable. Otherwise, with the real packets decoded, the receiver can use the communication parameters of the real packets and the assumed communication parameters of the virtual packets to check whether the parameter vector of all users is located within a predetermined operation region [9] [10], and to determine accordingly whether the virtual packet should be regarded as decodable or not. The receiver can then feed this information back to all users.
Let us temporarily add an integer-valued time index t and use
T to denote the vector of transmission probabilities of the users at the beginning of time slot t. In each time slot, according to channel feedback obtained from the receiver, user k derives a transmission probability targetp k (t).
T be the vector of transmission probability targets of all users. The probability vector is then updated by
where α(t) ≥ 0 is the step size parameter of time slot t.
T be the vector of the theoretical transmission probability targets of all users in time slot t, which is computed based upon presumed noiseless measurements and noiseless feedback. It is easy to see that p(p(t)) is a function of the transmission probabilities of all users. We say the probability vector update reaches an equilibrium if and only if p(t) =p(t), i.e., p k (t) =p k (t) for all user k.
With an abuse of the notation, we also use t to denote the continuous time variable. Define an associated ordinary differential equation (ODE) of the system as dp(t) dt
According to the classical stochastic approximation theory [11] [12] [13] , when step size parameter α(t) is small enough and under certain general conditions, dynamics of the probability update can be approximated by the associated ODE defined in (2) in a sense explained below. To give the basic convergence results, we make the following assumptions.
Assumption 1: (Mean and bias condition) Let
, where E t [.] denotes the conditional expectation operation given system state at the beginning of time slot t, and G(p(t)) = E t [p(t)] −p(p(t)) denotes a potential bias term. We assume that, if needed, MAC algorithms can be designed to reduce the bias term arbitrarily close to 0. More specifically, we assume there exist a constant K 1 > 0 and a sequence of parameters 0 ≤ β(t) ≤ 1, where β(t) can be made arbitrarily close to 0 if necessary, such that for all p(t)
Assumption 2: (Lipschitz condition) There exists a constant K 2 > 0, such that for all p 1 (t) and p 2 (t)
The following theorem shows that, if both α(t) and β(t) can be taken to zero asymptotically, transmission probabilities of the users should converge to the equilibrium of the associated ODE with probability one.
Theorem 1: For distributed transmission probability adaptation given in (1), assume that the associated ODE given in (2) has a unique stable equilibrium at p * . Let α(t) and β(t) satisfy the following conditions.
Under Assumptions 1 and 2, probability vector p(t) converges to p * asymptotically with probability one, i.e., lim
Theorem 1 is implied by [12, Theorems 4.3] .
Furthermore, the following theorem shows that, if α(t) and β(t) are kept below small constants, then transmission probabilities of the users should converge to the equilibrium of the associated ODE in probability.
Theorem 2: For distributed transmission probability adaptation given in (1), let Assumptions 1 and 2 hold, and assume that the associated ODE given in (2) has a unique stable equilibrium at p * . Then for any ǫ > 0, there exists a constant K 3 , such that, for any 0 < α <ᾱ < 1, if
then p(t) converges to p * in the following sense
Theorem 2 can be obtained by following the proof of [13, Theorems 2.3] with minor revisions.
To lead the system to converge to the desired equilibrium, according to Theorems 1 and 2, it is sufficient to develop the distributed MAC algorithm to set the unique stable equilibrium of the associated ODE at the desired value. Since users are homogeneous, a desired equilibrium should possess the property that all users have the same transmission probability. This can be enforced by designing MAC algorithms that guaranteep(t) =p(t)1 in each time slot t, where 1 is the vector of all 1's. According to (2) , if p * is an equilibrium of the associated ODE, we must have p * =p(p * ). Consequently, withp(t) =p(t)1, any equilibrium of (2) must take the form of p
is the theoretical transmission probability target computed based on the assumption that all users should transmit with an identical probability p * . Therefore, whenp(t) =p(t)1 and with the convergence properties guaranteed by Theorems 1 and 2, the key question becomes how to design the distributed MAC algorithm to ensure that p * =p(p * ) should have a unique solution at the desired value.
Because system noise is not involved in the answer to such a key question, in the following two sections, we will assume no measurement noise and no feedback error to simplify the discussions.
III. DISTRIBUTED MAC WITH ACTUAL CHANNEL
CONTENTION MEASURE We assume that there is a virtual packet transmission in parallel with the real packets in each time slot. Define channel contention measure in each time slot as the conditional success probability of the virtual packet, denoted by q v . It is easy to see that q v (p, K) is a function of the user number K and the vector of transmission probabilities of all users p. Note that when all users transmit with an identical probability p, i.e., p = p1, conditional success probability of the virtual packet can be written as
where C j is the conditional success probability of the virtual packet should it be transmitted in parallel with j real packets.
In this section, we assume that the receiver can detect whether the virtual packet transmission should be regarded as successful or not. Therefore, with channel feedback, contention measure q v can be obtained directly at all transmitters (users).
The following theorem shows that, given user number K,
Theorem 3: Under the assumption that
Furthermore,
< 0 holds with strict inequality for K > J 0 and p ∈ (0, 1).
Proof: Partial derivative of q v (p, K) with respect to p is given by
where the last inequality is due to the assumption that C j ≥ C j+1 for all j ≥ 0. Note that (9) holds with strict inequality if K > J 0 and p(1 − p) = 0. ⋄ We intend to design a distributed MAC algorithm such that channel contention can be maintained at a desired level to maximize a general symmetric network utility. More specifically, we assume that, according to feedback obtained from the receiver, each user should first obtain a user number estimate, denoted byK, and then set the corresponding transmission probability target atp =p = min{p max , x * K+b }, where x * > 0 and b ≥ 1 are predetermined design parameters, and p max is defined as
In the following, we will show that, for any choice of x * > 0, without knowing the user number K, one can always choose an appropriate b and design a distributed MAC algorithm to set the unique system equilibrium at p * = p * 1 with p * = min{p max , x * K+b }. We will also show with computer simulations that, if x * is obtained from the asymptotic optimization of a symmetric network utility [14] , then the desired equilibrium p * = p * 1 is often near optimal with respect to the same utility when the user number is finite.
Let N = ⌊K⌋ be the largest integer belowK. We define a continuous function q * v (p), which can also be viewed as a function ofK, as follows
where p N = min{p max ,
Note that, if the user number of the system indeed equalsK (11) is the actual channel contention measure with respect to the virtual packet transmission at the desired equilibrium of p * = x * K+b 1. The following theorem shows that, with an appropriate choice of b, q * v (p) is non-decreasing inp for an arbitrary choice of x * . This monotonicity property holds the key to the convergence of the distributed MAC algorithm to be proposed later.
Proof: We only prove the theorem for the case when x * N +b ≤ p max . It can be verified that conclusion of the theorem still holds for
dq N (p) dp
and
1 When
≥ pmax, we can easily see that
Otherwise if
. Conclusion of the theorem can then be proven by following a similar derivation with minor revisions.
In addition, because function q N +1 (.) can be decomposed as
we have
In the meantime, taking derivative of q N (p) and q N +1 (p) with respect top, we get,
(21) Substituting the above results into (15) yields
Because for all j ≥ 0, we have
Note that (24) holds if
By defining γ as in (14), the above analysis implies that dq * v (p) dp ≥ 0 if b ≥ max{1, x * − γ}. Furthermore, it is easy to see that, if we either have b > 1 or b > x * − γ, and C j > C j+1 for at least one j ≤ N , then dq * v (p) dp > 0 should hold with strict inequality. ⋄ The condition of b ≥ max{1, x * −γ} is implicit, because the value of γ depends on b. Nevertheless, it is usually not difficult to find the minimum b that satisfies the condition given in (25).
With the key monotonicity properties presented in Theorems 3 and 4, we propose the following distributed MAC algorithm.
Distributed MAC algorithm: 1) Initialize the transmission probabilities of all users. Let the transmission probability of user k be denoted by p k . 2) Over an interval of Q time slots, with Q ≥ 1, the receiver measures (or estimates) the conditional success probability of a virtual packet, denoted by q v , and feeds q v back to all transmitters. 3) Upon receiving q v , each user (transmitter), say user k, derives a transmission probability targetp by solving the following equation
If ap ∈ [0, 1] satisfying (26) cannot be found, user k setsp atp = p max when q v > q * v (p max ), or atp = 0 when q v < q * v (0). 4) User k then updates its transmission probability by
where α is the step size parameter for user k. 5) Go back to step 2. We first show that, for K ≥ J 0 , if b is chosen to satisfy (25) and to support a strict monotonicity of q * v (p), then the proposed MAC algorithm should possess a unique equilibrium at p * = p * 1 = min{p max ,
. This is because all users have the same transmission probability targetp, and therefore any system equilibrium must satisfy p
(.) be the inverse function of q * v (p). For any given transmission probability vector p, transmission probability targetp is obtained bŷ
Because q * −1 v (q v ) is continuous in q v , and bothp and q v are bounded, there must exist a constant K 4 > 0 such that
is continuous in p, and both q v and p are bounded, there must exist a constant K 5 > 0 to satisfy
for all q v1 = q v (p 1 , K) and q v2 = q v (p 2 , K). Consequently, we have K) ). This implies that the probability target function given in (28) satisfies the Lipschitz condition given in Assumption 2.
Finally, when the system is noisy, the receiver can choose to measure q v over an extended number of time slots, namely increasing the value of Q introduced in step 2. If users maintain their transmission probabilities during the Q time slots, an increased value of Q can reduce the potential measurement (or estimation) bias in the system. Therefore the bias condition given in Assumption 1 is also satisfied. Consequently, convergence of the proposed distributed MAC algorithm is supported by Theorems 1 and 2.
In the above analysis, we did not pose any design requirement on communication parameters of the virtual packets. Convergence of the MAC algorithm is guaranteed so long as parameter b is chosen appropriately to satisfy (25). However, one should note that optimality of the MAC algorithm can be affected by the value of b. For example, it is known that, to maximize the sum throughput of a distributed multiple access system over a collision channel, the optimal solution is to set the transmission probability of all users at p = 1 K with K being the user number in the system. This corresponds to x * = 1 and b = 0. Since the proposed MAC algorithm sets system equilibrium at p * = p * 1 = min{p max , x * K+b }1, it is a general preference that one should design virtual packets with communication parameters chosen to allow a relatively small value of b. Let us consider an example of distributed multiple access communication over a multi-packet reception channel [14] . Suppose that the channel can support the parallel transmissions of no more than M real packets. Let the virtual packet be equivalent to the combination of R real packets, with R ≤ M . Consequently, a virtual packet can be received successfully if the number of real packets transmitted in parallel is no more than M − R. In this case, the channel is modeled by C j = 1 for j ≤ M − R, and C j = 0 otherwise. From (25), we get γ = M − R, and therefore to guarantee convergence, b should satisfy b ≥ max{1, x * − M + R}. Because for most of the utility functions such as sum throughput, we often have x * ≤ M when x * is determined from the corresponding asymptotic optimization problem, from the perspective of minimizing b, the best choice is to set communication parameters of a virtual packet to be identical to those of a real packet. Such a choice guarantees convergence of the proposed distributed MAC algorithm with b = 1.
IV. DISTRIBUTED MAC WITH INTERPRETED CHANNEL
CONTENTION MEASURE Classical MAC protocols often assume that a user should get feedback from the receiver on whether its own packet is successfully received or not. This enables each user, say user k, to measure the conditional success probability of its own packet transmissions, denoted by q k . In this section, we consider the case when q k is the only feedback available to user k. We also assume that a virtual packet should have the same communication parameters as those of a real packet. In order to apply the MAC algorithm proposed in section III, user k will need to interpret the conditional success probability of the virtual packet based on q k . Because transmission activities of the users are mutually independent, q k equals the conditional success probability of the virtual packet given that user k idles. Consequently, user k can calculate the conditional success probability of the virtual packet by
where p k is the transmission probability of user k, and d k is the conditional success probability of the virtual packet given that user k transmits a packet. Note that d k can be easily calculated in special cases. For example, under a collision channel model, we have d k = 0. In this case, q v = (1 − p k )q k is the actual conditional success probability of the virtual packet. However, for a general channel, d k may not be available at the transmitters unless additional feedback information is provided. When d k is not available, we propose a two-step approach for each user to interpret d k and hence the conditional success probability of the virtual packet, and then to update its transmission probability accordingly.
To explain the detail of the two-step approach, we need to define two auxiliary functions. More specifically, for an arbitrary user number estimateK, letN = ⌊K⌋ denote the largest integer no more thanK. Letp = 
N+1+b
, where b is a constant satisfying (25). We define auxiliary functions q * (p) and d * (p) as follows
The two-step approach is described below.
Step 1:
Over an interval of Q ≥ 1 time slots, each user, say user k, measures its own conditional success probability q k . User k then obtains an intermediate transmission probabilityp by solving the following equation
If
Step 2:
In the second step, user k interprets channel contention measure q v as
An updated transmission probability targetp for user k is then determined by solving equation (26). As before, if ap ∈ [0, 1] satisfying (26) cannot be found, user k setsp atp = p max when q v > q * v (p max ), or atp = 0 when q v < q * v (0). Note that withp being obtained by the two step approach, a convergence proof of the MAC algorithm is no longer available. Because one cannot guarantee that the transmission probability targetp derived by different users should always be identical, and therefore the assumption of all users taking the same transmission probability at any system equilibrium is no longer valid. Nevertheless, in the following theorem, we show that the two-step approach is equivalent to a simplified one-step approach where user k directly usesp obtained in (34) as its transmission probability target.
Theorem 5: Suppose for each user, say user k, first obtains an intermediate transmission probabilityp and then determines its transmission probability targetp by following the two-step approach.
Proof: According to the two-step approach, q v is interpreted by
where the inequality is due to the fact that q
This implies that we must havep ≥ p k whenp ≥ p k . Similarly, whenp ≤ p k andp is the solution to q k = q * (p), the two-step approach will yieldp ≤ p k .
In the case when q k < q * (0), we havep = 0. Hence the interpreted q v satisfies
This implies that we havep = 0 whenp = 0. Similarly, we havep = p max whenp = p max . ⋄ Note that q * (p) is non-decreasing inp if b satisfies the condition in (25), which can be shown by following a proof similar to that of Theorem 4. Theorem 5 implies that the two-step approach and the simplified one-step approach are equivalent in the sense of giving the same directional information on whether the transmission probability should be increased or decreased. In cases when the two-step approach does lead the system to the desired equilibrium, Theorem 5 suggested a simple probability adaptation principle. That is, user k can compare its own conditional success probability q k with q * (p k ) to determine whether p k should be increased or decreased.
V. SIMULATION RESULTS
In this section, we present simulation results to demonstrate the convergence performance of the proposed MAC algorithms for both cases when channel contention can be directly measured as well as when it has to be interpreted. In all the examples, we assume that user number in the system is known neither to the transmitters (users) nor to the receiver.
Example 1: Consider a wireless multiple access system with K = 12 users and one receiver. We assume a multipacket reception channel where packet transmissions should be successful if and only if no more than M = 5 users transmit in parallel. All users intend to maximize the sum system throughput, and x * is calculated from
Assume that a virtual packet is equivalent to the combination of 2 real packets. The receiver will regard the transmission of a virtual packet as successful if and only if the number of parallel real packet transmissions is no more than M − 2 = 3. The channel in this case is modeled by C j = 1 for j ≤ 3, and C j = 0 for all j > 3.
We set b = 1, which satisfies the condition in (25). Let transmission probabilities of the users be initialized randomly. During distributed transmission probability adaptation, the receiver uses 200 time slots to measure the conditional success probability of the virtual packet, denoted by q v , and then feeds back the measured q v to all users. Upon receiving q v , each user calculates its transmission probability targetp from (26), and then updates its transmission probability using (1) with α(t) = 0.05. Convergence of the sum throughput of the system is illustrated in Figure 1 . The dashed line represents the sum throughput if all users transmit with the desired probability p * = x * K+b = 0.28. The dash-dotted line represents the optimal sum throughput obtained from
In this example, the user number K = 12 is much larger than M = 5, and sum throughput at the system equilibrium is very close to the optimal sum throughput of the system. After 60 iterations, where each iteration equals 200 time slots, transmission probabilities of all users fell into the interval of [0.26, 0.29].
In the two examples given below, we assume that each user only gets feedback from the receiver on whether its own packet is successfully received or not. Transmission probability target of each user is obtained from (34), which is a simplified version of the two-step approach proposed in Section IV, as supported by Theorem 5. Simulation results show that the system can still converge to the desired equilibrium even when the channel contention measure q v is not directly available.
Example 2: Consider a wireless multiple access system with K = 7 users and one receiver. We assume a multi-packet reception channel that can support the parallel transmissions of no more than M = 4 real packets. Assume that a virtual packet should have the same communication parameters as those of a real packet. Consequently, the channel is modeled by C j = 1 for j ≤ 3, and C j = 0 otherwise. Assume that the users intend to optimize the utility of symmetric system throughput weighted by a transmission energy cost E = 0.5. That is, given user number K, under the assumption that all users should transmit with the same probability p, users aim to maximize the utility U (p) given by
We obtain the value of x * by optimizing the asymptotic utility under the assumption of lim K→∞ Kp * = x * , where p * is the solution to the optimization problem in (40).
It can be verified in this case that b = 1 is sufficient to satisfy the condition given in (25). We again initialize transmission probabilities of the users randomly. During distributed transmission probability adaptation, each user, say user k, uses 200 time slots to measure the conditional success probability q k of its own packet transmissions. User k then obtains the transmission probability targetp from (34), and updates its transmission probability using (1) withp =p and α(t) = 0.05. Convergence of the sum utility of the system is illustrated in Figure 2 , where each iteration takes 200 time slots. The dashed line represents the sum utility of the system if all users transmit with the desired probability p * = x * K+b = 0.25. The dashdotted line represents the optimal sum utility obtained from max 0≤p≤1 U (p, K). In this example, the user number K = 7 is close to M = 4, and sum utility at the system equilibrium is about 86% of the optimum value. After 60 iterations, the vector of transmission probabilities of all users is given by Example 3: In this example, we consider wireless multiple access communication over a simple fading channel. Assume that the system has K = 14 users and one receiver. In each time slot, the channel has a probability of 0.3 to support no more than M 1 = 4 parallel real packet transmissions and a probability of 0.7 to support no more than M 2 = 6 parallel real packet transmissions. Assume that a virtual packet should have the same communication parameters as those of a real packet. Hence the channel is modeled by C j = 1 for j < 4, C j = 0.7 for 4 ≤ j < 6, and C j = 0 for all j ≥ 6. We consider the optimization of symmetric system throughput. The value of x * in this case is obtained by optimizing the asymptotic sum throughput of the system. 
We set b = x * = 4.02, and initialize transmission probabilities of the users randomly. As in the previous example, we assume each user, say user k, should use 200 time slots to measure the conditional success probability q k of its own packet transmissions, and obtain its transmission probability targetp from (34). User k then updates its transmission probability using (1) withp =p and α(t) = 0.8/(t + 1), where α(t) denotes the step size in the tth iteration with each iteration equalling 200 time slots. Convergence of the sum throughput of the system is illustrated in Figure 3 . Sum throughput optimization with K = 14 users and C j = 1 for j < 4, C j = 0.7 for 4 ≤ j < 6, and C j = 0 for all j ≥ 6.
VI. CONCLUSION
We proposed a distributed MAC algorithm for wireless multiple access networking with an unknown finite number of homogeneous users. Each user derives a transmission probability target by matching the actual channel contention, measured by the conditional success probability of a virtual packet, with its theoretical value, and then updates its transmission probability accordingly. Under a general channel model, and the assumption that channel contention measure can be fed back from the receiver, we showed that the proposed MAC algorithm can lead the system to a designed unique equilibrium that is near optimal with respect to a chosen symmetric network utility. When each user only knows the conditional success probability of its own packet transmissions, we proposed a two-step approach to adapt the transmission probabilities of the users based on an interpreted channel contention measure. Computer simulations demonstrated that the revised distributed MAC algorithm can still guide the system to converge to the same desired equilibrium.
