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Local time in diffusive media and applications to imaging
Vincent Rossetto∗
Université de Grenoble I - LPMMC / CNRS,
25 avenue des Martyrs,
38042 Grenoble CEDEX 09, France
(Dated: July 19, 2013)
Local time is the measure of how much time a random walk has visited a given position. In
multiple scattering media, where waves are diffuse, local time measures the sensitivity of the waves
to the local medium’s properties. Local variations of absorption, velocity and scattering between
two measurements yield variations in the wave field. These variations are proportionnal to the local
time of the volume where the change happened and the amplitude of variation. The wave field
variations are measured using correlations and can be used as input in a inversion algorithm to
produce variation maps. The present article gives the expression of the local time in dimensions
one, two and three and an expression of its fluctuations, in order to perform such inversions and
estimate their accuracy.
I. INTRODUCTION
Standard imaging techniques in physical sciences are
based on the deterministic nature of wave transport. In
transmission, absorption or reflection imaging such as in
the different types of optical microscopy, radiography, ul-
trasonography, the production of an image relies on the
fact that the source wavelength is much larger than the
irrelevant and unpredictable variations of the properties
of the propagation medium. As long as only a small
fraction of the energy is scattered by these irregularities,
scattering is negligible and the medium is transparent.
Media where scattering is not negligible are called scat-
tering media. In scattering media a substancial amount
of the wave energy is scattered and more advanced imag-
ing techniques are necessary. Several strategies have been
designed to obtain accurate and reliable results. In op-
tical coherence tomography for instance, the fraction of
signal that has been scattered more than once is filtered
out. However, when scattering is so strong that the
largest part of the signal has been multiply scattered,
these strategies fail: the medium becomes opaque.
In strongly scattering media, wave propagation reaches
rapidly a diffuse regime: the intensity in space and time
evolves according to a diffusion equation. Diffusive me-
dia, such as fog, are commonly believed to yield fuzzy im-
ages. However, it was recently realized that even in the
diffuse regime, the measured signals carry informations.
The wave recorded at a given position is the superposi-
tion of partial waves which trajectories follow a certain
statistics determined by the diffusion equation. These
partial waves statistically explore the whole medium and
are sensitive to its local properties. The measured signal
therefore contains informations concerning the transport
properties of the medium collected during their propa-
gation, but these informations are entangled in such a
way that the raw experimental measurements cannot be
directly used to produce a regular image of the medium.
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In heterogeneous, turbid media, techniques based on
the correlations have proved efficient to extract some
relevant informations. The nowadays commonly used
diffusing-wave spectroscopy (DWS) allows one to mea-
sure the diffusion of scatterers [1] in diffuse regime for
the waves. However, these techniques remain poorly sen-
sitive for imaging a medium with static scatterers. It is
nonetheless possible to increase the sensitivity if one con-
siders the field rather than the intensity [2]. The field is
the displacement, the pressure or the electric field, de-
pending on the nature of the wave. It can be recorded
for waves with frequencies below the order of THz, which
are encountered in acoustics, seismology or material sci-
ences. Modern recording devices provide precise ampli-
tude records for them at an appropriate, higher sampling
frequency. The wave field records are used to compare
two states of the same system at different times and pro-
duce an image of the changes in the system, this is why
one speaks of differential imaging. The achieved sensi-
tivity is so strong that a single change on one scatterer
among thousands of others can be detected. Small rela-
tive velocity changes, of the order of 10−5, have also been
measured using a technique based on the diffuse part of
acoustic records [3, 4] or the late part of seismograms, the
seismic coda [5, 6]. These results have been obtained by
measuring the time shifts between waveforms that maxi-
mize their correlations. The name of coda wave interfer-
ometry (CWI) is often met to gather these approaches.
It was recently shown that the maximum of correlation
obtained in this way contains informations about the
changes in the scattering properties of the medium [7].
The data extracted by correlation are used as input in
inversion techniques to produce images. Defects appear-
ing in a concrete structure have been located correctly by
an error minimization inversion [8]. Local time has been
used as a kernel in seismology to observe the depth sen-
sitivity of the seismic coda to velocity perturbations[9].
In a volcano, precursor structural changes to an eruption
have been observed using LOCADIFF [9].
The underlying common principle of CWI and LO-
CADIFF is based on the observation that the sensitivity
2of the diffuse waves to a change in the medium is pro-
portionnal to the time spent at the position where the
change has occured. This time is called the local time.
Local time is a way to focus on a position in a heteroge-
neous medium. It is a random quantity, because of the
random nature of the wave propagation in hereogeneous
media, but its average value is well defined. However
the distribution of local time is defined only in one di-
mension. To sort out the statistical error in practical
applications, one needs to know the order of magnitude
of the fluctuations. In the present work, I introduce the
notion of local time and compute its average value in dif-
fusive media. To obtain the fluctuations, it is necessary
to introduce a resolution length on which the fluctuations
depend.
The present article aims at introducing the concept
of local time and at giving the possibility to investigate
its relevance in every field of Physics where waves are
strongly scattered. Parts of this article are technical;
they are intended to give a complete material on the
subject of local time and its fluctuations. These parts
can be skipped on the first reading and are pointed out
along the text. The article starts with the introduction
of the local time and some of its general properties. A
brief mathematical definition is sketched at the end of
Section II. The Brownian bridge is introduced elemen-
tarily in paragraph IIIA and more mathematically in
paragraph III B. Section IV briefly presents the compu-
tation of the average local time in dimensions one, two
and three using the Brownian bridge properties. Only
the paragraph IVA is technical, the other paragraph of
Section IV being dedicated to giving the result and com-
menting on their properties. The distribution of local
time is determined in the Section V using the technique
presented in paragraph VB. The distribution in dimen-
sion one is given in VC. To obtain regular distributions
in dimensions higher than one, it is necessary to intro-
duce a small length scale corresponding to the resolu-
tion. I compute the fluctuations of the local time in the
other paragraph of Section V and show that it depends
on the resolution for dimensions higher than one. The
applications of these results in experiments are discussed
in Section VI. Possible improvements are evoked in the
conclusion. The reader interested only in the results for
applications may focus on the text and the results of
equations (16), (18), (20), (29), (32) and (34) and skip
the technical paragraphs III B, IVA, VB.
II. PROPERTIES OF THE LOCAL TIME
Let us consider a disordered medium in which parti-
cles or waves travel following random trajectories. The
distribution of probability for the particles’ random tra-
jectories coincides with the energy statistics of partial
waves. The particles or the waves are emitted from the
origin at time t0 and are scattered by the heterogeneities
of the medium. The source term is therefore a Dirac
delta function in space and time. At time t, the proba-
bility to find a particle – or the fraction of wave energy –
in an elementary volume ddx centered at the position x
is noted G(x, t) ddx . G(x, t) is the elementary solution
– or Green’s function – of the transport equation, a par-
tial differential equation such as the diffusion equation or
the radiative transfer equation [10].
A detection device at the position R is sensitive only
to G(R, t) where R is in the close neighborhood of R
such that at a given time t, it only detects the signal
sent from the origin reaching R at this time. The signal
recorded in R is thus the Green’s function, or impulse re-
sponse, from the origin toR. During time t, the observed
signal is a superimposition of signals due to random tra-
jectories that have explored the medium. As an example,
consider photons emitted in a pulse at time t = 0 from
a source located at the origin. A photo-detector located
in R measures the intensity I(t) along time. We sup-
pose that the fraction of photons absorbed by the photo-
detector represent a negligible fraction of the measured
intensity and does not affect the experiment. Suppose
that after this measurement, the absorption µ(x) changes
non-uniformly by the quantity ∆µ(x). We now denote
by I ′(t) the intensity measured in R after these changes
if the source sends a rigorously identical pulse. If photons
spend a time δt at the position x, their contribution to
the logarithm of the intensity will be reduced by∆µ(x)δt.
The average local time L(x, t) ddx is the time spent on
average by the photons in the elementary volume ddx
around x during the whole propagation time t after the
pulse emission. The logarithm of the intensity is there-
fore reduced by ∆µ(x)L(x, t) ddx . As a conclusion the
total observed logarithm of intensity will be modified by
log
I ′(t)
I(t)
= −
∫∫∫
∆µ(x)L(x, t) ddx . (1)
The observed intensity is therefore modified by the av-
erage local time. Supposing that we had not only a
source and a receiver but many of each, an imaging pro-
cess would consist in measuring the variation of inten-
sity between each source and each receiver and perform-
ing a mathematical inversion to reconstruct the value
of ∆µ(x). In this article, I compute the expressions
of L in diffusive media and its fluctuations. By symme-
try considerations, it is easy to see that these quantities
only depend on the distances R = ‖R‖, a = ‖x‖ and
b = ‖x−R‖ at position x (see the figure1).
Let us now mathematically define the local time. Con-
sider a function f defined on Rd and a random continu-
ous process Xu for 0 ≤ u ≤ t, for instance a propagation
process. If the stochastic average of
∫ t
0
f(Xu) du over
all realisations of X is expressed as a space integral of f
weighted by a function Ld(x, t),〈∫ t
0
f(Xu) du
〉
=
∫
Rd
f(x)Ld(x, t) d
dx , (2)
then Ld(x, t) is called the average local time of the pro-
cess X. The brackets 〈·〉 denote the stochastic average
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FIG. 1. Coordinates used in the article. R is a fixed point
at distance R = ‖R‖ from the origin. The generic point x
is located at the distances a = ‖x‖ from the origin and b =
‖x−R‖ from R respectively (dimension d > 2).
over the realisations of X. Equation (2) is sometimes
called the occupation time formula [11]. Such a for-
mula was originally imagined by Trotter [12], inspired
by Lévy’s “mesure de voisinage” [13]. The usefulness of
this formula is to transform a stochastic average into a
regular integral. The average local time is a positive, con-
tinuous function of space. Using the definition (2) with
the constant function f(x) = 1, we find∫
Rd
Ld(x, t) d
dx = t. (3)
This relation expresses the intuitive fact that the particle
spends in total the time t in the medium and that the av-
erage local density of this time is distributed according to
the function x 7→ Ld(x, t). In other words, Equation (3)
translates into mathematics the physical notion of aver-
age local time. If we use now the definition (2) with the
function f(y) = δd(x− y) we find the expression of the
average local time as a stochastic average
Ld(x, t) =
〈∫ t
0
δd(Xu − x) du
〉
. (4)
The expressions (2), (3) and (4) do not depend on the
stochastic process Xt. They apply not only to Brownian
motion, but also for instance to the solutions of the radia-
tive transfer in a disordered medium [14–16]. The local
time of Brownian motion was studied mostly in Mathe-
matics: The average local time has been explicitely com-
puted in the case of a one-dimensional reflecting Brow-
nian motion by Gittenberger and Louchard [17] and the
probability distribution of local time in one dimension
has been also determined by Pitman [18]. Other pre-
sentations of the local time of Brownian motion can be
found in Ref. [11].
III. THE BROWNIAN BRIDGE
A. Definition of the Brownian bridge
Let us consider a medium where the intensity is diffuse
∂I
∂t (x, t) = D∇2I(x, t). D is the diffusion constant and
fully characterizes the transport in the medium.
We consider a point source located at the origin of the
coordinate system. A receiver is located at point R. The
distance of a point x to the origin and to R are denoted
respectively a and b (see Figure 1).
In an infinite space of dimension d the diffusion ker-
nel, also called elementary solution or Green’s function,
at distance r and time t is given by the Gaussian distri-
bution
Gd(r, t) =
1
(4πDt)
d/2
exp
[
− r
2
4Dt
]
. (5)
This distribution is equal to the probability distribution
function for the position of the point Bt of a Brownian
motion starting at the origin at time t = 0. For a given
position R and a given time t, the Brownian bridge PR,t
is defined as the stochastic process
PR,tu = Bu +
u
t
(R−Bt) , (6)
where 0 ≤ u ≤ t is the time variable. The second term
of the right-hand side of (6) “forces” the process to go
to R at time t. The Brownian bridge PR,t selects all
the Brownian trajectories satisfying the boundary con-
ditions PR,t0 = 0, P
R,t
t = R. When computing the
local time using the definition (4), the statistical aver-
age is performed over all the realizations of the Brown-
ian bridge PR,t. We prove this statement in the next,
more technical paragraph, along with other mathemati-
cal properties.
B. Characteristic function of the drifted Brownian
bridge
The Brownian bridge (6) is a Gaussian stochastic pro-
cess of mean utR. The covariance of the Brownian mo-
tion Bu is 〈Bu ·Bv〉 = 2Dmin(u, v), the covariance of
the Brownian bridge with R = 0 is therefore
〈
P 0,tu ·P 0,tv
〉
=
2D
t
u(t− v), (u ≤ v). (7)
As it is a Gaussian process, its characteristic function is
φ0(q, u) =
〈
exp iq · P 0,tu
〉
= exp
[
−D
t
u(t− u)q2
]
. (8)
The characteristic function for R 6= 0 is obtained from
Eq. (8) using a drift
φR(q, u) = exp
[
i
u
t
q ·R− u(t− u)
t
Dq2
]
. (9)
The usual properties of the characteristic function
state that for an arbitrary function f , of d-dimensional
Fourier transform f˜ , we have
〈
f(PR,tu )
〉
=
∫
ddq
(2π)d
φR(q, u) f˜(q). (10)
4Summing the characteristic functions of PR,t over R
with the Gaussian weightGd(‖R‖, t), we obtain the char-
acteristic function of the Brownian motion:∫
Rd
Gd(‖R‖, t)φR(q, u) ddR = G˜d(q, u),
which expresses the equivalence between Brownian mo-
tion and a collection of Brownian bridges. The Brownian
bridge PR,t selects the Brownian motion trajectories for
which Bt = R.
IV. AVERAGE LOCAL TIME FOR DIFFUSION
A. General expression of the average local time
The mathematics for the computation of the local time
are detailed in this paragraph. The results are given in
the following paragraphs of this Section. I use as in Sec-
tion III the notations a = ‖x − A‖, b = ‖x − B‖ and
R = ‖B−A‖. To compute the average local time Ld(x, t)
from the equation (4) let us use the characteristic func-
tion formula (10) with the function f(y) = δd(x− y):
Ld(x, t) =
∫ t
0
du
∫
Rd
ddq
(2π)d
φR(q, u) e
−iq·x.
The result is obtained by inserting the expression (9) and
performing the inverse Fourier transform. We get
Ld(x, t) =
td/2e
R
2
4Dt
(4πD)
d/2
∫ t
0
e−
a2
4Du
ud/2
e−
b2
4D(t−u)
(t− u)d/2 du . (11)
Let us relate this result to the solution of the diffusion
equation (5)
Ld(x, t) =
1
Gd(R, t)
∫ t
0
Gd(a, u)Gd(b, t− u) du . (12)
The latter formula has a simple interpretation: the inte-
grand is the probability of going from A to x in time u
and then from x to B in time t − u. This probability
is integrated over u since the point x can be visited at
any moment. The result is divided, as required by the
Bayes formula, by the probability of going from A to B
in time t, the boundary conditions. This formula is valid
for any transport function Gd in multiple scattering me-
dia [7]. As diffusion is a Markov process, equality (3)
follows from the Chapman-Kolmogorov relation [19]∫
Rd
Gd(a, u)Gd(b, t− u) ddx = Gd(R, t). (13)
To compute the time convolution in Eq. (12), I will use
the Laplace transform in time. Noting fˆj(s) the Laplace
transform of a function fj(t), the Laplace transform of∫ t
0
f1(u1) du1 · · ·
∫ t
0
fn(un)δ(t− u1 − · · · − un) dun
as a function of t is equal to fˆ1(s) · · · fˆn(s) (see Ap-
pendix A). The Laplace transforms Gˆd(a, s) for d = 1, 2
and 3 are given in the table I. In the Laplace domain, I
include the weighting termGd(R, t)−1 of (12) by defining
f¯(s) =
∫ ∞
0
e−stf(t)Gd(R, t) dt (14)
to express Equation (12) undeg the simple form
Ld(x, s) = Gˆd(a, s)Gˆd(b, s). (15)
The function Gˆd(a, s) is singular in a = 0. The type of
singularity is denoted as gd in the table I (see caption).
d Gˆd(‖x‖, s) Reference Singularity gd(x)
1
1√
4Ds
exp
[
−|x|
√
s
D
]
29.3.84
1
2
|x|
2
1
2piD
K0
(
‖x‖
√
s
D
)
29.3.120
1
2pi
ln ‖x‖
3
1
4piD‖x‖ exp
[
−‖x‖
√
s
D
]
29.3.82 − 1
4pi ‖x‖
TABLE I. Table of Laplace transforms in time of the diffusion
kernel (5) for the dimensions 1, 2 and 3. The numbers refer to
the equation in the handbook by Abramowitz and Stegun [20].
When x → 0, Gˆd(‖x‖, s) is equivalent to gd(x)/D where
the singularity gd(x) is the Green’s function of the Laplace
equation in d dimensions.
B. Average local time in one dimension
To obtain the expression of the average local time in
one dimensions (d = 1), we compute the inverse Laplace
transform of
G1(a, s)G1(b, s) =
1
4Ds
exp
[
−(a+ b)
√
s
D
]
,
which is, according to the reference [20, eq. 29.3.83],
a complementary error function. Introducing the nota-
tion erfc(x) = 2/
√
π
∫∞
x exp[−u2] du , we have
L1(x, t) =
√
πt
4D
erfc
[
a+ b√
4Dt
]
exp
[
R2
4Dt
]
. (16)
A particularity in expression (16) is that for all x be-
tween A and B, L1 has the same value because a+b = R
then ; This is a consequence of the Markovian character
of the diffusion kernel: as long as the process is between A
and B, it has an equal probability to visit any position.
Let us also remark that the average local time L1 remains
finite in A and B, but that is these points, there is a slope
change, as for g1(x).
When A and B coincide, we have R = 0 and a = b. In
this case, we note the local time ℓd(a, t). In dimension
one we have therefore ℓ1(a, t) =
√
πt/4D erfc(a/
√
Dt).
5C. Average local time in two dimensions
To compute the exact result in two dimensions (d =
2), let us use the following result, demonstrated in the
appendix B
∫ 1
0
e−α/u−β/(1−u) du
u(1− u) = 2e
−α−βK0
(
2
√
αβ
)
. (17)
K0 is the modified Bessel function of the second kind
and of order 0. Replacing α by a2/4Dt and β by b2/4Dt
and introducing the result of (17) in the Formula (12) we
obtain the local time kernel in dimension 2
L2(x, t) =
1
2πD
exp
[
R2 − a2 − b2
4Dt
]
K0
(
ab
2Dt
)
. (18)
Remark that the average local time L2 has a logarithmic
divergence in A and B, like g2(x) at the origin. When A
and B coincide, the local time is expressed by ℓ2(a, t) =
1
2πD exp
[
− a22Dt
]
K0
(
a2
2Dt
)
as already shown by Pacheco
and Snieder [5].
D. Average local time in three dimensions
In three dimensions (d = 3), the same method as in
one dimension is used. Remarkably the product
Gˆ3(a, s)Gˆ3(b, s) =
exp
[−(a+ b)√ sD ]
(4πD)2 ab
(19)
is equal to Gˆ3(a + b, s) multiplied by a constant. The
inversion is straightforward and yields
L3(x, t) =
a+ b
4πD ab
exp
[
R2 − (a+ b)2
4Dt
]
. (20)
In this expression the time behaviour is exclusively con-
tained in the exponential. Note that the argument of the
exponential is negative thanks to the triangular inequal-
ity a+b > R for all x. Remark also that the average local
time in three dimensions diverges in A as a−1 and in B
as b−1 like g3(x) at the origin. For coincident A and B
we have ℓ3(a, t) = 12πDa exp
[
− a2Dt
]
which was also given
by Pacheco and Snieder [5].
V. FLUCTUATIONS OF LOCAL TIME FOR
DIFFUSION
A. The origin of the fluctuations of local time
If one considers single Brownian trajectories sepa-
rately, the local time in x depends on the particular real-
ization of the Brownian motion. Local time is therefore
a random quantity and the origin of its randomness is
the different realizations of Brownian motion. However,
in a perfect diffusive media each trajectory is realized by
a partial wave which carries an energy proportional to
its probability. In such a perfect medium, the local time
would always be equal to its average value. Yet, actual
diffusive media are not perfect since they have a correla-
tion length, called the mean free path. As a consequence,
some Brownian trajectories are not followed by any par-
tial waves. Different realizations of the medium (some-
times referred to as realizations of the medium’s disorder)
select and exclude different Brownian trajectories. Only
a sample of all Brownian trajectories is realized in a given
medium, the value of the local time therefore differs from
the results of the previous Section and the difference de-
pends on the positions of all the constituents of the ma-
terial. Local time is therefore a random variable in wave
propagating media as well, but its randomness roots in
the different realizations of disorder. The sample space
is made of the configurations of the medium, and not of
the realizations of a stochastic process. Ergodicity states
that these sample spaces lead to the same statistics. In
this section, I compute the probability distribution func-
tion of the local time of a Brownian bridge and thanks
to the ergodic equivalence, use it to compute the fluc-
tuations of the local time with respect to the medium’s
disorder.
B. Moments of the local time distribution
In this paragraph, we perform the computation of the
moments of the local time distribution. The results are
presented and discussed in the following, less technical,
paragraphs. We start from the definition of the moment
of order m of the local time distribution in dimension d
µmd (x, t) =
〈(∫ t
0
δ(d)
(
P
R,t
u − x
)
du
)m〉
. (21)
When m = 0, the moment is µ0d = 1. In the following
developments, we will assume m ≥ 1. Let us expand
every Dirac δ-function as a Fourier integral
µmd (x, t) =
∫ m∏
j=1
duj
m∏
j=1
ddqj
(2π)d
〈
e
i
∑
m
j=1 qj·(P
R,t
uj
−x)
〉
.
Let us reorder the times such that u0 = 0 ≤ u1 ≤ · · · ≤
um ≤ um+1 = t. The brackets in the above equation
contain the characteristic function of a Brownian bridge
visiting x at times u1 ≤ . . . ,≤ um. Therefore it is a
sequence of Brownian bridges, the first between (A, u0)
and (x, u1), then m − 1 between (x, ui) and (x, ui+1)
for 1 ≤ i ≤ m − 1 and the last one between (x, um)
and (B, um+1). The characteristic function is thus Gaus-
sian with correlation matrix Cij = 2Dui(t − uj)/t, ac-
cording to the equation (7). The inverse Fourier trans-
form leads to an expression with the same structure as
6the Equation (11), noting a1 = a, am+1 = b and ai = 0
for 2 ≤ i ≤ m,
µmd (x, t) =
m!
G3(R, t)
∫ m∏
i=1
dui
m∏
i=1
Gd(ai, ui+1 − ui).
The integral is performed for the values of ui obeying
0 = u0 ≤ u1 ≤ · · · ≤ um+1 = t. Let us change the
variables ui into vi = ui+1 − ui such that the condition
on times is now
∑m
0 vi = t. In the Appendix A, I show
that the Laplace transform of this integral is a product
of Laplace transforms
µmd (x, s) = m! Gˆd(a, s)Gˆd(b, s)Gˆd(0, s)
m−1. (22)
In the case m = 1 we retrieve the expression for the local
time (12) (µ1d = Ld). The moments µ
m
d (x, s) depend
on the order m like m!αm, for some number α, which is
characteristic for an exponential distribution of width α.
Denoting by τ the value of the local time, we deduce that
its probability distribution is
pd(x, s; τ) = Sd(x, s)δ(τ) +
Ld(x, s)
Gˆd(0, s)2
e
− τ
Gˆd(0, s) , (23)
Sd(x, s) = Gˆd(R, s)− Ld(x, s)
Gˆd(0, s)
. (24)
Observe that the distribution of local time displays a sin-
gularity at τ = 0 which expresses the fact that some
trajectories do not visit the neighbourhood of x. The
term Sdδ(τ) ensures the normalization of the probability
distribution function. I call this term the singular term
and the second one the regular term of the probability
distribution function, denote it by {pd(τ)}.
C. Distribution of local time in one dimension
In dimension d = 1, the expression (23) for p1 gives for
the regular part of the local time distribution
{p1(x, s; τ)} = exp
[
−(a+ b+ 2Dτ)
√
s
D
]
. (25)
It is of the same form as Gˆ3 so that the regular local time
probability distribution function in one dimension
{p1(x, t; τ)} = a+ b+ 2Dτ
t
exp
(
R2 − (a+ b+ 2Dτ)2
4Dt
)
.
(26)
This result was first demonstrated by Pitman [18]. The
singular part is
S1(x, s) = Gˆ1(R, s)−
exp
[−(a+ b)√ sD ]√
4Ds
(27)
and is therefore a difference of two functions Gˆ1. We
obtain
S1(x, t) = 1− exp
(
R2 − (a+ b)2
4Dt
)
. (28)
S1(x, t) is the probability not to visit the position x. Ob-
serve that for x located between A and B, this probability
is equal to 0 because one must visit it to cross from A
to B.
Writing Φ(x) =
√
π exp[x2] erfc(x) and y = (a +
b)/
√
4Dt, we find the expression for the relative fluctua-
tions of local time kernel in one dimension
Λ1(x, t)
L1(x, t)
=
(
4
Φ(y)2
− 4y
Φ(y)
− 1
)1/2
. (29)
The relative fluctuations as a function of y are
rather large, even for long times, the minimal value
is
√
4/π − 1 ≃ 0.52272 when y = 0.
D. Fluctuations of local time in two dimensions
In two dimensions (d = 2), the expression (22) must
be handled with care, because the expression of Gˆ2(a, s)
has a logarithmic divergence when a → 0. The inverse
Laplace transform of the expression (23) does not exist.
To regularize this divergence, let us introduce a small
length ε and replace Gˆ2(0, s) by Gˆ2(ε, s). The fluctua-
tions are obtained from the integral∫ t
0
du
∫ t−u
0
dv G2(ε, u)G2(a, v)G2(b, t−u−v) (30)
that I compute in the Appendix C. The divergence in the
small distance ε is logarithmic and we obtain
µ22(x, t) ≃ −
L2(x, t)
2πD
ln
ε2
4Dt
(31)
and the relative fluctuations are approximated by
Λ2(x, t)
L2(x, t)
≃
(
− ln ε24Dt
2πDL2(x, t)
)1/2
. (32)
Let us remark that the fluctuations diverge for small res-
olution lengths with the same behaviour as the square
root of the average local time for small distances from
the source or the receiver.
The regularization length ε is necessary because in di-
mensions higher than two, Brownianmotion visits a given
point with probability 0. This is observed in the fact
that S → 1 for ε→ 0. To ensure that the measured local
time is not identically zero, it is necessary to introduce ε,
the radius of a small ball centered at x in which the local
time is computed. Therefore, ε is the resolution length.
The average local time remains finite in the limit ε → 0
by construction, but the moments of higher orders do
not.
E. Distribution of local time in three dimensions
The local time distribution in three dimensions re-
quires, as in the two dimensional case, a regularization,
7because G3(a, s) diverges when a → 0. After regular-
ization we obtain µm3 ≃ L3m!(4πDε)m−1 and therefore
we get an exponential distribution for all ε > 0. Writ-
ing λ = 4πDε, we have
p3(x, t; τ) = (1− λ L3)δ(τ) + λ2 L3 exp(−λτ). (33)
From the equation (33) we obtain the fluctuations of
the measured local time in three dimensions. The result
Λ3(x, t)
L3(x, t)
=
(
1
2πDε L3(x, t)
− 1
)1/2
(34)
states that the fluctuations of the local time in three di-
mensions are large and grows as the resolution length
decreases. Notice that, as in two dimensions, the fluctu-
ations diverge for small resolution lengths with the same
behaviour as the square root of the average local time
close to the source or the receiver.
VI. APPLICATIONS OF LOCAL TIME TO
IMAGING
In disordered media, the average local time is a mea-
sure of the sensitivity of the wave field to a change. The
average local time therefore provides the solution to the
direct problem: How do the changes in the medium mod-
ify the wave fields ? In imaging, however, the changes
are unknown and the waves are sent into the medium to
monitor them. Thanks to the expressions of the average
local time (16), (18) and (20), one can retrieve informa-
tions about the changes from the measurement of wave
fields of intensity: this is the inverse problem. To perform
such inversions, it is necessary to obtain several indepen-
dant measurements of the systems by installing several
sources or receivers. A sketch of an experimental setup
is shown in Figure 2. Each pair formed by a source and
a receiver provides a measurement of an average local
quantity weighted by the local time. Because local times
for each pair are different at a given point the inversion
is possible. The images produced by such inversions are
maps in one, two or three dimensions of the medium.
Such inversions have been already performed to image
the changes of velocity (CWI) [21] or scattering (LO-
CADIFF) [8]. Note that only the intensity is required
to produce an image of the absorption variation (AV),
in which case the average local time imaging technique
extends to optics.
In disordered media, the detection and location of
strong changes is not a challenge any more: using large
wavelength allows using standard imaging techniques.
The local time is therefore useful in the case where the
changes occurring in the medium are of small amplitude.
In such situations, the effects of two separate changes add
up, as it was shown for AV in the introduction because
the expression (1) is linear in ∆µ(x). In the case of CWI,
time delays add up as long as δv/c≪ 1, where δv is the
velocity change and c the average velocity. In LOCAD-
IFF, the losses of correlation due to distant scatterers add
S R
FIG. 2. Sketch of an experimental setup with three sources
(S, black) and four receivers (R, grey) creating n = 12 pairs.
The source and the receiver must be synchronized. The re-
ceivers can be used simultaneously, but the sources should be
activated one at a time. If the devices of a pair are too dis-
tant, there may be no usable signal. In such case, the pair
can be removed from the input vector M and the kernel K.
up as long as c∆σL(x, t) ≪ 1, where ∆σ is the change
of scattering cross-section [7]. In these three situations,
one obtains a linear relation such as Equation (1).
The linear relation is the same in the case of AV, CWI
and LOCADIFF. The nature of the input and output
physical quantities in different techniques is sum up in
the Table II. In a practice the medium is divided into a
large number N of elements, called voxels, centered at xj
(1 ≤ j ≤ N) of volume δVj . The medium is equipped
with n source-receiver pairs. I denote by Si and Ri the
positions of the source and the receiver of the pair i re-
spectively. The “input” vector M is made of n indepen-
dent measurements and the output image is a vector Q
of size N . The relation between the measurements M
and the image Q is a matrix equation
KQ = M (35)
in which K is a n×N matrix called the kernel. The el-
ement Kij of the kernel is obtained using a = ‖xj −Si‖,
b = ‖xj −Ri‖ and R = ‖Ri−Si‖ in the appropriate av-
erage local time formula: Kij = L(Si, xj , Ri , t)δVj . In
principle, one should install as many source-receiver pairs
as the number of voxels of the images to ensure that equa-
tion (35) has a solution. However, inversion techniques
such as the error-minimization algorithm of Tarantola-
Valette [22], linear minimization or compressive sensing
techniques [23] provide in general satisfying results from
incomplete informations when n ≪ N . Using extra in-
formations, such as for instance Q ≥ 0 in the case of
LOCADIFF, allows to improve the efficiency and the ac-
curacy of the inversion. It also proves useful to assume
sparsity, that is to say that the changes are localized,
such that Q = 0 on a large majority of voxels. The as-
sumption of sparsity increases the ratio N/n.
The reliability of the images produced by inversion is in
most cases extremely important, as is their accuracy too.
In two and three dimensions, the most common exper-
imental cases, the resolution length ε has to be chosen
for an optimal quality of imaging balancing a low res-
olution for large values of ε and inaccurate results for
small values of ε. In the algorithm of Tarantola-Valette,
8Technique Input (M) Images (Q) Waves
CWI relative delay relative velocity sound, elastic
LOCADIFF correlation loss scattering sound, elastic
AV log (intensity) absorption sound, elastic,
light
TABLE II. Different imaging techniques using the average lo-
cal time kernel. “Input” is the nature of the measurement,
“Images” refers to the quantity one creates the image of. The
column “Waves” indicates to which waves the technique can
be applied. For elastic waves, this holds when waves are in the
equipartition regime, which is a consequence of diffusion. The
coda wave interferometry technique (CWI) uses time stretches
on the wave field records to measure small velocity changes [5].
The LOCADIFF technique uses the correlation losses and
produces images of the changes of scattering cross-section,
that is to say the structural changes [7, 8]. The absorption
variation (AV) has been described in Section II. Note that as
it is based on the intensity variations, the expected sensitivity
of AV is smaller than for the other techniques.
the errors on the input measurements enter as a param-
eter of the inversion. The inversion provides an estimate
of the errors on the results. One can therefore obtain,
using the expressions for the fluctuations computed in
the section V, tune the resolution length for optimal re-
sults. The fluctuations – which expressions are provided
by Equations (29), (32) and (34) – are due to the random-
ness of the medium and can therefore not be disposed of
by repeating the measurements. To obtain independent,
numerous enough input data, it is necessary to increase
the number of measurement devices or use several disjoint
time windows in the coda. The latter solution is however
restricted by the quality of the recordings and the dura-
tion of the coda. As a conclusion from these remarks, it
appears that the inverse problem based on a local time
kernel is delicate and requires a good understanding of
the different aspects of the problem.
VII. CONCLUSION
In this article, I have introduced an elementary theory
of local time for transport and its statistics. The average
local time in infinite diffusive media and its fluctuations
have been computed exactly for the dimensions one, two
and three with a technique that is easily extended to
higher dimensions in the appendix. Beyond the explicit
expressions, it is important to note that the fluctuations
explicitely depend on the resolution length, and diverge
as the square root of the Green’s function of the Laplace
equation.
Wave propagation has a finite velocity which is not
taken into account in the diffusion approximation. A
more rigorous transport equation than the diffusion equa-
tion is the radiative transfer equation [10]. Solutions
to this equation are known in dimensions one, two and
three [16] and differ from the diffusion only at short times.
Clipping the integration domain of (12) is not correct be-
cause it does not account for the conservation of energy.
The solutions to the radiative transfer contain ballistic
terms that compensate this energy loss and preserve the
conservation of energy. The short time discrepancy be-
tween diffusion and radiative transfer will change the av-
erage local time and its distribution close to the source
and the receiver at distances of the order of the mean
free path. A future improvement of this work is there-
fore turned to the radiative transfer solution of the wave
equation in disordered medium. The solution to the two-
dimensional radiative transfer equation has been already
used to numerically compute the local time [21].
Even though diffusion screens the medium’s boundary
conditions beyond a few mean free paths, these condi-
tions are important in situations where the changes oc-
cur close to them. If the boundary is absorbing or re-
flecting, the average local time will be respectively re-
duced or increased. Simple boundary conditions, where
the method of images applies, have been extensively dis-
cussed in Ref. [7].
Promising results [8, 9, 21], however, show that ap-
plications of local time to imaging offers new insights in
physical sciences of complex media.
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Appendix A: Laplace transform of time convolutions
I note the multiple convolution of n functions fj
h(t) =
∫ t
0
f1(v1) dv1 · · ·
∫ t
0
fn(vn)δ(t−v1−· · ·−vn) dvn .
The integral can be performed from zero to infinity, since
the Dirac distribution ensures that only values of vj be-
tween 0 and t contribute to the result. The Laplace
transform of the function t 7→ δ(t − v1 − · · · − vn)
is exp(−sv1 − · · · − svn) therefore the Laplace transform
of h(t) is
hˆ(s) =
∫ ∞
0
f(v1) dv1 · · ·
∫ ∞
0
f(vn) dvn e
−sv1−···−svn .
The integrals are independent and each of them yields
the Laplace transform of a function fj . Therefore
hˆ(s) = fˆ1(s) · · · fˆn(s). (A1)
9Appendix B: Computation of In(x, y)
Let us compute the integrals
In(α, β) =
∫ 1
0
e−α/ue−β/(1−u)
du
un+1(1− u)n+1
using the new variable x = 1−uu . We obtain
In(α, β) = e
−α−β
∫ ∞
0
(x+ 1)2n
xn+1
e−αx−
β
x dx .
I note Jp(α, β) =
∫∞
0 exp(−αx − β/x)x−p−1 dx . The
value of Jp is found in the Gradsteyn & Ryzhik table [24,
integral 3.471.9] :
J−p(β, α) = Jp(α, β) = 2
(
α
β
)p/2
Kp
(
2
√
αβ
)
, (B1)
and we can express In(α, β) for n > 0 as a sum
In(α, β) =
(
2n
n
)
I0(α, β)+
2e−α−β
n∑
p=1
(
2n
n− p
)
αp + βp
(αβ)p/2
Kp(2
√
αβ). (B2)
Appendix C: Computation of µ22
The computation of µ22(x, t) is based on the integral
M(α, β, ǫ) =
∫ 1
0
du
∫ 1−u
0
dv
exp
[
− ǫu − αv − β1−u−v
]
uv(1− u− v)
We integrate M thanks to the change of variable x =
u/(1− u) after integrating over v as in Appendix B:
M = 2e−ǫ−α−β
∫ ∞
0
e−(α+β)x−ǫ/xK0(2
√
αβ(1 + x))
dx
x
.
We use the Taylor expansion of K0
K0(2a(1 + x)) =
∑
n,p≥0
(
n
p
)
(−a)nxn−1
n!
Kn−2p(2a)
in the integral. Performing the integration over x we get
terms J−n(α+ β, ǫ) defined by formula (B1). For n 6= 0
and ǫ→ 0, we have J−n(α+ β, ǫ) ≃ 2(n− 1)!(α+ β)−n.
The series rewrite
M ≃ 4e−α−β
{
K0(2
√
αβ)K0(2
√
ǫ(α+ β)) + · · ·
+
∑
n≥1,p≥0
(
n− 1
p
)(
−
√
αβ
α+ β
)n
Kn−2p(2
√
αβ)

 .
The leading term when ǫ→ 0 is therefore logarithmic
M(α, β, ǫ) ≃
ǫ→0
−2e−α−βK0(2
√
αβ) ln ǫ. (C1)
Appendix D: Results in higher dimensions
Although for direct applications in physics the higher
dimensions are of little interest, some processes may be
well described by a random walk in high dimensions. In
this appendix, I give less detailed results concerning local
times in dimensions higher than three.
1. Average local time in higher even dimensions
In a space of even dimension d = 2n + 2 (n > 0), we
compute the time convolution (12) using the same tech-
nique as for d = 2. We use the expression (B2) of In(α, β)
and obtain
L2n+2(x, t) =
t
(4πDt)n+1
exp
[
R2 − a2 − b2
4Dt
]
× · · ·
· · ·
n∑
p=0
(2 − δp)
(
2n
n− p
)(
ap
bp
+
bp
ap
)
Kp
(
ab
2Dt
)
(D1)
where δp = 1 if p = 0 and δp = 0 otherwise.
2. Average local time in higher odd dimensions
For the odd dimensions d = 2n + 3, the we use the
Laplace transform of Gd in which the modified Bessel
functions of the second kind are of half integral order
and therefore have a simplified expression [20, eq. 9.7.2].
We obtain
Gˆ2n+3(a, s) = Pn
(
a
√
s
D
)
exp
[−a√ sD ]
2(2π)n+1Da2n+1
, (D2)
where Pn is a unitary polynomial of degree n
Pn(x) =
n∑
p=0
(n+ p)!
2pp!(n− p)! x
n−p. (D3)
The product Gˆ2n+3(a, s)Gˆ2n+3(b, s) contains there-
fore the product of two polynomials Pn, which is a uni-
tary polynomial of degree 2n. Let us express it in the
basis of the Pk polynomials in (a+ b)x:
Pn (ax)Pn (bx) =
anbn
(a+ b)2n
n∑
k=0
Q
n
k
(
a
b
+
b
a
)
P2n−k ((a+ b)x) , (D4)
where Qnk is a polynomial of degree 6 k (see table III).
Although a general decomposition formula on this basis
would require to sum up to k = 2n, the sum is limited
to n because the term of order k gives after Laplace in-
version a terms G4n−2k+3(a + b, t)/G2n+3(R, t) which
decreases as tk−n. For t → ∞, the local time must re-
main finite and therefore one has k ≤ n.
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k 0 1 2 3 4
Q
1
k(X) 1 X − 1
Q2k(X) 1 3X − 4 3(X2 −X − 1)
Q
3
k(X) 1 6X − 9 3(5X2 − 8X − 1) 15(X3 −X2 − 2X + 1)
Q4k(X) 1 10X − 16 9(5X2 − 10X + 2) 15(7X3 − 12X2 − 6X + 8) 105(X − 1)(X3 − 3X − 1)
TABLE III. The Qnk polynomials for n 6 4. The value of Q
n
0 is always equal to 1.
The average local time kernel in arbitrary odd dimen-
sions is therefore given by
L2n+3(x, t) =
a+ b
2D (2πab)n+1
exp
[
R2 − (a+ b)2
4Dt
]
· · ·
· · · ×
n∑
k=0
(
(a+ b)2
2Dt
)n−k
Qnk
(
a
b
+
b
a
)
. (D5)
3. Fluctuations of local time in higher dimensions
In higher dimensions as in dimensions 1, 2 and 3,
the moment of order 2 is proportionnal to the singu-
larity gd(ε) = 1/Sdεd−2 (Sd is the surface of the d-
dimensional sphere).
Λd(x, t)
Ld(x, t)
≃ 1√
DSd Ld(x, t) εd−2/2
(D6)
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