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Abstract
We study analytically the existence and uniqueness of the ground state of the
nonlinear Schro¨dinger equation (NLSE) with a general power nonlinearity de-
scribed by the power index σ ≥ 0. For the NLSE under a box or a harmonic
potential, we can derive explicitly the approximations of the ground states and
their corresponding energy and chemical potential in weak or strong interaction
regimes with a fixed nonlinearity σ. Besides, we study the case where the non-
linearity σ →∞ with a fixed interaction strength. In particular, a bifurcation in
the ground states is observed. Numerical results in 1D and 2D will be reported
to support our asymptotic results.
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1. Introduction
In this paper, we will consider the dimensionless time-independent nonlinear
Schro¨dinger equation (NLSE) in d dimensions (d = 3, 2, 1) [3, 4, 8, 13, 21, 22][
−1
2
∆+ V (x) + β|φ(x)|2σ
]
φ(x) = µφ(x), x ∈ Ω ⊆ Rd, (1.1)
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where φ := φ(x) is the wave function (or eigenfunction) satisfying the normal-
ization condition
‖φ‖22 :=
∫
Ω
|φ(x)|2dx = 1, (1.2)
V := V (x) is a given real-valued potential bounded below, β ≥ 0 is a dimension-
less constant describing the repulsive (defocussing) interaction strength, σ ≥ 0
represents different nonlinearities, and the eigenvalue (or chemical potential in
physics literature) µ := µ(φ) is defined as [3, 4, 13, 21]
µ(φ) = E(φ) +
σβ
σ + 1
∫
Ω
|φ(x)|2σ+2dx, (1.3)
with the energy E := E(φ) defined as [4, 22]
E(φ) =
∫
Ω
[
1
2
|∇φ(x)|2 + V (x)|φ(x)|2 + β
σ + 1
|φ(x)|2σ+2
]
dx. (1.4)
If Ω is bounded, the homogeneous Dirichlet BC, i.e. φ(x)|∂Ω = 0, needs to
be imposed. Thus, the time-independent NLSE (1.1) is a nonlinear eigenvalue
problem under the constraint ‖φ‖ = 1. It is a mean field model arising from
Bose-Einstein condensates (BECs) [2, 3, 13, 16], nonlinear optics [12], and some
other applications [1, 21, 22] that can be obtained from the N-body Schro¨dinger
equation via the Hartree ansatz and mean field approximation [4, 11, 19, 21].
When β = 0 or σ = 0, it collapses to the time-independent Schro¨dinger equation.
When σ = 1, the nonlinearity is cubic and it is usually known as the Gross-
Pitaevskii equation (GPE) [3, 13, 14, 21]. When σ = 2, the nonlinearity is
quintic and it is used to model the Tonks-Girardeau (TG) gas in BEC [15, 17,
19, 23].
The ground state of the NLSE (1.1) is usually defined as the minimizer of
the non-convex minimization problem (or constrained minimization problem)
[3, 4, 13, 16]
φg = argmin
φ∈S
E(φ), (1.5)
where S = {φ | ‖φ‖22 :=
∫
Ω
|φ(x)|2dx = 1, E(φ) <∞, φ|∂Ω = 0 if Ω is bounded}.
Since S is a nonconvex set, the problem (1.5) is a nonconvex minimization
problem. It is easy to see that the ground state φg satisfies the time-independent
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NLSE (1.1). Hence it is an eigenfunction (or stationary state) of (1.1) with the
least energy.
The main purpose of this paper is to study the existence and uniqueness of
the ground state of the NLSE and its approximations under a box or a harmonic
potential in special parameter regimes. The rest of this paper is organized
as follows. In Section 2, we study analytically the existence, uniqueness and
nonexistence of the ground state of the NLSE. In Section 3, we derive the ground
state approximations and energy asymptotics under a harmonic potential for
different β’s and σ’s. Similar results are presented in Section 4 for the NLSE
under a box potential. Some conclusions are drawn in Section 5.
2. Existence and uniqueness
In this section, we will generalize the existence and uniqueness results for
the GPE case [4, 20, 24], where σ = 1, to a general case with a nonnegative σ.
For simplicity, we introduce the function space
X =
{
φ ∈ H1(Rd)
∣∣‖φ‖2X = ‖φ‖2 + ‖∇φ‖2 + ‖φ‖LV <∞} .
where ‖φ‖LV :=
∫
Rd
V (x)|φ(x)|2 dx. The following embedding results hold [4].
Lemma 2.1. Under the assumption that V (x) is nonnegative and satisfies the
confining condition, i.e. lim
R→∞
V (x) =∞, for x ∈ Rd where d = 1, 2, 3, we have
that the embedding X →֒ Lp(Rd) is compact provided that exponent p satisfies

p ∈ [2, 6), d = 3,
p ∈ [2,∞), d = 2,
p ∈ [2,∞], d = 1.
(2.1)
In the d-dimensional space, where d = 1, 2, 3, let Cb(d, σ) be the best con-
stant in the following inequality [24]
Cb(d, σ) := inf
06=f∈H1(Rd)
‖∇f‖dσ‖f‖2+(2−d)σ
‖f‖2σ+22σ+2
. (2.2)
Then we have the following theorem regarding the existence and uniqueness
of the ground state.
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Theorem 2.1. (Existence and uniqueness) Suppose V (x) ≥ 0 satisfies the con-
fining condition, i.e. lim
|x|→∞
V (x) = +∞, where x ∈ Rd, then there exists a
minimizer φg ∈ S for (1.5) if one of the following conditions holds
(i) β ∈ R for 0 < dσ < 2;
(ii) β > − (σ+1)2 Cb(d, σ) when dσ = 2;
(iii) β ≥ 0 for dσ > 2.
Furthermore, the ground state can be chosen as nonnegative |φg|, and φg =
eiθ|φg | for some constant θ ∈ R. For σ > 0 and β ≥ 0, the nonnegative ground
state is unique.
In contrast, there exists no ground state if one of the following conditions
holds
(i’) β < − (σ+1)2 Cb(d, σ) when dσ = 2;
(ii’) β < 0 for dσ > 2.
Proof. We separate the proof into the existence and nonexistence part.
(1) Existence. The inequality [18]
|∇|φ(x)|| ≤ |∇φ(x)|, a.e. x ∈ Rd, (2.3)
implies
E(φ) ≥ E(|φ|), (2.4)
where the equality holds iff φ = eiθ|φ| for some constant θ ∈ R. Therefore, it
suffices to consider the real-valued functions for the rest part of the proof.
We first claim that the energy is bounded from below under the condition
(i), (ii) or (iii). For case (iii), it is trivial to see that the energy is bounded below
by 0. For case (i) or (ii), the lower boundedness can be shown via the Gagliardo-
Nirenberg inequality. For any φ ∈ S, the Gagliardo-Nirenberg inequality implies
‖φ‖L2σ+2(Rd) ≤
1
Cb(d, σ)
‖∇φ‖ dσ2σ+2 ‖φ‖ 2+(2−d)σ2σ+2 , (2.5)
where σ is required to satisfy 0 < σ ≤ 2 when d = 3 and σ > 0 when d = 1 or
2. For case (i), noticing dσ < 2 and applying the Ho¨lder’s inequality, we have
‖φ‖2σ+2
L2σ+2(Rd)
≤ 1
Cb(d, σ)
‖∇φ‖dσ‖φ‖2+(2−d)σ ≤ ε‖∇φ‖2 + C(d, σ, ε), (2.6)
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which yields the claim by choosing a sufficiently small ε.
For case (ii), we have dσ = 2 and the inequality (2.5) now becomes
‖φ‖2σ+2
L2σ+2(Rd)
≤ 1
Cb(d, σ)
‖∇φ‖2‖φ‖4/d = 1
Cb(d, σ)
‖∇φ‖2, (2.7)
which implies that if β > − (σ+1)2 Cb(d, σ), we have
1
2
‖∇φ‖2 + β
σ + 1
‖φ‖2σ+2
L2σ+2(Rd)
≥ 0, (2.8)
and therefore the energy (1.4) is bounded from below.
Hence for cases under condition (i), (ii) or (iii), we can take a sequence
{φn}∞n=1 to minimize the energy (1.4) in S, and the sequence is uniformly
bounded in X . Taking a weakly convergent subsequence, which is denoted
as the original sequence for simplicity, we have
φn ⇀ φ∞, weakly in X. (2.9)
Lemma 2.1 ensures that {φn}∞n=1 converges to φ∞ in Lp where p is given in
Lemma 2.1, and we get ‖φ∞‖ = 1 in particular by taking p = 2. Further,
from the lower-semicontinuity of the H1 norm and Fatou’s lemma, we can show
E(φ∞) ≤ lim infn→∞E(φn), which implies that φ∞ ∈ S is indeed a ground
state. Thus we proved the existence of the ground state. When β ≥ 0 and
σ > 0, the uniqueness of the ground state comes from the strict convexity of
the energy functional.
(2) Nonexistence. We take φ(x) = π−d/4e−|x|
2/2 and φε(x) = ε−d/2φ(x/ε).
It is easy to check that ‖φε(x)‖ = ‖φ(x)‖ = 1 for all ε > 0 and
E(φε) =
‖∇φ‖2
2
1
ε2
+
β‖φ‖2σ+22σ+2
(σ + 1)
1
εdσ
+O(1). (2.10)
Under condition (ii’), i.e. β < 0 and dσ > 2, we have E(φε)→ −∞ as ε→ 0+
and therefore there exists no ground state. For case (i’), we have − 2βσ+1 >
Cb(d, σ) and therefore may choose φb(x) satisfying ‖φb‖ = 1 and 12‖∇φb‖2 +
β
σ+1‖φb‖2σ+22σ+2 < 0. Then we have
E(φεb) =
(
1
2
‖∇φb‖2 + β
σ + 1
‖φb‖2σ+22σ+2
)
1
ε2
+O(1)→ −∞ as ε→ 0+. (2.11)
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Therefore, under condition (i’) or (ii’), E(φε) is not bounded from below and
thus there exists no ground state.
3. Approximations under a harmonic potential
In this section, we take Ω = Rd and the external potential V (x) =
∑d
j=1
γ2j x
2
j
2
to be a harmonic potential with γj > 0. We denote the ground state as φ
β,σ
g (x)
for given β ≥ 0 and σ ≥ 0, and denote the corresponding energy and chemical
potential as Eg(β, σ) = E(φ
β,σ
g ) and µg(β, σ) = µ(φ
β,σ
g ), respectively. When
σ = 0, the NLSE (1.1) collapses to a linear Schro¨dinger equation, which has
been well studied. From now on, we consider the case σ > 0 only.
3.1. For different β under a fixed σ > 0
For problems with fixed nonlinearity, Theorem 2.1 indicate that the ground
state exists for all β if dσ < 2 and for all σ > 0 if β ≥ 0. Therefore, the limiting
behavior of the ground state as β → 0 or β →∞ for general σ > 0 and β → −∞
for σ satisfying dσ < 2 will be of great interest. For simplicity, only the isotropic
case γ1 = γ2 = · · · = γd = γ is considered in this section.
When 0 < β ≪ 1, the results can be summarized in the following lemma.
Lemma 3.1. When 0 < β ≪ 1, i.e. the weakly repulsive interaction regime,
the ground state φβ,σg can be approximated as
φβ,σg (x) ≈ φ0g(x) :=
d∏
j=1
(γ
π
) 1
4
e−
γx2
j
2 , x ∈ Rd, (3.1)
and the corresponding energy and chemical potential can be approximated as
Eg(β, σ) =
dγ
2
+
β
(σ + 1)
d+2
2
(γ
π
) dσ
2
+ o(β), (3.2)
µg(β, σ) =
dγ
2
+
β
(σ + 1)
d
2
(γ
π
) dσ
2
+ o(β). (3.3)
Proof. When β = 0, all eigenfunctions of (1.1) can be expressed via the Hermite
functions, and the ground state is exactly φ0g in (3.1). When 0 < β ≪ 1, we
can approximate the ground state φβ,σg by φ
0
g. Plugging (3.1) into (1.4) and
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(1.3) with V (x) = γ
2|x|2
2 , we get (3.2) and (3.3), respectively. The detailed
computation is omitted here for brevity.
We can further prove rigorously the convergence of the approximate ground
state for this case and the result is formulated as the following theorem.
Theorem 3.1. Consider the NLSE (1.1) with σ > 0 and V (x) =
∑d
j=1 γ
2
j x
2
j/2,
where d = 1, 2, 3. When β → 0+ for general σ > 0 or β → 0 for σ sat-
isfying dσ < 2, we have φβ,σg (x) converges to φ
0
g(x) in H
1, where φ0g(x) :=∏d
j=1
(γj
pi
) 1
4 e−
γjx
2
j
2 .
Proof. We start the proof by showing the case β → 0+ for general σ > 0. Define
E0(φ) =
∫
Ω
[
1
2
|∇φ(x)|2 + V (x)|φ(x)|2
]
dx. (3.4)
The minimizer of E0(·) exists and is unique by the strict convexity of E0(·) [4].
For 0 < β ≪ 1, a simple computation shows that
E0(φ
0
g) ≤ E0(φβ,σg ) ≤ E(β, σ) ≤ E(φ0g) ≤ E0(φ0g) +O(|β|). (3.5)
Therefore, limβ→0+ E(β, σ) = E0(φ0g), and ‖∇φβ,σg ‖, ‖φβ,σg ‖LV is uniformly
bounded above, i.e. ‖∇φβ,σg ‖ ≤ C and ‖φβ,σg ‖LV ≤ C for some constant C.
The boundedness of the H1 norm implies that there exists φ˜ ∈ H1 such that
φβ,σg → φ˜ weakly in H1. We claim that φβ,σg → φ˜ strongly in L2. For any η > 0,
the confinement of the external potential implies that there exists R such that
when |x| > R, V (x) > Cη . As a result,∫
|x|>R
|φβ,σg |2 dx ≤
η
C
∫
|x|>R
V (x)|φβ,σg |2 dx ≤ η. (3.6)
While in the bounded domain {x | |x| ≤ R}, the Sobolev embedding theorem
implies that φβ,σg → φ˜ strongly in L2. It follows that
lim sup
β→0+
∫
Rd
|φβ,σg − φ˜|2 dx ≤ 4η. (3.7)
Since η is arbitrary, we proved our claim. Consequently, ‖φ˜‖ = 1 and φ˜ ∈ S.
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Further, we claim that φ˜ = φ0g. In fact, from the lower-semicontinuity of the
H1 norm and the Fatou’s lemma, we have
E0(φ˜) ≤ lim inf
β→0+
E(β, σ) = E0(φ
0
g). (3.8)
Therefore, φ˜ is a ground state and we must have φ˜ = φ0g by the uniqueness
of the ground state. What’s more, we have E0(φ˜) = limβ→0+ E(β, σ). As
a consequence, ‖∇φ0g‖ = limβ→0+ ‖∇φβ,σg ‖. Combining the equation and the
weak convergence of φβ,σg , we will get φ
β,σ
g → φ0g strongly in H1.
For the case β → 0 with dσ < 2, the Gagliardo-Nirenberg inequality implies
that ‖φβ,σg ‖2σ+22σ+2 ≤ ‖∇φβ,σg ‖+ C1. Therefore for the lower bound part of (3.5),
E(β, σ) ≥ (1−O(|β|))E0(φβ,σg )−O(|β|) ≥ (1−O(|β|))E0(φ0g)−O(|β|), (3.9)
and thus we still have limβ→0+ E(β, σ) = E0(φ0g) and the uniform boundedness
of ‖∇φβ,σg ‖ and ‖φβ,σg ‖LV . The remained part of the proof is essentially the
same and is omitted here for brevity.
When β ≫ 1, we have the following lemma about the approximation of the
ground state.
Lemma 3.2. When β ≫ 1, i.e. the strongly repulsive interaction regime, the
ground state can be approximated as
φβ,σg (x) ≈ φTFg (x) =


(
µTFg −γ2|x|2/2
β
) 1
2σ
, γ2|x|2 ≤ 2µTFg ,
0, otherwise,
(3.10)
and the corresponding energy and chemical potential can be approximated as
µg(β, σ) ≈ µTFg =
(
β
1
σ γd
2
d
2−1dCdB(d2 , 1 +
1
σ )
) 1
d
2
+ 1
σ
, (3.11)
Eg(β, σ) ≈ ETFg =
2 + dσ
2σ + 2 + dσ
µTFg , β ≫ 1. (3.12)
where B(a, b) is the standard beta function and Cd = 2 when d = 1, Cd = π
when d = 2 and Cd = 4π/3 when d = 3.
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Proof. Set φεg(x) = ε
−d/2φβ,σg (x/ε) with ε = β
− 12+dσ and define
Eε(φ) =
∫
Rd
(
ε4
2
|∇φ|2 + V (x)|φ|2 + 1
σ + 1
|φ|2σ+2
)
dx. (3.13)
It is easy to check that ε → 0+ as β → +∞ and φεg minimizes Eε(·) iff φβ,σg
minimizes E(β, σ). From (3.13), it is natural to assume that the ground state
φεg converges to the ground state of the following energy as ε→ 0,
E∞(φ) =
∫
Rd
(
V (x)|φ|2 + 1
σ + 1
|φ|2σ+2
)
dx, (3.14)
which drops the kinetic energy part. The minimizer of (3.14) is usually called
the Thomas-Fermi (TF) approximation in the literature. The Euler-Lagrange
equation of (3.14) implies the TF approximation satisfies the following equation
γ2|x|2
2
φTFg (x) + β|φTFg (x)|2σφTFg (x) = µTFg φTFg (x), x ∈ Rd. (3.15)
Solving the above equation, we get (3.10). Substituting (3.10) into (1.2) and
(1.3), we get (3.11) and (3.12), respectively. The detailed computation is omit-
ted here for brevity.
Now we consider the case β → −∞ when dσ < 2. In this case, there will
be a strong attractive interaction between particles. Set φεg(x) = ε
d/2φβ,σg (εx)
with ε = |β|− 12−dσ and define
Eε−(φ) =
∫
Rd
(
1
2
|∇φ|2 + ε4V (x)|φ|2 − 1
σ + 1
|φ|2σ+2
)
dx. (3.16)
Easy to see ε → 0+ as β → −∞. Again φεg minimizes Eε−(·) iff φβ,σg minimizes
E(β, σ). From (3.16), it is natural to assume that ground state φεg converges to
the state φ− which minimizes the following energy
Er(φ) =
∫
Rd
(
1
2
|∇φ|2 − 1
σ + 1
|φ|2σ+2
)
dx. (3.17)
This implies that we can approximate the ground state φβ,σg by the ground state
of the following nonlinear eigenvalue problem when β < 0 and |β| ≫ 1,[
−1
2
∆ + β|φ(x)|2σ
]
φ(x) = µφ(x), x ∈ Ω ⊆ Rd. (3.18)
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Notice that there is no external potential term in the equation (3.18), the ap-
proximation does not depend on the external potential we choose.
Here we provide accuracy tests for the asymptotic results shown in Lemma
3.1 and Lemma 3.2. From Fig. 3.1, we can see that our approximations agree
with the exact values very well in both weak and strong interaction regimes.
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Figure 3.1: The ground state energy of the NLSE (1.1) in 1D under a harmonic potential with
σ = 2 (quintic nonlinearity for TG gas) and γ = 3 for different β.
3.2. When σ →∞ under a fixed β > 0
In this section, we fix β > 0 and study the limit of the ground state φβ,σg as
σ → ∞. For simplicity, we will only consider the NLSE (1.1) in 1D under the
harmonic potential V (x) = γ
2x2
2 for some γ > 0.
Lemma 3.3. For any given β > 0, when σ →∞, we have
(i) If 0 < γ ≤ π, the ground state converges to the linear approximation
φβ,σg (x) ≈ φ0g(x) =
(γ
π
) 1
4
e−
γx2
2 , x ∈ R, (3.19)
Eg(β, σ) ≈ γ
2
+
β
(σ + 1)
3
2
(γ
π
) σ
2 → γ
2
, µg(β, σ) ≈ γ
2
+
β
(σ + 1)
1
2
(γ
π
) σ
2 → γ
2
.
(3.20)
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(ii) If γ > π, the ground state converges to
φβ,σg (x)→ ψγg (x) =


ϕ (−x) , x < −xγ ,
1, −xγ ≤ x ≤ xγ ,
ϕ (x) , x > xγ ,
(3.21)
where ϕ(x) is the unique positive ground state of the following linear eigenvalue
problem with µ the corresponding eigenvalue

µϕ(x) = − 12ϕ′′(x) + γ
2x2
2 ϕ(s), x > xγ ,
ϕ(xγ) = 1, ϕ
′(xγ) = 0, lim
x→+∞
ϕ(x) = 0,
(3.22)
with the constant xγ ≥ 0 determined by
xγ +
∫ ∞
xγ
|ϕ(x)|2dx = 1
2
. (3.23)
Proof. In order to find the limit of φβ,σg (x) when σ → ∞, the main idea is to
determine which term on the left hand side of (1.1) is negligible when σ >> 1.
Note that
a2σ →


0, |a| < 1,
1, a = 1,
+∞, a > 1.
(3.24)
In the region where |φ(x)| < 1, the nonlinear term can be dropped and we
get the linear approximation, whose solution is the Gaussian function. In the
region where |φ(x)| > 1, the diffusion term can be dropped and we get the
TF approximation. Therefore, there are two possible cases about the limit
φβ,σg (x)→ φapp(x) for x ∈ R when σ → +∞: (i) |φapp(x)| ≤ 1 for all x ∈ R, (ii)
there exists a xc ≥ 0 such that |φapp(x)| > 1 for x ∈ [−xc, xc] and |φapp(x)| < 1
otherwise.
(i) When 0 < γ ≤ π, the linear approximation suggests that φapp(x) =(
γ
pi
) 1
4 e−
γx2
2 ≤ 1 for x ∈ R. Note that the requirement that sup
x∈R
φapp(x) ≤ 1
implies that 0 < γ ≤ π. Therefore, we get the necessary and sufficient condition
about γ for (3.19) to be true.
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(ii) When γ > π, we may expect neither the linear approximation nor the
TF approximation is valid for x ∈ R. Instead, a combination of the linear
approximation and TF approximation should be used. To be more specific,
for any fixed σ > 0, when β >> 1, there exists a constant xσc ≥ 0 such that
when x ∈ (−∞, xσc ) ∪ (xσc ,∞), the linear approximation is used; and when
x ∈ [−xσc , xσc ], the TF approximation φ(x) =
(
µg−γ2x2/2
β
) 1
2σ
which goes to the
constant 1 as σ →∞. Therefore, we can simply use the constant function 1 in
the case. The constant xσc can be determined by the normalization condition
(1.2). Letting σ → ∞ and assuming xσc → xγ , we get (3.21) when σ → ∞.
Plugging (3.21) into the normalization condition (1.2), we obtain (3.23).
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Figure 3.2: Ground states of the NLSE in 1D with β = 1 and γ = 3 < pi (top) and γ = 6 > pi
(bottom) for different nonlinearities, i.e. different values of σ.
In order to check our asymptotic results in Lemma 3.3, we solve the time-
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Figure 3.3: Numerical solution of (3.22). The circles denote the points (xγ , 1) corresponding
to the different γ’s.
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Figure 3.4: The ground state energy of the NLSE (1.1) in 1D under a harmonic potential with
β = 1 and γ = 3 for different σ.
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Figure 3.5: Ground states φβ,σg under the harmonic potential V (x, y) = 9(x
2 + y2)/2 (top
row), V (x, y) = 18(x2 + y2) (second row) and the lattice potential V (x, y) = 18(x2 + y2) +
100(sin2(4pix) + sin2(4piy)) (third row) for β = 5 and σ = 0 (left column), σ = 4 (middle
column) and σ = 16 (right column).
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independent NLSE (1.1) numerically by using the normalized gradient flow via
backward Euler finite difference discretization [4, 5, 6, 7] to find the ground
states and the corresponding energy. Figure 3.2 plots the ground states with
β = 1 for different σ and γ, Figure 3.3 shows the numerical solution of (3.22)
while Figure 3.4 depicts the energy asymptotics with β = 1 and γ = 3 for
different σ. One thing that needs to be pointed out is that we can speculate the
solution to (3.22) have the following properties from Figure 3.3:
(i) xγ → 0, and ψγg (x)→ ψpig (x) = e−
pix2
2 when γ → π,
(ii) xγ → 0.5 and ψγg (x)→ ψ∞g (x) = 1− 1{|x|≥0.5} when γ →∞.
Figure 3.5 plots the ground states in 2D under different potentials and with
different nonlinearities. Again we observed different limiting patterns depending
on the value of γ, which is similar to the 1D case. We call this phenomenon
to be the bifurcation of the ground state. The ground state φβ,σg will converge
to φ0g(x) (3.1) as σ → ∞ if max |φ0g(x)| < 1. Otherwise, it will converge to a
function whose peaks are flat and the peak values are close to 1.
4. Approximations under a box potential
In this section, we take Ω =
∏d
j=1(0, Lj) with Lj > 0 for j = 1, . . . , d and
V (x) ≡ 0 for x ∈ Ω in the NLSE (1.1) with the homogeneous Dirichlet BC. For
σ = 0, the NLSE (1.1) collapses to the linear Schro¨dinger equation. From now
on, we assume σ > 0.
4.1. For different β under a fixed σ > 0
When 0 ≤ β ≪ 1, we have the following approximations for the ground state
and the ground state energy.
Lemma 4.1. When 0 ≤ β ≪ 1, i.e. weakly repulsive interaction regime, the
ground state φβ,σg can be approximated as
φβ,σg (x) ≈ φ0g(x) = 2
d
2A0
d∏
j=1
sin
(
πxj
Lj
)
, x ∈ Ω, (4.1)
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where A0 =
1√∏
d
j=1 Lj
and the corresponding energy and chemical potential can
be approximated as
Eg(β, σ) =
π2
2
d∑
j=1
1
L2j
+
2d(σ+1)A2σ0 β
(σ + 1)πd
[
Γ(σ + 32 )Γ(
1
2 )
Γ(σ + 2)
]d
+ o(β), (4.2)
µg(β, σ) =
π2
2
d∑
j=1
1
L2j
+
2d(σ+1)A2σ0 β
πd
[
Γ(σ + 32 )Γ(
1
2 )
Γ(σ + 2)
]d
+ o(β). (4.3)
Proof. When β = 0, the NLSE (1.1) becomes linear and the ground state can
be computed as φ0g(x). When 0 < β ≪ 1, we can approximate the ground state
φβ,σg (x) by φ
0
g(x). Plugging (4.1) into (1.4) and (1.3) with V (x) ≡ 0, we get
(4.2) and (4.3), respectively.
Remark 4.1. Analogous to the harmonic potential case, we can show that
φβ,σg → φ0g in H1 as β → 0+ with general σ > 0 or β → 0 with σ > 0 satisfying
dσ < 2.
When β ≫ 1, similar to the harmonic potential case, we adopt the TF
approximation for the ground state.
Lemma 4.2. When β ≫ 1, i.e. strongly repulsive interaction regime, the
ground state can be approximated as
φβ,σg (x) ≈ φTFg (x) =
1√∏d
j=1 Lj
, x ∈ Ω, (4.4)
and the corresponding energy and chemical potential can be approximated as
Eg(β, σ) ≈ ETFg =
A2σ0
σ + 1
β, µg(β, σ) ≈ µTFg = A2σ0 β, β ≫ 1. (4.5)
Proof. Similar to the proof in Lemma 3.2, we drop the diffusion term in (1.1)
with V (x) ≡ 0 and get
µTFg φ
TF
g (x) = β|φTFg (x)|2σφTFg (x), x ∈ Ω. (4.6)
Solving the above equation, we get
φTFg (x) =
(
µTFg /β
) 1
2σ , x ∈ Ω. (4.7)
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µTFg can be determined by plugging (4.7) into the normalization condition (1.2).
And thus we obtain (4.4). Inserting (4.4) into (1.3), we obtain ETFg .
Note that the TF approximation (4.4) does not satisfy the homogeneous
Dirichlet BC. Therefore, the approximation is not uniformly accurate. In fact,
there exists a boundary layer along ∂Ω in the ground state when β ≫ 1. Similar
to the case of σ = 1 [9, 10], by using the matched asymptotic expansion method,
we can obtain an approximation which is uniformly accurate when β ≫ 1.
Lemma 4.3. When β ≫ 1, i.e. strongly repulsive interaction regime, a uni-
formly accurate ground state approximation can be given as
φβ,σg (x) ≈ φMAg (x) =
(
µMAg
β
) 1
2σ d∏
j=1
φσ(xj ;Lj , µ
MA
g ), (4.8)
where φσ(x;L, µ) = ϕσ
(
x
√
µ
)
+ϕσ
(
(L− x)√µ)−ϕσ (L√µ), ϕσ (Lj√µMAg ) ≈
1 and µMAg ≈ µg(β, σ) = O(β) is the approximate chemical potential determined
by the normalization condition (1.2) and ϕσ(x) satisfies the problem

ϕσ(x) = − 12ϕ′′σ(x) + ϕ2σ+1σ (x), 0 < x < +∞,
ϕσ(0) = 0, lim
x→+∞
ϕσ(x) = 1.
(4.9)
Proof. For the simplicity of notation, we only prove it in 1D here. Extension to
higher dimensions can be done via dimension-by-dimension. When d = 1, there
are two boundary layers in the ground state at x1 = 0 and x1 = L1, respectively.
Near x1 = 0, we introduce the new variables
x˜ = x1
√
µg(β, σ), ϕσ(x˜) =
(
β
µg(β, σ)
) 1
2σ
φ(x1), x1 ≥ 0. (4.10)
Substituting (4.10) into (1.1) with d = 1, Ω = (0, L1) and V (x) ≡ 0 and then
removing all ,˜ we get (4.9). After obtaining the solution of (4.9), an inner
approximation of the ground state near x1 = 0 is given as
φβ,σg (x1) ≈
(
µg(β, σ)
β
) 1
2σ
ϕσ
(
x1
√
µg(β, σ)
)
, 0 ≤ x1 ≪ 1. (4.11)
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Similarly, we can get the inner approximation of the ground state near x1 = L1
as
φβ,σg (s) ≈
(
µg(β, σ)
β
) 1
2σ
ϕσ
(
s
√
µg(β, σ)
)
, 0 ≤ s := L1 − x1 ≪ 1. (4.12)
Combining (4.11), (4.12) and the outer TF approximation (4.4), using the
matched asymptotic expansion method via denoting µTFg and µg(β, σ) by µ
MA
g ,
we can obtain (4.8).
When σ = 1, the solution of (4.9) is given as ϕ1(x) = tanh(x) for x ≥ 0
[9, 10]. For 0 < σ 6= 1, in general, the problem (4.9) cannot be solved explicitly.
By a mathematical analysis (see details in Appendix Appendix A), we have
Lemma 4.4. For any σ > 0, the solution ϕσ(x) of (4.9) is a strictly increasing
function for x ≥ 0 and satisfies ϕ′σ(0) =
√
2σ
σ+1 . In addition, when σ → +∞,
we have
ϕσ(x)→ ϕ∞(x) =


sin(
√
2x), 0 ≤ x <
√
2pi
4 ,
1, x ≥
√
2pi
4 .
(4.13)
Combining Lemmas 4.3 and 4.4, we get the width of the boundary layers in
the ground state in strongly repulsive interaction regime, i.e. β ≫ 1, is of order
O
(
1√
β
)
for any σ > 0, which is the same as in the GPE case [9, 10].
As for the case β → −∞ with dσ < 2, the limiting ground state should be
the same as for the hamonic potential case since there is no external potential
term in (3.18). The details are omitted here for brevity.
Now we check the accuracy of the energy asymptotics in Lemma 4.1 and 4.2.
Figure 4.1 shows the relative error of the energy approximation of the ground
state, i.e. e(β) :=
|Eg(β,2)−Eappg |
Eg(β,2)
when σ = 2 for different β ≥ 0. As shown in
the figure, the relative error goes to 0 as β → 0 or β →∞.
4.2. When σ →∞ under a fixed β > 0
Here we assume β > 0 is a given constant and we shall study the limit of
the ground state φβ,σg when σ → ∞. For simplicity, we will only consider the
NLSE in 1D on a bounded interval Ω = (0, L) with L > 0.
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Figure 4.1: Relative errors of the energy approximation of the ground state for the NLSE with
L = 1 and σ = 2 in 1D with the box potential in the weak (left) and strong (right) interaction
regimes.
Lemma 4.5. For any given β > 0, when σ →∞, we have
(i) If 0 < L < 1, the ground state converges to the TF approximation
φβ,σg (x)→ φTFg (x) =
1√
L
, 0 < x < L, (4.14)
µg(β, σ) ≈ β
Lσ+1
→∞, Eg(β, σ) ≈ β
(σ + 1)Lσ+1
→∞. (4.15)
(ii) If L ≥ 2, the ground state converges to the linear approximation
φβ,σg (x) ≈ φ0g(x) =
√
2
L
sin
(πx
L
)
, 0 ≤ x ≤ L, (4.16)
µg(β, σ) ≈ π
2
2L2
+
2β
π
(
2
L
)σ [Γ(σ + 32 )Γ(12 )
Γ(σ + 2)
]
→ π
2
2L2
, (4.17)
Eg(β, σ) ≈ π
2
2L2
+
2β
(σ + 1)π
(
2
L
)σ [Γ(σ + 32 )Γ(12 )
Γ(σ + 2)
]
→ π
2
2L2
. (4.18)
(iii) If 1 < L < 2, the ground state converges to
φβ,σg (x)→ φ∞g (x) =


sin( pix2(L−1) ), 0 ≤ x < L− 1,
1, L− 1 ≤ x ≤ 1,
sin(pi(L+x−2)2(L−1) ), 1 < x ≤ L,
(4.19)
µg(β, σ)→ π
2
8(L− 1)2 , Eg(β, σ)→
π2
8(L− 1) . (4.20)
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Proof. Similar to the proof in Lemma 3.3, we need to determine which term on
the left hand side of (1.1) is negligible when σ >> 1. In the region where |φ(x)| <
1, the nonlinear term can be dropped and we get the linear approximation, whose
solution is the sine function. In the region where |φ(x)| > 1, the diffusion term
can be dropped and we get the TF approximation, whose solution is a constant.
Therefore, there are three possible cases concerning the limit φβ,σg (x)→ φapp(x)
for 0 < x < L when σ → +∞: (i) |φapp(x)| ≥ 1 for all x ∈ (0, L), (ii)
|φapp(x)| ≤ 1 for all x ∈ (0, L), and (iii) there exists 0 < xc < L/2 such
that |φapp(x)| ≥ 1 for x ∈ [xc, L− xc] and |φapp(x)| < 1 otherwise.
(i) When 0 < L ≤ 1, the TF approximation suggests that φapp(x) =
√
1/L ≥
1 for 0 < x < L. Note that the requirement that inf
0<x<L
φapp(x) ≥ 1 implies
that L ≤ 1. Therefore, we get the necessary and sufficient condition about L
for (4.14) to be true.
(ii) When L ≥ 2, the linear approximation suggests that φapp(x) = 2L sin
(
pix
L
) ≤
1 for 0 < x < L. Note that the requirement that sup
0<x<L
φapp(x) ≤ 1 implies
that L ≥ 2. Therefore, we get the necessary and sufficient condition about L
for (4.16) to be true.
(iii) When 1 < L < 2, we may expect neither the linear approximation
nor the TF approximation is valid for 0 < x < L. Instead, a combination of
the linear approximation and TF approximation should be used. To be more
specific, for any fixed σ > 0, when β >> 1, there exists a constant xσc such that
when x ∈ (0, xσc ) or x ∈ [L− xσc , L], the linear approximation is used; and when
x ∈ [xσc , L − xσc ], the TF approximation which is a constant, should be used.
For x ∈ [xσc , L−xσc ], assuming that φσg (x) = Aσ with Aσ > 0 is a constant to be
determined, the approximate solution in (0, xσc ) must be φ
σ
g (x) = Aσ sin
(
pix
2xσc
)
in order to make the combined solution to be C1 continuous. Now we need to
determine the value of Aσ and x
σ
c . By the normalization condition (1.2), we get
1
2
=
∫ L
2
0
|φσg (x)|2dx =
∫ xσc
0
|φσg (x)|2dx+
∫ L
2
xσc
|φσg (x)|2dx = A2σ
(
L
2
− x
σ
c
2
)
. (4.21)
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Thus, we have
Aσ =
1√
L− xσc
. (4.22)
In [0, xσc ), dropping the nonlinear term in (1.1) and substituting the approximate
solution into it, we get
µg =
π2
8(xσc )
2
. (4.23)
In [xσc , L− xσc ], dropping the diffusion term in (1.1), we get
µg = βA
2σ
σ . (4.24)
Combining (4.23) and (4.24), we obtain
A2σ =
(
π2
8β(xσc )
2
)1/σ
. (4.25)
Inserting (4.22) into (4.25), we have
(
π2
8β(xσc )
2
) 1
σ
=
1
L− xσc
. (4.26)
Letting σ →∞ and assuming xσc → xc and Aσ → A, we have 1 = 1L−xc , which
implies that xc = L − 1 and we get A = 1 via (4.22) when σ → ∞. Thus we
get (4.19) when σ →∞. µg(β,∞) can be computed from (4.23) and Eg(β,∞)
is from definition (1.4), i.e.
Eg(β,∞) = lim
σ→∞
∫ L
0
[
1
2
|∇φβ,σg |2 +
β
σ + 1
|φβ,σg |2σ+2
]
dx.
However, direct computation by using (4.19) may be unreasonable because we
cannot get the limit of
∫ 1
L−1 |φβ,σg |2σ+2dx. In fact, to get Eg(β,∞), we only
need the upper limit of
∫ 1
L−1 |φβ,σg |2σ+2dx is bounded, which is true because
0 ≤ lim sup
σ→∞
β
∫ 1
L−1
|φβ,σg |2σ+2dx ≤ limσ→∞µg(β, σ) =
π2
8(L− 1)2 .
It follows that limσ→∞
∫ L
0
β
σ+1 |φβ,σg |2σ+2dx = 0 and
Eg(β,∞) = lim
σ→∞
∫ L
0
1
2
|∇φβ,σg |2dx ≈
∫ L
0
1
2
|∇φβ,∞g |2dx =
π2
8(L− 1) .
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Figure 4.2: Ground states of the NLSE in 1D with β = 1 and the box potential for different
σ and L = 0.9 < 1 (upper left), 1 < L = 1.5 < 2 (upper right) and L = 2.0 (bottom).
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Now we check our asymptotic results in Lemma 4.5. Figure 4.2 plots the
ground states with β = 1 for different σ and L, and Figure 4.3 depicts the
ground state energy with β = 1 and L = 1.2 for different σ. From Figures 4.2
and 4.3, our asymptotic results in Lemma 4.5 are confirmed. Figure 4.4 plots
the ground state computed in 2D. Similar to the 1D case, the bifurcation of the
ground state is observed.
0 640 12804
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E g
(1,σ
)
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Asymptotic
Figure 4.3: Ground state energy of the NLSE in 1D with β = 1, L = 1.2 and different σ under
the box potential.
5. Conclusions
We generalized the existence and uniqueness of the ground state from the
Gross-Pitaevskii equation (GPE) to the nonlinear Schro¨dinger equation (NLSE).
In addition, we studied asymptotically the ground states and their corresponding
energy and chemical potential of the NLSE with different nonlinearities. For
NLSE with a fixed nonlinearity under a box or a harmonic potential, we derived
explicitly the approximations of the ground state and the corresponding energy
and chemical potential. If we let the nonlinearity component σ → ∞ and fix
the interaction strength, we observed different limiting patterns and called this
phenomenon the “bifurcation of the ground state”. The characterization of
the ground state in 1D in each pattern and the corresponding leading order
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Figure 4.4: Ground states φβ,σg under the box potential in Ω = (0, 1)
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energy asymptotics were derived explicitly and verified numerically. Similar
phenomenon was observed in higher dimension case as well.
Appendix A. Proof of Lemma 4.4
Multiplying (4.9) by ϕ′σ(x), we get
1
2
(
ϕ2σ(x)
)′
= −1
4
(
(ϕ′σ(x))
2
)′
+
1
2σ + 2
(
ϕ2σ+2σ (x)
)′
, x > 0. (A.1)
Therefore, we have
ϕ2σ(x) = −
1
2
(ϕ′σ(x))
2
+
1
σ + 1
ϕ2σ+2σ (x) + C, x ≥ 0, (A.2)
where C is the integrating constant. When x → +∞, we have ϕσ(x) → 1 and
ϕ′σ(x)→ 0. So we get C = σ1+σ . Letting x = 0 in (A.2), we get
ϕ′σ(0) =
√
2σ
σ + 1
, σ > 0. (A.3)
For σ > 0, by using the maximum principle, we have 0 ≤ ϕσ(x) < 1 for x ≥ 0.
When σ → ∞, we have ϕ2σ+1σ (x) → 0 for x ≥ 0. Therefore, when σ → ∞,
noting (A.3), the problem (4.9) converges to the following linear problem:

ϕ∞(x) = − 12ϕ′′∞(x), x > 0,
ϕ∞(0) = 0, ϕ′∞(0) =
√
2.
(A.4)
Solving this problem, we obtain (4.13) immediately. 
To illustrate the solution ϕσ(x) of (4.9), Figure A.1 plots ϕσ(x) obtained
numerically for different σ. From this figure, we can see that: (i) For any
σ > 0, ϕσ(x) is a monotonically increasing function. (ii) When σ → +∞, ϕσ(x)
converges to ϕ∞(x) uniformly for x ≥ 0 (cf. Figure A.1).
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