Linked systems of symmetric designs are equivalent to 3-class Q-antipodal association schemes. Only one infinite family of examples is known, and this family has interesting origins and is connected to important applications. In this paper, we define linking systems, collections of difference sets that correspond to systems of linked designs, and we construct linking systems in a variety of nonelementary abelian groups using Galois rings, partial difference sets, and a product construction. We include some partial results in the final section.
Introduction
A symmetric (v, k, λ) design is an incidence structure consisting of v points and v blocks; each point is incident with k distinct blocks and each block is incident with k distinct points; any pair of points is incident with λ blocks and any pair of blocks are incident with λ common points. The incidence graph of a symmetric design is a graph with 2v vertices, one for each point P and one for each block B, with an edge joining a point P to a block B precisely when the two are incident.
Making use of this graph-theoretic notion, we define the central object of our study.
Definition 1.1 A system of linked symmetric 1 (v, k, λ) designs [4, Sec. 2] is a graph G = (X, R) defined on a vertex set X = Ω 0 ∪ Ω 1 ∪ · · · ∪ Ω where π = {Ω 0 , Ω 1 , . . . , Ω } is a partition of X into + 1 sets of size v each (we say the system has f = + 1 fibers), having the following properties:
(1) the partition π is a proper coloring of G: no edge of G has both ends in the same class Ω i ; (2) for any i = j, the subgraph of G induced on Ω i ∪ Ω j is the incidence graph of a symmetric (v, k, λ) design; (3) for any three distinct classes Ω i , Ω j , Ω m , the number of common neighbors of a vertex x in Ω i and a vertex y in Ω j which lie in Ω m depends only on whether x and y are adjacent in G or not; it does not depend on the choice of x and y nor on the choice of i, j, and m.
A system of linked symmetric designs is exactly equivalent [6] to a 3-class Q-antipodal cometric association scheme. Moreover, such a linked system with the appropriate parameters can be used to construct a 4-class Q-antipodal Q-bipartite cometric association scheme [13, Theorem 3.6] and real mutually unbiased bases [11, Theorem 4.2] . Goethals is credited (private communication) in a paper by Cameron and Seidel [5] as having constructed a system of = 2 2t+1 − 1 linked symmetric (2 2t+2 , 2 2t+1 −2 t , 2 2t −2 t ) designs for t any positive integer. We construct new examples of systems of linked designs with these parameters by using difference sets (but with smaller ).
The paper is organized as follows. Section 2 provides background information in difference sets and association schemes and it also introduces the idea of a linking system of difference sets. Section 3 gives a general product construction that will be useful in future sections. Section 4 uses Galois Rings to construct examples of linking systems of difference sets. One of the examples in this section is shown to be inequivalent to the Cameron-Seidel examples. Section 5 uses partial difference sets to construct examples. Finally, Section 6 provides a few more examples and presents some unsolved problems to consider. One of these examples is extendable to that of CameronSeidel.
Preliminaries
A symmetric d-class association scheme consists of a finite set X together with a partition R = {R 0 , R 1 , . . . , R d } of X × X into symmetric binary relations satisfying
• R 0 is the identity relation;
• for each choice of i, j, k ∈ {0, . . . , d}, there exists an integer p k ij such that, whenever (x, y) ∈ R k , we have
We refer the reader to [1, 3] for background material. Our focus is a special class of association schemes of current research interest known as the Q-polynomial (or "cometric") association schemes (see [3, Chap. 2] ). An association scheme (X, R) is imprimitive if at least one of the graphs (X, R i ) (i = 0) is disconnected. It is known that an imprimitive 3-class Q-polynomial association scheme is either a Taylor graph (this is the Q-bipartite case [13] ) or a system of linked symmetric designs [6] (this is the Q-antipodal case [13] ). With little further reference to the association schemes themselves, this paper deals with this latter case.
Our goal in this paper is to introduce the use of difference sets to construct systems of linked symmetric designs: see [2] for more background on difference sets.
The development of a difference set D in a group G is the set of all translates gD, g ∈ G (we will use multiplication for the group operation unless otherwise noted). A simple exercise shows that the incidence structure whose points are the elements of the group G and whose blocks are the translates in the development of D will be a symmetric (v, k, λ) design with regular automorphism group G. Our strategy will be to construct a collection of reversible difference sets whose developments form a system of linked designs.
Difference sets are often studied using the language of the group ring Z[G]. If we allow the standard abuse of notation by identifying the sets D, D (−1) , and G with the group ring elements
, and G = g∈G g (and we also identify the identity element 1 G of G with the group ring element 1 G ), then the subset D is a (v, k, λ) difference set in G if
The next definition is the main object we will aim to construct for the rest of the paper.
Definition 2.2 Let G be a finite group of order v and let
Remarks.
• Extending Cameron, Noda [16, Proposition 0] gives expressions for µ and ν in terms of v, k and n := k − λ:
• We note that, in Cameron's original setting [4] , the designs formed by different pairs of fibres were permitted to have different parameters. With all pairs giving rise to (v, k, λ) designs, the fibre Ω 0 no longer plays a distinguished role and so, while the total number of symmetric designs present in the structure is (or double that), the number of fibres f = + 1 seems a more accurate parameter for our system than itself.
• Note that, in our conditions on the collection {D i,j | 0 ≤ i, j ≤ , i = j}, it suffices to specify difference sets on some directed spanning tree of the complete graph K +1 ; e.g., if we specify {D j,0 | 1 ≤ j ≤ }, then we may recover each D i,j from the above equation by simplifying
• Finally, when we impose the additional restriction that each difference set be reversible, we have another simplification; we call this a reversible linking system. All examples in this paper will be of this type with one exception, Example 6.3.
. . , Ω be + 1 disjoint copies of G. On the base set X = Ω 0 ∪ · · · ∪ Ω define four binary relations R 0 , R 1 , R 2 , R 3 as follows. Relation zero is the identity relation:
Relation two is the union of + 1 complete graphs of size v:
, these relations are both symmetric, so (X, R 1 ), (X, R 3 ) constitutes a partition of the complete multipartite graph into two undirected graphs.
We next point out that (X, {R 0 , R 1 , R 2 , R 3 }) is a symmetric 3-class association scheme. Such an association scheme is referred to as a system of linked symmetric designs [6, 13] , but -as stated in the Introduction -we also use this term for the graph (X, R 1 ) which clearly determines all others in the partition {R 0 , R 1 , R 2 , R 3 }. Assuming (X, R 1 ) satisfies Definition 1.1, one easily checks that this partition of X × X forms an association scheme with intersection numbers [3, Sec. 2.1]
-reversible linking system in G and the configuration (X, {R 0 , R 1 , R 2 , R 3 }) defined above from this system is a 3-class association scheme determining a system of linked symmetric designs.
The proof of the above theorem follows from Theorem 2 in [4] , so we have omitted the proof. Only one infinite family of systems of linked symmetric designs is known; this was reported by Cameron and Seidel [5] . Using bent functions arising from Kerdock codes, they found a construction of a system of 2
The first non-trivial case (i.e., t = 1) is v = 16. In [14] , Mathon carried out a systematic classification of linked systems of symmetric (16, 6, 2) designs. Mathon identified 12 triples of such linked systems, only one of which was extendable to a system of 7 linked designs, this latter configuration being the one found earlier by Cameron and Seidel. Our purpose in this paper is to find more infinite families of such linked systems of designs via the use of linking systems as defined above; to begin this approach via difference sets, we state the only general construction known prior to the present work.
)-reversible linking system in the elementary abelian group of order 2 2t+2 for all t ≥ 2.
Product construction
We will show in this section that if one has linking systems in nonelementary abelian groups so that the difference sets have the parameters (4N 2 , 2N 2 − N, N 2 − N ), then we may employ the following product construction to get new infinite families of linking systems in nonelementary abelian groups. (Cf. Noda [16, Cor. 3] , where < v/2 is proved for this case.)
Proof: That the F i,0 are reversible difference sets with the parameters listed in the theorem follows from the well-known product construction for Hadamard Difference Sets (see [2] for details). Thus, we simply need to show that the collection {F i,j | 0 ≤ i = j ≤ } forms a linking system with the correct parameters. The following equations follow from the fact that
There are analogous equations for E i,0 and E j,0 in G . By using equations (1), (2), and (3) and their analogues together with some straightforward computations, we get the following.
The set corresponding to the group ring
is a reversible Hadamard difference set in G × G by the product theorem for Hadamard difference sets. Since i and j were arbitrary, we have shown that
Galois Ring construction and consequences
In this section we follow the treatment found in [7] . A polynomial Φ 2 (x) ∈ GF(2)[x] of degree t is primitive if Φ 2 (x) is irreducible and x ⊕ Φ 2 (x) has degree 2 t − 1 in the multiplicative group of GF (2)[x]/ Φ 2 (x) (notation for this section: we will use ⊕ for the addition in the fields and rings to distinguish from the + being used for group ring addition). There is a unique polynomial
and the multiplicative order of h is 2 t −1. The ring GR(4,t) is a finite local ring with unique maximal ideal 2GR(4,t) = {2h i |0 ≤ i ≤ 2 t − 2} ∪ {0}, and GR(4,t)/2GR(4,t) is isomorphic to the finite field GF(2 t ). The natural epimorphism π : GR(4, t) → GF(2 t ), π(r) = r ⊕ 2GR(4, t) has the property that g = π(h) is a primitive element of GF(2 t ). We will use tr: GF(2 t ) → GF(2) to denote the usual trace map, and define H 0 = {x ∈GF(2 t )| tr(x) = 0}. A classical result of Singer states that the hyperplanes of GF(2 t ) are H 0 , H 1 = gH 0 , . . . , H 2 t −2 = g 2 t −2 H 0 . If we define the isomorphism φ from 2GR(4,t) to GF(2 t ) by φ(2h i ) = g i and φ(0) = 0, then the "hyperplanes" of 2GR(4,t) are g 0 , g 1 , . . . , g 2 t −2 are elements of GR(4,t) so that g i g j ∈ 2GR(4,t) for i = j,
-difference set in GR(4,t) follows directly from the Dillon generalization of McFarland's hyperplane construction [8] , [15] . Suppose 2g j ∈ K j for 0 ≤ j ≤ 2 t − 2 and let g j ⊕ k j ∈ g j ⊕ K j be an arbitrary element of D. Since k j ∈ 2GR(4,t), we have that k j = k j (all elements of 2GR(4,t) are their own additive inverses). This implies that (
The notation for the coset
. The context will make clear which meaning we intend. Define the sets
We claim that the set {E 0 , E 1 , . . . , E 2 t −2 } will be a (2 2t , 2 2t−1 − 2 t−1 , 2 2t−2 − 2 t−1 ; 2 t )-linking system in the additive group of GR(4, t). We first need to show that the sets are reversible difference sets.
Corollary 4.2 Let G be the additive group of GR(4, t) and let E i be the sets defined above. Then the E i are reversible (2 2t , 2
Proof: For a given i and j = j , we have that (
To see that E i is reversible, since tr(
We are left with showing that the E i indeed give rise to a linking system {E i,j | i, j} where
for j = j lead to the following.
We need several technical lemmas to show that this group ring equation is what we want. Our ultimate goal is to show that the right hand side of the equation is µE i,i + ν(G − E i,i ) for E i,i a reversible difference set in G. We first need to show that the coset representatives ((h i ⊕ h 2i−j ) (h i ⊕ h 2i −j )) are in distinct cosets of 2GR(4,t) for i = j, allowing us to apply Theorem 4.1 to the term j=j ((
Lemma 4.3 Fix i and i so that i = i . For every j = j , we have that
t).
Proof: A simple calculation yields ((
. When we apply π to this, we get (g
is not in 2GR(4,t).
We now turn our attention to the term j =j
We first want to show that there are 2
Lemma 4.4 For a fixed j there is exactly one j so that π(h
We observe that S j has 2 t − 2 distinct elements, and Lemma 4.4 states that 0 ∈ S j for every j.
Lemma 4.5 With the sets S j defined above, S j = g −j S 0 . For a given r ∈ GR(4, t) and given fixed values for i, i , i = i , the number of distinct solutions to π(r) = π(
in which case the number of solutions is 2 t − 1.
Proof: Suppose y ∈ S 0 . By definition this means that there is a j = 0 so that y = g 2i ⊕ g 2i −j . Multiply this equation by g −j to get yg −j = g 2i−j ⊕ g 2i −(j+j ) . This shows that g −j S 0 ⊂ S j . The opposite inclusion is similar.
For the claim about the number of distinct solutions, each S j is missing precisely 2 of the nonzero elements of the field. When we consider all of the sets S j , each nonzero element γ of the field will be missing in precisely 2 of those sets and hence γ will appear in precisely 2 t − 3 of the sets.
Lemma 4.5 implies that every distinct coset representative in the group ring sum
will appear exactly 2 t − 3 times except h i h i which will appear 2 t − 1 times. We are now ready to state the main result of this section.
Theorem 4.6
The sets {E 0 , E 1 , . . . , E 2 t −2 } defined above form a (2 2t , 2 2t−1 −2 t−1 , 2 2t−2 −2 t−1 ; 2 t )-reversible linking system in the additive group G = (GR(4, t)) + with µ = 2 t−2 (2 t − 3) and ν = µ + 2 t−1 .
Proof: Lemmas 4.4 and 4.5 imply that 2
For otherwise, one of the coset representatives satisfies π(
Since g −j is never 0, we would then conclude that i = i , but that is not the case. Thus,
We remark that initial evidence suggests that the linked systems of symmetric designs resulting from Theorem 4.6 are new. Indeed, for t = 2, the (16, 6, 2; 3)-linking system arising from our theorem gives rise to an association scheme on 48 vertices which, while having the same parameters as the scheme coming from the Cameron-Seidel construction, is not isomorphic to the CameronSeidel scheme: the 48 × 48 matrix for relation R 1 defined in Section 2 has 2-rank 16 while the corresponding matrix for the Cameron-Seidel construction (using Kerdock sets) has 2-rank equal to 14.
Combining Theorems 2.4, 4.6, and 3.1, we get the following infinite family of linking systems.
Corollary 4.7 Let G be the additive group of GR(4, t) and let G be the elementary abelian group of order 2 2t . Then
As described earlier in this paper, Theorem 2.3 can be used to construct a system of linked symmetric designs once we have a linking system of difference sets, and systems of linked symmetric designs are equivalent to 3-class Q-antipodal cometric association schemes due to van Dam's theorem [6] . Any such association scheme can be doubled to yield a 4-class cometric association scheme which is both Q-antipodal and Q-bipartite, using a result of Martin, Muzychuk and Williford [13, Theorem 3.6] . These, in turn, give rise to real mutually unbiased bases by a result of LeCompte, Martin and Owens [11, Theorem 4.2].
Partial Difference Set constructions
In the previous section we were able to construct linking systems for groups with exponent 4 by using Galois Rings and the product construction. In this section, we will construct linking systems in higher exponent groups, still within 2-groups. In order to do this, we need a definition of a Partial Difference Set (PDS), [12] . We will only do this in a special case.
The partial difference set is called regular if the identity is not in D.
For more background on PDSs see [12] . We are interested in PDSs with the parameters listed above due to the connection to Hadamard difference sets: if we can find a collection of m ≥ 2t mutually disjoint (4N 2 , t(2N − 1), 2N + t 2 − 3t, t 2 − t) PDSs with the property that any union of N/t of those PDSs will be a reversible Hadamard difference set, then we can use the PDSs to construct a linking system in G. The following example illustrates the construction we will use in this section.
Example 5.2 Consider V = (GF(8))
2 , the vector space of dimension 2 over GF (8) . There are nine 1-dimensional subspaces of V : once we remove the 0 vector from each these subspaces we label them H 0 , H 1 , . . . , H 8 (these can be thought of as the hyperplanes of V ). Each of the H i is a (64, 7, 6, 0) PDS in the additive group of G, so this matches the parameters in Definition 5.1 with N = 4, t = 1. We can use the translates of the difference set {1, 2, 4} in Z 7 to identify subscripts of the H i to include in the following sets: 
This verifies that the product of two of our difference sets will yield 10 copies of a difference set (by the partial spread construction The group Z 2 s −1 has a (2 s − 1, 2 s−1 − 1, 2 s−2 − 1) difference set for all s ≥ 2. Example 5.2 used the s = 3 example to identify which hyperplanes to use in building the difference sets in V . We will use the difference set in this group to identify the PDSs that will be pasted together to construct our linking system. The following theorem generalizes Example 5.2 (cf. [10] Proof: We need to identify the Hadamard difference sets that will form the linking system. If 
, and we can also get AC = 
The construction in Theorem 5.3 depends on having a family of disjoint PDSs with the appropriate parameters. We note that a partition of the group into a partition of PDSs can be put into the context of amorphic Cayley association schemes of Latin square type, see [10] .
As with Example 5.2, in the elementary abelian case Z 2 2s = GF(2 s ) 2 we can partition the nonzero elements into 2 s + 1 hyperplanes. The hyperplanes with the identity removed serve as the needed PDSs to apply Theorem 5.3 with r = 0 in this case. The methods of Polhill [17] can be used to partition (Z 2 a ) 2s into 2 s PDSs with the appropriate parameters for all integers a > 1 and s ≥ 1. We note that the number of reversible Hadamard difference sets in the linking system does not increase with a in this construction, which leads one to wonder whether this can be improved for arbitrary a. Combining Theorems 3.1, 5.4, and 4.6 we get the following result on linking systems. 
Other results and some open problems
In this section we collect a few other results and questions of interest on this topic. The first of these follows from the work of Noda [16] . 
So far all known examples have N a power of 2, but Theorem 6.1 points to the parameters we need if we are to find linking systems for N odd. It also shows that the parameters we have been using in the case when N is even are in fact necessarily the parameters.
Our second result in this section is actually an example. So far the maximum number of difference sets in a linking system for a group of order 2 2t is 2 t − 1. We show that there can be more, at least in one case, in the following example. {(1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), (0, 0, 1, 1 )}, D 2 = { (1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0), (1, 0, 1, 0), (0, 1, 0, 1), (1, 1, 1, 1 )}, D 3 = { (1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0), (1, 0, 0, 1), (0, 1, 1, 1), (1, 1, 1, 0 )}, and D 4 = { (1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0), (1, 0, 1, 1), (0, 1, 1, 0), (1, 1, 0, 1) }. An easy computation verifies that this forms a (16, 6, 2; 5)-reversible (1, 3, 4)-reversible linking system in G. This is built in much the same way as Example 5.2 by using the hyperplanes of the vector space of dimension 2 over GF (4) . There are 5 such hyperplanes, and the difference sets all have H 0 = {(1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0)} in common. Since this is a system of 4 linked designs on 16 points, by the work of Mathon, [14] , we know that it must be the unique system that extends to a system of 7 designs, which is the same as the Cameron-Seidel system.
Our final example is one in which the difference sets have the same linking property but are not all reversible. We conclude with some open problems, and note that we believe this to be the first paper that directly relates difference sets to systems of linked symmetric designs. As a result, there is the potential to exploit difference sets and related algebraic sets to provide new examples of linked systems.
1 All of the systems of linked symmetric designs in this paper fit the parameters for the Cameron-Seidel family. Moreover, Cameron and Seidel's construction corresponds to the Kerdock codes viewed over GF (2) . Since that time, these codes have famously been shown to be linear over GR(4, t), [9] . One problem, then, is to investigate the relationships between the difference set constructions of linked systems over both GF (2) and GR(4, t) with the constructions of the Cameron-Seidel family and the Kerdock codes.
2 Some of the linked systems constructed through difference sets are equivalent to the CameronSeidel example, while others are not. Can the Cameron-Seidel family be described with a difference set construction? Are there other infinite families that can be constructed with difference sets?
3 Can difference sets be used to construct systems of linked designs with different parameters, for instance in the Hadamard family (4N 2 , 2N 2 − N, N 2 − N ) but with N not a power of 2?
