Abstract-Detection of emerging topics is now receiving renewed interest motivated by the rapid growth of social networks. Conventional-term-frequency-based approaches may not be appropriate in this context, because the information exchanged in socialnetwork posts include not only text but also images, URLs, and videos. We focus on emergence of topics signaled by social aspects of theses networks. Specifically, we focus on mentions of users-links between users that are generated dynamically (intentionally or unintentionally) through replies, mentions, and retweets. We propose a probability model of the mentioning behavior of a social network user, and propose to detect the emergence of a new topic from the anomalies measured through the model. Aggregating anomaly scores from hundreds of users, we show that we can detect emerging topics only based on the reply/mention relationships in social-network posts. We demonstrate our technique in several real data sets we gathered from Twitter. The experiments show that the proposed mention-anomaly-based approaches can detect new topics at least as early as text-anomaly-based approaches, and in some cases much earlier when the topic is poorly identified by the textual contents in posts.
INTRODUCTION
C OMMUNICATION over social networks, such as Facebook and Twitter, is gaining its importance in our daily life. Since the information exchanged over social networks are not only texts but also URLs, images, and videos, they are challenging testbeds for the study of data mining. In particular, we are interested in the problem of detecting emerging topics from social streams, which can be used to create automated "breaking news", or discover hidden market needs or underground political movements. Compared to conventional media, social media are able to capture the earliest, unedited voice of ordinary people. Therefore, the challenge is to detect the emergence of a topic as early as possible at a moderate number of false positives.
Another difference that makes social media social is the existence of mentions. Here, we mean by mentions links to other users of the same social network in the form of message-to, reply-to, retweet-of, or explicitly in the text. One post may contain a number of mentions. Some users may include mentions in their posts rarely; other users may be mentioning their friends all the time. Some users (like celebrities) may receive mentions every minute; for others, being mentioned might be a rare occasion. In this sense, mention is like a language with the number of words equal to the number of users in a social network.
We are interested in detecting emerging topics from social network streams based on monitoring the mentioning behavior of users. Our basic assumption is that a new (emerging) topic is something people feel like discussing, commenting, or forwarding the information further to their friends. Conventional approaches for topic detection have mainly been concerned with the frequencies of (textual) words [1] , [2] . A term-frequency-based approach could suffer from the ambiguity caused by synonyms or homonyms. It may also require complicated preprocessing (e.g., segmentation) depending on the target language. Moreover, it cannot be applied when the contents of the messages are mostly nontextual information. On the other hand, the "words" formed by mentions are unique, require little preprocessing to obtain (the information is often separated from the contents), and are available regardless of the nature of the contents. Fig. 1 shows an example of the emergence of a topic through posts on social networks. The first post by Bob contains mentions to Alice and John, which are both probably friends of Bob, so there is nothing unusual here. The second post by John is a reply to Bob but it is also visible to many friends of John that are not direct friends of Bob. Then in the third post, Dave, one of John's friends, forwards (called retweet in Twitter) the information further down to his own friends. It is worth mentioning that it is not clear what the topic of this conversation is about from the textual information, because they are talking about something (a new gadget, car, or jewelry) that is shown as a link in the text.
In this paper, we propose a probability model that can capture the normal mentioning behavior of a user, which consists of both the number of mentions per post and the frequency of users occurring in the mentions. Then this model is used to measure the anomaly of future user behavior. Using the proposed probability model, we can quantitatively measure the novelty or possible impact of a post reflected in the mentioning behavior of the user. We aggregate the anomaly scores obtained in this way over hundreds of users and apply a recently proposed changepoint detection technique based on the sequentially discounting normalized maximum-likelihood (SDNML) coding [3] . This technique can detect a change in the statistical dependence structure in the time series of aggregated anomaly scores, and pinpoint where the topic emergence is; see Fig. 2 . The effectiveness of the proposed approach is demonstrated on four data sets we have collected from Twitter. We show that our mention-anomaly-based approaches can detect the emergence of a new topic at least as fast as text-anomaly-based counterparts. Furthermore, we show that in three out of four data sets, the proposed mention-anomaly-based methods can detect the emergence of topics much earlier than the text-anomaly-based methods, which can be explained by the keyword ambiguity we mentioned above.
RELATED WORK
Detection and tracking of topics have been studied extensively in the area of topic detection and tracking (TDT) [1] . In this context, the main task is to either classify a new document into one of the known topics (tracking) or to detect that it belongs to none of the known categories. Subsequently, temporal structure of topics has been modeled and analyzed through dynamic model selection [4] , temporal text mining [5] , and factorial hidden Markov models [6] . Another line of research is concerned with formalizing the notion of "bursts" in a stream of documents. In his seminal paper, Kleinberg modeled bursts using the timevarying Poisson process with a hidden discrete process that controls the firing rate [2] . Recently, He and Parker developed a physics-inspired model of bursts based on the change in the momentum of topics [7] .
All the above-mentioned studies make use of textual content of the documents, but not the social content of the documents. The social content (links) has been utilized in the study of citation networks [8] . However, citation networks are often analyzed in a stationary setting.
The novelty of the current paper lies in focusing on the social content of the documents (posts) and in combining this with a change-point analysis.
PROPOSED METHOD
The overall flow of the proposed method is shown in Fig. 2 . Each step in the flow is described in the corresponding subsection. We assume that the data arrive from a social network service in a sequential manner through some API. For each new post, we use samples within the past time interval of length T for the corresponding user for training the mention model we propose below (Step 1). We assign an anomaly score to each post based on the learned probability distribution (Step 2). The score is then aggregated over users (Step 3) and further fed into SDNML-based changepoint analysis (Steps 4 and 5). We also describe Kleinberg's burst-detection method, which can be used instead of the SDNML-based change-point analysis in Section 3.6 (Step 6). We also discuss the scalability of the proposed approach in Section 3.8.
Probability Model
In this subsection, we describe the probability model that we used to capture the normal mentioning behavior of a user and how to train the model; see Step 1 in Fig. 2 .
We characterize a post in a social network stream by the number of mentions k it contains, and the set V of names (IDs) of the mentionees (users who are mentioned in the post).
There are two types of infinity we have to take into account here. The first is the number k of users mentioned in a post. Although, in practice a user cannot mention hundreds of other users in a post, we would like to avoid putting an artificial limit on the number of users mentioned in a post. Instead, we will assume a geometric distribution and integrate out the parameter to avoid even an implicit limitation through the parameter. The second type of infinity is the number of users one can possibly mention. To avoid limiting the number of possible mentionees, we use a Chinese Restaurant Process (CRP; see [9] ) based estimation; see also Teh et al. [10] who use CRP for infinite vocabulary. Formally, we consider the following joint probability distribution:
Here, the joint distribution consists of two parts: the probability of the number of mentions k ¼ jV j and the probability of each mention given the number of mentions. The probability of the number of mentions P ðk j Þ is defined as a geometric distribution with parameter as follows:
The probability of mentioning user v 2 V is denoted by v (where the sum of v over all users must be 1, P v v ¼ 1) and we assume that the k users in V are independently and identically mentioned. In other words, we ignore the dependences between mentionees and model them as bag of words [11] .
Suppose that we are given n past posts T ¼ fðk 1 ; V 1 Þ; . . . ; ðk n ; V n Þg from a user, and we would like to learn the predictive distribution
for that user; see Step 1 in Fig. 2 . First, we compute the predictive distribution with respect to the number of mentions P ðk j T Þ. This can be obtained by assuming a beta distribution as a prior and integrating out the parameter . The density function of the beta prior distribution is written as follows:
where and are parameters of the beta distribution and Bð; Þ is the beta function. By the Bayes rule, the predictive distribution can be obtained as follows:
Both the integrals on the numerator and denominator can be obtained in closed forms as beta functions and the predictive distribution can be rewritten as follows:
Using the relation between the beta function and gamma function, we can further simplify the expression as follows:
where m ¼ P n i¼1 k i is the total number of mentions in the training set T . We use parameters ¼ ¼ 0:5, which correspond to the Jeffreys prior for the Bernoulli likelihood, in the experiments. Note that Jeffreys prior for the geometric likelihood is not integrable.
Next, we derive the predictive distribution P ðv j T Þ of mentioning user v. The maximum-likelihood (ML) estimator is given as P ðv j T Þ ¼ m v =m, where m is the number of total mentions and m v is the number of mentions to user v in the data set T . The ML estimator, however, cannot handle users that did not appear in the training set T ; it would assign probability zero to all these users, which would appear infinitely anomalous in our framework. Instead, we use a CRP-based estimation; see [9] . The CRP-based estimator assigns probability to each user v that is proportional to the number of mentions m v in the training set T ; in addition, it keeps probability proportional to for mentioning someone who was not mentioned in the training set T . Accordingly, the probability of known users is given as follows:
On the other hand, the probability of mentioning a new user is given as follows:
We use ¼ 0:5 in the experiments.
Computing the Link-Anomaly Score
In this subsection, we describe how to compute the deviation of a user's behavior from the normal mentioning behavior modeled in the previous subsection; see Step 2 in Fig. 2 .
To compute the anomaly score of a new post x x ¼ ðt; u; k; V Þ by user u at time t containing k mentions to users V , we compute the probability (3) with the training set T ðtÞ u , which is the collection of posts by user u in the time period ½t À T ; t (we use T ¼ 30 days in this paper). Accordingly, the link-anomaly score is defined as follows:
The two terms in the above equation can be computed via the predictive distribution of the number of mentions (4), and the predictive distribution of the mentionee (5)- (6), respectively.
Combining Anomaly Scores from Different Users
In this subsection, we describe how to combine the anomaly scores from different users; see Step 3 in Fig. 2 . The anomaly score in (7) is computed for each user depending on the current post of user u and his/her past behavior T ðtÞ u . To measure the general trend of user behavior, we propose to aggregate the anomaly scores obtained for posts x x 1 ; . . . ; x x n using a discretization of window size > 0 as follows:
where x x i ¼ ðt i ; u i ; k i ; V i Þ is the post at time t i by user u i including k i mentions to users V i .
Change-Point Detection via SDNML Coding
In this subsection, we describe how to detect change points from the sequence of aggregated anomaly scores; see Step 4 in Fig. 2 .
Given an aggregated measure of anomaly (8), we apply a change-point detection technique proposed in [3] . This technique is an extension of ChangeFinder proposed in [12] , [13] that detects a change in the statistical dependence structure of a time series by monitoring the compressibility of a new piece of data. Urabe et al. [3] proposed to use a sequential version of normalized maximum-likelihood (NML) coding called SDNML coding [3] as a coding criterion instead of the plug-in predictive distribution used in [12] , [13] . Specifically, a change point is detected through two layers of scoring processes. The first layer detects outliers and the second layer detects change-points (see [12] , [13] ). In each layer, predictive loss based on the SDNML coding distribution for an autoregressive (AR) model is used as a criterion for scoring. Although the NML code length is known to be optimal [14] , it is often hard to compute. The SNML proposed in [15] , [16] is an approximation to the NML code length that can be computed in a sequential manner. The SDNML proposed in [3] further employs discounting in the learning of the AR models. The notion of SDNML has also been proposed by Giurc! aneanu et al. [17] , [18] , independent of [3] .
Algorithmically, the change-point detection procedure can be outlined as follows: For convenience, we denote the aggregated anomaly score as x j instead of s 0 j .
1. First-layer learning. Let x jÀ1 :¼ fx 1 ; . . . ; x jÀ1 g be the collection of aggregated anomaly scores from discrete time 1 to j À 1. Sequentially learn the SDNML density function p SDNML ðx j j x jÀ1 Þðj ¼ 1; 2; . . .Þ; see Section 3.7 for details. 2. First-layer scoring. Compute the intermediate changepoint score by smoothing the log loss of the SDNML density function with window size as follows:
3. Second-layer learning. Let y jÀ1 :¼ fy 1 ; . . . ; y jÀ1 g be the collection of smoothed change-point score obtained as above. Sequentially learn the second layer SDNML density function p SDNML ðy j j y jÀ1 Þðj ¼ 1; 2; . . .Þ; see Section 3.7 for details. 4. Second-layer scoring. Compute the final change-point score by smoothing the log loss of the SDNML density function as follows:
Bayesian theory is employed in the calculation of the predictive distribution described in Section 3.1. Meanwhile, the MDL principle is employed in the calculation of the predictive distribution for the change-point score (9).
These theories are consistently combined in our framework, because we measure both the anomaly score (7) and the change-point score (9) in terms of the logarithmic loss based on the predictive distributions.
Dynamic Threshold Optimization (DTO)
As a final step in our method, we need to convert the change-point scores into binary alarms by thresholding. Since the distribution of change-point scores may change over time, we need to dynamically adjust the threshold to analyze a sequence over a long period of time. In this subsection, we describe how to dynamically optimize the threshold using the method of dynamic threshold optimization proposed in [19] ; see Step 5 in Fig. 2 .
In DTO, we use a one-dimensional histogram for the representation of the score distribution. We learn it in a sequential and discounting way. Then the dynamically optimized threshold ðjÞ at time step j is defined as the least score value such that the tail probability above ðjÞ is no greater than . We call a significance-level parameter.
The details of DTO are summarized as follows: Let N H be a given positive integer. Let fqðhÞðh ¼ 1; . . . ; N H Þ : P N H h¼1 qðhÞ ¼ 1g be a one-dimensional histogram with N H bins, where h is an index of bins, with a smaller index indicating a bin having a smaller score. For given a; b such that a < b, N H bins in the histogram are set as fðÀ1; aÞ; In addition to the change-point detection based on SDNML followed by DTO described in previous sections, we also test the combination of our method with Kleinberg's burst-detection method [2] . More specifically, we implemented a two-state version of Kleinberg's burstdetection model. The reason we chose the two-state version was because in this experiment we expect no hierarchical structure. The burst-detection method is based on a probabilistic automaton model with two states, burst state and nonburst state. Some events (e.g., arrival of posts) are assumed to happen according to a time-varying Poisson processes whose rate parameter depends on the current state. The burst-detection method estimates the state transition sequence i t 2 fnonburst; burstg (t ¼ 1; . . . ; n) that maximizes the likelihood
where p sw is a given state transition probability, b is the number of state transitions in the sequence i t (t ¼ 1; . . . ; n), f exp ðx; Þ is the probability density function of the exponential distribution with rate parameter , and x t is the tth interevent interval. The optimal sequence can be efficiently obtained by dynamic programming [2] .
To obtain the event times and their intervals, we define an event as a point in time when the aggregated linkanomaly score (8) exceeds a threshold burst .
Computation of the SDNML Code Length
The SDNML density p SDNML in the change-point detection algorithm described in Section 3.4 is obtained by applying the SNML proposed by Roos et al. [15] , [16] to the class of AR model with a discounted ML estimation, which makes the SDNML-based change-point detection algorithm more flexible than an SNML-based one. Let x t 2 R for each t. We define the pth-order AR model as follows: To compute the SDNML density function, we need the discounted ML estimators of the parameters in . We define the discounted ML estimator of the regression coefficientâ a t as follows:â
where
is a sequence of sample weights with the discounting coefficient r (0 < r < 1); t 0 is the smallest number of samples such that the minimizer (10) is unique, " x x j :¼ ðx jÀ1 ; x jÀ2 ; . . . ; x jÀk Þ > . Note that the error terms from older samples receive geometrically decreasing weights in (10) . The larger the discounting coefficient r, the smaller the weights of the older samples become; thus, we have stronger discounting effect. Moreover, we obtain the discounted ML estimator of the variance t as follows:
where we defineê
Clearly, when the discounted estimator of the AR coefficientâ a j is available, t can be computed in a sequential manner. Note that we introduce discounting not only in the estimation of the AR coefficients (10), but also in the estimation of the variance t , while Urabe et al. [3] employed no discounting for the variance. In the sequel, we first describe how to efficiently compute the AR estimatorâ a j . Finally, we derive the SDNML density function using the discounted ML estimators ðâ a t ; t Þ.
The AR coefficientâ a j can simply be computed by solving the least-squares problem (10) . It can, however, be obtained more efficiently using the iterative formula described in [15] , [16] . Here, we repeat the formula for the discounted version presented in [3] . First, define the sufficient statistics V t 2 R pÂp and t 2 R p as follows:
Using the sufficient statistics, the discounted AR coefficient a a j from (10) can be written as follows:
t t : Note that t can be computed in a sequential manner. The inverse matrix V À1 t can also be computed sequentially using the Sherman-Morrison-Woodbury formula as follows:
t " x x t . Finally, the SDNML density function is written as follows:
where the normalization factor K t ðx tÀ1 Þ is calculated as follows:
Àððt À t 0 À 1Þ=2Þ Àððt À t 0 Þ=2Þ ;
Scalability of the Proposed Algorithm
The proposed link-anomaly-based change-point detection is highly scalable. Every step described in the previous subsections (Step 1-Step 6) requires only linear time against the length of the analyzed time period. Computation of the predictive distribution for the number of mentions (4) can be computed in linear time against the number of mentions. Computation of the predictive distribution for the mention probability in (5) and (6) can be efficiently performed using a hash table. Aggregation of the anomaly scores from different users takes linear time against the number of users, which could be a computational bottle neck but can be easily parallelized. SDNML-based change-point detection requires two swipes over the analyzed time period. Kleinberg's burst-detection method can be efficiently implemented with dynamic programming.
SYNTHETIC EXPERIMENTS

Experimental Setup
We generated synthetic data sets over 20 days from 100 users as we describe below. For each user, we assume that posts arrive from a Poisson process and draw the interpost intervals from an exponential distribution with a fixed rate. The average interpost interval (¼1/rate parameter of the Poisson process) is drawn from a Gamma distribution with shape parameter 1 and scale parameter 1 hour for each user. The number of mentions in each post is drawn from a geometric distribution with parameter 0.5, which corresponds to one mention per post in average. We identify the users by their IDs ranging from 0 to 99, and we measure the distance between them by the absolute difference in their IDs modulo 100, i.e., the users are organized on a circle. The ID j of each mentionee of a post at time t by the ith user is drawn independently as j ¼ roundði þ Þ mod 100, where is drawn from the Gaussian distribution N ð0; 2 t Þ. Note that the parameter t that controls how far users communicate with each other depends on time.
We generated two data sets. In the first data set, which we call "Synthetic100", we set t ¼ 1 from the first day to the 15th day and t ¼ 10 from the 16th day to the 20th day for all 100 users; therefore, we create an artificial changepoint in the communication pattern of the users at the 16th day. In the second data set, which we call "Synthetic20", the parameter t was varied for the first 20 users as in "Synthetic100", whereas for the rest of the users it was set t ¼ 1 for all t. Thus, it simulates the more realistic setting in practice where only some of the users react to the emerging topic.
We report the result of combining our proposed approach with SDNML-based change-point analysis and DTO, and with Kleinberg's burst-detection model. The For the burst-detection approach, we used the firing rate parameter of the Poisson point process 0.0001 (1/s) for the nonburst state and 0.001 (1/s) for the burst state, and the transition probability p sw ¼ 0:3. The threshold burst was set to 0.999-quantile point of the link-anomaly score (8) with ¼ 1 second; ¼ 1 second means aggregation over population without temporal averaging. We consider the transition from the nonburst state to the burst state as an "alarm". Fig. 3a shows that the proposed approach combined with SDNML-based change-point analysis, and DTO correctly identifies the change point at 9:00, January 16, for "Synthetic100" data set. We can clearly see that the proposed link-based anomaly score (green curve in Fig. 3a) is low in the period Jan 11-Jan 15 and high in the period Jan 16-Jan 20. The SDNML-based change-point analysis (the blue curve in Fig. 3a) sharply rises at the change-point and goes down to zero quickly. DTO converts the rise in change-point score into a binary sequence of alarms (the red curve in Fig. 3a) . The first detection time of SDNML+DTO was 9:00, Jan 16, ignoring the initial instability around Jan 11. Fig. 3b further demonstrates that the proposed link-based anomaly score can be combined with burst analysis. The two-state burst model correctly identifies the low state of Jan 11-Jan 15 and the high state of Jan 16-Jan 20. The first detection time of the burst approach was 9:01, Jan 16.
Results
Figs. 4a and 4b show the same plots for "Synthetic20" data set. Although the change in the link-based anomaly score at Jan 16 was smaller because of the reduced number of users who reacted to the topic, the proposed SDNML+DTO successfully raised an alarm at 10:30, January 16, ignoring the initial instability around January 11. The burst-detection approach raised an alarm at 9:13, January 16, which was earlier than the SDNML-based approach.
The above results show that the proposed approach can detect changes in the communication patterns of users even in a realistic setting when only some part of the users react to the emerging topic.
REAL DATA EXPERIMENTS
Experimental Setup
We collected four data sets from Twitter. Each data set is associated with a list of posts in a service called Togetter 1 ; Togetter is a collaborative service where people can tag Twitter posts that are related to each other and organize a list of posts that belong to a certain topic. Our goal is to evaluate whether the proposed approach can detect the emergence of the topics recognized and collected by people. Fig. 3 . Results for the synthetic data set "Synthetic100". The vertical dashed cyan line shows the true change-point at 9:00, Jan 16. Fig. 4 . Results for the synthetic data set "Synthetic20". The vertical dashed cyan line shows the true change-point at 9:00, Jan 16.
The four data sets we collected are called "Job hunting", "Youtube", "NASA", "BBC" and each of them corresponds to a user organized list in Togetter. For each list, we extracted a list of Twitter users that appeared in the list, and collected Twitter posts from those users. See Table 2 for the number of participants and the number of posts we collected for each data set. Note that we collected Twitter posts up to 30 days before the time period of interest for each user; thus, the number of posts we analyzed was much larger than the number of posts listed in Togetter.
For the proposed mention-anomaly model, we used ¼ ¼ ¼ 0:5 and T ¼ 30 days. For the SDNML-based change-point detection, we use the smoothing parameter ¼ 15, and the order of the AR model 30 in the experiments; the parameters in DTO were set as ¼ 0:05, N H ¼ 20, H ¼ 0:01, r H ¼ 0:005. For Kleinberg's burst model, the firing rate parameters of the Poisson point process we used were 0.001 (1/s) for the nonburst state and 0.01 (1/s) for the burst state. The transition probability was p sw ¼ 0:3. The threshold parameter burst was set to 0.9995-quantile point of the link-anomaly score (8) with ¼ 1 second. We consider the transition from the nonburst state to the burst state as an "alarm".
All the parameters we used in our experiments are listed in Table 1 .
We compared our proposed link-based anomaly detection approach against a text-based anomaly detection approach. More specifically, we removed mentions and retweets, extracted words (including URLs) from each post, and considered k as the number of words and V as the bagof-words representation of the post. We used the same SDNML-based change detection approach and Kleinberg's burst-detection approach in combination with the textbased anomaly score. The threshold parameter burst was set in the same way as above. We used MeCab 2 to extract words from twitter posts.
Furthermore, we include a keyword-based change-point detection method in the comparison. In the keyword-based method, we looked at a sequence of frequency (observed within 1 minute) of a keyword related to the topic; the keyword was manually selected to best capture the topic. Then we applied DTO described in Section 3.5 to the sequence of keyword frequencies. In our experience, the sparsity of the keyword frequency seems to be a bad combination with the SDNML method; therefore, we did not use SDNML in the keyword-based method. We also applied Kleinberg's burst-detection method to the arrival times of the keyword. We set burst ¼ 0, and used all posts that include the keyword for the burst analysis.
The keyword-based approach can only be used when we are expecting a burst of tweets mentioning the prespecified keyword, which could happen if we were making an advertisement campaign or any other kind of manipulation. However, here it should be regarded as a sanity check, since we are interested in automatically detecting the emergence of a topic without any intervention. Therefore, our goal is to detect emerging topics as early as the keyword-based methods. The keywords we used for the four data sets are summarized in Table 2 .
"Job Hunting" Data Set
This data set is related to a controversial post by a famous person in Japan that "the reason students having difficulty finding jobs is, because they are stupid" and various replies to that post.
The keyword used in the keyword-based methods was "Job hunting." Figs. 5a and 5b show the results of the proposed link-anomaly-based change detection and burst detection, respectively. Figs. 5c and 5d show the results of the text-anomaly-based change detection and burst detection, respectively. Figs. 5e and 5f show the results of the keyword-frequency-based change detection and burst detection, respectively.
The first alarm time of the proposed link-anomaly-based change-point analysis was 22:55, whereas that of the textanomaly-based counterpart was 22:51; see also Table 3 . The earliest detection was achieved by the keyword-frequencybased burst-detection method. Nevertheless, from Fig. 5 , we can observe that the proposed link-anomaly-based methods were able to detect the emerging topic almost as early as the text-anomaly-based methods and keyword-frequencybased methods with only 5 minutes of delay from the initial controversial post at 22:50.
"Youtube" Data Set
This data set is related to the recent leakage of some confidential video by the Japan Coastal Guard officer.
The keyword used in the keyword-based methods was "Senkaku. The first alarm times of the proposed link-anomaly-based change-point analysis and the text-anomaly-based changepoint analysis were both 08:44, Nov. 05, which were almost 9 hours after the first post about the video leakage. Although there is an elevation in the aggregated anomaly score (8) in Fig. 6a around midnight, Nov 05, it seems that SDNML fails to detect this elevation as a change-point. In fact, the linkanomaly-based burst detection (Fig. 6b) raised an alarm at 00:07, which is earlier than the keyword-frequency-based dynamic thresholding and closer to the keyword-frequencybased burst detection at 23:59, Nov 04. The alarm time of the text-anomaly-based burst detection was 01:24, Nov 05.
"NASA" Data Set
This data set is related to the discussion among Twitter users interested in astronomy that preceded NASA's press conference about discovery of an arsenic-eating organism.
TABLE 3 Detection Time and the Number of False Detections
The first detection time is defined as the time of the first alert after the event/post that initiated each topic; see also Figs. 5, 6, 7, 8. The first alarm times of the two link-anomaly-based methods were 22:20, Nov 30 (change-point detection) and 22:44, Nov 30 (burst detection), respectively. Both of these were earlier than NASA's official press conference (04:00, Dec 03) and were earlier than the text-anomaly-based methods (change-point detection at 08:17, Dec 01, ÃÃ and burst detection at 00:54, Dec 01). The keyword-based methods are even slower. The keyword-frequency-based dynamic thresholding raised an alarm at 04:10, Dec 03, ÃÃ after NASA's official press release; burst detection raised an alarm at 23:59, Dec 02; see Table 3 .
"BBC" Data Set
This data set is related to angry reactions among Japanese Twitter users against a BBC comedy show that asked "who is the unluckiest person in the world" (the answer is a Japanese man who got hit by nuclear bombs in both Hiroshima and Nagasaki but survived).
The keyword used in the keyword-based models was "British" (or "Britain"). Figs. 8a and 8b show the results of link-anomaly-based change detection and burst detection, respectively. Figs. 8c and 8d show the results of textanomaly-based change detection and burst detection, respectively. Figs. 8e and 8f show the same results for the keyword-frequency-based methods.
The first alarm times of the two link-anomaly-based methods were 19:52 (change-point detection) and 20:51 (burst detection), both of which were earlier than the textanomaly-based counterparts at 22:37 (change-point detection) and 23:14 (burst detection). See Table 3 . 
Discussion
Within the four data sets we have analyzed above, the proposed link-anomaly-based methods compared favorably against the text-anomaly-based methods on "Youtube", "NASA", and "BBC" data sets. On the other hand, the textanomaly-based methods were earlier to detect the topics on "Job hunting" data set. The proposed link-anomaly-based methods performed even better than the keyword-based methods on "NASA" and "BBC" data sets.
The above results support our hypothesis that the emergence of new topic is reflected in the anomaly of the way people communicate to each other, and also that such emergence shows up earlier and more reliably in the anomaly of the mentioning behavior than the anomaly of the textual contents. This is probably because the textual words suffer from variations caused by rephrasing, and also because the space of textual words is much larger than the space of twitter users.
Compared to the keyword-based methods, the above observation is natural, because for "Job hunting" and "Youtube" data sets, the keywords seemed to have been unambiguously defined from the beginning of the emergence of the topics, whereas for "NASA" and "BBC" data sets, the keywords are more ambiguous. In particular, in the case of "NASA" data set, people had been mentioning "arsenic"-eating organism earlier than NASA's official release but only rarely (see Fig. 7f ). Thus, the keywordfrequency-based methods could not detect the keyword as an emerging topic, although the keyword "arsenic" appeared earlier than the official release. For "BBC" data set, the proposed link-anomaly-based burst model detects two bursty areas (Fig. 8b) . Interestingly, the link-anomaly-based change-point analysis only finds the first area (Fig. 8a) , whereas the text-anomaly-based methods (Figs. 8c and 8d ) and the keyword-frequency-based methods only find the second area (Figs. 8e and 8f ). This is probably because there was an initial stage where people reacted individually using different words, and later there was another stage in which the keywords were more unified.
In our approach, the alarm was raised if the change-point score exceeded a dynamically optimized threshold based on the significance level parameter . Table 4 shows the number of false alarms for different threshold parameter values. We see that as increased, the number of false alarms also increased. Meanwhile, even when it was so small, our approach was still able to detect the emerging topics as early as the keyword-based methods. We set ¼ 0:05 as a default parameter value in our experiments. Although there are several alarms for "NASA" data set, most of them are more or less related to the emerging topic.
CONCLUSION
In this paper, we have proposed a new approach to detect the emergence of topics in a social network stream. The basic idea of our approach is to focus on the social aspect of the posts reflected in the mentioning behavior of users instead of the textual contents. We have proposed a probability model that captures both the number of mentions per post and the frequency of mentionee. We have combined the proposed mention model with the SDNML change-point detection algorithm [3] and Kleinberg's burst-detection model [2] to pinpoint the emergence of a topic. Since the proposed method does not rely on the textual contents of social network posts, it is robust to rephrasing and it can be applied to the case where topics are concerned with information other than texts, such as images, video, audio, and so on. We have applied the proposed approach to four real data sets that we have collected from Twitter. The four data sets included a wide-spread discussion about a controversial topic ("Job hunting" data set), a quick propagation of news about a video leaked on Youtube ("Youtube" data set), a rumor about the upcoming press conference by NASA ("NASA" data set), and an angry response to a foreign TV show ("BBC" data set). In all the data sets, our proposed approach showed promising performance. In three out of four data sets, the detection by the proposed link-anomalybased methods was earlier than the text-anomaly-based counterparts. Furthermore, for "NASA" and "BBC" data sets, in which the keyword that defines the topic is more ambiguous than the first two data sets, the proposed link-anomaly-based approaches have detected the emergence of the topics even earlier than the keyword-based approaches that use hand-chosen keywords.
All the analysis presented in this paper was conducted offline, but the framework itself can be applied online. We are planning to scale up the proposed approach to handle social streams in real time. It would also be interesting to combine the proposed link-anomaly model with text-based approaches, because the proposed link-anomaly model does not immediately tell what the anomaly is. Combination of the word-based approach with the link-anomaly model would benefit both from the performance of the mention model and the intuitiveness of the word-based approach.
