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imagine how K arl's catholic and dynamic spirit would have readily attracted her; indeed, their son Egon was to write nearly fifty years later in his own account of his father's life and work (49,* p. 115; originally published as two long articles in Biometrika):
'T o pass from an appreciation of literary and artistic values to a thirst for scientific knowledge involved no big step for minds searching to find in things an ideal of unity.'
W hen E. S. Pearson wrote this biography, he would have been very conscious of criticism by that time of some aspects of his father's scientific work, but his devotion to his father is apparent from the concluding words in his book (op. cit. p. 126):
. let us leave him, paying reverence to a great man who has preceded us, and confident that wherever the path of science may lead, Karl Pearson has contributed his full share of that pioneer work from which alone true progress can follow.' E. S. Pearson was not very old when the journal Biometrika was founded by his father and W eldon, with the help and sympathy of Francis Galton, its first issue appearing in October 1901. One reason for starting it was the difficulty Karl Pearson was experiencing in having some of his papers published by the Royal Society, which could not decide w hether they should be classified as mathematical or biological, and did not seem prepared to accept them as both. In any case the new journal was intended to reflect the keen advocacy of biometry by its founders; it became a convenient vehicle for many statistical papers emanating from Karl Pearson's departm ent, most of which had a biological inspiration or application. Later, especially when it was taken over by E. S. Pearson, it no longer felt obliged to restrict its fields of application, and has become an authoritative international journal on statistical methodology in general.
After finishing his school education at the Dragon School, Oxford, and W inchester College, E. S. Pearson would have liked to join up in the sum m er of 1914, but was considered by his father hardly fit enough physically, and went somewhat reluctantly to T rinity College, Cam bridge, being adm itted as an Entrance Scholar on 25 June of that year. His tutor was M r W hetham (afterwards Sir W illiam Dampier), and he obtained a First class in Part I of the M athematical T ripos at the end of his first year, in spite of being quite ill for a time. Still anxious to do something useful for the war effort, he obtained a post at the Admiralty and then the M inistry of Shipping. T his war service enabled him to qualify for his B.A. in 1920 (and M.A. in 1924) by taking a further approved course of study. Pearson was during this final Cambridge period a founding m em ber of the T rin ity M athem atical Society, which had its first m eeting on 29 A pril 1919. H e seconded the election of E. A. M ilne as Secretary, b u t succeeded him in that office for the academic year . At the Society m eeting on 11 February 1920, he read a paper entitled 'From Pythagoras to Jeans'. He became V ice-President for the year 1920-21, and a Life M em ber at the m eeting on 4 May 1921.
It was perhaps inevitable that his father, who had from 1911 become the first holder of the chair at U niversity College endowed by Francis G alton on his death, should at this stage have earmarked Egon Pearson for his departm ent, to which he was appointed as statistics lecturer. How m uch, if any , form al training he would have previously had in this subject is doubtful, but this was in any case largely rem edied by attending his father's lecture courses. His own interests certainly included those in the arts stem m ing from his m other's side of the family; he was able to enjoy some m em orable travels to Italy in the company of an older cousin, daughter of his m other's eldest sister who had m arried Sidney Courtauld, the industrialist. T his cousin was unm arried and usually had a female companion; this was how on a later trip of this kind he first m et his future wife Eileen (younger daughter of Russell Jolly).
T h e sister of this cousin m arried a sea-captain, and Egon Pearson also enjoyed several holidays at sea in their schooner yacht, sailing from Falm outh, where they lived, to Scotland. Some fifty years afterwards at a dinner at U niversity College London celebrating his eightieth birthday, Pearson rem arked that if he had had to choose between sailing, and attending statistical and mathematical conferences, he would have chosen the former.
By 1924 Pearson had become Assistant Editor of Biometrika. In 1933 his father resigned from the G alton Chair, and a College committee decided to split the departm ent into two, a D epartm ent of Eugenics (later to be re-nam ed H um an Genetics) with which the G alton Chair would be associated, and a separate D epartm ent of Statistics, of which E. S. Pearson was appointed H ead and prom oted to a Readership. T his decision did not find favour w ith K arl Pearson, nor with the new G alton Professor, R. A. Fisher.
In 1935 E. S. Pearson was appointed to a full professorship, and in 1936, when K arl Pearson died, became M anaging Editor of Biometrika.
. Important professional associations
Several years previously, in 1925, he had first met Jerzy Neyman, who had come to the G alton Laboratory for the first year of a two-year Fellowship from the Polish G overnm ent. T he N eym an-Pearson theory of testing statistical hypotheses which resulted from their collaboration over the next eight or nine years will be considered in part II. On the m ore personal level the association m ust have been a stim ulating one, which Pearson has himself described in a biographical account (1966, 111) Among the many statisticians who had been attracted to his father's departm ent, the one after N eyman who perhaps had most influence on Pearson was W. S. Gosset, or 'S tudent' as he was known during the period when his work with Guinness dem anded anonymity for external publications. As Pearson has noted (1966, 111, p E. S. Pearson's concentration on industrial applications of statistical m ethodology seems to have been a conscious decision on his part to strike out on a line of his own; and it says m uch for his patience and perseverance that, in spite of a rather shy and hesitant m anner, he was able to com m unicate so successfully w ith his industrial associates.
Biometrika
W hen he succeeded his father as M anaging Editor of Biometrika in 1936, he was to continue for thirty years, six years later than retirem ent from his Statistics Chair. Even then he still retained a post of Editor of Auxiliary Publications until 1975, thus m aintaining the family as sociation w ith the journal for three quarters of a century. In addition to his very thorough checking of subm itted papers, he was continually involved w ith the editing of various statistical tables, which were often first published in Biometrika before being issued in more perm anent form.
Before K arl Pearson gave up the editorship, he had set up a trust with not fewer than five trustees, of whom one ex officio was the M anaging E ditor, their responsibilities being to oversee the general management of the journal, especially on the financial side. W hen E. S. Pearson gave up the Editorship, while he remained a Trustee, the other Trustees arranged the reissue of some of his papers in collected form (115), as a mark of appreciation of his services to the journal. T he collection of joint papers w ith Jerzy N eym an were also published at about the same time (116).
The war years
O n the outbreak of war in 1939, U niversity College was evacuated, but Pearson in any case, w ith some of his departm ent, was seconded to the O rdnance Board. T his arrangem ent was, I believe, partly engineered by his U niversity College colleague A. V. Hill, who was involved with the preparation of the Central Register of Scientific and Technical Personnel (cf. Biographical Memoirs of the Royal Society 24, 113). T h e team were involved w ith the effectiveness of patterns of shell fragmentation against aircraft, and w ith the analysis of trials to measure these fragmentation patterns. Pearson gave a detailed account of this war work in an address given at the Eighth Conference on the Design of Experim ents in Army Research, D evelopm ent and Testing, held at W ashington, D .C ., in 1962 (reprinted in 115, pp. 314-323) . He also referred to this period in his after-dinner speech on the occasion of his 80th birthday, saying that he was 'in what m ight be term ed an operational research group for trials of explosive weapons'. W hile separate from the Operational Research Section of the A nti-aircraft Com m and formed in the sum m er of 1940, he noted a little later in this same speech that 'in the critical 1940-41 days of the war we had a good deal of contact with the Ack-Ack Command O.R. G roup which contained Andrew Huxley, before he was called off to the A dm iralty'.
Various reports on these research investigations for the Ordnance Board were issued during the period 1939-47, but have not been listed in the Bibliography.
Honours and awards
T he W eldon Prize and M edal in Biometry were awarded to E. S. Pearson in 1935 for his statistical work, including perhaps his association with Biometrika, the journal which W eldon had helped to establish. It had been offered in 1912 to his father, but refused by Karl Pearson on the ground that he was too old; as he suggested to the Electors, 'the W eldon M edal m ust go to encourage young men if it is to be fruitful to science' (see 49, p. 83).
In 1946 E. S. Pearson was awarded the C.B.E. for his contributions in the war, and in 1955 the Gold Medal of the Royal Statistical Society. He was also elected President of the Society for 1955-56, having previously been on its Council during 1934 -40, 1941 -46 and 1947 -52, and VicePresident 1945 -46 and 1947 In 1966 he was rather belatedly elected a Fellow of the Royal Society. T he difficulty of statisticians being considered in their own right, as against being, say, mathematicians or biologists, was being gradually overcome; but in his case there had also been some oversight in his re nom ination for election after the expiry of his first period of candidature, as both his original proposer, G. U dny Yule, and his seconder, M ajor Greenwood, had died in the meantime.
Final retirement
After the war Pearson had returned to University College, where his students continued to receive a solid grounding in practical statistical methods, a reflection of his father's training and of his own industrial and w ar-tim e interests.
In 1949 both he and his two daughters Judith and Sarah suffered a great personal loss in the death from pneumonia of his wife Eileen, whom he had m arried in 1934. He kept on his H am pstead house, however, for many years, even after his retirem ent, which was in effect to be in stages. In 1960, at the age of 65, he retired from the University College Chair. His reasons were probably mixed. In spite of a long-standing heart condition, and some trouble at times w ith his back, due to his con siderable height, he seemed in reasonable health. He no doubt thought that the departm ent m ight profit from a change, and that the recent developm ents in the use of large-scale com puters, or in the theory of stochastic processes and tim e-series, m ight then be better encouraged. H e did not, however, yet wish to give up his link with , and retained a room at the College as an office. Even when he gave up the Editorship in 1966, he still retained a post of Editor of Auxiliary Publications until 1975, his continuing work in editing statistical tables being recognized by this new title.
In 1967 he had moved to Cam bridge on m arrying M argaret T u rn er (nee Scott), widow of L. B. T u rn er, but in 1975 he once again became a widower, and, w ith his two daughters now grown up and free from his responsibility, he finally severed his official duties to Biometrika (apart from rem aining a Trustee), and moved to W est Lavington, near M id h u rst in Sussex. His new quarters had been chosen partly for convenience and to m aintain his independence, and partly for the beautiful country in the neighbourhood. U nfortunately after a time he was for health reasons no longer allowed to drive a car; and in spite of his various family and professional contacts he m ust have felt more isolated.
N evertheless he continued to be engrossed w ith his personal and biographical reminiscences, and m aintained a correspondence with pro fessional colleagues like D r J. O. Irw in (now retired in Switzerland), myself and others, keeping us inform ed of these activities. 'Now I have been putting in order some 100 letters exchanged between Gosset and myself in the years 1926 till his death in 1937; I give a separate com m ent which is inevitably to some extent autobio graphical. T here are also letters from Gosset to K .P. between 1908 and 1932. None of this will I expect be published, but think this historical record should be made available in xeroxed typescript form, to prevent the future " historian of science" doing a lot of guesswork, to fill the gaps between published papers. You probably know that Joan Box Fisher has just published a life of her father, but this is inevitably a little one sided . . .'
T h e last letter I myself received from Pearson was dated 29 December 1979, prior to an im pending visit of mine to Australia. Soon after my return in June 1980 I heard from Sarah Pearson that her father had died peacefully at M idhurst on 12 June, his two daughters being with him when he died. S t a t i s t i c a l p u b l i c a t i o n Pearson, however, felt that there was m uch more to be said on the question of choosing between possible statistical techniques, especially on the hypothesis-testing aspects, and began to discuss the formulation of general principles with Neyman. Fisher had discussed significance tests, but always on the basis of the null hypothesis. His defence of this position was at times misleading. T hus in Statistical methods for research workers (Oliver and Boyd, 4th ed., 1932, p. 116) , when discussing the test of a difference between two means, Fisher said: 'It has been repeatedly stated . . . that our m ethod involves the " assum ption" that the two variances are equal. T his is an incorrect form of statement; the equality of the variances is a necessary part of the hypothesis to be tested, namely that the two samples are drawn from the same normal population. T he validity of the £-test, as a test of this hypothesis, is therefore absolute, and requires no assum ption w hatever.' W hat Fisher om itted to add was that if the variance for the larger sample was in fact m uch smaller than the other the probability levels of the i-test could be seriously distorted, a practical point which was certainly not, as Fisher claimed, 'wholly academic'.
II.
In his discussion of the N eym an-Pearson theory, I. Hacking (Logic of statistical i n f e r e n c e , C .U .P., 1965, p. 81) has pointed out that it was these authors who first explicitly considered alternative hypotheses within the theory of testing. E. S. Pearson him self has generously acknowledged their debt to W. S. Gosset, noting, for example, in 1967 (115, p. 342):
'T h e idea of defining the class of " alternative hypotheses" formed an essential part of Jerzy N eym an's and my approach to the testing of statistical hypotheses. T h e germ of the idea which we formalized was alm ost certainly given to me by W. S. Gosset, though I doubt w hether he was aware of th is.'
T h e relevant letter from W. S. Gosset to Pearson, dated 11 May 1926, includes the following passage (quoted from 54, p. 211):
" In your large samples w ith a known norm al distribution you are able to find the chance that the mean of a random sample will lie at any given distance from the mean o f the population . . . T h at doesn't in itself necessarily prove that the sample is not drawn randomly from the population even if the chance is very small, say .00001: what it does is to show that if there is any alternative hypothesis which will explain the occurrence of the sample w ith a more reasonable probability, say .05 (such as that it belongs to a different population or that the sample w asn't random or whatever will do the trick) you will be very m uch more inclined to consider that the original hypothesis is not true ..."
T h e two m ain joint publications were 12, published in 1928, on the use of the 'generalized likelihood ratio' criterion, and 29, published in Phil. Trans, in 1933, on the general 'N eym an-Pearson theory'. T o indicate their scope, let us first define some relevant quantities (following Pearson's A ppendix to 111). Observations x ly ..., define a sample point E m the sample space W, w ith probability density depending on the hypothesis H . If p H is completely specified by , this hypothesis is called simple. If its functional form is known, but involves c unspecified param eters 0C , it is term ed a com w ith c degrees of freedom. T he set of admissible simple hypotheses is denoted by Q. T h e null hypothesis to be tested, denoted by H 0, will belong to Q if simple; if composite, it defines a subset of The likelihood ratio X is then defined as follows. Let A be the set of probabilities p H determ ined by simple hypotheses in Q and denote by Pn(E) the upper bound of A s . T hen
X = p 0(Z)lP{2(Z),
where p 0 is the probability density for H 0. If H 0 is composite, denote by A s(co) the subset of A s corresponding to the subset co, and by p m the upper bound of A £ ( co) . T hen the likelihood ratio associated with the composite hypothesis H 0 is defined by
X=pJE)lP{XI).
T h e principle of likelihood as proposed by Neyman and Pearson consisted of choosing a critical region determ ined by the inequality where to control the risk of rejecting H 0 if true, a value Ca is chosen for C such that Such a rejection is term ed an error of the first kind, and the risk a term ed the size of the test corresponding to the chosen critical region. In addition, however, Neyman and Pearson emphasized the possible error of the second kind, associated with the acceptance of H 0 if false. T he power of a test criterion in relation to a simple alternative H ' is defined by p = P{X>Ca\H'}.
A considerable num ber of results followed w ithin this framework, but the main results m ight perhaps be summarized by the following conclusions: (a) T o obtain the most powerful test for discriminating one simple hypothesis against another simple hypothesis, the critical region should be based on X (this was called the Fundamental Lemma). (b) T he conditions leading to maximum power /? for the same test under a num ber of alternatives (the test being then term ed uniformly most powerful) were very restricted. N ot only did H 0 have to be simple, but this m ight not suffice for the whole class of alternatives under con sideration (for example, when testing the true mean p 0 of a normal sample of known variance against the whole class of 'tw o-sided' alternatives P * p0). (c) W hen a most powerful test did not exist, it was claimed that the use of X led to a 'good' test.
W ith regard to (c) it seems helpful to distinguish between the one param eter case (for which the likelihood ratio, and Fisher's concept of sufficiency, were particularly relevant), and the m ulti-param eter case. T he latter case either involved one param eter of interest, the others being 'nuisance param eters' which might be eliminated by conditional pro cedures (or, failing that, approximately by maximum likelihood methods), thus reducing the problem to the one param eter case, or was essentially m ulti-param eter. In this last case any test may be regarded as a 'goodness of fit' test, this being emphasized by S. S. W ilks's derivation in 1938 of the asymptotic y f distribution for -2 log (more generally for -21ogT, where X' involves c param eters of interest, and other nuisance param eters to be eliminated asymptotically by maximum likelihood). Karl Pearson's classical %2 test is a special case of this last result.
T h e emphasis on power in the Neyman-Pearson theory has been criticized-for example, by Hacking in his general critique of the logic of statistical inference (1965, op. cit.) . T h u s it is easy to construct (discrete probability) cases where a test with good properties on the basis of power becomes absurd if an event w ith zero probability on the null hypothesis, b u t non-zero on the alternative, has been included in the acceptance region bu t has actually occurred. An example given by Hacking (p. 96 O f course test A conflicts with the likelihood ratio criterion, and would thus be excluded in the N eym an-Pearson theory. T h e example does, however, illustrate H acking's point, and draw attention to the relevance of conditional inference and the danger of relying solely and uncritically on evaluation 'in repeated sam pling'.
In a Bayesian approach there is apparently no need to invoke any sampling variability for our statistical inferences, which are always considered ju st for the data observed. Such an approach was rejected both by Fisher and by N eym an and Pearson-broadly speaking, for its m ixing of statistical probabilities or chances with other more subjective probabilities-though strongly advocated by Jeffreys, de Finetti and others.
Pearson him self was always open-m inded about 'rival' approaches to statistical inference. In a m uch later paper (1962, 98) , he admitted:
'I m ust confess that the older I get, the more difficult I find it to be positive in this m atter of statistical inference .... T here is perhaps in current literature a tendency to speak of the N eym an-Pearson contributions as some static system, rather than as part of the historical process of developm ent of thought on statistical theory which is and will always go on.' But in the same paper, in speaking of the Bayesian approach, he added: '. . . there are some fundam ental parts of the mechanism of subjective probability theory which simply will not at present get into gear with the way I think any more than they did 30 years ago. . . . 'T o have a unified mathematical model of the m ind's way of working in all these varied situations is certainly intellectually attractice. But is it always meaningful? I think that there is always this question at the back of my mind; can it really lead to my own clear thinking to put at the very foundation of the mathematical structure used in acquiring knowledge, functions about whose form I have often such imprecise ideas?' 8. Statistical methods in industry E. S. Pearson will doubtless be m ost readily rem em bered for his part in the development of the N eym an-Pearson theory of testing statistical hypotheses, but his sound, even painstaking, contributions to statistical methodology, particularly in relation to industrial applications, perhaps represent as im portant a part of his overall achievement. W hen W. H. Shewhart lectured in England and the Industrial and Agricultural Research Section of the Royal Statistical Society was started (cf. §2), Pearson had already given a paper (1933, 28) on quality control to the main Society, following his discussions with Shewhart in New York in 1931. In this 1933 paper he gave a clear exposition of the part statistical m ethod could play in the quality control of m anufactured products, noting the relevance of statistical techniques capable of dealing with the problem of many small samples (in contrast w ith one large one), such as Fisher's new analysis of variance techniques. He also, with his own predilection for visual display (cf. his Presidential address to the Statisti cal Society in 1956; 84), stressed the value of control charts, not only for means, but also for measures of variability, which it was also essential to control.
W ith the more mathematical aspects relegated to an appendix, the content of the paper was well received by the representatives from industry taking part in the discussion; and Pearson's conclusions-that statistical analysis gave a firm scientific basis for the establishm ent of economic standards of quality, and was an essential tool for the m anu facturer in his effort to m aintain such standards and to increase efficiency in production-seemed fully justified.
Pearson followed up this paper with one more specifically dealing with sampling problems, given to the new Industrial and Agricultural Research Section of the Statistical Society in 1934 (34) . He also completed a little book on the application of statistical m ethods to industrial standardisation and quality control for the British Standards Institution in 1935 (40) .
M any of Pearson's Biometrika papers reflected this industrial as sociation, such as investigations into the 'robustness' of sampling distri butions against non-norm ality of the parent population, often using 'M onte Carlo' m ethods when the mathematical theory was too in tractable. A particular set of papers (78, 79 and 102) discussed problems arising from the analysis of industrial accidents, Pearson noting both analogies and differences between industrial quality control and the control of industrial accidents..
Statistical tables
T he editing of tables, mostly arising from his editorship of , occupied a substantial part of E. S. Pearson's time, especially in later years. T h e changes coming with com puters were to some extent mixed, for, while the need for more standard mathem atical tables of functions and integrals m ight grow less, the facility for com puting exact integrals of m ore complicated statistical distributions enabled earlier approxim ations to be replaced by more precise solutions. T hus some tw enty of the items in the bibliography relate to this work (4, 59, 60, 62, 63, 64, 65, 70, 71, 73, 74, 80, 81, 83, 103, 105, 109, 118, 122, 126) . Particular items to be noted include the revised Tables for s t a t i s t i c i a n s , Vol. I in 1954 (80) and Vol in 1972 (125) , both edited in collaboration with H. O. Hartley.
Statistical inference in theory and practice
W hile the N eym an-Pearson collaboration in effect ended in 1934, Pearson was always concerned throughout his career with the interaction of theory and practice, and several papers return to the them e of the principles of statistical inference as he saw it. For example, 47 discussed at some length R. A. F isher's randomization 'principle', distinguishing carefully between validity and relevance. His conclusion was (p. 142 in the collection of papers, 111):
'T h e conception of randomization . . . is both exceedingly suggestive and often practically useful, but perhaps it should be described as a valuable device rather than a fundam ental principle.'
In a Biometrika article in 1942, arising out of a Geneva conference held ju st before the outbreak of W orld W ar II, Pearson further discussed the N eym an-Pearson theory, and made the telling point (111 p. 168):
'It has often been argued that a statistical test need only depend on the form of the probability law associated with the hypothesis tested. In the case where H 0 concerns the probability law of a single random variable and where p(x | H 0 ) is precisely specified, by m ation from xt o yi t has been shown that the probl on the basis of n independent values of x can always be reduced to another problem , which involves this question. Can we regard a sample • • -> y na s having been drawn from the rectangular distribution p(y \ h0 ) = 1, where O^y^l ? We are faced with a s fundam ental question and we have to consider w hether it can be answered in a rational m anner, unless we are prepared to take into account the kind of departures from the rectangular law that we either believe possible, or at any rate consider it most im portant to be on the look out for.' T here seems no doubt that Pearson's familiarity with routine sampling in industry, and, during the war, in the quality control of shells or other missiles, would favour his tendency to use a criterion of success based on 'the long ru n '; although he recognized the variety of situation which a statistician may encounter. T hus he noted in 1947 (111, p. 170):
'T here is a wide variety in the types of situation in which probability theory is introduced to help in reaching a decision as to further action. (A) At one extreme we have the case where repeated decisions m ust be made on results obtained from some routine procedure carried out under controlled conditions. (B) At the other is the situation where statistical tools are applied to an isolated investigation of considerable importance in which many of the issues involved in the conclusion can hardly be assessed in num erical term s.'
Pearson m ight well have included under (B) the problem s he had encountered quite early in his career, when he was trying to assess two broad biometrical fields of investigation. T he first concerned a theory of evolution put forward by D r J. C. Willis after studying the areal distribution of species and genera in Ceylon and New Zealand. In a paper in Biometrika (1923, 6) Pearson warned (p. 91):
'that the problem of discrim inating between the soundness of different theories of evolution, simply from a study of the present day distribution of the w orld's flora, is more difficult than he [Willis] has realised' and concluded (p. 108):
'D arw in's theory may not be adequate (that remains to be seen), but before it is declared to be obsolete . . . it is necessary that some more crucial tests should be produced to discriminate between it and the theory which is to replace it.'
T h e second problem arose from the classical contributions to theoreti cal ecology by A. J. Lotka (1925) and V. Volterra (1926) . V olterra's interest had been stimulated by D 'A ncona's investigations using fishery statistics, but again Pearson (1927 no. 10) was led to perceive the statistical difficulties in checking theoretical deductions from observa tional material, and concluded that the results used by D 'Ancona were not adequate for any satisfying check of V olterra's predictions.
Historical contributions
Finally, the feeling for a continuing development in statistical thought, in which he had been privileged to contribute, was very evident in Pearson's writings, and was reflected in his historical articles, his editing of his father's lectures on the history of statistics (135), and his editing of correspondence (cf. § 6). Item s in the bibliography classifiable under this heading are 49, 54, 85, 99, 108, 111, 117, 120, 125, 127, 130, 131 and 135. In one of his last letters to me, dated 30 M arch 1979, he referred further to the correspondence m entioned in his letter to D r Irwin (see §6), saying: 
