In this article, a primal-dual interior-point algorithm for semidefinite programming that can be used for analysing e.g. polytopic linear differential inclusions is tailored in order to be more computationally efficient. The key to the speedup is to allow for inexact search directions in the interior-point algorithm. These are obtained by aborting an iterative solver for computing the search directions prior to convergence. A convergence proof for the algorithm is given. Two different preconditioners for the iterative solver are proposed. The speedup is in many cases more than an order of magnitude. Moreover, the proposed algorithm can be used to analyse much larger problems as compared to what is possible with off-the-shelf interior-point solvers.
Introduction and motivation
In this work a structured semidefinite programming (SDP) problem is investigated and a tailored algorithm is proposed and evaluated. The problem formulation can, for example, be applied to an analysis of polytopic linear differential inclusions (LDIs). The reformulation from systems analysis problems to SDPs is described by Boyd, Laurent, Feron, and Balakrishnan (1994) and Gahinet, Apkarian, and Chilali (1996) . Another area of application is controller synthesis for parameterdependent systems described by Wang and Balakrishnan (2002) .
The software packages available to solve SDP problems are numerous. For example, if YALMIP (Lo¨fberg 2004 ) is used as an interface, nine available solvers can be applied. Some examples of solvers are SDPT3 (Toh, Todd, and Tu¨tu¨ncu¨2006) , DSDP (Benson and Yinyu 2005) and SeDuMi (Sturm 2001 , Po´lik 2005 , all of which are interior-point-based solvers. These solvers solve the optimisation problem on a general form. The problem size will increase with the number of constraints and the number of matrix variables. Hence, for large-scale problems, generic solvers will not have an acceptable solution time or terminate within an acceptable number of function calls. It is necessary to utilise the problem structure to speed up the performance. Here an algorithm is described that uses inexact search directions for an infeasible interior-point method. A memory efficient iterative solver is used to compute the search directions in each step of the interior-point method. In each step of the algorithm, the error tolerance for the iterative solver decreases, and hence the initial steps are less expensive to calculate than the last ones.
Iterative solvers for linear systems of equations are well studied in the literature. For applications to optimisation and preconditioning for interior-point methods see Vandenberghe and Boyd (1995) , Hansson and Vandenberghe (2001) , Gillberg and Hansson (2003) , Bergamaschi, Gondzio, and Zilli (2004) , Bonettini and Ruggiero (2007) , Cafieri, D'Apuzzo, de Simone, and di Serafino (2007) and Chai and Toh (2007) . Here a SDP problem is studied and hence the algorithms in Bergamaschi et al. (2004) , Bonettini and Ruggiero (2007) , Cafieri et al. (2007) and Chai and Toh (2007) are not applicable. In Vandenberghe and Boyd (1995) , Hansson and Vandenberghe (2001) and Gillberg and Hansson (2003) a potential reduction method is considered and an iterative solver for the search directions is used. In Gillberg and Hansson (2003) a feasible interior-point method is used, and hence the inexact solutions to the search direction equations need to be projected onto the feasible set which is costly. In Hansson and Vandenberghe (2001) and Vandenberghe and Boyd (1995) this was circumvented by solving one linear system of equations for the primal search direction and another linear system of equations for the dual search direction, however also at a higher computational cost. Furthermore, solving the normal equations in Gillberg and Hansson (2003) resulted in an increasing number of iterations in the iterative solver when tending towards the optimum.
In this article the augmented equations are solved, which results in an indefinite linear system of equations. The number of outer iterations in the iterative solver does not increase close to the solution. The behaviour of constant number of iterations in the iterative solver has also been observed in Hansson (2000) and Cafieri et al. (2007) . In Chai and Toh (2007) the same behaviour was noted for linear programming. There the augmented equations are solved only when the iterate is close to the optimum.
The set of real-valued vectors with n rows is denoted R n . The space of symmetric matrices of size n Â n is denoted S n . The space S n has the inner product hX, Y i S n ¼ Tr(XY T ). We will with abuse of notation use the same notation hÁ, Ái for inner products defined on different spaces when the inner product used is clear from context.
Problem definition
Define the optimisation problem to be solved as
where the decision variables are P 2 S n , x 2 R n x and S i 2 S nþm . The variables S i are slack-variables and only used to obtain equality constraints. Furthermore c 2 R n x and C 2 S n . Each constraint is composed of the operators
and
with A i 2 R nÂn , B i 2 R nÂm and M i,k 2 S nþm . The inner product hC, Pi is Tr(CP), and L i :
respectively, where the dual variable Z i 2 S nþm .
When we study (1) on a higher level of abstraction the operator
is used. Its adjoint is
where
and the corresponding finite-dimensional vector space Z ¼ R n x Â S n Â S n i (nþm) Â S n i (nþm) with its inner product hÁ, Ái Z . Furthermore, define the corresponding 2-norm kÁk 2 : Z ! R by kzk 2 2 ¼ hz, zi. We notice that the 2-norm of a matrix with this definition will be the Frobenius norm and not the induced 2-norm.
Throughout the presentation it is assumed that the mapping A has full rank. Furthermore, the duality measure is defined as
3. Inexact interior-point method In this work a primal-dual interior-point method is implemented. For such algorithms the primal and dual problems are solved simultaneously. The primal and dual for (1) with the higher level of notation are min c T x þ hC, Pi
and max À hM 0 , Zi
respectively. If strong duality holds, the Karush-Kuhn-Tucker (KKT) conditions defines the solution to the primal and dual optimisation problems (Boyd and Vandenberghe 2004) . The KKT conditions for the optimisation problems in (9) and (10) are
Interior-point methods are iterative methods which compute iterates that approach solutions to (11)-(14).
Equation (13) is relaxed by replacing it with
The set of solutions defined by ! 0 is called the central path. Interior-point methods proceed by computing search direction for the relaxed equations for smaller and smaller values of .
To derive the equations for the search directions in the next iterate, z þ ¼ z þ Dz, is defined and inserted into (11), (12) and (15). Then a linearisation of these equations is made. In order to obtain a symmetric update of the matrix variables we introduce the symmetrisation operator H : R nÂn ! S n that is defined as
where R 2 R nÂn is a so called scaling matrix and (15) is replaced with
For a thorough description of scaling matrices, see Wolkowicz, Saigal, and Vandenberghe (2000) and Zhang (1998) . The described procedure results in a linear system of equations for the search directions
HðDZS þ ZDSÞ ¼ I À HðZSÞ:
Here the centring parameter has been introduced to enable the algorithm to reduce the duality measure or to take a step towards the central path. For values of close to zero, a step to decrease the duality measure is taken, and for values of close to 1 a step to find an iterate closer to the central path is taken. These types of methods are called predictor-corrector methods.
Computing the search direction
To summarise the discussion so far, the resulting linear system of equations that is to be solved to obtain the search direction in an infeasible interior-point method is in the form
HðDZS
for some residuals D 1 , D 2 and D 3 . The residuals depend on the chosen method, e.g. infeasible or feasible method. Now an important lemma that makes the solution of the search directions well defined is presented.
Lemma 3.1: If the operator A has full rank, i.e. A(x) ¼ 0 implies that x ¼ 0, and if Z 1 0 and S 1 0, then the linear system of Equations (18)-(20) has a unique solution.
Proof: See Theorem 10.2.2 in Wolkowicz et al. (2000) or Todd, Toh, and Tu¨tu¨ncu¨(1998, p. 777) . oe Solving (21a)-(21c) is a well-studied problem. The fact that it is a linear system of equations enables a vectorisation of the equations to obtain a more insightful description. If the symmetric vectorisation is applied to (21a)-(21c) the following linear system is obtained:
where A 2 R n(nþ1)/2Ân x is the vectorisation of the operator A, i.e.
Since only real-valued functions and variables are studied the vectorisation of the adjoint function A corresponds to coefficient matrices for the transposed matrix A T . Furthermore,
It is easily seen that a non-singular scaling matrix R makes the function H invertible and hence are H DS and H DZ invertible. The system to be solved, (22), is a system of equations with n x þ n(n þ 1) variables. The invertibility of the symmetrisation operator implies the elimination of either the slack variable DS or the dual variable DZ. Eliminating the slack variable DS and reordering the vectorised variables results in
The system of equations in (24) is referred to as the augmented equations. The matrix H À1 DS H DZ is positive definite. This is an indefinite linear system of equations, i.e. it has a coefficient matrix with both positive and negative eigenvalues.
The question of how to solve the augmented equations in optimisation algorithms has received an increased research interest. A linear system of equations in the form (24) is also known as a saddle-point problem in the literature and is a well-analysed problem. Presenting a complete reference list in this subject is impossible, though Benzi, Golub, and Liesen (2005) give a very thorough discussion of saddle-point problems. Furthermore, an extensive overview of solution strategies is presented.
Although, (24) seems to have many tractable properties as pointed out in Section 1, it has some disadvantages. Solving an indefinite system of equations might not be preferred. The number of variables is quite large, and the symmetric coefficient matrix enables a reduction of variables. Eliminating the dual variable DZ in (24) results in
This system of equations is referred to as the normal equations. The coefficient matrix in the normal equations is a positive definite matrix. This can be seen in (25), since H À1 DS H DZ is positive definite and A has full rank. However, the advantages with the augmented system of equations, as mentioned in Section 1, are more important than the disadvantages pointed out above, and hence we will in this work use the augmented equations.
Algorithm
Now the optimisation algorithm will be presented. The algorithm is an inexact infeasible primal-dual predictor-corrector interior-point method. Using an infeasible method allows the use of inexact search directions since the solution does not need to be exact or projected into the space of solutions. In order to make the algorithm converge, it is based on a neighbourhood which decreases as the algorithm proceeds. The solver for the search directions solves a linear system of equations in each iterate with a decreasing error bound. Hence, the algorithm increases the accuracy in the solution of the search direction when tending towards the optimum.
For later use and to obtain an easier notation define K : Z ! S n i (nþm) Â S n Â R n x Â S n i (nþm) as
Now we define the set that will be used in the algorithm to define a neighbourhood for an iterate. Define the set as
where the scalars , and will be defined later on. Finally, define the set S for which the KKT conditions are fulfilled.
ð28Þ This is the set the algorithm is to converge toward. For a convex problem, it is noted that S is a single point.
In Algorithm 1 the overall algorithm is summarised, which is taken from Ralph and Wright (1997) , and adapted to semidefinite programming.
The Nesterov-Todd scaling matrix
A special choice of scaling matrix results in the so-called Nesterov-Todd (NT) direction which was introduced in Nesterov and Todd (1997) . To obtain the NT direction, we first define
Then the NT scaling matrix is given as the solution to R T nt R nt ¼ W nt . This scaling matrix has been widely tested and analysed in detail. It has shown good results in practical evaluations. In Algorithm 2 an efficient implementation is presented, the description is due to Todd et al. (1998) and follows the presentation in Vandenberghe, Balakrishnan, Wallin, Hansson and Roh (2005) . Algorithm 1. Inexact primal-dual method.
1: Choose 055 max 51, ! n i (n þ m), 40, 2 (0, 1), 05 min 5 max 1/2, 40, 0551 and z (0) 2 . 2: j 0 3: While min( rel , abs )4 break do 4:
if j even then 5: max 6: else 7: min 8:
end if 9:
Compute the scaling matrix R 10:
Solve (18)-(20) for search direction Dz ( j ) with a residual tolerance /2 11:
Choose a step length ( j ) as the first element in the sequence {1, , 2 , . . .} such that 1: Compute the Cholesky factorisations:
where is a positive definite and diagonal matrix and U and V are unitary matrices. 3: Compute the scaling matrix:
From Algorithm 2, it can be derived that
and R T nt ZR nt ¼ : ð31Þ
Iterative solver
It is the solution of (18)- (20), which is performed in step 10 of the algorithm, that requires the most effort in an interior-point method. In order to study (18)-(20) in more detail rewrite them as
Here the symmetric quasi-minimal residual (SQMR) method is chosen as the solver to find the search directions. The SQMR method does not require inner products with the transposed coefficient matrix which makes it computationally cheap. In the SQMR method an indefinite preconditioner can be used. It should be stressed that most other iterative methods for solving indefinite linear systems of equations only allow for positive definite preconditioner, which are not good enough, and especially not when solving KKT systems, e.g. Hansson (2000) . Another positive property is that this method does not require as much storage as the theoretically optimal GMRES solver. Finally, the solver has better convergence properties than the BiCG method (Greenbaum 1997, p. 92 ). An undesirable property is that the residual is not included in the algorithm. Hence, it must be calculated since the norm of the residual is required by the interior-point solver.
In Nachtigal (1991, 1994) , the original SQMR algorithm description is presented. To simplify the description, we rewrite (32a)-(32c) as B(Dz) ¼ b and denote the invertible preconditioner as P(Á). The algorithm described is SQMR without look-ahead for the linear system of equations using operator formalism. In Algorithm 3 the detailed description is presented.
Preconditioning
The construction of a good preconditioner is highly problem dependent. A preconditioner should reflect the main properties of the original system of equations and still be inexpensive to evaluate. There is a wide variety of preconditioners in the literature. In Benzi et al. (2005) the general class of saddle-point problems is studied and some preconditioners are discussed. In this section, only the preconditioners applicable to an indefinite system of equations are discussed.
There are many strategies to approximate the linear system of equations to obtain a preconditioner. A popular choice is to approximate the symmetric and positive definite (1, 1)-block of the coefficient matrix with some less complicated structure. Common approximations are to use a diagonal matrix Algorithm 3. SQMR on operator formalism. 1: Choose Dz (0) 2 Z and preconditioner P(Á) 2:
if Dz j has converged then 25:
stop 26:
end if 27:
if jÀ1 ¼ 0 then 28:
stop 29: else 30: u j P À1 (t) 31: j hr j , u j i 32: j j jÀ1
33:
q j u j þ j q jÀ1 34: end if 35: end for Here b, p, r, t, q, d 2 Z and , #, , v, , c 2 R. or a block-diagonal matrix. A special case of this strategy are the constraint preconditioners discussed in e.g. Cafieri et al. (2007) and Rozloznik and Simoncini (2003) . A collection of preconditioning strategies described previously can be found in Keller, Gould, and Wathen (2000) , Bergamaschi et al. (2004) , Dollar, Gould, and Schilders (2006) , Bonettini and Ruggiero (2007) and Forsgren, Gill, and Griffin (2007) . The preconditioner used in the initial stage of Algorithm 4 is of this type.
Another strategy of preconditioning is to replace the coefficient matrix with a non-symmetric approximation that is easier to solve, as described in Benzi and Golub (2004) and Botchev and Golub (2006) .
Finally, incomplete factorisations can be used. This is recommendable especially for sparse matrices, see Saad (1996) for further details.
In this work a two phase algorithm is described. The two separate phases are related to the change of properties of the linear system of equations when the iterates in the interior-point algorithm tend towards the optimum. The use of two separate preconditioners have previously been applied to linear programming problems in Chai and Toh (2007) and Bocanegra, Campos, and Oliveira (2007) .
Preconditioner I
To derive the preconditioner, assume that the constraints are closely related and in the sense that A i % A j , B i % B j , and M i , k % M j , k, i 6 ¼ j, and therefore an approximation assuming A i ¼ " A, B i ¼ " B and M i,k ¼ " M k is applicable. Inserting the average system matrices "
A, " B and " M k into (32a)-(32c) results in the following equations:
with obvious definition of " F and " G. Approximate W i with w i Á I nþm and define w AE ¼ P n i i¼1 1=w 2 i . Now rescale the equations and define the new variables DZ tot ¼
The simplified linear system of equations that is to be solved by the preconditioned iterative method is
"
Now define the partitioning
where DZ 11 2 S n . To derive a method for solving (34a)-(34c) we use the following change of variables:
Dx
where " M k,11 denotes the (1, 1)-block of the " M k matrices and L(X ) ¼ "
A. Now apply L À1 ðÁÞ "
B to the (1, 1)-block of (34a) and subtract it from the (1, 2)-block in (34a). Additionally apply hL À* (Á), M k,11 i to (34b) and subtract it from the k-th element in (34c). Using the variable change defined in (32a)-(32e) results in the following linear system of equations:
The resulting linear system of equations can be solved in a five step procedure. 
The vectorised linear system of equations in step 4 has (nmþm 2 ) þ (m(mþ1)/2) þ n x variables and can thus be solved in O(n 3 ) flops (assuming n ) m and n ) n x ).
Note that the coefficient matrix for the vectorised system of equations in step 2 in the algorithm needs only to be constructed once. The main cost is the solution of Lyapunov equations and the solution of the vectorised linear system of equations in step 4. This can be done at a total cost of O(n 3 ).
It is noted that the assumptions made to derive the preconditioner is not guaranteed to be fulfilled for a general problem. It is obvious that if these assumptions are violated the convergence speed will deteriorate for the iterative solver.
Preconditioner II
The inspiration to Preconditioner II is found in Gill, Murray, Ponceleo´n, and Saundeers (1992) . In that work the analysis does not consider block structure in the coefficient matrix. Furthermore, the problem is reformulated to obtain a definite coefficient matrix since the chosen solver requires a definite preconditioner. Here we will construct an indefinite preconditioner by identifying the constraints that indicate large eigenvalues for the scaling matrices and look at the linear system of equations and the block structure introduced by the constraints.
First recall the definition of the symmetric vectorisation operator svecðX Þ ¼ ðX 11 , ffiffi ffi 2 p X 12 , ...,X 22 , ffiffi ffi 2 p X 23 ,...,X nn Þ T : ð38Þ
The svec operator yields a symmetric coefficient matrix when applied to (32a)-(32c). For notational convenience define
To illustrate how Preconditioner II works, the vectorised version of (32a)-(32c) is studied. The linear system of equations for the search directions in a vectorised form can be written as
where H i , F i and G i denote appropriate sub-matrices.
To simplify the expressions in this section, define
Simple matrix manipulations give the solution of (39) as
It has been observed in simulations that the eigenvalues of W i grow large when the iterates tend towards the optimum for some of the constraints. This implies that the eigenvalues of H i grow large and hence will H À1 i N i % 0 since F i and G i do not change during the iterations and have element-wise moderate values.
To derive Preconditioner II, assume that
Then the approximate solution is
This can be interpreted as the solution to an approximation of (39). Written on vectorised form, the approximate solution (44) and (45) is the solution to
This linear system of equations has a nice structure. DP, Dx and DZ s can be found by solving a system of equations, as if we had a single constraint. The remaining dual variables DZ i , i 6 ¼ s are easily found by matrix inversions. The constraint s is found by studying the eigenvalues of the W i matrices. For each constraint the mean of the eigenvalues is calculated. The constraint with the smallest mean of the eigenvalues is defined to be s. The resulting equations for the preconditioner to solve are
The procedure is described in Algorithm 5. The solution of (47b)-(47d) is a well-studied problem. By using the results from Wallin, Hansson, and Harju Johansson (2008) , (47b)-(47d) can be solved at a total cost of O(n 3 ). Finally, the dual variables DZ i in (47a) are easily obtained by matrix inversions.
Numerical evaluation
All experiments are performed on a Dell Optiplex GX620 with 2GB RAM, Intel P4 640 (3.2 GHz) CPU running under CentOS 4.1. Matlab version 7.4 (R2007a) is used with YALMIP version 3 (R20070810) (Lo¨fberg 2004 ) as interface to the solver. As comparison SDPT3 version 4.0 (beta) (Toh et al. 2006 ) is used as underlying solver. Since the intention is to solve largescale optimisation problems, the tolerance for termination is set to 10 À3 for both the relative residual
and absolute residual
The residual is calculated as the 2-norm of the KKT equations (11)-(14). It is noted that both SDPT3 and the proposed solver terminate due to the relative residual being below the desired tolerance in all the problems in this simulation study. A comparison of absolute solution times is not always fair since the choice of implementation language is crucial. In SDPT3 the expensive calculations are implemented in C while the overview algorithm is written in Matlab. For the algorithm described and evaluated in this work the main algorithm, the iterative solver and Preconditioner I are written in Matlab. However the construction of the coefficient matrix in Preconditioner II is implemented in C and that is the operation that requires the most computational effort. Obviously an implementation in C of all sub-steps would improve the described solver. The similarity in the level of implementation in C makes a comparison in absolute computational time applicable. At least is the proposed solver not in favour in such a comparison.
The parameters in the algorithm are set to ¼ 0.01, max ¼ 0.9, min ¼ 0.01, ¼ 10 À6 , ¼ 0.9, ¼ 10 À8 and ¼ 10 7 Á lim , where lim ¼ max(kA(P, x) þ M 0 À Sk 2 , kA * (Z) À C È ck 2 ). The choice of parameter values are based on knowledge obtained during the development of the algorithm and through continuous evaluation. Note that the choice of max is not within the range of values in the convergence proof given in the Appendix. However, the choice is motivated by as good convergence as if max 2 ( min , 0.5]. This can be motivated by the fact that values close to zero and one correspond to predictor and corrector steps, respectively.
Switching between the preconditioners is made after 10 iterations. This is equivalent to five predictorcorrector steps. A more elaborate switching technique Algorithm 5. Preconditioner II.
1: Calculate the mean of the eigenvalues: 
could improve the convergence but for practical use, the result is satisfactory. The only information that Preconditioner II is given is if the active constraint has changed. This information is obtained from the main algorithm.
To obtain the solution times, the Matlab command cputime is used. Input to the solvers are the system matrices, so any existing preprocessing of the problem is included in the total solution time.
In order to monitor the progress of the algorithm the residual for the search directions is calculated in each iteration in the iterative solver. To obtain further improvement in practice, one could use the SQMR for free available bi-conjugate gradient (BCG) residual. However this results in that the exact residual is not known and hence the convergence might be affected.
Initialisation
For comparable results, the initialisation scheme given in Toh et al. (2006) is used for the dual variables,
k¼1,...,n x ðn þ mÞð1 þ jc k jÞ 1 þ kM i,k k 2 I nþm , where kÁk 2 denotes the Frobenius norm of a matrix. The slack variables are chosen as S i ¼ Z i while the primal variables are initialised as P ¼ I n and x ¼ 0.
Examples
To evaluate the suggested inexact algorithm with an iterative equations solver, randomly generated optimisation problems are solved. The procedure to generate the examples is described below. For the examples in this section all matrices generated by gallery.m have a condition number of 10 and are random. The procedure to generate an example is presented in Algorithm 6. 1: Define the scalar value . 2: Generate the mean system matrices " A, " B and " M k using gallery.m. 3: Generate the system matrices A i , B i and M i,k as
The matrix D A is a diagonal matrix where the diagonal is generated by rand.m while D B and D M i,k are generated by gallery.m. 4: Define c and C such that a feasible optimisation problem is obtained.
Results
To make an exhaustive investigation, different problem parameters have been investigated: 16, 25, 35, 50, 75, 100, 130, 165g m 2 f1, 3, 7g n i 2 f2, 5g 2 f0:01, 0:02, 0:05g:
For each case, there are 15 generated examples in order to find the average solution time.
The simulation results are presented in Figures 1-3 . There the solution times for randomly generated problems as described in Algorithm 6 are presented. The compared solvers are the suggested algorithm and the SDP solver SDPT3.
First the properties of the SDPT3 solver (Toh et al. 2006 ) are discussed. This solver is well tested and numerically stable. It solves all the problems generated up to n ¼ 75. However, the solver does not solve the larger problems since the solution times tend to be unacceptable and for even larger problem the solver cannot proceed. When n and/or the number of constraints n i is large, the solver will terminate due to memory restrictions. This motivates the use of inexact methods using an iterative solver since an iterative solver will require a substantial less amount of memory.
The suggested algorithm can solve large problems with lower computational time required than for the SDPT3 solver. A negative property that has been noted is that it will not converge on all the generated problems. Here it is the iterative solver for the search direction that fails to converge. However, when convergence occurs the solver is always faster than SDPT3 for large problems, n ! 50. In the figures, only solution times for problems where a solution is obtained are presented.
For the 2430 generated problems, 11% does not converge due to numerical problems in the calculations to find the search direction. The inability to converge is not uniformly distributed. For ¼ 0.01 every problem is solved and the worst case is when n ¼ 165, n i ¼ 5, m ¼ 7 and ¼ 0.05 with a failure rate of 47%. This is natural since this example is the one where the assumptions made in Preconditioner II might not be valid. See the Appendix for further details.
Conclusions
For the investigated optimisation problem, a tailored inexact primal-dual interior-point method has been proposed and investigated. Convergence has been established for the algorithm. The use of an infeasible inexact method raised the possibility to use an iterative solver in each iterate in the algorithm to find the search direction. In order to obtain good performance in the iterative solver, two separate preconditioners were developed.
The proposed algorithm has been investigated in a simulation study. In the study the solution time was reduced when compared to a state of the art SDP solver. Numerical problems were noted for the iterative solver. However, the proposed solver solved large-scale problems with a size unmanageable for the generic solver.
Z f 0 and S f 0. Combing these conclusions gives that z 2 S, which is a contradiction. Now assume that 40. Since 40 and z 2 it follows that K c (z) ¼ H(ZS) 1 0. To complete the proof two inequalities are needed. First note that det(H(ZS))40. To find the second inequality the Ostrowski-Taussky inequality (Lu¨tkepohl 1996, p. 56) ,
is applied to the symmetry transformation. This gives
where the last equality follows from z 2 . Combining the two inequalities gives 0 5 detðHðZSÞÞ detðZÞ Á detðSÞ:
Since the determinant is the product of all eigenvalues and z 2 , (A3) shows that the eigenvalues are nonzero and therefore Z 1 0 and S 1 0. This implies that z 2 þ , which is a contradiction. oe
The linear system of equations (18)-(20) for the step direction is now rewritten as @vecðKðzÞÞ @vecðzÞ vecðDzÞ ¼ vecðrÞ:
Note that the vectorisation is only used for the theoretical proof of convergence. In practice solving the equations is preferably made with a solver based on the operator formalism.
Lemma A.2: Assume that A has full rank. Letẑ 2 þ , and let 2 (0, 1). Then there exist scalars 4 0 and 2 ð0, 1 such that if @vecðKðzÞÞ @vecðzÞ vecðDzÞ À vecðrÞ
@vecðK c ðzÞÞ @vecðzÞ vecðDzÞ À vecðr c Þ ¼ 0,
and if the algorithm takes a step from any point in
then the calculated step length will satisfy !.
Proof: See Section A.2. oe
Now the global convergence proof is presented.
Theorem A.3 : Assume that A has full rank. Then for the iterates generated by the interior-point algorithm either z ( j ) 2 S for some finite j, or all limit points of {z ( j ) } belongs to S.
Remark A1: Note that nothing is said about the existence of a limit point. It is only stated that if a convergent subsequence exists, then its limit point is in S. A sufficient condition for the existence of a limit point is that {z ( j ) } is uniformly bounded (Polak 1971) .
Proof: Suppose that the sequence {z ( j ) } is infinite and it has a subsequence which converges toẑ = 2 S. Denote the corresponding subsequence { j i } with K. Then for all 0 40, there exists a k such that for j ! k and j 2 K it holds that kz ð j Þ Àẑk 2 0 : ðA8Þ Sinceẑ = 2 S it holds by Lemma A.1 thatẑ 2 þ and hence from Lemma A.2 and (8) that there exists a 4 0 and 2 ð0, 1 such that for all z ( j ) , j ! k such that kz ð j Þ Àẑk 2 it holds that ð jþ1Þ À ð j Þ Àð1 À max Þ ð j Þ 5 Àð1 À max Þ 2 5 0:
Now take 0 ¼. Then for two consecutive points z ( j ) , z ( jþi) of the subsequence with j k and j 2 K it holds that ð jþiÞ À ð j Þ ¼ ð ð jþiÞ À ð jþiÀ1Þ Þ þ ð ð jþiÀ1Þ À ð jþiÀ2Þ þ Á Á ÁÞ þ ð ð jþ1Þ À ð j Þ Þ 5 ð jþ1Þ À ð j Þ Àð1 À max Þ 2 5 0:
Since K is infinite it holds that { ( j ) } j2K diverges to À1.
The assumptionẑ 2 þ gives that 4 0, which is a contradiction. oe
To simplify the proof of Lemma A.2, two preliminary lemmas are presented.
Lemma A.4: Assume A 2 S k is symmetric. If kAk 2 a, then
Proof: Denote the i-th largest eigenvalue of a matrix A with i (A). Then the norm fulfils 
First a property for symmetric matrices is stated for later use in the proof.
where A, B, C, D 2 S n þ , Property (18) in Lu¨tkepohl (1996, p. 44 
Notice that z 2 B by Lemma A.5 implies that S # S ÀI niðnþmÞ and Z #Ẑ ÀI niðnþmÞ . Then it holds that ¼ hZ, Si n i ðn þ mÞ ! hẐ ÀI niðnþmÞ ,Ŝ ÀI niðnþmÞ i n i ðn þ mÞ ! hI niðnþmÞ ,I niðnþmÞ i n i ðn þ mÞ
where the first inequality follows from (A16) and what was mentioned above. The second inequality is due to (A17) and (A16). Similarly as in the proof of Lemma A.1 it also holds that Z, S 1 0. Now since A has full rank it follows by Lemma 3.1 that (@vec(K(z))/@vec(z)) is invertible in an open set containing B. Furthermore, it is clear that (@vec(K(z)) /@vec(z)) is a continuous function of z, and that r is a continuous function of z and . Therefore, for all z 2 B, 2 ( min , 1/2], it holds that the solution Dz 0 of @vecðKðzÞÞ @vecðzÞ vecðDz 0 Þ ¼ vecðrÞ,
satisfies kDz 0 k 2 C 0 for a constant C 0 40. Introduce Dz ¼ Dz À Dz 0 . Then from the bound on the residual in the assumptions of this lemma it follows that @vecðKðzÞÞ @vecðzÞ vecðDzÞ 2 ðA20Þ is bounded. Hence there must be a constant C40 such that kDzk 2 C. Let C ¼ C 0 þ C40. It now holds that kDzk 2 C for all z 2 B, 2 ( min , 1/2]. Notice that it also holds that kDZk 2 C and kDSk 2 C. Define ð1Þ ¼=2C. Then for all 2 ð0, ð1Þ it holds that ZðÞ ¼ Z þ DZ #Ẑ ÀI niðnþmÞ þ DZ # 2I niðnþmÞ ÀI niðnþmÞ À 2 I niðnþmÞ 1 0, ðA21Þ
where the first inequality follows by Lemma A.5 and z 2 B, and where the second inequality follows from (A17). The proof for S() 1 0 is analogous. Hence it is possible to take a positive step without violating the constraint S() 1 0, Z() 1 0. Now we prove that K c ðzÞ ¼ HðZðÞSðÞÞ # ðÞI niðnþmÞ ðA22Þ
for some positive . This follows from two inequalities that utilises the fact that @vecðK c ðzÞÞ @vecðzÞ Dz À vecðr c Þ ¼ 0 , HðDZS þ ZDSÞ þ HðZSÞ À I niðnþmÞ ¼ 0 
where D min ¼ min i i ðHðDZDSÞÞ. Note that D min is bounded. To show this we note that in each iterate in the algorithm Z and S are bounded and hence R is bounded since it is calculated from Z and S. Hence H(DZDS) is bounded since kDZk 2 5C and kDSk 2 5C. Moreover n i ðn þ mÞðÞ ¼ hZðÞ, SðÞi ¼ hHðZðÞSðÞÞ,I niðnþmÞ i ¼ hð1 À ÞHðZSÞ þ I niðnþmÞ þ 2 HðDZDSÞ, I niðnþmÞ i ¼ ð1 À ÞhZ, Si þ n i ðn þ mÞ þ 2 hDZ, DSi ð1 À Þn i ðn þ mÞ þ n i ðn þ mÞ þ 2 C 2 : ðA25Þ
The last inequality follows from hDZ, DSi kDZk 2 Â kDSk 2 C 2 . Rewriting (A25) gives ðÞ ð1 À þ Þ þ 2 C 2 n i ðn þ mÞ :
Clearly ½ð1 À Þ þ À 2 j D min j I niðnþmÞ # ½ð1 À Þ þ þ 2 C 2 n i ðn þ mÞ I niðnþmÞ ðA27Þ
implies (A22), which (assuming that 40) is fulfilled if ð1 À Þ C 2 =n i ðn þ mÞ þ j D min j :
Recall that ! min 40, 5 max 51 by assumption and that 0 5 2 by (A18). Hence witĥ
(A22) is satisfied for all 2 ð0, ð2Þ . We now show that ðÞI niðnþmÞ # HðZðÞSðÞÞ:
First note that ! n i(nþm) . Then n i ðn þ mÞ where the first expression is fulfilled by definition. The second equivalence follows from a property of the trace of a
