Abstract. This paper presents a new algorithm that computes the local algebras of the roots of a zero-dimensional polynomial equation system, with a number of operations in the coefficient field that is polynomial in the number of variables, in the evaluation cost of the equations and in a Bézout number.
Introduction
In all that follows, K is a field of characteristic zero, K[x 1 , . . . , x n ] is the ring of polynomials in n variables over K, and f 1 , . . . , f s , g are elements of K[x 1 , . . . , x n ]. We assume that the system
has a finite set of solutions over the algebraic closureK of K, which implies in particular that s is at least n. For any ideal J of K[x 1 , . . . , x n ], we let J : g ∞ denote the saturation of J with respect to g, that is {f | ∃m ≥ 0, g m f ∈ J }. The roots of the system (1.1) are exactly the zeros of the ideal (f 1 , . . . , f s ) : g ∞ . For p = (p 1 , . . . , p n ) ∈K n , we letK[[x 1 − p 1 , . . . , x n − p n ]] be the ring of formal power series in x 1 − p 1 , . . . , x n − p n overK. The local algebra of p as a root of (f 1 , . . . , f s ) : g ∞ is theK-algebra
The multiplicity µ p of p as a root of (f 1 , . . . , f s ) : g ∞ is the dimension of D p . The purpose of this paper is an algorithm that computes the roots of system (1.1) together with their local algebras, with a number of operations in K that is polynomial in the number n of variables, in the evaluation cost of the equations, and in a Bézout number associated to the input system. 1.1. Main Result. The Kronecker solver of [17] computes the set of roots of (1.1) providing that s = n and that for i ∈ {1, . . . , n − 1}, the ideal (f 1 , . . . , f i ) : g ∞ is radical and f i+1 is a non-zero divisor in K[x 1 , . . . , x n ]/(f 1 , . . . , f i ) : g ∞ ; in this case, f 1 , . . . , f n is said to be a reduced regular sequence in the open subset {g = 0}, that is, in the complementary of the set of zeros of g in the affine spaceK n . The algorithm returns the roots of (1.1) under the form of a sequence of univariate polynomials Q, V 1 , . . . , V n ∈ K[T ] such that the set of zeros of (f 1 , . . . , f n ) : g ∞ inK n is {(V 1 (α), . . . , V n (α))|Q(α) = 0}, and such that the degree of Q equals the number of zeros of (f 1 , . . . , f n ) : g ∞ . In the definition of reduced regular sequences, the last ideal (f 1 , . . . , f n ) : g the multiplicity of (V 1 (α), . . . , V n (α)) as a root of (f 1 , . . . , f n ) : g ∞ is the one of α as a root of χ. The sequence χ, V 1 , . . . , V n is called a univariate representation of (f 1 , . . . , f n ) : g ∞ . It is called a univariate representation in x 1 when V 1 = T ; in this case, we omit to mention V 1 .
In this paper, we modify the last step of the Kronecker solver so that it further computes:
• an integer ρ;
• a sequence of integers µ 1 , . . . , µ ρ and a sequence of pairwise relatively prime univariate polynomials Q 1 , . . . , Q ρ ∈ K[T ] such that χ = Q In the sequel, we refer to the sequence (µ l , Q l , M A univariate representation in x 1 of (f 1 , f 2 ) :
A local univariate representation of (f 1 , f 2 ) is ρ = 2,
x2 = (1) for the two simple roots (−1, 1) and (1, 1), and during the computation, we manipulate straight-line programs without divisions. In this paragraph, we collect the classical complexity results that will be useful afterwards. For this purpose, we let R denote any unitary ring, and for any couple of functions (f, g), we say that f ∈Õ(g) when f /g belongs to O(log(g) β ) for some positive β. The cost of an arithmetic operation between polynomials of R[T ] of degree at most d, that is, addition, multiplication or Euclidean division by a monic polynomial, belongs toÕ(d) in terms of arithmetic operations in R. Sums and products of matrices of size n × n with entries in R can be performed with O(n 3 ) arithmetic operations in R; the determinant and inverse of such a matrix can be computed with O(n 4 ) operations, and O(n 3 ) if R is a field (see for instance [3, Chapters 15 and 16] for complexity results in linear algebra). We do not use a better exponent for matrix multiplication than 3 because this does not yied a significant speed up within our main algorithm. For example, the evaluation of a straight-line program of size L on n × n matrices over K costs LO(n 3 ) arithmetic operations in K.
In Section 5, we obtain our following main complexity result: Theorem 1.3. Let K be a field of characteristic zero and let f 1 , . . . , f s , g be polynomials in K[x 1 , . . . , x n ] given by a straight-line program of size L. Let us assume that the system f 1 = · · · = f s = 0 with g = 0 has a finite set of solutions over the algebraic closureK of K, and let d 1 , . . . , d s denote the total degrees of f 1 , . . . , f s respectively with 
The correctness of the output relies on random choices of O(ns) elements of K; choices for which the result is not correct are enclosed in a strict algebraic subset.
As suggested in Theorem 1.3, our algorithm is a Monte Carlo algorithm (see [14, Section 6 .5] for a definition). We do not estimate its probability of failure in this paper. Although we cannot certify that the result is correct, we can always check that the evaluation of the input at the output is actually zero. The only case of failure thus corresponds to a loss of information about the set of points or the structure of the multiplicities.
In the general case, that is for a positive dimensional ideal, one often describes a primary decomposition Q 1 ∩ · · · ∩ Q r of the ideal I by giving a set of generators of each Q j , j ∈ {1, . . . , r}. A set of generators of the primary ideal corresponding to an isolated root p can be deduced from the matrices of the variables with respect to a basis of its local algebra D p by performing linear algebra in D p , with a cost that is polynomial in n and in the multiplicity of the root p (see [13] ). The output of our algorithm is thus equivalent to the primary decomposition of the input ideal.
1.2. Related Works. There are several well known algorithms for computing a primary decomposition in the general case: the algorithms of [12, 15, 39] for polynomial ideals over a field of characteristic zero all take root in the work of Seidenberg [36, 37, 38] ; they are summarized and compared in [7, 21] , and some variants are given in [4, 32] . The algorithm of [15] reduces to the zero dimensional case thanks to a general position, whereas the algorithms of [12, 39] deduce the primary decomposition of a given ideal I from the one of its radical ideal √ I by localizations. Finally, the algorithm of [40] extends the one of [15] to algebraic function fields of positive characteristic.
All the above mentioned algorithms rely on Gröbner bases computations. In the zero-dimensional case, one can compute the decomposition of the quotient ring in local algebras from a Gröbner basis of the ideal by linear algebra as explained in [1] . Another classical way to obtain the local algebra of a given isolated root is to compute a standard basis with respect to a local ordering by using the tangent cone algorithm of [33] , which is extended to mixed ordering in [20] ; a discussion on the different ways to represent the multiplicity structure of an isolated root can be found in [31] .
In all the previous algorithms, polynomials are represented by vectors of their coefficients in the canonical monomial basis. In the zero-dimensional case, a Gröbner basis computation can lead to a combinatorial number of monomials in the cost analysis as explained in [2] . Instead of expanding a polynomial in the monomial basis, we can represent it as the function that computes its values at any given point.
One often refers to these methods as evaluation techniques (see the introduction of [8] for a detailed bibliography).
The algorithms of [6, 34] already take advantage of the evaluation property of the input system. Indeed, given a polynomial system f 1 = · · · = f s = 0 together with an isolated root p ∈ K n , this algorithm computes the matrices of multiplication by the variables with respect to a basis of the local algebra of p as a root of (f 1 , . . . , f s ) thanks to the duality between polynomials and formal power series in differential operators. But the bound on the cost of the algorithm given in [34, Proposition 4.1] still depends on the number of monomials obtained by derivation of the monomials of f 1 , . . . , f s , which can yield to a combinatorial number; although we believe that the latter cost is pessimistic, we did not found a better estimate in the literature.
For the first time, our algorithm underlying Theorem 1.3 computes the primary decomposition of a zero-dimensional ideal by pure evaluation techniques, with a cost that does not involve a number of monomials up to a certain regularity.
In order to tackle a multiple zero, deflation algorithms [18, 19, 28, 30] can be used to compute a new system with the same root but simple. The one of [28] actually performs this task in a symbolic context, and is a central device in the equidimensional decomposition of [29] . One motivation of the present article is the computation of the primary decomposition in the same vein as [29] but without relying on deflation. We achieved this goal for dimension zero, but with much higher exponents than in the smooth case.
1.3.
Overview of the algorithm. For the sake of simplicity, we assume in the rest of this section that the number s of equations equals the number n of variables; the general case is achieved in Section 4.2. Our algorithm splits into three main steps: first, we bring the question back to the intersection of a reduced curve with an hypersurface; then, we compute the module of a curve germ; finally, we intersect the curve and the hypersurface by performing linear algebra in the latter module.
1.3.1. Computation of the Radical. We show in Section 2.1 that even if it means replacing the equations f 1 , . . . , f n with random linear combinations of f 1 , . . . , f n , one can safely assume that f 1 , . . . , f n is a reduced regular sequence in the complementary {g = 0} of the set of zeros of g. In particular, this implies that (f 1 , . . . , f n−1 ) : g ∞ is a radical ideal whose associated primes all have dimension one. After performing a random affine change of variables in the input system, the Kronecker solver of [17] can compute the univariate representation χ, V 2 , . . . , V n in x 1 of the ideal (f 1 , . . . , f n ) : g ∞ . In order to complete the primary decomposition of (f 1 , . . . , f n ) : g ∞ , we will compute all the local algebras of the multiple roots together by using dynamic evaluation in K[T ]/(Q), where Q denotes the square-free part of χ. By performing the translation
, we come back to the computation of the local algebra of the origin 0. This preparation step is detailed in Section 2 and dynamic evaluation is treated in Section 5; in Sections 3 and 4, we focus on the computation of the local algebra at the origin as defined in (1.2) , that is 
(1.4) holds; in short we refer to B 0 as the module of the curve germ.
The Kronecker solver computes the Kronecker representation in x 2 of the ideal I, that is made of some bivariate polynomials q, w 3 , . . . , w n ∈ K[x 1 , x 2 ] verifying the two following properties in particular:
∀j ∈ {3, . . . , n}, (∂q/∂x 2 )x j − w j ∈ I (1.6) (see Section 2.3 for a definition). We prove in Section 3.1 that B 0 is a submodule of the
for suitable integers δ 0 and m 0 that are related to q. This allows us to perform all the computations in the canonical basis of L 0 ; for instance, property (1.6) permits us to identify the variables x 3 , . . . , x n to elements of L 0 . On the other hand, (1.5) 
Computation of the Radical
In this section, we first reduce the question to a generic situation by choosing new sets of generators and variables. Then we can use the Kronecker solver to compute the univariate representation in x 1 of the zero-dimensional ideal generated by the n first new equations, and the Kronecker representation in x 2 of the unmixed onedimensional radical ideal I defined in (1.3). All the conclusions of these operations are summarized in Section 2.4. The probabilistic aspect of our algorithm comes from this step.
2.1. Generic Sequence of Generators. The following variant of Bertini's lemma ensures that a suitable random mix of the input equations allows us to use of the Kronecker solver. This idea has often been used in an algorithmic aim, for instance in [16, 22, 25, 27] .
Lemma 2.1. Let τ = min(s, n + 1). There exists a Zariski dense open subset K of K τ s such that for all α = (α k,ℓ ) 1≤ℓ≤τ, 1≤k≤s ∈ K, the sequence
satisfies the following properties:
Proof. Following [27] , we let V, respectively, V i for i ∈ {1, . . . , τ }, denote the variety of zeros of (f 1 , . . . , f s ) inK n , respectively, of (g 1 , . . . , g i ). We letṼ, respectively,Ṽ i , denote the variety of zeros of (f 1 , . . . , f s ) : g ∞ inK n , respectively, of (g 1 , . . . , g i ) : g ∞ ; the irreducible components ofṼ i are the components of V i that are not included in the set of zeros of g. By [27, Lemma 1], for α in a Zariski dense open subset ofK τ s , for any irreducible component W of V i of dimension n − i, either W is a component of V, or the variety of zeros of g i+1 intersects W regularly. Then for i ∈ {1, . . . , n − 1}, the variety of zeros of g i+1 intersects all the components ofṼ i regularly sinceṼ is zero-dimensional. The sequence g 1 , . . . , g n is thus regular in {g = 0}. In the overdetermined case, the previous alternative ensures us that, if m is a point ofṼ n that do not belong toṼ, then m does not vanish g n+1 , which gives part (b). Lastly, a similar argument with [27, Lemma 2] yields the radicality of the ideals (g 1 , . . . , g i ) :
Generic Choice of Coordinates.
We say that a positive dimensional ideal 
. . , x r )-algebra. One says that a linear form u = λ r+1 x r+1 + · · · + λ n x n with λ r+1 , . . . , λ n ∈ K is a primitive element for I if its set of powers generates B ′ . If I is any zero-dimensional ideal, then the linear form u = λ 1 x 1 + · · · + λ n x n is a primitive element for the radical ideal √ I of I if and only if it takes distinct values when evaluated at the roots of I inK n . In the following lemma, we let φ denote an affine change of variables of the form φ :
. . .
where all the α k,l and β k belong to K.
Lemma 2.2. Let f 1 , . . . , f n be a reduced regular sequence in {g = 0}. Then there exists a Zariski dense open subset of maps φ for which the ideal (
∞ is in general Noether position with primitive element x 2 , and for which x 1 is a primitive element for the radical ideal of (
Proof. The lemma is a direct consequence of [8, Proposition 4.3] .
Example 2.3. Let n be 3, and consider the equations
The zeros of (f 1 , f 2 , f 3 ) are the origin (0, 0, 0) with multiplicity 3, and the four simple roots (±1, 1, ±1). Neither x 1 is a primitive element for (f 1 , f 2 , f 3 ) nor x 2 is a primitive element for (f 1 , f 2 ). After the change of variables φ(x 1 , x 2 , x 3 ) = (x 1 + 2x 2 + 4x 3 , x 2 , x 3 ), the system satisfies the conclusions of Lemma 2.2 2.3. Univariate Representations and Radical Computation. Let I be an unmixed radical ideal in general Noether position with primitive element u, and let
q is monic, and deg(v j ) ≤ deg(q) − 1 for any j ∈ {r + 1, . . . , n} (see for instance [8, Proposition 3.1]). Although one can prove that the polynomial q, which is the mini-
, the polynomials v r+1 , . . . , v n are rational in x 1 , . . . , x r . Since the ideal I is radical, the univariate polynomial q is square-free, and thus there exists a unique sequence q, w r+1 , . . . , w n of elements of
q is monic, and deg(
Moreover, the total degrees of q, w r+1 , . . . , w n are bounded by the partial degree in T of q (see [8, Corollary 3.4 ] again); this fact is central in the study of the cost of the Kronecker solver. The sequence q, w r+1 , . . . , w n is called Kronecker representation of I in the primitive element u.
In Section 3, we deal with the Kronecker representation in the primitive element x 2 of an unmixed one-dimensional radical ideal I; we will not need any other knowledge about Kronecker representations than properties (1.5) and (1.6) of Section 1.3.
The Kronecker solver computes
• the Kronecker representation of (f 1 , . . . , f n−1 ) :
The correctness of the output relies on random choices of O(n 2 ) elements of K; choices for which the result is not correct are enclosed in a strict algebraic subset. If f 1 , . . . , f n , g are given by a straight-line program of size L, the cost of the Kronecker solver belongs toÕ
arithmetic operations in K, where d denotes the maximum degree of the polynomials f i , and d denotes the maximal of the degrees of the varieties of zeros of (f 1 , . . . , f i ) :
Proof. 
The Kronecker representation of (f 1 , f 2 ) with respect to x 2 is The multiplicity µ 0 of the origin as a root of (f 1 , f 2 , f 3 ) is 3.
Algorithm for the Reduction
Step. At the issue of Algorithm 1 below, we shall deal with an ideal I and a polynomial f verifying the following hypotheses:
(H 1 ) I is an unmixed one-dimensional radical ideal, and f is a non-zero divisor in K[x 1 , . . . , x n ]/I; (H 2 ) I is in general Noether position, with primitive element x 2 ; (H 3 ) x 1 is a primitive element for I + (f ).
• an affine change of variables φ of type (2.1),
• an unmixed one-dimensional radical ideal I, given by its Kronecker representation q, w 3 , . . . , w n in x 2 , • a polynomial f ∈ K[x 1 , . . . , x n ], and if s > n, a polynomial h, such that -I and f verify hypotheses (
Choose an invertible φ of type (2.1) at random.
b. Initialize f with g n • φ and h with g n+1 • φ if s > n. 3. By applying the Kronecker solver to the sequence
a. compute the Kronecker representation q, w 3 , . . . , w n in x 2 of the ideal
∞ . 4. Return φ, q, w 3 , . . . , w n , f and h if s > n, χ, V 2 , . . . , V n . Proposition 2.6. Algorithm 1 works correctly as specified for α and φ outside a strict algebraic subset. With the notation of Theorem 1.3, Algorithm 1 performs
arithmetic operations in K. The polynomials f and h of the output are given by a straight-line program of size L + ns + n 2 .
Proof. The correctness follows straightforwardly from Lemmas 2.1 and 2.2 and from Theorem 2.4. Steps 1 and 2 replace the straight-line program of size L given as input with a straight-line program of size L+ns+n 2 . Now, since d 1 ≥ · · · ≥ d n , the degree of the variety of zeros of (g 1 , . . . , g i ) : g ∞ is at most d 1 · · · d i by the Bézout theorem. The complexity bound is thus a direct consequence of Theorem 2.4.
Module of the Curve Germ
After the reduction step presented in the previous section, we deal with the Kronecker representation q, w 3 , . . . , w n in x 2 of an unmixed one-dimensional radical ideal I, and with a polynomial f such that assertions (H 1 ), (H 2 ), (H 3 ) of Section 2.4 hold. We assume in Sections 3 and 4 that the origin is a root of (I + (f )) : (g • φ)
∞ ; our goal is to compute its local algebra D 0 , that is equal to its local algebra as a root of I + (f ). In Section 3.1, we use hypothesis (H 3 ) to define the module B 0 of the germ of the curve defined by I at the origin, that satisfies isomorphism (1.4) with f instead of f n . We present an algorithm to compute a basis of B 0 from the Kronecker representation of I in Section 3.3.
3.1. Free Module of the Curve Germ. Let I 0 denote the extension of I to
] is the ring of formal power series in
, and let q 0 be the product of all the q i such that q i (0, 0) = 0; we can assume that q 0 is monic since q is monic in x 2 . We set
The following proposition justifies our interest in B 0 .
Proof. Let 0, p (2) , . . . , p (r) denote all the zeros of I + (f ) inK n , with respective local algebras D 0 , D p (2) . . . , D p (r) . Thanks to (H 3 ), the origin is the only root of I + (f ) with first coordinate 0; the extensions of the ideals I + (f ) and J 0 + (f ) toK[[x 1 , . . . , x n ]] are thus equal. The proposition is then a consequence of the classical isomorphism ofK-algebras
(see [11, Theorem 2.13] for instance).
Example 3.2. Let K be the rational number field Q, let I be the ideal of
, and let f = x 2 − x 2 1 . The curve defined by I is the union of a circle and a line, which intersects the parabola of zeros of f at the points (0, 0), (1, 1) 
, with σ 1 (0) = 0 and σ 2 (0) = −2. By replacing q with q 0 = x 2 − σ 1 (x 1 ), we discard the line x 2 = 2 and we only keep the germ of the circle at the origin. Let us remark that the quotientQ[[
]-module of dimension 3 whereas the dimension of B 0 is one, which is the number of branches of the curve passing through the origin; this reduction improves the effectiveness of our algorithm.
We now express B 0 as a submodule of an easily computable free module. With this aim in view, we let δ be the partial degree of q in x 2 , and δ 0 be the degree of q 0 , so that
We let Disc(q) and Disc(q 0 ) denote the discriminants in x 2 of q and q 0 respectively. Since I is radical, the polynomials q and q 0 are square-free, so that Disc(q 0 ) = 0; we let m 0 denote the valuation of Disc(q 0 ) in x 1 , that is the largest integer such that x m0 1 divides Disc(q 0 ). Since Disc(q) equals Disc(q 0 )(Res(q 0 , q/q 0 )) 2 Disc(q/q 0 ) up to a sign, the valuation of Disc(q 0 ) is at most those of Disc(q), which is itself bounded by δ(δ −1) since the total degree of q equals δ, as mentioned in Section 2.3. We thus deduce that
We set
Proof. Since the ideal I is in Noether position, x 3 , . . . , x n are integral over
modulo J 0 , and B 0 is isomorphic to a submodule of the integral closure
, where K((x 1 )) denotes the field of formal Laurent series in x 1 over K. The proposition is thus a direct consequence of the classical fact that
] is a free submodule of the module
Disc(q 0 ) (see [11, Proposition 13 .14] for instance), which equals L 0 since every polynomial that do not vanish in
belong to B 0 , and thus the rank of B 0 is δ 0 .
We end this subsection with a technical lemma that will be useful to establish the termination of our algorithm. 
is at most m 0 δ 0 .
Proof. For α ∈ {1, . . . , m 0 δ 0 }, we let q α , respectively, r α , denote the quotient, respectively, the remainder, of the Euclidean division of α by m 0 . We set
We set N 0 = M 0 . The lemma directly follows from [11, Theorem 2.13] (a) For j ∈ {3, . . . , n}, the coordinates of x j to precision η can be computed from w j and the data of Lemma 3.5 to precision η withÕ(ηδ) arithmetic operations in K. • the matrices of multiplication by x 2 , . . . , x n with respect to the latter basis of B 0 to precision η. 1. Compute δ 0 , m 0 , and q 0 to precision 2m 0 + 1. 2. Compute the coordinates of x 3 , . . . , x n in L 0 to precision m 0 + 1. Proof. Lemma 3.4 ensures the termination of Algorithm 2. Thanks to Proposition A.6, step 4 can be performed from the coordinates of x 3 , . . . , x n to precision m 0 + 1, and step 5.c.ii can be deduced from the coordinates of e k e ℓ to precision m 0 + 1, that can be computed from the exact coordinates of e k and e ℓ and from q 0 to precision 2m 0 + 1 by Lemma 3.7 (b). Then the module returned is the smallest algebra that contains M 0 and x 3 , . . . , x n , that is B 0 .
By Lemma 3.5, step 1 costsÕ(m 0 (δ + δ Lastly, let e 1 , . . . , e δ0 be the normal lower triangular basis of B 0 , let E be the δ 0 square matrix whose ℓ-th column is the vector of coordinates of e ℓ in L 0 , and let M j be the δ 0 square matrix M j whose ℓ-th column is the vector of coordinates of x j e ℓ in L 0 ; the matrix of multiplication by x j in the basis e 1 , . . . , e δ0 of B 0 is thus N xj = E −1 M j . Since the degree of the entries of E are bounded by m 0 by Lemma A.5, the determinant of E has valuation at most m 0 δ 0 ; the knowledge of M j to precision m 0 δ 0 +η thus allows the computation of N xj to precision η. At last, the matrix M j to precision m 0 δ 0 + η can be deduced from q 0 and the coordinates of x j to precision m 0 δ 0 + m 0 + η by part (b) of Lemma 3.7. By Lemma 3.5 and Lemma 3.7, step 6 takesÕ(n(m 0 δ 0 + η)(δ + δ 
Intersection and Overdetermined Case
We enter this section with ∞ .
In Section 4.1, we present an algorithm to calculate the matrices M x1 , . . . , M xn of the morphisms of multiplication by x 1 , . . . , x n with respect to a basis of D 0 . In the overdetermined case, we give in Section 4.2 an algorithm to end the computation of
Both algorithms rely on a cokernel computation. 
If f is given by a straight-line program of size L, then Algorithm 3 works correctly as specified with
Proof. The columns of the matrix U computed at step 2 are the vectors of coordinates of a basis e ′ of B 0 as in Lemma 4.1; we let B denote the associated basis of D 0 . In step 3.a, we compute the matrices of multiplication by the variables with respect to the basis e ′ 1 , . . . , e ′ δ0 of B 0 : for ℓ ∈ {1, . . . , δ 0 } and i ∈ {2, . . . , n}, we have
Step 3.b extracts the coefficients in K of
The evaluation of f at (N x1 , . . . , N xn ) to precision µ 0 + 1 gives the matrix N f to precision µ 0 + 1.
Step 2 can be executed from N f to precision µ 0 + 1 by Proposition B.3.
Step 3.a can be performed from the matrices U and N xi to precision µ 0 + 1 that are computed at steps 1 and 2 (since the determinant of the matrix U has valuation 0, we can invert U without loss of precision). Finally, the knowledge of N xi to precision µ 0 + 1 allows the computation of step 3b since all the ν k are bounded by µ 0 .
Step 1 costsÕ(Lµ 0 δ 
The Top level Algorithm
Now we summarize our main algorithm, in which all the local algebras are computed together via dynamic evaluation (see [9, 10] ).
Algorithm 5. Local Univariate Representation
Input: f 1 , . . . , f s , g ∈ K[x 1 , . . . , x n ] such that the ideal (f 1 , . . . , f s ) : g ∞ is zerodimensional, given by a straight line program of size L. Output: • A univariate representation of (f 1 , . . . , f s ) : g ∞ , • a local univariate representation of (f 1 , . . . , f s ) : g ∞ .
a. By Algorithm 1, compute
• an affine change of variables φ with shape (2.1),
• the Kronecker representation q, w 3 , . . . , w n in x 2 of an unmixed onedimensional radical ideal I,
where Q is the squarefree part of χ, and q, w 3 , . . . , w n , f and g with their evaluation at x 1 − T, x 2 − V 2 (T ), . . . , x n − V n (T ). c. Initialize µ 0 with the valuation of χ in T .
By Algorithm 2, compute
• the normal lower triangular basis of
• the matrices of multiplication by x 2 , . . . , x n with respect to this basis to precision µ 0 + 1. 3. a. By Algorithm 3, compute the matrices M x1 , . . . , M xn of multiplication by x 1 , . . . , x n with respect to a basis of
. . , M xn with the matrices of multiplication by x 1 , . . . , x n with respect to a basis of
ii. replace χ with gcd(χ, h(x 1 , V 2 (x 1 ), . . . , V n (x 1 )) and µ 0 with the valuation of χ.
a. Return the univariate representation
Return the local univariate representation of (f 1 , . . . , f s ) : g ∞ .
Theorem 5.1. Algorithm 5 works correctly as specified with
operations in K, where δ is the degree of the polynomial q in step 1.a, which is bounded by 
operations in the dynamic field F. The latter expression is the cost of the computations of one path through the dynamic evaluation tree T . Since the degree of χ is at most D, µ 0 can be bounded by D in (5.1). Since the degree of Q is at most D, any operation in a node of T costs at mostÕ(D) operations in K; the cost of one path through the tree thus belongs toÕ(D(δ
Finally, the bound on the degree of Q ensures that T has at most D external nodes, which leads to the result since the sum of the multiplicities of all the external nodes is at most D.
Proof of Theorem 1.3. Theorem 1.3 is a corollary of Theorem 5.1 since δ is bounded by D and n is at most D whenever d n is strictly greater than 1.
Conclusion
In this paper, we give an algorithm to compute the primary decomposition of a zero-dimensional ideal whose cost is polynomial in the Bézout number D. The exponent of Theorem 1.3 is not optimal. First it could be reduced by considering the precise cost of linear algebra, that is, by replacing the exponent 3 with ω; to make this relevant, we should have to give better algorithms in Appendices A and B. Then, the costlier part of the algorithm is the computation of B 0 from the Kronecker representation of I. Algorithm 2 in Section 3.3 could be replaced by an algorithm inspired from [13] that avoids useless module-vector sums; another way to reduce the cost of the computation of B 0 may be to use structured linear algebra. Finally, the cost of dynamical evaluation could be examinated more precisely.
Appendix A. Hermite Form
In this appendix, we give some results about the Hermite normal form of a matrix with entries in a formal power series ring K[ [t] ] in one variable over a field K of characteristic zero.
Algorithms for computing Hermite normal forms were first studied for matrices with entries in the integer ring (see [5, Section 2.4] ). The main difficulty in the polynomial case is the growth of the degrees of the intermediate expressions. The first algorithm with polynomial bound on this intermediate degrees was given in [24] . We refer to [42] for an overview of the classical algorithms in the polynomial case; more recently, the algorithm of [35] is based on reduction of lattices.
In the case of formal power series ring, we work with truncated series, so that the question is the precision η necessary to ensure the exactness of the computations, that is answered below in Proposition A.3. Then all computations are done to precision η, that is in K[ [t] ]/(t η ), hence the question of the growth of intermediate expression disappears. The second difficulty in the polynomial case is the computation of gcds, which is just a comparison between valuations when in K[ [t] ]. In Section A.2, we give an application of Hermite normal forms to the computation of sums of K[ [t] ]-modules, that is used in algorithm 2 of Section 3.3.
A.1. Hermite Normal Form and Truncation. For any ring R, we let (R) r×s denote the algebra of matrices with r rows, s columns and entries in R. We let M k,ℓ , respectively M .,ℓ , denote the (k, ℓ)-th entry, respectively the ℓ-th column, of the element M of (R) r×s . Afterwards, R will be replaced with the principal rings K[ [t] ] or K [t] . From now on we restrict ourself to matrices with full row rank, that is of rank s; this implies that r is at least s. We begin by giving the definition of the Hermite normal form of a matrix M ∈ (K[ [t] ]) r×s of full row rank, whose existence and uniqueness can be easily deduced from Lemma A.2.
r×s be a matrix of full row rank. We say that M is in Hermite normal form if for all (k, ℓ) ∈ {1, . . . , r} × {1, . . . , s},
and has degree at most ν k − 1. We say that H ∈ (K[ [t] ]) r×s is the Hermite normal form of M if H is in Hermite normal form and if there exists a unit P of (K[ [t] ]) s×s such that M P = H.
In other words, the Hermite normal form H of a matrix M is a lower triangulation obtained by elementary column operations:
The following property of the Hermite normal form H of a matrix M characterizes the diagonal elements of H.
r×s be a full row rank matrix, and H be its Hermite normal form. Let e 1 , . . . , e r be the canonical basis of the free
] r , and let Im(M ) denote the submodule of L generated by the columns of M . For all k ∈ {1, . . . , r}, t ν k generates the ideal of K[ [t] ] made up of the k-th coordinates of the elements of
Proof. Since the matrix P in Definition A.1 is a unit of (K[ [t] ]) s×s , the columns of the matrices M and H generate the same submodule of L, which proves the lemma.
Let M ∈ (K[ [t] ]) r×s be a matrix of full row rank, and H = M P be its Hermite normal form. Whereas the entries of H are polynomial, those of M and P belong to K[ [t] ], so that to compute the Hermite normal form of M , we have to compute in K[ [t] ]/(t η ) for a suitable integer η. The precision η necessary to ensure the exactness of the computations has to be at least the maximal degree of the entries of H, that is ν = max(ν k , k ∈ {1, . . . , r}). Our next proposition asserts that the precision ν +1 is sufficient to compute the Hermite normal form of M . For any integer η ∈ N and matrices M, (
Using the shape of H ′ , inclusion (I 1 ) and Lemma A.2, we obtain that H
belong to the ideal generated by H 1,1 = t ν1 and t ν+1 , so that ν
the first rows of H and H ′ coincide. By induction, let us assume that the (k − 1) first rows of H and H ′ coincide for some integer k ∈ {2, . . . , r}. First we prove that
.,k are zero. Since ν + 1 > ν i for all i ∈ {1, . . . , k − 1}, one can assume that the (k − 1) first coordinates of V are zero, even if it means adding a linear combination of H .,1 , . . . , H .,k−1 to H ′ .,k − t ν+1 V . Then the k-th
Finally, it remains to prove that H k,ℓ = H ′ k,ℓ for all ℓ < k. Same arguments as before with the difference of the ℓ-th columns A.2. Algorithm for a Module-Vector Sum. We now give an application of Hermite normal forms that is intensively used in Algorithm 2 of Section 3.3. Let m ∈ N, δ ∈ N, and let L denote the free
δ . Let M be a submodule of L of rank δ. We use Hermite normal forms to define a basis of M whose coordinates in the canonical basis of L belong to K [t] .
Definition A.4. Let M be a submodule of L of rank δ. A basis ε 1 , . . . , ε δ is said to be the normal lower triangular basis of M if the matrix of (K[ [t] ]) δ×δ whose ℓ-th column is the coordinate vector of ε ℓ in the canonical basis of L is in Hermite normal form. Lemma A.5. Let M be a submodule of L of rank δ. Then there exists a unique normal lower triangular basis ε 1 , . . . , ε δ of M. For ℓ ∈ {1, . . . , δ}, the coordinates of ε ℓ in the canonical basis of L belong to K [t] . In addition, if M contains the
δ , then the coordinates of ε ℓ are of degree at most m.
Proof. Let e 1 , . . . , e δ be any basis of M, and let M be the matrix of (K[ [t] ]) δ×δ whose ℓ-th column is the vector of the coordinates of e ℓ in the canonical basis of L. δ , the element of L whose only non-zero coordinate is the k-th one and equals t m belong to M for all k ∈ {1, . . . , δ}. Then the valuation ν k of the k-th diagonal entry of H is at most m by Lemma A.2, and all the entries of H have their degree bounded by m.
Let ε 1 , . . . , ε δ be the normal lower triangular basis of M, and let v be an element of L. We are interested in computing the normal lower triangular basis of the module M + K[ [t] ]v. Let M be the matrix of (K[ [t] ]) δ×(δ+1) whose ℓ-th column is the vector of coordinates of ε ℓ in the canonical basis of L for ℓ ∈ {1, . . . , δ}, and whose (δ + 1)-th column is the coordinate vector of v; the shape of M is
The 
4. If aux = 1, then for l from 1 to δ and for k from l + 1 to δ,
Proposition A.6. Algorithm 6 works correctly as specified withÕ(
Proof. Algorithm 6 computes the Hermite normal form of the matrix M defined in (A.1) by vanishing recursively the entries of its last column. To be more precise, at the beginning of the k-th crossing through the loop of step 3, the shape of the 
Step 3 [t] ] together with multipliers to any given precision, that is, two invertible matrices U, V such that U M V = S. The algorithms of [23, 41, 42] solve this problem for the case of matrices in a polynomial ring. In this section, we give an algorithm inspired by [42] , that computes the Smith normal form of a matrix with entries in K[ [t] ], together with some pre-and postmultipliers to a fixed precision. We recall below the definition of the Smith normal form of a matrix with entries in K[ [t] ]. For the existence of the Smith normal form of a given matrix of (K[ [t] ]) r×s , we refer the reader to [26, Theorem 7.9] ; uniqueness follows from Lemma B.2.
Definition B.1. Let M ∈ (K[ [t] ]) r×s be a matrix of rank ρ. We say that M is in Smith normal form if, for all (k, ℓ) ∈ {1, . . . , r} × {1, . . . , s},
• if k = ℓ, M k,ℓ = 0;
• there exists some integers ν 1 ≤ · · · ≤ ν ρ such that M k,k = t ν k for k ∈ {1, . . . , ρ}; • if ρ < min(r, s), then M k,k = 0 for all k > ρ. We say that S ∈ (K[ [t] ]) r×s is the Smith normal form of M if S is in Smith normal form and if there exist two units U of (K[ [t] ]) r×r and V of (K[ [t] ]) s×s such that U M V = S; the matrices U and V , that are not unique, are called pre-and postmultipliers respectively.
Let M ∈ (K[ [t] ]) r×s be a matrix of rank ρ. For k ∈ {1, . . . , ρ}, we define the determinant ideal I k (M ) of M as the ideal of K[ [t] ] generated by all the k×k minors of M . We then write ν k (M ) for the common valuation of all the generators of the ideal I k (M ).
Lemma B.2. Let M ∈ (K[ [t] ]) r×s be a matrix of rank ρ, and let ν 1 , . . . , ν ρ denote the valuations of the diagonal entries of the Smith normal form S of M . Then for all k ∈ {1, . . . , ρ}, we have ν k (M ) = ν 1 + · · · + ν k .
Proof. The lemma straightforward follows from the equality I k (M ) = I k (S) (see [26, Chapter 19 , Section 2, Inclusion (1)]). Lemma B.2 intrinsically characterizes the diagonal entries of the Smith normal form, which can be deduced from gcd computations. The difficulty is indeed the computation of pre-or post-multipliers. In [42], Algorithm F [x]-TNSF calculates some multipliers for matrices in (K [t] ) r×s by computing a lower triangulation T = N P , where P is a unit of (K[ [t] ]) s×s , of some preconditioned matrix N = CM verifying that the diagonal of T is the diagonal of the Smith normal form S of M . The matrix P is then a post-multiplier, and one easily deduce from T and C the Smith normal form of M and a pre-multiplier by "cleaning" the lower elements of T by rows operations. Such a matrix T is called a triangular Smith form.
We adapt this strategy for a matrix M ∈ (K[ [t] ]) r×s . The following algorithm computes a triangular Smith form of the matrix M by computing recursively some units C k of ({0, 1}) r×r and P k of (K[ [t] ]) s×s such that the shape of C k M P k is Output: Some matrices T ∈ (K [t] ) r×s , C ∈ ({0, 1}) r×r and P ∈ (K [t] ) s×s such that • T is a lower triangular matrix whose diagonal entries are those of the Smith normal form of M , • P and C are unit of (K[ [t] ]) s×s and (K[ [t] ]) r×r respectively, • CM P ≡ T mod t η .
• replace P .,j with P .,j − quo(T k,j , T k,k )P .,k . 3. Return T , C, P . Proposition B.3. Algorithm 7 works correctly as specified withÕ(ρrs) arithmetic operations in K[ [t] ]/(t η ), hence withÕ(ρrsη) arithmetic operations in K.
Proof. We prove by induction that the matrix T satisfies the properties of the matrix (B.1) at the issue of the k-th crossing through the for loop of step 2. Let k ∈ {1, . . . , ρ}, and assume that the property is true for k − 1, that is, that we enter in the k-th loop with a matrix T of shape T k−1 . After steps 2.b.i and 2.b.ii, T k,k is the gcd of the elements of ((T i,j )) k≤i≤r,k≤j≤s ; after step 2.b.iii, this gcd is monic, that is, it is a power of t.
Step 2.c vanishes the (s − k) last entries of the T k,. ; thus T has shape (B.1). By Lemma B.2, T k,k is the k-th diagonal entry of S since I k (T ′ ) = I k (M ). Lastly, the output T, C, P of Algorithm 7 is such that T ≡ CM P mod t η by construction, which ends the proof of correctness. The proposition follows from the fact that step 2 performs O(ρrs) operations in K[ [t] ]/(t η ). 
