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Two generalisations of the symmetric inverse
semigroups
Ganna Kudryavtseva and Victor Maltcev
Abstract
We introduce two generalisations of the full symmetric inverse semi-
group IX and its dual semigroup I
∗
X – inverse semigroups PI
∗
X and PI
∗
X .
Both of them have the same carrier and contain IX . Binary operations
on PI∗X and PI
∗
X are reminiscent of the multiplication in IX . We use a
convenient geometric way to realise elements from these two semigroups.
This enables us to study efficiently their inner properties and to compare
them with the corresponding properties of IX and I
∗
X .
2000 Mathematics Subject Classification: 20M10, 20M20.
1 Introduction
One of the most natural examples of proper inverse semigroups (i.e., except
groups) is the symmetric inverse semigroup IX . Beside pure combinatorial
interest in this semigroup, it plays an important role for the class of all inverse
semigroups similar to that played by the symmetric group SX for the class of
all groups. For some facts about semigroup and combinatorial properties of IX
we refer the reader to [5].
Seeking for further natural examples of inverse semigroups, FitzGerald and
Leech [4], using categorical methods, introduced the dual symmetric inverse
semigroup I∗X . Using more general categorical approach, I
∗
X also appeared
in [10]. This semigroup also has a useful geometric realisation, which was ex-
ploited in [3, 12] to study some inner properties of I∗X .
In a recent work [9] there was found a new, representation theoretic, link
between IX and I∗X .
In addition, both I∗X and IX belong to the class of the so-called partition
semigroups [14, 19] and are contained in the “biggest partition semigroup” CX
(see Section 2 for details). The latter semigroup was studied mainly in the
context of representation theory and cellular algebras [6, 8, 13, 19]. Some pure
semigroup aspects of CX were studied in [6, 14].
In the present paper we aim at constructing two inverse semigroups PI∗X
and PI∗X , which are strongly related to IX and I∗X , though have much more
complicated structure. We give transparent geometric definitions for these two
semigroups and then study their inner properties, focusing on combinatorial
aspects and their resemblance to IX and I∗X .
The semigroups PI∗X and PI
∗
X are natural also from the representation
theoretic point of view: PI∗X is contained in a bigger semigroup, the “defor-
mation” of CX , whose semigroup algebra naturally arises in the representation
1
theory, see, e.g., [6]. Some other representation theoretic aspects, where PI∗X
and PI∗X appeared naturally, can be found in [9].
We note that both semigroups PI∗X and PI
∗
X admit realisations as semi-
groups of difunctional binary relations. These special relations have been stud-
ied in a series of works [1, 2, 16, 17]. Using this realisation PI∗X has already
appeared in [18].
2 Definitions
Throughout the paper for a set X we will denote by ′ a bijection from X onto
itself such that (x′)′ = x for every x ∈ X .
2.1 CX and I∗X
First we define CX . The carrier of CX is the set of all partitions of X ∪X ′ into
nonempty subsets. We realise these partitions as diagrams with two strands
of vertices, top vertices indexed by X and bottom vertices indexed by X ′. For
α ∈ CX two vertices of the corresponding diagram belong to the same “connected
component” if and only if they belong to the same set of the partition α (notice
that there may be many different ways of presenting an element α ∈ CX as a
diagram, we treat two diagrams corresponding to the same α as equal). The
multiplication is defined as follows: given α, β ∈ CX we identify the bottom
vertices of α with the corresponding top vertices of β, which uniquely defines
the connection of the remaining vertices (which are the top vertices of α and
the bottom vertices of β). We set the diagram obtained in this way to be the
product αβ. The formal definition of the product αβ is as follows:
Let α, β ∈ CX , and ≡α and ≡β be the correspondent equivalence relations
on X ∪X ′. Then the relation ≡αβ is defined by:
• For i, j ∈ X we have i ≡αβ j if and only if i ≡α j or there exists a
sequence s1, . . . , sm, m even, such that i ≡α s
′
1, s1 ≡β s2, s
′
2 ≡α s
′
3, and
so on, sm−1 ≡β sm, s′m ≡α j.
• For i, j ∈ X we have i′ ≡αβ j′ if and only if i′ ≡β j′ or there exists a
sequence s1, . . . , sm, m even, such that i
′ ≡β s1, s′1 ≡α s
′
2, s2 ≡β s3, and
so on, s′m−1 ≡α s
′
m, sm ≡β j
′.
• For i, j ∈ X we have i ≡αβ j′ if and only if there exists a sequence
s1, . . . , sm, m odd, such that i ≡α s′1, s1 ≡β s2, s
′
2 ≡α s
′
3, and so on,
s′m−1 ≡α s
′
m, sm ≡β j
′.
We will call this multiplication of partitions the natural multiplication. An
example of multiplication of elements from C8 is given on Figure 1.
A one-element subset of X ∪ X ′ will be called a point, and a subset A
intersecting with both X and X ′ — a generalised line. A generalised line A will
be called a line if |A| = 2. By I∗X we denote the subsemigroup of CX whose
elements contain only generalised lines. On Figure 2 we give an example of
multiplication of the elements of I∗8 .
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Figure 2: Elements of I∗8 and their
multiplication.
2.2 PI∗
X
Let PI∗X be the set of all partitions of the set X ∪ X
′ into subsets being ei-
ther points or generalised lines. The set PI∗X is not closed under the natural
multiplication of CX as the example on Figure 3 shows.
However, we can define an associative multiplication on PI∗X as follows. Let
x /∈ X . For every α ∈ PI∗X set α ∈ I
∗
X∪{x} to be the element such that its
blocks are the blocks of α plus one more block consisting of x, x′ and all points
of α. Denote by ϕ the injection, which maps α ∈ PI∗X to α ∈ I
∗
X∪{x}. Observe
that γ ∈ I∗
X∪{x} belongs to the image of ϕ if and only if x ≡γ x
′. This enables
us to define an associative multiplication on PI∗X as follows:
α ⋆ β = ϕ−1(αβ).
In terms of the diagrams we have the following interpretation of the operation
⋆. Connect the bottom vertices of α with the top vertices of β. Then two
elements a, b from the union of the top vertices of α and the bottom ones of β
belong to the same block of α ⋆ β if and only if a = b, or a and b are connected
and neither of them is connected to a point. On Figure 4 we give an example
of multiplication of the elements from PI∗8.
2.3 PI∗X
There is another way to define a multiplication on the set PI∗X . Given α, β from
the set PI∗X , there is a unique element γ = α ◦ β ∈ PI
∗
X such that for i, j ∈ X ,
i ≡γ j′ if and only if i belongs to some generalised line A of α and j′ belongs to
some generalised line B of β such that A∩X ′ = (B ∩X)′. We give an example
of multiplication of elements from the set PI∗X in this way on Figure 5. It is
easy to see that ◦ gives rise to a semigroup PI∗X on the set PI
∗
X .
Observe, that while being closed under ⋆, I∗X is not closed under ◦, which
is illustrated on Figure 6. Besides, the ◦-product of the two elements of PI∗8
from Figure 4 is the element, all the blocks of which are points. This element is
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Figure 3: PI∗8 is not closed under
the natural product.
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Figure 4: Elements of PI∗8 and their
multiplication.
a zero with respect to both ⋆ and ◦. In the sequel we will denote this element
just by 0.
In what follows we will use the following notation. Let α ∈ PI∗X be the
element whose generalised lines are {(Ai∪B′i)}i∈I . Since α is uniquely defined by
its generalised lines, we will write α = {(Ai∪B′i)}i∈I . We also set rank(α) = |I|,
codom(α) =
{
t | t ∈ X \
⋃
i∈I Ai
}
, coran(α) =
{
t′ | t ∈ X \
⋃
i∈I Bi
}
, dom(α)
to be the partition
⋃
i∈I Ai of the set X \ codom(α), ran(α) — the partition⋃
i∈I B
′
i of the set X
′ \ coran(α).
3 PI∗X and PI
∗
X are inverse semigroups
For a semigroup S by E(S) we denote the set of idempotents of S.
Proposition 1. PI∗X and PI
∗
X are inverse semigroups.
Proof. It is sufficient to prove that the semigroups are regular and idempotents
commute (see [15, Theorem II.1.2, p.78]). First we observe that idempotents in
PI∗X and PI
∗
X are of the form
{
(Ei ∪ E′i)
}
i∈I
. It follows that both E(PI∗X)
and E(PI∗X) are semilattices.
It remains to show that PI∗X and PI
∗
X are regular. Let α =
{
(Ai ∪
B′i)
}
i∈I
∈ PI∗X . Set α
−1 =
{
(Bi ∪ A
′
i)
}
i∈I
. Then we have α ⋆ α−1 ⋆ α = α,
α−1 ⋆ α ⋆ α−1 = α−1 and α ◦ α−1 ◦ α = α, α−1 ◦ α ◦ α−1 = α−1.
We will call the cardinality of the set of all generalised lines in s ∈ PI∗X the
rank of s and denote it by rank(s). The following proposition describing the
structure of the Green’s relations on our semigroups is a routine to check.
Proposition 2. Let a, b be from PI∗X or from PI
∗
X .
(1) aRb if and only if dom(a) = dom(b).
(2) aLb if and only if ran(a) = ran(b).
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operation ◦.
(3) aDb if and only if aJ b if and only if rank(a) = rank(b).
(4) All the ideals of PI∗X (respectively PI
∗
X) have the form
Jξ =
{
α ∈ PI∗X : rank(α) < ξ
}
for certain cardinal ξ ≤|X |′, where |X |′ is the successor cardinal of |X |.
4 Fundamentality
Recall that an inverse semigroup S is said to be fundamental if the maximal
idempotent-separating congruence
µ =
{
(a, b) ∈ S × S : a−1ea = b−1eb for all e ∈ E(S)
}
is trivial. It is well-known that µ is the largest congruence contained in H. For
x ∈ X set αx =
{
{t} ∪ {t′}
}
t∈X\{x}
.
Proposition 3. Let X be non-singleton. Then PI∗X and PI
∗
X are fundamen-
tal.
Proof. We will prove the statement for PI∗X ; for PI
∗
X the proof is similar.
Suppose (a, b) ∈ µ for some a, b ∈ PI∗X . Since aHb, there are two collections of
pairwise disjoint sets Ai, i ∈ I, Bi, i ∈ I, such that
a =
{
(Ai ∪B
′
i)
}
i∈I
, b =
{
(Ai ∪B
′
pi(i))
}
i∈I
for some bijection π : I → I. Let i ∈ I and ui ∈ Ai. Then
(
αui ⋆ a, αui ⋆ b
)
∈ µ
and so (αui ⋆ a)H(αui ⋆ b). On the other hand coran(αui ⋆ a) = coran(a) ∪ B
′
i
and coran(αui ⋆ b) = coran(a) ∪ B
′
pi(i). Therefore Bi = Bpi(i). Thus π is the
identity mapping. It follows that a = b.
Remark 4. Let X be non-singleton. I∗X is not fundamental.
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Proof. For Y ⊆ X define the idempotent ηY = {Y ∪ Y ′, (X \ Y ) ∪ (X \ Y )′}.
Let x ∈ X , a = ηx and
b =
{
{x} ∪ (X \ {x})′, (X \ {x}) ∪ {x′}
}
Ha.
Observe that either a−1ea = ηX or a
−1ea = a, for every e ∈ E(I∗X). In
particular, a−1ea = a if and only if e contains the block {x, x′}. Analogously,
we have that either b−1eb = ηX or b
−1eb = a, for e ∈ E(I∗X). In particular,
b−1eb = a if and only if e contains the block {x, x′}. Therefore (a, b) ∈ µ which
implies that µ is not trivial.
Note that IX is fundamental, [7, p.215, ex.22].
5 A generating set for PI∗n
In the case when X is n-set we assume that X = N = {1, 2, . . . , n} and in the
notation for our semigroups replace lower index X by n.
In the following sections we will need to use some generating sets for PI∗n.
Let x, y, z ∈ X be pairwise distinct. Set
γx,y =
{
{x, y} ∪ {x′}, {{t} ∪ {t′}}t∈X\{x,y,z}
}
;
ξx,y,z =
{
{x, y} ∪ {x′}, {z} ∪ {y′, z′}, {{t} ∪ {t′}}t∈X\{x,y,z}
}
;
τx,y = {{x, y} ∪ {x, y}
′, {t} ∪ {t}′t∈X\{x,y}}.
Notice that ξx,y,z ∈ I∗X . The elements γx,y and ξx,y,z satisfy the following
equalities:
γx,yγ
−1
z,y = ξx,y,z, γx,yγ
−1
x,y = τx,y, γ
−1
x,yγx,y = αy; (1)
g−1γx,yg = γg(x),g(y), for any g ∈ SX . (2)
Lemma 5. Let u be an element of PI∗n of rank n−1. There are π, τ ∈ Sn such
that πuτ ∈ {τ1,2, α1, ξ1,2,3, γ1,2, γ
−1
1,2}.
Proof. It is enough to observe that every element of rank n− 1 coincides with
some element of the form τx,yπ, αxπ, ξx,y,zπ, γx,yπ, or γ
−1
x,yπ, where x, y, z ∈ X
and π ∈ SX .
It is known from [12, Proposition 12] that for n ≥ 3, I∗n = 〈Sn, ξ1,2,3〉.
Lemma 6. Let n ≥ 3. Then PI∗n = 〈Sn, γ1,2, γ
−1
1,2〉.
Proof. Let a ∈ PI∗n. Consider four possible cases.
Case 1. Suppose a ∈ I∗n. Then from [12, Proposition 12], (1) and (2) it
follows that a ∈ 〈Sn, γ1,2, γ
−1
1,2〉.
Case 2. Suppose a has a block {x}, x ∈ N , and a block {y′}, y ∈ N . Let
A = codom(a) and B′ = coran(a). Construct an element q as follows: it contains
all the generalised lines of a and, in addition, the generalised line A∪B′. Then
q ∈ I∗n ⊆ 〈Sn, γ1,2, γ
−1
1,2〉. This, a = αxqαy and (1) imply a ∈ 〈Sn, γ1,2, γ
−1
1,2〉.
Case 3. Suppose a has a block {x′}, x ∈ N , and has no blocks {y}, y ∈ N .
Then there exists a generalised line A ∪B′ in a such that |A |≥ 2. Fix i, j ∈ A.
Set M ′ = coran(a) 6= ∅. Construct the element p as follows: it contains the
blocks {j}∪M ′, (A\{j})∪B′ and all the other blocks of p are all the generalised
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lines of a except A ∪ B′. By the construction, p ∈ I∗n. Moreover, γi,jp = a.
From what we have proved in the first case now follows p ∈ 〈Sn, γ1,2, γ
−1
1,2〉,
which implies a ∈ 〈Sn, γ1,2, γ
−1
1,2〉.
Case 4. a has a block {x}, x ∈ N , and has no blocks {y′}, y ∈ N . This case
is dual to Case 3.
Lemma 7. γ−11,2 /∈ 〈Sn, γ1,2, τ1,2, ξ1,2,3, α1〉.
Proof. Assume that there are elements a1, . . . , ak in Sn{γ1,2, τ1,2, ξ1,2,3, α1}Sn
such that γ−11,2 = a1 ·. . .·ak. Since coran(γ
−1
1,2) = ∅, it follows that coran(ak) = ∅.
Thus ak ∈ Sn{τ1,2, ξ1,2,3}Sn ⊆ I∗n. This, in turn, gives coran(ak−1) = ∅,
whereas ak−1 ∈ I∗n. Then ai ∈ I
∗
n for all i ≤ k by induction. Therefore
γ−11,2 = a1 · . . . · ak ∈ I
∗
n. This is a contradiction, which completes the proof.
Theorem 8. Let n ≥ 3.
1) PI∗n as an inverse semigroup is generated by Sn and γ1,2.
2) PI∗n is generated (as an inverse semigroup) by Sn and some u ∈ PI
∗
n \ Sn
if and only if u ∈ Sn{γ1,2, γ
−1
1,2}Sn.
Proof. The first claim follows from Lemma 6. To prove the second one it
suffices to show that PI∗n = 〈Sn, u, u
−1〉 implies u ∈ Sn{γ1,2, γ
−1
1,2}Sn. Let
PI∗n = 〈Sn, u, u
−1〉. Then u is of rank n − 1. From Lemma 5 we have
u ∈ Sn{τ1,2, α1, ξ1,2,3, γ1,2, γ
−1
1,2}Sn. Observe that u /∈ Sn{α1}Sn since otherwise
we would have 〈Sn, u, u−1〉 ⊆ In, and u /∈ Sn{τ1,2, ξ1,2,3}Sn since otherwise we
would have 〈Sn, u, u−1〉 ⊆ I∗n. The statement follows.
The situation with the generating sets for PI∗n is much more complicated:
one can show that PI∗n can not be generated by adding to Sn some natural
and ‘compact’ set of elements.
6 Maximal and maximal inverse subsemigroups
Theorem 9. Maximal subsemigroups of PI∗n are exhausted by the following
list:
1) Sn ∪ Jn−1 ∪ Sn{τ1,2, α1, γ1,2, ξ1,2,3}Sn;
2) Sn ∪ Jn−1 ∪ Sn{τ1,2, α1, γ
−1
1,2 , ξ1,2,3}Sn;
3) G ∪ Jn, where G runs through the set of all maximal subgroups of Sn.
Maximal inverse subsemigroups of PI∗n are exhausted by the following list:
1) Sn ∪ Jn−1 ∪ Sn{τ1,2, α1, ξ1,2,3}Sn = 〈I∗n, In〉,
2) G ∪ Jn, where G runs through the set of all maximal subgroups of Sn.
Proof. That the semigroups listed in items 1) and 2) are maximal follows from
Lemma 5, Lemma 6 and Lemma 7. That the semigroups given in item 3) are
maximal is obvious.
Let T be a maximal subsemigroup of PI∗n. Then Jn−1 ⊆ T and G ⊆ T ,
where G is either Sn or a maximal subgroup of Sn. If G 6= Sn then T ⊆ S, where
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S is one of the semigroups listed in item 3). Since both T and S are maximal,
it follows that T = S. Let G = Sn. Observe that we can not have γ1,2 ∈ T
and γ−11,2 ∈ T , since otherwise we would have T = PI
∗
n by Lemma 6. Suppose
γ1,2 ∈ T and γ
−1
1,2 6∈ T . Then T ⊆ S, where S = Jn−1∪Sn{τ1,2, α1, γ1,2, ξ1,2,3}Sn.
Since both T and S are maximal, it follows that T = S. The case γ−11,2 ∈ T and
γ1,2 6∈ T is treated similarly.
The proof of the claim about maximal inverse subsemigroups is analogous
and is left to the reader.
7 Congruences on I∗n
Let S be an inverse semigroup and E = E(S). We recall the definitions from [15,
p. 118]. A subsemigroup K of S is said to be a normal subsemigroup of S if
E ⊆ K and s−1Ks ⊆ K for all s ∈ S. A congruence Λ on E is said to be normal
provided that for all e, f ∈ E and s ∈ S, eΛf implies s−1esΛs−1fs. The pair
(K,Λ) is said to be a congruence pair of S if K is a normal subsemigroup of S,
Λ is a normal congruence on E and
• ae ∈ K, eΛa−1a imply a ∈ K for all a ∈ S and e ∈ E;
• k ∈ K implies kk−1Λk−1k.
For congruence pair (K,Λ) of S define the relation ρ(K,Λ):
(
aρ(K,Λ)b
)
⇔
(
a−1aΛb−1b and ab−1 ∈ K
)
.
It is known (see [15, Theorem III.1.5, p.119]) that ρ(K,Λ) is a congruence on S,
and every congruence on S is of the form ρ(K,Λ), where (K,Λ) is a congruence
pair of S.
In this section we describe all normal congruences, all normal subsemigroups
and all congruence pairs on I∗n. Set En = E(I
∗
n).
Lemma 10. Let e, f ∈ En be such that rank(f) ≤ rank(e). Then there exists
s ∈ I∗n such that s
−1es = f .
Proof. Suppose e =
{
E1 ∪E′1, . . . , Ek ∪E
′
k
}
, f =
{
F1 ∪ F ′1, . . . , Fl ∪ F
′
l
}
where
k ≥ l. Then f = s−1es for s =
{
E1 ∪ F ′1, . . . , El−1 ∪ F
′
l−1, (
⋃k
i=lEi) ∪ F
′
l
}
.
Let Y ⊆ N . Let τY = {Y ∪Y ′, {t}∪ {t}′t∈N\Y }. Observe that τN = N ∪N
′
is the zero of I∗n, rank(τN ) = 1 and τN is the only element in I
∗
n of rank 1. For
a set M let ιM denote the identity relation on M . Set also
Ik =
{
a ∈ I∗n : rank(a) ≤ k
}
and
E(k)n =
{
e ∈ En : rank(e) ≤ k
}
= En ∩ Ik.
Lemma 11. Let Λ be a normal congruence on En, e ∈ En and rank(e) = m.
If eΛτN then (E
(m)
n × E
(m)
n ) ⊆ Λ.
Proof. Let f ∈ E
(m)
n . By Lemma 10 there exists t ∈ I∗n such that f = t
−1et.
This and the definition of a normal congruence imply f = t−1etΛt−1τN t =
τN .
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The following lemma characterises normal congruences on E(I∗n):
Lemma 12. Let Λ be a normal congruence on En. Then there is k such that
Λ = ιEn ∪
(
E
(k)
n × E
(k)
n
)
.
Proof. Suppose Λ 6= ιEn (otherwise we can put k = 1). Let e, f ∈ En be
such that e 6= f and eΛf . Assume rank(e) ≥ rank(f). Then eΛef and
rank(e) ≥ rank(ef). Moreover rank(e) > rank(ef). Indeed, otherwise we would
have rank(f) ≥ rank(ef) = rank(e) ≥ rank(f) which would imply rank(ef) =
rank(e) = rank(f) and then e = ef = f , a contradiction. Let rank(e) = m ≥ 2.
We will show that (E
(m)
n × E
(m)
n ) ⊆ Λ. Set B = {1, . . . , n −m + 1}. We have
rank(τB) = m. Lemma 10 implies that there is t ∈ I∗n such that t
−1et = τB.
Observe that
rank(t−1eft) < m and τBΛt
−1eft. (3)
Let u = τBt
−1eftτB =
(
Ui∪U ′i
)
i∈I
. Then there exists i0 ∈ I such that B ⊆ Ui0 .
We also have τBΛu. Consider two possible cases.
Case 1. B = Ui0 . Since rank(u) < rank(e), it follows that there is j ∈ I\{i0}
such that C = Uj ⊆ N \ B = B and |Uj |≥ 2. Fix x, y ∈ Uj , x 6= y. It follows
from uτx,y = u that τBΛu = uτx,yΛτBτx,y. Let now p, q ∈ B, p 6= q. There
is g ∈ Sn such that g(i) = i for all i ∈ B and g(x) = p, g(y) = q. Then
τB = g
−1τBgΛg
−1τBτx,yg = τBτp,q. Therefore we obtain
τBΛ
∏
p,q∈B,p6=q
τBτp,q = τBτB .
This implies that
τB∪{x} = τBτ1,xΛτBτBτ1,x = τN .
Observe that rank(τB∪{x}) = m − 1. We have
(
E
(m−1)
n × E
(m−1)
n
)
⊆ Λ by
Lemma 11. The latter, (3) and Lemma 11 imply
(
E
(m)
n ×E
(m)
n
)
⊆ Λ, as required.
Case 2. B is a proper subset of Ui0 . Take w ∈ Ui0 \B. We have
τBΛu = uτB∪{w}ΛτBτB∪{w} = τB∪{w}.
Let j ∈ B. There is g ∈ Sn such that g(i) = i for all i ∈ B and g(w) = j. Then
τB = g
−1τBgΛg
−1τB∪{w}g = τB∪{j} and
τBΛ
∏
j∈B
τB∪{j} = τN .
Applying Lemma 11 we obtain
(
E
(m)
n × E
(m)
n
)
⊆ Λ, as required.
We have shown that
(
E
(m)
n × E
(m)
n
)
⊆ Λ whenever eΛf for all idempotents
e, f such that e 6= f and rank(e) = m. Let k ∈ N, k ≤ n, be such that there is
e ∈ En of rank k satisfying the condition
eΛf for some f ∈ En, f 6= e, (4)
while there is no e ∈ En with rank(e) ≥ k satisfying (4). It follows that
Λ = ιEn ∪
(
E
(k)
n × E
(k)
n
)
.
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Let e ∈ En, k = rank(e) and A ✁ Sk. It is easy to see that He ∼= Sk. It
follows that there is unique Ae ✁He, such that Ae ≃ A. Set Nk(A) to be the
union of all subgroups Ae, where e runs through all idempotents of rank k. We
also set Nn+1(A) = ∅ whenever A✁ Sn+1.
Proposition 13. Let K be a normal subsemigroup of I∗n and Λ a normal con-
gruence on En. Then (K,Λ) is a congruence pair of I∗n if and only if there is
k ∈ N such that Λ = ιEn ∪
(
E
(k)
n ×E
(k)
n
)
and K = En ∪Nk+1(A)∪ Ik for some
A✁ Sk+1.
Proof. The sufficiency follows from Lemma 12 and the observation that En ∪
Nk+1(A) ∪ Ik, k ∈ N , is a normal subsemigroup of I∗n.
Suppose (K,Λ) is a congruence pair of I∗n. Lemma 12 implies that there is
k ∈ N such that Λ = ιEn ∪
(
E
(k)
n × E
(k)
n
)
.
Assume that k = n. Then Λ = En × En. In this case we have K = I∗n.
Indeed, let a ∈ I∗n. Since En ⊂ K, it follows that, in particular, aτN = τN ∈ K.
We also have τNΛaa
−1. The first condition of the definition of a congruence
pair yields a ∈ K. Hence I∗n ⊆ K.
Assume now that k ≤ n − 1. Since aτN = τN ∈ En ⊆ K and τNΛa−1a for
all a ∈ Ik, it follows that Ik ⊆ K. Since d ∈ K implies dd−1Λd−1d for all d ∈ K,
it follows that all elements d ∈ K such that rank(d) ≥ k + 1, belong to certain
subgroups of I∗n. Let b ∈ K and rank(b) = m ≥ k + 2. Observe that m ≥ 3.
Show that b must be an idempotent. Since b is a group element, there exists
a partition N =
⋃
i∈I Bi such that b =
{
(Bi ∪ B
′
pi(i))i∈I
}
, | I |≥ 3, for some
bijection π : I → I. Show that π is the identity transformation of I. Consider
π as a permutation from SI . Suppose π is not the identity map. Consider a
cycle (i1, i2, . . . , il) of π, where i1, . . . , il ∈ I and l ≥ 2. If l ≥ 3 then bτBi1∪Bi2
is of rank m− 1, is not a group element and belongs to K, which is impossible.
If l = 2 consider j ∈ I \ {i1, i2} and bτBi1∪Bj . This element is again of rank
m− 1, is not a group element and belongs to K, which is also impossible. Thus
π is the identity transformation of I. Therefore b is an idempotent. It follows
that K ∩ (I∗n \ Ik+1) = En \ Ik+1.
Fix e, f ∈ En such that rank(e) = rank(f) = k + 1. Set A′e = K ∩ He,
A′f = K ∩Hf . Since K is self-conjugate it follows that A
′
e ✁He and A
′
f ✁Hf .
Take any s ∈ I∗n such that s
−1es = f and sfs−1 = e (it is easily seen that such
an element exists). Further, from s−1Ks ⊆ K and sKs−1 ⊆ K, it follows that
the maps x 7→ s−1xs from A′e onto A
′
f and y 7→ sys
−1 from A′f onto A
′
e are
mutually inverse bijections, whence |A′e |=|A
′
f |. It follows that an element of
K has rank k + 1 if and only if it lies in Nk+1(A) for some A ✁ Sk+1. Thus
K = En ∪Nk+1(A) ∪ Ik, and the proof is complete.
For 1 ≤ k ≤ n denote byDk the set of elements of I∗n of rank k. Let A✁Sk+1,
1 ≤ k ≤ n. Let Fk(A) be the relation on Dk+1 that is defined by (x, y) ∈ Fk(A)
if and only if xHy and xy−1 ∈ Nk+1(A). Set ρk,A = ιI∗n ∪ Fk(A) ∪
(
Ik × Ik
)
.
The construction implies that ρk,A coincides with ρ(K,Λ), corresponding to the
congruence pair (K,Λ), where K = En ∪Nk+1(A) ∪ Ik and Λ = ιEn ∪
(
E
(k)
n ×
E
(k)
n
)
.
Theorem 14. Let ρ be a relation on I∗n. Then ρ is a congruence on I
∗
n if and
only if ρ = ρk,A for some k, 1 ≤ k ≤ n and normal subgroup A✁ Sk+1.
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Proof. The claim follows from Proposition 13 and from [15, Theorem III.1.5].
We note that the formulation of Theorem 14 resembles the one of the corre-
sponding classic Liber’s result [11] for In.
8 Congruences on PI∗n and PI
∗
n
8.1 Congruences on PI∗
n
Let Y ⊆ X . Set αY =
{
{t, t′}t∈X\Y
}
. Notice that αY is an idempotent for any
Y ⊆ X and that the element 0 = αX is the zero element of both PI
∗
X and
PI∗X .
Let E˜n = E(PI
∗
n) and E˜
(k)
n =
{
e ∈ E˜n : rank(e) ≤ k
}
= E˜n ∩ Jk+1.
Lemma 15. Let e, f ∈ E˜n and rank(f) ≤ rank(e). Then there exists s ∈ PI
∗
n
such that s−1 ⋆ e ⋆ s = f .
Proof. The proof is analogous to that of Lemma 10.
As an immediate consequence we obtain the following lemma.
Lemma 16. Let Λ be a normal congruence on (E˜n, ⋆). Then aΛ0 implies bΛ0
for all idempotents b ∈ Jrank(a)+1.
Lemma 17. Let a and b of In be two idempotents with rank(a) > rank(b) and
Λ — a normal congruence on E(In). Then a is Λ-related to 0.
Proof. The proof is similar to that of Lemma 12.
Lemma 18. Let Λ be a normal congruence on (E˜n, ⋆). Then there is k ∈ N
such that Λ = ι eEn ∪
(
E˜
(k)
n × E˜
(k)
n
)
.
Proof. Suppose Λ 6= ι eEn . Take distinct e, f ∈ E˜n such that e 6= f and m =
rank(e) ≥ rank(f). Show that
(
E˜
(m)
n × E˜
(m)
n
)
⊆ Λ. Similarly to as it was done
in the proof of Lemma 12 we show that τBΛu, where B = {1, . . . , n −m + 1}
and u ∈ E˜n are such that rank(u) < m and u = τBu = uτB. Show that there
exists an element of rank m which is Λ-related to 0. Set
d =
{
B ∪ {1′}, {k, k′}k∈N\B
}
.
Consider three possible cases.
Case 1. Suppose u contains a block C∪C′, where C strictly containsB. Then
τBΛu = uτCΛτBτC = τC . This and Lemma 12 imply τBΛτN . It follows that
αB = τBα1ΛτNα1 = 0. Since rank(u) ≤ rank(αB) it follows from Lemma 16
that uΛ0, whence τBΛ0.
Case 2. Suppose u contains a block {t} for some t ∈ B. Then
τBΛu = αtuΛαtτB = αB = α1 . . . αn−m+1.
Therefore
αB\{1} = α2 . . . αn−m+1 = d
−1τBdΛd
−1α1 . . . αn−m+1d = α1 . . . αn−m+1 = αB.
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Both αB\{1} and αB belong to In. In addition, rank(αB\{1}) = m and rank(αB) =
m− 1. Applying Lemma 17 we obtain α2 . . . αn−m+1Λ0.
Case 3. Suppose u contains a block B∪B′. If u ∈ I∗n then Lemma 12 ensures
that τBΛτN . Applying the same arguments as in the first case, we conclude that
τBΛ0. Otherwise there is j ∈ N \B such that τBΛτBαj . Then
αB\{1} = α2 . . . αn−m+1 = d
−1τBdΛd
−1τBαjd = αBαj .
Observe that rank(αBαj) < rank(αB\{1}) = m. This and Lemma 17 imply
αB\{1}Λ0.
Lemma 16 implies that E˜
(m)
n = E˜n ∩ Jm+1 lies in some Λ-class. Applying
the same arguments as at the end of the proof of Lemma 12, we obtain that
there is k ∈ N such that Λ = ι eEn ∪
(
E˜
(k)
n × E˜
(k)
n
)
.
For A✁ Sk we construct the set N˜k(A) and the relation F˜k(A) similarly to
as we constructed Nk(A) and Fk(A) in Section 7. Set ρ˜k,A = ιPI∗n ∪ F˜k(A) ∪(
Jk+1 × Jk+1
)
. The proof of the following statement is analogous to that of
Proposition 13.
Proposition 19. Let K be a normal subsemigroup of PI∗n and Λ be a normal
congruence on E˜n. Then (K,Λ) is a congruence pair of PI
∗
n if and only if there
is k ∈ N such that Λ = ι eEn ∪
(
E˜
(k)
n × E˜
(k)
n
)
and K = E˜n ∪ N˜k+1(A) ∪ Jk+1 for
some A✁ Sk+1.
The description of congruences on PI∗n can be formulated now in the same
way as Theorem 14.
For the semigroup PI∗n the arguments are similar. In particular, we observe
that an analogue of Lemma 18 holds. After this, it is easy to conclude that sets
of congruences on PI∗n and PI
∗
n coincide.
9 Completely isolated subsemigroups of I∗n, PI
∗
n
and PI∗n
From now on suppose that n ≥ 2. Recall that a subsemigroup T of a semigroup
S is called completely isolated provided that ab ∈ T implies either a ∈ T or
b ∈ T for all a, b ∈ S. A subsemigroup T of a semigroup S is called isolated
provided that ak ∈ T , k ≥ 1, implies a ∈ T for all a ∈ T . A completely isolated
subsemigroup is isolated, but the converse is not true in general.
We begin this section with several general observations, which will be needed
for the sequel and are also interesting on their own.
Lemma 20. Let S be a semigroup with an identity element 1 and the group of
units G. Suppose S \G is a subsemigroup of S. Then G is completely isolated
and the map T 7→ T ∪ G is a bijection from the set of all completely isolated
subsemigroups, which are disjoint with G, to the set of all completely isolated
subsemigroups, which contain G as a proper subsemigroup.
Proof. Obviously, G is a completely isolated subsemigroup. Suppose that T is a
completely isolated subsemigroup such that T ∩G = ∅. Observe that T ∪G is a
subsemigroup of S. Indeed, let g ∈ G and t ∈ T . Since T is completely isolated
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and disjoint with G, the inclusion g−1 · gt = t ∈ T implies gt ∈ T ⊂ T ∪ G.
Similarly, tg ·g−1 = t ∈ T implies tg ∈ T ⊂ T ∪G. Let now ab ∈ T ∪G. Consider
two possible cases.
Case 1. Suppose ab ∈ G. Since S \G is a subsemigroup of S, it follows that
either a ∈ G or b ∈ G.
Case 2. Suppose ab ∈ T . Since T is completely isolated, it follows that
either a ∈ T or b ∈ T .
Therefore, either a ∈ G∪T or b ∈ G∪T . Hence T ∪G is completely isolated.
Now suppose that T is a completely isolated subsemigroup with T ⊃ G and
prove that T \G is completely isolated as well. Let a, b ∈ T \G = T ∩ (S \G).
Then ab ∈ T \ G as both T and S \ G are subsemigroups of S, proving that
T \ G is a semigroup. Suppose ab ∈ T \ G and show that at least one of the
elements a, b lies in T \ G. Since T \ G ⊂ T and T is completely isolated, it
follows that at least one of the elements a, b belongs to T . Suppose a ∈ T (the
case when b ∈ T is treated similarly). If a ∈ T \ G, we are done. If a ∈ G we
have b = a−1 · ab ∈ T . Moreover, b ∈ T \G as the inclusion b ∈ G would imply
ab ∈ G. Hence T \G is completely isolated.
Lemma 21. Let S be a semigroup, e ∈ E(S) and G = G(e) — the maximal
subgroup of S with the identity element e. Suppose G is periodic and T is an
isolated subsemigroup of S such that T ∩G 6= ∅. Then T ⊇ G.
Proof. Let a ∈ T ∩ G. There is m ∈ N such that am = e, which implies e ∈ T .
Let b ∈ G. Since G is periodic, bk = e for certain k ∈ N. The statement
follows.
Corollary 22. Let S be a semigroup with the group of units G. Suppose that
S \G is a subsemigroup of S and that G is periodic.
1. If Ti, i ∈ I, is the full list of completely isolated subsemigroups of S, which
are disjoint with G, then Ti, i ∈ I, Ti ∪ G, i ∈ I,G is the full list of com-
pletely isolated subsemigroups of S.
2. If Ti, i ∈ I, is the full list of completely isolated subsemigroups of S, which
contain G as a proper subsemigroup, then Ti, i ∈ I, Ti \ G, i ∈ I,G is the
full list of completely isolated subsemigroups of S.
Proof. The proof follows from Lemma 20 and Lemma 21.
9.1 Completely isolated subsemigroups of I∗
n
Theorem 23. Let n ≥ 2. The semigroups I∗n, Sn and I
∗
n \ Sn and only them
are completely isolated subsemigroups of the semigroup I∗n.
Proof. For n = 2 the proof is easy. Suppose n ≥ 3. That all the subsemigroups
given in the formulation are completely isolated follows from the definition.
Let T be a completely isolated subsemigroup of I∗n containing Sn as a proper
subsemigroup. Applying Corollary 22, it is enough to prove that T = I∗n. Show
that T contains some element from Snξ1,2,3Sn. Indeed, consider g ∈ T \ Sn.
Due to I∗n = 〈Sn, ξ1,2,3〉 ( [12, Proposition 12]) we can write
g = g1ξ1,2,3g2ξ1,2,3 · · · ξ1,2,3gk+1,
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where k ≥ 1 and g1 . . . , gk+1 ∈ Sn. If k > 1 we have that either g1ξ1,2,3g2ξ1,2,3
· · · ξ1,2,3gk ∈ T or ξ1,2,3gk+1 ∈ T , since T is completely isolated. The claim
follows by induction.
Now we can assert that ξ1,2,3 ∈ T as T ⊃ Sn by the assumption. This
together with I∗n = 〈Sn, ξ1,2,3〉 implies T = I
∗
n.
9.2 Completely isolated subsemigroups of PI∗
n
Theorem 24. Let n ≥ 2. The semigroups PI∗n, Sn and PI
∗
n \ Sn and only
them are the completely isolated subsemigroups of the semigroup PI∗n.
For the proof of Theorem 24 we will need two auxiliary lemmas:
Lemma 25. Let a ∈ PI∗n \ I
∗
n. Then there are k ≥ 1 and g1, . . . , gk of Sn such
that ag1ag2a . . . agka = 0.
Proof. The statement follows from the observation that a has at least one point.
Lemma 26. Let T be a completely isolated subsemigroup of PI∗n such that
({0} ∪ Sn) ⊂ T . Then PI
∗
n \ I
∗
n ⊂ T .
Proof. Let a ∈ PI∗n \ I
∗
n. By Lemma 25 we have ag1a . . . gka = 0 for some
g1, . . . , gk ∈ Sn. Since T is completely isolated, it follows that either ag1ag2 . . . agk ∈
T or a ∈ T . If a ∈ T then we are done. Otherwise, we have ag1ag2 . . . agk−1a ∈
T . The statement follows by induction.
Proof of Theorem 24. That all the listed semigroups are completely isolated is
checked directly. Let T be a completely isolated subsemigroup of PI∗n strictly
containing Sn. In view of Corollary 22 it is enough to show that T = PI
∗
n.
First assume that T \ I∗n 6= ∅. Take any a ∈ T \ I
∗
n. Since a ∈ PI
∗
n \ I
∗
n, it
follows from Lemma 25 that 0 ∈ T . Applying Lemma 26 we obtain the inclusion
PI∗n \ I
∗
n ⊆ T .
Consider the element
w = γ1,2 =
{
{1, 2, 1′}, {t, t′}t∈N\{1,2}
}
∈ PI∗n.
Since w2 = (w−1)2 = α1α2 ∈ In ⊆ T , we conclude that w ∈ T and w−1 ∈ T ,
which implies ww−1 ∈ T . From the other hand, ww−1 = τ1,2 ∈ I∗n \ Sn. It
follows that ww−1 ∈ T ∩
(
I∗n \Sn
)
. Observe that τN ∈ 〈Sn, τ1,2〉 ⊆ T . It is easy
to see that T ∩ I∗n is a completely isolated subsemigroup of I
∗
n. In addition,
T ∩ I∗n contains Sn as a proper subsemigroup. Applying Theorem 23 we obtain
I∗n ⊆ T . It follows that T = PI
∗
n.
Assume now that T \ I∗n = ∅, that is, T ⊆ I
∗
n. Let a =
{
(Ai ∪ B′i)i∈I
}
∈
T \ Sn. Since a 6∈ Sn, there exists j ∈ I such that |Bj | ≥ 2. Fix some x ∈ Bj
and consider the elements
b =
{
(Ai ∪B
′
i)i∈I\{j}, Aj ∪ {x
′}
}
and
c =
{
(Bi ∪B
′
i)i∈I\{j}, {x} ∪B
′
j
}
of PI∗n \ I
∗
n. We have bc = a ∈ T by the construction. Therefore, b ∈ T ⊂ I
∗
n
or c ∈ T ⊂ I∗n. We obtained a contradiction, which shows that the inclusion
T ⊆ I∗n is impossible. The proof is complete.
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9.3 Completely isolated subsemigroups of PI∗n
Theorem 27. Let n ≥ 2. All completely isolated subsemigroups of PI∗n are
exhausted by the following list: PI∗n, Sn and PI
∗
n \ Sn.
Lemma 28. Let e ∈ E(PI∗n) \ Sn. Then there exists a ∈ PI
∗
n such that
aa−1 = e and a2 = (a−1)2 ∈ In \ Sn.
Proof. If e ∈ In we can set a = e. Otherwise, let e =
{
(Ai ∪ A′i)i∈I , {t, t
′}t∈J
}
,
where N \
(
(
⋃
i∈I Ai) ∪ J
)
is non-empty and |Ai| ≥ 2, i ∈ I. Since e 6∈ In, it
follows that I 6= ∅. Take xi ∈ Ai, i ∈ I. Set a =
{
(Ai ∪ x′i)i∈I , {t, t
′}t∈J
}
. We
have that aa−1 = e and a2 = (a−1)2 =
{
{t, t′}t∈J
}
∈ In \ Sn.
The following statement follows from Lemma 28.
Corollary 29. Let T be an isolated subsemigroup of PI∗n. If In \ Sn ⊆ T ,
then PI∗n \ Sn ⊆ T .
We will need the following fact, see [5, Chapter 5].
Lemma 30. All completely isolated subsemigroups of In are exhausted by the
following list: In, Sn and In \ Sn.
Proof of Theorem 27. It is straightforward to verify that PI∗n, Sn and PI
∗
n \
Sn are completely isolated. Let now T be a completely isolated subsemigroup
of PI∗n. If T ∩ Sn 6= ∅ then T ⊃ Sn by Lemma 21. Assume that T \ Sn 6= ∅.
It is enough to prove that PI∗n \ Sn ⊆ T .
Let b ∈ T \ Sn. There is k such that bk = e is an idempotent. Let a ∈ PI
∗
n
be such that aa−1 = e and f = a2 = (a−1)2 ∈ In \ Sn (such an element exists
by Lemma 28). Then f ∈ T ∩ In. Applying Lemma 30 we have In \ Sn ⊆ T .
Finally, PI∗n \ Sn ⊆ T by Corollary 29.
10 Isolated subsemigroups of I∗n, PI
∗
n and PI
∗
n
10.1 Isolated subsemigroups of I∗
n
Proposition 31. Let e ∈ I∗n be an idempotent of rank n − 1, that is, e = τA
for some A ⊂ N with |A| = 2. Then G(e) is an isolated subsemigroup of I∗n.
Proof. Assume that a ∈ I∗n is such that a
k ∈ G(e) for some k ≥ 1. Since G(e)
is finite, we can assume that ak = e. We are to show that a ∈ G(e). Since
rank(ak) = n− 1, it follows that rank(a) ≥ n− 1. Hence rank(a) = n− 1. But
rank(a) = rank(ak) implies that aDa2, which implies that aHa2 (since I∗n is
finite), which means that a ∈ G(e).
Theorem 32. The semigroups I∗n, Sn, I
∗
n \ Sn and G(e), where e is an idem-
potent of rank n− 1 and only them are isolated subsemigroups of I∗n.
Proof. That all the listed subsemigroups are isolated follows from Proposition 31
and Theorem 23.
Assume that T 6= Sn is an isolated subsemigroup of I∗n. Then T \ Sn 6= ∅.
Let a ∈ T \ Sn. Going, if necessary, to some power of a, we may assume that a
is an idempotent. Let us show that T contains some idempotent of rank n− 1.
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Suppose first that a has some block A ∪ A′ with A ⊆ N , |A| ≥ 3. Let
A = {t1, . . . tk}. Consider b ∈ I∗n such that it contains all the blocks of a,
except A ∪ A′, and instead of A ∪ A′ it has two blocks: {t1, . . . , tk−1, t
′
1} and
{tk, t′2, . . . , t
′
k}. The construction implies b
2 = (b−1)2 = a, whence b, b−1 ∈ T . It
follows that bb−1 ∈ T . This element is an idempotent, contains all the blocks of
a, except A∪A′, and instead of A∪A′ it contains two blocks: (A\{tk})∪(A\{tk})′
and {tk, t′k}. Applying the described procedure as many times as needed we
obtain that there T contains an idempotent e such that |A| ≤ 2 for each block
A ∪ A′, A ⊆ N , of e.
Suppose now that e ∈ E(T ) contains two blocks {t1, t2} ∪ {t1, t2}′ and
{t3, t4} ∪ {t3, t4}
′, t1, t2, t3, t4 ∈ N . Let a ∈ I
∗
n be the element whose blocks
are all the blocks of e, except {t1, t2} ∪ {t1, t2}′ and {t3, t4} ∪ {t3, t4}′, and in-
stead of these two blocks it contains the following three blocks: {t1, t′3}, {t2, t
′
4},
{t3, t4, t′1, t
′
2}. The construction of a implies that a
2 = (a−1)2 = e, which implies
a, a−1 ∈ T . It follows that aa−1 ∈ T . Observe that aa−1 ∈ E(T ). This element
contains all the blocks of e, except {t1, t2} ∪ {t1, t2}′. In addition, it has two
blocks {t1, t′1} and {t2, t
′
2}. Therefore, aa
−1 has fewer blocks of the form A∪A′
with A ⊂ N , |A| = 2 than e. Applying this procedure as many times as required
we obtain that T contains some idempotent e = τA with |A| = 2. Therefore, T
contains some idempotent e of rank n− 1.
If e is the only idempotent of T we have T = G(e). Suppose now that,
except e, T has some other idempotent, say, f . We will show that τN ∈ T . If
n = 2 this is obvious. Suppose n ≥ 3. In view of Lemma 21 G(e), G(f) ⊂ T .
Let e = τA, where A = {t1, t2}. Consider two possible cases.
Case 1. Suppose rank(f) ≤ n− 1. Since f 6= e it follows that f has a block
B ∪ B′ with B ⊆ N , |B| ≥ 2 and B \ A 6= ∅. Fix some t3 ∈ B \ A and s ∈ B,
s 6= t3. For each i ∈ N \ {t1, t2} consider the transposition πi of G(e) which
swaps i and t3. Then the idempotent ei = (πif)(πif)
−1 has a block C ∪ C′,
C ⊆ N with i, s ∈ C. Now consider the transposition π1 ∈ G(e) which switches
the blocks {t1, t2} and {t3}. Then the idempotent e1 = (π1f)(π1f)
−1 has a
block C ∪ C′, C ⊆ N , with t1, t2, s ∈ C. The product of all the constructed
idempotents ei, i ∈ N \ {t2}, equals τN .
Case 2. Suppose rank(f) = n, that is, f = 1. Then Sn ⊆ T . Conjugating
e by each transposition of Sn, that moves t1, and taking the product all the
obtained elements outputs τN .
Show that E
(n−1)
n ⊆ T . Take e ∈ E
(n−1)
n . Suppose
e =
{
A1 ∪ A
′
1, . . . , Ak ∪ A
′
k
}
,
where k = rank(e) ≤ n − 1 and |A1| ≥ 2. Let Ai = {ti1, . . . t
i
mi
}, 1 ≤ i ≤ k.
Construct the blocks B1, . . . , Bk as follows: B1 = {t11}, B2 consists of |A2|
elements of
t11, . . . , t
1
m1
, . . . , tk1 , . . . , t
k
mk
(5)
which follow t11, B3 consists of |A3| elements of (5) which follow the last element
of B2, and so on, finally Bk consists of the remaining |Ak|+ |A1| − 1 elements
of (5). Set
a = {A1 ∪B
′
1, . . . , Ak ∪B
′
k}.
The construction implies that some powers of a and of a−1 equal τN . Hence,
a, a−1 ∈ T , and thus e = aa−1 ∈ T .
16
Finally, since some power of every element of I∗n \ Sn is an idempotent of
E
(n−1)
n ⊂ T and T is isolated, we have I∗n \ Sn ⊆ T . The statement follows.
10.2 Isolated subsemigroups of PI∗n
Theorem 33. The semigroups PI∗n, Sn, PI
∗
n \ Sn and G(e), e is an idem-
potent with corank(e) ≤ 1, and only them, are isolated subsemigroups of PI∗n.
For the proof of this theorem we need some preparation. The observation
below follows from the definition of ◦.
Lemma 34. Let a ∈ PI∗n. Then every block of dom(a
k) coincides with some
block of dom(a) and every block of ran(ak) coincides with some block of ran(a)
for each k ≥ 1.
Let e ∈ E(PI∗n). Set corank(e) = |codom(e)| = |coran(e)|.
Lemma 35. Let e ∈ E(PI∗n) be such that corank(e) ≤ 1. Then G(e) is an
isolated subsemigroup of PI∗n.
Proof. Similarly to as in the proof of Proposition 31 it is enough to prove that
a ∈ G(e) under the assumption that ak = e for some k ≥ 1. Consider two
possible cases.
Case 1. corank(e) = 0. Since coran(e) ⊇ coran(a) and codom(e) ⊇ codom(a)
it follows that |coran(a)| = |codom(a)| = 0. Thus dom(a), dom(e), ran(a),
ran(e) are some partitions of N . This and Lemma 34 imply dom(a) = dom(e)
and ran(a) = ran(e). Therefore, aHe, implying a ∈ G(e).
Case 2. corank(e) = 1. Assume that codom(e)={t}. By Lemma 34 there
are two possibilities: either dom(a) = dom(e) and ran(a) = ran(e), or dom(a) =
dom(e) ∪ {t} and ran(a) = ran(e) ∪ {t′}. In the first case we have aHe, which
yields a ∈ G(e), as required. In the second case we would have aHf and then
e ∈ G(f), where f is an idempotent such that each generalised line of e is a
generalised line of f and, besides, f has the block {t, t′}, which is impossible.
To proceed, we need to recall the description of isolated subsemigroups of
In which is taken from [5, Chapter 5]:
Lemma 36. The semigroups In, Sn, In\Sn, and G(e), where e is an idempotent
of rank n− 1, and only them are isolated subsemigroups of In.
Proof of Theorem 33. Applying Lemma 35 and Theorem 27, it is enough to
prove the sufficiency. Let T be an isolated subsemigroup of PI∗n, such that
T 6= Sn and T 6= G(e) for any idempotent e of corank 0 or 1. We are to show
that T ⊇ PI∗n \ Sn.
First show that T has an idempotent of corank at least 2. Assume the
converse. Then T contains at least two distinct idempotents e, f such that
corank(e) ≤ 1, corank(f) ≤ 1. Since ef ∈ T and corank(ef) ≤ 1, one of e, f
must be equal to ef . Hence we can assume that e ≥ f . We have G(e), G(f) ⊆ T
by Lemma 21. Observe that among all the products of elements of G(e) and
G(f) there are elements some powers of which are idempotents of corank at
least 2.
Let f ∈ T be an idempotent of corank at least 2. Fix t1, t2 ∈ N , t1 6= t2,
such that t1, t2 ∈ codom(f). Define a ∈ PI
∗
n as follows. Each generalised line
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of f is a generalised line of a. Besides, a has one more generalised line: {t1, t′2}.
Then a2 = (a−1)2 = f , the element f˜ = aa−1 is an idempotent, and each
generalised line of f is a generalised line of f˜ . In addition , f˜ has exactly one
more line: {t1, t′1}. Since T is isolated, G(f˜) ⊆ T . Multiplying all the products
of elements from G(f˜) by f we obtain 0. This shows that 0 ∈ T .
Since T ∩ In 6= ∅, it follows that T ∩ In is an isolated subsemigroup of In,
which by Lemma 36 and 0 ∈ T implies In \ Sn ⊆ T . Thus PI
∗
n \ Sn ⊆ T by
Corollary 29.
10.3 Isolated subsemigroups of PI∗
n
Let Y ⊂ N and a ∈ PI∗n. We will call the set Y invariant with respect to a if
either A ⊂ Y ∪ Y ′ or A ∩ (Y ∪ Y ′) = ∅ for each block A of a. If Y is invariant
with respect to a denote by a|Y the element of PI
∗
Y whose blocks are all blocks
of a which are contained in Y ∪Y ′. The element a|Y will be called the restriction
of a to Y . The semigroup I∗Y embeds into I
∗
n via the map sending a ∈ I
∗
Y to
the element of I∗n whose generalised lines are precisely the generalised lines of
a, and all the other blocks are points. We will identify I∗Y with its image under
this embedding.
Lemma 37. Let n ≥ 3. The semigroups
1) I∗n, I
∗
n \ Sn, Sn, G(e), where e is an idempotent of rank n− 1 of I
∗
n;
2) I∗Y , I
∗
Y \SY , SY , G(e), where e is an idempotent of rank n− 2 of I
∗
Y , where
Y = N \ {t}, t ∈ N ;
3) PI∗n, PI
∗
n \ Sn
are isolated subsemigroups of PI∗n.
Proof. The proof is a straightforward verification. It resembles the proofs of
Proposition 31 and Lemma 35.
Theorem 38. Let n ≥ 3. The semigroups listed in Lemma 37 and only them
are isolated subsemigroups of PI∗n.
Proof. Let T be an isolated subsemigroup of PI∗n. If T ⊂ I
∗
n then T must be
an isolated subsemigroup of I∗n. Therefore, applying Theorem 32, we see that
T is one of the semigroups listed in the first item of Lemma 37.
Suppose T \I∗n 6= ∅. Then T contains an idempotent of corank 1 (this can be
shown using arguments similar to those from the third paragraph of the proof
of Theorem 33, where an idempotent f˜ is being constructed by f). It follows
that there is Y ⊂ N , Y = N \ {t}, t ∈ N , such that T ∩ I∗Y 6= ∅. It follows
that T ∩ I∗Y is an isolated subsemigroup of I
∗
Y . If T ⊆ I
∗
Y then T is one of the
semigroups of the second item of Lemma 37.
Suppose that T \I∗Y 6= ∅. Then T has at least two idempotents e and f such
that there is no proper subset Z of N for which e, f ∈ I∗Z . Since e, f, ef ∈ T
it follows that we may assume e > f . Now, G(e), G(f) ⊂ T imply 0 ∈ T .
Hence T ∩ In is an isolated subsemigroup of In containing the zero. This and
Lemma 36 show that In \ Sn ⊆ T .
To complete the proof show that PI∗n \ Sn ⊆ T . It is enough to show that
E˜
(n−1)
n ⊆ T . Let e ∈ PI
∗
n \ In be an idempotent. Let Z = N \ codom(e).
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If Z = N then e ∈ T by arguments at the end of the proof of Theorem 32.
Let N \ Z 6= ∅. We have that e|Z ∈ E(I∗Z \ SZ). We claim that it is enough
to show that the element τ˜Z , having the only generalised line Z ∪ Z
′ and all
the other blocks points, belongs to T . Indeed, if τ˜Z ∈ T then applying the
arguments similar to those at the end of the proof of Theorem 32, we obtain
that e|Z ∈ T |Z, implying that f ∈ T for some f ∈ PI
∗
n with e|Z = f |Z . Since
we also know that 1|Z ∈ In \ Sn ⊆ T , we have that e = 1|Zf ∈ T as well. Take
t ∈ Z. Set a to be the element of PI∗n with the only one generalised line Z∪{t
′},
and all the other blocks points. Then a2 = (a−1)2 = 0, while aa−1 = τ˜Z . The
statement follows.
11 Automorphisms of PI∗X and PI
∗
X
11.1 Automorphisms of PI∗
X
Let Y ⊂ X . We will need to consider the following subsemigroups of PI∗X :
S˜Y =
{
a ∈ SX : a contains the blocks {t, t
′}, t ∈ X \ Y
}
,
I˜Y =
{
a ∈ IX : a contains the blocks {t, t
′}, t ∈ X \ Y
}
and
I˜∗Y =
{
a ∈ I∗X : a contains the blocks {t, t
′}, t ∈ X \ Y
}
.
Let Aut(S) denote the group of automorphisms of a semigroup S.
Theorem 39. Aut(PI∗X) ∼= SX . Moreover, for every ϕ ∈ Aut(PI
∗
X) there is
π ∈ SX such that aϕ = π−1aπ, a ∈ PI
∗
X .
Proof. Let ϕ ∈ Aut(PI∗X). Take x ∈ X . Since SX is the group of units of PI
∗
X ,
in should be preserved by ϕ: ϕ(SX) = SX . For u ∈ PI
∗
X and a subsemigroup
T ⊆ PI∗X let
StrT (u) = {s ∈ T | us = u}, St
l
T (u) = {s ∈ T | su = u}.
Recall that for x ∈ X by αx we denote the idempotent
{
{t, t′}t∈X\{x}
}
∈ PI∗X .
Observe that for an idempotent u ∈ PI∗X |St
r
SX (u)| = 1 if and only if u = αz
for some z ∈ X . It follows that for each x ∈ X there is g(x) ∈ X such that
ϕ(αx) = αg(x). This defines a permutation g ∈ SX .
Show that ϕ(IX) = IX . Let a =
{
{t, π(t)′}t∈I
}
∈ IX , where π : I → π(I)
is a bijection. For all z ∈ X \ I and r ∈ X \ π(I) we have αza = a = aαr.
Passing in this equality to ϕ-images, we see that ϕ(a) should contain the blocks
{q}, q ∈ g(X \I), and {r′}, r ∈ g(X \π(I)). Let t0 ∈ I. Notice that the equality
αt0a = αz · αt0a · αr (6)
holds if and only if z ∈ (X \ I)∪{t0} and r ∈
(
X \π(I)
)
∪{π(t0)}. Going in (6)
to ϕ-images, we obtain
αg(t0)ϕ(a) = αg(z) · αg(t0)ϕ(a) · αg(r).
Similarly as above we have that the equality
αg(t0)ϕ(a) = αz · αg(t0)ϕ(a) · αr
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holds if and only if z ∈ g
(
(X \ I) ∪ {t0}
)
and r ∈ g
((
X \ π(I)
)
∪ {π(t0)}
)
. The
latter implies that ϕ(a) contains a block {g(t0), g(π(t0))}. Now we can assert
that ϕ(a) =
{
{g(t), g(π(t))′}
}
t∈I
. It follows that ϕ(IX) = IX . Moreover, for
every Y ⊂ X we have
ϕ(I˜Y ) = I˜g(Y ). (7)
Show that ϕ(I∗X) = I
∗
X . Observe that the elements of I
∗
X may be charac-
terized as follows: b ∈ I∗X if and only if αxb 6= b and bαx 6= b for all x ∈ X . Let
b =
{
(Ai ∪ B
′
i)i∈I
}
∈ I∗X . The equality αub = αvb holds if and only if u and v
belong to Ai for some i ∈ I, the equality bαu = bαv holds if and only if u and
v belong to Bi for some i ∈ I, and the equality αub = bαv holds if and only if
u ∈ Ai and v ∈ Bi for some i ∈ I. Going to ϕ-images and using the fact that
ϕ(αx) = αg(x), x ∈ X , we can assert that ϕ(b) =
{(
g(Ai) ∪ g(Bi)′
)
i∈I
}
. Thus
ϕ(I∗X) = I
∗
X and, moreover,
ϕ(I˜∗Y ) = I˜∗g(Y ) (8)
for every Y ⊂ X . Since S˜Y = I˜Y ∩ I˜∗Y , applying (7) and (8) we obtain
ϕ(S˜Y ) = ϕ(I˜Y ) ∩ ϕ(I˜∗Y ) = S˜g(Y ). (9)
Let a =
{
(Ui ∪ V ′i )i∈I
}
∈ PI∗X . Observe that
StlI∗
X
(a) = (I˜∗X\
S
i∈I
Ui)⊕ (
⊕
i∈I
I˜∗Ui); St
r
I∗
X
(a) = (I˜∗X\
S
i∈I
Vi)⊕ (
⊕
i∈I
I˜∗Vi);
StlIX (a) = (I˜X\
S
i∈I
Ui)⊕ (
⊕
i∈I
S˜Ui); St
r
IX (a) = (I˜X\
S
i∈I
Vi)⊕ (
⊕
i∈I
S˜Vi).
We observe that the equalities
StlI∗
X
(a) = StlI∗
X
(b), StrI∗
X
(a) = StrI∗
X
(b ), StlIX (a) = St
l
IX (b), St
r
IX (a) = St
r
IX (b)
hold for some b ∈ PI∗X if and only if dom(a) = dom(b) and ran(a) = ran(b),
which by Proposition 2, is equivalent to aHb.
By (7), (8) and (9) we have
ϕ(a) =
{
g(Ui) ∪ g(Vpi(i))
′
}
i∈I
(10)
for some bijection π : I → I. Let us show that π should be the identity map.
Let j ∈ I. Fix uj ∈ Uj . We compute
αuja =
{
(Ui ∪ V
′
i )
}
i∈I\{j}
.
By (7), (8) and (9) we have
coran(ϕ(αuja)) =
{
{t′}, t 6∈
⋃
i∈I
Vi, {t
′}, t ∈ g(Vj)
}
. (11)
From the other hand, ϕ(αuja) = αg(uj)ϕ(a), and thus
coran(ϕ(αuja)) =
{
{t′}, t 6∈
⋃
i∈I
Vi, {t
′}, t ∈ g(Vpi(j))
}
. (12)
It follows from (11) and (12) that π(j) = j, and then π is the identity map.
Hence ϕ(a) = g−1ag, a ∈ PI∗X . The proof is completed.
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11.2 Automorphisms of PI∗X
Let Y ⊆ X . Set εY =
{
Y ∪ Y ′
}
. The element εY is an idempotent of rank
1. If ε is an idempotent of rank 1, denote by Y (ε) such a subset Y ⊆ X that
εY (ε) = ε.
Theorem 40. Aut(PI∗X) ∼= SX .
Proof. Let ϕ ∈ Aut(PI∗X). The maps εY 7→ Y and Y 7→ ε(Y ) are mutually
inverse bijections between the idempotents of rank 1 of PI∗X and nonempty
subsets of X . It follows that ϕ induces some permutation π on 2X \ {∅}.
Show that A ∩B = ∅ implies π(A) ∩ π(B) = ∅ for all A,B ⊆ X . Consider
the idempotent e =
{
A ∪ A′, B ∪ B′
}
. Let f = ϕ(e) = {C ∪ C′, D ∪ D′}
(rank(f) = 2 because rank(e) = 2, and ranks of idempotents are preserved by
automorphisms as they may be characterised in terms of the natural order).
Since εAe = εA and εBe = εB, going to ϕ-images, we obtain εpi(A)f = εpi(A) and
εpi(B)f = εpi(B). It follows that f has the blocks π(A)∪π(A)
′ and π(B)∪π(B)′.
Taking into account that rank(f) = 2, we see that {C,D} = {π(A), π(B)}.
Since C ∩D = ∅, than also π(A) ∩ π(B) = ∅.
Show now that π maps one-element subsets of X to one-element subsets.
Assume the converse. Let x ∈ X be such that π({x}) = M , where |M | ≥ 2.
Take y, z ∈ M , y 6= z. Let My and Mz denote the sets satisfying π(My) = {y}
and π(Mz) = {z}, respectively. Since {y} ∩ {z} = ∅, by the argument from
the previous paragraph we obtain My ∩Mz = ∅. On the other hand, using
{y} ∩M 6= ∅ and {z} ∩M 6= ∅, we obtain that it must be My ∩ {x} 6= ∅ and
Mz ∩ {x} 6= ∅. But then x ∈My ∩Mz, which is impossible. The restriction of
π to one-element subsets of X defines a permutation g ∈ SX .
We proceed by showing that π(M) = g(M) = {g(m) | m ∈ M} for each
subset M of X . Indeed, since M ∩ {t} = ∅, t ∈ X \ M , it follows that
π(M) ⊆ g(M). Similar arguments applied for the automorphism ϕ−1 ensure
that π−1(g(M)) ⊆ M , and thus g(M) ⊆ π(M). The reverse inclusion is estab-
lished similarly.
Let a ∈ PI∗X . Suppose that a has a block A ∪ B′. Show that ϕ(a) has
the block g(A) ∪ g(B)′. Indeed, εAaεB 6= 0. Going to ϕ-images, we obtain
εg(A)ϕ(a)εg(B) 6= 0. The latter implies that ϕ(a) has the block g(A)∪ g(B)
′, as
required. It follows that A∪B′ is a generalised line of a if and only if g(A)∪g(B)′
is a generalised line of ϕ(a), which completes the proof.
12 PI∗n and PI
∗
n are embeddable into I2n−1
Let S be an inverse semigroup with the natural partial order ̺ on it. The
following definitions are taken from [7, p. 188]. An inverse subsemigroup H of
S is called a closed inverse subsemigroup of S if H̺ = H . Let
C = CH =
{
(Hs)̺ : ss−1 ∈ H
}
(13)
be the set of all right ̺-cosets of H .
Let, further,
φH(s) =
{(
(Hx)̺, (Hxs)̺
)
: (Hx)̺, (Hxs)̺ ∈ C
}
(14)
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be the effective transitive representation φH : S → IC . If K and H are two
closed inverse subsemigroups of S, the representations φK and φH are equivalent
if and only if there exists a ∈ S such that a−1Ha ⊆ K and aKa−1 ⊆ H (see
[15, Proposition IV.4.13]).
Theorem 41. Let n ≥ 2. Up to equivalence, there is only one faithful effec-
tive transitive representation of PI∗n (respectively PI
∗
n), namely to I2n−1. In
particular, PI∗n and PI
∗
n embed into I2n−1.
Proof. We prove the statement for the case of PI∗n, the other case being treated
analogously. Suppose H is a closed inverse subsemigroup of PI∗n. Denote by
ω the natural partial order on PI∗n. First we observe that H = Gω for some
subgroup G of PI∗n. Indeed, since PI
∗
n is finite, E(H) contains a zero element.
It remains to apply [15, Proposition IV.5.5], which claims that if the set of
idempotents of a closed inverse subsemigroup contains a zero element, then this
subsemigroup is a closure of some subgroup of the original semigroup. Denote
by f the identity element of the group G.
Now we prove that if f = 0 then φH is not faithful. We have H = 0ω = PI
∗
n
and hence (Hx)ω ⊇ 0ω = PI∗n for all x ∈ PI
∗
n. Thus (Hx)ω = PI
∗
n for all
x ∈ PI∗n. Then |φH(PI
∗
n) |= 1 and so φH is not faithful.
Let now rank(f) ≥ 2. We will show that in this case φH is not faithful
either. Take b ∈ D1 where D1 denotes the set of elements of PI
∗
n of rank 1.
Since bb−1 ∈ D1 we have that bb−1 /∈ H and therefore (Hb)ω /∈ C. This implies
that φH(b) is equal to the zero element of IC . Then due to |D1 |≥ 2 we obtain
that φH is not faithful.
Let finally rank(f) = 1. We will show that in this case φH is faithful.
Observe that H = fω. Let f = εE =
{
E ∪ E′
}
where E 6= ∅. Suppose
that φH(s) = φH(t) for some s and t from PI
∗
n. Without loss of generality
assume that s 6= 0. Suppose that s contains a block A ∪ B′. Consider the
element x =
{
E ∪ A′
}
. Then (Hx)ω and (Hxs)ω belong to C. This implies
that (Hxs)ω = (Hxt)ω. The latter means that t contains some generalised lines
whose union is the block A ∪ B′. Changing the roles of s and t we obtain that
both s and t contain the block A ∪B′. Thus s = t, as required.
Observe that all the idempotents of PI∗X of rank 1 are precisely the primitive
idempotents. Let g be a primitive idempotent of PI∗n. We will show that
| Cgω |= 2n − 1. Note that Cgω =
{
(gs)ω : ss−1 ≥ g
}
. We have (gs)ω = (gt)ω
if and only if gs = gt, that is, the number of different sets (gs)ω, ss−1 ≥ g, is
equal to the number of different nonempty subsets of N , which equals 2n − 1.
To complete the proof we note that for two primitive idempotents f1, f2 ∈
PI∗n we have that φf1ω and φf2ω are equivalent by the definition of equivalent
representations.
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