Abstract. It is shown that every even, zonal measure on the Euclidean unit sphere gives rise to an isoperimetric inequality for sets of finite perimeter which directly implies the classical Euclidean isoperimetric inequality. The strongest member of this large family of inequalities is shown to be the only affine invariant one among them -the Petty projection inequality. As an application, a family of sharp Sobolev inequalities for functions of bounded variation is obtained, each of which is stronger than the classical Sobolev inequality. Moreover, corresponding families of L p isoperimetric and Sobolev type inequalities are also established.
Introduction
Over the last two decades several important affine isoperimetric inequalities, comparing geometric functionals which are invariant under volume preserving affine or linear transformations, have been established (see, e.g., [8, 10, 22, 40, 44] or the books [15, 55] for more information). Despite that, it is still a common misbelief among geometers that Euclidean inequalities, that is, inequalities for functionals invariant merely under rigid motions, are stronger than their affine counterparts. One reason for this misconception might be that, so far, there are only a few explicit examples of Euclidean isoperimetric inequalities that have been significantly improved by an affine invariant one. The best known and most important instance is the classical Euclidean isoperimetric inequality which is considerably strengthened by Petty's projection inequality [53] . Proved in the early 1970s, the latter can be seen as an integral geometric counterpart to the classical affine isoperimetric inequality from affine differential geometry. In its original form, Petty's inequality states that among convex bodies of given volume, ellipsoids are precisely those whose polar projection bodies (see Section 2 for definitions) have maximal volume. Subsequently, the Petty projection inequality has been generalized first to compact domains with smooth boundary by Zhang [65] and, more recently, to sets of finite perimeter by Wang [62] .
Even though Petty published his projection inequality in conference proceedings only, its tremendous impact to convex geometric analysis could hardly be overstated. For example, it is the geometric core of the affine Sobolev-Zhang inequality [65] which strengthens the classical sharp Euclidean Sobolev inequality. The L p version of Petty's inequality by Lutwak, Yang, and Zhang [40] and its Orlicz extension by the same authors [44] both marked landmark results in the evolution of the BrunnMinkowski theory first towards an L p theory and, more recently, towards an Orlicz theory of convex bodies.
The special role of the Petty projection inequality has been further illuminated when Ludwig [30] demonstrated that the projection body operator is the unique continuous and affinely contravariant map on convex bodies which is a Minkowski valuation, that is, a finitely additive map with respect to Minkowski addition. The notion of scalar valued valuations has long been an integral part of convex and discrete geometry (see, e.g., [55, Chapter 6] or [2, 3, 7, 21, 34, 50] for more recent results). The line of research concerned with characterizing Minkowski valuations is of newer vintage. Following Ludwig's seminal work, a more or less complete picture on Minkowski valuations compatible with non-degenerate linear transformations was developed, showing that they often form convex cones generated by finitely many maps (see [20, 31, 32, 58, 64] ). This is in stark contrast to the case of Minkowski valuations intertwining only rigid motions which form an infinite dimensional cone. Nonetheless, also here substantial inroads towards a complete classification have been made (see [26, 54, 57, 59, 60] ), making it possible to extend affine inequalities for the projection body operator by Lutwak [38] to a much larger class of Minkowski valuations (see [1, 4, 6, 49, 56, 57] ). This raised the natural problem whether the Petty projection inequality also holds in greater generality.
In this article, we associate to every even, zonal measure on the Euclidean unit sphere a unique Minkowski valuation intertwining rigid motions and prove that each of these operators gives rise to a sharp isoperimetric inequality for sets of finite perimeter. This large family of inequalities has not only both the classical Euclidean isoperimetric inequality and the Petty projection inequality as special cases, but also an inequality for the volume of polar mean section operators conjectured by Maresch and the second author [45] . Moreover, we show that each of these new inequalities strengthens and directly implies the Euclidean isoperimetric inequality and we identify the strongest one. This turns out to be the only affine invariant inequality among them, the Petty projection inequality, underlining how powerful affine inequalities truly are compared to their counterparts from Euclidean geometry.
Next, we show that each of our isoperimetric inequalities for sets of finite perimeter is equivalent to a Sobolev type inequality for functions of bounded variation. This yields a family of analytic inequalities interpolating between the classical Sobolev inequality of Federer-Fleming [14] and Maz'ya [46] and the affine Sobolev-Zhang inequality [65] . As in the geometric setting, the only affine invariant inequality among them turns out to be the strongest one.
Finally, we obtain an extension of the L p Petty projection inequality of Lutwak, Yang, and Zhang [40] to a family of L p Minkowski valuations parameterized by even, zonal measures on the unit sphere. These L p isoperimetric inequalities are then used to establish a family of new L p Sobolev type inequalities that interpolate between the sharp L p Sobolev inequality of Aubin [5] and Talenti [61] and the affine L p Sobolev inequality of Lutwak, Yang, and Zhang [41] . As before, the only affine invariant member of the respective family of inequalities is the strongest one.
Statement of principal results
The setting for this article is Euclidean space R n , where we assume throughout that n ≥ 3. In addition to its denoting absolute value and the standard Euclidean norm on R n , we also write | · | for k-dimensional Hausdorff measure H k in R n for the appropriate k ∈ {1, . . . , n}. For example, if K ⊆ R n is a convex body (that is, a compact, convex set) with nonempty interior, then |K| denotes its volume and |∂K| its surface area. Similarly, dx will always mean dH k (x) for the appropriate k. A measure on the Euclidean unit sphere S n−1 of R n is to be understood to mean a non-negative and non-trivial finite Borel measure on S n−1 . We useē ∈ S n−1 to denote an arbitrary but fixed point (the pole) of the sphere and we write SO(n − 1) for the stabilizer ofē in SO(n). A measure on S n−1 is said to be even if it assigns the same value to antipodal sets and it is called zonal if it is SO(n − 1) invariant.
Let K n be the space of convex bodies in R n endowed with the Hausdorff metric and recall that each K ∈ K n is uniquely determined by its support function h(K, u) = max{u · x : x ∈ K} for u ∈ S n−1 . If K contains the origin, then K • = {x ∈ R n : x · y ≤ 1 for all y ∈ K} is the polar body of K. For a set of finite perimeter L ⊆ R n , we denote by ∂ * L the reduced boundary of L and we write ν L for the (measure theoretic) outer unit normal vector field to L (see Section 3 for detailed definitions). The projection body of L is the convex body ΠL ∈ K n with support function
This extension of Minkowski's classical notion of the projection body of a convex body was first given by Wang [62] , who generalized a definition of Zhang [65] for compact sets with piecewise C 1 boundary. Wang [62] also established the Petty projection inequality for sets of finite perimeter (generalizing the original result of Petty [53] for convex bodies and a version for compact sets with piecewise C 1 boundary by Zhang [65] ): A set of finite perimeter L ⊆ R n is a maximizer of the volume product |Π
• L||L| n−1 if and only if L is an ellipsoid up to a Lebesgue null set. (Here and in the following, we write Π
• L instead of (ΠL)
• .) For p ≥ 1, each even measure µ on S n−1 generates an origin-symmetric convex body Z µ p ∈ K n (which is uniquely determined when p is not an even integer) by
The bodies obtained in this way constitute the class of origin-symmetric L p zonoids, which also arise naturally in various other contexts (see, e.g., [55, Chapter 3.5] We are now in a position to define the main objects of our investigations.
Definition Suppose that µ is an even, zonal measure on S n−1 and let Z µ (ē) be the zonoid generated by µ. For a set of finite perimeter L ⊆ R n , we define the convex body
We shall see in the next section that (2.3) indeed defines a support function for every set of finite perimeter. Before we discuss the origins and basic properties of the operators Φ µ , let us look at some special cases of their construction.
Examples: 
(c) If µ is concentrated on the equator of S n−1 perpendicular to the poleē, then
denotes the even part of the second mean section operator. Mean section operators were introduced in 1992 by Goodey and Weil [16] and have recently become the focus of increased interest (see, e.g., [17, 18, 45, 59, 60] ).
The operators Φ
µ first appeared about a decade ago in the theory of Minkowski valuations (see [56] ). In general, a valuation on the space K n is a map Ψ : K n → A with values in an Abelian semigroup A such that
whenever K ∪L is convex. When A = K n and addition on K n is the usual Minkowski addition, then Ψ is called a Minkowski valuation.
It is not difficult to see that the restriction of Φ µ to convex bodies defines a continuous Minkowski valuation Φ µ : K n → K n which is translation invariant and commutes with SO(n). Moreover, it follows from a characterization result of Ludwig [31] that Φ µ is compatible with SL(n) (more precisely, SL(n) contravariant) if and only if µ is discrete, that is, if and only if Φ µ is a multiple of Π. It was also first asked by Ludwig whether an isoperimetric inequality similar to Petty's projection inequality holds for the operators Φ µ . With our first main result, we answer this question in the affirmative. (Throughout we use the convention that ∞ · 0 = 0.) Theorem 1 Suppose that µ is an even, zonal measure on S n−1 . Among sets of finite perimeter L ⊆ R n the volume product
is maximized by Euclidean balls. If µ is not discrete, then Euclidean balls are the only maximizers up to Lebesgue null sets. If µ is discrete, then L is a maximizer if and only if it is an ellipsoid up to a Lebesgue null set.
Note that by the examples above the Euclidean isoperimetric inequality and the Petty projection inequality are both special cases of Theorem 1. Moreover, if µ is concentrated on the equator of S n−1 perpendicular toē, then Theorem 1 confirms a conjecture of Maresch and the second author [45] about the maximizers of the volume product |M +,• 2 L||L| n−1 . It was first pointed out by Lutwak [36] that the Petty projection inequality is significantly stronger than the classical isoperimetric inequality. As our next result shows, each new inequality of Theorem 1 is, in fact, stronger and directly implies the isoperimetric inequality. Moreover, the Petty projection inequality -the only affine invariant one among them -is the strongest one.
and L ⊆ R n is a set of finite perimeter with nonempty interior, then
There is equality in the left hand inequality if and only if Φ µ L is a Euclidean ball. There is equality in the right hand inequality if and only if µ is discrete or ΠL is a Euclidean ball. is chosen such that Φ µ B n = ΠB n = ω n−1 B n for all µ. Note that the right inequality of Theorem 2 combined with the Petty projection inequality implies Theorem 1 (up to a short argument to obtain the characterization of the extremizers). In Section 5, we will therefore first prove Theorem 2 and deduce Theorem 1 as a consequence.
It is a classical fact (see, e.g., [13] ) that the functional form of the isoperimetric inequality is the Sobolev inequality on the space BV (R n ) of functions of bounded variation. It states that for every f ∈ BV (R n ),
where the vector valued Radon measure Df is the weak gradient of f , Df denotes its total variation in R n (see Section 3), and f p denotes the usual L p norm of f in R n . Equality holds in (2.4) if and only if f is a multiple of the characteristic function of a Euclidean ball in R
n . An analytic version of the Petty projection inequality was first established by Zhang [65] for compactly supported C 1 functions. It became known as the affine Sobolev-Zhang inequality and was, more recently, extended to BV (R n ) by Wang [62] . This extended inequality states that for every f ∈ BV (R n ),
with equality if and only if f is a multiple of the characteristic function of an ellipsoid in R n . Here, we write |Df | for the variation measure of Df and σ f is the Radon-Nikodym derivative of Df with respect to |Df |. Using Hölder's inequality, it follows that the affine invariant inequality (2.5) directly implies the classical inequality (2.4) which is merely invariant under rigid motions.
The proof of (2.5) given by Wang [62] was based on an approach towards the affine Sobolev-Zhang inequality for compactly supported C 1 functions developed by Lutwak, Yang, and Zhang [43] . Using the same ideas, we obtain the following family of sharp Sobolev type inequalities which can be seen as the functional form of the isoperimetric inequalities from Theorem 1.
Theorem 3 Suppose that µ is an even, zonal measure on S n−1 and let Z µ (ē) be the zonoid generated by µ. Then, for every f ∈ BV (R n ),
If µ is not discrete, there is equality if and only if f is a multiple of the characteristic function of a Euclidean ball in R n . If µ is discrete, then equality holds if and only if f is a multiple of the characteristic function of an ellipsoid in R n .
Here,
denotes the seminorm on R n (which is actually a norm when µ is not discrete) with unit ball Z µ (u)
• . We will see in Section 6 how Theorem 2 implies that each of the new analytic inequalities from Theorem 3 is stronger than the Sobolev inequality (2.4) and, moreover, that the only affine invariant inequality from Theorem 3 -the affine Sobolev-Zhang inequality -is the strongest one.
A stronger affine version of the sharp L p Sobolev inequality of Aubin [5] and Talenti [61] was established by Lutwak, Yang, and Zhang [41] . If W 1,p (R n ) denotes the Sobolev space of real-valued L p functions on R n with weak L p partial derivatives, then the affine L p Sobolev inequality states that for 1 < p < n and f ∈ W 1,p (R n ),
where p * = np/(n−p). The optimal constants c n,p in (2.6) were explicitly computed in [41] . It was later shown by Wang [63] (see also [48] for a different approach) that under mild additional technical assumptions on f , equality holds in (2.6) if and only if f coincides up to translation a.e. on R n with its convex symmetrization f E with respect to an origin-symmetric ellipsoid E in R n (cf. [63] or [48] for definitions). We establish an L p version of Theorem 3 which shows that also the classical and the affine L p Sobolev inequalities are members of a larger family of analytic inequalities parametrized by even, zonal measures on S n−1 .
Theorem 4 Suppose that 1 < p < n and that µ is an even, zonal measure on
If µ is discrete, then inequality (2.7) reduces to (2.6) and if µ is proportional to spherical Lebesgue measure, then (2.7) becomes the classical L p Sobolev inequality of Aubin and Talenti. Using either the approach from [63] or that of [48] , it is possible to show that if µ is not discrete, then equality holds in (2.7) if and only if f coincides up to translation a.e. on R n with its symmetric rearrangement f ⋆ . However, since this requires additional tools and techniques different from the ones applied to prove Theorem 3, it will be explored in a later publication (see [27] ).
The geometric inequalities needed to establish Theorem 4 are the content of an L p version of Theorem 1 which generalizes the L p Petty projection inequality of Lutwak, Yang, and Zhang [40] (see [10] and [8] for alternate approaches). It is important to note that while the geometry behind the classical L p Sobolev inequality (that is, the isoperimetric inequality) is the same for all p, the L p isoperimetric inequalities behind Theorem 4 are different for different p. We establish this family of inequalities in Section 5 and show that the strongest member is again the only affine invariant one among them -the L p Petty projection inequality. This also implies that the affine L p Sobolev inequality is the strongest inequality among the family of Sobolev inequalities (2.7).
Background material
In this section we recall basic definitions and facts about functions of bounded variation and sets of finite perimeter as well as some notions and results from the L p Brunn-Minkowski theory of convex bodies required for the proofs of our main results. As general references for this material we refer to the classic book by Evans and Gariepy [13] and the recent monograph [55] by Schneider.
We denote the space of all functions of bounded variation on R n by BV (R n ). (Note that, as usual, two functions in BV (R n ) that coincide almost everywhere with respect to Lebesgue measure are considered to be the same.)
For the vector valued Radon measure Df = (D 1 f, . . . , D n f ) on R n , we define its (Euclidean) variation as the non-negative Radon measure |Df | whose value at a Borel set E ⊆ R n is given by
where the supremum is taken over all partitions π of E into a countable number of disjoint measurable subsets. For f ∈ BV (R n ), we denote the Radon-Nikodym derivative of Df with respect to |Df | by σ f . Hence, it follows from (3.1), that the vector field σ f satisfies
, the space of all continuously differentiable vector fields on R n with compact support. The perimeter of a (Lebesgue) measurable set L ⊆ R n is defined by
If P (L) < ∞, then L is called a set of finite perimeter. Using Riesz's representation theorem and (3.2), it is not difficult to show that L ⊆ R n has finite perimeter if and only if 1 L ∈ BV (R n ).
For x ∈ R n , we denote by B r (x) the Euclidean ball with center x and radius r. A (topological) boundary point x of a set of finite perimeter L ⊆ R n is said to belong to the reduced boundary
exists and belongs to S n−1 . In this case, we call the limit ν L (x) = −σ 1 L (x) the measure-theoretic outer unit normal to L at x. It follows from De Giorgi's structure theorem that
Note that if L is a compact set with C 1 boundary, then ∂ * L = ∂L and the measure-theoretic outer unit normals coincide with the usual outer unit normals.
Recall that K n denotes the space of convex bodies in R n and that each K ∈ K n is uniquely determined by its support function h(K, u) = max{u · x : x ∈ K}, u ∈ S n−1 . It follows from this definition that for each ϑ ∈ SO(n), we have
The mean width of a convex body K ∈ K n is defined by
Using (2.2), Fubini's theorem, and the Cauchy projection formula (see 3.10 below), we can calculate the mean width of a zonoid Z µ ∈ K n , generated by the even measure µ on S n−1 , as follows:
Urysohn's inequality states that for every K ∈ K n ,
with equality if and only if K is a ball. A convex body K ∈ K n containing the origin is also uniquely determined by its radial function ρ(K, u) = max{λ ≥ 0 : λu ∈ K}, u ∈ S n−1 . Note that if the origin is an interior point of K, then
where K • = {x ∈ R n : x· y ≤ 1 for all y ∈ K} is the polar body of K. In particular, the polar coordinate formula for the volume of K takes the form
For K, L ∈ K n and t > 0, the Minkowski combination K + tL ∈ K n can be defined by
The surface area measure S(K, ·) of a convex body K ∈ K n is the unique Borel measure on S n−1 such that
for each L ∈ K n . Alternatively, the surface area measure of K can be defined by setting
for each f ∈ C(S n−1 ). Here, the Gauss map ν K : ∂ ′ K → S n−1 is defined on the subset ∂ ′ K of those points of ∂K that have a unique outer unit normal and is hence defined H n−1 a.e. on ∂K. Note that for ϑ ∈ SO(n), the measure S(ϑK, ·) is just the pushforward of S(K, ·) under the rotation ϑ. Another basic feature of the surface area measure is the valuation property, that is,
whenever K ∪ L ∈ K n . Minkowski defined the projection body of a convex body K ∈ K n as the unique convex body whose support function is given by
Here, the second equality is known as Cauchy's projection formula. Note that, by (3.9), the projection body map is a Minkowski valuation. Moreover, the following characterization result was obtained by Ludwig. It follows from (3.8) that not only does (2.1) extend Minkowski's definition of the projection body of a convex body to sets of finite perimeter but also that for every convex body K ∈ K n , definition (2.3) is equivalent to
Since Z µ (u) is a body of revolution, h(Z µ (u), v) depends only on the value of u · v and, hence,
. This shows that (3.11) and (2.3) indeed define support functions of convex bodies. By (3.9) and (3.11), each map Φ µ is a Minkowski valuation. Moreover, using (3.4) and the fact that ϑZ µ (u) = Z µ (ϑu), we see that Φ µ (ϑK) = ϑΦ µ K for every ϑ ∈ SO(n) and K ∈ K n , that is, Φ µ is SO(n) equivariant. In particular, since (ϑK)
• = ϑK • , the quantities |Φ µ,• K| are rigid motion invariant. However, by Theorem 3.1, |Φ µ,• K| is invariant under volume preserving affine transformations if and only if µ is discrete.
By using L p Minkowski combinations first introduced in the 1960s by Firey, Lutwak [37, 39] showed that the classical Brunn-Minkowski theory of convex bodies has a natural extension to a more general L p theory. Next we review some of the details of this theory which are necessary for the proof of Theorem 4.
Suppose that 1 ≤ p < ∞ and that K, L ∈ K n contain the origin in their interiors.
n can be defined by
The L p surface area measure S p (K, ·) of K is the unique Borel measure on S n−1 such that
for each L ∈ K n containing the origin in its interior. It was shown in [37] that S p (K, ·) is absolutely continuous with respect to S 1 (K, ·) = S(K, ·) and that its Radon-Nikodym derivative is h(K, ·) 1−p . The L p projection body of a convex body K ∈ K n containing the origin in its interior was first defined in [40] 12) where the normalizing constant a n,p is chosen such that Π p B 1 (0) = B 1 (0) and, consequently, is given by a n,p = Γ n+p 2
Note that when p = 1, definition (3.12) can be extended to all K ∈ K n and that, in this case, we have
An L p analogue of Petty's projection inequality was first obtained in [40] (see also [8, 10, 22, 29] for different variants): A convex body K in R n containing the origin in its interior is a maximizer of the volume product |Π The geometric core in our proof of Theorem 4 is an L p version of Theorem 1. To this end we introduce in the next section an L p extension of the operators Φ µ which is motivated by (3.12) . In Section 5, we then state and prove the required generalization of the L p Petty projection inequality.
A few years after their first proof of the affine L p Sobolev inequality (2.6), Lutwak, Yang, and Zhang [43] gave a new more conceptual proof of (2.6) by associating to each f ∈ W 1,p (R n ) an origin-symmetric convex body f p . This convexification of a given Sobolev function is based on the solution of a functional analogue of the even L p Minkowski problem. The latter was first formulated in [37] and can be stated as follows: Given an even Borel measure ν on S n−1 , does there exist an origin-symmetric convex body K such that ν = S p (K, ·)? The case p = 1 is the classical (even) Minkowski problem which was solved by Minkowski, Aleksandrov, and Fenchel and Jessen (see, e.g., [55, Chapter 8.2] ). Lutwak [37] gave an affirmative answer to the even L p Minkowski problem for all p = n; in [42] a volume-normalized version of the L p Minkowski problem was introduced for which the case p = n could be dealt with as well. Here, we state the solution to the functional volume-normalized even L p Minkowski problem obtained in [43] which is crucial in our proof of Theorem 4. Theorem 3.2 (Lutwak et. al [43] ) If 1 ≤ p < ∞ and f ∈ W 1,p (R n ) is not 0 a.e., then there exists a unique origin-symmetric convex body f p with nonempty interior such that
for every even continuous function g : R n → [0, ∞) that is positively 1-homogeneous.
For p = 1, where no volume-normalization is necessary, Wang [62] extended Theorem 3.2 to functions of bounded variation. His result, which we state in the following, is the critical ingredient to deduce our Theorem 3 from Theorem 1.
is not 0 a.e., then there exists a unique origin-symmetric convex body f with nonempty interior such that
for every even continuous function g : R n → R that is positively 1-homogeneous.
The convex bodies f p encode the geometry of the level sets of f . More precisely, if f coincides up to translation a.e. on R n with the convex symmetrization f K with respect to an origin-symmetric K ∈ K n , then f p is a dilate of K. In particular, the following proposition holds. n be an origin-symmetric convex body with nonempty interior.
(ii) For every 1 < p < ∞, there exists f ∈ W 1,p (R n ) such that f p = K.
Auxiliary results
In the following we prove an important relation between the L p projection body operator Π p and a family of L p Minkowski valuations which extend the operators Φ µ . At the end of the section we recall Sobolev type inequalities for the operators f and f p due to Wang [62] and Lutwak, Yang, and Zhang [43] , respectively.
We begin by briefly recalling the one-to-one correspondence between measures on the homogeneous space S n−1 ∼ = SO(n)/SO(n − 1) and right SO(n − 1) invariant measures on SO(n). To this end suppose that µ is a measure on S n−1 . Since for every u ∈ S n−1 , there exists ϑ u ∈ SO(n) such that ϑ uē = u, it follows from Riesz's representation theorem that there exists a (unique) measureμ on SO(n) such that
for every g ∈ C(SO(n)). Here, the inner integration on the right hand side is with respect to the Haar probability measure on SO(n − 1) (which implies that the right hand side is independent of the choice of ϑ u ). Moreover, it is easy to see thatμ is right SO(n − 1) invariant and that
for every f ∈ C(S n−1 ). In other words, the pushforward ofμ under the natural projection π : SO(n) → S n−1 , π(ϑ) = ϑē, is given by µ. For more details, see [57] .
For the proof of Theorem 4, we require an L p extension of Theorem 1. To this end, we first have to define L p analogues of the operators Φ µ .
Definition Suppose that 1 ≤ p < ∞ and that µ is an even, zonal measure on S n−1 . Let Z µ p (ē) be the zonoid generated by µ. For a convex body K ∈ K n containing the origin in its interior, we define the convex body
Comparing definitions (4.2) and (3.12), we see that the operators Φ µ p and Π p are related in the same way as Φ µ and Π. In particular, when µ is discrete, Φ µ p is a multiple of Π p .
With our next lemma, we will make the relation between Φ µ p and Π p even more precise. To this end assume that µ is a zonal measure on S n−1 and define a measurȇ µ u on SO(n) as the pushforward ofμ under the conjugation map c u (φ) = ϑ u φϑ −1 u . Note that the SO(n − 1) invariance of µ implies thatμ is SO(n − 1) bi-invariant and, thus, the measureμ u is well-defined (that is, independent of the choice of ϑ u ). 
for every K ∈ K n containing the origin in its interior.
Proof. For the L p zonoid generated by µ we have, by (2.2) and (4.1),
for every v ∈ S n−1 . Letting u = ϑ uē and using (3.4), we therefore obtain
for every u, v ∈ S n−1 . Thus, by (4.2), Fubini's theorem, and (3.12), we arrive at the desired relation
Combining (3.13) with the special case p = 1 of Lemma 4.1, we obtain the following:
Corollary 4.2 is a key ingredient in the proof of Theorem 2. We also remark that if Φ : K n → K n is any even, continuous Minkowski valuation of degree n − 1 which is SO(n) equivariant and translation invariant, then a similar relation to the projection body exists, however not necessarily with a non-negative measureμ u but a distribution. This follows from a characterization of such Minkowski valuations by the second author (see [56] and the discussion at the end of Section 6).
As we shall see in Section 6 (and was previously noted in [43] and [62] ), the convexification operators f p and g for f ∈ W 1,p (R n ) and g ∈ BV (R n ), respectively, allow for effortless proofs of Sobolev type inequalities once the corresponding isoperimetric inequalities have been established. This is due to the following sharp volume inequalities.
with equality if and only if f is a multiple of the characteristic function of a centrally symmetric convex body.
The L p analogue of Theorem 4.3 for Sobolev functions is the content of the following earlier result of Lutwak, Yang, and Zhang [43] . 
where the optimal constantc n,p is given bỹ
An infinite-dimensional set of extremal functions for inequality (4.3) was exhibited in [43] . However, as far as we know, the equality conditions of (4.3) have not been completely settled yet.
Proof of the main results
We are now in a position to prove Theorems 1 and 2 as well as their L p versions. Their proofs are based largely on the following L p extension of the right hand inequality of Theorem 2 (which, in turn, uses Lemma 4.1).
Theorem 5.1 Suppose that 1 ≤ p < ∞. If µ is an even, zonal measure on S n−1 such that µ(S n−1 ) = a n,p and K ∈ K n contains the origin in its interior, then
with equality if and only if µ is discrete or Π p K is a Euclidean ball.
Proof. First note that the normalization µ(S n−1 ) = a n,p , with a n,p given by (3.12), was chosen such that there is equality in (5.1) when µ is discrete.
In order to establish (5.1), we use the polar coordinate formula for volume (3.7) and Lemma 4.1 to obtain
Since µ(S n−1 ) = a n,p impliesμ u (SO(n)) = a n,p , Jensen's inequality yields
If follows from definitions (4.2) and (3.12) that Φ µ p and Π p are SO(n) equivariant. Hence, replacing K by θK in (5.2) and also using the SO(n) equivariance of the polar map and (3.4), we arrive at
Integrating now both sides with respect to the Haar probability measure on SO(n), followed by Fubini's theorem, we conclude that
The invariance of the Haar measure and the fact thatμ u (SO(n)) = a n,p imply that the right-hand side of inequality (5.3) is equal to
Using this in (5.3) followed by Fubini's theorem, we conclude from (3.4) that
By the above arguments, equality holds in (5.1) if and only if we have equality in (5.2) . By the equality condition of Jensen's inequality this is the case if and only if for every u ∈ S n−1 there exists c u ∈ R + such that
But sinceμ u is the pushforward ofμ under the conjugation c u and µ is the pushforward ofμ under the projection π (see Section 4), we see that equality holds in (5.2) if and only if for every u ∈ S n−1 and every ϑ ∈ SO(n) such that ϑē = u there exists c ϑu ∈ R + such that h(Π p K, ϑ u v) = c ϑu for µ-a.e. v ∈ S n−1 . Clearly, this is the case if and only if for every ϑ ∈ SO(n), there exist c ϑ ∈ R + such that
We want to show that if µ is not discrete, then (5.4) holds if and only if h(Π p K, ·) is constant on S n−1 , or equivalently, if Π p K is a Euclidean ball. To this end, let H w,t = {x ∈ R n : w · x = t} with w ∈ S n−1 and t ∈ R and note that since µ is zonal and not discrete, there exists t 0 ∈ (−1, 1) such that for all ε > 0 and all
Now, by (5.4), we know that for every ϑ ∈ SO(n) there is a set of µ-measure zero A ϑ ⊆ S n−1 such that h(Π p K, ϑv) = c ϑ for all v in the complement A C ϑ of A ϑ . But for arbitrary v ∈ Hē ,t 0 ∩ S n−1 and every ε > 0, we have that B ε (v) ∩ A C ϑ is nonempty. Consequently, there is a sequence v k ∈ A C ϑ converging to v, which, by (5.4) and the continuity of support functions, shows that for every ϑ ∈ SO(n) there exist c ϑ ∈ R + such that
Hence, applying a rotation θ ∈ SO(n) to this equation and using (5.5) again, yields
Now, if we choose θ such that Hē ,t 0 ∩ S n−1 and H θē,t 0 ∩ S n−1 intersect, then it follows that c id = c θ . Since we can reach any point on S n−1 by finitely many iterations of this argument, we obtain that h(Π p K, v) = c id for all v ∈ S n−1 as desired.
With the help of Theorem 5.1, we can now complete the proof of Theorem 2.
Proof of Theorem 2. Let K be a convex body in R n with nonempty interior. First we want to show that
Note that the normalization µ(S n−1 ) = 1 2 ensures that there is equality in both inequalities of (5.6) if K is a Euclidean ball. Moreoever, using (3.13) and the translation invariance of both Φ µ and Π, we see that the right hand inequality of (5.6) follows from Theorem 5.1 by renormalization and that |Φ µ,• K| = |Π • K| holds if and only if µ is discrete or ΠK is a Euclidean ball.
In order to establish the left hand inequality of (5.6), we use the polar coordinate formula for volume (3.7) and Jensen's inequality to obtain
From (3.11) and the remark following it, Fubini's theorem, and (3.5), we conclude
which yields the desired inequality. Note that equality holds in (5.7), and thus in the left hand inequality of (5.6), if and only if h(
In order to extend the statement to a body L ⊆ R n of finite perimeter with nonempty interior, note that by (3.11), Theorem 3.3, and (3.3), we have for u ∈ S n−1 ,
In particular, we also have |∂ * L| = |∂ 1 L | and ΠL = Π 1 L . Thus, the desired inequalities along with their equality conditions follow from the first part of the proof.
Theorem 1 can now be deduced easily by combining the right-hand inequality of Theorem 2 with the Petty projection inequality.
Proof of Theorem 1. By our convention that ∞ · 0 = 0, we may assume that L has nonempty interior. Moreover, we may also assume (by rescaling if necessary) that µ(S n−1 ) =
and that µ is not discrete. Hence, combining Theorem 2 with the Petty projection inequality yields
where equality holds in the left-hand inequality if and only if ΠL is a Euclidean ball and equality holds in the right-hand inequality if and only if L is an ellipsoid up to a Lebesgue null set. Now since Π(AL) = |det A| A −T ΠL for any A ∈ GL(n) (cf. [15, Theorem 4.1.5]), it follows that if E is an ellipsoid, then ΠE is a ball if and only if E is a Euclidean ball. Consequently, we obtain
with equality if and only if L is a Euclidean ball up to a Lebesgue null set.
By combining now Theorem 5.1 with the L p Petty projection inequality, we obtain an L p extension of Theorem 1.
Theorem 5.2 Suppose that 1 < p < ∞ and that µ is an even, zonal measure on S n−1 . Among convex bodies K ∈ K n containing the origin in its interior the volume product |Φ
is maximized by origin-symmetric Euclidean balls. If µ is not discrete, then originsymmetric Euclidean balls are the only maximizers. If µ is discrete, then K is a maximizer if and only if it is an origin-symmetric ellipsoid.
Proof. Let K ∈ K n contain the origin in its interior and assume without loss of generality that µ(S n−1 ) = a n,p , where a n,p is given by (3.12) , and that µ is not discrete. Then, Theorem 5.1 and the L p Petty projection inequality yield
with equality in the left-hand inequality if and only if Π p K is a Euclidean ball and equality in the right-hand inequality if and only if K is an origin-centered ellipsoid.
for any A ∈ GL(n) (cf. [40] ), it follows that if E is an origin-centered ellipsoid, then Π p E is a ball if and only if E is a Euclidean ball. Consequently, we obtain
with equality if and only if K is an origin-centered Euclidean ball.
Applications to Sobolev inequalities
We can now combine our isoperimetric inequalities from Theorems 5.2 and 1 with the volume inequalities for the operators f p and f , respectively, to deduce Theorems 4 and 3. Finally, we also relate our new Sobolev inequality from Theorem 3 to the sharp Gromov-Sobolev inequality for general norms and conclude the paper with an open problem.
We begin with the proof of Theorem 4 and, to this end, first specify the optimal constant c n,p appearing there:
Proof of Theorem 4. We may assume that f is not 0 a.e. and, by rescaling if necessary, that µ(S n−1 ) = 1. Next, we recall that for every K ∈ K n containing the origin in its interior and λ > 0, we have S p (λK, ·) = λ n−p S p (K, ·). Hence, taking
it follows from definition (4.2) and Theorem 3.2 that for u ∈ S n−1 ,
• , this and the polar coordinate formula for volume (3.7) imply that
Next, note that under the normalization µ(S n−1 ) = 1 and our choice of the body K, Theorem 5.2 states that
where a n,p is the normalizing constant from (3.12). Combining now (6.1), (6.2), and Theorem 4.4, we obtain the desired inequality
Before we turn to the proof of Theorem 3, we want to point out the following interesting special case of Theorem 4 which is obtained by taking the measure µ to be (uniformly) concentrated on S n−1 ∩ē ⊥ with total mass µ(S n−1 ) = a n−1,p .
Corollary 6.1 Suppose that 1 < p < n. If f ∈ W 1,p (R n ), then Kniefacz and the second author use in [28] a refinement of the arguments from the proof of Theorem 2 to generalize both the affine L p Sobolev inequality (2.6) and Corollary 6.1 from one and (n − 1)-dimensional projection averages, respectively, to averages over projections onto k-dimensional subspaces.
Proof of Theorem 3. We may assume that f is not 0 a.e., µ is not discrete and, by rescaling if necessary, that µ(S n−1 ) = 1. Then, by (3.11) and Theorem 3.3, we have for u ∈ S n−1 ,
Since h(Z µ (u), σ f (x)) = σ f (x) Z µ (u) • , this and the polar coordinate formula for volume (3.7) imply that Choosing again the measure µ concentrated on S n−1 ∩ē ⊥ with total mass µ(S n−1 ) = 2ω n−2 , we obtain the following corollary as a special case of Theorem 3: Let us also remark here that the above proofs of Theorems 4 and 3 combined with Theorems 2 and 5.2 show that among the established families of Sobolev inequalities the only affine invariant ones, the affine L p Sobolev inequality and the affine Sobolev-Zhang inequality, respectively, are the strongest ones.
We conclude the paper by relating our new family of Sobolev inequalities from Theorem 3 to the Gromov-Sobolev inequality for general norms (cf. [47, Appendix] ). Recall that the latter states that for any origin-symmetric K ∈ K n with nonempty interior and f ∈ BV (R n ), we have
with equality if and only if f is a multiple of the characteristic function of a homothetic copy of K. Now, if µ is an even, zonal measure on S n−1 (not concentrated on a great subsphere) and Z µ (ē) denotes again the zonoid generated by µ, we can take K = Z µ (u) and average both sides of (6.6) over all directions u ∈ S n−1 to obtain on one hand the inequality On the other hand, we can use (3.5) to rewrite our Sobolev inequality from Theorem 3 as follows
. (6.8)
Comparing the right hand sides of (6.7) and (6.8) using Urysohn's inequality (3.6), it follows that our Sobolev inequality (6.8) is stronger than the (simple) consequence (6.7) of the Gromov-Sobolev inequality. Similar, considerations apply in the L p setting, when Theorem 4 is compared with an average of the L p extension of the Gromov-Sobolev inequality by Cordero, Nazaret, and Villani [12] .
Note, however, that while inequality (6.7) remains true, when the zonoids Z µ (u) are replaced by arbitrary convex bodies of revolution, it remains an open problem whether this is also possible for our inequality (6.8) . If this was the case, the corresponding isoperimetric inequality would generalize Theorem 1 to all even, continuous Minkowski valuations of degree n − 1 which are SO(n) equivariant and translation invariant.
