Abstract-This note modifies a previous algorithm for solving a certain convex optimization problem, introduced by Byrnes, Georgiou, and Lindquist, to determine any Nevanlinna-Pick interpolant satisfying degree constraint. The modified algorithm is based on a continuation method with predictor-corrector steps and it turns out to be quite efficient and numerically robust.
B. Proof of Lemma 2.3
We can assume that all components of x, y, u, v are nonzero. To see why this is so, suppose that the result was proven for this case and we were given four arbitrary nonzero vectors x, y, u, and v. We could transform them via a single nonsingular transformation T such that each component of T x, T y, T u, T v was nonzero (Lemma 2.2). Then for all Hermitian matrices P we would have (T x)
T P (T y) = x T (T T PT )y, and hence, that (T x) T P (T y) = 0k(Tu) T 
P (T v).
Then, T x = T u and, thus, x = u or T x = T v and x = v. So, we shall assume that all components of x, y, u, v are nonzero. Suppose that x is not a scalar multiple of u to begin with. Then, for any index i with 1 i n, there is some other index j and two nonzero real numbers c i ; c j such that xi = ciui xj = cjuj; ci 6 = cj: (8) Choose one such pair of indexes i, j. Equating the coefficients of p ii , p jj and p ij , respectively, in the identity x T Py = 0ku
T Pv yields the following equations: xiyi = 0 kuivi (9) x j y j = 0 ku j v j (10) (x i y j + x j y i ) = 0 k(u i v j + u j v i ): (11) If we combine (8) with (9) and (10), we find yi = 0 k c i vi (12) yj = 0 k c j vj: (13) Using ( 
However, using (8), we find c i c j = x i x j u j u i : (15) Combining (14) and (15) yields
Thus, x i = cv i , x j = cv j for some constant c. Now, if we select any other index k with 1 k n, and write x k = c k u k then c k must be different to at least one of c i , c j . Without loss of generality, we may take it that c k 6 = c i . Then, the aforementioned argument can be repeated with the indexes i and k in place of i and j to yield
However, this can be done for any index k so we conclude that x = cv for a scalar c. So, we have shown that if x is not a scalar multiple of u, then it is a scalar multiple of v. To complete the proof, note that if x = v for a scalar then by (9) , v i y i = 0ku i v i for all i. Thus y = 0(k=)u as claimed. The same argument will show that if x = u for a scalar , then y = 0(k=)v.
Q.E.D
I. INTRODUCTION
This note proposes a new solver for computing interpolants for the Nevanlinna-Pick interpolation problem with degree constraint (NPDC), formulated as follows.
NPDC:
Suppose that a set D := (z j ; w j ) 2 2 n j=0 , with distinct fz j g and jz j j > 1, is given under the following assumptions.
A1) The Pick matrix P is positive definite, where For the set D, the problem is to determine all the functions f satisfying: i) interpolation constraints: f(z j ) = w j , j = 0; 1; ... ; n, ii) strictly positive realness: f is analytic and Re f(z) > 0 for all jzj 1, and iii) degree constraint: f is rational of McMillan degree at most n.
Assumption A1) guarantees that the solution set of NPDC is nonempty, A2) leads to the restriction of the solutions f to rational functions with real coefficients (see [3, Corollary 4.6] ), which are especially relevant to applications, and A3) is for mathematical convenience.
The classical Nevanlinna-Pick interpolation problem (see, e.g., [16] ) requires only conditions i) and ii), but here, we have an additional condition iii) and this completely alters the mathematical problem. The theory for NPDC has been developed in [2] , [3] , [7] , and [8] , and its usefulness in applications has been recognized in [2] and [12] . The theory completely parameterizes interpolants for NPDC in terms of Schur polynomials.
To compute each interpolant for a specified Schur polynomial of degree n, we need to solve an optimization problem [2] , [3] 
by solving 3 + 3 = 3 and by setting f = =.
It was shown in [3] that (2) is a convex optimization problem with a unique interior minimum, i.e., stationary point. To find the stationary point numerically, an algorithm based on Newton's method was proposed in [2] and [3] . This algorithm involves a system of linear equations. The system of linear equations in this algorithm can be ill-conditioned and the solution may be numerically inaccurate if the condition number of the Hessian H is large. This occurs when q is close to the boundary of the region Q+, since it is known (see [3] ) that the function J (q) has an infinite gradient at the boundary. In addition, the spectral factorization in (4) is often numerically hard to solve when roots of the polynomial lie near the unit circle, in which case, q is near the boundary of Q + . These disadvantages are crucial since engineering applications often require such q, generating a sharp peak of frequency responses (see [2] and [12] ). Thus, a new solver which overcomes the drawbacks needs to be developed. This is the subject of this note.
We employ coefficients of in (4) as variables in the optimization to avoid the spectral factorization. Although this yields a nonconvex objective function in a nonconvex region, it turns out that the function has a unique stationary point in the region and that it is locally convex around the stationary point. To find the stationary point, we apply the Euler-Newton continuation method [1] . This idea was inspired by [6] , where the solver for the rational covariance extension problem with degree constraint was developed with the continuation method. However, as will be seen later, the objective function we treat is slightly different from the one in [6] and, hence, one needs to use different treatments at some parts.
The note is organized as follows. In Section II, we transform J in (2) into a new function by means of a variable change. Section III discusses attractive properties of the new function from the optimization viewpoint. Based on the properties, a continuation method is applied to solve the minimization problem of the objective function in Section IV. Section V gives one numerical example to illustrate the efficiency of the proposed solver. A preliminary version of this note has appeared in [13] , [14] . The proposed solver will be useful in many important engineering problems which are reducible to the Nevanlinna-Pick interpolation problems, e.g., the problems presented in [2] , [4] , [5] , [9] , [10] , and [17] .
II. FORMULATION IN TERMS OF THE COEFFICIENTS OF
In [2, Appendix B], it was shown that the first term of J in (2) does not depend on a particular choice of the function w and that it can be represented in terms of P in (1) as hq + q 3 ; w + w 3 i = H P
if the unique (modulo 61) minimum-phase a, derived by q(z) + q z 01 = a(z)a z 01 (6) for some q 2 Q + , is expressed in terms of Cauchy kernels as a(z) = We will further transform J to express it in terms of coefficients of in (4) . By comparing (4) and (6) 
is completely determined by the interpolation data. Since the last term in (9) is constant, it does not affect the minimization problem. Noting hlog jj; 9i = hlog ; 9i for any real polynomial , we define g ( ) := T K 0 2hlog ; 9i:
We also define the Schur stability region by The Schur stability region is open and nonconvex for n 3. Since spectral factorization (4) defines a one-one correspondence between points in S n and Q + , the problems of finding the minimizer q 2 Q + of J (q) in (2) and of finding the minimizer 2 S n of g ( ) in (11) are equivalent. Thus, instead of (2), the rest of this note focuses on the problem min 2S g ( ); where g ( ) =
T K 0 2hlog ; 9i: (12) Remark II.1: The optimization problem (12) is nonconvex, which is generally considered to be more difficult than the convex one. However, there are advantages here to solve the nonconvex problem. Namely, we can avoid numerical difficulties caused by spectral factorization and ill-conditioning of a system of linear equations. Besides, we can still solve the nonconvex problem (12) in an efficient way, as explained in Section IV.
Remark II.2: This objective function differs from the one dealt with in [6] in that 9 in (11) is a ratio of pseudo polynomials, not just a pseudo polynomial. Because of this difference, the approach in [6] cannot be adopted directly here.
III. PROPERTIES OF THE FUNCTION g In this section, we derive some attractive properties of g in (11), which are relevant to the optimization problem (12) .
A. Unique Stationary Point
We first state a lemma which implies that the search for the global optimizer of g is equivalent to finding the unique stationary point.
Lemma III.1: The function g has a unique stationary point in
Sn. In addition, the point corresponds to the minimizerq 2 Q+ of J (q) via spectral factorization (4). T is nonsingular and @g =@j=6 = 0.
B. Nonconvexity of g
The function J is strictly convex on Q + (see [3] ), but the global convexity is lost for the new objective function g . Here, one example is given to illustrate this statement.
Consider the interpolation data (z 0 ; w 0 ) = (1; 3) and (z 1 ; w 1 ) = (2; 1:5). When we set (z) = z 0 0:9, the cost function g is repre- [14] ). Hence, the function g is not globally convex in general on the region S n .
C. Local Convexity of g Around the Optimum
We next give another lemma which motivates us to resort to the procedure based on a continuation method to solve (12 (14) where the second term denotes the (n + 1) 2 (n + 1) matrix whose (k + 1;l + 1) entry appears in the bracket. Since His positive definite and @g=@vanishes at the optimal point (see [3] ) and also since
n T 01 T is invertible at the optimum, H is positive definite at the optimum. By continuity of the Hessian H , H is positive definite in a neighborhood of the optimum.
IV. CONTINUATION METHOD
Recall that our goal is to find, for a given positive-definite matrix K 
is well-known as the so-called central solution, which is easy to obtain. (Indeed, the solution of (15) in this case can be obtained by solving a system of linear equations; see [2] ). Therefore, by starting with the central solution, we shall apply a continuation method [1] to solve (15) . The method is tailored so that each point of iterations from the central solution stays in a region of convexity of a family of optimization problems tending to (12) . This removes the problem caused by the lack of global convexity of the function g .
A. Problem Normalization
Before explaining the continuation method, for technical reasons, we normalize 9 by defining a new function 9 1 (z) := 9(z) h9; 1i so that h91; 1i = 1. This normalization can be interpreted as a scaling of by 1= h9; 1i. Here, we should note that h9; 1i > 0. It is a multiple of the solution of (15) by the same scaling 1= h9; 1i
and so is obtained via 3 + 3 = 3 . Hence, this scaling does not affect the solution f = = of NPDC. Therefore, we can shift our attention from (15) to the normalized problem (17) .
B. Continuation Method
The continuation method that we apply to solve (17) (16) and (17) . Recall that we want to solve h h h( ; 1) = 0, whereas h h h( ; 0) = 0 is easy to solve. The idea of the continuation method is sketched as follows. First, we solve a system of linear equations h h h( ; 0) = 0.
Next, we consider a slightly different system h h h( ; ) = 0 with a smallpositive . This is a nonlinear system and, hence, an iterative method is necessary to obtain the solution. We shall apply Newton's method here. Before describing the predictor and corrector steps, we state one important fact for trajectory following, which is the direct consequence of the implicit function theorem [15] . Note that the Hessian of g ( 
This predictor step approximates the trajectory curve by a straight line.
Note that the notation is used in the left-hand side of (20) given in [14] . To increase the robustness of the algorithm, we perform an inaccurate line search by means of the Wolfe test (see [11, p. 214] for a detailed exposition). See [13] and [14] for the whole procedure of the corrector step.
V. NUMERICAL EXAMPLE
In this section, we will give one example which illustrates the efficiency and the robustness of the proposed solver. We tackle a Nevanlinna-Pick interpolation problem with degree constraint that will be difficult to solve by the previous solver.
We assume the self-conjugate interpolation data We can check that the interpolation constraints are satisfied with precision some of which are almost on the unit circle. Such Nevanlinna-Pick interpolation problems with degree constraint are considered to be hard to solve numerically. In particular, it is almost impossible for such problems to be solved accurately by the previous solver. Indeed, the condition numbers 1 Additionally, our continuation procedure does not converge without the Wolfe test in this example. On the other hand, the proposed solver with the Wolfe test has an ability to solve such hard problems as this example, which enables us to fully exploit the freedom of the solution set of NPDC in applications.
VI. CONCLUSION
A new solver for Nevanlinna-Pick interpolation with degree constraint has been presented. The solver relies on a continuation method consisting of Euler-Newton predictor-corrector steps. A change of variables has been introduced in order to remove numerical difficulties caused by the inaccuracy of spectral factorization and the ill-conditioning of a system of linear equations in the previous algorithm. Even though estimates of the condition number of the Hessian and a convergence proof for the algorithm are missing, numerical experiments show that the proposed solver performs in an efficient and numerically robust manner.
