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1
Abstract
Global existence of strong solutions and the existence of global and atrractors are
established for generalized Shigesada-Kawasaki-Teramoto models on planar domains.
The cross diffusion and reaction can have polynomial growth of any order.
1 Introduction
Shigesada et al. in [17] introduce the following model{
ut = div[∇(a1u+ α11u
2 + α12uv) + b1u∇Φ(x)] + f1(u, v),
vt = div[∇(a2v + α21uv + α22v
2) + b2v∇Φ(x)] + f2(u, v),
(1.1)
where fi(u, v) are reaction terms of Lotka-Volterra type and quadratic in u, v. The un-
knowns u(x, t), v(x, t) denote the densities of two species at time t and location x ∈ Ω, a
bounded domain in IR2. Dirichlet or Neumann boundary conditions were usually assumed
for (1.1). This model was used to describe the population dynamics of the species u, v which
move under the influence of population pressures and of the environmental potential Φ(x).
Under suitable assumptions of the coefficients in (1.1), Yagi proved in [19] the global
existence of solutions to the above system for a planar domain Ω. Clearly, (1.1) is a special
case of the following system
ut = ∆(P (u)) + fˆ(u,Du) (x, t) ∈ Q = Ω× (0, T ), (1.2)
where m ≥ 2, u : Ω → IRm, P : IRm → IRm, whose components are polynomials in u, and
f : IRm × IRnm → IRm are vector valued functions. The potential Φ(x) is incorporated in
fˆ(u,Du), which will be assumed to have linear growth in Du. In this paper, we then refer
to the above system as the generalized (SKT) system and allow P, fˆ to have polynomial
growth of any order in u.
Under suitable assumptions of the parameters αij ’s in (1.1), Yagi proved in [19] that
the solutions with positive initial data will stay positive and the Jacobian of P (u, v)
A(u, v) =
[
a1 + 2α11u+ α12v α12u
α21v a2 + α21u+ 2α22v
]
is uniformly elliptic for u, v ≥ 0. In fact, there are positive constants C and ci’s, depending
on the parameters di’s and αij ’s, and a C
1 function λ(u, v) ∼ c0 + c1u+ c2v such that for
any ζ ∈ IR4 and nonegative u, v we have
λ(u, v)|ζ|2 ≤ 〈A(u, v)ζ, ζ〉 and |A(u, v)| ≤ Cλ(u, v).
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In this paper, we consider the following generalized version of (1.2) of m equations
(m ≥ 2) and rewrite it in a much more general form as

ut = div(A(u)Du) + fˆ(u,Du) (x, t) ∈ Q = Ω× (0, T ),
u(x, 0) = U0(x) x ∈ Ω
u = 0 or ∂u∂ν = 0 on ∂Ω× (0, T ).
(1.3)
We will always assume that the initial data U0 is given inW
1,p0(Ω, IRm) for some p0 > 2,
the dimension of Ω. As usual, W 1,p(Ω, IRm), p ≥ 1, will denote the standard Sobolev spaces
whose elements are vector valued functions u : Ω→ IRm with finite norm
‖u‖W 1,p(Ω,IRm) = ‖u‖Lp(Ω) + ‖Du‖Lp(Ω).
Inspired by (1.1) and the above discussion, for m ≥ 2 we assume the following more
general condition on the ellipticity of A(u).
A) A(u) is C1 in u and there are constants λ0, C > 0 and a scalar C
1 function λ(u) such
that for all u ∈ IRm and ζ ∈ IR2m
λ(u) ≥ λ0, λ(u)|ζ|
2 ≤ 〈A(u)ζ, ζ〉 and |A(u)| ≤ Cλ(u). (1.4)
In addition, |Au| ≤ C|λu| and the following number is finite:
Λ = sup
W∈IRm
|λW (W )|
λ(W )
. (1.5)
Here and throughout this paper, if B is a C1 function in u ∈ IRm then we abbreviate it
derivative ∂B∂u by Bu.
Concerning the reaction term fˆ , we will assume the following.
F) There exist a constant C and a function f(u) such that
|fˆ(u,Du)| ≤ Cλ
1
2 (u)|Du|+ f(u), (1.6)
|fu(u)| ≤ Cλ(u). (1.7)
Supposing that λ(u) is bounded from above, under the assumption A) and F), the global
existence of (1.3) was studied in [1] for bounded domains Ω ∈ IRn, n ≥ 2. It was shown in
[1] that a solution u of (1.3) exists globally if its W 1,p(Ω) norm for some p > n does not
blow up in finite time. First of all, the assumption that λ(u) is a constant or bounded does
not apply to (1.3) in general because maximum principles are not available to show that u
is bounded. Even if one knows that u is bounded, only its partial regularity properties is
established, see [5].
In our recent work [12], estimates for the W 1,p(Ω) norms for some p > n of a strong
solution and then its global existence were established for (1.3) under A), F) and the weak-
est assumption that this solution is uniformly VMO (Vanishing Mean Oscillation) in the
assumption M’) of [12]. No boundedness assumption is needed. The proof in [12] relies
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on fixed point theories, instead of the semigroup approach in [1], and weighted Gagliardo-
Ninrehnberg inequalities involving BMO norms. However, the checking of the uniform VMO
assumption in [12] is not a simple task.
In this paper, for planar domains Ω ⊂ IR2 we will show in Theorem 2.1 that it is sufficient
to control the W 1,2(Ω) of a strong solution of (1.3) to establish its global existence. If this
can be done for all initial data U0 in X = W
1,p0(Ω) then (1.3) defines a global semiroup
{S(t)}t≥0 on X, namely
S(0)U0 = U0, S(t)U0(x) = u(x, t)
is defined for all t > 0, with u being the solution of (1.3). We will show further in Theo-
rem 2.3 that if the W 1,2(Ω) norms of the strong solutions are uniformly bounded for t large
then this semigroup possesses a global attractor and exponential attractors in X. Let us
recall the definition of a global attractor: A set A ⊂ X is a global (or universal) attractor
if 1) A is an invariant set (S(t)A = A, ∀t ≥ 0), 2) For any U0 ∈ X S(t)U0 converges to A
as t →∞. in the Banach space X. The notion of exponential attractors in Hilbert spaces
was introduced in [4] and the same definition applies for Banach spaces.
We state our main results in Section 2 and present their proof in Section 3. In Section 4,
we apply our main theorems to the generalized SKT system (1.2). We will assume that
λ(u) has polynomial growth in u, i.e. λ(u) ∼ λ0 + λ1|u|
k for some k > 0, and the results in
our main theorems continues to hold under much weaker assumptions. Namely, one needs
only control the ‖u‖Lq(Ω) for some q > k. In fact, for k ∈ (0, 2] it is sufficient to estimate
‖u‖L1(Ω) (the case k > 2 needs a mild assumption on the number C∗ in A)). We conclude
the paper by showing that this is the case if the reaction term of (1.2) is of competitive
type in some sense.
2 Preliminaries and Main Results
We state the main results of this paper in this this section. Their proof will be given in the
next section.
Our first result concerns the global existence of strong solutions to (1.3). We imbed
(1.3) in the following family of systems

ut = div(A(σu)Du) + fˆ(σu, σDu) (x, t) ∈ Q = Ω× (0, T0), σ ∈ [0, 1]
u(x, 0) = U0(x) x ∈ Ω
u = 0 or ∂u∂ν = 0 on ∂Ω× (0, T0).
(2.1)
In applications, λ(u) usually has polynomial growth in u so that we will introduce the
following stronger version of (1.5).
|λu(u)| ≤ Λ1λ
1−ε0(u) for some Λ1, ε0 > 0 and all u ∈ IR
m. (2.2)
Theorem 2.1 Let Ω ⊂ IR2. Suppose A), F), (2.2) and that we can establish the following:
For any T0 > 0 there is a constant M(U0, T0) depending on ‖U0‖W 1,p0 (Ω) and T0 such that
any strong solution uσ of (2.1) on Ω× (0, T0)
sup
t∈(0,T0)
‖uσ(·, t)‖W 1,2(Ω) ≤M(U0, T0), (2.3)
3
and for some s0 > 0
sup
t∈(0,T0)
‖λs0(uσ(·, t))‖L1(Ω) ≤M(U0, T0). (2.4)
Then (1.3) has a unique solution which exists globally.
Remark 2.2 The assumptions on the bounds for solutions of (2.1) in Theorem 2.3 are
not very restrictive as they seem at first glance. In applications, since the systems in (2.1)
usually satisfy A) and F) for the same set of constants so that we need to check the estimates
(2.3) and (2.4) only for σ = 1. Furthermore, the reaction terms fˆ(σu, σDu) can also be
replaced by fˆσ(u,Du) if these functions satisfy F) uniformly.
Thus, if (2.3) holds for any initial data U0 ∈ X := W
1,p0(Ω) then (1.3) defines a global
semiroup {S(t)}t≥0 on X, namely
S(0)U0 = U0, S(t)U0(x) = u(x, t)
is defined for all t > 0, with u being the solution of (1.3).
Next, we will show that if the norm ‖u(·, t)‖W 1,2(Ω) can be bounded uniformly for
bounded initial data U0 ∈ X when t is sufficiently large then the global dynamical sys-
tems {S(t)}t≥0 possesses a global attractor in X.
Theorem 2.3 Assume as in Theorem 2.1. Suppose further that the dynamical system
defined by (1.3) possesses an absorbing ball in W 1,2(Ω). That is there is a constant M such
that for any bounded set K ⊂ W 1,p0(Ω) there is TK > 0 such that any global solution u of
(1.3) with initial data U0 ∈ K will satisfy
‖u(·, t)‖W 1,2(Ω) ≤M for all t ≥ TK , (2.5)
and for some s0 > 0
‖λs0(u(·, t))‖L1(Ω) < M for all t ≥ TK . (2.6)
Then the system (1.3) possesses a global attractor in X =W 1,p0(Ω).
We remark that the conditions in the above theorem also show that {S(t)}t≥0 possesses
exponential attractors in the Banach space X. The notion of exponential attractors in
Hilbert spaces was introduced in [4]: A set A ⊂ X is an exponential attractor if 1) A
is an positively invariant set (S(t)A ⊂ A, ∀t ≥ 0), 2) For any U0 ∈ X S(t)U0 converges
expontiallly to A as t → ∞. The same definition applies when X is a Banach space. It is
shown in [11] that this notion is quite universal: if {S(t)}t≥0 possesses a global attractor
and S(t) is a C1 compact map on X for all t > 0 then exponential attractors exist. In the
next section, where we present the proof of the above theorems, higher regularity of u will
be established and we will see that Du is Ho¨lder continuous in (x, t) (see (3.9)). From this,
we can prove that the S(t) is C1 on X and thus, by [11], {S(t)}t≥0 possesses exponential
attractors in the Banach space X.
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3 Global existence results in the general case and the proof
of the main theorems
The proof of our main theorems relies on the global existence result in our recent work [12],
which deals with the general case n ≥ 2. In order to describe the main result in [12], we
first recall the following main technical result and introduce the key condition M’).
For the general case n ≥ 2, we also assumed in [12] that
SG) (The spectral gap condition) (n− 2)/n < C−1∗ .
Lemma 3.1 We assume that A, fˆ satisfy A), F) and SG). Suppose that u is strong solution
of (1.3) on Ω × (0, T0) and there are a constant C1,2, which may depend on T0, and a
sufficiently large r such that
∫ T0
0
∫
Ω
|Du(x, s)|2 dxds < C1,2, (3.1)
‖λ(u(·, t))‖Lr(Ω) < C1,2. (3.2)
More importantly, we assume that
M’) for any given µ0 > 0 there is a positive Rµ0 such that
Λ2 sup
x0∈Ω¯,t∈(0,T0)
‖u(·, t)‖2BMO(BRµ0 (x0)∩Ω)
≤ µ0. (3.3)
Then if µ0 is sufficiently small in terms of the parameters in A) then there are a number
p > n and a constant C1,p depending on the parameters in A), F) and Λ, µ0, Rµ0 and the
geometry of Ω such that
‖u(·, t)‖W 1,p(Ω) ≤ C1,p ∀t ∈ (0, T0). (3.4)
This result is a consequence of [12, Proposition 3.1] by taking β(u) = λ−1(u) and
W = U = u. The conditions required by this proposition that ‖β(u(·, t))‖Lr(Ω) is bounded
and that λ(u)β(u) is a A 4
3
weight are satisfied here because λ(u) is bounded from below
and λ(u)β(u) = 1.
Remark 3.2 The dependence of C1,p in (3.4) on the geometry of Ω means: C1,p depends
on a number Nµ0 of balls BRµ0 (xi), xi ∈ Ω¯ and Rµ0 is as in M’), such that
Ω¯ ⊂ ∪
Nµ0
i=1 BRµ0 (xi). (3.5)
The bound (3.4) was established locally for balls BRµ0 (xi) ⊂ Ω with Rµ0 satisfying M’). If
xi is on the boundary ∂Ω then a flatenning and odd/even reflection arguments, depending
on the type of boundary condition of u, can apply to extend the proof for the interior case
to the boundary one. Adding these estimates, we obtain the global (3.4). Hence, Nµ0 and
C1,p also depend on the geometry of ∂Ω. Also, from the proof one can see that C1,p also
depends on R−1µ0 .
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Lemma 3.1 is the key ingredient in the proof of the following theorem, which is a
consequence of [12, Theorem 4.2] by taking β(u) = λ−1(u) again.
Theorem 3.3 Suppose that (1.3) satisfies A), F). We consider the following family of
systems

ut = div(A(σu)Du) + fˆ(σu, σDu) (x, t) ∈ Q = Ω× (0, T0), σ ∈ [0, 1]
u(x, 0) = U0(x) x ∈ Ω
u = 0 or ∂u∂ν = 0 on ∂Ω× (0, T0).
(3.6)
Assume that the strong solutions of these systems satisfy (3.1), (3.2) and M’) uniformly.
Then (1.3) has a unique strong solution u which exists globally on Ω× (0,∞).
There is a subtle point in the assumptions in [12, Theorem 4.2] that is worth discussing
here. The paper [12] dealt with the general case where n ≥ 2, A, fˆ depend also on x, t and
so does λ. It then assumed that λ(x, t, u) is bounded near t = 0. It turns out that this is not
needed for the global existence result. In this paper we assume that A, fˆ are independent
of x, t so that we need to explain this matter further by sketching the main ideas in proof
of [12, Theorem 4.2] below.
The proof of [12, Theorem 4.2], or its special case Theorem 3.3 here, makes use of fixed
point theorems in a very standard way by considering the linear compact maps associated
to the systems (3.6) on the Banach space X = X1 ∩ X3 (the space X2 = C(Ω × (0, t0)) in
the proof of [12, Theorem 4.2] is not needed here) where
X1 = C((0, T0), C
α0(Ω)) and X3 = {u : Du ∈ C
α0,α0/2(Ω× (t0, T0))}.
Here, t0 ∈ (0, T0) is fixed and α0 > 0 is a number such that W
1,p(Ω)∩W 1,p0(Ω), with p > n
being given in (3.4), is compactly imbedded in Cα0(Ω)). We define ‖u‖X = ‖u‖X1 + ‖u‖X3 ,
where
‖u‖X1 = sup
t∈(0,T0)
‖u‖Cα0 (Ω) and ‖u‖X3 = sup
t∈(t0,T0)
‖Du‖Cα0,α0/2(Ω).
For each w ∈ X and σ ∈ [0, 1] we define u = Tσ(w) to be the weak solution of

ut = div(A(σw)Du) + fˆ(σw, σDw) (x, t) ∈ Q = Ω× (0, T0), σ ∈ [0, 1]
u(x, 0) = U0(x) x ∈ Ω
u = 0 or ∂u∂ν = 0 on ∂Ω× (0, T0).
(3.7)
The strong solution of (1.3) on the cylinder Q is then the fixed point of the corresponding
map, σ = 1, in X .
From the regularity theory of linear systems with smooth data (see [14, Chapter 4] or
[3]), we see that the solution of the above system is in X . Furthermore, the higher regularity
estimates in [3, 14] also show that Tσ is a compact map on X .
We now discuss the uniform boundedness of the fixed points u = Tσ(u). First of all, we
observe that u is a strong solution on (0, T0). In fact, as u ∈ X we have that Du is Ho¨lder
continuous in Q. Using the regularity theory of linear systems with smooth data again, we
see that u is a strong solution in Ω× I. Therefore, Lemma 3.1 is applicable here.
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The argument in [12, Proposition 3.1], which gives Lemma 3.1, made use of a cutoff
function η for the interval [0, T + t0] and [0, T + 2t0], that is η(t) = 0 for t < T + t0 and
η(t) = 1 for t > T + 2t0, to avoid the dependence on the initial data at t = 0. If we allow
t0 = 0 then the bound for ‖u(·, t)‖W 1,p(Ω) in [12, Proposition 3.1] (see also [12, inequality
3.13]) is independent of t0 but ‖u(·, 0)‖W 1,p(Ω). Of course, we can take p ∈ (n, p0] so that
(3.4) holds for all t ∈ [0, T0) with C1,p explicitly depending on ‖U0‖W 1,p0 (Ω). We then obtain
a uniform bound for ‖u(·, t)‖W 1,p(Ω), t ∈ (0, T0). Hence, ‖u‖X1 is uniformly bounded for any
fixed points u of Tσ.
Now, for any strong solution u to (3.6) and cylinder QR = BR× (t−R
2, t) in Q we can
use Ho¨lder’s inequality (in the x integral) and (3.4) to obtain (dz = dxdt)
R−n
∫∫
QR
|Du|2 dz ≤ R
−n+2+n(1− 2
p
)
C
2
p
1,p = R
2(1−n
p
)
C
2
p
1,p. (3.8)
Since p > n, for any given ε0 > 0 there is R0 = R0(ε0, C1,p) > 0 such that
sup
R≤R0
R−n
∫∫
QR
|Du|2 dz < ε0.
Since p > 2, u is bounded by (3.4) and Sobolev’s embedding theorems so that λ(u)
is uniformly bounded, we can apply [5, Theorem 3.1] to see that u ∈ Cα,α/2(Q) for all
α ∈ (0, 1). As A(σu) is C1 in u, A(σu(x, t)) ∈ Cα,α/2(Q) so that [5, Theorem 3.2] applies
to show that Du ∈ C
α,α/2
loc (Q) for all α ∈ (0, 1). In fact, it was shown in [5] that there are
R∗ > 0 and a constant C depending on the parameters in A), F) and C1,p such that
‖Du‖Cα,α/2(BR×(t−R2,t)) ≤ C if R ≤ R∗ and B2R × (t− 4R
2, t) ⊂ Q. (3.9)
The above inequality also holds if the center of BR is on the boundary ∂Ω so that with
4R2 < t0 and t− 4R
2 > 0 we see that ‖u‖X3 is uniformly bounded.
Thus, we obtain a uniform bound for the fixed points of Tσ in the Banach space X and
the Leray-Schauder theorem can apply to give the existence of a strong solution in Q for
any given T0 > 0. By the uniqueness of strong solutions (as u is bounded and A, fˆ are
smooth) we see that the strong solutions in two cylinders Q ⊂ Q′ coincide in Q. This shows
that u is unique and exists globally. We now see that the proof continues to hold without
the boundedness assumption of λ(x, t, u) for t near 0 in [12].
Since the systems (3.6) satisfy A), F) and SG) with the same set of constants so that,
in applications, we need only to verify (3.1), (3.2) and M’) for strong solutions to (1.3) then
the same argument and Lemma 3.1 shows that the estimate (3.4) also holds uniformly for
the strong solutions of the systems in the family.
The assumption (3.1) is usually easy to check by testing the systems with u. Meanwhile,
(3.2) is also a mild assumption, especially if λ(u) has polynomial growth as in (1.1) and
we know that u is BMO (see also (2.4) and Lemma 3.4). Thus, M’) is the key assumption
needs to be checked in order to establish (3.4) and then the bound (3.9) for higher norms
of the solution u. The numbers µ0, Rµ0 are the key parameters determining C1,p and these
bounds. One should note that the number Rµ0 may also depend on the initial condition
u(·, 0) so that the bound C1,p may implicitly depend on ‖u(·, 0)‖W 1,p(Ω).
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We are now ready to give the proof of Theorem 2.1 for the planar case Ω ⊂ IR2 by check-
ing the conditions of Theorem 3.3 under the assumption (2.3) that the norm ‖u(·, t)‖W 1,2(Ω)
of any strong solution u of (1.3) does not blow up in finite time.
First of all, we observe that the assumption (2.4) in Theorem 2.1 is much weaker than
(3.2) in Lemma 3.1, which requires higher integrability of λ(u). This is because we have
assumed (2.3) which is a bit stronger than M’). We have the following lemma showing that
(2.2),(2.3) and (2.4) imply (3.2). This lemma will be also used in the proof of Theorem 2.3.
Lemma 3.4 Fix a t ∈ (0, T0). Assume (2.2) and that there are positives s0,M0,M1 and
C0 such that
‖λs0(u(·, t))‖L1(Ω) ≤ C0M
s0
0 , ‖Du(·, t)‖L2(Ω) ≤M1. (3.10)
Then, for any r > 1 there is a constant C(C0, s0, r, |Ω|,Λ1,M0,M1) such that
‖λ(u(·, t))‖Lr(Ω) ≤ C(C0, s0, r, |Ω|,Λ1,M0,M1). (3.11)
Proof: We choose and fix s∗ > 0 and p ∈ (1, 2) such that s∗p∗ = s0, where p∗ =
2p/(n − 2). Then (3.10) implies
‖λs(u)‖Lp∗ (Ω) ≤ C0λ∗, where s = s∗p∗ and λ∗ :=M
s0
p∗
0 . (3.12)
Fix a t ∈ (0, T0) and define g(·) = λ
s+ε0(u(·, t)). The definition of Λ1 in (2.2) gives
|Dg| ≤ C(s)
|λu|
λ1−ε0(u)
λs(u)|Du| ≤ C(s)Λ1λ
s(u)|Du|.
Hence, as q = (2/p)′, by Ho¨lder’s inequality, ‖Dg‖Lp(Ω) ≤ C‖λ
s(u)‖Lp∗ (Ω)‖Du‖L2(Ω). This
implies, using (3.12) and (3.10), ‖g‖W 1,p(Ω) ≤ C(C0, s,Λ1,M1)λ∗. By Sobolev’s imbedding
theorem,
‖λs+ε0(u)‖Lp∗ (Ω) = ‖g‖Lp∗ (Ω) ≤ C(C0, s,Λ,M1)λ∗.
This shows that if (3.12) holds for some s then it also holds for s being s + ε0 and new
constants C1 depending on M0,M1. It is clear that we can repeat this argument to see that
‖λs+kε0(u)‖Lp∗ (Ω) ≤ Ckλ∗ for all integers k. A simple use of Ho¨lder’s inequality and the
definition of λ∗ complete the proof.
The proof of Theorem 2.1We will make use of Lemma 3.1 and check its assumptions
here. First of all, because we are considering the case n = 2 the condition SG) is trivially
satisfied. Next, thanks to Lemma 3.4, it is now clear that the condition (3.2) holds under
its weaker version (2.4) and (2.3).
Therefore, we only need to show that M’) holds for (2.1). The argument after Theo-
rem 3.3, whose (3.6) is exactly (2.1), then shows that the strong solution u of (1.3) exists
globally. Since Λ is bounded, we need only prove that for some sufficiently small R and
any ball BR and any t in (0, T0) the quantity ‖uσ(·, t)‖BMO(BR∩Ω) can be arbitrarily small.
We argue by contradiction. If this is not the case then there are sequences {xn} ⊂ Ω¯,
{σn} ⊂ [0, 1], {tn} ⊂ (0, T0), {rn}, rn → 0, such that
‖uσn(·, tn)‖BMO(Brn (xn)∩Ω) > ε0 for some ε0 > 0.
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Let Un(·) = uσn(·, tn). By (2.3) we see that the sequence {Un} is bounded in W
1,2(Ω).
We can then assume that Un converges weakly to some U in W
1,2(Ω) and strongly in
L2(Ω). We then have ‖Un‖BMO(BR∩Ω) → ‖U‖BMO(BR∩Ω) for any given ball BR. Since
n = 2, by Poincare´’s inequality U is VMO and ‖U‖BMO(BR∩Ω) < ε0/2 if R is sufficiently
small. Furthermore, we can assume also that xn converges to some x ∈ Ω¯. Thus, for large
n, we have rn < R/2 and xn ∈ BR/2(x). Hence, Brn(xn) ⊂ BR(x) and if n is sufficiently
large then
‖Un‖BMO(Brn (xn)∩Ω) ≤ ‖Un‖BMO(BR(x)∩Ω) ≤ ‖U‖BMO(BR(x)∩Ω) + ε0/2 < ε0.
We obtain a contradiction and complete the proof.
We now give the proof of Theorem 2.3.
Proof of Theorem 2.3 From the theory of global attractors (e.g. see [18]) it is now
well known that we need only establish the following claims:
Claim 1: (1.3) defines a global semiroup {S(t)}t≥0 in the Banach space X = W
1,p0(Ω).
Namely, the maps
S(0)U0 = U0, S(t)U0(x) = u(x, t)
with u being the solution of (1.3) for the given initial data U0 ∈ X, is defined for all
t > 0.
Claim 2: The map S(t) is compact and possesses an absorbing ball in X.
As we assume (2.5) holds for any initial data U0 ∈ X, Claim 1 is already established in
Theorem 2.1 proving the global existence of (1.3).
We need only consider Claim 2. The discussion after Theorem 3.3 on the regularity
of the solutions shows that S(t) is a compact map on X. Moreover, (3.9) shows that the
norm ‖u(·, t)‖C1(Ω), and thus ‖u(·, t)‖X , is bounded in terms of the constant C1,p in (3.4)
of Lemma 3.1. We should note that the cutoff function η(t) can now be used for some fixed
t0 so that the bound C1,p is independent of the initial data u(·, 0) but t
−1
0 . Since u exists
globally, we can choose t0 = 1. Therefore, for any bounded set K ⊂ X if we can show that
the assumption M’) is verified uniformly for all u ∈ K and t sufficiently large then we can
choose a universal C1,p and then show that there is an absorbing ball in X.
Thus, we just need to show that the conditions of Lemma 3.1 hold uniformly for large
t to give a uniform bound C1,p. First of all, for large t in Lemma 3.4 we let M0 = M
1/s0
and M1 = M , where M is the universal constant in (2.5) and (2.6). By Lemma 3.4, the
condition (3.2) of Lemma 3.1 holds uniformly when t is large.
To prove that M’) holds uniformly, we use a contradiction argument similar to that in
the proof of Theorem 2.1. We need only show that for some sufficiently small R and any ball
BR and any bounded set K the quantity ‖u(·, t)‖BMO(BR∩Ω), where u is a strong solution
with initial data U0 in K, can be arbitrarily small when t is sufficiently large. If this is not
the case then there are sequences {Kn} of bounded sets in X, {un} of strong solutions to
(1.3) with initial data in Kn, {xn} ⊂ Ω¯, {tn} ⊂ (0,∞) with tn > TKn , {rn}, rn → 0, such
that
‖un(·, tn)‖BMO(Brn (xn)∩Ω) > ε0 for some ε0 > 0.
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Let Un(·) = un(·, tn). By the same argument in the end of the proof of Theorem 2.1 we
obtain a contradiction and complete the proof.
4 The Generalized SKT systems on Planar Domains
In this section, we consider the generalized version of the SKT system (1.1)
ut = ∆(P (u)) + fˆ(u,Du) (x, t) ∈ Q = Ω× (0, T ), (4.1)
where u : Ω→ IRm, P : IRm → IRm and f : IRm× IRnm → IRm are vector valued functions.
It is clear that (4.1) generalizes (1.1), where P (u) is quadratic in u, but is still a special
case of (1.3) for A(u) = Pu(u)
ut = div(A(u)Du) + fˆ(u,Du) (x, t) ∈ Q = Ω× (0, T0).
Inspired by the usual SKT system (1.1), we will allow the following polynomial growth
condition of A(u), fˆ(u).
SKT) Assume that P (0) = 0 and A(u) := Pu(u) satisfies A). Moreover, there are positive
constants λ0, λ1, k, C and r0 such that for all u ∈ IR
m
λ(u) ∼ λ0 + λ1|u|
k, |λu(u)| ≤
{
bounded by Cλ1|u|
k−1 if |u| > r0,
C if |u| ≤ r0.
(4.2)
In addition, |P (u)| ≤ Cλ(u)|u|.
Here and in the sequel, we will write a ∼ b if there are two generic positive constants
C1, C2 such that C1b ≤ a ≤ C2b.
Firstly, it is easy to check that the assumption (1.5) in A) on the finiteness of
Λ = sup
u∈IRm
|λu(u)|
λ(u)
is satisfied under the above polynomial growth assumption (4.2) on λ, λu.
Secondly, since P (0) = 0 and A(u) = Pu(u) with |A(u)| ∼ λ(u), it is natural to assume
|P (u)| ≤ Cλ(u)|u| for some constant C.
We also note that λ(u) is the smallest eigenvalue of (A+AT )/2 and λ2(u) is the smallest
eigenvalue of ATA. Therefore, (1.4) implies
Cλ2(u)|ζ|2 ≥ |A(u)ζ|2 = 〈AT (u)A(u)ζ, ζ〉 ≥ λ2(u)|ζ|2. (4.3)
Similarly, we will assume the following assumption on the reaction terms.
F’) fˆ satisfies F) and there is Cf > 0 such that for λS = λ0 + λ1
|f(u)| ≤ Cfλ
−1
S |u|λ(u) ∀u ∈ IR
m. (4.4)
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We note that if f(0) = 0 then (1.7) in F) implies (4.4) for some suitable constant Cf .
Our first result in this section shows that global existence of (4.1) can be established
under much weaker assumption on the Lp norm of strong solutions to the following systems.

ut = div(A(σu)Du) + fˆ(σu, σDu) (x, t) ∈ Q = Ω× (0, T0), σ ∈ [0, 1]
u(x, 0) = U0(x) x ∈ Ω
u = 0 or ∂u∂ν = 0 on ∂Ω× (0, T0).
(4.5)
Theorem 4.1 Assume SKT), F’). Let uσ be a strong solution to (4.5) and (0, T0) be its
maximal existence interval. Suppose that there are positive constants q > 1 and MU0,T0
depending on ‖U0‖W 1,p0 (Ω) and T0 such that
‖uσ(·, t)‖Lqk(Ω) ≤MU0,T0 for all t ∈ (0, T0). (4.6)
Then ∫
Ω×{t}
λ(uσ)|Duσ|
2 dx ≤ C(T0, Cf ,MU0,T0)λSλ
−1
0 ∀t ∈ (0, T0). (4.7)
Moreover, (4.1) or (4.5) for σ = 1 has a unique strong solution u which exists globally,
i.e. T0 =∞.
Next, if we can control the bound (4.6) uniformly when t is large then we have the
following result on the existence of global attractors.
Theorem 4.2 Assume SKT), F’). Suppose that there are constants q > 1 and M such that
the dynamical system defined by (4.1) possesses an absorbing ball in Lqk(Ω). That is there
is a constant M such that for any bounded set K ⊂ W 1,p0(Ω) there is a TK > 0 and any
global solution u of (4.1) with initial data in K will satisfy
‖u(·, t)‖Lqk(Ω) ≤M for all t ≥ TK . (4.8)
Then ∫
Ω×{t}
λ(u)|Du|2 dx ≤ C(M)λSλ
−1
0 for all t ≥ TK + 1. (4.9)
Moreover, the system (4.1) possesses a global attractor in X =W 1,p0(Ω).
The proof of the above theorems will be based on the checking of the assumptions of
on the boundedness of ‖u‖W 1,2(Ω) and ‖λ
s0(u)‖L1(Ω) in Theorem 2.1 and Theorem 2.3. By
Sobolev’s embedding theorems for n = 2 and the polynomial growth assumption on λ(u),
we need only establish the corresponding boundedness of ‖u‖W 1,2(Ω). This is clear from
(4.7), (4.9) and the fact that λ(u) is bounded from below.
In the sequel, when there is no ambiguity C,Ci will denote universal constants that can
change from line to line in our argument. If necessary, C(· · ·) is used to denote quantities
which are bounded in terms of theirs parameters. Furthermore, as we will always consider
a strong solution to (4.1) that exists in its maximal time interval (0, T0), the derivatives
ut,D
2u and Dut make sense in the proof below.
We first have the following lemma establishing a differential inequality which will be
used in several places later on.
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Lemma 4.3 Assume A), F) and that A(u) = Pu(u) for some P : IR
m → IRm. Let u be a
strong solution to (4.1) on some interval (0, T0). For any nonnegative C
1 function η(t) on
[0,∞) we have ∫
Ω
λ(u)|ut|
2η2 dx+
d
dt
∫
Ω
|A(u)Du|2η2 dx ≤
C
∫
Ω
[|A(u)Du|2(ηηt + 1) + λ(u)|f(u)|
2η2] dx.
(4.10)
Proof: We test the system of u by A(u)utη
2(t) (i.e. multiplying the ith equation of
(4.1) by
∑
j aij(u)(uj)tη
2, A(u) = (aij(u)), integrating over Ω and summing the results)
and integrate by parts in x to get∫
Ω
(〈A(u)ut, ut〉+ 〈A(u)Du,D(A(u)ut)〉)η
2 dx =
∫
Ω
〈fˆ(u,Du), A(u)ut〉η
2 dx.
As D(A(u)ut) = D(P (u)t) = (DP (u))t = (A(u)Du)t, we see that
1
2
∂
∂t
(|ADu|2η2) = 〈A(u)Du,D(A(u)ut)〉η
2 + |A(u)Du|2ηηt,
and obtain∫
Ω
[〈A(u)ut, ut〉η
2 +
1
2
∂
∂t
(|ADu|2η2)] dx =∫
Ω
[|A(u)Du|2ηηt + 〈fˆ(u,Du), A(u)ut〉η
2] dx.
(4.11)
We now use the ellipticity of A(u) in the fisrt integrand on the left hand side to have
〈A(u)ut, ut〉 ≥ λ(u)|ut|
2. Also, as |fˆ(u,Du)| ≤ Cλ
1
2 (u)|Du|+ f(u) and |A(u)| ≤ Cλ(u), we
use Young’s inequality to find a constant C(ε) such that for any ε > 0 we can estimate the
second integrand on the right hand side as follows
|〈fˆ(u,Du), A(u)ut〉| ≤ ελ(u)|ut|
2 + C(ε)[λ2(u)|Du|2 + λ(u)|f(u)|2].
Hence, using this in (4.11) with sufficiently small ε and noting that |A(u)Du|2 ∼ λ2(u)|Du|2,
see (4.3), we get (4.10).
The integrand λ(u)|f(u)|2η2 on the right hand side of (4.10) will play an important role
in our analysis so that the following lemma will show that it can be controlled under some
boundedness assumption on the Lp norm of u.
To proceed we collect some well known inequalties here for later use. For any p ≥ 1,
α ∈ (0, 1) and ε > 0 we have the following inequality for all w ∈ W 1,2(Ω), recalling that
n = 2 (∫
Ω
wp dx
) 2
p
≤ ε
∫
Ω
|Dw|2 dx+ C(ε)
(∫
Ω
wα dx
) 2
α
. (4.12)
Concerning the last integral, for w = λ0|u|
p+λ1|u|
q and suficiently small α we note the
following simple fact which results from Ho¨lder’s inequality
(∫
Ω
(λ0|u|
p + λ1|u|
q)α dx
) 2
α
≤ C(α)(λ20‖u‖
2p
L1(Ω) + λ
2
1‖u‖
2q
L1(Ω)). (4.13)
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Combining the above two inequalities, for w = |u|
q
2
+1, λ0 = λ1 = 1 and p = 2, we have∫
Ω
|u|q+2 dx ≤ ε
∫
Ω
|u|q|Du|2 dx+ C(ε, q)‖u‖q+2L1(Ω). (4.14)
Similarly, letting w = λ(u)|u| and noting that w ∼ |u|k+1 and |Dw| ∼ λ(u)|Du|, for any
p ≥ 1 we can find a constant Cp(ε, ‖u‖L1(Ω)) such that (with λS = λ0 + λ1)
(∫
Ω
(λ(u)|u|)p dx
) 2
p
≤ ε
∫
Ω
λ2(u)|Du|2 dx+ Cp(ε, ‖u‖L1(Ω))λ
2
S . (4.15)
Lemma 4.4 For some q > 1 and t ∈ (0, T0) we suppose that the numberM(t) = ‖u(·, t)‖Lqk(Ω)
is finite. Then, for any ε0 > 0 we can find a positive constant C(ε0,M(t)) such that
∫
Ω×{t}
λ(u)|f(u)|2 dx ≤ C2fλ
−1
S
[
ε0
∫
Ω×{t}
|A(u)Du|2 dx+ C(ε0,M(t))λ
2
S
]
. (4.16)
Proof: We write
λ(u)|f(u)|2 = λ2(u)|u|2Λ(u), where Λ(u) =
|f(u)|2
|u|2λ(u)
. (4.17)
For any q > 1, and q′ = q/(q − 1) we can use Ho¨lder’s inequality to have
∫
Ω
λ(u)|f(u)|2 dx =
∫
Ω
λ2(u)|u|2Λ(u) dx ≤ C
(∫
Ω
(λ(u)|u|)2q
′
dx
) 1
q′
(∫
Ω
Λq(u) dx
) 1
q
.
For the first factor on the right we use (4.15) with w = λ(u)|u| with p = 2q′ and the
fact that ‖u(·, t)‖L1(Ω) is bounded by M(t) = ‖u(·, t)‖Lqk(Ω) to find a constant C0(ε,M(t))
such that
(∫
Ω
(λ(u)|u|)2q
′
dx
) 1
q′
≤ ε
∫
Ω
λ2(u)|Du|2 dx+ C0(ε,M(t))λ
2
S .
On the other hand, from the assumption (4.4) in F’), for some constant C we have
Λ(u) ≤ C2fλ
−2
S λ(u) so that, using the growth condition on λ(u)
(∫
Ω
Λq(u) dx
) 1
q
≤ C2fλ
−2
S ‖λ(u)‖Lq(Ω) ≤ C
2
fλ
−1
S (1 + ‖u‖Lkq(Ω)) ≤ C
2
fC1(M(t))λ
−1
S .
Therefore, for any given ε0 > 0 we choose ε = ε0C
−1
1 (M(t)) and combine the above estimates
to obtain a constant C(ε0,M(t)) such that∫
Ω
λ(u)|f(u)|2 dx ≤ C2fλ
−1
S
[
ε0
∫
Ω
λ2(u)|Du|2 dx+ C(ε0,M(t))λ
2
S
]
.
By (4.3), |A(u)Du|2 ∼ λ2(u)|Du|2, the above proves the lemma.
We now apply Theorem 2.1 to establish the global existence result.
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Proof of Theorem 4.1: From (4.10) of Lemma 4.3 with η ≡ 1, we see that
d
dt
∫
Ω
|ADu|2 dx ≤ C
∫
Ω
(|A(u)Du|2 + λ(u)|f(u)|2) dx. (4.18)
We let ε0 = 1 in (4.16) and replace M(t) by MU0,T0 , see (4.6), to obtain a constant
C(MU0,T0) such that∫
Ω
λ(u)|f(u)|2 dx ≤ C2fλ
−1
S
[∫
Ω
|A(u)Du|2 dx+ C(MU0,T0)λ
2
S
]
.
We then have for β := C2fλ
−1
S and some constant C the following inequality.
d
dt
∫
Ω
|ADu|2 dx ≤ C(β + 1)
∫
Ω
|A(u)Du|2 dx+ C2fC(MU0,T0)λS . (4.19)
We now set
y(t) =
∫
Ω
|A(u)Du(x, t)|2 dx
to see from (4.19) that y′(t) ≤ C(β + 1)y(t) +C(MU0,T0 , Cf )λS for all t ∈ (0, T0). A simple
use of Gronwall’s inequality shows that there exists a constant C(T0, Cf ,MU0,T0) such that∫
Ω×{t}
|A(u)Du|2 dx ≤ C(T0, Cf ,MU0,T0)λS ∀t ∈ (0, T0). (4.20)
Because |A(u)Du|2 ≥ Cλ2(u)|Du|2 for some C > 0 and λ(u) is bounded from below by
λ0, the above yields the bound (4.7) and a bound for ‖Du(·, t)‖L2(Ω) for all t > 0. We see
that Theorem 2.1 applies here. In fact, it is easy to check that the data of the systems in
(2.1) satisfies SKT) and F’) with the same set of constants so that the above argument (for
σ = 1) yields a uniform estimate for ‖uσ(·, t)‖W 1,2(Ω) in (2.3) of Theorem 2.1. The bound
for ‖λs0(uσ(·, t))‖L1(Ω) in (2.4) follows from the polynomial growth of λ(u) and Sobolev’s
inequality. The proof is then complete.
We now turn to the proof of Theorem 4.2 and apply Theorem 2.3. We need only show
that there is an absorbing ball in W 1,2(Ω). To proceed we need some lemmas establishing
uniform estimates for ‖Du‖L2(Ω) under much weaker assumptions on the L
p norms of u.
Lemma 4.5 Let u be a strong solution to (4.1) on some interval (0, T0). For any τ0 ∈ (0, 1)
assume that there are positive constants q > 1, T ≥ 0 and T ′ = min{T + τ0, T0} such that
the number
MT,T ′,q = sup
t∈[T,T ′]
‖u(·, t)‖Lqk(Ω) (4.21)
is finite. Then there exists a positive constant C0(MT,T ′,q, Cf ) such that
∫ T ′
T+τ0
∫
Ω
|A(u)Du|2 dxds ≤ C0(MT,T ′,q, Cf )(T
′ − T )(
1
τ0
+ λS). (4.22)
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Proof: For T ≥ 0, τ0 > 0 and T
′ = min{T + τ0, T0} and any R ∈ (0, τ0) let us denote
IR = [T + τ0 −R,T
′].
Also, for any 0 ≤ ρ < R ≤ τ0 we let η be a cut-off function for IR, Iρ. That is, η ≡ 1 in Iρ
and η(τ) ≡ 0 for τ ≤ T + τ0 −R and |ηt| ≤ 1/(R − ρ).
We multiply the system (4.1) by P (u)η2(t) and integrate by parts in x to get∫
Ω
〈A(u)Du,A(u)Du〉η2 dx =
∫
Ω
(−〈P (u), ut〉+ 〈fˆ(u,Du), P (u)〉)η
2 dx.
Since |fˆ(u,Du)| ≤ Cλ
1
2 (u)|Du| + f(u) and |A(u)Du|2 ∼ λ2(u)|Du|2 (see (4.3)), we
apply Young’s inequality to the first term in the integrand on the right hand side and find
a constant C1 such that for any ε∗ > 0∫
Ω
|A(u)Du|2η2 dx ≤ C1
∫
Ω
(ε∗λ(u)|ut|
2 + ε−1∗ λ
−1(u)|P (u)|2 + |f(u)||P (u)|)η2 dx.
Integrate the above over IR to get∫
IR
∫
Ω
|A(u)Du|2η2 dxds ≤
C1
∫
IR
∫
Ω
(ε∗λ(u)|ut|
2 + ε−1∗ λ
−1(u)|P (u)|2 + |f(u)||P (u)|)η2 dxds.
(4.23)
We integrate (4.10) of Lemma 4.3 over IR and note that |ADu|
2η2 = 0 at T + τ0 − R.
From the choice of η we can find a constant C2 to obtain∫
IR
∫
Ω
λ(u)|ut|
2η2 dxds+
∫
Ω×{T ′}
|A(u)Du|2 dx ≤
C2
∫
IR
∫
Ω
[(
1
R − ρ
+ 1)|A(u)Du|2 + λ(u)|f(u)|2η2] dxds.
Hence,∫
IR
∫
Ω
λ(u)|ut|
2η2 dxds ≤ C2
∫
IR
∫
Ω
[(
1
R− ρ
+ 1)|A(u)Du|2 + λ(u)|f(u)|2η2] dxds.
(4.24)
We now take ε∗ =
1
2 (C1C2)
−1(R − ρ) in (4.23) and note that ε∗ ≤ Cτ0 for some fixed
constant C. Hence, multiplying (4.24) by C1ε∗ and using the result in (4.23) we easily get
(using Iρ ⊂ IR)∫
Iρ
∫
Ω
|A(u)Du|2 dxds ≤
1
2
(1 +R− ρ)
∫
IR
∫
Ω
|A(u)Du|2 dxds+
C3
∫
IR
∫
Ω
(
1
|R− ρ|
λ−1(u)|P (u)|2 + |f(u)||P (u)| + λ(u)|f(u)|2
)
dxds.
(4.25)
We then estimate the last integral on the right hand side of (4.25). In the sequel, we
will abbreviate
M :=MT,T ′,q and |I| = T
′ − T.
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Firstly, from SKT) we have λ−1(u)|P (u)|2 ≤ Cλ(u)|u|2. The integral of λ(u)|u|2 can
be estimated by using (4.12) for w = λ
1
2 (u)u and the fact that ‖u(·, t)‖L1(Ω) is bounded in
terms of M for t ∈ (T, T ′). We then have∫
IR
∫
Ω
λ−1(u)|P (u)|2 dxds ≤ C
∫
IR
∫
Ω
(λ(u)|Du|2 + C4(M)λS) dxds
≤ C5(M)|I|(1 + λS).
Here, we have used the fact that there is a constant C(M, τ0) such that∫
IR
∫
Ω
λ(u)|Du|2 dx ≤ C(M, τ0)|I|. (4.26)
This can be proved easily by testing the system with u (see also Remark 4.9 for details).
Next, using (4.12) for w = P (u) and any ε0 > 0 we can find C(ε0,M) such that∫
IR
∫
Ω
|P (u)|2 dxds ≤
∫
IR
∫
Ω
(ε0|A(u)Du|
2 + C(ε0,M)λ
2
S) dxds. (4.27)
By F’), |f(u)| ≤ Cfλ
−1
S |u|λ(u). Applying Young’s inequality, we have
|f(u)||P (u)| ≤ C−1f λS |f(u)|
2 + Cfλ
−1
S |P (u)|
2 ≤ Cfλ
−1
S (|u|
2|λ(u)|2 + |P (u)|2).
Using (4.15) (p = 2) and (4.27) to estimate the integral of the right hand side of the above,
we obtain∫
IR
∫
Ω
|f(u)||P (u)| dxds ≤ Cfλ
−1
S
∫
IR
∫
Ω
(ε0|A(u)Du|
2 + C(ε0,M)λ
2
S) dxds.
Concerning the last integrand on the right hand side of (4.25), by (4.16), we have
|f(u)| ≤ Cfλ
−1
S |u|λ(u)∫
Ω
λ(u)|f(u)|2 dx ≤ C2fλ
−1
S
[
ε0
∫
Ω
|A(u)Du|2 dx+C(ε0,M)λ
2
S
]
.
We now set for τ ∈ [0, τ0]
F (τ) :=
∫
Iτ
∫
Ω
|A(u)Du|2 dxds
and use the above estimates for the integrals on the right hand side of (4.25) to obtain
F (ρ) ≤ µF (R) +
λSC6(M)
R− ρ
|I|+ C(ε0,M,Cf )|I|(1 + λS), (4.28)
where for some constant C7
µ =
1
2
(1 +R− ρ) + C7(Cf + C
2
f )ε0λ
−1
S . (4.29)
Since λS is bounded from below and R− ρ ≤ τ0 < 1, we can choose ε0 sufficiently small
and depending only on Cf such that µ < 1. By an elementary iteration lemma [7, Lemma
6.1, p.192], we have
F (ρ) ≤ C
[
C6(M)λS
R− ρ
|I|+C8(M,Cf )|I|λS
]
for all 0 ≤ ρ < R ≤ τ0.
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We now take R = τ0, ρ = 0 in the above inequality to obtain
∫ T ′
T+τ0
∫
Ω
|A(u)Du|2 dxds ≤ C(M,Cf )|I|λS(
1
τ0
+ 1).
The above estimate completes the proof as M := MT,T ′,q and |I| = T
′ − T .
We are now ready to give
The proof of Theorem 4.2: We will apply Theorem 2.3 here. To this end, let K be
any bounded subset of X and u be the solution of (4.1) with initial data U0 in K. Under
the assumption (4.8)
‖u(·, t)‖Lqk(Ω) ≤M ∀t ≥ TK , (4.30)
we will show that there exists a constant C(M) such that∫
Ω×{t}
λ2(u)|Du|2 dx ≤ C(M)λS ∀t ≥ TK + 1. (4.31)
Because λ(u) is bounded from below by λ0, (4.31) yields a uniform bound for ‖Du(·, t)‖L2(Ω),
t > TK + 1. Theorem 2.3 then applies and completes the proof.
First of all, by the global existence result we can assume TK > 1 and take τ0 = 1/2 in
Lemma 4.5. From (4.16) with ε0 = 1 and suitable choice of C(M), we have∫
Ω
λ(u)|f(u)|2 dx ≤ C2fλ
−1
S
[∫
Ω
|A(u)Du|2 dx+ C(M)λ2S
]
∀t ≥ TK .
As in the proof of Theorem 4.1, see (4.19), we obtain for β := C2fλ
−1
S and α := C
2
fC(M)
d
dt
∫
Ω
|A(u)Du|2 dx ≤ C(β + 1)
∫
Ω
|A(u)Du|2 dx+ αλS ∀t ≥ TK . (4.32)
We now set
y(t) = λ−1S
∫
Ω
|A(u)Du(x, t)|2 dx
and derive from (4.32) that
y′(t) ≤ C(β + 1)y(t) + α ∀t ∈ (TK ,∞).
For any τ0 > 0 the uniform Gronwall inequality (see [18, Lemma 1.1, p.91]) then gives
y(t+ τ0) ≤
[
a3
τ0
+ a2
]
exp(a1) ∀t > TK , (4.33)
where
a1 :=
∫ t+τ0
t
C(β + 1)ds, a2 :=
∫ t+τ0
t
αds, a3 :=
∫ t+τ0
t
y(s)ds.
From the definitions of α, β
a1 ≤ C(C(M)C
2
fλ
−1
S + 1)τ0 and a2 ≤ C(M)C
2
f τ0.
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For a fixed τ0 ∈ (0, 1) and any t ≥ TK+τ0 we take T and T
′ in (4.22) such that T+τ0 = t
and T ′ = t+ τ0. Then T ≥ TK so that Lemma 4.5 applies here to give
a3
τ0
= (τ0λS)
−1
∫ t+τ0
t
∫
Ω
|A(u)Du(x, t)|2 dxds ≤ λ−1S C0(M,Cf )(
1
τ0
+ λS).
Putting these estimates in (4.33) and the fact that λS is bounded from below, we see
that y(t+τ0) is uniformly bounded by a constant C(M) for t > TK+τ0. Using the definition
of y(t) and letting τ0 = 1/2 we obtain (4.31) and complete the proof.
Next, we will show that the assumption on the boundedness of Lp norm of the solutions
in (4.6) and (4.8) can be weaken further if a mild hyposthesis on the structure on A(u) is
imposed. In fact, the Lp norm can be replaced by L1 one if we assume further the following
(the constant C∗ is the ratio between the eigenvalues of A(u) described in A)).
SG’) If k > 2 then there is a number δk ∈ (0, 1) such that (k − 2)/k ≤ δkC
−1
∗ .
Theorem 4.6 Assume SKT), F’) and SG’). The conclusions of Theorem 4.1 and Theo-
rem 4.2 hold if (4.6) and (4.8) respectively hold for the L1(Ω) norm of u.
The proof of this theorem clearly follows from the following lemma (and Remark 4.8)
which shows that an appropriate bound for the L1 norm of u implies those of Lqk norm of
u for some q > 1. Theorem 4.1 and Theorem 4.2 then apply.
Lemma 4.7 Assume SKG), F’) and SG’). Suppose that there are T∗ ∈ (0, T0) and a con-
tinuous function C0 on (T∗,∞) such that
‖u(·, t‖L1(Ω) ≤ C0(t) for all t ∈ (T∗, T0). (4.34)
Then, for any positive τ0 < T0 − T∗ there is a number q > 1 such that∫
Ω
|u(x, t)|qk dx ≤ C( sup
(T∗,T0)
C0(t), τ0) ∀t ∈ (T∗ + τ0, T0). (4.35)
Proof: First of all, we recall the following fact from [8] if l > 0 and
l
l + 2
≤ δlC
−1
∗ for some δl ∈ (0, 1)
then there exists a positive λl, which depends on k, such that
〈A(u)Du,D(|u|lu)〉 ≥ λlλ(u)|u|
l|Du|2. (4.36)
By SG’) it is clear that we can find l > max{0, k − 2} such that (4.36) holds.
Let T ≥ T∗ such that there is T
′ ∈ (T + τ0, T0). We test the system of u with |u|
luηp(t),
where η is a cutoff function for [T, T ′], [T + τ0, T
′] and p > 1, which will be determined
shortly. Using (4.36) and the fact that |ηt| ≤ 1/τ0, we easily obtain for Q = Ω× [T, T
′]
sup
t∈[T+τ0,T ′]
∫
Ω
|u|l+2 dx+ λl
∫∫
Q
λ(u)|u|l|Du|2ηp dz ≤
C
∫∫
Q
[〈fˆ(u,Du), |u|lu〉ηp +
1
τ0
|u|l+2ηp−1] dz.
(4.37)
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For the last term in the integrant on the right, we can choose p such that p−1 > p l+2k+l+2
and use Young’s inequality to find some positive constant C(k, τ0) such that
1
τ0
|u|l+2ηp−1 ≤ |u|k+l+2ηp +C(k, τ0) ≤ |u|
k+l+2ηp + C(k, τ0).
By SKT) and F’), we can use Young’s inequality to find a constant C such that
〈fˆ(u,Du), |u|lu〉 ≤ ελ(u)|ul|Du|2 + C(ε)(|u|k+l+2 + 1).
Using (4.14) for q = k + l and the assumption (4.34), we have for t ∈ (T∗, T
′)∫
Ω×{t}
|u|k+l+2ηp dx ≤ ε
∫
Ω×{t}
|u|k+l|Du|2ηp dx+ C(ε, C0(t))
≤ ε
∫
Ω×{t}
|u|lλ(u)|Du|2ηp dx+C(ε, C0(t)).
Thus, there is a constant C(ε, sup(T,T ′)C0(t), k, τ0) such that the right hand side of
(4.37) can be estimated by
ε
∫∫
Q
|u|lλ(u)|Du|2ηp dz +C(ε, sup
(T,T ′)
C0(t), k, τ0)|Ω|(T
′ − T ).
Choosing ε = λl/2, we can deduce from (4.37) and the above inequality the following
estimate.
sup
t∈[T+τ0,T ′]
∫
Ω
|u|l+2 dx+
∫∫
Q
|u|lλ(u)|Du|2ηp dz ≤ C( sup
(T,T ′)
C0(t), k, τ0)|Ω|(T
′−T ). (4.38)
Therefore, ∫
Ω
|u(x, t)|l+2 dx ≤ C( sup
(T∗,T ′)
C0(t), k, τ0, T0)|Ω| ∀t ≥ T + τ0.
Since l + 2 > k, there is q > 1 such that l + 2 = qk and the above yields (4.35). The
proof is then complete.
Remark 4.8 We can allow T∗ = 0 and τ0 = 0 by letting η ≡ 1. In this case, (4.37) now is
sup
t∈[0,T ′]
∫
Ω
|u|l+2 dx+ λl
∫∫
Q
λ(u)|u|l|Du|2 dz ≤
C
∫∫
Q
〈fˆ(u,Du), |u|lu〉 dz +
∫
Ω
|u(x, 0)|l+2 dx.
We can see that the proof can continue to give (4.35) with the right hand side depending on
‖u(·, 0)‖Ll+2(Ω). This suffices to give the global existence result of Theorem 4.1. Once this
is established, we can take τ0 = 1 to get a uniform bound for ‖u(·, t)‖Ll+2(Ω), independent
of ‖u(·, 0)‖Ll+2(Ω), and Theorem 4.2 can apply.
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Remark 4.9 By the ellipticity of A(u) (4.36) holds if l = 0, i.e. we test the system with
u, and we do not need SG’) here. In this case, (4.38) provides the estimate
∫ T ′
T+τ0
∫
Ω
λ(u)|Du|2ηp dxdxdt ≤ C( sup
(τ0,T ′)
C0(t), τ0)|Ω|(T
′ − T ).
This is (4.26) which was used in the proof of Lemma 4.5.
We conclude this paper by giving a simple example proving the existence of a global
attrator of the generalized version (1.1). Inspired by the competitive Lotka-Volterra reaction
in (1.1), we assume that fˆ(u,Du) is of the form
fˆ(u,Du) = B(u)Du+Ku−G(u)u, (4.39)
where K,B(u), G(u) are m×m matrices and K is a constant one.
Theorem 4.10 Assume SKT), (4.39) and that B(u), G(u) are C1 in u. We assume that
|B(u)| ≤ Cλ
1
2 (u) for all u ∈ IRm. In addition, G(u) is positive definite in the following
sense: there are c0 > 0 and κ ∈ (0, k] such that for all w, u ∈ IR
m
〈G(w)u, u〉 ≥ c0|w|
κ|u|2, |G(u)| ∼ |u|κ, |Gu(u)| ∼ |u|
κ−1. (4.40)
Then (4.1) defines a dynamical system which possesses a global attractor on X =
W 1,p0(Ω), p0 > 2.
Proof: We first consider the global existence by applying Theorem 4.1 (and then
Theorem 4.6). By Remark 2.2, we can replace fˆ(σu, σDu) in (4.5) by
fˆσ(u,Du) = σ
kB(σu)Du+ fσ(u), fσ(u) := σ
kKu− σk−κG(σu)u σ ∈ [0, 1].
Since |∂ufσ(u)| ≤ σ
k|K| + σk−κ|G(σu)| + σk−κ+1|u||∂σuG(σu)| ≤ Cλ(σu) by the last
two conditions in (4.40) and the fact that λ(σu) ∼ λ0 + σ
k|u|k, we see that fσ satisfy (4.4)
in F’). Hence, the argument in the proof of lemmas leading to Theorem 4.1 continues to
hold if we can show that ‖uσ‖L1(Ω) can be bounded uniformly for all solutions uσ to (4.5)
in any finite time intervals.
For any σ ∈ [0, 1], let u be the solution of (4.5). From (4.40), with w = σu, the bound
on B(u) and Young’s inequality, we have
〈G(σu)u, u〉 ≥ C1σ
κ|u|κ+2, 〈B(σu)Du, u〉 ≤ ελ(σu)|Du|2 + C(ε)|u|2.
Multiplying (4.5) with u, integrating by parts in x, and using the above inequalities
with sufficiently small ε, we easily obtain
d
dt
∫
Ω
|u|2 dx+
∫
Ω
λ(σu)|Du|2 dx ≤ C1σ
k
∫
Ω
|u|2 dx− C2σ
k
∫
Ω
|u|κ+2 dx.
By Ho¨lder’s inequality, we can find a constant C3 > 0 such that
C3
(∫
Ω
|u|2 dx
)p
≤ C2
∫
Ω
|u|κ+2 dx, p := (κ+ 2)/2 > 1. (4.41)
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Therefore, for y(t) := ‖u(·, t)‖2L2(Ω)
y′(t) ≤ F (y(t)), F (y) := σk(C1y − C3y
p).
Since p > 1, we see that F (y) ≤ 0 if y ≥ y∗ := (C1/C3)
1/(p−1). As y(0) ≥ 0, it follows
that y(t) ≤ max{y(0), y∗}. Hence, ‖u‖
2
L2(Ω) is bounded by a constant, independently of σ.
This gives a uniform bound for solutions to (4.5). The global existence result then follows.
We now turn to the existence of global attractors. We test the system with u and obtain,
denoting |K| the matrix norm of K
d
dt
∫
Ω
|u|2 dx+
∫
Ω
λ(u)|Du|2 dx ≤
∫
Ω
(Cλ
1
2 (u)|Du||u| + |K||u|2 − c0|u|
κ+2) dx. (4.42)
Using Young’s inequality, for any ε > 0 we can find a constant C(ε) such that
Cλ
1
2 (u)|Du||u| ≤ ελ(u)|Du|2 + C(ε)|u|2, |u|2 ≤ ε|u|κ+2 + C(ε).
Applying the above inequalities to the first and second integrands on the right hand side of
(4.42), for sufficiently small ε we then deduce the following.
d
dt
∫
Ω
|u|2 dx+ c1
∫
Ω
|u|κ+2 dx ≤ c2.
Here, c1, c2 are postive constants depending only on |K|, c0. As in (4.41), we can apply
Ho¨lder’s inequality to the second term on the left hand side to get another positive constant
c3 which depend only on |K|, c1, |Ω| such that for y(t) := ‖u(·, t)‖L2(Ω) and all t > 0
y′ + c3y
p ≤ c2, p = (κ+ 2)/2 > 1.
Using the uniform Gronwall’s lemma ([18, Lemma 5.1]) with γ = c3 and δ = c2, we have
y(t) ≤ (c2/c3)
1/p + (c3(p− 1)t)
−1/(p−1). (4.43)
For any fixed M1 > (c2/c3)
1/p we let
T∗ =
1
c3(p− 1)
(
M1 − (c2/c3)
1/p
)1−p
.
It is easy to see from (4.43) that y(t) ≤M1 if t ≥ T∗. The existence of the golbal attractor
follows from this uniform estimate.
We remark that Theorem 4.10 applies to the system (1.1) with competitive Lotka-
Volterra reaction terms and positive initial data U0. However, the parameters A(u), f(u)
of this system satisfy the assumption A),F) only for positive u. The positivity of solutions
to (1.1) was established in [19] under suitable conditions on the parameter αij’s. In a
forthcoming paper [13] we will show that this is the case even in a much more general
setting.
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