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The variance of a quadratic function of the random variables in a linear 
model is minimized to obtain locally best unbiased estimators (MIVQUE) 
of variance components. Condition for such estimators to be independent of 
the kurtosis of the variables is given. When the variables are normally distributed, 
MIVQUE coincides with MINQUE under the Euclidean norm of a matrix. 
Conditions under which MIVQUE has uniformly minimum variance property 
are obtained. Expressions are also given for MIMSQE (minimum mean 
square quadratic estimators). 
1. INTR~OUCTI~N 
In three previous papers [&lo], the author developed a method of estimating 
variance and covariance components, called MINQUE (Minimum Norm 
Quadratic Unbiased Estimation). The method is quite general and is applicable 
in all experimental situations. 
In the MINQUE theory a suitable norm of a quadratic form is minimized. 
When the hypothetical variables in the linear model are scaled by suitable 
constants as in (7.2), the Euclidean norm corresponds to the variance of the 
estimator under normal distributions for the variables. In such a case the 
MINQUEs provide locally minimum variance unbiased quadratic estimators. 
Harville [4] obtained such estimates in a special case of an unbalanced experiment 
while solutions were known for balanced experiments [2, 31. The papers [g-10] 
provide solutions for general situations. However, the MINQUE theory is 
developed without reference to normality or variance of the estimator and is 
highly flexible in the choice of norms, etc. 
In the present paper the following problems are considered. 
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(i) Without assuming normality, the variance of an unbiased quadratic 
form satisfying an invariance condition is minimized at a specified set of values 
of unknown variance component and kurtosis parameters. Such an estimator 
is designated as MIVQUE (Minimum Variance Quadratic Unbiased Estimator). 
A necessary and sufficient condition under which a MIVQUE is independent 
of unknown kurtosis parameters is obtained. 
(ii) Under normality assumption, a necessary and sufficient condition for 
MINQUE to be a uniformly MIVQUE is obtained. 
(iii) In the investigation of (i) and (ii), invariance with respect to location 
parameter in the linear model is used as an additional condition. MINQUE (or 
MIVQUE under normality assumption) is obtained without using invariance 
and under a slightly different norm than that considered in [lo]. 
(iv) Minimum mean square quadratic estimators (MIMSQE) of variance 
components are obtained in the general case. 
The approach of the present paper is a generalization of that of Hsu [5], 
Rao [6], and the recent work of Drygas [I] on the estimation of the single 
parameter 9 in the usual Gauss-Markoff model with independent and 
homoscedastic errors. Naturally the algebraic problem is more complicated in 
the present case. 
2. STATEMENT OF THE PROBLEM 
We consider the linear model 
y  = XP + Wl + .” + U&k, (2.1) 
where the matrices X of order 71 i< m and Ui of order n x ci , i = l,..., k, are 
known, I3 is an unknown m-vector parameter and gi are hypothetical vector 
random variables such that 
(i) & is c,-vector with independent components having a common variance 
uia and kurtosis yi , and 
(ii) gi and gj are independent. P-2) 
Under the assumptions (2.2), the dispersion matrix of Y is 
D(Y) = cqv, + ... + U,2Vk ) (2.3) 
where Vi = UiUi’. The problem we consider is the estimation of a linear 
function 
P,U12 + .‘. + hJk2 (2.4) 
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of the variance components by a quadratic function Y’AY satisfying the 
conditions 
(i) AX = 0, 
(ii) E(Y’AY) E plur2 + *.. + pkuk2, 
(iii) r(Y’AY) is a minimum for a particular choice of u1 ,..., ulC . 
The motivation for the condition AX = 0 is given in Rao [8-lo]. 
It may be seen that the model (2.1) can be written in a compact form 
(2.5) 
Y = XP + w, (2.6) 
whereuisthen x c,(c = cr + ..* + ck), partitioned matrixU = (U, i ... i U,), 
and 5 is the c-vector 5’ = (g,’ : ..- i 5,‘). 
The following expressions for expectation and variance of Y’AY are easily 
established: 
E(Y’AY) = Tr AE(YY’) 
= Tr A(Xpp’X + ur2V, + ... + uk2V,) 
= P’X’AXP + Zhi2 Tr AVi > 
where Vi = UiUi’. The expression for P’(Y’AY) when AX = 0 
v(Y’AY) = 2 Tr B A,B A1 + Tr B A,B, 
(2.7) 
(2.8) 
where B = U’AU, B is the diagonal matrix with the same diagonal elements as 
in B and A, , A2 are the diagonal matrices 
(2.9) 
Uk21k 
) (2.10) 
%%Jk 
where yi , as defined earlier, is the kurtosis of the variables in & and Ij is the 
identity matrix of order ci . 
If AX = 0, then E(Y’AY) = proi + ... + pkuk2 implies 
Zui2 Tr AV, = .Zp,u, (2.11) 
api = TrAV. z I i = l,..., k. (2.12) 
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Then the problem of MIVQUE reduces to that of minimising 
2TrBA,BA,+TrBA,B (2.13) 
subject to the conditions (2.12) and AX = 0. 
Let us observe that in some cases it may be possible to find a matrix Q of 
maximum rank such that QX = 0, in which case we can eliminate X from the 
model (2.1) or (2.6), and obtain the reduced model 
QY =QUg or Z =F& (2.14) 
Then the problem is one of findingZ’RZ such that 
E(Z’RZ) = ~,u,~ + ... + P,u,~ 
V(Z’RZ) is a minimum. (2.15) 
The formulas for such a case are obtained by putting X = 0 and U = F in the 
expressions derived for the general case in Section 3. 
We need the following lemma established in Rao [lo] which plays an important 
role in minimising the expression (2.13). 
LEMMA 1. Given a n x m matrix X of rank Y and a p.d. matrix V, of order n, 
there exists a n x n - r matrix G of rank (n - r) such that 
G’X=O and G’V,G = I. (2.16) 
For any matrix G satisfying (2.16) 
GG’ = V;;l(I - P,), (2.17) 
where 
P, = X(x,V;~X)- X’V,l (2.18) 
is the projection operator onto the space generated by the columns of X. 
Notation. In solving the minimisation problem in Section 3, the matrix 
defined in (2.16) is brought in only as an intermediate step. The final results are 
expressible in terms of GG’ only, which involves the projection operator P, as 
in (2.17). We shall give the notations used in Sections 3 and 4 for ready reference. 
For any matrix B, we denote by B the diagonal matrix with the same diagonal 
elements as in B. We denote 
M = GG’U = V;‘(I - P,)U, 
M, = U’M = (mij), 
MS = (mfJ. 
We choose V, = U A,U’ = .%,sVi in defining G. 
(2.19) 
(2.20) 
(2.21) 
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3. ALGEBRAIC DERIVATION OF MIVQUE 
The variance (2.13) of Y’AY will be a minimum if the matrix A is such that 
Cov(Y’AY, Y’NY) = 0 (3-l) 
for any N such that E(Y’NY) = 0. The proof of the statement can be found in 
Rao [6, p. 28; 7, p. 2.571. Let U’AU = B and U’NU = F. Then assuming 
AX = 0 and NX = 0, 
Cov(Y’AY, Y’NY) = 2Tr B A,F A1 + Tr B A$, (3.2) 
where Al and A, are as defined in (2.9) and (2.10), respectively. Under the con- 
ditions AX = 0 and NX = 0, A can be written as GCG’ and N as GDG’, 
where G may be chosen to satisfy the conditions 
G’X = 0, G’U A,U’G = I (3.3) 
as in Lemma 1. Denoting the i-th column of G’U by ai and the i-th diagonal 
element of A, by & the expression (3.2) can be written as 
Tr D(2C + ,Z Siaiai’Caiai’). (3.4) 
Now 
E(Y’GDG’Y) s 0 2 Tr D(Zviaiai’) = 0 
for all v, , va ,... of the form 
(3.5) 
where h, ,..., h, are arbitrary. If the expression (3.4) has to be zero for all D 
satisfying (3.5), then we must have 
2C + Z Siaiai’Caiai’ = Zviaiai’ (3.7) 
which is the fundamental equation providing the optimum matrix C. Writing 
Bi = ai’Cai , Eq. (3.7) can be written 
2C + 2 S&?ppi’ = .ZVicLiQi’. (3.8) 
Multiplying both sides of (3.8) by ai’ from the left and ai from the right we 
obtain 
2ei f Z S,e,& = Zvimfj , j = l,..., c, (3.9) 
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where rnij = ai’aj as in (2.20). In matrix notation, (3.9) can be written as 
(21 + M, A%)8 = MZv, (3.10) 
where M, = (w$), 8’ = (0, ,..., e,), u’ = ( or ,..., v,). The condition of 
unbiasedness 
E(Y’GCG’Y) = p,q2 + ... + p,ok2 (3.11) 
yields the equation 
Hi = p, (3.12) 
where p’ = (p, ,..., pk) and the i-th row of H has unity in the ci positions 
beginning from the (cr + ... + ci-r + 1)th and zeroes elsewhere. Let us observe 
that v has only k distinct components A, ,..., A, so that M,v = Wh where W is 
obtained by appropriate summing up of the columns of M, . Then we have the 
two equations 
(M, A, + 2I)e - Wh = 0 
He = p 
(3.13) 
providing the values of 6 and A which specify C through Eq. (3X), and thus the 
quadratic form Y’GCG’Y which is the MIVQUE of p,ai2 + ..* + pkok2. The 
result is summarized in the following theorem where A is as defined in (3.6) and 
o is a diagonal matrix with the components of vector e as its diagonal elements. 
THEOREM 1. The MIVQUE of zTpjui2 is 
Y’M(+ - 3 A,O)M’Y, (3.14) 
where M is as defined in (2.19). The vectors A and 13 which determine A and 0 
satisfy the equation 
(21 + M, A2)e - Wh = 0 
(3.15) 
He = p 
where M, is as dejined in (2.21). 
Equation (3.8) can be written in the matrix form 
2C + G’U A,oU’G = G’U AU’G. (3.16) 
Multiplying Eq. (3.16) from left and right by G and G’, respectively, we have 
2GCG’ + M A,8M’ = M AM’, (3.17) 
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since M = GG’U. From (3.17) 
2GCG’ = M(A - A@)M (3.18) 
which proves the desired result. 
THEOREM 2. The MIMSQE of Zpiai” is 
(4) Y’[dV;‘(l - P,) - MA@W’]Y 
where 8 which determines 0 and the constant d satisfy the equations 
(21+ M,A,) 0 - da, = 0, 
Tr A,fJ + d = ZpiuF. 
(3.19) 
When the variables are normally distributed, the MIMSQE of Zp,u,” is 
n T$ 2 Y[V,‘(l - Pv)]Y (3.20) 
where Y is the rank of X, and V, = ZVpi2. 
4. SIMULTANEOUS ESTIMATION OF VARIANCE COMPONENTS 
Theorem 1 as stated in Section 3 refers to the estimation of a particular 
parametric function and is not in line with previous work where estimates of 
2 01 ,**-, aK2 are obtained first and then substituted in a given parametric function. 
We shall provide a similar technique in the present case also. From (3.8), 
2C = -2 SiOiaiai’ + viaiai (4.1) 
we obtain the MIVQUE in the form 
2Y’GCG’Y = Z(vi - S,O,)ui (4.2) 
where tit = ai’GY, the i-th component of U’GG’Y = M’Y. Let us denote the 
vectors 
w’ = (S1u12,..., S,u,2), 
t’ = (&q,..., lzkui2), 
(4.3) 
where Z; represents summation over i = 1 to c, , Z2 over i = cl + 1 to c, , 
etc. Then from (4.2) the estimate is of the form 
+(-elw + Aft), (4.4) 
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where 0 and 71 are a solution of 
If 
(21 + M, As)8 - Wn = 0 
He = p. 
(4.5) 
is ag-inverse (see Rao [7]) of the matrix of equations in (4.5) then 
(4.6) 
i = Esp, i = E,p (4.7) 
is a solution. Substituting (4.7) in (4.4), the estimate of Zpjuiz is 
Qp’(-Es’w + E4’t) (4.8) 
which shows that the individual estimates of ui2 (if estimable) are the components 
of ($)(-E,'w + E4’t). 
Note. In all the formulas for estimating Z’,u,” the true values of ui2 appear. 
In practice we use a priori values or a given set of values at which a minimum 
is sought. 
5. WHEN IS MINQUE A MIVQUE? 
In MINQUE, the expression whose minimum is sought is 
Tr B A,B A, (5.1) 
while in MIVQUE the corresponding expression is 
2Tr B A,B A1 + Tr B A$, (5.2) 
where B, A., , As are as defined in (2.13). To answer the problem raised we have 
to determine the conditions under which (5.1) and (5.2) attain a minimum for 
the same matrix B or, in other words, the conditions under which the minimising 
matrix of (5.2) is independent of As or the kurtosis of the structural variables 5. 
From (3.8) we have 
2C + ZSitliaiai’ = Zviaiai’. (5.3) 
If 6< = 0 for all i, then 
2C = Z7iaiai’ (5.4) 
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for a suitable choice of Ti . Substituting the expression (5.4) for C in (5.3), 
.Zqiaiai’ f  Z Si8iaiai’ = Zviaiai 
which implies, by the process used in deriving (3.10) from (3.8), 
(5.5) 
Wp + M, A,0 = WI, (5.6) 
where p is the vector of distinct 7i and the matrices Mz and W are as in (4.5). 
Using (4.5) and (5.6) we find 
2e = wp. (5.7) 
Substituting for 8 in (5.6), 
M2 A,Wp = 2W(h - p) = WV. 
Partitioning 
M, = (W, ; ... ; W,), 
where Wi is a matrix of order c j< ci and 
W’ = (N,’ ‘: ... i N;), 
Eq. (5.8) can be written 
(5.8) 
w 
(5.10) 
(5,W,N, + ... + S~W$J~~)P = WV (5.11) 
where [r ,..., tk are the distinct diagonal elements of A, . If Eq. (5.11) holds for 
all & and t.~, the space generated by the columns of W,N, for each i must belong 
to the space generated by the columns of W, which is the necessary and sufficient 
condition that the MINQUE of any estimatable linear function of the variance 
components is also the MIVQUE. 
6. THE CASE OF NORMAL VARIABLES (WITH INVARIANCE) 
When the hypothetical variables & in (2.1) are normally distributed the 
expression for V(Y’AY) under the condition AX = 0 reduces to 
2Tr AV,AV, (6.1) 
where V* = cr12V, + ... + ak2V,. In such a case the MIVQUE and the 
MINQUE estimators are the same. It would be of some interest to find conditions 
under which the matrix A minimizing (6.1) is independent of the unknown 
parameters crr2,... , uB2, so that uniformly minimum variance estimators are 
available. Then MINQUE is unique whatever ui2 may be in (6.1). 
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Let V = V, + ... + V, . It is shown in [lo] that min Tr AVAV subject to 
AX = 0 and Tr AVi = pi, i : I,..., k is attained at 
A, = Z;ljQvW’VjV-lQ, , (6.2) 
where QU = I - X(X’VIX)-XT1 and Xj are chosen to satisfy the conditions 
Tr AV, = pi, i = l,..., k. The expression Tr AV,AV, will be a minimum at 
A, determined in (6.2) if B, = Q,,‘V-WjVIQv minimizes Tr BV,BV, 
subject to BX = 0 and Tr BVi = Tr B,Vi , i = I,..., k. 
Let D be a symmetric matrix such that DX = 0 and Tr DVi = 0, i = l,..., k. 
The condition DX = 0 e D = Qv’EQv and Tr DVi = 0 o Tr EQvViQv’ = 0. 
If B, minimizes Tr BV,BV, , then it is necessary and sufficient that 
Tr B*V,DV, = Tr Qv’V-lVjV-lQvV*Qu’EQvV* 
= Tr E(Q,V,Q,‘V-1VjV-1Q7,V*Qv’) = 0, 
whenever Tr EQ,,V,Q,’ = 0, i = l,..., k. Then it follows that 
(6.3) 
QvV*Qv’V-lViV-lQziV*Qvl = ZpiQvViQu’ (6.4) 
for a suitable choice of constants pi ,..., pk . The relation (6.4) must hold for all 
values of u12,..., uk2 which define V, , which implies that 
QvViQv’V-lVjV-lQvV,Qv) (6.5) 
is a linear combination of QvV7Q,,‘, r = l,..., k, for all triplets ;, j, s. No further 
simplification of the condition (6.5) seems to be possible. 
If we work with the model (2.15) after eliminating XI3 then the condition is 
that 
v~v-vjv-w, (6.6) 
is a linear combination of V, for all triplets i, j, s. 
7. THE CASE OF NORMAL VARIABLES (WITHOUT INVARIANCE) 
Let us consider the model (2.1) 
y = XP + UlPl + ... + U&1, * 
By suitable scaling of & and transformation of p we rewrite (7.1) as 
Y - XP, = XFY + c~Uln+ ... + 4Jns 
= XFy + u*q, u* = (CQU, ; **- ; aJJ,zJ 
(7.1) 
(7.2) 
(7.3) 
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such that 
(i) qi has I as dispersion matrix when 01~ = ai; 
(ii) y has I as dispersion matrix when E(P) = PO and D(P) = FF’, 
considering p as a random variable or Fy = p - PO when p is considered as 
a vector of constants. The matrices and constants F, PO, 01~ ,..., 0~~ constitute 
our a priori knowledge about the unknown quantities f.3, u1 ,..., CT~ and are 
considered as imputs of the problem. In the absence of any a priori knowledge 
we may have to work with (7.1) instead of (7.2). 
We consider the class g4 of quadratic estimators (Y - X&,)‘A(Y - X&J 
where A satisfies the conditions 
X’AX = 0, TrAVi =pi, i = I,..., k (7.4) 
as in [lo]. The quadratic form (Y - XP,)‘A(Y - X&J under the condition 
X’AX = 0 can be written 
$U,‘AU,YJ + 2$U,‘AXFy. (7.5) 
The MINQUE theory requires the minimization of norm of the matrix 
( U,‘AU, U,‘AXF F’X’AU* ) * ’ (7.6) 
Using Euclidean norm the expression is 
Tr AV,AV, + 2Tr AXFF’X’AV, = Tr A(V, + 2XFF’X’)AV, , (7.7) 
where V, = TJ,U,‘. It may be noted that (7.7) is proportional to the variance 
of (Y - X&)‘A(Y - Xp,,) when Ui = ai, FF’ = (p - &,)(p - &)’ and the 
hypothetical variables have normal distributions. 
The problem of minimizing (7.7) for a general FF’ = D(p) = E(P - &,)(p - p,)’ 
is solved in Lemma 3.12 of [lo]. The optimum choice of A is 
A, = N(Z&WJN - P,‘N(Z&WJN’P, , (7.8) 
where N is such that NV*N’ = I, N(V, + 2XFF’X’)N’ = A (diagonal with 
diagonal elements S, ,..., S,), P, = X(x’V;lX)-X’V*‘, and Wi is a matrix such 
that its (Y, s)-th eIement is the (Y, s)-th element of N’VaN divided by (6, + 6,). 
The Xi are chosen subject to the conditions, Tr A,Vt = pi , i = I,..., k. 
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In the special case when FF’ == (p - &,)(p - PO)‘, i.e., R(FF’) 
optimum choice of A reduces to the simpler form 
where 
A, = V,l(Ch,B,)V,l, 
Bi = (Vi - P,V,P,‘) - (1 + c)-~(V,V;;~K - P,V,V;‘KP,‘), 
P, = x(x’v~lx)-x’v;‘, 
c = (P - P,)‘x’X(P - PO), 
K = X(P - P,)(P - PJ’X’. 
In (7.10), special choices of /3 = 0 and /3,, = 0 are of interest. 
1, the 
(7.9) 
(7.10) 
When the hypothetical variables do not have a normal distribution, the 
variance of the quadratic form involves the third and fourth moments. Minimiza- 
tion in such cases is under investigation. 
Note added in proof. It has come to the notice of the author that special cases of the 
results of the paper when then kurtosis of the variables is zero are obtained by LaMotte 
[II]. But many of these special cases are already covered in [lo] by the author. 
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