Abstract. A representation theorem is obtained for solutions of the nonlinear functional differential equation
that * is continuous on [ -r, 0] and p* is integrable on ( -00, -r). The space X becomes a Banach space under the norm (1.2) M,-sup ||«P(x)||+/~rp(x)||4»(x)|<«x.
We will assume that F is a uniformly Lipschitz continuous mapping from X to E, i.e. there is a constant M > 0 such that (1.3) 1^0,) -F(fc)| < ¿¿Iß, -4>2\\x for *>" *2 G X.
Under this assumption one has the following classical existence and uniqueness result for solutions of (1.1) on [0, oo). This lemma may be proved by standard methods, e.g. Picard iterations or a fixed point argument. We omit the straightforward proof.
Following the construction in [2] for a linear Volterra equation with infinite delay (see Remark 1.5), we define an operator A in X by Then we define A4,** -*. Note that (1.6) implies that * has a strong derivative *' a.e. and *' = * a.e. (See the appendix of [3] for more details. All integrals are in the sense of Bochner.) (1.5) is motivated by the fact that the mapping w{t) = u, becomes a solution of the abstract Cauchy problem (cp) w'{t) + Awit) -0, t > 0,
in the sense of a strong solution as defined in [7] . (CP) is the natural setting for applications of nonlinear semigroup theory. It should be observed that A is nonlinear only because of its "nonlinear domain."
The main abstract result of this paper is the following representation
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use theorem for solutions of the initial value problem (1.1).
Theorem 1.2. Let A and X be as defined above and suppose (1.3) holds. Then -A generates a nonlinear quasi-contraction semigroup S E Qu(X)for u > M + p(-r). Furthermore, S represents the solution u = u(t,<f) of (1.1) in the sense that (1.8) S(t)<¡> = u, for t > 0, t¡> E X.
The notation S E QU(C) means, in general, that S is a strongly continuous semigroup on a subset Cofa Banach space Y, and that for some real number to satisfies the inequality (1.9) \\S(t)x-S(t)y\\Y<ea'\\x-y\\Y, f>0,x,yEC.
The proof of Theorem 1.2 is carried out in §2 by applying the following basic result: Theorem 1.3 (M. Crandall and T. Liggett [9] ). Let abe a real number, B E t?(co), Xo > 0. // R(I + XB) contains D(B) for 0 < X < Xq, then -B generates a quasi-contraction semigroup S E QU(D (B)).
As in [9] the notation B E &(cS) means that B + ul is accretive. The reader may consult [8] for definitions of the basic terms of semigroup theory used in this paper.
The link we will use between strong solutions of (CP) and the semigroup guaranteed by Theorem 1.3 is the following theorem. This theorem was first proved by H. Brezis and A. Pazy [3] in the case co = 0. It is stated and proved for general real a by M. Crandall [8] . Theorem 1.4 (H. Brezis and A. Pazy). Let A be closed and satisfy the hypotheses of Theorem 1.3 with S E QU(D(A)) generated by -A. //(CP) has a strong solution wfor some <f> E D(A), then w(t) = S(t)<bfor t > 0. Remark 1.5. An important special case of (1.1) is the Volterra integrodifferential equation with infinite delay (1.10) u'(t) = Cu(t) -[' a(t-s)giu{s))ds, t>0, u(t) = <f(t), t < 0, where cf. E X is prescribed and C is a bounded linear operator on E. By defining (1.11) F(<b) -C<b(0) -f° a(-s)g(<p(s)) ds,
•'-co one may transform (1.10) to (1.1). It is not difficult to verify that if (1.12) a: (0, oo)-*R, aE ¿'(0, oo), and |a(-x)| < Kp{x) for a.e. x G (-oo, -r) and some constant K > 0; and (1.13) g: E -* E and g is uniformly Lipschitz continuous on E, then F, given by (1.11) satisfies (1.3). Computation shows that if g(0) = 0, then a E ¿'(0, oo) may be replaced by a G LJ^fO, oo). Furthermore, one may also take [a{t): t > 0} to be a family of bounded linear operators on E whose norms satisfy (1.12). Theorem 1.2 also holds with X ** Cu{{-oo, 0]; E), the space of uniformly continuous functions from (-oo, 0] to E with supremum norm. This space, with E = R", was used by V. Barbu and S. I. Grossman [2] under the additional requirements that the initial functions have a limit at -oo. A semigroup was developed for the linear case of (1.10), i.e. g{u) *= u. This case is, of course, permitted by our hypotheses although sharper exponential estimates are available from the linear theory under additional necessary hypotheses.
In [17] , R. K. Miller uses semigroup techniques to obtain stability results for a class of nonhomogeneous linear Volterra integrodifferential equations.
A particularly interesting case of (1.10) is studied by C. The case of (1.10) in which C and g are allowed to be unbounded, nonlinear partial differential operators has been studied by Barbu [1] and by Crandall, Londen, and Nohel [10] by using the theory of monotone operators and leading to results on global existence, boundedness, and asymptotic behaviour of solutions. No nonlinear semigroup theory is directly involved in these results. For the case of (1.10) with C = 0 and g the subdifferential of a proper, convex, lower semicontinuous function defined on a real Hubert space, Londen [15] , [16] has obtained results on local existence of solutions. Remark 1.6. The initial data space X defined by (1.2) is employed by J.
Hale in [14] to obtain exponential estimates for solutions of linear functional differential equations with infinite delay. This space is of "fading memory type" and was studied earlier by B. D. Coleman and V. J. Mizel [6] . Hale uses spectral theory to extend and supplement the results of Barbu and Grossman [2] concerning a linear Volterra integrodifferential equation with infinite delay. This setting was discussed in Remark 1.5.
G. F. Webb and C. G Travis have recently developed semigroup representations for a class of nonlinear functional differential equations with finite delay. In [19] and [20] Webb uses hypotheses and techniques similar to those used here (e.g. Lipschitz continuity of the functional) to obtain a semigroup associated with the solutions of the finite delay analogue of (1.1) with initial data spaces C(\-r, 0]; E) and V(-r, 0; E),p > 1.
H. Flaschka and M. J. Leitman [13] prove directly that the semigroup constructed by Webb in [19] is a classical solution of the corresponding functional differential equation of finite delay. In this paper this link is made for the infinite delay problem (1.1) by using the classical solution of Lemma 1.1 to construct a strong solution of (CP) (Lemma 2.3), then Theorem 1.4 is applied to identify the semigroup with the strong solution of (CP). This method may also be used in the finite delay problem. In general, a semigroup may not be a solution of its corresponding Cauchy problem in a nonreflexive Banach space. See [9, §4] for an example. 
(t)4> = ut forcp E D(A).
We now appeal to the following lemma.
Lemma 2.4. The mapping <f> -» «,(<f»), where u,(x) -u(t + x; <», x < 0, is a continuous mapping from X into Xfor every t > 0.
This lemma, together with the continuity of S(t) for every r > 0 and Lemma 2.2, implies that (2.1) holds for every <b E X. This completes the proof of the theorem, assuming the truth of the lemmas.
Proof of Lemma 2.1. For reasons that will become clear in the proof, suppose a satisfies (2.2) u> M+p(-r).
Choose any A E X, X > 0. We wish to find <f> E D (A) such that (2.3) (/ + X(A + íú/))<f> = A.
By (1.5) this means that d> must satisfy (2.4) We will first show that * G X for every value of *(0). Since * is strongly measurable and clearly continuous on [-r, 0] it suffices to show that ||*||, < oo. For -r < x < 0, (-4H) where for the last inequality we used a consequence of (2.2). This shows thatT has a unique fixed point 9. Setting c>(0) = 0 in (2.6) we obtain (2.3). Hence R(I + X(A + w/))-' = Xfor X > 0. Choose A" A2 E X. Let 
<-> '-T^('+T^M-(«4H)>M?
Dividing both sides of (2.14) by the coefficient of ||ct>, -<b2\\x and using (2.16) and (2.17) we have H+, -<MU < C +/"'p(x)||A,(x) -A2(x)|| dx "'-00
-||A.-*2||r To complete the proof note that since R (I + XA/(1 + Xw)) = R(I + X(A + ai)) -A'foreveryX > 0, we have it" (7 + X/Ï) = * forO < X < 1/w.
Proof of Lemma 2.2. Let A E X, e > 0 be given. It is a consequence of standard results that we may without loss of generality assume that A is We now need a result which has some interest in its own right when considering (1.1) with initial data which are uniformly continuous. Since «7 is continuous on [0, oo), * is continuous on [-r, 0], and «7(0) = *(0) by (2.32), we have that y is continuous on [ -r, oo). Therefore, by arguments similar to those used earlier, it is easy to see that y, G X for t > 0. By (2.34), ut{x)=*u{t)+f+Xy{s)ds (2.35) ' x = w,(0) + fXy,{s) ds for -oo < x < 0.
•'o Furthermore, y,(0) = y(t) = «7(0 = F(u,).
Hence (2.35) and (2.36) show that u, G D{A) for t > 0.
Next we show that u, E Wx<£((0, oo); X) for t > 0. This means to show that (2-37) u,-us**Çyrdr, t,s>0.
Js
Note that v(f) = y, G LlJß, oo; A'), since by estimates of the type used to show that HkJI* is finite, it is not difficult to see that \\y,\\x is bounded uniformly on bounded t intervals. Assume, without loss of generality, that s > t > 0. By (2.35), Therefore S"{t) = {I + tA/n)~" exists as a continuous operator on X for 0 < / < nXfj, n = 0,1,2.By Theorem 1.2 the family of operators Sn{t) converges in the strong sense to the semigroup S{t) which represents solutions of (1.1). The operators S"{t) are finite difference approximations of the solutions of (CP). See [7] for a more detailed discussion.
To compare the operators S"{t) we note first that Proof. We will use Theorem 1.2 to apply the following result of nonlinear semigroup theory. Therefore ||*p -ip0\\x< 2Aoe(1 + pi-r)) for 0 < p < cS, 0 < X < V Since c > 0 was arbitrary, this proves that
Up-Mx-^0 asP^°a nd so (ii) holds.
The conclusion of Theorem 3.2 then tells us that (3.12) \\Sp(t)t-S°(t)t\\x-+0 asp-ïOtor^EX uniformly on bounded t intervals. Therefore, by (3.5), (3.7), and (3.12), \\Sp(t)V -S°(t)<b%<\\S»(t)<i>p -Sp(t)<t>°\\x + \\Sp(t)4>° -S°(t)<p\ <M\\<?p-<l>%+\\Sp(t)<i>0-S0(t)<bX which goes to zero as p -» 0 uniformly on bounded t intervals. In particular, sup \\up(t + x; 4>p) -u°(t + x; <t>°)\\ -» 0 as p -> 0 -r<x<0 uniformly on bounded t intervals. This completes the proof of Corollary 3.1.
