reproduce the reported experiments in particular. We have not been able to reproduce the reported results concerning the OG signals dependence on 14 C concentration and wavelength, and, ultimately, not seen any evidence of the capability of ICOGS to unambiguously detect 14 C at all. Instead, we have found indications that the reported results can be products of measurement uncertainties and mistakes. Furthermore, our results strongly indicate that the reported limit of detection is likely to be overestimated by two orders of magnitude, based on the results presented in the original publication. Hence, we conclude that the original reports on ICOGS cannot be confirmed, and therefore must be in error.
INTRODUCTION. Five years ago, an article describing a novel and ultrasensitive method for measuring the radiocarbon ratio ( 14 C/ 12 C) in carbon dioxide, was published in this journal by
Murnick et al 1 .
The method combined four well established techniques, namely laser assisted ratio analyzer 2 (LARA), optogalvanic spectroscopy 3 , optical impedance spectroscopy 4 and laser intracavity absorption spectroscopy 5 , into what was named intracavity optogalvanic spectroscopy (ICOGS). The method is inexpensive, user-friendly and compact, and the presented results claim that ICOGS had the potential to outperform accelerator mass spectroscopy (AMS), which currently is the predominant technique for radiocarbon measurements, not only in terms of simplicity and cost, but also in sensitivity and limit of detection (LOD).
Ever since the emergence of new applications, particularly within the bio-analytical field, radiocarbon ratio measurements have turned into a fast growing segment within AMS, diversifying its use outside the traditional field of radiocarbon dating. An example of such a new application is microdosing 6 , where a pharmaceutical drug under development is labeled with 14 C.
The drug is then administered to a human subject in small doses, well below the therapeutic dose, to avoid issues with toxicity and side effects. Employing AMS for analysis of samples of blood, urine, breath, tissue, biopsies etc., looking for the C 14 labeled molecules and their metabolites, the distribution, absorption and elimination of the drug in the body can be studied.
Microdosing has been shown to reduce the time-to-market of a drug by several years, and is now endorsed by the Food and Drug Administration (FDA) and the European Medical Agency (EMEA). Even though applications such as microdosing have the largest commercial implications, other, more fundamental, applications of biological AMS exist, e.g., the study of cell regeneration in the human body by employing the so called bomb peak method 7 . This has accelerated the establishment of AMS laboratories fully dedicated to biomedical radiocarbon measurements. The state of the art AMS facilities have a sensitivity limit of quantification of absolute sample amounts in blood close to 120 zmol 8 (zeptomole = 10 -21 mole). However, AMS suffers from some major disadvantages. First and foremost, the complexity and cost of installing, operating and maintaining a particle accelerator are significant. Hence, there has long been a demand for alternative techniques for radiocarbon ratio measurements; however, no other
technique has yet accomplished the required sensitivity. Secondly, there exists a lower limit to the size of sample that can be analyzed by AMS. Currently, this limit is in the order of a few micrograms 9 . In many applications, e.g., bomb-peak dating of DNA from less abundant cell types, this limit needs to be lowered, and it is doubtful if this can be accomplished with AMS.
Hence, there exist both a commercial and a scientific demand for a replacement of AMS for radiocarbon analysis. , and by modulating the two beams at different frequencies using choppers, their effect on the plasma can be deduced unambiguously from the Fourier transform of the measured change in the RF wave amplitude.
The major difference between LARA and ICOGS is the abundance of the detected isotopes - . Somewhat surprisingly, this was shown to increase the sensitivity of the system by a factor of 10 7 . This factor is referred to as the intracavity enhancement factor. The proposed explanation of this enhancement was, in analogy with laser intracavity absorption spectroscopy 1 , the increased effective interaction length of the photons inside the laser cavity.
Given this analogy, ICOGS with a laser chopped at a frequency f will experience an effective interaction length, L, given by L=c/(2f), where c is the speed of light. For f=100 Hz, L=1500 km.
In the case of, e.g., LARA on the other hand, L is given by the extent of the plasma (L~3 cm), meaning that the increase in effective interaction length between ICOGS and LARA is about , i.e. in the same order as the observed intracavity enhancement factor. However, there exist some fundamental differences between laser intracavity absorption spectroscopy and ICOGS.
For example, laser intracavity absorption spectroscopy typically employ multimode lasers, where the sensitivity enhancement is explained by mode competition in the laser medium, whereas ICOGS use single longitudinal mode lasers, where mode competition does not occur 5 . Moreover, the methods of extracting the signal are fundamentally different, where laser intracavity absorption spectroscopy studies the sample cell indirectly by measuring the change in intensity in the output of the laser due to internal absorption, whereas ICOGS studies the sample cell directly by measuring the effect of the laser on the sample electrically. If one instead regards the study of light, the situation is the opposite. Consequently, the analogy between the enhancements mechanisms in the two techniques is far from obvious. MATERIALS AND METHODS. The experimental setup in our laboratory has been thoroughly described in a previous publication 14 . The schematic of the setup is described in Figure 1 . At the heart of the setup is a single longitudinal mode Two different measurements modes have been proposed for ICOGS -batch mode, where the sample cell is kept at constant pressure and volume, throughout the measurement, and flow mode, where the sample is continuously flowing through the cell 13 . In our setup, we have chosen to focus on batch mode, since this enables better separation and control of the different parameters important for ICOGS 14 .
Moreover, experiments could be conducted in two ways where 1.) The output of the laser was tuned and locked to the center of the laser transition with feedback from the reference cell OG signal, or 2.) The laser was scanned through its gain profile, by scanning the piezo control from minimum to maximum actuation. In both kinds of experiments, the intra-and extra-cavity OG signals, and the laser power measured by a pyroelectric and a thermopile power meter, were recorded (see supporting information).
A sample could be introduced into the sample cell via a gas handling system with a base pressure of <0.5 Pa, Figure 1 . The sample was introduced either in the form of pure CO 2 or a mix of CO 2 and N 2 , after any water content in the gas had been removed in a -80C cold trap. For the .
The measurement procedure and the post-processing of the recorded data are described in detail in the supporting information of this article. Also, the major causes of random variations in the measurements -electromagnetic interference (EMI), 1/f noise, and the irreproducibility of the discharge conditions -are elaborated on, and the choice of laser power and modulation frequency in the experiments are thoroughly motivated. It was found that, in repeated measurement with identical initial conditions, a 30% uncertainty in the mean level of the OG signal could be expected, primarily due to the irreproducibility of the discharge conditions.
EXPERIMENTS. Six months of continuous laboratory work have been directed towards evaluating ICOGS for radiocarbon measurements. Although far from all of the collected results could be included in this study due to scope considerations, all of the collected data was consistent with the presented results, discussions and conclusion. The focus of this study was primarily to attempt to reproduce the results presented in reference 1, and, in a continuation, to investigate if ICOGS can be applied to measuring the radiocarbon content in CO 2 with adequate sensitivity. It was recognized that: 1.) Our ICOGS system may not, in every aspect, be identical to that of the original publication, and, hence, it was decided to investigate a large set of parameters, since it is unknown how these small differences might affect the signal, and 2.) The combination of parameters employed in reference 1 is not clearly defined.
Consequently, apart from the attempted reproduction of the data presented in Figures 3   1 and 4 1 in reference 1 (the superscript in the figure labels denotes a reference to the figures in reference 1, to avoid confusion with references to figures in this paper), the foundation of this study was a series of 12 experiments, at various operating pressure, gas mix, and laser transition, to cover the possible combinations in reference 1. This is shown in Table 1 . In these experiments, the laser power and modulation frequency were kept constant at ~0. were discarded in this step. During these measurements, the laser was locked at the center of the investigated laser transition. Moreover, most of the experiments described in Table 1 were repeated with higher laser power and lower modulation frequency. In addition, the spectral distribution of the OG signal was studied by scanning the laser through its gain profile. These experiment were conducted with different gas mixes, Since it was unknown how small differences between ours and the original ICOGS system affected the OG signal, similar experiments were performed for a number of parameter combinations. The results are presented in Figure 4 . Here, the post-processed data is presented together with the normal distributions for each concentration. As can be seen, no significant or systematic dependence of the OG signal on the We recognize that the most important difference between our and the original experiment probably was the difference between flow and batch mode. Although, it may be speculated that the sensitivity is lower in batch mode than in flow mode 17 , we would still have expected to see a significant difference between the 0.29 Modern and 9.7 Modern samples in our study, regardless of mode based on the data presented in reference 13. However, our measurements suggest the OG signal to be more or less independent of 14 C concentration, and that the observed differences are caused by the irreproducibility of the discharge conditions and/or chemical reactions , and, consequently, the reported sensitivity. A comparison between our results and those of reference 1 is presented in Figure 5 . Here, all results have been scaled to the mean signal at 0.29 Modern. As can be seen, an uncertainty of more than twice what we have observed would be required to attribute the results in Figure 4 1 to the irreproducibility of the discharge conditions, and, even if this was the case, it is highly unlikely that the four data points of Figure   4 1 would be the results of a stochastic process, given their almost perfect linearity. One may claim that there could exist an additional mechanism that makes flow mode more sensitive than batch mode. However, during short periods of time -about the time it takes a molecule to pass through the plasma -it could be argued that flow and batch mode can be regarded as equivalent, and at flow rates in the 0.05 sccm range, the net velocity of the molecules is only between 0.3 cm/s and 3 cm/s, depending on the pressure. Hence, this mechanism should be visible in batch mode too, although limited to a short period of time, about 1 s -10 s, after the plasma is ignited. It could also be argued that diffusion should help to extend this time. However, no such mechanism has been observed in our measurements. At higher flow rates, on the other hand, previously observed dissociation of CO 2 into CO, induced by the discharge, might be mitigated by the gas refreshment from the flow 14 . This process will be studied more carefully in future work, since the CO 2 dissociation process might be subject to isotopic fractionation. Modern. The OG signal from the sample cell, on the other hand, showed a clearly asymmetric response, with dissimilar shape and centroids as compared to the other entities, which is indicative to a signal from a non-resonant background. In order to get the spectral distributions of the OG signals, they were scaled by the laser power measured by the thermopile power meter, as shown in Figure 6 (b). Now, the absorption cross section of the reference cell was clearly visible, with an FWHM of about 67 MHz. In contrast, the distribution of the sample cell data showed no signs of resonance, regardless of 14 C concentration, casting more doubt on the theory that 14 C is responsible for any significant part of the OG-signal. In a previous publication, we have simulated the non-resonant background in the . We have shown that the main contribution to the background does not, as previously thought 1, 13 , stem from the 12 CO 2 and 13 CO 2 transitions closest to the 14 CO 2 line, but from the transitions with the highest Boltzmann population, due to pressure broadening of the line width. In Figure 7 (a), the simulated absorption cross-section of the P (20) transition, under the conditions of Figure 6 , is presented. Although the simulations suggest that it should be possible to distinguish a 14 CO 2 resonance for the three concentrations, they involved several approximations, e.g., disregarding the background from Even though we find our results in reasonable agreement with the simulations, the question remains why we cannot reproduce the results in Figure 3 1 ? The peak-to-tail ratio (PTR) of Figure   3 1 is more than 16 times, whereas the PTR in one of our simulations for similar discharge conditions was 1.004. For our simulations to yield similar PTR as in Figure 3 The only other presentation of spectral distribution measurements in ICOGS, known to us, is and sample cell, respectively, we can reproduce the results with fair accuracy, Figure 6 (b).
Another possibility is that the data in Figure 3 Estimating the standard deviation in Figure 4 1 to σ L =0.02, and treating the 4.9 .
-3
Modern sample as a blank, we estimate the LOD in reference 1 to a L =0. It should also be pointed out that the standard deviation in Figure 4 1 do not include the uncertainty caused by the irreproducibility of the discharge conditions, which our results suggest is the major cause of instabilities in ICOGS measurements. With standard deviations from Figure   3 and sensitivities from Figure 8 , we estimate the best case LOD of our system to ~6 Modern, although one should remember that the concept of LOD remains irrelevant until the capability of ICOGS to unambiguously quantify radiocarbon has been proven. Even if a sensitivity of a few percent per Modern should be confirmed, and the stability and reproducibility of the measurements should be greatly increased, e.g., by employing a more stable plasma source or improving the measurement procedure, we doubt that ICOGS will be able to compete with AMS, except for analysis of highly enriched samples. -10 -11 ). On the contrary, we have found indications that the results of reference 1 can be products of measurement uncertainties and mistakes, and we find these indications serious enough to dismiss the results. Since its publication, no research group, including the authors of the paper themselves, have been able to reproduce its result, or present any additional proof of the applicability of ICOGS to radiocarbon analysis, and we regard this as additional evidence of the validity of our conclusion.
Given the intense, but still unsuccessful attempts by several groups to reproduce the results of reference 1, along with the conference proceeding 10 , containing republications of its results, these results are in serious doubt. Moreover, the conclusions regarding the LOD of ICOGS seem to be motivated mostly by eagerness to become competitive to AMS; according to our findings they are overestimated by two orders of magnitude at least. Hence, we conclude that the results reported in reference 1, along with reference 10, are seriously doubtful and should be treated accordingly, and that our unsuccessful efforts to reproduce the results of the ICOGS technique should serve as a warning for potential researchers interested in its application. Unless fundamentally unfeasible, ICOGS could be approached using a more gentle and, more importantly, stable form of excitation to reduce both background and uncertainties. This could be achieved by deploying a more state-of-the-art detection method, which is currently underway at our laboratory.
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