Introduction.
In recent years there have been a number of theorems patterned on the strong law of large numbers for random variables which take their values in a normed linear space. For an exposition of some such theorems, the reader is referred to [1] .
These theorems all take the following form:
Proposition. Let li be a normed linear space with property P and let R be a restriction on sequences of distributions on 3c. Then every independent sequence {Xn} of H-random variables with expectations 0 and whose sequence of distributions satisfies R also satisfies the strong law of large numbers; i.e., n-\Xi+-+Xn)^Q as « -s* co in the norm topology of 3£ almost surely.
Past efforts have concentrated on finding pairs of conditions F and R for which the above proposition is true, frequently starting with a restriction R generalized from classical probability theory and finding a F to match. For most of §111 of this paper, we take a different viewpoint, proving theorems of the form:
Proposition.
If for a given normed linear space the previous proposition is true for restriction R, then it is also true for restriction R'.
As an application, we derive a result (Theorem III. 13) of the form of the first proposition above which is valid for all normed linear spaces and in which R restricts only the variances of the random variables. This theorem is best possible in the sense indicated there.
Theorem III.5 depends on the fact that in certain families of independent sequences of random variables such that each sequence averages to 0 almost surely the speed of convergence is uniform. §1 is devoted to introducing the necessary concepts for sequences of functions and deriving uniform speed of convergence criteria. Since the results may be of some interest in themselves, we develop them in greater generality than we need for subsequent sections.
Our basic theorem in §1, Theorem 1.3(C), states that if F is a family of sequences of functions, and each element of F converges (by which we mean "is F-summable almost everywhere or in measure or locally in measure", see Definition 1.1) to 0, if Fis closed with respect to "scrambling", a technique of forming new sequences from old, or if every sequence "scrambled from F" converges to 0, and if a certain technical hypothesis is satisfied, then the rate of convergence of elements of F to 0 is uniform.
In §11, we apply the results of §1 to independent sequences of vector-valued random variables and give an application (II.8) which extends a theorem of [4] .
I. ¿¿-uniform convergence. If (S, S, p) is a a-finite measure space and /" and / are measurable functions on S, then equivalent to the usual definition that/ -*f p-a.e. is (i) for every A e S with p(A) < co and every e > 0, lim J\J {xeA : \fk(x)-f(x)\ ^ e}) = 0; n-.oo \k = n 1 while/, ->fin measure if
(ii) for every e>0, lim,,^ p{x e S : \fn(x)-f(x)\ ae} = 0;
and/"^/locally in measure if (iii) for every A el. with p(A)<oo and every e>0, lim p{xeA: \fn(x)-f(x)\ à e} = 0.
n-* oo Then (i) => (iii) and (ii) => (iii) and if p(S) < co, all reference to arbitrary A e S of finite measure can be replaced by S alone without changing (i) or (iii) and (i) => (ii) o (iii). These definitions are so formulated that they can be used to define modes of uniform convergence for families of sequences of functions. Emanuel Parzen does this in [6] where he uses such convergence to prove uniform convergence in mean theorems and in [7] where he gives applications to probability theory. In this section we give the necessary definitions and give some theorems stating conditions under which families of sequences converge in one of these uniform modes. Anticipating future needs, all functions will have their range in an arbitrary normed linear space.
1.1. Definitions. If A' is a topological space, then SS(X), the family of Borel sets of X, is the smallest a-algebra containing all open sets of X. If (S, S, p) is a a-finite measure space, /: 5 -► X is measurable if/" 1(B) e 2 for each B e SS (X) and there exists Ne I, with p(N) = 0 such that f(S\N) is separable. If Q is an index set and, for each qe Q and « S 0, Xq is a normed linear space and /,( •, q) : S -*■ 3ÊQ is measurable, then /" -> /0 Let T=(ah) be a row finite (for each i, au = 0 for all but finitely manyy) doubly infinite matrix of real (or complex, if it makes sense) numbers and 3c a normed linear space. Then F defines a transformation (also denoted by F) mapping sequences from 36 to sequences from 36 as follows. If x = {xn} is a sequence from 36, Fx = y where _yn = 2"= i o»/**-We use the notation >>" = Fnx. If in addition, F satisfies [2, II.4 .36] even without row finiteness; the extension to arbitrary 36 is routine. Row finiteness is necessary for the domain of F to include all sequences from 3£. In what follows we shall need the even more restrictive condition that F be lower triangular: ai; = 0 for ally>/.
If F is a regular method of summability on 3£ and x is a sequence from 36 such that Tx converges to x0, we say x is F-summable to jc0.
If fis a sequence of 3£-valued, ti-measurable functions and Fis a regular method of summability, then the composite Tf is a sequence of 3£-valued, /¿-measurable functions. We say fis F-summable to a function g /¿-a.e., in measure, or locally in measure if the sequence Tf converges to g in the respective mode. A family F of sequences of functions is F-summable /¿-uniformly in one of the three modes if the family TF={Tf:fe F) is /¿-uniformly convergent in the appropriate mode.
If x = {xn} is a sequence from 3c, Pnx is the sequence {xlt..., xn, 0, 0,...}. Let F be a family of sequences. A sequence g is a sequence scrambled from F if for each n there exists fe F such that gn=fn. F is closed under scrambling if each sequence scrambled from F is in F. The scrambled closure of F is the set of all sequences scrambled from F; clearly, the scrambled closure of F is closed under scrambling.
1.2. Remarks and Examples. If F is a regular method of summability and/is a sequence of /¿-measurable 3£-valued functions such that/converges to g /¿-a.e., then so does Tf; the situation for convergence in measure is quite different, however, even if S has finite measure. 
The following example furnishes counterexamples to several likely-sounding conjectures.
Example 2. The universal counterexample. Let D he the same as C except that ßn=0. Let F he the family of all sequences of 3c-valued /¿-measurable functions where fe F has the form (/ -/, 0, 0,...), and p(S)<co. Then G, the scrambled closure of F, is the set of all sequences of the form (/ g, 0, 0,...) and PiF is the set of all sequences of the form (/ 0, 0,...). Thus, each element of F, G, and PnF converges to 0 a.e. hence each element of DF, DG, and DPnF converges to 0 a.e. and since /¿(5)<co, the same is true of the other two modes of convergence. Df is identically 0 for every fe F, so F is Z)-summable to 0 /¿-uniformly in all three modes. It is not difficult to see that neither G nor PiF is £>-summable to 0 /¿-uniformly in any of the three modes.
If H={h}, h = (h, -«,0,0,...), and h(x) = x from the reals with Lebesgue measure to the reals, then H is closed under scrambling, Dh is identically 0, hence converges to 0 in measure, so H is F>-summable to 0 /¿-uniformly in measure, but DPxh = (0, (1/2)«, (1/3)«,...) so does not converge to 0 in measure. We wish to thank the referee for suggestions which led to the present form of Theorem 1.3. Refering to Theorem 1.3 for notation, o*ur original theorem was that (a) and (d) => (f) which follows immediately from (C) and (T) of the present version. It was in investigating possible converse implications that the present form evolved.
The reader is invited to compare the strengths (as indicated in (T)) of the hypotheses and conclusions of implications in (B), (C), and (D) with those of the nonimplications in (B'), (C), and (D') respectively. In particular, (C) shows that the rather unesthetic condition (d) is necessary for the implication (C) which is the heart of this theorem; and the triviality of (B) makes the example of (B') all the more striking.
It follows from Theorem 1.3 that if Fis closed under scrambling and satisfies (a) (and (b) in case (ii)) then (d) ■» (f), answering a question raised by the referee. (f) F is T-summable to 0 \i-uniformly.
(g) G is T-summable to 0 \x-uniformly.
Then the following implications hold: (T) (g) => (f), (g) => (a), (e) » (d), (e) * (c), (d) * (b), and (c) => (b). (A) (b) o (c) and (d) o (e). (B) (c) holds in cases (i) and (iii). (C) (a) and (d) ^ (g).
(D) (g) => (e) in cases (i) and (iii), and (g) and (b) => (e) in case (ii). Also, there are examples to demonstrate the following:
(O (a) and (c) £ (f). (D') (a) and (c) and (f) =f> (d) or (g).
Proof. The implications of (T) are trivial. (A): The nontrivial directions in both of the implications in this part follow from the fact that for each fixed n and each g e G, there exist fa),.. .,/<n) e F such that Png = 2r= i Ptfw -2?. 2 P, -i/(i)-(B) : For each n and each g e G, Png converges to 0 everywhere, therefore TPng converges to 0 pointwise and therefore locally in measure.
(C): We give the details in case (i) and address occasional remarks to the other two cases which are similar.
For a sequence g of at least n functions, we use the notation Tng for 2?= i anig} (where F=(ai;)). Note that forfe F, T"f is the nth function in the sequence Tf.
Suppose that (C) is false. We will show that assuming (a), (d), and not (g) leads to a contradiction by constructing a sequence in G which is not F-summable toO.
Since G is not F-summable to 0/¿-uniformly a.e., there exist A e E with p,(A)<oo and positive e and a such that for every «, there exists fe G for which J\J {xeA: \\(Tkf)(x)\\ ^ 3e}\ ä 4a.
(In cases (ii) and (iii), a similar statement is made for some k^n.)
Since the basis step in the following construction is just a simplified version of the induction step (with no previously constructed front end of the sequence to worry about), we give only the induction step.
Suppose we have chosen a finite sequence g(n) of functions gi, ■ ■., gn such that each gi=f for somefeF, and there are integers 1
i=l,..., t. The induction construction below will eventually yield a sequence g scrambled from F whose first n terms are gin), so Tkg=Tkg{n) for k^n, but
for infinitely many «, and for infinitely many distinct S(i) which will show that g does not converge to 0 /¿-a.e. contradicting (a). The induction step proceeds as follows:
Let g' denote the sequence of functions whose first « members are those of g(n) and all the rest are 0. Then g' and hence Tg' converges to 0 a.e. (In cases (ii) and (iii) argue as in the proof of (A) to see that Tg' converges to 0 in mode (ii) or (iii).)
By (A), (d) => (e).
Choose m > n so that (1) ÂÙ {xeA:\\(Tkg')(x)\\^e})^a, (In cases (ii) and (iii) a similar statement is made for some l^m.)
If g{l) is that sequence of / functions, the first n of which agree with g(n) and the rest are taken from the proper place in the sequence/, and if S(t+ l) = m, then the induction step is complete, since for m-¿k-¿l, Tkgm = Tkf+Tkg' -TkPnf so, except for two sets each of measure at most a (see (1) and (2) , and (T), we may assume (c) in any case. Assuming (g), (c), and not (e) will lead to a contradiction to (g).
Pick the smallest n for which (e) fails. F=(a¿_,), and for each j, lim,..» au = 0. In any of cases (i), (ii), or (iii), it follows from the fact that Pn-iG is F-summable to 0 /¿-uniformly (if n > 1) but PnG is not that there exists A e S such that p.(A) < oo in cases (i) or (iii) or A = S in case (ii) and there exist e and S>0 and there exist infinitely many k and corresponding ^(W £ G such that p.{xeA: IK»«*!*)! ^ e} ^ 8. Now fix ge G. By using the facts g, P"-ig, and Png are F-summable to 0 and considering the subfamily of G formed by replacing gn in g by gBfc) for the infinitely many k described above, we see that this subfamily and hence G itself is not F-summable to 0 /¿-uniformly, contradicting (g).
For the remainder of this proof, the symbols D, F, G, and H refer to the specific objects of 1.2, Example 2. The condition (d) of the previous theorem is cumbersome for applications. In what follows, we give some sufficient conditions for (d) to hold. These are notable in that they only depend on the family F and not the particular regular method of summability F. which converges to 0 as m -^ oo uniformly for feF by the "recall" above and the hypotheses of this theorem.
Remark. The converse of the previous theorem holds in the sense that if the hypotheses fail for a family F, then for some regular method of summability, the conclusion fails. To see this, pick the smallest n for which the hypotheses fail, choose a suitable A involved in the failure for that n, and let F be any regular method of summability whose nth column contains infinitely many nonzero entries; (d) of Theorem 1.3 will fail for F for this F and n. Proof. The case of uniformly bounded essential supremums is trivial. Suppose ¡Ag(\\f(x)\\)dp.(x)-¿M for all feF. Pick £>0. Pick t so large that t'^t implies thatM\g(t')<e. Since jAg(||/(x)|) dp.(x)fíM,pv{xeA: g(\\f(x)\)^g(t')}^MIg(t'), for each t'^t, hence p.{x e A : \\f(x)\\ ^?'}^e for each t'^t. Since / depended only on e (and g) and not/, the result follows.
For ease of future reference, we state the following : II. Random variables and F-uniform convergence. In this section we give the definitions of "36-random variable" and related concepts and introduce uniform convergence concepts related to those of §1. Our principal theorem here, Theorem II.7, is the analog of Theorem 1.3(C) for families of independent sequences of 3c-random variables.
II. 1. Definitions. A probability space is a measure space (S, S, P) such that P(S) = 1. If 36 is a normed linear space, an 36-random variable is a function X: S -> 3£ which is measurable (Definition 1.1) where (S, S, P) is a probability space.
A finite collection Xlt..., Xn of 3c-random variables is independent if for each collection Bx,..., Bn of Borel sets in 3£, We will use the terminology from probability theory "almost surely" or "a.s." for "almost everywhere" and "in probability" for "in measure".
Since we wish to compare sequences of random variables with different domains, we extend our notion of uniform convergence slightly; this extension is possible since all measure spaces involved have total measure 1. If F is a regular method of summability and F is as above, then F is F-summable to 0 F-uniformly almost surely or in probability if the family {TX : X e F} converges to 0 F-uniformly almost surely or in probability respectively.
The following technical lemmas show that we are justified in treating the distributions of random variables rather than the variables themselves as the central concept here.
II.2. Lemma. Let X and H' be normed linear spaces with Borel sets SS and SS' respectively. Let Xm be the cartesian product of m copies of dc, and let SSm be the a-algebra of subsets of 3£m generated by rectangles with Borel sides. Let f: 3£m -> 3£' be such that (a) /" 1(B') eSSm for each B' eSS'. Let Xx,..., Xm be an independent set of 'Si-random variables. Then the distribution off(Xx,..., Xm) depends only on f and the distributions of Xx,..., Xm.
Proof. Exactly as in classical probability theory, if the joint distribution of Xx,...,Xm is defined on SSm by PXl 11.3. Lemma. With the hypotheses of the previous lemma except that f is assumed continuous (with the product topology of£m) instead of assuming (a), ifX is separable, then (a) and therefore the conclusion of Lemma II. 2 hold.
Proof. Since 36 has a metric topology, 3£ is second countable. In this case, it is well known and easily verified that S#m is exactly the Borel sets of 3£m, so (a) follows routinely.
Corollary.
Let X be an independent sequence of X-random variables and T a row finite matrix. Then for each n and e the numbers
P( Ü {xeS: \\(TX)k(x)\\ ^ e}\ and P{x e S : \\(TX)n(x)\\ ^ e} \fc = n I
depend only on the distributions of Xu X2,.... In particular, whether a given family of independent sequences is T-summable to 0 P-uniformly almost surely or in probability depends only on the distributions of the random variables in the sequences.
Proof. Since each Xn is almost surely separably valued, its distribution is supported by a separable subspace of its range, so without loss of generality we assume that 36 is separable. Fix «, s, and pick m^n. If F=(aw), there is an integer k such that ai; = 0 for all i and j such that 1 g/^m andy>£. Define/: £k -» R (the real numbers) by f(xu...,xk)= sup \\aliXi+---+aikxk\\.
Then/is continuous, so by Lemma II.3,
P(0n {xeS: \\(TX)i(x)\\ ^ ,}) = P[(f(Xx,..., X¿)-\[e, oo))]
depends only on the distributions of the Ays. The corollary follows by taking m = n for the second number and letting m -> co and appealing to the countable additivity of P for the first number. 11.5. Remarks. We now see that the hypothesis that 36-random variables be essentially separably valued is necessary since otherwise linear combinations of 36-random variables may not even be measurable (if the cardinality of 36 is greater than c, the diagonal of 3c2 is not in SS2). As we shall see in III. 1, it is also necessary in order that an 3£-random variable have expectation.
In what follows we wish to speak of the class of "all 3c-random variables" or the class of " all independent sequences of 3c-random variables (which satisfy some restriction)". Now the class of domain spaces for "all 3c-random variables" would be "all probability spaces" and since every nonempty set can support at least one probability measure, included in consideration of "all 3c-random variables" is "all sets". This raises the specter of paradoxes of the type of Russell's paradox.
However, in the present situation, we are dealing with properties of 3£-random variables and independent sequences thereof which depend only on the distributions of the variables (a distribution on 3c" is a measure /¿ on the Borel sets of 3£ such that /¿(3f)=l and /¿ has separable support; if ¿i is a distribution on 36, the identity function from (36, Sä, p.) to 3£ is an 3£-random variable with distribution /¿), and the set of all distributions on 3£, or the set of all sequences thereof, is not so large as to cause difficulties of the sort of Russell's paradox.
So while we will continue to speak in terms of random variables, more natural to the problems of pointwise convergence considered here, the remainder of this paper could be rewritten replacing "sets" S of sequences of random variables by sets S' of sequences of distributions and sentences of the form "XeS" by sentences of the form "the sequence of distributions of variables of X belongs to S'" with only technical changes.
II. 6. Definitions. Let F be a family of independent sequences of 3c-random variables. An independent sequence Y of 3£-random variables is an independent sequence scrambled from F if for each n there exists Xe F such that Xn and Yn have the same distribution. F is closed under independent scrambling if each independent sequence scrambled from F is in F. The independent scrambled closure of F is the set of all independent sequences scrambled from F. Clearly, F is closed under independent scrambling if and only if F is the independent scrambled closure of F. II.7. Theorem. Let 3£ be a normed linear space, T a lower triangular regular method of summability, F a family of independent sequences of ^.-random variables, and G the independent scrambled closure ofF. Fix one of the modes "almost surely" or "in probability" and let all convergence below be in that mode. Then if each element of G is T-summable to 0 and for each n the family PnF is T-summable to 0 P-uniformly, then F and G are T-summable to 0 P-uniformly.
Proof. For each X e F let (Sx, E* Px) be its domain and let (S', 27, P') be the product space Y\Xsf (Sx, £*, Px). For each Xe F, let X' be the sequence of 3£-random variables defined on (S\ £'; P') by X'(s')=X(s'(X)). Let F' ={X':XeF} and let G' be the scrambled closure of F'.
Each X in F has the same sequence of distributions as the corresponding X' in F', so by Corollary II.4 and the assumption that PnF is F-summable to 0 Puniformly, it follows that PnF' is F-summable to 0 F-uniformly. Also, each Y in G' is an independent scrambled sequence from F, therefore YeG so y is F-summable to 0. We have verified (a) and (d) of Theorem 1.3 for the families F' and G' so by Theorem 1.3(C), ¥' and G" are F-summable to 0 F-uniformly, hence again by Corollary II.4, F and G are F-summable to 0 F-uniformly.
II.8. Remarks. Theorem III.2 of [4] can be improved to the following: if for fixed k ä 2 and e > 0, F is any family of independent sequences of random variables such that the expectation of each random variable is 0 and the variance of each random variable is at most 1 and each sequence takes its values in a k, e-convex space, then the family F is (C, l)-summable to 0 F-uniformly almost surely. This follows from Theorem II.7, and the argument is typical of applications we have for this theorem. For each XeF, let 36* be the space in which random variables in X take their values and let 36' be the Hubert sum of the 36*. By Theorem 11.17 and Example I.3(ii) of [4] , 36' is F-convex, and 36' contains copies of each 36* in a natural way. Let ix be the natural injection of 36* into 36' and for each XeF, let X' = ixX. By [1, Theorem 6] each sequence from F' = {X' : XeF} and each independent scrambled sequence from F' is (C, l)-summable to 0 a.s. and Theorem 1.5 applies with g(x) = x2 to show that Theorem II.7 applies to the family F' and hence F is (C, l)-summable to 0 F-uniformly almost surely.
III. Vector-valued strong laws of large numbers. We deal here with random variables which take their values in a normed linear space and of necessity we must make sense of the notion of "expectation" for them. This involves the integration of functions from a measure space to a normed linear space. A general reference for this topic is Dunford and Schwartz [2] , Chapter III. We outline the necessary notions below.
III. I. Definitions and preliminary remarks. Let 36 be a normed linear space and let X be an 36-random variable (Definition II. 1). Then X is measurable in terms of Dunford and Schwartz [2] , Chapter III (by Theorem IH.6.10 there). By [2] , 111.2.22(a), the expectation (integral) of an 36-random variable X exists if and only if the integral Jn || A"(cu)|| dP(co) is finite, in which case the expectation of X is an element y of the completion 36c of 36 characterized by the fact that x*(y) = J"n x*X dP for all x* £ 36*, the conjugate space of 36 ( [2] , 111.2.19(c); recall that 36* separates points of 36° so that at most one j satisfies these restrictions). The expectation of X is denoted by E(X). For an 36-random variable X with expectation, the variance is o2(X) = Jn || X-E(X) ||2 dP, and the standard deviation is the nonnegative square root of variance, a(X). If x e 36, and A'is an 36-random variable, then Zand X-x have the same variance and standard deviation, so in the following, it will be no loss of generality to consider 36-random variables centered at expectation (with expectation 0). Denote the essential supremum of X by ß(X). If E(X) = 0, cr(X)mX).
An 36-random variable X is symmetric if for each Borel set B of X,
where -B = {-x: x e B}.
If {zn} is a sequence in a linear space, then C{zn} is the sequence of Cesaro (C, 1) means :
Note that C is a lower triangular regular method of summability (Definition 1.1), a fact which will be needed below. If F is a property of sequences, then we say that a sequence z is (C, 1) F if the sequence Cz has property F. A real sequence {an} is a /^-sequence (K for Kolmogorov) if 2ñ= i a2/n2 < oo. Let K be the set of all nonnegative valued A^-sequences, CB the set of all nonnegative valued (C, 1) bounded sequences, CN the set of all nonnegative valued (C, 1) null sequences, and J the set of all nonnegative valued sequences a such that (a2 + ■ ■ ■ +a2)ln2 -*■ 0 as n ->■ oo.
Just as in classical probability theory, if X is an 3£-random variable, E(X), a2(X), a(X), ß(X) and whether or not X is symmetric are all determined by the distribution of X, as is the essential cardinality of the range of X (if the domain of X is (S, 2, F), the essential cardinality of the range of X is the infimum of the cardinalities of all sets of the form X(S\N) where N e X with P(N) = 0).
Let S(3c) be the collection of all independent sequences of 3c-random variables such that each variable in a sequence of S(X) has expectation 0. SfX.) is the subset of S(X) in which each random variable is symmetric. S2(£) and SC(X) are the subsets of 5(3c) in which each random variable has an essential range of respectively at most 2 and countably many elements. Let a be a nonnegative real sequence. Se(X, a) and S0(X, a) are the sets of all sequences {Xn} in £(3c) for which, respectively, ß(Xn) ¿ an and o(Xn) á an. The symbol "5" with more than one of the above subscripts and with appropriate arguments stands for the intersection of the sets involving the subscripts used. "36" and "a" will be dropped where no confusion can result. The inclusions S2(3£) c 5CS(3£) c 5S(3£) c 5(36) and Sß(?i, a)<=Sa(3i, a) are formal. Since S2a(dc, a) = S2sS(3c, a) = all sets formally lying between these two, we use the notation S2(3E, a) to denote this set.
A sequence from 5(36) satisfies the strong law of large numbers (SLLN) if it is almost surely (C, 1) null (in the norm topology of %). If F is a list of subscripts from the set {2, c, s, ß, er} including at least one of 2, ß, and a, then AL (1) is the set of all nonnegative sequences a such that every element of SL(£, a) satisfies SLLN.
A family F^S(X) satisfies SLLN F-uniformly if it is C-summabletoOF-uniformly almost surely (Definition II. 1).
For L and a as above and for X e S(£), whether or not X is in SL(X, a) is completely determined by the distributions of the variables in X, so membership in SL(X, a) is a restriction of the type mentioned in the first proposition stated in the introduction to this paper. By Corollary II.4, whether or not X satisfies SLLN depends only on the distributions of the variables in X. Thus, identification of AL (2) or any portion thereof is a strong law of large numbers for 36-random variables.
In the set of all real sequences, we define addition, scalar multiplication, and order componentwise. The least upper bound of two elements x and j is denoted by Proof. Each inclusion follows since the criterion for membership in each alleged larger set is less restrictive in that a smaller set from 5(36) is required to satisfy SLLN.
The next several theorems are devoted to the question of which of the above inclusions can be reversed, and when they cannot, how much along that line can be said. The following technical result is needed. 111.5. Theorem. Let 36 be a normed linear space, let L be as in Definition III.l and let a e AL(X). Then SL(£, a) satisfies SLLN P-uniformly.
Proof. By definition of AL(X), every sequence of 5L(36, a) is C-summable to 0 almost surely, and the form of 5L(36, a) insures that it is closed under independent scrambling. Since for each fixed «, the wth terms of the sequences of SL(X, a) are uniformly bounded in essential supremum by an or in variance by a2, Theorem 1.5 applies and so by Theorem II.7, the present result follows. 111.6. Theorem. Let 36 be a normed linear space. Then A2(X) = Acßs(X).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. One inclusion is established by Theorem III.4. Let a be an arbitrary element of A2. By Theorem III.5, S2(a) satisfies SLLN F-uniformly, so there exists for each n ^ 1 and e > 0 a nonnegative number r¡(n, e) with the property that for each e>0, limn^00 r¡(n, e) = 0 and such that if {Xn} e S2(a), then P(\J {coed: ¡Xi(w)+-■ ■ +Xk)w)\\lk à e}) g v(n, ')• \k = n I Then, for each such {Xn} and each m^n, PÍ Q {« E O : |Jfi(«)+ • • -+Xk(oe)\\k ä e}) Í r,(n, e).
\k = n I
We shall verify that each sequence of ScBs(a) also satisfies this last inequality for every m^nso that it also satisfies the second last inequality, therefore it satisfies SLLN, and it will follow that a e Acßs. This result depends on the following approximation:
111.8. Lemma. Let X be a symmetric X-random variable and let e>0. Then there exists a symmetric X-random variable Y with countable range such that \\ X-Y || £ e almost surely, and for each Borel set B of 36 there is a Borel set B' of 36 such that Y-1(B) = X~1(B').
Proof. Since X is almost surely separably valued, there exists a countable sequence {xn} which is almost surely dense in the range of X, with x0 = 0. For n ^ 0, let Bn he the ball in 36 with center xn and radius e. Let K0 = B0, k: = Bn^uyV*+uiç-)], and K~ --K*. It is routine to verify that the sequence K0, Kx+, Kx ,... is pairwise disjoint. Let iT» = 0 if X(w) e K0, Y(to) = xn if X(oS) e K¿, and Y(co)= -xn if X(co) e K~, and let Y(co) = 0 otherwise, this last occurring on a set of probability 0. Then symmetry of A" implies that of Y, and an inspection of the construction shows that the other claims follow.
Proof of Theorem 7. One inclusion is contained in Theorem III.4. Now let a e Acßs and {A"n} e Sßs(a). We will be done when we show that {Xn} satisfies SLLN. If the restriction on {ess sup \\Xn\\} in the first statement is weakened, or if the restrictions on {o-(Xn)} in the second statement are weakened, the resulting statement is no longer true for all normed linear spaces.
III. 13. Theorem. Let X be a normed linear space. Then CN<^AS(X) and CN n K <^Aa(X). For llt these inclusions are equalities. The inclusion CN n K<^ CN is proper.
Proof. Since CN<^ CB, the first inclusion and Theorem III. 11 establish the second inclusion. If a £ CN and {Xn} e Se(a), then by the triangle inequality in 3c, C{Xn} converges to 0 almost surely, so a e Aß(X). For lu the first equality with Theorem III. 11 and Lemma III. 10 establishes the second equality. For the first equality, let a $ CN and let {xn} denote the usual basis of l1. Define {Xn} e S2(10 by requiring that Xn(Q) = {±anxn}. Then 11^+ ••• +Xn\\/n = (a1+■ • • +an)ln everywhere, so {Xn} does not satisfy SLLN.
To verify the last claim, we construct a (C, 1) null sequence a which is not a ¿^-sequence. This sequence has many terms equal to 0. The kth nonzero term of a occurs at position n(k), and an{k) = n(k)¡k112. This contributes \jk to 2"=i anln2 while the increase of C(a) from n(k)-l to n(k) is at most Ijk112. Independent of the choice of the n(kfs, this insures that the resulting sequence is not a ^-sequence. To insure that a is a (C, 1) null sequence, choose n(k) so large that C(a) at n(k) -1 is at most 1/Ac1'2.
