Abstract. Elliptic curves find numerous applications. This paper describes a simple strategy to speed up their arithmetic in right-to-left methods. In certain settings, this leads to a non-negligible performance increase compared to the left-to-right counterparts.
Introduction
Elliptic curve point multiplication -namely, the computation of Q = [k]P given a point P on an elliptic curve and a scalar k -is central in almost every nontrivial application of elliptic curves (cryptography, coding theory, computational number theory, . . . ). Its efficiency depends on different factors: the field definition, the elliptic curve model, the internal point representation and, of course, the scalar multiplication method itself.
The choice of the field definition impacts the performance of the underlying field arithmetic: addition, multiplication and inversion. There are two types of fields: fields where inversion is relatively fast and fields where it is not. In the latter case, projective coordinates are preferred over affine coordinates to represent points on an elliptic curve. Points can also be represented with their x-coordinate only. Point multiplication is then evaluated via Lucas chains [13] . This avoids the evaluation of the y-coordinate, which may result in improved overall performance.
Yet another technique to speed up the computation is to use additional (dummy) coordinates to represent points [4] . This technique was later refined by considering mixed coordinate systems [6] . The strategy is to add two points where the first point is given in some coordinate system and the second point is given in some other coordinate system, to get the result point in some (possibly different) coordinate system.
Basically, there exist two main families of scalar multiplication methods, depending on the direction scalar k is scanned: left-to-right methods and rightto-left methods [10, 5] . Left-to-right methods are often used as they lead to many different generalizations, including windowing methods [8] . In this paper, we are interested in implementations on constrained devices like smart cards. Hence, we restrict our attention to binary methods so as to avoid precomputing and storing (small) multiples of input point P . We evaluate the performance of the classical binary algorithms (left-to-right and right-to-left) in different coordinate systems. Moreover, as the inverse of a point on an elliptic curve can in most cases be obtained for free, we mainly analyze their signed variants [15, 14] . Quite surprisingly, we find a number of settings where the right-to-left methods outperform the left-to-right methods. Our strategy is to make use of mixed coordinate systems but, unlike [6] , we do this on binary methods for scalar multiplication. Such a strategy only reveals useful for the right-to-left methods because, as will become apparent later, the point addition routine and the point doubling routine may use different input/output coordinate systems. This gives rise to further gains not available for left-to-right methods.
The rest of this paper is organized as follows. In the next section, we introduce some background on elliptic curves and review their arithmetic. We also review the classical binary scalar multiplication methods. In Section 3, we present several known techniques to speed up the point multiplication. In Section 4, we describe fast implementations of right-to-left point multiplication. We analyze and compare their performance with prior methods. Finally, we conclude in Section 5.
Elliptic Curve Arithmetic
An elliptic curve over a field K is a plane non-singular cubic curve with a K-rational point [16] . If K is a field of characteristic = 2, 3, 1 an elliptic curve over K can be expressed, up to birational equivalence, by the (affine) Weierstraß equation 6 with ∆ := −(4a 4 3 + 27a 6 2 ) = 0 , the rational point being the (unique) point at infinity O. The condition ∆ = 0 implies that the curve is non-singular. The set of K-rational points on E is denoted by E(K). It forms a commutative group where O is the neutral element, under the 'chord-and-tangent' law. The inverse of P = (x 1 , y 1 ) is −P = (x 1 , −y 1 ). The addition of P = (x 1 , y 1 ) and Q = (x 2 , y 2 ) on E with Q = −P is given by R = (x 3 , y 3 ) where
with
.
Coordinate systems
To avoid (multiplicative) inversions in the addition law, points on elliptic curves are usually represented with projective coordinate systems.
In homogeneous coordinates, a point P = (x 1 , y 1 ) is represented by the triplet (X 1 : Y 1 : Z 1 ) = (θx 1 : θy 1 : θ) for some non-zero θ ∈ K, on the elliptic curve
The neutral element is given by the point at infinity (0 : θ : 0) with θ = 0. Conversely, a projective homogeneous point (X 1 :
In Jacobian coordinates, a point P = (x 1 , y 1 ) is represented by the triplet (X 1 :
Putting Z = 0, we see that the neutral element is given by O = (λ 2 : λ 3 : 0). Given the projective Jacobian representation of a point (X 1 : Y 1 : Z 1 ) with Z 1 = 0, its affine representation can be recovered as (
Point addition
We detail the arithmetic with Jacobian coordinates as they give rise to faster formulae [9] .
(1) we find after a little algebra that the addition of P = (X 1 :
where
. Let M and S respectively denote the cost of a (field) multiplication and of a (field) squaring. We see that the addition of two (different) points requires 12M + 4S. When a fast squaring is available, this can also be evaluated with 11M + 5S by computing
and "rescaling" X 3 and Y 3 accordingly [1] . The doubling of P = (X 1 :
Letting c denote the cost of a multiplication by constant a 4 , the doubling of a point costs 3M + 6S + 1c
Point multiplication
, 1} denote the binary expansion of k. The evaluation of [k]P , that is, P + P + · · · + P (k times) can be carried out as
By keeping track of the successive values of P i in a variable R 1 and by using a variable R 0 to store the accumulated value, P i , we so obtain the following right-to-left algorithm:
There is a similar left-to-right variant. It relies on the obvious observation that [k]P = [2] [k/2]P when k is even. Furthermore, since when k is odd, we can write [k]P = [k ]P + P with k = k − 1 even, we get: 2 Algorithm 2 Left-to-right binary method Input: P , k ≥ 1, the binary length k (i.e., 2
if (bit(k, ) = 0) then R0 ← R0 + R1 6: end while 7: return R 0 3 Boosting the Performance
Precomputation
The observation the left-to-right binary method relies on readily extends to higher bases. We have:
The
Consequently, only odd multiples of P need to be precomputed. Other choices and optimal strategies for the points to be precomputed are discussed in [6, 2] . Further generalizations of the left-to-right binary method to higher bases, including sliding-window methods, are comprehensively surveyed in [8] .
Special cases
As shown in § 2.2, a (general) point addition in Jacobian coordinates costs 11M+ 5S. In the case Z 2 = 1, the addition of (X 1 : Y 1 : Z 1 ) and (X 2 : Y 2 : 1) = (X 2 , Y 2 ) only requires 7M + 4S by noting that Z 2 2 , U 1 and S 1 do not need to be evaluated and that Z 3 = Z 1 H. The case Z 2 = 1 is the case of interest for the left-to-right binary method because the same (input) point P is added when k i = 1 (cf. Line 5 in Algorithm 2).
An interesting case for point doubling is when a 4 = −3. Intermediate value M (cf. Eq.(3)) can then be computed as M = 3(X 1 + Z 1 2 )(X 1 − Z 1 2 ). Therefore, using the square-multiply trade-off for computing
, we see that the cost of point doubling drops to 3M+5S. Another (less) interesting case is when a 4 is a small constant (e.g., a 4 = ±1 or ±2) in which case c ≈ 0 and so the point doubling only requires 1M + 8S.
Signed-digit representation
A well-known strategy to speed up the evaluation of Q = [k]P on an elliptic curves is to consider the non-adjacent form (NAF) of scalar k [14] . The NAF is a canonical representation using the set of digits {−1, 0, 1} to uniquely represent an integer. It has the property that the product of any two adjacent digits is zero. Among the signed-digit representations with {−1, 0, 1}, the NAF has the smallest Hamming weight; on average, only one third of its digits are non-zero [15] .
When the cost of point inversion is negligible, it is advantageous to input the NAF representation of k, k = i=0 k i 2 i with k i ∈ {−1, 0, 1} and k i · k i+1 = 0, and to adapt the scalar multiplication method accordingly. For example, in Algorithm 2, Line 5, R 1 is added when k i = 1 and R 1 is subtracted when k i = −1. This strategy reduces the average number of point additions in the left-to-right binary method from ( − 1)/2 to /3.
Fast Right-to-Left Point Multiplication
In this section, we optimize as much as possible the binary right-to-left method for point multiplication on elliptic curves over fields K of characteristic = 2, 3. We assume that inversion in K is relatively expensive compared to a multiplication in K and so restrict our attention to inversion-free formulae.
We do not consider windowing techniques, which require precomputing and storing points. The targets we have in mind are constrained devices. We also wish a general method that works for all inputs and elliptic curves. We assume that the input elliptic curve is given by curve parameters a 4 and a 6 . We have seen earlier (cf. § 3.2) that the case a 4 = −3 is particularly interesting because it yields a faster point doubling. We do not focus on this case because not all elliptic curves over K can be rescaled to a 4 = −3. Likewise, as we consider inversion-free formulae, we require that the input and output points are given in projective coordinates. This allows the efficient computation of successive point multiplications. In other words, we do not assume a priori conditions on the Z-coordinate of input point P .
In summary, we are interested in developing of a fast, compact and generalpurpose point multiplication algorithm.
Coordinate systems
In Jacobian coordinates, a (general) point addition requires 11M + 5S. In [4] , Chudnovsky and Chudnovsky suggested to add two more coordinates to the Jacobian representation of points. A point P is given by five coordinates, (X 1 :
. This extended representation is referred to as the Chudnovsky coordinates and is abbreviated as J c . The advantage is that the two last coordinates (i.e., E i and F i ) only need to be computed for the result point, saving 2(S + M) − 1(S + M) = 1M + 1S over the classical Jacobian coordinates. In more detail, from Eq. (2), including the squaremultiply trade-off and "rescaling", we see that the sum (X 3 :
can now be evaluated as
, that is, with 10M + 4S. The drawback of Chudnovsky coordinates is that doubling is slower. It is easy to see from Eq. (3) that point doubling in Chudnovsky coordinates costs one more multiplication, that is, 2M + 8S + 1c.
A similar approach was taken by Cohen, Miyaji and Ono [6] but to reduce the cost of point doubling (at the expense of a slower point addition). Their idea is to add a fourth coordinate, W 1 = a 4 
Notice that the square-multiply trade-off cannot be used for evaluating Z 3 since the value of Z 1 2 is not available. The cost of point doubling is thus 3M + 5S whatever the value of parameter a 4 . The drawback is that point addition is more costly as the additional coordinate, W 3 = a 4 Z 3 4 , needs to be evaluated. This requires 2S + 1c and so the cost of point addition becomes 11M + 7S + 1c.
The different costs are summarized in Table 1 . For completeness, we also include the cost when using affine and projective homogeneous coordinates. For affine coordinates, I stands for the cost of a field inversion. 
When using projective coordinates, we see that Chudnovsky coordinates yield the faster point addition and that modified Jacobian coordinates yield the faster point doubling on any elliptic curve. We also see that point doubling in modified Jacobian coordinates is as fast as the fastest a 4 = −3 case with (regular) Jacobian coordinates.
Mixed representations
Rather than performing the computation in a single coordinate system, it would be interesting to consider mixed representations in the hope to get further gains. This approach was suggested in [6] . For left-to-right windowing methods with windows of width w ≥ 2, the authors of [6] distinguish three type of operations and consider three coordinate systems C i , 1 ≤ i ≤ 3:
For inversion-free routines (or when the relative speed of I to M is slow), they conclude that the optimal strategy is to choose C 1 = J m , C 2 = J and C 3 = J c . It is worth remarking that the left-to-right binary method (Algorithm 2) and its different generalizations have in common the use of an accumulator (i.e., R 0 ) that is repeatedly doubled and to which the input point or a multiple thereof is repeatedly added. This explains the choices made in [6] :
-the input representation of the point doubling (i.e., C 1 ) is the same as the output representation of the point addition routine; -the output representation of the (final) point doubling routine (i.e., C 2 ) is the same as the input representation of [the first point of] the point addition routine; -the input representation of [the second point of] the point addition routine (i.e., C 3 ) should allow the calculation of output point in representation C 1 .
Right-to-left methods
Interestingly, the classical right-to-left method (Algorithm 1) is not subject to the same conditions: a same register (i.e., R 1 ) is repeatedly doubled but its value is not affected by the point additions (cf. Line 3). As a result, the doubling routine can use any coordinate system as long as its output gives enough information to enable the subsequent point addition. The NAF-based approach is usually presented together with the left-to-right binary method. It however similarly applies when scalar k is right-to-left scanned. Indeed, if k = i=0 k i 2 i denotes the NAF expansion of k, we can write
sgn(k i )P i with P 0 = P P i = [2]P i−1 (6) and where sgn(k i ) denotes the sign of k i (i.e., sgn(k i ) = 1 if k i > 0 and sgn(k i ) = −1 if k i < 0). Note that our previous analysis on the choice of coordinate systems
