Abstract. We study properties of compactly supported, 4 parameter (ρ 12 , ρ 23 , ρ 13 , q) ∈ (−1, 1) ×4 family of continuous type 3 dimensional distributions, that have the property that for q → 1 − this family tends to some 3 dimensional Normal distribution. For q = 0 we deal with 3 dimensional generalization of Kesten-McKay distribution. In a very special case when ρ 12 ρ 13 ρ 23 = q all one dimensional marginals are identical, semicircle distributions.We find both all marginal as well as all conditional distributions. Moreover, we find also families of polynomials that are orthogonalized by these one-dimensional margins and one-dimensional conditional distributions. Consequently, we find moments of both conditional and unconditional distributions of decisions one and two. In particular, we show that all one-dimensional and two-dimensional conditional moments of say order and are polynomials of the same order in the conditioning random variables. Finding above mentioned orthogonal polynomials leads us to a probabilistic interpretation of these polynomials. Among them are the famous Askey-Wilson, Al-Salam-Chihara polynomials considered as complex, but conjugate parameters, as well as q-Hermite and Rogers polynomials. It seems that this paper is one of the first papers that give a probabilistic interpretation of Rogers (continuous q-ultraspherical) polynomials.
Introduction
The purpose of this note is double. Firstly, to present a further step in the search for the non trivial generalizations of the Normal (Gaussian) density. The unique properties of the Normal distribution are well known and found to be useful in many, not only stochastic, applications. Let us mention only one such property that is in fact well known, however, is less popularized and which is one of the most useful. Namely, all conditional mixed moments are polynomials of the same order in the conditioning random variable. To formulate it precisely, let us introduce the following notation. Let F denote some set of indices, then σ(X j , j / ∈ F ) we mean the σ−field generated by all random variables X j whose indices do not belong the set F . Now the property in question can be expressed in the precise fashion. Let us assume that a vector (X 1 , ..., X n ) has joint Normal distribution. Let F be a subset of {1, ..., n} , then the conditional expectation given by the expression
Multivariate density
We will study the following 3−dimensional density: 
|q| , |ρ 12 | , |ρ 13 | , |ρ 23 | < 1, |x| , |y| , |z| ≤ 2/ √ 1 − q, and C 3D is a suitable constant. Symbol (a) n will be explained below.
Properties, alternative forms and ways of simulation of f N were presented in [4] . Ismail et al. in [3] proved rigorously that f N (x|q) →
exp(−x 2 /2) as q → 1 − .
2.1.
Notation. We will use the following denotations
if otherwise and the so called Pochhammer symbol:
Let us note that f 3D is nonnegative on the cube S(q) ×3 . Hence it can be viewed as a density.
It is obvious to notice that
For q = 0 we have
which is a variation of the multivariate generalization of Kesten-MacKay distribution (compare [12] where r = ρ 12 ρ 13 ρ 23 . This fact follows (3.5), (3.6) and the properties of the function f N (x|q).
Some auxiliary facts.
The following facts were selected from [1] , [6] and [5] . We will use the following families of orthogonal polynomials:
2.2.1. q−Hermite polynomials {H j (x|q)} j≥−1 . They satisfy the following recursive equations:
with H −1 (x|q) = 0, H 0 (x|q) = 1. They are orthogonal with respect to the density f N (x|q) i.e. we have:
(2.1)
where δ ij is the Kronecker's delta. In the sequel the following Poisson-Mehler summation formula will be of great help:
valid for all |ρ| < 1, x, y ∈ S(q).
Notice that we have useful formula:
Generalizations of (2.2) and their consequences are presented in [10] . The following formula will also be of help:
Proof. We use linearization formula 3.13 of [6] . It is obvious that the value of the integral is nonzero when n + m − 2j = k for some j ≥ 0, which means m + n + k must be even and n + m ≥ k. Note that formula must be symmetric with respect to m, n, k. Then this value is equal to
to (2.4).
2.2.2.
Al-Salam-Chihara polynomials {P n (x|y, ρ, q)} n≥−1 . They satisfy the following recursive equations:
with P −1 (x|y, ρ, q) = 0, P 0 (x|y, ρ, q) = 1. They turn out to be orthogonal with respect to the following densities:
.
That is we have:
Moreover, we know that the densities f CN have the following interesting property (Chapman-Kolmogorov property):
Probabilistic aspects of Al-Salam-Chihara polynomials are presented in [9] .
Notice that for q → 1 − we have ∀n ≥ 0 :
and H n (x|q) → H n (x), where H n denotes the so-called probabilistic Hermite polynomials i.e. monic, orthogonal with respect to exp(−x 2 /2). Consequently we deduce that
as q → 1 − by (2.6).
Remark 1.
Observe that making use of the density f CN as well as (2.2) we deduce that f 3D can be presented in one of the following two equivalent forms:
and also that:
Hence we see that for q → 1 − the density f 3D (x, y, z|ρ 12 , ρ 13 , ρ 23 , q) tends to the density of Normal distribution with the variance-covariance matrix given in the introduction above.
2.2.3.
Continuous q−ultraspherical (Rogers) polynomials. Name Rogers polynomials will be used for brevity. By Rogers polynomials it is meant (see e.g. [1] ) family of polynomials {C n (x|β, q)} n≥−1 defined by the following three term recurrence :
with C −1 (x|β, q) = 0, C 0 (x|β, q) = 1, |β| < 1. In fact we will need these polynomials modified in the following way:
By denoting inserting (2.11) into (2.10) denoting y = 2x √ 1−q , and canceling out (β) n+1 (1 − q) (n+1)/2 /(q) n after little algebra we end up with the the following three term recurrence:
It is known also (see e.g. [6] (2.37) or in non modified form [1] (13.2.4)) that the measure that makes these polynomials orthogonal has the following density:
To simplify notation we will call distribution with the density f R the Rogers distribution. Notice that it is symmetric. Note also that when β = q then the equation (2.12) simplified to
, where U n (x) denotes the Chebyshev polynomial of the second kind, since polynomials {U n } satisfy the following three term recurrence:
with U −1 (x) = 0 and U 0 (x) = 1. Consequently one can see that
It is worth to mention the following formula :
where W k,m (x|r, q) is given by the following formula:
From its definition it follows that
In particular taking into account (2.3) we have useful summation formula:
(2.14) follows a formula in [7] (Lemma 3 i)), where we set x = y and the following observation concerning relationship between polynomials {P n (x|x, ρ, q)} i≥−1 and {R n (x|ρ, q)} i≥−1 that: R n (x|ρ, q) = P n (x|x, ρ, q) /(ρ) n .
Main results

Marginals and moments.
Marginal distributions. We will find C 3D as well as marginal densities first. We have the following result: Theorem 1. Let us denote for simplicity r = ρ 12 ρ 13 ρ 23 . Then i) C 3D = 1 − r. ii) two-dimensional marginals depend on two parameters (except for q) in fact. In the case of f Y Z on ρ 23 and ρ 12 ρ 13 only.
and similarly for f XZ , and f XY .
iii) Marginal one dimensional densities S(q) S(q) f 3D (x, y, z|ρ 12 , ρ 13 , ρ 23 , q)dxdy = f Z (z|ρ 12 , ρ 13 , ρ 23 , q) depend on the product r = ρ 12 ρ 23 ρ 13 only. More over we have f Z (z|ρ 12 , ρ 13 , ρ 23 , q) = f R (z|r, q), where f R is a Rogers distribution given by (2.13).
Proof. We will use representation (2.8) and the property (2.7). First, let us calculate the integral:
. Now let us calculate integral
Now notice that using (2.2) and noticing that ω q (x, x|r) = (1 − r) 2 l q (x|r)
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Comparing this with (2.13) we see that
since (r) ∞ = (1 − r)(rq) ∞ . Now since f R is the density we deduce that C 3D = 1 − ρ 12 ρ 13 ρ 23 = 1 − r.
Proposition 1.
The densities f Z (z|ρ 12 , ρ 13 , ρ 23 , q), f Y and f X are of one of the following equivalent forms:
Proof. Notice that we have:
because m≥0 r m m+k k q = 1/(r) k+1 . To get third, multiplicative form we argue as follows
Proposition 2. Polynomials that are orthogonal with respect to f R belong to the family {w n (x|r, q)} n≥−1 of monic Rogers polynomials satisfying three term recurrence given by (2.12) with β = r. Notice that w n (x|r, q) = P n (x|x, r, q)/(r) n .
Moreover we have
Proof. Consider (2.12) and apply formula (2.2.18) of [1] .
3.1.1. Moments. Now let us calculate some moments of these variables. Notice that since function l depends on z 2 we deduce that f Z (z|r, q) is symmetric in z, consequently all odd moments of Z are equal to zero.
Further, we have the following lemma:
In particular
Proof. i) Let us calculate S(q) H 2n (z|q)f Z (z|r, q)dz. Using (3.3) we have
by (2.1). Recall also that
. For n = 1 we get EH 2 (Z|q) = r 1+q 1−rq . Now recall that H 2 (x|q) = x 2 − 1. ii) We have, denoting r = ρ 12 ρ 13 ρ 23 :
Now we apply Lemma 1 and we have further:
For m = n = 1 we see that s + m as well as s + n have to be even, hence s has to be odd. Thus, since H 1 (x|q) = x, we get 
Conditional moments. It has to be noted in this sections that whenever one considers conditional expectation, then all equalities are considered almost surely with respect to the distributions of the conditioning random variable(s). (3.7) , the results presented in [7] and then in [5] we deduce that conditional distribution of X|(Y = y, Z = z) is the distribution that makes Askey-Wilson polynomials with complex but conjugate parameters orthogonal. More precisely, we take:
Remark 2. Following observation contained in the formula
From [7] (2.15) and [5] (4.9) we deduce that conditional expectations E(H n (X|q)|Y, Z) are polynomials in Z and Y of order n. Following these results we have two equivalent forms of this function: ( [7] (3.2) and [7] Lemma 3ii)): ii)
iii) E(P n (X|y, ρ 12 , q)|Y = y, Z = z) = ρ n 13 (ρ 2 12 )n (ρ 2 12 ρ 2 13 )n P n (z|y, ρ 12 ρ 13 , q). In particular we have
Proof. Following Remark 3 we recall that following [7] (2.15), properties of f X|Y,Z (x|y, z, ρ 12 , ρ 13 , ρ 23 , q) are basically known. In particular following (3.2-3.3) of [7] we get ii). Further following Lemma 3 ii) of [7] we get i). Finally following Thm. 4.1iii) of [5] we get iii). Now taking either i) or iii) and n = 1 and H 1 (x|q) = x, P 1 (x|y, ρ, q) = x − ρy we get 3.15.
We also have similar result concerning one dimensional conditional moments: 
With little of algebra applied to (3.1) with q = 0 we get the following density of one dimensional distribution:
, that is Kesten-McKay distribution. 2b. On the other hand again following (2.12) for q → 1 − we get: w −1 (x|r, 1) = 0, w 0 (x|r, 1) = 1, and for n ≥ 0 (4.1) w n+1 (x|r, 1) = xw n (x|r, 1) − 1 + r 1 − r nw n−1 (x|r, 1).
Recall also that the so called probabilistic Hermite polynomials {H n (x)} n≥−1 i.e. orthogonal with respect to exp(−x 2 /2)/ √ 2 satisfy the following recurrence: (4.2) H n+1 (x) = xH n (x) − nH n−1 (x).
Hence combining (4.1) and (4.2) we see that w n (x|r, 1) = ( 1 + r 1 − r ) n/2 H n ( 1 − r 1 + r x), for all n ≥ −1. Thus we deduce that the one dimensional marginal has density equal to f X (x|r, 1) = (1 − r) 2π(1 + r) exp(− (1 − r)x 2 2(1 + r) ).
3. Let (Y, Z) be two random variables. Suppose that we know the marginal distribution of Y . The property that all conditional moments of order n say of Y are polynomials of the same order in conditioning random variable (i.e. Z) for n ≥ 1 was called general polynomial regression property (GRP) of Y given Z in [11] . Also, there the property that additionally the coefficients by the greatest powers (say n) are of the form ρ n , where ρ denotes here correlation coefficient between was called there simply polynomial regression (PR) property of Y given Z. In [11] it was shown that if both marginals are standardized normal and both have GRP and one of then has PR property, then necessarily joint distribution of (Y, Z) must be binormal distribution with parameters (0, 0; 1, 1, ρ).
Theorem 2 states both, two random variables (Y, Z) having joint distribution with the density f Y Z given by assertion ii) of Theorem 1 have GRP property. It seems that PR property is not satisfied by none of the variables.
However the intriguing question seems to be what other property of conditional moments should be additionally assumed in order to get the characterization of joint distribution f Y Z ?
