Collective diffusion in an interacting adsorbate on a nonhomogeneous one-dimensional substrate is investigated within the framework of a variational approximation. The substrate inhomogeneity, appropriate to a periodically stepped adsorbate, is represented by a Schwoebel barrier at the step edge and a modified binding at the step site. An elementary cell of a periodic substrate consists of n identical terrace sites and one step site, i.e. it contains n + 1 sites. The adsorbed particles are allowed to interact with each other, both in equilibrium as well as during the transit of a hopping particle over the potential energy barrier separating the initial and the target adsorption site. The interactions modify the rates of particle jumps between the adsorption sites. Cases n = 1, 3 and 4 are investigated in considerable detail and, where appropriate, a comparison with the available computer simulation results in the literature for an analogous two-dimensional system is made. It is shown that preferential geometrical arrangements at several adsorbate densities (coverages) induced by repulsive intra-adsorbate interactions lead to features on the diffusion coefficient versus the coverage curves which can be consistently interpreted. The origin of these features and their relation to intra-adsorbate correlations are examined and discussed. Where possible, the variational theoretical results are confronted with the results of our own computer simulation studies of diffusion.
Abstract.
Collective diffusion in an interacting adsorbate on a nonhomogeneous one-dimensional substrate is investigated within the framework of a variational approximation. The substrate inhomogeneity, appropriate to a periodically stepped adsorbate, is represented by a Schwoebel barrier at the step edge and a modified binding at the step site. An elementary cell of a periodic substrate consists of n identical terrace sites and one step site, i.e. it contains n + 1 sites. The adsorbed particles are allowed to interact with each other, both in equilibrium as well as during the transit of a hopping particle over the potential energy barrier separating the initial and the target adsorption site. The interactions modify the rates of particle jumps between the adsorption sites. Cases n = 1, 3 and 4 are investigated in considerable detail and, where appropriate, a comparison with the available computer simulation results in the literature for an analogous two-dimensional system is made. It is shown that preferential geometrical arrangements at several adsorbate densities (coverages) induced by repulsive intra-adsorbate interactions lead to features on the diffusion coefficient versus the coverage curves which can be consistently interpreted. The origin of these features and their relation to intra-adsorbate correlations are examined and discussed. Where possible, the variational theoretical results are confronted with the results of our own computer simulation studies of diffusion.
Keywords: solvable lattice models, stepped surfaces (theory), stochastic processes (theory), diffusion on the adsorbate coverage θ being a fraction of all adsorption sites which are occupied) primarily because the jump rates are affected by the state of occupation of adsorption sites in the vicinity of a particle executing the jump. In systems of dimensionalities higher than one the interactions also influence diffusion by inducing structural phase transformations which favour different equilibrium geometrical configurations of the ensemble of particles at different densities. In fact, the latter effect-an interplay between collective diffusion and structural phase transformations-still awaits a unified theoretical treatment.
Collective diffusion, a complicated many-body process, can be theoretically studied using a variety of tools, from analytical ones which are based on Fokker-Planck, Kramers or kinetic master equations, to numerical ones based on Monte Carlo or molecular dynamic simulations. Some background can be found in the works by Reed and Ehrlich [1] , Gomer [2] , Danani et al [3] and Ala-Nissila et al [4] . Interrelations between different statistical descriptions of diffusion are reviewed by Allnatt and Lidyard [5] . The up-todate state of experimental and theoretical research on fundamental aspects of atomic and molecular diffusion in condensed matter is collected in a set of reviews edited by Heitjans and Kärger [6] . Analytical approaches to diffusion of single particles on lattices with frozen-in disorder are surveyed by Haus and Kehr [7] , extended recently to the diffusion of many particles (with blocking interaction only) by Kehr et al [8] . Farfrom-equilibrium processes in which diffusion plays a prominent role (like order-disorder transitions, spinodal decomposition, dendritic growth, etc) within the mean-field kinetic lattice gas models have recently been reviewed by Gouyet et al [9] where the possibilities of improving the mean-field approximation by the path-probability [10] method or timedependent density functional theories [11, 12] are also investigated.
Diffusion in one dimension became practically relevant recently for Au or Si adsorbed on top of an Si(111)5 × 2-Au chain structure [13, 14] for which diffusion of adatoms has been shown to be one-dimensional and the interaction between adjacent Au or Si atoms to be strongly repulsive. Helium atoms confined within a narrow interstitial channel within the triangular lattice of a carbon nanotube bundle is another example of a onedimensional adsorbate [15] . Equilibrium properties of a similar one-dimensional gas of C 60 molecules trapped within carbon nanotubes were already investigated within the lattice gas model [16] . Its kinetic version, a kinetic lattice gas model, lends itself most naturally to investigations of collective diffusion in adsorbates: a system of interacting particles adsorbed on a regular lattice of adsorption sites with kinetics defined as stochastic hopping of particles between the neighbouring adsorption sites. One of the earliest approaches along this line allowed Zwerger [17] to derive an analytic expression for the coveragedependent collective diffusion coefficient for a one-dimensional adsorbate with nearestneighbour and next-nearest-neighbour interactions [1] . Kreuzer et al [18, 19] developed an analytical theory of thermal desorption based on the kinetic lattice gas model which was subsequently generalized to investigate the coverage and temperature dependence of the collective diffusion coefficient in a one-dimensional [20] and two-dimensional [21] lattice gas with nearest-neighbour interactions and different models of microscopic kinetics. In this approach the microscopic master equations are used to derive the equation for the time evolution of the local particle density in terms of correlation functions which were then approximately evaluated by applying a gradient expansion.
The variational approximation approach to collective diffusion within the framework of the kinetic lattice gas model was initiated in [22] and then was progressively refined doi:10.1088/1742-5468/2010/03/P03008 Figure 1 . The potential energy landscape with n + 1 distinct adsorption sites per unit cell. Hopping rates for jumps in both directions of an isolated particle are shown above the barriers. The case shown corresponds to a more common case of r < 1 and γ > 1, i.e. δE, δE B > 0.
in a series of follow-up works [23] - [28] . Most of these works deal with homogeneous onedimensional systems with short range interactions but some progress has also been made in two dimensions [23, 28] , non-homogeneous substrates [27, 28] and systems with long range particle-particle interactions [26, 29] . In this approach the collective diffusion coefficient is related to the lowest eigenvalue of a rate matrix which describes the kinetics of microscopic states of the system. Then, the best estimate of the eigenvalue, guaranteed not to lie below the true one, is obtained in the spirit of the Ritz variational approach analogous to that used in quantum mechanics but properly generalized to account for a non-Hermitian character of the rate matrix. In most of the applications so far, except in [27, 28] , the designation 'variational' was not fully justified because variational parameters minimizing the eigenvalue were not used-they could be easily guessed for these relatively simple applications. For a non-homogeneous substrate, even for a non-interacting adsorbate considered in [27] and in two dimensions in [28] the systematic variational approach with variational parameters adjusted to minimize the eigenvalue is a necessity.
The substrate inhomogeneity considered in [27] and in the present paper, appropriate to a stepped one-dimensional substrate, is modelled after Zhdanov [30] and Merikoski and Ying [31] - [33] : particles migrating across a step encounter modified binding (by δE in figures 1 and 2) at the lower step edge adsorption site and/or a modified (by δE B in figures 1 and 2) potential energy barrier between the upper and the lower step edge adsorption sites. The latter barrier, known as the Schwoebel barrier [34, 35] , originally introduced to describe a step motion at crystal surfaces, may have δE B of any sign [36] - [38] with δE B > 0 (i.e. γ > 1, cf equation (12) ) being more common and consistent with a coordination number smaller at that barrier in comparison with that at a barrier between the terrace adsorption sites. A similar argument favours binding at the lower step edge adsorption site being stronger than at a regular terrace site, i.e. δE > 0 (i.e. r < 1, cf equation (11)). In an analytical approach it is easy to account for either sign of the potential energy modifications and this will be done when numerical results will be discussed in section 3.
In our one-dimensional variational approach the particles can only migrate in the direction perpendicular to the step edges. For a genuine two-dimensional surface problem, migration along ledges (parallel to step edges) should also be considered and the potential energy landscape in this direction is usually assumed to be periodic [31] - [33] . The first simple theoretical treatment by Butz and Wagner [39] was motivated by the observed anisotropy of Pd and Au diffusion on single-crystal planes of tungsten. A general theoretical formulation, also offering a possibility of accounting for interactions, is due to Zhdanov [40] and further generalized by Pereyra et al [41] .
It is worthwhile mentioning here another interesting type of substrate nonhomogeneity proposed by Sato and Kikuchi [42, 43] to deal with cation isotope tracer diffusion and ionic conductivity in bulk solid electrolytes like β -and β-alumina. The diffusion is reduced to diffusion within crystallographic planes parallel to each other modelled by two-dimensional honeycomb lattices with either equivalent (for β -alumina; homogeneous substrate) or two types of non-equivalent (for β-alumina; nonhomogeneous substrate) sites over which sodium ions, interacting via nearest-neighbour attractive or repulsive forces, migrate. Kikuchi's cluster variation and the path-probability methods [10] have been used to deal with the equilibrium and diffusive properties, respectively. The model for β-alumina might be considered a non-trivial extension to two dimensions of the one-dimensional model considered in this work (figure 2; n = 1 with κ = 1). Further comments will be made in section 3.1.
It has been shown [27] that the coverage-dependent diffusion coefficient obtained in the variational approach (albeit for a one-dimensional system) is a substantial improvement, in the sense that the resulting diffusion coefficient is smaller (corresponding to a closer variational estimate of the actual diffusive eigenvalue), over the results of the mean-field approach by Merikoski and Ying [32, 33] (whose theory, however, aims at two-dimensional systems). In fact, it was demonstrated in [28, 44] that for a truly two-dimensional model of a stepped surface the Merikoski and Ying mean-field result for the collective diffusion coefficient in the direction perpendicular to step edges (across steps) is only approached when the migration in the direction along the ledges is infinitely fast.
A full theoretical analytical treatment of diffusion in an interacting lattice gas adsorbed on a two-dimensional substrate with steps is still lacking but there exist a few Monte Carlo simulation studies relevant in this context due to efforts coming from the Mašín et al group [45] - [49] . References [45, 48, 49] deal mainly with non-equilibrium effects in diffusion in systems without [45, 49] or with [48] interactions (and, albeit with limited success, in [49] , theoretical studies of diffusion in equilibrium in such systems). The remaining two computer simulation studies deal with diffusion across steps [46] and along ledges [47] close to equilibrium with interactions accounted for. Only the former investigation is directly relevant to the present work and will be confronted with our results in section 3.2.1.
The aim of the present work is to remove the restricting assumption made in [27] by allowing for non-trivial particle-particle interactions [44] . The model is still onedimensional and the main thrust is towards the application of the theory for short terraces, i.e. n up to 4 according to the convention used in [27] and later in this paper (the restriction was not necessary for systems without interactions). The case of n = 1 (periodic repetition of a pair of non-equivalent sites separated by two non-equivalent energy barriers), is quite interesting because without interactions the collective diffusion coefficient is shown to be independent of coverage [27] . Solutions to equations for variational parameters minimizing the diffusive eigenvalue of the rate matrix are significantly more complicated for n = 2 than for n = 2 (the same was the case without interactions [27] ) so this case is excluded from consideration. Comparison between systems with n = 3 and 4 (considered in detail in this work) is interesting in view of the preferred occupation patterns induced by strong repulsion at certain coverages. The patterns are commensurate (for n = 3) and incommensurate (for n = 4) with the substrate and lead to observable structures in the coverage dependence of the diffusion coefficient (cf section 3.2.2).
Our approach here is strictly one-dimensional and, to the best of our knowledge, this is the first analytical theoretical treatment of diffusion in an interacting one-dimensional lattice gas on a substrate with a periodic arrangement of terraces.
The remainder of this paper is organized as follows. In section 2.1 the most important general results of [27] are summarized. It is applied in section 2.2 to the system with n = 1 (one terrace and one edge site, the case for which the mathematical development is the easiest to follow) and n ≥ 3. While it was possible to derive in [27] closed expressions for the collective diffusion coefficient valid for any n ≥ 3 for the non-interacting lattice gas, it can be done with interactions up to n = 4 only. Section 3 is devoted to a detailed presentation and discussion of selected results and examples: first for n = 1 in section 3.1 and then for n = 3 and 4 in section 3.2. Special attention is paid in section 3.2.1 to a relationship between the results of the present work and the results of the Monte Carlo simulations of [46] before our results for n = 3 and 4 are discussed in detail in section 3.2.2. A short summary and conclusions are contained in a short section 4. Some technical material not necessary to follow the presentation is contained in four appendices, where one also finds auxiliary formulae, not included in the main text, employed in computer programs used to calculate the data for all the plots presented in section 3.
Theory

Summary: variational approach to diffusion
The general variational approach to diffusion is summarized in this section. The presentation is far from complete and its goal is to present the philosophy of the approach and to establish the notation. For a full presentation the reader should consult earlier papers on the subject, most importantly [27] . The goal is to investigate the density (coverage) dependence of the collective diffusion coefficient within an interacting adsorbate on a non-homogeneous substrate. The approach is within the kinetic lattice gas model.
The system is envisaged as N particles distributed over a substrate being a periodic lattice consisting of L identical elementary cells (labelled j = 0, 1, . . . , L − 1) with n + 1 adsorption sites (labelled = 0, 1, . . . , n) in each cell, separated by a distance a. The substrate is periodic with a lattice constant (n + 1)a. The length of the substrate is (n + 1)aL and periodic boundary conditions with this period are used throughout. A particular microstate {c} of the system is identified as
by selecting a reference particle (say, the leftmost one in the system), specifying the origin X of a lattice cell in which it resides and a position 0 of the site within the cell which it occupies (i.e. its position is X + a 0 ), and the positions X + a 0 + am s (s = 1, 2, . . . , N − 1) of all remaining N − 1 particles, i.e. the integers m s specify the positions of all particles relative to the reference particle. The set of N integers, {m}
, is referred to as a configuration-it accounts for the relative arrangement of particles in a given microstate {c}. Note that different meanings are attached to the terms 'microstate' and 'configuration' in this convention: the same configuration corresponds to a macroscopic number of microstates but the number of possible configurations is still macroscopic. The advantage of such a specification of microstates, introduced first in [22] , is that the lattice periodicity can be used to take a lattice Fourier transform with respect to the variable X of various quantities depending on {c}.
The starting point is a set of microscopic Markovian master rate equations for the probabilities P ({c}, t) that a microstate {c} of a lattice gas occurs at time t containing transition probabilities per unit time (transition rates) W ({c}, {c }) that the microstate {c } changes into {c} due to a jump of a particle from an occupied site to an unoccupied neighbouring site. In practice, the rate W ({c}, {c }) does not depend on all variables needed to specify a pair of the involved microstates. It depends only on the local potential energy landscape experienced by the hopping particle and the occupation state of, possibly, all sites but it does not depend on which elementary cell the jump occurs in, i.e. W ({c}, {c }) ≡ W {m},{m } . This allows us to transform the master rate equations into a set of a macroscopic number of k-space rate equations, conveniently expressed in a matrix form [22] : (9) and (10) in [27] ). The eigenvalues of a non-Hermitian matrix −M(k) are real and non-negative and the collective diffusion coefficient is related to the diffusive eigenvalue, λ D (k), of −M(k) understood as that eigenvalue which vanishes like k 2 in the limit ka → 0:
In fact, λ D (k = 0) ≡ 0 is an exact eigenvalue of −M(k = 0) and the corresponding (right) eigenvector, denoted P eq , has equilibrium probabilities P eq {m} of microscopic configurations as its components. It follows from the detailed balance principle [22] 
is an upper estimate of the true coefficient if the equilibrium probabilities P eq {m} are exact. The estimate may be further optimized if the selected eigenvectorφ depends on variational parameters with respect to which the evaluated D(θ) can be minimized. Due to the relation betweenφ and φ, the 'expectation value' numerator M(k) and the 'normalization' denominator N (k) are, in fact, thermal equilibrium averages of certain quantities which can be evaluated using any convenient type of statistical ensemble.
The trial eigenvector must not only result in λ var D (k) necessarily vanishing as k → 0. Its structure must be such that it allows us to perform in practice the summations of a macroscopic number of terms present in both thermal averages. One is guided here by the structure of the diffusive eigenvector for a system of particles on a homogeneous substrate (one site per elementary cell) with the site blocking interaction only, i.e. the only system for which exact calculation is possible. In such a caseφ {m} (k), the {m}th component of the left eigenvector of −M(k) is a sum N −1 s=0 exp(ikam s ) of N phase terms, each one contributed by one particle. The phase for the reference particle is chosen arbitrarily as 0 and then the phase due to the sth particle, k(am s ), is determined by its position am s in the configuration {m} relative to the reference particle. In the long wavelength limit all components of the eigenvector are equal to each other which ensures that the doi:10.1088/1742-5468/2010/03/P03008diffusive eigenvalue vanishes in this limit. Such a structure was proposed in [27] and is also proposed here:φ {m} (k) is now a sum
of N terms, each corresponding to one particle in the system in the configuration {m}. For the reference particle one may set m 0 = 0 while δ s and Δ s referred to, respectively, as geometrical and correlational phases are the variational parameters used to minimize the variational candidate for the diffusive eigenvector. They account, respectively, for the local potential energy landscape experienced by the sth particle and for its correlations with all the remaining particles present in the configuration {m}. The structure ofφ {m} (k) allows for a relatively easy evaluation of the diffusion numerator M(k) which, owing to the detailed balance condition, can be cast into the thermal average over the initial configurations {m } and a sum over the final ones {m} of
The transition rates do not vanish only for pairs' configurations {m} and {m } differing only by an occupation of two neighbouring sites so in the difference within | · · · | most of the macroscopic numbers of N contributions toφ {m } (k) andφ {m} (k) cancel each other out and only relatively few contributions remain.
The rationale for the phases in addition to m s , already spelt out in [27] , is worth restating. The geometrical phase δ s depends on the position of the site s with respect to the site = 0. It is the variational contribution to the 'positional' phase beyond that already contained in m s . Without sacrificing the generality of the approach one can select δ 0 = 0, meaning that geometrical phases are counted with respect to the site = 0 selected at the origin of an elementary cell. Being variational parameters, geometrical phases will ultimately depend on the average distribution of particles and average interactions and correlations. The correlational phase, Δ s , is introduced to explicitly account for actual correlations between the sth particle and all the remaining ones present in the actual configuration {m}. In principle, it may explicitly depend on the state of occupation of all sites in the system. Such general dependence is intractable so we assume that it is sensitive to the occupation of only the sites nearest to the site s occupied by the sth particle in the configuration {m}:
Here L and R stand for 'to the left' and 'to the right', respectively. Effectively, we admit only short range correlations for correlational phases. It follows then that Δ
when the short range energy landscape is symmetric with respect to the site s , i.e. when barriers on both its sides as well as the binding energy of both sites behind them are identical. Selecting the correlational phases according to equation (5) is equivalent to ignoring correlations beyond four nearest sites. Being, however, a variational approach the resulting coverage-dependent diffusion coefficient obtained is the best possible within such a truncation scheme. If necessary, correlations of a longer range can be explicitly accounted for by modifying the rules and admitting in equation (5) a dependence on occupations beyond nearest neighbours. Summarizing: a variational phase associated with each particle in the system depends on (i) the distance m s of the particle from the reference particle, (ii) buried within δ s the position within the elementary cell of the site which it occupies and (iii) contained in Δ s the state of occupation of the sites adjacent to it. We deal with the diffusion numerator N (k) first. With the present choice of the variational eigenvector, independent of the particular rules for selecting the phases, it is shown in [27] that N (k) does not, in the long wavelength limit, depend on any of the phases and reduces to a square of an equilibrium particle number fluctuation in the system (ΔN)
2 . Its evaluation is best handled using the grand canonical ensemble approach provided the grand partition function Z is found as a function of fugacity z = e βμ , with μ being the chemical potential. The coverage and the diffusion denominator are then obtained by differentiation:
and
where θ = n is the equilibrium partial coverage of a site (n = 0, 1 being the occupation number) and κ T is the isothermal compressibility. Note that the diffusion denominator is fully determined by the equilibrium properties of the system. The diffusion numerator M(k) is shown in [27] (cf equations (28) and (29) there) to be in the ka 1 limit:
where
Note that whenever a value of any of the subscripts + 1 or + 2 exceeds n one must subtract n + 1 from it: the site = n + 1 is, in fact, a site = 0 in the next elementary cell, etc. We use · · · to denote four-site correlation functions involving occupations of four neighbouring sites. The notation is clear from the following example:
Without interactions, the case treated in [27] , the correlation just listed is equal to (
With interactions, the correlations cannot be expressed in terms of partial coverages and their evaluation and use in the evaluation of the diffusion coefficient is the main scope of this work. The correlations are multiplied in equation (9) by jump rates w α R ( ) of a particle from a site to + 1 (the jumps to the right are indicated by the subscript R-the jumps in the opposite direction are automatically accounted for due to the detailed balance used to derive equation (9)). The rates depend on the potential energy landscape experienced by a hopping particle (i.e. the energy barrier height which must be 'climbed' over on a way doi:10.1088/1742-5468/2010/03/P03008from the site to + 1) and through the particle-particle interactions it depends also on the occupation of the sites − 1 and + 2 nearest to the jump location. The superscript α distinguishes between four possible occupation patterns (n −1 , n +2 ): the superscript α is omitted for (n −1 , n +2 ) = (0, 0) (which corresponds to a jump of an isolated particle), and then α = Γ for (1, 0) (a bond-breaking jump), α = R for (0, 1) (a bond-forming jump) and α = T for (1, 1) (a jump in which one bond is broken and the other is formed). Further specification of the rates will follow later on.
As seen from equations (4), (8) and (9), the minimization of D(θ) reduces to solving a system of linear algebraic equations for the geometrical and correlational phases δ and Δ . This task can be completed even before all four-site correlations are evaluated as long as their symmetry properties are used to reduce the number of independent correlations to a minimum.
It is worth noting here that the diffusion coefficient is often expressed [1, 2, 20, 30] as a product of a 'static' or 'thermodynamic' factor determined solely by the equilibrium properties of the system and the 'kinetic' factor, often referred to as a rate diffusion coefficient. With the standard definition of the static factor, with equation (7) for N (0), and (4) for the diffusion coefficient we may identify Lθ/N (0) and lim k→0 M(k)/k 2 Lθ as the static and the kinetic factor, respectively [27] .
System specification and definitions
A one-dimensional stepped substrate is modelled by a periodic arrangement of terraces. An elementary cell contains all n + 1 adsorption sites belonging to a terrace. The terrace length is (n + 1)a. There are n identical regular adsorption sites (denoted by 's) which correspond to = 1, 2, . . . , n while = 0 corresponds to the lower step edge adsorption site (the tagged site) denoted by , which differs from a regular site:
The potential energy landscape experienced by an isolated particle is shown in figure 1 . We set the energy zero to coincide with the energy of an isolated particle adsorbed at the = 0 site. The energy of an isolated particle adsorbed at any regular site is δE (both signs of δE are admitted in our approach-binding at the tagged site may be stronger or weaker than that at a regular site). The energy at the top of a barrier separating regular sites is δE + Δ, with Δ being a potential energy barrier height separating regular adsorption sites. The potential energy barrier height is modified by δE B (both signs are admitted in the approach) for a particle migrating between the upper ( = n) and the lower ( = 0) step edge adsorption sites.
Inter-particle interactions may modify further the energy of a hopping particle when it resides at an adsorption site (the regular or the tagged one) or when it is 'in transit' at the top of a barrier separating the initial and the target sites. This is illustrated in figure 2 . The substrate in figure 2 corresponds to n = 1 but the energy modifications due to interactions are the same as for general n. As illustrated in figure 2 the potential energy of a hopping particle at its initial adsorption site is raised by J for repulsive interactions (or lowered by |J| for attractive interactions when J < 0) when a neighbouring site is occupied. Similarly, the interaction between the hopping particle being in transit at the top of a barrier with another adsorbed particle at an adsorption site at a distance 3a/2 from it is denoted by K, i.e. the barrier height to be surmounted by the hopping particle is larger by K (lower by |K| if K < 0) than it would be without the interaction. We assume that the interactions are additive, i.e. the energy of a particle at the top of the barrier is modified by 2K if both adsorption sites on each side of the barrier at a distance 3a/2 are occupied.
The potential energy landscape and the interactions are fully characterized by four parameters, δE, δE B , Δ, J and K. We will see, however, that Δ can be incorporated into a factor multiplying the calculated diffusion coefficient (it determines the overall timescale of the diffusion process at a given temperature). The remaining four can be conveniently replaced with two dimensionless parameters:
which fully determine the equilibrium properties and two parameters accounting for the barriers for particle migration:
Here β = 1/k B T . We note here that the final results for all equilibrium quantities can be written in a more compact form when, instead of parameters r, x and the fugacity z, three parameters a, b, c and an auxiliary parameter d defined as
are used. For the kinetics one needs the hopping rates w 
The first line must be modified for n = 1: the left-hand side is simply w L ( = 1) and the rightmost equality must be ignored. A frequency prefactor ν determines, along with V , the overall timescale of the diffusion process. The notation W R , W L and V R will not be used in what follows and is introduced here for the sake of easy reference to figure 1 and a consistency with the notation used in [27] . The rates of jumps affected by
types of hops. They are obtained, as can be easily verified using the diagram in figure 2 , from the ones listed in equation (14) by multiplying them by κ, κx and κ 2 x, respectively:
where d = L, R for the jumps to the left and to the right, respectively. Consequently, V is the rate of hopping of an isolated particle on a homogeneous substrate, the same in both directions, and four dimensionless parameters r, x, γ and κ determine hopping rates of all sixteen types of jumps possible in the system.
Adsorbate coverage θ and the diffusion coefficient denominator N (0)
The diffusion coverage and the diffusion coefficient denominator are evaluated by differentiating the grand partition function Z, as indicated in equations (6) and (7). The grand partition function is evaluated using the generalized (to n sites per elementary cell) transfer matrix method, as described in appendix A, and the formulae used directly to evaluate θ and N (0) are equations (A.9) and (A.10), respectively. Before proceeding we note here that the diffusion coefficient static factor is θL/N (0) = N/N (0).
2.3.1.
Case of n = 1. The result for the coverage is
where Δ 1 , which should not be confused with the variational parameters used earlier, is defined in equation (A.7), which for n = 1 results in
Parameters a, b and c, defined in equation (13), are simple functions of r, x and z. For the diffusion coefficient denominator we get
2.3.2. Case of n = 3, 4. As for n = 1 the coverage and the diffusion denominator can be found as a function of the fugacity z by differentiating the grand partition function Z (cf equations (6) and (7)). Unfortunately, although it is possible to provide expressions valid for arbitrary n for θ and N (0), equations (A.9) and (A.10), respectively, in terms of the determinant D n , the trace T n (and its derivatives) of the canonical cell-to-cell transfer matrix (defined below equation (A.3)), it is impossible to provide useful expressions for T n and its derivatives which would be valid for arbitrary n. For n = 3 and 4 we list T n (and necessary combinations of its derivatives) in equations (A.12) and (A.13), respectively. They have to be inserted into equations (A.9) and (A.10) to get θ and N (0) as functions of z, respectively. The resulting algebraic expressions are not quoted here due to their length.
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Diffusion coefficient numerator M(k)
Variational parameters (geometrical δ and correlational Δ d phases (d = L, R)) only enter the diffusion numerator M(k) but not the denominator N (0). The correlations and the rates appear only as parameters in the expressions (8) and (9) for the numerator so finding the optimal values of the variational parameters can be done even before the correlations are evaluated.
The correlations satisfy a number of relations which reduce their number to a relative few. Unfortunately, the minimal set of correlations increases with the number of sites n. Before dealing with this issue we reduce the number of variational parameters to be considered to a irreducible minimum.
As already mentioned, the geometrical phase for the site = 0 can be selected in equation (9) to be δ 0 = 0, leaving the remaining n geometrical phases δ , = 1, 2, . . . , n to be determined (the geometrical phases enter equation (9) only through the differences δ +1 −δ so one can always fix a value of one of them). The correlational phases are defined in equation (5) provided a short range character of correlations is assumed. They satisfy the symmetry relation mentioned there which implies that
because the short range energy landscape of each adsorption site except for = 1 and = n has a local mirror symmetry. Consequently, all but four correlational phases are eliminated from all W 's, exactly like for the case without interactions [27] . The remaining four are Δ 
Thus, the number of variational parameters is n+2: δ (with = 1, 2, . . . , n), and Δ n0 and Δ 01 . This applies also to the case of n = 1 for which Δ 10 and Δ 01 are two independent parameters in addition to δ 1 . The number and the type of four-site correlations are different for each n. The case n = 1 is quite easy to follow in detail and will be described first. The number of correlations grows with n. It is still quite manageable for n up to three but we ignore here the case n = 2 for which, even without interactions, the solution of equations for variational phases was surprisingly complicated [27] . Cases n = 3 and 4 can be considered together.
Before proceeding we note that the diffusion coefficient kinetic factor is equal to
2.4.1. Case of n = 1. We have four generic types of four-site correlations in equation (9) for W =0 and W =1 . With n = 0, 1 being the occupation number of site , we have
which corresponds to only one of the four correlated sites being occupied. We use • and to denote an occupied site of, respectively, type and . The remaining three types of correlations (with two or three correlated sites occupied) are obtained by replacing the first and/or the fourth unoccupied site symbol within · · · in equation (21) with the corresponding filled site symbol (i.e. replacing with • and with ). This gives, in total, eight four-site correlation functions in M(k) but further simplifications are possible when symmetry properties of the four-site correlations are accounted for. Each of the four correlations appearing in W =1 can be shown to be proportional to one of four correlations present in W =0 . For example, in the second term on the right-hand side of equation (9) for W 0 we have w
. The reflection symmetry (the original and the inverted substrate have the same equilibrium properties) allows us to replace the correlation in this result with while w
, as seen from equations (14) (its n = 1 version) and (15) . We finally get f 1 = γw
in which the product of the rate times the correlation (i.e. without the factor γ) is exactly the same which appears in the third term on the right-hand side of equation (9) for W 1 . A similar chain of transformations can be made for each of the rate times correlation product appearing on the right-hand side of equation (9) for W 0 (to be denoted f, f 1 , f 2 and f h in the order in which they appear in it). Replacing all w α d ( ) with the product of V with appropriate powers of γ, x and κ (cf equations (14) and (15)
The products to the right of '≡' appear directly in W 0 while the ones to the right of '=' are equal to γ times those which appear in W 1 . The result is that the same four correlations are needed in both W 0 and W 1 for which we finally get
Minimizing
results in three linear equations for the variational parameters which result in
Inserting this result back into equations (23) and (8) gives
in which the reflection symmetry of the correlations was used to replace the four correlations present on the left-hand side of equation (22) having or as the leftmost site with the ones having or • there.
We finally note that, in the non-interacting limit of κ = x = 1, in which the four-site correlation functions reduce to the products of four occupation factors θ and , respectively, the results in equations (24) and (25) reduce to the results listed in equations (44) and (45), respectively, in [27] . We have used here θ ni 0 and θ ni x to denote the equilibrium site-specific coverages of sites = 0 and = 0 (cf equation (6)), respectively, in the non-interacting limit [27] . They satisfy a simple relation
All that remains is to evaluate the four correlations present in equation (25) . The calculation is outlined in appendix C with the results listed in equations (C.6) and (C.7).
Case of n ≥ 3.
The number of four-site correlations is now considerably higher than for n = 1. We ignore here the case n = 2 for which, even without interactions, the solution for variational phases was surprisingly complicated [27] . For details supporting the description in this section one should consult appendix D.
For n ≥ 3 we start with sixteen correlations · · · corresponding to = 0, 1 and to = n − 1, n for which an = 0 site of type is among the four correlated sites. Here, each of the four correlations generated by hnhh =0 = • (i.e. the one listed and three others obtained when one or both hs on the extreme left and right are replaced by ns) is related, due to the detailed balance condition and the inversion symmetry of the substrate with respect to the site ( = 0), to one of the four correlations generated by hnhh =n = . An example is w
• , which, using equation (15) , can be shown to be equivalent to κx = r • . Similarly, each of the four correlations generated by hnhh =1 = is related to one of the correlations generated by hnhh =n−1 = . An example is w
, which is equivalent to x = . These are all types of four-site correlations possible for n = 3 so, instead of sixteen, we need only to evaluate eight of them, say, and and the remaining six generated by replacing the first and/or the fourth unoccupied site within · · · with occupied ones.
For n > 3, on top of the correlations just described, a new type of correlation · · · is possible with = 2, 3, . . . , n − 2 for which all four correlated sites are of a type. We concentrate here on the case of n = 4 for only four such correlations generated by . . . , have to be evaluated. Together with eight correlations with among the correlated sites, the total number of correlations needed for n = 4 is eleven.
With the number of four-site correlations reduced down to eight for n = 3 and eleven for n = 4 we can write expressions for all contributions W (cf equation (9) The variational parameters Δ 01 , Δ 30 (for n = 3) or Δ 40 (for n = 4), δ 1 , δ 2 , and δ 3 , and δ 4 (the latter for n = 4 only)-cf equations (19) and (20)
Here, γ is defined in equation (12) and
The correlations enter through Ξ, Φ(γ), Φ(1), and (for n = 4 only) ε. In fact, were the correlations generated by =2+m (cf equation (D.3) ) independent of m, the above result would be valid for any n ≥ 3. It is not valid for n = 1 for which the result is listed in equation (25) . It is easy to check (using the non-interacting limits of Ξ, u, ρ, α and ε listed in equations (B.2)-(B.4)) that the expression for M(k) in equation (27) reduces in the non-interacting limit to the result listed in equation (B8) of [27] (that result is valid for any n ≥ 3).
All four-site correlations needed in equations (27) and (28) 
Results
With four parameters which affect the diffusive properties of the system, it is worthwhile to recall their meaning and try to anticipate their influence on the behaviour of the system. First, we have two equilibrium parameters, r and x, defined in equation (11) . Both of them determine fully the equilibrium properties of the system, in particular, the diffusion denominator N (0) (and, thus, the diffusion coefficient static factor) and four-site correlation functions (present in the diffusion coefficient numerator) depend only on these two parameters. As seen from equation (11) and figures 1 and 2, r is determined by the potential depth difference δE between = 0 wells and the = 0 ('tagged') well. For r < 1 the tagged well is deeper while for r > 1 it is shallower. Relatively small well depth difference may result in r substantially different from 1. The other equilibrium parameter x, the well-well interaction, accounts for interactions between particles adsorbed in the neighbouring adsorption sites: x > 1 corresponds to the repulsion which effectively increases the difference between the potential well depths of two such sites.
The equilibrium parameters r and x influence also the kinetics of the particle jumps but it is also affected by 'non-equilibrium' parameters γ and κ defined in equations (12) .
The former accounts for the height difference of the energy barriers encountered by an isolated particle when it jumps from the tagged site = 0 to its left or right (cf equation (14), figures 1 and 2) , while the other, the well-barrier interaction, accounts for the modifications of the barrier height due to the interactions of the hopping particle with the particles adsorbed at sites neighbouring the sites between which the jump occurs. In particular, it is worthwhile noting equation (15), according to which κ < 1 results in slowing down the bond-forming (type R) particle jumps due to the barrier interactions, while the bond-breaking jumps (type Γ) are slowed down when κx < 1, i.e. they depend also on the equilibrium interaction parameter x. It is worthwhile noting that the rates of jumps of isolated holes (which correspond to the T -type bond-forming and bondbreaking jumps of particles) differ from the isolated particle jump rates by a factor κ 2 x (cf equation (15)).
Results: n = 1
The comment just made immediately implies that for n = 1 the diffusion coefficient at full and at vanishing coverage are related by a simple relation:
Of course, D(θ = 0) is equal to the coverage-independent value of D for the system without interactions (x = κ = 1). The situation shown in figure 2 corresponds to r < 1, γ > 1 (r = 1 for all well depths and γ = 1 for all barrier heights equal to each other). It does not matter, however, which of the two wells is labelled = 0 and 1. Switching these labels and setting zero energy at the bottom of the (new) = 0 well is equivalent to the (r → 1/r, γ → 1/γ) transformation. The magnitude of Δ changes if its meaning as the energy separation between the = 1 well bottom and the height of the barrier to the left of it is preserved. Therefore, as seen in equation (14) the magnitude of the rate V (which sets the overall timescale of the process in our approach) changes upon this transformation. Effectively, the original V gets multiplied by a factor r/γ. Similarly, inverting the substrate in figure 2 , equivalent to the (r → r, γ → 1/γ) transformation, also requires changing a value of Δ if its meaning is to be preserved-the original V must be divided by γ. None of these transformations changes the substrate in any way, so the diffusion coefficient after the transformation is the same as it was before it. Such considerations lead to the following symmetry properties of D(θ; r, γ) for n = 1:
A bit of tedious algebra is needed to check that the derived expression for the diffusion coefficient for n = 1 satisfies these relations. It is very simple to verify them for the limiting values of D listed in equation (29) .
To illustrate some of the properties for the n = 1 systems we plot in figure 3 the coverage dependence of L/N (0) (i.e. the diffusion coefficient static factor divided by θ). The particle-hole symmetry is evident: all curves are symmetric with respect to θ = 0.5. For larger differences between the well depths at the = 0 and 1 sites (i.e. r substantially different from 1) a maximum of 1/N (0) develops at θ = 0.5. This is due (13)- (18) for two values of r (either 0.1 (continuous lines) or 0.01 (dashes)) and three values of x: 0.1 (two curves at the bottom), 1 (no interactions, two curves in the middle) and 10 (two curves at the top). The results do not depend on γ and κ and the plots for r = 10 and 100 are the same as for r = 0.1 and 0.01, respectively.
to the fact that around that coverage the particles are preferentially adsorbed every second site; such a structure is quite stable, leading to a minimum in the isothermal compressibility-cf equation (7) (note that, in addition, the compressibility vanishes in the limit of vanishing and full coverage-this is a standard behaviour). For x = 1 (i.e. no well-well interactions) the 'organization' (we prefer this term over 'ordering' in order not to hint at any phase transformation which does not occur in one dimension) is evident only for r = 0.01 (i.e. a larger difference between the depth of two types of potential wells), but sufficiently strong repulsive interactions, x > 1, aid in the organization and the maximum becomes more pronounced. Conversely, attractive well-well interactions, x < 1, are capable of compensating for the well depth difference and remove the evidence for geometrical organization from the plots of the static factor.
The product of coverage times the diffusion coefficient kinetic factor, i.e. the effective particle jump rate or, more precisely, lim k→0 M(k)/LV (ka) 2 , is plotted in figure 4 as a function of coverage for the same values of equilibrium parameters r and x as used in figure 3 . The diffusion coefficient numerator, M(k), depends also on the barrier height difference parameter γ and the well-barrier interaction parameter κ. For the latter, we select κ = 1 (no interactions) and present the plots for γ = 1 (all barriers of equal height) and γ = 10 (the barrier to the right of the = 0 site is lower than the one to the left of it). We note that only without well-well interactions (x = 1, i.e. no interaction at all because κ = 1 too) the curves exhibit the particle-hole symmetry. In fact, as seen from equations (40) and (45) of [27] , M(k) and N (0) are strictly proportional to each other with a constant proportionality factor depending only on r and γ, so the x = 1 curves in figures 3 and 4 represent plots of quantities being essentially an inverse of each other. For x = 1 we no longer have the particle-hole symmetry and the effective jump rate exhibits a structure around θ = 0.5 which is more pronounced for stronger repulsive well-well interactions (x = 10). In such a case the products κx and κ 2 x (which here are just equal to x) are both larger than 1 so, according to equation (15) , the effective jump rates are higher for θ > 0.5 than they are for θ < 0.5. The structure around θ = 0.5 (and the vanishing of M(k) at θ = 0 and 1) have a similar origin to that of the static factor: one expects a similar structure to be present in both four-site (present in the kinetic factor) and two-site (present in the static factor) correlation functions. Not surprisingly, no structure is seen for the well-well attractive interactions (x < 1) and with κx and κ 2 x smaller than 1 the effective jump rate is smaller than it is when these products are equal to 1 or more. It is worthwhile to remind us here of the obvious fact that the four-site correlation functions depend only of the equilibrium parameters r and x while all four parameters occur 'outside' the correlations (see, for example, equation (25) for n = 1 or equation (27) 
for n = 1 for M(k)).
It is worthwhile noting here a striking similarity between the plots of the diffusion coefficient kinetic factor in figure 4 and the plots of ionic conduction for β -and β- alumina for repulsive interactions in figures 10(a) and 18(a) of [42] , respectively. Even if the conductivity is essentially the diffusion coefficient kinetic factor, care should be exercised here. Models considered by Sato and Kikuchi are two-dimensional and admit phase transformation ordering for repulsive interactions. The minimum observed in [42] at θ = 0.5 is related, at least for β -alumina, to the ordered phase present in the case of repulsion on a homogeneous substrate lattice. For β-alumina (non-homogeneous substrate) the minima reported are more pronounced and might be present independently of the genuine ordering in this system: they are augmented by the fact that the Na ions reside preferentially at sites with stronger binding.
In figure 5 we present the plots of the diffusion coefficient for the same parameters as used in the two preceding figures. Here, the coverage dependence compensation between the static and kinetic factors is perfect for the case without interactions, resulting in the coverage-independent diffusion coefficient given in equation (46) of [27] . This is also the limiting value of D(θ) for systems with interactions for θ → 0 while for θ → 1 the limit is given in equation (29) (in figure 5 we have κ = 1). We see that the behaviour of the static and the kinetic factors around θ = 0 and 1 compensate each other perfectly and all that is left of the sharp maxima in figure 3 and the sharp minima in figure 4 is a sharp rise of D(θ) as the coverage increases through θ = 0.5. The increase is more dramatic for stronger well-well repulsion (larger x). One might speculate that the fact that, for θ > 0.5 the diffusion coefficient for the strongly repulsive case is almost constant, is related to the fact that x = κx = κ 2 x which makes all interaction-dependent jump rates from a site of a given type ( or ) equal to each other. We have checked, however, on examples not presented here that such an interpretation is oversimplified: approximate constancy of D(θ) for θ > 0.5 for large x is quite universal, seen also for κ = 1. As expected, the diffusion coefficient generally decreases with increasing coverage when the well-well interaction is attractive (x = κx = κ 2 x < 1). We also present in figure 5 the results of the Monte Carlo simulations, using the method described in [50] and [51] , of collective diffusion for all systems corresponding to r = 0.1. Some of the results are a bit noisy, particularly near the ends of the coverage interval but all trends predicted by the analytical theory are confirmed.
In the cases presented so far the well-barrier interactions are ignored, i.e. κ = 1. As seen from figure 2, K > 0 (i.e. κ < 1) alone slows the particle jumps affected by these interactions because the barrier height to be surmounted during the jump becomes higher. This is seen in equation (15): the rates of the jumps affected by interactions are multiplied by κ. This is the only influence κ has on diffusion because equilibrium properties (i.e. correlations) do not depend on it. An extra complication, however, is due to the fact that, when κ = 1, then, most likely, also x = 1 due to the well-well interactions and, as seen in equation (15) , κ always appears as κx or κ 2 x, i.e. slowing down or speeding up diffusion depends on whether these products are smaller or larger than 1. The parameter x, however, can have a very dramatic effect on correlations.
Some of these issues are illustrated in figure 6 where, apart from three curves for κ = 1 already seen in figure 5 , we also show the ones with κ = 1 selected in such a way that κ 2 x is equal to 0.1 or 10. For the selected parameters r and γ, the limit D(θ = 0) is the same for all curves and the limit D(θ = 1) is then determined by the product κ 2 x-cf equation (29) . All curves shown in figure 6 agree quite satisfactorily with results of the computer simulations, also shown in the graph.
We see first that when x = 10, the slowing down (for κ = 0.1) or speeding up (for κ = 1, i.e. κx = 10) happens quite suddenly around θ = 0.5, as already discussed: a large value of x aids organization of the adsorbate around this coverage. Note also that for x = 10, κ = 0.1 the diffusion coefficient stays almost at its θ = 0 value until θ ≈ 0.5, which is consistent with the fact that κx = 1. In fact, it is slightly larger than D(θ = 0) which is surprising and must be attributed to the coverage dependence of the equilibrium correlations (of both types). The diffusion coefficient decreases sharply only when, for θ > 0.5, migration of isolated holes takes over in diffusion. In contrast, for x = 10, κ = 1 (shown already in figure 5 ) the diffusion coefficient increases gradually already for small θ which is consistent with the fact that with κx = 10 the interactions speed up all the hopping rates.
For both x = 1, κ = √ 10 (i.e. κx = 3.162) and x = 1, κ = √ 0.1 (i.e. κx = 0.3162) the course of the D(θ) plots is as expected: with x = 1 no dramatic organization effects are expected for r as small as 10 so the diffusion coefficient gradually increases or decreases, respectively, with increasing coverage. An interesting case is presented by x = 0.1, κ = 10. Here, no organization is expected, i.e. D(θ) has no structure around θ = 0.5. With κx = 1 and κ 2 x = 10 one would, however, expect that the diffusion coefficient should not drop below its θ = 0 value. The fact that it does can only be attributed to the coverage dependence of the correlation functions.
Results: n = 3, 4
We are ready now to discuss the diffusion process for the system with n = 3 (four adsorption per elementary cell) and n = 4 (five adsorption sites per elementary cell). Recall that for r > 1 the tagged = 0 site has a potential well deeper than the remaining ones while for r < 1 the opposite is true (cf figure 1) . We note in passing that the diffusion for n = 3 without interactions was quite extensively discussed in [27] .
It is also worthwhile to restate here that in the limit θ → 0 the collective diffusion coefficient D(θ) is determined by the hopping rates of isolated particles, i.e. D(θ = 0) is the same as for the system without interactions. Similarly, in the limit θ → 1 the diffusion coefficient is controlled by the hopping rates of the isolated holes (jumps of T -type) which are, according to equation (15) (which, as already noted, are valid also for n = 1), equal to the hopping rates of isolated holes in a system without interactions multiplied by κ 2 x. D(θ = 0) and D(θ = 1) have been listed in equations (52) in [27] so, with interactions, we have
,
generalizing equation (29) for the case of n = 1. Indeed, these expressions can be obtained after quite a bit of tedious algebra from equations (4), (27) and (A.10). These results are exact, and can be obtained independently of our variational approach from the rate equations describing hopping of an isolated particle or hole [7] on a substrate modelled by a potential energy profile shown in figure 1.
Relation to earlier work.
We note here that we are unable to provide a comparison of the theoretical results with our own simulation results for one-dimensional systems with n ≥ 3 with interactions. With all values of coverage present in the system at the same time in the simulation method which we employ [50, 51] and with the diffusion coefficient varying by several orders of magnitude over the entire coverage interval for such systems, vastly diverse timescales of individual particle jump processes are present in the same simulation and the systems do not fully thermalize even after several days' long simulation runs. The results of such simulations are noisy and unreliable. There exist, however, numerical Monte Carlo simulations of diffusion in an interacting lattice gas on a stepped two-dimensional substrate by Mašín et al [46] . The major difference from our model is that the particles in the simulations, apart from being able to move in the direction across steps (like in our approach), are free to move also along step edges with an interaction-dependent hopping rate. The study in [46] is limited to systems with enhanced binding at the step edge (δE > 0, r < 1), no barrier height modification at the step edge (δE B = 0, γ = 1), no well-barrier interaction (K = 0, κ = 1) and to repulsive but sub-critical inter-particle interaction (βJ < 1.76), i.e. to systems in a disordered two-dimensional phase. Despite the difference in the dimensionality of the systems, it is worthwhile to confront the results of our analytical approach with the only available, to the best of our knowledge, results of independent numerical simulation studies.
While comparing the results obtained for a one-dimensional system with those for a system in two dimensions (even for sub-critical interactions for the latter) one must be aware of crucial differences between them. Firstly, a possibility of jumps along step edges in a two-dimensional system allows a particle to 'go around' an obstacle even when a direct path across steps is blocked. This makes the blocking less effective in two dimensions than it is in one dimension. Consequently, the diffusion coefficient in the direction across steps in a two-dimensional system should be higher than the diffusion coefficient in a onedimensional system with similar barriers, interactions, etc. This has been demonstrated by one of the present authors in [28] where diffusion in the direction across steps in a two-dimensional lattice gas, albeit without interactions, adsorbed on a stepped substrate corresponding to n = 1 was investigated using the variational approach. For a vanishing rate of jumps along step edges, V edge ≡ 0, the coverage-independent D(θ) of the onedimensional approach (i.e. the one corresponding to x = κ = 1 of this work) is obtained. As V edge grows the diffusion coefficient increases (except at θ = 0 and 1) and reaches in doi:10.1088/1742-5468/2010/03/P03008 Figure 7 . Coverage dependence of the collective diffusion coefficient for the onedimensional counterpart of the system investigated in Monte Carlo simulations in [46] . The curves are labelled with e βJ with values of βJ being 3.0 times larger than those used in the numerical simulations on account of the coordination number influence on the effective interaction strength. Results of the mean-field analytical approach of [33] for a non-interacting system (J = 0) are also shown (continuous line).
the limit of V edge −→ ∞ the result identical to that derived in the mean-field approach by Merikoski and Ying in [32, 33] . Secondly, one has to be aware of the fact that at non-zero coverages a hopping particle in one dimension interacts with at most one neighbour while in two dimensions it may interact with up to three of them. Consequently, the effect on a hopping particle by its neighbours is stronger in a two-dimensional system than it is in one dimension for nominally the same value of the inter-particle interaction energy J. To make a comparison, the interaction energy used in the simulations should be multiplied by a mean coordination number factor of up to 3 before being used in the one-dimensional approach. Lacking any better estimate we use the factor to be 3.0 exactly.
With these points in mind, we use x = exp(βJ) with βJ = 0.0, 0.6, 1.5, 2.7 and 3.0 rather than, respectively, βJ = 0.0, 0.2, 0.5, 0.9 and 1.0 used in figure 4 (left panel) of [46] . The resulting plots of D(θ) from the variational approach for a system with n = 4 (equivalent to L = 5 in the notation used in [46] ) are shown in figure 7 . The result of a mean-field approach by Merikoski and Ying [32, 33] (without interactions, equation (3.8) in [33] transcribed to the notation used here in equation (63) of [27] ) is also included (continuous line).
Results of the variational approach exhibit all features of the coverage dependence of the diffusion coefficient presented in figure 4 of [46] : inter-particle repulsion aids diffusion in general; the diffusion coefficient initially increases with coverage, reaches a maximum at θ = 1/5 when there are no interactions or when they are weak; another maximum at θ = 3/5 appears for stronger repulsion which eventually becomes the primary maximum. The simulation results in [46] do not allow us to tell whether the diffusion maximum gradually shifts from θ = 1/5 to 3/5 with increasing repulsion or both maxima are unrelated to each other, with the one at θ = 3/5 being entirely due to the interactions. In fact, the latter is the case and a detailed discussion of the origins of both maxima is presented later on in the paragraph containing equations (32) and (33) .
There are numerical differences, however, between our results and simulation results, probably due to a different diffusional behaviour of one-and two-dimensional systems. First of all, the maxima observed in figure 7 are sharper than in figure 4 of [46] (i.e. the onset of an increase of D occurs here at higher coverages before the maximum and starts dropping down earlier after it) and the values at the maxima are here somewhat larger than they are in figure 4 of [46] . The latter is most likely a result of rescaling the interaction potential energy J from two to one dimension by a phenomenological factor of 3.0. A factor somewhat smaller than 3.0 would probably be more appropriate and we have decided to use 3.0 to avoid speculations on a value of something that is purely phenomenological (in fact, a factor of 2.8 seems to result in a better match between our theory and the simulation results).
In-depth analysis of results.
We have already seen for the n = 1 case that 'interesting' effects of the adsorbate organization in diffusion can be expected when r differs significantly from 1, making the tagged = 0 potential well significantly deeper or shallower than all the remaining potential wells, and/or when x is significantly larger than 1 (strong well-well repulsion). Therefore, all numerical results for n = 3, 4 to be presented in figures 8-11 are for r = 10 −4 , 10 −2 , 10 2 and 10 4 and five values of x varying from 10 −2 (strong well-well attraction, the lowest curve in each graph) to 10 2 (strong well-well repulsion, the highest curve in each graph) in steps of a factor of 10, with γ = 1 and κ = 1. Curves corresponding to x = 1, i.e. no interactions, are shown using dashes alternating with dots. We note here that values of r, x and κ used in figures 8-12, differing by a few orders of magnitude from 1, are not unreasonably small or large. These parameters depend exponentially on temperature and energies. It can be easily checked that the values used correspond to the actual energies δE, J, or K comfortably fitting between 0.02 and 0.4 eV for a vast range of temperatures between about 200 and 500 K.
It is worthwhile to examine figures 8-11 simultaneously by comparing the observed features between them. Each figure, containing eight plots arranged into four rows by two columns, is organized in the same way. The left column corresponds to r = 10 −2 while the right one is for r = 10 2 , i.e. the static properties of particles in the former one are identical to those of holes in the latter. The independent variable in all plots is the coverage θ. The plots in the top row show θ dependence of the chemical potential z = exp(βμ) using equation (6) (or (A.9) ). The plots of L/N (0), using equation (A.10), are displayed in the second row. This is the ratio of the diffusion coefficient static factor to the coverage and is, as seen from equations (6) and (7), proportional to a derivative μ(θ) with respect to θ from the first row panels. The particle-hole symmetry of the static factor upon r → 1/r transformation is obvious when the left panel in the second row is compared with the right one in each of the four figures. The graphs of lim k→0 M(k)/LV (ka) 2 , being the product Figure 8 . Coverage dependence of the chemical potential (top row), diffusion coefficient static factor (second row), kinetic factor (third row) and the diffusion coefficient (bottom row) for the system with n = 3, γ = 1 and κ = 1 for r = 10 −2 (left column) and r = 10 2 (right column). The curves displayed in each panel correspond, counting from the lowest curve upwards, to x = 10 −2 , 10 −1 , 1 (no interactions-displayed using dots alternating with dashes), 10 1 and 10 2 .
of the diffusion coefficient kinetic factor times coverage, are plotted in the third row of the figures using equation (25) . Here, kinetics of holes is affected by interactions differently from that of particles so the plots in the left panels are not mirror images of those in the panels on the right-hand side. Finally, coverage dependence of the diffusion coefficient is displayed in the lowest graphs. The data there are products of the corresponding data from graphs in the second and third rows directly above. The dependence on κ is examined in figure 12 , from κ = 10 −2 (the lowest curve in each graph) for which the well-barrier interactions strongly suppress particle migration to κ = 10 2 (the highest curve in each plot) for which they strongly aid it for both n, both values of r and for x = 10 2 (very strong well-well repulsion) for which the results in the preceding figures exhibit the most interesting features. Only the kinetic factor and the diffusion coefficient are plotted here and the dashed lines are used for κ = 1, i.e. for the case without well-barrier interactions. These are the same curves as the dashed ones in the third and fourth rows of figures 9 and 11.
We see that, apart from obvious features, like the diffusion coefficient generally being higher for stronger well-well repulsion (larger x) or weaker barrier-well interaction (larger κ), most of the structure in the coverage dependence of the diffusion coefficient is due to the structure present in the static factor which is partially, but not fully compensated for by the structure in the kinetic factor. In both cases, this is the structure present in the equilibrium correlations, two-and four-site correlations, respectively. Looking at the static factor for n = 3 in either figures 8 or 9 (second row from top) we see that a maximum in the static factor (isothermal compressibility minimum) is seen even in the absence of the interactions for θ = 1/4 for r < 1 or for θ = 3/4 for r > 1. In the former case, the system gets preferentially organized into a pattern in which every = 0 adsorption site is occupied while the remaining three sites are empty because the = 0 site binds a particle stronger than the other ones. The opposite is true for r > 1 so the Figure 11 . The same as in figure 8 but for n = 4 with r = 10 ±4 . Dashed lines (for x = 100) in the two lowest rows are displayed again in figure 12 using the line style.
organization occurs at θ = 3/4. Larger deviations of r from 1 makes the organization more efficient so in figure 9 the peaks at θ = 1/4 or 3/4 are stronger and they are also seen for attractive well-well interactions which, in general, make the organization of the adsorbate less likely. Conversely, repulsive well-well interactions (x > 1) aid the organization so the peaks become sharper. In conclusion, the peaks of the static factor at θ = 1/4 or 3/4 are well understood and their origin is the same as that of the peaks at θ = 1/2 in figure 3 for n = 1.
Increasing repulsive well-well interactions generate an additional peak at θ = 1/2 which never occurs without them no matter by how much r deviates from 1. Here, Figure 12 . Coverage dependence of the diffusion coefficient kinetic factor (rows 1 and 3) and the diffusion coefficient (rows 2 and 4) for the system with the repulsive J and K interactions corresponding to x = 100 and κ = 10 −2 (the lowest curves), κ = 10 −1 (the middle ones) and κ = 1 (topmost, dashed; no well-barrier interaction) for n = 3 (rows 1 and 2) and n = 4 (rows 3 and 4). The parameters r and γ = 1 are the same as in figures 9 and 11 in which the plots of the diffusion coefficient static factor pertinent here to n = 3 and 4, respectively, are found. Dashed curves, corresponding to κ = 1, represent the same data as the dashed (topmost) curves in rows 3 and 4 in figures 9 and 11, for n = 3 and 4, respectively. the minimization of the total energy is achieved by adsorbing the particles every second site. Such an arrangement is commensurable with the substrate and can be realized keeping all sites = 0 occupied (as preferred for r > 1) or unoccupied (as preferred for r < 1).
Interestingly, the four-site correlations present in the kinetic factor do not seem to lead to any structure around θ = 1/4 (for r < 1) nor around θ = 3/4 (for r > 1) in figures 8 and 9. There seem to be some well-well repulsion-induced structure in the static factor at θ = 1/2 but it cannot be interpreted as simply as that in the static factor.
For n = 4, with 5 adsorption sites per elementary cell, the peak in the static factor in figures 10 and 11 (second row) at θ = 1/5 (for r < 1) or at θ = 4/5 (for r > 1) present already without well-well interactions for r significantly different than 1 is, again, an obvious consequence of a preferential organization of the adsorbate in which, respectively, all = 0 sites are occupied or unoccupied. The peaks at θ = 2/5 and 3/5 may seem to be a bit puzzling but they can be rationalized as follows. Concentrate on r < 1 in which the = 0 bind stronger than the remaining four site types. With strong well-well repulsion (x 1) a stable organization at θ = 2/5 may be visualized as the result of one of the two equivalent occupation patterns within an elementary cell for which no two particles interact with any of its neighbours:
The = 0 sites are occupied because they have the lowest energy, while the occupation of the = 1 or 4 sites is avoided. Both arrangements have the same energy and, of course, in a given microstate of the system either one of both arrangements are present. At θ = 3/5 there are three possible occupation patterns with the same energy corresponding to a regular stable organization of the adsorbate. With the = 0 site being occupied in each of them
Here, the number of pairs of interacting particles is minimized-there is one interacting pair in each elementary cell (recall that in the second pattern above the rightmost particle interacts with the particle in the = 0 site-not shown-just to the right of it). In figures 10 or 11 we have x ≤ r (for r > 1 or x ≤ 1/r (for r < 1), meaning that the repulsive well-well interactions do not overwhelm the difference between the well depths of the = 0 and = 0 sites. One may speculate that for very strong well-well repulsion it is energetically favourable to allow some of the = 0 sites to remain unoccupied (even if r > 1) if the number of interacting pairs of particles can be minimized or avoided altogether. Such an organized pattern corresponds to every second site of the lattice to be occupied, i.e. a stable state is possible for θ = 1/2. For n = 4 it also means that only every second = 0 site (i.e. in every second elementary cell) is occupied. Indeed, it was checked that for r = 100 and x = 10 4 the diffusion coefficient static factor develops an extra maximum at θ = 1/2 between the two at θ = 2/5 and 3/5 just discussed and the standard one at θ = 1/5. Diffusion results for these cases of very strong repulsive interactions are not presented in this paper. We see in figures 10 and 11 that the diffusion coefficient kinetic factor (third row) exhibits for n = 4 surprisingly little structure around any of these coverages. Consequently, the structure seen in the plots of the diffusion coefficient itself is solely due to the behaviour of the static factor (the logarithmic scale used in the plots tends to visually suppress it-the peaks would be quite strikingly obvious if the linear scale has been used).
For completeness, we present in figure 12 the coverage dependence of the diffusion coefficient kinetic factor and the diffusion coefficient itself for the systems with r = 10 ±4 , γ = 1 and n = 3 (top two rows) and n = 4 (bottom two rows) for repulsive interactions: x = 100 (corresponding to the strongest well-well repulsion investigated in this work) and κ = 10 −2 , 10 −1 and 1 (no well-barrier interaction). In view of the discussion already presented and equation (31) the results are not surprising: for κ decreasing below κ = 1 stronger repulsion leads eventually to a less efficient diffusion as the coverage increases.
The 'interesting' features in the coverage dependence of the collective diffusion coefficient (and the static and the kinetic factors as well) occur for n = 3, 4 (at different coverages for each case-as discussed earlier) only when either r or 1/r and x are much larger than 1. In such cases, however, the diffusion coefficient varies rapidly, over several orders of magnitude as a function of coverage. The local rate of change of D(θ) can also be very large.
Conclusions
We have applied in this work the Ritz variational approach to collective diffusion in an adsorbate on a non-homogeneous substrate within the framework of the kinetic lattice model [27] to account for interactions between adsorbed particles beyond a simple site blocking interaction. The type of substrate supporting the adsorbate is the same as in [27] : the stepped substrate modelled using the one-dimensional adsorbed particle potential energy profile with the lower step edge adsorption site having different binding and different potential energy barrier separating it from the upper step edge adsorption site than those for the remaining n terrace sites present in an elementary periodicity cell. In addition, the adsorbed particles are allowed to interact with each other, both in equilibrium as well as during the transit of a hopping particle over the potential energy barrier separating the initial and the target adsorption site. The result is a necessity of incorporating particle-particle correlations depending non-trivially on the adsorbate coverage. The approach leads to the expression for the diffusion coefficient automatically factorized into two conventionally used [1, 2, 20, 30] factors: the static factor depending only on the equilibrium properties of the system through the two-site correlation functions, and the kinetic factor depending on the hopping kinetics and on the coverage-dependent four-(nearest) site correlation functions. The manner in which the kinetic factor depends on the hopping rates and on the four-site correlation functions is determined using the variational principle which minimizes the smallest (diffusive) eigenvalue of the k-space rate matrix describing kinetics of the microstates of the system. The resulting expressions for the coverage dependence of the collective diffusion coefficient, although quite involved, are algebraic and allow for an efficient examination across a wide range of the system parameters. A limited selection of examples could be presented here. The systems with n = 1, 3 and 4 have been treated in detail-the first one being important due to its relative simplicity. Going beyond n = 4 is possible in practice but each n has to be treated separately.
There are four system parameters to scan. Two of them, r and x, account for, respectively, the difference in the binding energy of two types of adsorption sites used in the model, and the well-well interaction between the particles adsorbed at two neighbouring sites. The other two parameters, γ and κ, account for, respectively, the difference in the energy barrier heights present in the model and the well-barrier interaction between an adsorbed particle and the one hopping away from the neighbouring site while in transit over the potential energy barrier which it must overcome. Interactions are fully accounted for by x and κ (the systems without interactions, x = κ = 1, have been examined in detail in [27] ) and the examples used in this paper aim at clarifying their role in the diffusion process. We have shown that new features in the coverage dependence of the diffusion coefficient, beyond those present without interactions, should be observed when the well-well interactions are strongly repulsive. These features have been linked to the features present in the static and the kinetic factor where, in fact, they are much stronger than in the net diffusion coefficient itself. This indicates a large degree of compensation between the coverage dependence trends of these two factors. Similar compensation is quite common for systems without interactions, homogeneous and non-homogeneous [27] , as well as in one-dimensional homogeneous systems with long range interactions [26] .
Theoretical results are in good quantitative agreement with the results of the computer Monte Carlo simulations of diffusion for these systems for which such simulations were feasible. This restriction permitted us to make a comparison between theoretical and simulation results only for the n = 1 substrates with moderate (i.e. not significantly differing from 1) values of κ and x (cf [27] for a similar comparison for n as high as 10 for systems without interactions corresponding to x = κ = 1). Theoretical results confirm also all qualitative features of the coverage dependence of the collective diffusion coefficient observed by Masin et al [46] in numerical simulations of diffusion on a stepped vicinal substrate surface, provided inter-particle interaction strength is rescaled on account of the different number of neighbours with which the hopping particle can interact in one and two dimensions.
We have demonstrated that the variational approach to collective diffusion is a very promising, and for one-dimensional systems, practical method of investigating the coverage dependence of the collective diffusion process in interacting adsorbates supported by nonhomogeneous substrates. The method is general and robust enough to allow us to study diffusion in systems with different interaction models, including long range interactions which may oscillate between repulsion and attraction as a function of the inter-particle separation. A real challenge is to apply the approach to diffusion to genuinely two-dimensional systems (i.e. the ones in which the interactions do not allow us to consider atomic jumps in different directions independent of each other). Apart from obvious complications resulting from a very large number of microscopic local arrangements to be considered in such an approach, equilibrium properties are difficult to treat exactly, as required in the generic version of the variational approach. Work in this direction is in progress.
We summarize here the generalized transfer matrix method applied to evaluate the correlations and other equilibrium quantities of interest for general n.
The lattice gas Hamiltonian of the system and the total number of particles in a system in a microstate {n} = {n 0 , n 1 , . . . , n 2(L−1) } (where n j = 0, 1 is the occupation number of a site j) are
where j = 0, 1, . . . , (n + 1)L − 1 labels all sites in the substrate and the periodic boundary conditions are used to identify the site j = (n+1)L with j = 0. J is the potential energy of interaction between two particles in neighbouring adsorption sites. Following the standard procedure within the transfer matrix approach [52, 53] the grand partition function Z of the system can be expressed as a trace of a product of 2L matrices j B j+1 of dimension 2
he rows and columns of the transfer matrices are labelled by two possible values of the occupation numbers n, n = 1, 0, corresponding to the first and second matrix row/column, respectively. We have 11 B 10 , each corresponding to one of L identical elementary cells in the system (we use the 'canonical' designation to distinguish it from another cellto-cell transfer matrix to be introduced later on). The matrix elements of each of the matrices contain here exponents involving δE, J and μ, i.e. they are products of powers of r, x (defined in equation (11)) and z = exp(βμ). They are more conveniently expressed in therms of three parameters a, b, c and an auxiliary one d, defined in equation (13) , than in terms of the original parameters r, x and z:
Note that the canonical cell-to-cell transfer matrix B 01 B The grand partition function is
where the approximate result holds for L 1 on account of the fact that if λ n+ (λ n− ) is a larger (smaller) eigenvalue of the canonical cell-to-cell transfer matrix (B 01 B n−1
The eigenvalues can be conveniently expressed as
The independent variable is the fugacity z entering all the above expressions through a, b, c, and d and finding the coverage θ and the diffusion denominator N (0) involves differentiating Z with respect to z (cf equations (6) and (7)). Using a notation in which 'prime' denotes
for any function f (z), we get from equation (6) (
and from equation (7) 1
To get the final expressions in equations (A.9) and (A.10) we have used equation (A.6) and introduced
While it is possible to derive a somewhat lengthy and valid for any n expression for T n in terms of the matrix elements of a matrix diagonalizing B 11 and the eigenvalues of the latter, for practical applications it is more convenient to derive T n directly from equation (A.7) for every n for which it is needed, without diagonalizing B 11 . Such expressions are much shorter and easier to differentiate. For n = 1 we get equation (17) for Δ 1 , equation (16) for θ and equation (18) for N (0) from equations (A.7), (A.9) and (A.10), respectively. In what follows we list the pertinent results for n = 3 and 4. We use ac = bd whenever it leads to a simpler expression.
For n = 3 the results are 
(B.1)
In fact, it is convenient to write each W for both n = 3 and 4 as a product of a factor
times an expression containing three dimensionless functions:
containing all eight correlations with the site among the correlated sites. The −→ denotes the non-interacting limit in which x = κ = 1 (cf the paragraph containing equation (26)). Note that, even if the same notation is used for the correlations for both ns, they are different functions of fugacity z = exp(βμ) for each n. For n = 4 an extra dimensionless function:
is needed which also contains three correlations with four correlated sites. The subscript = n/2 = 2 in these correlations is superfluous so it is omitted.
Appendix C
We provide here details needed to evaluate the four-site correlations needed for n = 1. In this case it is convenient to use the fractional coverages θ 0 = n =0 and θ x = n =1 . The canonical cell-to-cell transfer matrix (defined below equation (A.4)) is B 01 B 10 but it is convenient to use also B 10 B 01 . The matrices diagonalizing these two matrix products are U 0 and U 1 , respectively:
with Δ 1 given in equation (17) .
With the grand partition function Z given in equation (A.5) we get
where (C) 11 denotes C(n = 1, n = 1)-the (1, 1) element (first row-first column) of a matrix C; ≈ means that only terms of order zero in (λ 1− /λ 1+ ) L are kept. The projection matrix S (with elements S(n, n ) = nδ n,n )
is needed to account for n 0 and n 1 in the thermal averages defining θ 0 and θ x . A bit of tedious algebra is needed to demonstrate that (θ 0 + θ x )/2 is equal to θ given in equation (16) . Four-point correlations are evaluated in a similar fashion. We consider • as an example. The important point here is that the four sites concerned follow each other immediately along the chain. We have
where the projection matrix R = 1 − S is inserted between j−1 B j and j B j+1 when the site j must remain unoccupied (to account for (1 − n j )) while S is inserted when it is occupied (the factor n j ). With equations (A.4) we get
(U 0 RB 01 RB 10 SB 01 SB 10 U −1
where, as before, ≈ means that only terms of order zero in (λ 1− /λ 1+ ) L are kept. We list here the remaining correlations:
(U 0 SB 01 RB 10 SB 01 SB 10 U −1
(U 0 SB 01 RB 10 SB 01 RB 10 U −1
Alternative equivalent expressions in terms of B 1 and θ x (rather than B 0 and θ 0 ) may also be derived.
Appendix D
We derive here all the four-site correlation functions using the transfer matrix method generalized for a multisite system. We will proceed as far as possible for the case of arbitrary n ≥ 3 and only at the end will the final results be given for n = 3 and 4. We have to consider eight correlations with one site of the type being among the correlated sites. The generic ones are and . The remaining six have one or both of the left-and rightmost sites occupied. The correlations (another eight) with the in the first or the second position within · · · can then be obtained from the former eight using the inversion symmetry of the substrate and the detailed balance conditions (for more details see the discussion around equations (D.4)-(D.6) later in the appendix). Here, we concentrate on the two correlations just listed.
To employ the transfer matrix method we use the translational symmetry of the substrate and consider the correlated site to be the (n + 1)th along the substrate counting the leftmost as 0th. We have with the transfer and projection matrices defined in equations (A.4) and (C.4), respectively, and R = 1−S. The denominator is due to 1/Z (cf equations (A.5) and (A.6)).
To get the first result on the right-hand side we start from the left end of the substratethe site with unspecified occupation. Going to the next site, which is , generates the transfer matrix B 01 . Then, n − 3 transfers are needed through sites generating B n− 3 11 to arrive at the first correlated site which, being necessarily unoccupied, generates the projection matrix R which follows the (n − 3)th transfer matrix B 11 . The next transfer to an occupied site gives B 11 S followed by B 11 R (due to a transfer to an unoccupied site) and then by B 10 S (a transfer to the last correlated unoccupied site ). Note that in the second result on the right-hand side the same (L − 1)th power of the noncanonical cell-to-cell transfer matrix is needed as in the second result in equation (D.1)) while the canonical cell-to-cell transfer matrix would have to be raised to the power L − 2 (leaving more matrices to be multiplied together than in the first result on the right-hand side of equation (D.1)). Replacing the first and/or the last R with S gives the remaining correlations: , , and .
The correlations with four correlated sites, generated by depend, unfortunately, on the number m = − 2 of the remaining sites (with unspecified occupations) between the correlated sites and the nearest site to the left. The procedure just described gives for m = 0, 1, 2, . . . , n − 4 (i.e. = 2 + m = 2, 3, . . . , n − 2): with the remaining three correlations obtained by replacing the first and/or the last R with S. Expressions like the one above (more specifically the first alternative containing the canonical cell-to-cell transfer matrix) allow us to verify explicitly the relations between the correlations implied by the detailed balance conditions. We will give just one example. The detailed balance implies This is, in fact, relevant for n = 4 for which we have m = 0 only. i.e. = 2 + m = n − (2 + m) = 2 so only three correlations, 2 , 2 and 2 , need to be evaluated and 2 follows then from equation (D.4). The subscript 2 is the only one possible for n = 4 so we may as well skip it in this case.
For n = 5 we have m = 0 and 1 (i.e. = 2 and 3, respectively) which results in eight correlations of this type (four for each ) out of which only four need to be evaluated (i.e. we get twelve different correlations in total for n = 5). For n = 6, for which m = 0, 1, 2 (i.e. = 2, 3, 4, respectively), one needs to evaluate only four out of eight correlations with = 2 and 4 and three with = 3 so the total number of different correlations is fifteen. We see that the number of correlations needed increases with increasing n and quite soon the book-keeping becomes difficult to manage. In addition to n = 3 we consider the case of n = 4 in this work.
In all correlations listed in equations (D.1)-(D.3) one needs the matrix U which diagonalizes the non-canonical cell-to-cell transfer matrix. Writing the latter as in which a (n) 12 = a (n) 21 , we have
Unfortunately, no practically useful compact expressions can be derived for the matrix elements of B k 11 B 10 B 01 so the correlations in equations (D.1)-(D.3) must be evaluated for each n (and m) separately. In the remainder of this appendix we provide the expressions for all the four-site correlations needed for n = 3 and 4.
For n = 3 the matrix elements of the non-canonical cell-to-cell transfer matrix B λ 3+ (1 + P 1 P 2 ) , = cd(c + dP 2 ) λ 3+ (1 + P 1 P 2 ) ,
(D.12)
The relations between some of the correlations seem to be a lucky coincidence.
For n = 4 the matrix elements of the non-canonical cell-to-cell transfer matrix B 
11 + ca
21 , a Again, relations between some of the correlations, although convenient, do not seem to be of any general significance.
