Abstract. This contribution addresses the generation of textual descriptions in several natural languages for evaluation of human behavior in video sequences. The problem is tackled by converting geometrical information extracted from videos of the scenario into predicates in fuzzy logic formalism, which facilitates the internal representations of the conceptual data and allows the temporal analysis of situations in a deterministic fashion, by means of Situation Graph Trees (SGTs). The results of the analysis are stored in structures proposed by the Discourse Representation Theory (DRT), which facilitate a subsequent generation of natural language text. This set of tools has been proved to be perfectly suitable for the specified purpose.
Introduction
The introduction of Natural Language (NL) interfaces into vision systems is becoming popular, especially for surveillance systems. In these surveillance systems, human behavior is represented by scenarios, i.e. predefined sequences of events. The scenario is evaluated and automatically translated into text by analyzing the contents of the images over time, and deciding on the most suitable predefined event that applies in each case. Such a process is referred to as Human Sequence Evaluation (HSE) in [3] . HSE takes advantage of cognitive capabilities for the semantic understanding of human behaviors observed in image sequences.
This automatic analysis and description of temporal events was already tackled by Marburger et al. [7] , who proposed a NL dialogue in German to retrieve information about traffic scenes. More recent methods for describing human activities from video images have been reported by Kojima et al. [6] , and automatic visual surveillance systems for traffic applications have been studied by Nagel [8] and Buxton and Gong [2] , among others. These approaches present one or more specific issues such as textual generation in a single language, surveillance for vehicular traffic applications only, restrictions for uncertain data, or very rigid environments, for example.
We aim to build a system which addresses the aforementioned drawbacks by following the proposals of HSE, in order to generate NL descriptions of human behavior appearing in controlled scenarios, for several selectable languages. Such General schema of the stages and interfaces related to the current text generation system. The left acronyms represent different sub-systems, the boxes describe the main processes that produce changes in data representations, and the right components specify some of the external tools required by the processes. An asterisk remarks that a resource is language-dependent. a system builds upon three disciplines, namely computer vision, knowledge representation, and computational linguistics. Thus, the overall architecture consists of three subsystems, see Fig. 1 ; a Vision Subsystem (VS), which provides the geometric information extracted from a video sequence by means of detection and tracking processes, a Conceptual Subsystem (CS), which infers the behavior of agents from the conceptual primitives based on the geometric information extracted by the VS, and a Natural Language Subsystem (NS), which in principle comprises the NL text generation, but also becomes a good stage for providing a complete interface of communication with a final user [8] . Due to space limitations, the extraction of visual information is not treated here. Details can be found, for example, in [10] . We proceed on the basis that structural information consisting of geometrical values are available over time.
The obtention of knowledge derived from visual acquisition implies a necessary process of abstraction. In order to understand the quantitative results from vision, it becomes fundamental to reduce the information to a small number of basic statements, capable of detecting and relating facts by means of qualitative derivations from what has been 'seen'. The conversion of observed geometrical values over time into predicates in a fuzzy logic formalism allows to reach an intermediate state, the conceptual representation layer, which facilitates schematic representations of the scenarios [1] and, in addition, enables characterizations of uncertain and time-dependent data extracted from image sequences. Next, a classification can be performed by integrating these resulting facts into preconceived patterns of situations. Such an inference system produces not only an interpretation for the behavior of an agent, but also reasons for its possible reactions and predictions for its future actions [4] .
