Consider the channel coding problem where two users are interacting in order to communicate an i.i.d. source X1 from User 1 to User 2 with distortion D1 and an i.i.d. source X2 from from User 2 to User 1 with distortion D2. X1 and X2 may be dependent. Communication occurs from User 1 to User 2 via a memoryless channel C1 and from User 2 to User 1 over a memoryless channel C2, where C1 and C2 are independent of each other. Communication occurs during each time slot between both users and each user can make a codin and decoding based on all past available knowledge. This interactive communication problem is formulated and it is proved that source-channel separation based architectures are optimal.
and C 2 respectively. The input space and output spaces of C 1 are I 1 and O 1 respectively. The input and output spaces of C 2 are I 2 and O 2 . I 1 , O 1 , I 2 , O 2 are assumed to be finite sets. For x ∈ I 1 , the action of the channel C 1 on x results in an output denoted by C 1 x or C 1 (x). Thus, C 1 x ∈ O 1 . For x n ∈ I n 1 , the action of C 1 on x n is denoted by C 1 (x n ), which is the same as (C 1 (x 1 ), C 1 (x 2 ), . . . , C 1 (x n )). A similar notation is used for action of C 2 . User 1 has an i.i.d. source input X 1 and user 2 has an i.i.d. source input X 2 . X 1 and X 2 may be dependent. When the block length is n, the i.i.d. sources are X n 1 and X n 2 respectively. User 1 needs to communicate the i.i.d. X 1 source to User 2 and User 2 needs to communicate i.i.d. X 2 source to User 1 by communication over channels C 1 and C 2 in an interactive manner which will become clearer in the definitions below.
The definition below has been written in a repetitive manner for the sake of clarity.
For block-length n, a channel-code for 2 way interactive communication consists of{N, < f 1i > N 1 , < f 2i > N 1 , c 1i > N 1 , < c 2i > N 1 , g 1 , g 2 }, where this notation means the following: N is the time horizon. c ij is either 1 or 0; i = 1, 2, j ∈ {1, 2, . . . , N } and at least one of c 1i and c 2i is 1, 1 ≤ i ≤ N . If c 1j = 1, communication occurs from User 1 to User 2 during time slot j, else it does not occur. Similarly, if c 2j = 1, communication occurs from User 2 to User 2 during time slot j, else it does not occur. f 1i and f 2i are the functions which cause 2-way interactive communication; g 1 , g 2 are the source reproduction functions. The knowledge of functional forms of f 1i , f 2i , g 1 , g 2 , the values of N , c 1i , c 2i , 1 ≤ i ≤ N , are assumed to be known apriori at User 1 and User 2, and will not be shown explicitly in what follows. f 1i , 1 ≤ i ≤ N , denotes the function (encoder) which is used for mapping all information available at User 1 until time i into an input for the channel C 1 at time i. Similarly, f 2i , 1 ≤ i ≤ N , denotes the function (encoder) which is used for mapping all information available at User 2 until time i into an input for the channel C 2 at time i. The function (decoder)g 1 produces an estimate of the n-length source X 2 at User 1 and function (decoder) g 2 produces an estimate of the n-length source X 1 at User 2. Mathematically stated definition of f 1i , f 2i , g 1 , g 2 follow.
If c 11 = 1, u 11 = f 11 (x n 1 ), denote v 11 = C 1 (u 11 ); else, u 11 = e and v 11 = e. If c 21 = 1,
The above two lines should be interpreted as follows: During time slot 1, if c 11 = 1, an encoder f 11 maps all available knowledge at User 1 (only the source input, x n 1 so far) into the channel input, denoted by u 11 . The channel C 1 acts on this input and produces an output v 11 which is available at User 2. If c 11 is 0, there is no input to C 1 in time slot 1 and there is no output of Channel C 1 . This is denoted by e, which should be thought of as 'idle'. Another way of thinking about this is that if c 11 = 0, the channel C 1 is being used for other purposes, and not this 2-way interactive communication. Similarly, if c 21 is 1, an encoder f 21 maps all available knowledge at User 2 (only the source input x n 2 so far) into the channel input, denoted by u 21 , which is passed over the channel C 2 and produces an output v 21 which is available at User 1. If c 21 is 0, input to C 2 and output of C 2 is e, where e needs to be interpreted as above.
The above two lines should be interpreted as follows: During time slot 2, if c 12 = 1, an encoder f 12 maps all available knowledge at User 1 so far (x n 1 , u 11 , v 21 ) into the channel input, denoted by u 12 . The channel C 1 acts on this input and produces an output v 12 which is available at User 2. If c 12 is 0, the input and output of C 1 is e where e is to be interpreted as previously. Similarly, if c 22 is 1, an encoder f 22 maps all available knowledge at User 2 so far ( x n 2 , u 21 , v 11 ) into the channel input, denoted by u 21 , which is passed over the channel C 2 and produces an output v 21 which is available at User 1. If c 21 is 0, input to C 2 and output of C 2 is e, where e needs to be interpreted as above.
In general, for i,
The above two lines should be interpreted as follows: During time slot i, if c 1i = 1, an encoder f 1i maps all available knowledge at User 1 so far (x n 1 , u 11 , v 21 , u 12 , v 22 , . . . , u 1,i−1 , v 2,i−1 ) into the channel input, denoted by u 1i . The channel C 1 acts on this input and produces an output v 1i which is available at User 2. If c 1i is 0, the input and output of C 1 is e where e is to be interpreted as previously. Similarly, if c 2i is 1, an encoder f 2i maps all available knowledge at User 2 so far ( x n 2 , u 21 , v 11 , u 22 , v 12 , . . . , u 2,i−1 , v 1,i−1 ) into the channel input, denoted by u 2i , which is passed over the channel C 2 and produces an output v 2i which is available at User 1. If c 2i is 0, input to C 2 and output of C 2 is e, where e needs to be interpreted as above.
At the end of N rounds of 2-way interactive communication, an estimate of x n 1 is made at User 2 based on all available knowledge at User 2 via a function (decoder) g 2 . This estimate is denoted byx n 1 . Similarly, an estimate of x n 2 is made at User 1 based on all available knowledge at User 1 via a function (decoder) g 1 . This estimate is denoted byx If there exists an n, and a code defined as above such that
Note that c 1 and c 2 are defined in such a way that the length of the time horizon N does not matter; what matters is the number of channel uses for the certain block-length n. For the times C 1 or C 2 is not in use in order to cause the two way interactive communication, the channels can be used for other purposes.
III. STAGGERED CODE
The code defined in the previous section is said to be staggered if exactly one of c 1i or c 2i = 1, 1 ≤ i ≤ N ; the first communication happens from User 1 to User 2, that is, c 11 = 1 and c 21 = 0; and the last communication occurs from User 2 to User 1, that is, c 2N = 1 and c 1N = 0.
A good way to think of a staggered code is the following: It consists of numbers n 1 , n 2 , . . . , n q , q even. First , communication occurs from User 1 to user 2 for n 1 slots of time. Then, communication occurs from User 2 to User 1 for n 2 slots of time. Then, communication occurs from User 1 to User 2 for n 3 slots of time. Then, communication occurs from User 2 to User 1 for n 4 slots of time. In the last two rounds, communication occurs from User 1 to User 2 for n q−1 slots of time followed by communication from User 2 to User 1 for n q slots of time. There are functions(encoders) f 1 , f 2 , . . . , f q ; if i is odd, f i is used for encoding all available knowledge at User 1 into the input for channel C 1 and if i is odd, f i is used for encoding all available knowledge at User 2 into the input for channel C 2 . Denote x n 1 by x 1 and x n 2 by x 2 .
The source reproduction functions:
In words, from time slot 1 to time slot n 1 , the information available at User 1 ( x 1 ) is mapped into an input u 1 for channel C 1 via a function (encoder) f 1 . u 1 is communicated over Channel C 1 . The output of the channel is v 1 which is available at User 2. From time slot n 1 + 1 to n 1 + n 2 , the information available so far at User 2 ( x 2 , v 1 ) is mapped into an input u 2 for channel C 2 via a function f 2 . u 2 is communicated over the channel C 2 . The output of the channel is v 2 which is available at User 1. From time slot n 1 + n 2 + 1 to n 1 + n 2 + n 3 , the information available at User 1 so far ( x 1 , u 1 , v 2 ) is mapped into an input u 3 for channel C 1 . The output of the channel is v 3 which is available at User 2. From time slot n 1 + n 2 + n 3 + 1 to n 1 + n 2 + n 3 + n 4 , the information available so far at User 2 ( x 2 , v 1 , u 2 , v 3 ) is mapped into an input u 4 for channel C 2 via a function f 4 . u 4 is communicated over the channel C 2 . The output of the channel is v 4 which is available at User 1. And so on. At the end of q rounds of communication, an estimate of x 1 is made at User 2 via a function (decoder) g 2 based on all available knowledge at User 2. This estimate is denoted byˆ x 1 . Similarly, an estimate of x 2 is made at User 1 via a function (decoder) g 1 based on all available knowledge at User 1. This estimate is denoted byˆ x 2 .
The
IV. SOURCE-CHANNEL SEPARATION First, note that if there exists a block-length n ( In order to circumvent this problem, consider the repetition code corresponding to K. Thus, let the block length be nH, where H is a natural number. Use the code K from time 1 to N to communicate (X 1 , . . . , X n ) and (X 1 , X 2 , . . . , X n ). Again use the code K from time N +1 to time 2N to communicate (X n+1 , . . . , X 2n ) and (X n+1 , . . . , X 2n ). denote this code by K H . The code K H has the same R 1 , R 2 , D 1 , D 2 as the code K, just that the block-length is nH and the time horizon is N H. Now, for the code K H from K H in the way that the code K is formed from K. As H increases, R 1 and R 2 for K H approach those for K H . Thus, given a block-length n code (
The block-length n is immaterial by definition. All that matters is that there exists a staggered code corresponding to another code with the same specifications as the original code. We have shown a construction for a staggered code with specifications as close to the original code as required.
Without loss of generality, then, assume that the code K is staggered, that the first round of communication happens from User 1 to User 2 and that, the second round of communication happens from User 2 to User 1. With the notation developed previously, let the random vectors corresponding to vectors u i , v i be denoted by U i , V i respectively.
Then,
( * 0 ) follows by basic properties of entropy and mutual information, ( * 1 ) above follows by data processing and ( * 2 ) follows because V 1 − X 1 − X 2 and X 1 − (X 2 , V 1 ) − V 2 are Markoff chains.
To prove:
Proof:
( * 4 ) follows by chain rule for mutual information. Hence, proved.
In what follows, basic properties of mutual information, Data processing inequality, chain rule for mutual information and that I(A; B|C) = 0 if A − C − B is a Markoff chain are repeatedly used and will not be pointed to each time.
Thus,
Next,
Hence proved.
By making the transformations:
to (2), it follows that
That is,
By making the transformations (10) in (6), it follows that
In order to carry out induction, for some k ≥ 6, k even (note that for k = 6 and k = 4, these inequalities have already been proved above), assume that
in (11), it follows that
Thus, by use of the induction step, it follows that
For the last inequality above, use chain rule for mutual information to decompose the second term on the left and side and ignore one of those terms, then use the chain rule for mutual information again.
By use of the same set of transformations (21), it follows that
where the last step above follows in the same manner as in (24) It follows by induction, that
Assume that strict equality holds in both equations in (28). Denote V
. Consider Theorem 20.7 in [2] , but use it to code the i.i.d. ( X 1 , X 2 ) sources within expected distortions nD 1 and nD 2 . It follows by Theorem 20.7 that rate pair (ρ 1 , ρ 2 ) is achievable for source-coding the i.i.d. ( X 1 , X 2 ) source-pair within distortion pair (nD 1 , nD 2 ). One needs to note, for this, that the conditional pmf conditions are met and the cardinality bound conditions on the sets in Theorem 20.7 in [2] are not necessary for that theorem to hold. By (28), rate-pair (ρ 1 , ρ 2 ) is also achievable for reliable communication from (User 1 to User 2, User 2 to User 1) by one full use of the given interactive network over the q rounds of communication. It follows, then, that it is sufficient to restrict attention to source-channel separation architectures for two-way interactive communication with fidelity criteria, where by a source-channel separation architecture, we mean an architecture as follows: there exist (z 1 , z 2 , . . . , z r ), r even for which first, reliable communication of z 1 C 1 bits is carried over C 1 from User 1 to User 2. Then, reliable communication of z 2 C 2 bits is carried over C 2 from User 2 to User 1. Then, reliable communication of z 3 C 1 bits is carried over C 1 from User 1 to User 2. Then, reliable communication of z 4 C 2 bits is carried over C 2 from User 2 to User 1. And so on. The optimality is in the sense that the number of channel uses of C 1 and the number of channel uses of C 2 per input source symbol is the same in the source-channel separation scheme as in the original scheme, and the same distortion levels are achieved; this is our measure of quality of a code: as stated in Section II, the length of the time-horizon N does not matter (nor does the order in which C 1 and C 2 are used); what matters is the number of channel uses for each block-length.
V. RECAPITULATION AND RESEARCH DIRECTIONS
Recapitulation: The channel-coding problem of 2-way interactive communication was formulated and it was proved that when the channels are memoryless, discrete, and sources are i.i.d, though possibly dependent, it is sufficient to consider source-channel separation based architectures for communication with fidelity criteria.
Research directions: Consider the case when channels are coupled. Consider generalizations to non-i.i.d. sources and nonmemoryless channels.
