Abstract The transient storage model of the transport of solutes in rivers may be used as a warning mechanism, when the values of its three parameters are known. It requires expensive and time-consuming tracer tests to be performed, as no reliable empirical formulae have been developed so far. In this paper the parameters of the transient storage model were evaluated by means of multi-layer perceptron artificial neural networks (ANN), using easily accessible hydraulic and morphometric data as inputs. The major obstacle was the scarcity of available data. For comparison purposes, the ANNs were trained by three optimization techniques, namely the Levenberg-Marquardt algorithm and two global approaches (much less popular in hydrological sciences): particle swarm optimization and differential evolution. Some minor modifications in these procedures, enabling the neural networks to avoid overfitting, were proposed. The ANNs revealed their superiority over available empirical formulae and the linear regression method applied to the same data sets, and performed similarly to the nonlinear multi-variable robust minimum covariance determinant method. Differential evolution appeared to be the most reliable among the optimization approaches investigated.
INTRODUCTION
It is a common practice to describe the pollution transport in rivers by means of the so-called transient storage model (TSM) , which allows one to account for the existence of stagnant zones of water, that are stationary relative to the faster moving waters near the centre of the channel (e.g. Nordin & Troutman, 1980; Bencala & Walters, 1983; Hart, 1995; Lees et al., 2000; De Smedt et al., 2005; Guymer & Dutton, 2005) . Such a model may be used as a warning tool when catastrophic releases of toxic substances occur in rivers (Mazijk & Veling, 2005) , if one knows the ways to evaluate the model parameters. The most reliable method is the so-called tracer investigation, consisting of the injection of a tracer at a predetermined site and recording the distribution of its concentration as a function of both time and its position within the river reach considered. In many situations such tracer tests appear to be extremely expensive and logistically complicated, especially when large scales are taken into account (e.g. Caplow et al., 2004; Rowiński et al., 2007) . As a consequence, it is not possible to perform tracer tests in all rivers and under the whole range of anticipated hydrological conditions. Therefore, other methods are sought to evaluate the parameters. In the case of a simpler, traditional Fickian model, numerous empirical formulae have been proposed to evaluate the longitudinal dispersion coefficient (e.g. Sukhodolov et al., 1997; Deng et al., 2001; Wallis & Manson, 2004) , but the attempts to relate the TSM parameters to basic hydraulic and morphometric conditions have not been so successful. Among the most popular approaches was that proposed by Pedersen (1977) , but it produces results of disputable validity. Intensive studies have been carried out on the quantitative and qualitative descriptions of the exchange processes between a river and adjacent flow domains, but they are still far from reaching conclusions that allow easy estimation of the TSM parameters (e.g. Uijttewaal et al., 2001) . A natural question arises, whether one may estimate the TSM parameters based on previous experience, i.e. knowing the values of such parameters in other rivers. The only such attempt was presented recently by Cheong et al. (2007) , who applied the nonlinear multi-variable robust minimum covariance determinant method. Earlier, an approach pertaining to artificial neural networks (ANNs) applied to the Fickian model turned out to be successful Rowiński et al., 2005b; Tayfur & Singh, 2005; Piotrowski et al., 2006b ) and, therefore, it has been decided to verify whether this approach would allow improvement in the evaluation of the TSM parameters. The main problem is that available data, necessary to optimize the system, are rather scarce and the data requirements are larger than in the case of the Fickian model, mainly because the TSM parameters have less recognized physical interpretation. The information used as input variables by the ANNs were morphometric and hydraulic data, collected at different river reaches.
Therefore, the first goal of this study is to verify whether evaluation of the transient storage model parameters is possible by means of multi-layer perceptron ANNs (MLP). These networks were the most feasible and successful in evaluating the longitudinal dispersion coefficients in the Fickian model (Piotrowski et al., 2006b) .
Additionally, the study concerns the applicability of rapidly developing and relatively new optimization procedures to train MLP networks, based on limited data originating from real-world measurements. The MLP networks considered were trained with three different optimization methods, namely the well-known Levenberg-Marquardt (LM) and relatively recently developed particle swarm optimization (PSO), and differential evolution (DEv). Some modifications in application of PSO and DEv procedures were proposed, to avoid a common problem of overfitting the neural networks.
TRANSIENT STORAGE MODEL
Transient storage models have been extensively studied since the 1970s. This model is traditionally developed by deriving the one-dimensional mass balance equation with a source term and the equation representing the mass-exchange balance between the dead zones and the main stream. The model assumes that the admixture is completely mixed within the storage zones, and takes the following form (e.g. Nordin & Troutman, 1980; :
where x (m) is the distance from the point of release, t (s) is time, C (g/L) is the area-averaged concentration in the main stream, U (m/s) is the area-averaged mean stream velocity which is assumed to be constant along the given sub-reach, C d (g/L) is the concentration in the dead-zone, K f (m 2 /s) is the constant longitudinal dispersion coefficient in the main stream, and T (s) and ε are additional constant coefficients. The term T represents an exchange parameter related to the residence time in the storage zones, and ε represents the ratio of volume of stagnant areas (storage zones) to volume of mainstream for unit length of a river reach. Both concentrations C and C d are usually normalized by the total mass of the solute discharged into the river. Interpretation of all the terms may be easily found in the rich literature. The solution domain is the plane Oxt limited by inequalities 0 ≤ x ≤ L and t ≥ 0, where L is the length of the modelled channel reach. The model equations should also be complemented by relevant initial and boundary conditions (e.g. . The key question is the evaluation of the dispersion coefficient in the main stream, K f , and storage zone parameters, T and ε. Determination of those parameters usually consists of fitting the computed breakthrough curves to their experimental counterparts. We realize that determining the considered parameters experimentally may be loaded with relatively large errors, but nevertheless we assume the historical data are of good quality. Otherwise, the use of any empirical method relating the TSM parameters to easily observable variables would not make sense.
DATABASE
Application of neural networks obviously needs some input data and it is of crucial importance to discriminate between necessary and superfluous input variables. Although many tracer tests in river reaches have been performed around the world, the parameters of TSM have been identified and published in only a few of them. The database used in this paper was put together by Cheong & Seo (2003) . They collected the measurements from the studies of Fisher (1968) , Godfrey & Frederick (1970) , Nordin & Sabol (1974) , Graf (1995) and Czernuszenko et al. (1998) . The database is composed of 58 measurements, obtained for river reaches which vary significantly in time and space scales, as well as in hydrological regime. The database, as published by Cheong & Seo (2003) , contains information on four hydraulic and morphometric variables, namely river depth averaged over cross-section, H (m), river width, W (m), mean water velocity, U (m/s) and channel slope, S. The complementary fifth variable, used in the present study-the river sinuosity index (Sin)-may be found in the recent study of Cheong et al. (2007) . These databases include the values of three TSM parameters obtained from tracer experiments: K f , ε and T. The parameter values from these databases are referred to herein as the "original" ones and are denoted ORIG.
Preliminary computational tests have revealed that all five hydraulic and morphometric variables should be included as model inputs, although such an approach results in the increase of the number of network parameters to be optimized. To avoid overfitting of the neural network, the most common approach is to divide the cases into different data sets, which are used for training the network and validation of the results. Since validation data sets are commonly used for stopping criteria of the algorithm, it may also be advisable to distinguish the third, testing, set, which could be completely unknown to the model in the process of searching for the proper structure and optimization of parameters. That recommendation could not be fulfilled in this study due to a very limited number of measurements. Therefore, the 58 data sets were divided only into training (34 cases) and validation (24 cases) subsets. Each of three parameters of the TSM was evaluated by means of a separately created MLP network, i.e. in each case there is only one output from the network. It is worth mentioning at this point that such a small data set precludes the application of more advanced neural network types which have to be fed with a much larger number of parameters.
MULTI-LAYER PERCEPTRON NEURAL NETWORKS
The MLP networks are well known universal approximators (Haykin, 1994) . The network consists of nodes grouped into input, hidden and output layers. Nodes in consecutive layers are connected via weights, which are parameters to be optimized. On the MLP network scheme (Fig. 1) x i (i = 1, …, 5) represent input variables, y is an output variable, w il and v l are network weights- the parameters to be optimized-whereas a l represents the signal dispatched by each of m hidden nodes. In this study, one of three TSM parameters constitutes an output variable from each network. Various MLP network structures, with different number of hidden nodes (m), were tested. The number of hidden nodes was finally set to 3, which was a compromise between the need to limit the number of parameters to be optimized, and the necessary representation of the nonlinear relations between input and output variables. Even then, the number of the optimizing parameters was still high and it amounted to 22, quite a lot for the number of data at our disposal. To summarize, the selected MLP network consisted of 5 input nodes, 3 hidden nodes and 1 output.
Following previous studies on evaluation of longitudinal dispersion coefficient in classical Fickian approach Rowiński et al., 2005b) , the logarithms of input and output variables were used in the modelling process. The sigmoidal activation function in the form of (see Fig. 1 ):
has been used in most cases, except for the network forecasting the parameter K f trained by the LM algorithm (see details in next section). In that single case, the hyperbolic function: 
where N is the size of data set, d i is the value of the original parameter, and w,v are vectors formed by network weights. To ascertain the model quality, we applied a range of other criteria for the computed (non-logarithmic) values of a parameter: -mean of the absolute error (δ) :
-and accuracy (ACC), being the percentage of cases for which the discrepancy ratio (DR i ) (White et al. 1973; :
is within the range [-0.3, 0.3] .
OPTIMIZATION TECHNIQUES APPLIED
In last 30 years, there has been rapid growth in the development of various optimization techniques. The most popular methods for training of MLP networks are gradient-based algorithms. They include, among others, back-propagation and the-generally faster-LevenbergMarquardt algorithm. There are also numerous global techniques that have gained little popularity in the hydrological sciences, but that turned out to be successful in the solution of other real-world problems. They are also very promising when verified against multi-modal test functions. In the present study, the particle swarm optimization (Clerc, 2006) approach and the differential evolution method (Price et al., 2005) are used. Particle swarm optimization, as a tool for neural network optimization, has been successfully applied in medicine (Wei & Pan, 2006) , manufacturing technology (Natarajan et al., 2007) , and chemistry (Lin et al., 2007) . The advantages of applying the differential evolution method for training neural networks are not so clear. Neural networks trained by the differential evolution method applied to pattern recognition (Du et al., 2007) performed well, but its combination with a local gradient-based algorithm allowed further improvement of the results. That method, applied for the determination of the structure of a radial-based function neural network, revealed its superiority over other methods, but at the cost of significantly longer training time (Yu & He, 2006) . Ilonen et al. (2003) even argued that the differential evolution method is unsuitable for neural network training. For the convenience of the reader, brief characteristics of all the methods applied herein are given below.
Levenberg-Marquardt algorithm (LM)
This algorithm does not need a detailed description since it has been broadly used in hydrological sciences for MLP network training (Brath et al., 2002; Gaume & Gosset, 2003; Anctil et al., 2004; Rowiński et al., 2005b; Piotrowski et al., 2006a) . As it is a local search method, it is necessary to combine it with a multi-start approach; a more detailed description of the method may be found in Press et al. (1990) .
Particle swarm optimization (PSO)
The concept of this algorithm, invented by Kennedy & Eberhart (1995) , was based on swarm behaviour, which may be observed among others in large groups of birds, fish and flies. The main idea is to model the way the individuals make decisions about their further movement, based on (a) their own habit and laziness, (b) their own experience, and (c) the information obtainedusually visually-from other individuals in the flock (in most cases from the nearest ones). The rate of "confidence" in their own observations, in behaviour of the neighbours, and the rate of "laziness" (temptation not to change their own direction), are crucial for the path of movement of the individual belonging to the swarm. Numerous versions of the PSO algorithm exist (Clerc, 2006) ; however, just the basic concept has been applied in this study. The method of repulsive particle swarm (RPS) in the version proposed by Mishra (2006a) was also tested, but it did not improve either the quality of modelling results or the speed of solution. To use the PSO algorithm, the number of individuals in the flock/swarm, the manner of relationships between them (algorithm topology) and the parameters representing the "confidence" have to be identified. Preliminary tests led us to the number of individuals as large as 100. This is a rather big group, but it works better than the smaller one. In the classical PSO approach, each individual moves in the M-dimensional search space (M is the number of parameters to be optimized, in our case 22) according to the following formula, computed separately for each dimension:
where t is time (iteration number), v represents the individual velocity, x is its current position in space at time t, best inf is the best position (with the smallest value of objective function) visited in the past by all informants of the considered individual (individuals that inform about more or less good sites), best x is the best location visited by the individual in previous iterations, a 1 , a 2 and a 3 are constants-the same for each individual-being the parameters of the algorithm describing "confidence" of the individuals; rand 1 , rand 2 are random numbers generated each time from the uniform [0, 1] distribution. In our tests, we assumed the values of a 1 = a 2 = 1.47 and a 3 = 0.7, taken from Clerc (2006) . There are different possibilities for choosing the informants of each individual from the flock. One may assume that all individuals inform one another, choose some informants randomly from the flock or, as in our case, fix the "ring" of informants. It was assumed that each individual was informed by three others, but always the same individuals. This way information about finding the good point in the search space is slowly distributed among the flock, allowing better exploration by the algorithm.
Similarly to LM, the stopping criterion is based on the value of objective function computed for the validation set (not the training one). This way overfitting of the network should be avoided. All individuals search better points in the search space constructed for training data only. But if one finds the better location than the best known by anyone in the whole flock, the new location is checked with use of the fitness value for validation data. In cases when that new point is better when comparing its fitness value for validation data with the fitness value for training data multiplied by a constant C, it is assumed as the new best point. The algorithm stops when it does not improve the fitness value in the best point known by the flock for a fixed number of iterations. Numerous tests with different constants C were performed in the study and it turned out, that for our small data set, the following values of C were obtained: for network evaluating ε parameter, C = 1, whereas for both K f and T parameters, C = 2. Theoretically, for homogenous data, one may expect C to be 1, but due to limited number and uncertainty of measurements, this was not always the practical case.
Differential evolution method (DEv)
The differential evolution method, proposed by Storn & Price (1995) , is considered as one of a few most promising global optimization algorithms. In the first proposal, to find the optimal solution, the population of K vector points is searching for the optimum in the M-dimensional space. We experimentally set K to 300.
At each iteration, for each of I = 1, …, K points (p i ), three other distinct points (p a , p b , and p c ) are randomly chosen. The new point (p new ) is generated, according to the weighted (w) perturbation of the location of point p c :
The value of w is the parameter of the algorithm, suggested by Storn & Price (1995) to be 0.8. In our case, the value of 0.5 turns out to be more successful, diminishing spreading of the points. Then, in the basic approach, for each of j = 1, …, M elements separately, the crossover of vectors p i and p new is performed, yielding the final offspring p off . The probability of retaining the location for element j from original p i point is suggested to be 0.1, giving the probability of crossover (CR) equal to 0.9. The objective function value of p off is compared with the objective function value of p i point. Only the better one is moved to the next iteration.
In the present work, the recent developments of cross-over schemes (S1 and S2) published by Mishra (2006a,b) have been applied. Such an approach modifies the crossover relations. One of S1 or S2 crossover scheme is randomly chosen with a probability of 0.5 at each iteration, for each p i separately.
In S1 it is assumed that, creating offspring p off , one randomly chosen p new parameter is changed into p i and exchange of further parameters in consecutive order with probability of CR is possible only when the preceding parameter has been exchanged. The details may be found in (Mishra, 2006b ).
In S2, instead of equation (8), another formula was proposed (Mishra, 2006b) , to be applied for each parameter separately:
where N[0,1] is a random number generated from a standardized normal distribution. To avoid overfitting of the network, the similar modification of the algorithm as in case of PSO was performed, with one important change -the evaluation of the objective function for both training and validation sets of each offspring is performed just after the crossover.
RESULTS
The MLP networks optimized by means of methods described above have been used to evaluate the parameters of TSM. In principle it is an attempt to answer the question whether it makes sense to judge on the values of those parameters without performing tracer tests. The obtained values of ε were compared with the results computed from empirical formulae, presented by Seo & Yu (2000) , ε = 0.737exp(-0.956⋅f -0.5 ) (method further denoted as SY), as well as with the linear regression method (LIN) (Tables 1-3) . The values of parameters obtained from tracer experiments, taken from the literature, are denoted as ORIG. It is worth mentioning that the assumed original values are also loaded with significant errors and they could be obtained based on a variety of techniques, starting from visual curve fitting towards the method of moments and numerous optimization approaches. In the second column of Tables 1-3 (Set), the training and validation sets are denoted as (t) and (v), respectively. Table 4 presents the values of δ and ACC criteria, as well as objective function J, for both the whole data set and the validation set only. The values obtained for the whole data set are marked as t+v.
There is a lack of reliable empirical, physically-based formulae in the literature that enable the estimation of two other TSM parameters. The well-known approach proposed by Pedersen (1977) , which also constitutes the basis for the SY method, relates, for example, time constant T with the total friction factor f and the time stream power, which in turn depends on the bed shear velocity. Bed shear velocity may be evaluated with some confidence based on the overall stream characteristics (friction slope, water depth), but such evaluation introduces significant errors (Rowiński et al., 2005a) . The total friction factor is extremely difficult for evaluation with the available data, the achieved error is unacceptable and it makes the method inapplicable in most cases. In certain situations it might lead to similar results to those obtained by means of other techniques (see Czernuszenko et al., 1998) , but it requires a very good knowledge of the stream characteristics. Therefore, even the results based on the SY method, also dependent on friction factor f, are only to illustrate the possible differences introduced by different methods.
It is clear from Tables 3 and 4 that MLP networks, irrespective of training method, highly outperform the SY approach. According to both δ and ACC, even the linear regression method, with regression parameters estimated based on training the data set only, turns out to be a better approach than the empirical equation (even when comparing results from the validation set). The difference between the results obtained from linear regression and neural networks is smaller, but still significant.
The values of the TSM parameters obtained using MLP networks are additionally plotted against the original values in Fig. 2 . The observed big scatter can eventually be reduced if much more data of good quality are available. As expected, the evaluation of the residence time T seems to be the worst of three, whereas K f appeared to be the easiest to model. The interpretation and evaluation of T is also most problematic when the tracer tests are analysed.
Appraisal of which optimization procedure used in MLP networks performed best is a rather difficult task. In general non-gradient optimization methods produce better results when criterion δ is taken into account, but it is rather disputable when the ACC criterion is used. The longitudinal dispersion coefficient in the main stream (K f ) is, according to the percentage of mean error δ, for training and validation data taken together, best evaluated by DEv. But the same criterion for the validation set only points to PSO as a better optimization technique. In the case of the ACC criterion, PSO is still slightly superior for the validation set, whereas, for the whole data set, each of the three methods performs similarly. For evaluation of the time of residence in the storage zone (T), the δ criterion gives the advantage of DEv optimization over other methods, but it is not the case when ACC is compared. When confronting the results for the relative area of storage zones (ε), PSO and LM seem to provide the same results according to δ, being outperformed by about 15% by the DEv method for each data set. But again, ACC does not confirm such a conclusion.
To clarify, one should note that ACC is less sensitive to the magnitude of error performed for each river reach. It may be the reason that the improvement obtained by means of DEv, noted by means of δ, is not supported by the ACC criterion.
It is important to remember that, in all cases, the optimization algorithms sought the lowest values of objective function (equation (4)) for logarithms of TSM parameters. Comparing these objective function values, according to Table 4 , in all but one case the DEv method found the best results. It confirms the superiority of DEv over other optimization methods. All MLP networks significantly outperform linear regression and the SY empirical equation. Also, according to the δ criterion, but not ACC, DEv appeared to be the best one for the whole data set, and it was poorer than PSO for validation data only once. The superiority of DEv, applied to relatively small data sets, is a somewhat contradictory result compared to that obtained by Ilonen et al. (2003) .
It is interesting to compare the above results with those obtained by Cheong et al. (2007) based on the nonlinear multi-variable robust minimum covariance determinant method. The only available quantitative criterion allowing for any comparison of the results is the accuracy (denoted here ACC2), but related to the discrepancy ratio defined by the Napierian logarithm as follows: 
Such a criterion allows the smaller number of cases to fall in the given range (-0.3, 0.3). Cheong et al. obtained ACC2 for verification data equal to 50% for K f , 41.7% for T and 62.5% for ε, whereas, in our case, those values are (for LM, PSO and DEv, respectively) 38%, 46% and 33% for K f , 46%, 29% and 42% for T and 50%, 63% and 67% for ε. Based on the above criterion, MLP neural networks predict the values of T, and ε better, but the values of K f slightly worse. Both ACC and ACC2 criteria are somehow arbitrary and the resulting comparison may depend heavily on the range selected. 
CONCLUSIONS
The parameters of the transient storage model of solute transport in rivers were evaluated by means of multi-layer perceptron artificial neural networks. The results obtained are significantly better than those computed from available empirical formulae and linear regression, but they are still of moderate quality, especially when the residence time in storage zones is considered. The performance of the presented methods was qualitatively similar to that of the nonlinear multivariable robust minimum covariance determinant method. In spite of their deficiencies, the presented methods may turn out to be useful when alarm models are needed in river reaches for which the results of tracer tests are not available, as no better technique for determining transient storage model parameters in such cases is known. The main obstacle in obtaining better results is the very limited number of available data and the fact that the transient storage model parameters were calculated by means of different methods. In addition, the applicability of three different optimization techniques for training the neural networks on a small data set, namely the Levenberg-Marquardt algorithm, particle swarm optimization and differential evolution methods, was compared. The computations showed that the differential evolution method performed better than both the Levenberg-Marquardt algorithm and the particle swarm optimization. However, such a comparison is very sensitive to the criteria used to assess the results. Training by non gradient-based methods is considerably more timeconsuming, but that factor does not count so much when small data sets are considered, as in the studied case.
