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Abstract
Entropy-based (MN) moment closures for kinetic equations are defined by a constrained
optimization problem that must be solved at every point in a space-time mesh, making it
important to solve these optimization problems accurately and efficiently. We present a com-
plete and practical numerical algorithm for solving the dual problem in one-dimensional, slab
geometries. The closure is only well-defined on the set of moments that are realizable from
a positive underlying distribution, and as the boundary of the realizable set is approached,
the dual problem becomes increasingly difficult to solve due to ill-conditioning of the Hessian
matrix. To improve the condition number of the Hessian, we advocate the use of a change
of polynomial basis, defined using a Cholesky factorization of the Hessian, that permits so-
lution of problems nearer to the boundary of the realizable set. We also advocate a fixed
quadrature scheme, rather than adaptive quadrature, since the latter introduces unnecessary
expense and changes the computationally realizable set as the quadrature changes. For very
ill-conditioned problems, we use regularization to make the optimization algorithm robust.
We design a manufactured solution and demonstrate that the adaptive-basis optimization
algorithm reduces the need for regularization. This is important since we also show that
regularization slows, and even stalls, convergence of the numerical simulation when refining
the space-time mesh. We also simulate two well-known benchmark problems. There we
find that our adaptive-basis, fixed-quadrature algorithm uses less regularization than alter-
natives, although differences in the resulting numerical simulations are more sensitive to the
regularization strategy than to the choice of basis.
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1. Introduction
Moment methods are commonly used to derive reduced models of kinetic transport.
Rather than fully resolve the kinetic distribution in phase space, moment models instead
track the evolution of a finite number of weighted velocity averages, or moments of the dis-
tribution. Exact equations for these moments inevitably require missing information about
the unknown kinetic distribution that must be approximated via a closure. Entropy-based
closures approximate the full kinetic distribution by an ansatz that solves a constrained,
convex optimization problem. In the context of radiative transport [1, 2], these models are
commonly referred to as MN (after G.N. Minerbo), where N is the order of the highest-order
moments of the model; see [3] for additional references. These moment models preserve many
fundamental properties of the kinetic description, including positivity, entropy dissipation,
and hyperbolicity [4].
The primary drawback of the entropy-based approach is computational cost: at least
one optimization problem must be solved at every point on a space-time grid and, except
for some M1 cases, the optimization must be done numerically. For some moments, the
associated optimization problem can be particularly expensive to solve. These moments lie
near the boundary of the realizable set, defined as the set of vectors that are moments of a
positive distribution. For realizable moments near the boundary, the optimization algorithm
may require a large number of iterations to converge (or may not converge at all) and the
solution will be sensitive to small changes in the moments. (Indeed, in some contexts, there
even are realizable moments for which the optimization problem has no solution [5, 6, 7, 8].)
It is most common to solve each optimization problem via the associated convex dual. For
a smooth entropy function, a standard Newton method was proposed in [9]. In this context,
the difficulty in solving optimization problems for moments near the realizable boundary is
characterized by an ill-conditioned Hessian for the dual objective function. This matrix is a
weighted integral in momentum space of a distribution of rank-one matrices. It becomes rank
deficient (or nearly so) because the weight function is an approximation of the underlying
kinetic density, and for moments near the realizable boundary, its mass will be concentrated
around a small number of directions in momentum space. This is a common occurrence
in radiation applications. The sensitivity is further exacerbated by the necessity of using
an inexact quadrature and finite-precision arithmetic to approximate the integrals. The
contributions to the quadrature may effectively be zero for most of the quadrature points,
causing the computed Hessian to be singular.
The singularity in the dual Hessian has been addressed in different ways, in particular in
the context of some variations of Newton’s method. In [10], the author takes advantage of the
structure of the Hessian, whose entries are themselves moments of a known distribution that
changes at each iteration. Using orthogonal polynomials with respect to this distribution
(which are found using a standard three-point recursion relation [11, Ch. 22]), the author is
able to invert the ill-conditioned Hessian in a stable way. (See [12] for an efficient algorithm
to evaluate the recursion coefficients.) More recently, orthogonal polynomials were used in
the multi-dimensional implementation found in [13, 14]. There the author applies a BFGS
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quasi-Newton method (see, e.g., [15, Ch. 6]) and, when the approximate Hessian becomes
ill-conditioned, a Gram-Schmidt procedure is applied to change into a polynomial basis for
which the Hessian is the identity.4 In [16], a penalized version of the primal problem was in-
troduced in order to handle nonrealizable moments. This modification amounts to Tikhonov
regularization of the dual problem, which also reduces ill-conditioning of the Hessian for
realizable moments that are near the realizable boundary. In [17], two modifications to the
Newton method for the solution of the dual problem were introduced. The first, which is
only practical for a relatively small number of moments, is to generate an initial guess for
the Newton solver by interpolating values from look-up tables. The second, which is only
practical in one-dimension, is a root finding algorithm to guide the placement of nodes in
the adaptive quadrature used to evaluate the objective function and its derivatives. Finally,
in [3], where a damped Newton method is used, ill-conditioning of the Hessian near the real-
izable boundary is avoided in two ways. First, adaptive quadrature is used to better capture
the support of the Hessian weight function and thereby increase the number of significant
rank-one contributions. Second, a regularization method is introduced to move the moments
away from the realizable boundary. These two remedies are automatically invoked as needed,
since manual intervention is impractical.
Several specialized techniques for solving the dual problem have also been suggested. In
[18, 19], the authors show that, in the case of the Maxwell-Boltzmann entropy, the solution
of the dual problem is the unique solution of a certain finite set of linear equations. Unfor-
tunately, setting up this linear system requires the knowledge of additional moments that
are not available to the closure. In [20], the authors solve the dual problem by means of a
coordinate descent method, also known as Bregman’s balancing method [21, 22], where each
sub-problem is solved using a multiple algebraic reconstruction technique [23, 21]. Coordi-
nate descent, however, is known to converge rather slowly (see, e.g., [15, p.230]).
In this paper, along the lines of [3], we employ a damped Newton method and investigate
ways to better handle hard optimization problems near the realizable boundary. We note
that adaptive quadrature complicates realizability, so we do not use it. Further, we show
that regularization affects accuracy and therefore should be avoided whenever possible. For
this, we adopt the change-of-basis procedure introduced in [13, 14], albeit with a different
implementation. We focus on the Maxwell-Boltzmann entropy in the one-dimensional setting
on a bounded domain, although our methodology is applicable to general smooth entropies
and moments defined over bounded domains of arbitrary dimension.
As in [13, 14], we observe that the change of basis makes the optimization more stable
and effectively removes the need for an adaptive quadrature. Regularization is still required
for robustness but is invoked far less frequently, resulting in noticeable improvements in
accuracy in manufactured solution simulations we performed. We perform a series of nu-
merical tests to quantify the overall performance of the algorithm, to assess the interplay
between the change of basis and the regularization, and to determine efficient stopping crite-
ria for the optimization. Our tests include a new manufactured solution and two well-known
4In contrast to our problem, ill-conditioning in [13, 14] occurs because the moments are integrals over an
unbounded domain, so the Hessian is dominated by moments corresponding to the highest order polynomials
[5].
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benchmarks for transport in slab geometries.
The organization of the paper is as follows. In Section 2, we recall the one-dimensional
kinetic equation, the derivation of entropy-based moment models, and the issue of realiz-
ability that is central to the challenges of implementation. In Sections 3 and 4, we present
our ideas for solving the moment closure problem numerically, including the adaptive change
of basis, the use of fixed quadrature, and the strategy for regularization. In Section 5, we
give results of numerical experimentation, which analyze the efficiency of different strategies
combining the change of basis and the regularization procedure. We also examine the effects
of several parameters on algorithm efficiency. Experiments include single optimization prob-
lems which explore the realizable boundary, accuracy tests using manufactured solutions,
and two common benchmarks tests. Finally, we draw conclusions in Section 6.
2. The Closure Problem
In this section, we provide a brief introduction to the closure problem, following the
detailed presentation in [3, 24]. We consider the migration of particles with unit speed
that are absorbed by or scattered isotropically off of a background material medium with
slab geometry. The particle system is characterized by a non-negative kinetic density F =
F (x, µ, t) that is governed by a kinetic transport equation
∂tF + µ∂xF + σtF =
σs
2
〈F 〉 , (1)
supplemented by appropriate boundary and initial conditions. The independent variables
in (1) are the scalar coordinate x ∈ (xL, xR) along the direction perpendicular to the slab,
the cosine µ ∈ [−1, 1] of the angle between the x-axis and the direction of particle travel,
and time t. Interactions with the material are characterized by non-negative variables σs(x),
σa(x), and σt(x) := σs(x) + σa(x) which are the scattering, absorption, and total cross-
sections, respectively. For the purposes of this paper, these cross-sections are assumed to
be isotropic, i.e., independent of µ. The angle brackets on the right-hand side of (1) denote
integration over µ, i.e., for any integrable function g = g(µ),
〈g〉 :=
∫ 1
−1
g(µ) dµ . (2)
Moment models for (1) are systems of partial differential equations of the form
∂tu + ∂xf(u) + σtu = σsQu . (3)
Solutions u = [u0, u1 . . . , uN ]
T : R× (0,∞)→ RN+1 of (3) provide an approximation to the
moments of F with respect to linearly independent functions of µ, i.e., u(x, t) ' 〈mF (x, ·, t)〉,
where m(µ) = [m0(µ),m1(µ), . . . ,mN(µ)]
T. While other choices are possible, we follow stan-
dard practice [25] and set m` to be the `
th Legendre polynomial, normalized such that
〈m`m`′〉 = 2δ`,`′/2(` + 1). With this choice, the (N + 1) × (N + 1) matrix Q is given by
Q`,`′ = δ`,`′δ`,0, so that Qu = [u0, 0, . . . , 0]
T.
The flux f is determined by a closure. For entropy-based models,
f(u) :=
〈
µmGαˆ(u)
〉
(4)
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whenever u is “realizable” (defined below), where Gαˆ(u) is an ansatz for the underlying
kinetic distribution and solves the constrained, strictly convex optimization problem
minimize
g∈L1+(dµ)
〈η(g)〉 subject to 〈mg〉 = u . (5)
Here the kinetic entropy density η : R → R is strictly convex and L1+(dµ) is the set of all
non-negative, integrable functions with respect to the Lebesgue measure dµ.
The ansatz Gαˆ(u) belongs to a family of functions that are parameterized by α ∈ RN+1
and take the form Gα(µ) = η
′
∗(α
Tm(µ)), where η∗ : R → R is the Legendre dual of η
and prime denotes differentiation. The Lagrange multipliers αˆ(u) solve the unconstrained,
strictly convex, dual problem
αˆ(u) = argmin
α∈RN+1
{〈
η∗(αTm)
〉−αTu} . (6)
(See [4] for more details.) For the purposes of this paper, we focus on the Maxwell-Boltzmann
entropy η(z) = z log(z)− z. Thus η∗(y) = η′∗(y) = ey and
Gα = exp(α
Tm). (7)
Problem (6) does have a (unique) solution whenever u is realizable, in the following sense.
Definition 1. A vector v ∈ RN+1 is said to be realizable (with respect to m) if there exists
a function g ∈ L1+(dµ) such that 〈mg〉 = v. The set of all realizable vectors is denoted by
Rm.
The set Rm is an open, pointed, convex cone, and in the one-dimensional setting is
characterized by the positive-definiteness of Hankel matrices [26]. For the model problem
considered here, αˆ(u) is a diffeomorphism from Rm onto RN+1. (See [5, 27, 9].) Moments
on the boundary of realizability ∂Rm are uniquely realized by atomic measures—i.e., on the
boundary of realizability, the kinetic distribution is a sum of delta functions [28].
A numerical method for solving (3) must preserve Rm. To this end, a finite-volume
kinetic scheme was introduced in [3], which takes the semi-discrete form
∂tuj +
〈
µmGj+1/2
〉− 〈µmGj−1/2〉
∆x
+ σtuj = σsQuj , (8)
where uj, for j ∈ {1, . . . , Nx}, approximates the cell average u(x, t) over an interval Ij =
(xj−1/2, xj+1/2) ⊂ (xL, xR) and Gj±1/2 is an approximation of the entropy ansatz at the cell
edge xj±1/2 based on a linear reconstruction of Gj = Gαˆ(uj) and a standard minmod-type
limiter. Time integration is performed using the second-order strong-stability-preserving
Runge-Kutta (SSP-RK2) method [29], also known as Heun’s method or the improved Euler
method. This is a two-stage method and thus requires the dual problem (6) to be solved twice
for every unknown in space and time. SSP integrators are used because, under appropriate
conditions, they preserve convex sets. We let unj denote the numerical solution at time step
n in cell j for n ∈ {0, . . . , Nt}. The boundary conditions are implemented by prescribing
realizable moments in ghost cells indexed by j ∈ {−1, 0, Nx + 1, Nx + 2} at each stage of the
Runge Kutta method.
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3. Basics of the Optimization
We focus in this section on components for efficiently solving the dual problem (6). Be-
cause the objective is smooth, unconstrained, and strictly convex, we use Newton’s method,
stabilized by an Armijo backtracking line search [30]. Our optimization algorithm computes
an approximation α¯ to the true solution αˆ. The dual objective function f : RN+1 → R is
f(α) := 〈Gα〉 −αTu . (9)
Its gradient g : RN+1 → RN+1 and HessianH : RN+1 → R(N+1)×(N+1) are given by (recall (7))
g(α) := 〈mGα〉 − u and H(α) :=
〈
mmTGα
〉
, (10)
and the Newton direction d(α) solves the linear system H(α)d(α) = −g(α).
Our optimization algorithm has four important components: an adaptive change of basis
to improve the conditioning of the Hessian, appropriate stopping criteria, a fixed quadrature
set for approximating integrals, and a regularization method used for very ill-conditioned
problems. We now consider each of these components.
3.1. Adaptive change of basis
Following [13], we apply a change of basis to improve the condition number of the Hessian.
Specifically, when expressed in the new basis, the Hessian at the current iterate becomes the
identity matrix. In [13], a BFGS algorithm is used, and the change of basis is invoked only
when the condition number of the approximate Hessian is greater than a certain threshold.
Here we use a damped Newton method, and we invoke such change of basis at every iteration.
At iteration k, let Sk be an invertible matrix which determines a new polynomial basis
pk = Skm and let Tk = S
−1
k . If αk is the dual variable at iteration k with respect to basis
m, then let βk,in = T
T
k−1αk be the dual variable at iteration k with respect to basis pk−1 and
βk,out = T
T
k αk be the dual variable at iteration k after changing to the new basis pk.
Define a new objective fk : RN+1 → R by
fk(β) := f(S
T
k β) = 〈exp(βTSkm)〉 − βTSku, (11)
so that f(α) = fk(T
T
k α) for all α. Then fk is strictly convex with gradient and (positive-
definite) Hessian
gk(β) = Skg(S
T
k β) and Hk(β) = SkH(S
T
k β)S
T
k . (12)
The Newton step dk for fk at β solves Hk(β)dk(β) = −gk(β).
Clearly Hk(βk,out) = I if and only if Tk factors H(αk), i.e., H(αk) ≡ H(STk βk,out) =
TkT
T
k , in which case the Newton direction with respect to pk coincides with the steepest
descent direction:
dk(βk,out) = −gk(βk,out) = uk −
〈
pk exp(β
T
k,outpk)
〉
, (13)
where uk = Sku =
〈
pkGαˆ(u)
〉
is the moment vector expressed in the pk basis. Furthermore,
pk is orthonormal with respect to the weight Gαk = exp(α
T
km) = exp(β
T
k,outpk), since
〈pkpTk exp(αTkm)〉 = Sk〈mmT exp(αTkm)〉STk = SkH(αk)STk = Hk(βk,out) = I. (14)
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If H(αk) is ill-conditioned, then a direct computation and application of Tk may be
inaccurate. It is more stable to change bases iteratively. To this end, let Lk be any matrix
such that
Hk−1(βk,in) = LkL
T
k . (15)
Using this formula, it is a simple exercise to show that Tk = Tk−1Lk factors H(αk), that
βk,out = L
T
kβk,in, and that uk = L
−1
k uk−1.
In exact arithmetic, this change of basis has no effect on the sequence of Newton iterates
αk. Using inexact arithmetic, however, we observed (see section 5 below) that when u is near
the realizability boundary, under the proposed change of basis, the stability of the iteration is
greatly improved: the Hessian matrix H(αk) in the original basis is highly ill-conditioned, so
performing matrix computations with Lk and Tk—whose condition numbers are the square
root of those of Hk−1(βk,in) and H(αk) respectively—instead of with H(αk) should reduce
errors. Furthermore, when the Hessian matrix in the original basis is poorly conditioned,
the computed Newton direction may even fail to be a direction of descent for the objective
function. In contrast, in the new coordinate system, the step is taken in the direction of
the negative of the computed gradient. Even in inexact arithmetic this computed step is
quite likely to have a negative inner product with the true gradient and thus be a descent
direction.
3.2. Stopping the Newton iteration
Following [3], our stopping criterion involves two conditions:
‖g(αk)‖2 ≤ τ and exp (5‖d(αk)‖1) ≤ 1 + εγ . (16)
In view of (10), the first condition bounds the Euclidean distance between u and the moments
of the candidate ansatz Gαk . Moreover, because the spectral radius of the Jacobian of f is
bounded by one [31], it also bounds the error in the flux f (see (4), (7)):
‖f(u)− 〈µmGαk〉 ‖2 ≤ sup
v∈Rm
∥∥∥∥ ∂f∂v (v)
∥∥∥∥
2
‖u− 〈mGαk〉 ‖2 ≤ ‖g(αk)‖2 (17)
The second condition estimates an upper bound on
γ(µ) := Gαk/Gαˆ(u) = Gαk−αˆ(u), (18)
the ratio of the ansatz associated with a current iterate αk to the ansatz of the solution
αˆ(u). The purpose of this condition (see Theorem 1 below) is to maintain realizability of
the moments generated by the kinetic scheme in Section 2. Following [3], we use the Newton
direction d(αk) to approximate αk − αˆ(u), but rather than the two-norm estimate used in
[3], we use a tighter estimate to bound Gd(αk):
max
µ∈[−1,1]
Gd(αk) = max
µ∈[−1,1]
exp
(
d(αk)
Tm
) ≤ exp (‖d(αk)‖1) , (19)
where we have used the fact that maxµ |mi| = 1 for all i. Adding a safety factor of 5 gives
(16), which ensures with high confidence that
γ(µ) ≤ 1 + εγ . (20)
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3.3. Fixed Curtis-Clenshaw quadrature
The integrals in the objective function (cf. (9)) and its gradient and Hessian (cf. (10))
cannot, in general, be computed explicitly. Therefore a numerical quadrature rule must be
used. Let Q be a quadrature rule defined for functions g : [−1, 1]→ R by
Q(g) =
nQ∑
i=1
wig(µi), (21)
where the quadrature nodes {µi}nQi=1 and the quadrature weights {wi}nQi=1 are chosen so that
Q(g) approximates 〈g〉. For numerical computations, 〈·〉 should always be understood as
Q (·). The specific meaning should be clear from the context. We define the Q-realizable set
RQm :=
{
u
∣∣∣∣∣u =
nQ∑
i=1
wim(µi)fi, fi > 0
}
. (22)
Note that RQm is a strict (polytopic) subset of Rm and that, like Rm, it is an open, pointed,
convex cone. In particular
RQm =
{
u
∣∣u = cv , c > 0 ,v ∈ RQm|u0=1} . (23)
In [3], an adaptive quadrature was used to reduce the condition number of the Hessian.
However, the use of an adaptive quadrature introduces serious numerical difficulties. For
example, the Q-realizable set changes with the choice of quadrature nodes. Thus an iterate
that is realizable can suddenly become non-realizable when the quadrature changes, and
this forces the use of artificial techniques like regularization, discussed below, in order to
continue the computation. In contrast, a fixed quadrature Q makes it easy to keep the
numerical solution within the Q-realizable set.
Theorem 1. Let un+1j , j ∈ {1, . . . , Nx}, be defined via the kinetic scheme in Section 2, with
time-step restriction
γmax
∆t
∆x
θ + 2
2
+ σt∆t < 1 , (24)
and let γmax be the maximum value of γ(µi) (cf. (18)) over all quadrature nodes, spatial
cells, and stages of the Runge-Kutta method used to integrate the kinetic scheme in time. If
unj ∈ RQm for j ∈ {−1, . . . , Nx + 2} and if the moments in the ghost cells are in RQm at each
stage of the Runge-Kutta scheme, then un+1j ∈ RQm for j ∈ {1, . . . , Nx}.
The proof of Theorem 1 is a trivial modification of the proof of Theorem 2.5 in [3].
It has also been observed that the size of the error in many adaptive quadrature rules does
not decrease monotonically with the number of points and, furthermore, that the number of
points required to satisfy a tolerance criterion is often much larger than the number of points
needed for an accurate evaluation of the integral [32]. These issues lead to a considerable
increase in the complexity and computational time of the optimization algorithm. Moreover,
as shown in [3], refining the quadrature does not help if the exact Hessian is ill-conditioned.
With the adaptive basis, the condition number of the Hessian is kept under control by
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u1
u
2
−1 −0.5 0 0.5 1
−0.5
0
0.5
1
(a) Using four-point Gauss-
Legendre quadratures on [−1, 0]
and [0, 1].
u1
u
2
−1 −0.5 0 0.5 1
−0.5
0
0.5
1
(b) Using three-point Curtis-
Clenshaw quadratures on [−1, 0]
and [0, 1].
Figure 1: Illustrating RQm|u0=1 for M2. The green indicates RQm|u0=1, and the blue indicates
Rm|u0=1\RQm|u0=1. Ideally, the two sets would coincide.
iteratively changing the polynomial basis. Thus we opt to use a fixed quadrature and avoid
the above numerical complications.
Although the dual problem (6) has a solution for all u ∈ Rm, the use of a quadrature-
based approximation of the dual objective function means there will be a solution if and only
if u ∈ RQm. Consequently, it is important to choose quadratures Q for which Rm\RQm is
small. In light of (23), the following characterization of RQm|u0=1 helps guide this choice.
Proposition 1. For any quadrature Q using positive weights wi,
RQm
∣∣
u0=1
= int co{m(µi)}nQi=1 , (25)
where co indicates the convex hull and int the interior.
Proof. Let u ∈ RQm|u0=1. Then, from (22), u =
∑
λim(µi), with λi := wifi > 0. Also,∑
λi = 1 since u0 = 1 and m0 ≡ 1, and therefore u ∈ int co{m(µi)}. On the other hand, if
u ∈ int co{m(µi)}, there must exist scalars λi such that u =
∑
λim(µi), with λi > 0 and∑
λi = 1. Choosing fi := λi/wi shows that u ∈ RQm|u0=1.
It remains to select a quadrature rule. Figure 1 shows examples of RQm in the M2 case
(m = [1, µ, 1
2
(3µ2 − 1)]T ) using low-order Curtis-Clenshaw and Gauss-Legendre quadrature
rules. For this choice of m, Rm|u0=1 is flat on the top, but curved at the bottom. If the
endpoints µ = ±1 are nodes ofQ, as in the case of Curtis-Clenshaw quadrature, the entire flat
portion at the top is in ∂RQm|u0=1 (cf. Figure 1(b)). The Gauss-Legendre quadrature, on the
other hand, does not contain the endpoints and, as a consequence, leaves large regions of Rm
out of RQm (cf. Figure 1(a)). With Curtis-Clenshaw, RQm contains all realizable moments for
which |u1|/u0 is arbitrarily close to one. Such moments occur in many situations, including
the plane source benchmark problem simulated in Section 5. These observations motivate
our use of Curtis-Clenshaw quadrature rather than Gauss-Legendre quadrature which was
used, for example, in [3, 9].
3.4. Regularization
Even with the adaptive basis, there are realizable moments for which the damped Newton
method does not converge in a reasonable number of iterations. Indeed Hk−1(βk,in) can be
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highly ill-conditioned even though in the previous step Hk−1(βk−1,out) = I. In extreme
situations, this may cause the factorization in (15) to fail because of round-off errors or to
be so inaccurate that the next Newton step is not a descent direction. In the latter case,
it is possible to refactor Hk−1(βk,in) (see Section 4.1) in order to find a descent direction.
However, refactorization may be required many times.
To address this issue, we employ the regularization scheme introduced in [3]. The reg-
ularization strategy is simple: moments u for which the dual problem (6) is deemed too
difficult to solve (by some prescribed criteria) are replaced by nearby moments v(u, r) that
are further away from the boundary. These nearby moments are computed by taking the con-
vex combination of u with the moments of the isotropic distribution with the same particle
density:
v(u, r) := (1− r)u + rQu (26)
where 0 < r  1. When u is near ∂Rm, αˆ(v(u, r)) is typically much easier to compute than
αˆ(u), even for small values of r.
The regularization procedure does introduce errors of order r in the numerical solution.
However, with adaptive change of basis, the need for regularization is reduced relative to the
fixed-basis method (which was used in [3]).
4. Implementation Issues
Now that we have a broad outline for our optimization algorithm we discuss the imple-
mentation details. The complete algorithm is presented in Algorithm 1.
4.1. Defining the orthonormal basis
There are many different orthogonal polynomial bases with respect to Gαdµ. In [13],
orthogonal bases are computed in which each basis polynomial has the same degree. Indeed,
because in [13] the integration domain is unbounded, components of the dual variable as-
sociated with basis polynomials of higher polynomial degrees are much more sensitive than
those associated to lower degrees. In contrast, the domain of µ in the current application is
bounded; hence a triangular basis pk = [pk,0, pk,1, . . . pk,N ]
T , where the polynomial pk,` has
degree `, does not present the same numerical difficulties. Rather, in this case, such a basis
is preferable since it leads to simpler matrix operations. In addition, since pk,0 is a constant,
orthogonality of the basis pk with respect to Gαk implies that 〈pk,`Gαk〉 = 0 for ` > 0. This
simplifies the computation of the gradient gk (see (13)).
The simplest way to maintain a triangular basis is to let Lk in (15), which defines the
iterative change of basis, be the Cholesky factor of Hk−1(βk,in), i.e., be lower triangular and
positive-definite. The steps to orthonormalize the basis using the Cholesky factor are given
in Algorithm 2, which at each iteration computes the new multipliers βk,out, moments uk,
gradient gk of the dual objective function, the (N + 1)× nQ matrix Pk of values of the basis
polynomials at the quadrature nodes, and the change of basis Tk. Once a triangular basis
is initialized, the successive bases pk remain triangular, and an initial triangular orthogonal
basis is easily available: If we start at the multipliers αiso = (log(u0/2), 0, . . . , 0)
T associated
with the isotropic distribution, then the Legendre basis m (which indeed is triangular) is a
natural choice because it is orthogonal with respect to the isotropic ansatz Gαiso .
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Algorithm 1 The optimization algorithm with regularization.
Input: u ∈ Rm ⊂ RN+1, β0,in ∈ RN+1, T−1 ∈ R(N+1)×(N+1) {u is assumed to be in the
Legendre basis m, while β0,in is assumed to be in the p−1 = T
−1
−1 m basis}
Parameters: τ > 0, εγ > 0, k0 ∈ N, ξ ∈ (0, 1/2), χ ∈ (0, 1), kmax ∈ N, {r`} ⊂ [0, 1], an
increasing sequence starting at zero, ε > 0, Q, a quadrature rule.
rmax ← max{r`}
for r ∈ {r`} do
P−1 ← T−1−1 m
v← ((1− r)u + rQu)
v−1 ← T−1−1 v
f0 ← Q
(
exp
(
βT0,inp−1
))− βT0,inv−1
for k ∈ {0, 1, 2, . . . , kmax} do
[chol flag,βk,out, vk, gk, Pk, Tk]← change basis(βk,in,vk−1, Pk−1, Tk−1)
if chol flag = false and r = rmax then
return failure to converge
end if
if (k > k0 or chol flag = false) and r < rmax then
{Exit the inner for loop so that r is increased.}
break for
else
ek ← ‖Q
(
m exp(βTk,outT
−1
k m)
)− v‖
dk ← −gk
if ek < τ and exp(5‖T−Tk dk‖1) < 1 + εγ then
α¯← T−Tk βk,out
return α¯, Tk
else
ζk ← 1
βk+1,in ← βk,out
while ζk > ε‖βk,out‖/‖dk‖ do
f ← Q
(
exp
((
βk,out + ζkdk
)T
pk
))
− (βk,out + ζkdk)T vk
if f ≤ fk + ξζkgTk dk then
βk+1,in ← βk,out + ζkdk
fk+1 ← f
break while
end if
ζk ← χζk
end while
end if
end if
end for
end for
return failure to converge
11
Algorithm 2 The change basis steps used to produce an orthonormal basis using the
Cholesky factorization.
Input: βin ∈ RN+1, uin ∈ RN+1, Pin ∈ R(N+1)×nQ , Tin ∈ R(N+1)×(N+1)
{The Hessian is initially in the pin basis,5and values of these polynomials at the quadrature
nodes are stored in Pin.}
H ← Q (pinpTin exp(βTinpin)).
(L, chol flag)← chol(H) {chol flag is false if the Cholesky factorization fails}
if chol flag = false then
return chol flag, 0, 0, 0, 0, 0
end if
Pout ← L−1Pin
Tout ← TinL
βout ← LTβin
uout ← L−1uin
gout ← (p0,outQ
(
exp
(
βToutpout
))
, 0, . . . , 0)T − uout
return chol flag, βout, uout, gout, Pout, Tout
In exact arithmetic and when applied to the same original basis, Cholesky and modified
Gram-Schmidt (used in [13]) both yield the same new basis, up to multiplication of individual
basis polynomials by ±1. We chose the Cholesky method because it is less computationally
expensive than Gram-Schmidt and, in fact, would be recommended in computing the Newton
step even if no change of basis was performed. Considering only the highest-order terms, the
Cholesky method uses nQN2/2 multiplications to form the Hessian, N3/6 multiplications to
factor the Hessian, and nQN2/2 multiplications to update the array storing the evaluation
of the basis polynomials at the quadrature nodes. In contrast, the modified Gram-Schmidt
method does not form the Hessian but instead requires nQN2 multiplications to evaluate
the necessary inner products and nQN2/2 multiplications to update the array storing the
evaluation of the basis polynomials at the quadrature nodes. For the numerically computed
Hessian to have full rank, it is necessary that nQ ≥ N + 1. The benefit of using Cholesky
increases as nQ increases.
While the Gram-Schmidt algorithm is somewhat more stable numerically, in our ex-
perience, the difference is negligible, partly because when the Cholesky computation is
inaccurate, our algorithm (Algorithm 1) automatically reorthogonalizes by recomputing
the Cholesky factor. Indeed, suppose the line search fails, that is, at some iteration k,
it backtracks all the way to βk,out. Since we did not compute the Hessian Hk(βk,out) =
L−1k Hk−1(βk,out)L
−T
k but rather assumed it was the identity, this may mean that it was
not as close to the identity as expected. If we simply let the algorithm proceed to iter-
ation k + 1 with βk+1,in = βk,out, the next step is to compute Hk(βk+1,in). Notice that
Hk(βk+1,in) = Hk(βk,out) is exactly the matrix we had assumed was identity. Now we actu-
ally compute it and its Cholesky factor and then use this new Cholesky factor to define a
5For clarity, we use pin to refer to the basis whose evaluations are stored in Pin. Actual calculations are
performed using Pin.
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new basis pk+1—which should be closer to orthonormal—and a new search direction dk+1.
For numerical results see Section 5.1.2, in particular Table 3, below.
Other choices for changing the basis can be generated via the singular value decomposition
(SVD). To wit, if UΛUT is the SVD of Hk−1(βk,in) and O is any (N+1)×(N+1) orthogonal
matrix, then Lk = UΛ
1/2OT satisfies (15). (For example, the choice O = U makes Lk the
symmetric square root of Hk−1(βk,in).) We have found that the change-of-basis defined
using Cholesky factorization performs just as well as that defined by the SVD with O = I
in the sense that the number of problems solvable without regularization is nearly the same.
Therefore, since the SVD gives a non-triangular basis, is more expensive, and is also harder
to parallelize, we conclude that the Cholesky factorization is a better choice for our problem.
4.2. Computing the stopping criterion
At each iteration, the two conditions used in the stopping criterion in (16) are computed
in the original Legendre basis m. We use this basis because it is physically relevant for the
kinetic equation and using the original basis for flux calculations is simpler to implement in
a parallel setting because the adaptive basis varies with each spatial cell.
The calculation of the gradient in the Legendre basis for the stopping criterion can be
as simple as g(αk) = Tkgk(βk,out), a calculation that takes only (N + 1)
2 multiplications.
Alternatively, we can compute the gradient by first switching back to the multipliers in the
Legendre basis by computing αk = S
T
k βk,out and then
g(αk) =
〈
exp(αTkm)
〉− u. (27)
This computation is significantly more expensive (requiring (N + 1 + 2nQ)(N + 1) multipli-
cations, to leading order, and nQ exponential evaluations). While in exact arithmetic the
results are identical, the latter has the advantage of consistency: the same αk is used in the
computation of the flux in (8).
The estimated upper bound on γ in the stopping criterion (16), whose computation
amounts to estimating the maximum value of the polynomial dk(βk,out)
Tpk = d(αk)
Tm,
can be computed in either basis. The Newton direction dk(βk,out) can be converted back to
basis m using Tk to use (19) directly, or we can modify (19) to use the one-norm of dk(βk,out)
and the maximum of the basis polynomials in pk on the quadrature nodes, maxij |pi(µj)| (see
Theorem 1). We chose the former though we did not notice a significant difference between
the two options in the performance of the optimizer.
4.3. Returning to the Legendre basis
Solving an optimization problem in a changing basis requires careful bookkeeping. In
Algorithm 2 we choose to update both the matrix Tk defining the change of basis and the
(N + 1) × nQ matrix Pk of basis polynomial values at quadrature points, even though it is
only strictly necessary to update one of them.6
6Indeed, at every iteration, each matrix can be obtained from the other (Pk = T
−1
k M (where M holds
the values of the original basis polynomials m at the quadrature nodes), and T−1k = PkM
T(MMT)−1), and
each matrix can be incrementally updated using Lk.
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Firstly, we choose to update Pk because it is used repeatedly at each iteration in quadra-
tures during the line search. We choose to update Tk as well (at a cost of N
3 multiplications
per iteration) because it makes the computations for the stopping criterion simpler, and this
extra cost had negligible effects on the total computation time for our implementation.
4.4. Regularization
The algorithm in [3] deems an optimization problem ‘too difficult’ when the adaptive
quadrature routine requires more points to estimate the objective function than a user-
prescribed limit. In such cases, the regularization parameter r in (26) is increased.
In Algorithm 1, we instead increase the regularization parameter when the optimization
has not converged after k0 iterations. As a result, in our implementation, regularization is
used less frequently than in [3]. As in [3], we assume that rmax, the highest value of r used by
the algorithm, is such that all problems can be solved. Therefore, when r reaches rmax, we
continue the optimization past k0 iterations. While we have been able to construct moments
for which rmax = 10
−4 is not large enough to produce a numerically solvable optimization
problem (see Section 5.1.2 below), we have never found problems this hard in any of the
benchmark simulations, where that value of rmax was used.
5. Numerical Results
In this section we report on a series of numerical experiments we performed to assess the
performance of Algorithm 1. These include experiments with (i) static problems for a fixed
set of moments, (ii) computation of a manufactured solution, and (iii) the simulation of two
well-known benchmark problems in radiative transport.
Unless otherwise noted, we use the following parameter values:
τ = 10−9 , upper bound for ‖g(αk)‖ in the stopping criterion,
εγ = 0.01 , upper bound on γmax − 1 to maintain realizability,
θ = 2.0 , slope limiting parameter,
χ = 0.5 , line search step size decrease parameter,
ξ = 10−3 , line search sufficient decrease parameter,
{r`} = {0, 10−8, 10−6, 10−4} sequence of regularization parameters to try
kmax = 200 , maximum number of iterations,
ε = 2−52 , parameter used in line-search termination.
When simulating (8), we set
∆t =
0.95
1 + εγ
2
θ + 2
∆x , (28)
which, in view of (20), satisfies the time-step restriction (24).7
The initial multipliers for the optimization algorithm at t = 0 are those corresponding
to the isotropic distribution, β0,in = (log(u0/2), 0, . . . , 0)
T, and the initial basis for each
problem is the Legendre basis m, so that T−1 = I, P−1 = M . At later times we begin each
7For all cases considered here σt = O(1). Thus the effect of σt on the CFL condition in (24) is accounted
for by the “safety factor” 0.95.
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optimization with the final multipliers and basis from the spacial cell’s optimization problem
at the previous time step. Consequently, Tk is always lower-triangular, allowing us to use
the gradient formula in Algorithm 2.
As discussed in Section 3.3, we use Curtis-Clenshaw quadrature to approximate all an-
gular integrals. Following [3], we approximate each half interval µ ∈ [−1, 0] and µ ∈ [1, 1]
separately since (due to upwinding) integrals at cell edges in the numerical scheme have
different forms for each half-interval. Except for Section 5.1.1, we use an equal number of
quadrature points (i.e. nQ/2) on each half-interval.
5.1. Static Results
We perform two experiments using static problems—that is, problems for which the
moments are chosen, as opposed to being generated by the solution of a partial differential
equation.
5.1.1. Adaptive vs. Fixed Basis with Different Quadratures
In our first experiment, we use the following M15 moment vector that was encountered
in [3]:
u = [ 1.0, 0.837872568, 0.572819692, 0.294071376,
0.079519254, -0.034894762, -0.060428124, -0.037077987,
-0.006145576, 0.009337451, 0.007920869, 0.000075451,
-0.004350212, -0.002832808, 0.001074657, 0.003022835]T
(29)
to compare the fixed- and adaptive-basis methods. In Figure 2, we show the results from
attempting to solve the dual problem with this value of u using a fixed-basis method (in
the Legendre basis) and the adaptive-basis method of Algorithm 1. In each case, the initial
multiplier vector corresponds to the isotropic distribution and no regularization is used,
i.e. {r`} = {0}. Each square pixel in Figure 2 displays the number of iterations required in
Algorithm 1 for a particular choice of quadrature. White pixels indicate that the optimization
was unable to converge within 200 iterations.
For the adaptive basis method, the algorithm converges for every tested quadrature with
at least 45 nodes on [−1, 0] in 13–64 iterations. This suggests that 45 Curtis-Clenshaw
nodes are needed to describe the structure in the ansatz on µ ∈ [−1, 0] near the solution αˆ.
The fixed basis method, on the other hand, is highly unpredictable and frequently does not
converge within 200 iterations.
5.1.2. Approaching the Boundary of Realizability
Next we show that, compared to a fixed basis, the adaptive-basis method allows us to
solve optimization problems closer to the realizable boundary ∂Rm. For N ≥ 2m, moments
given by
u =
〈
m
m∑
i=1
ciδ(µ− νi)
〉
=
m∑
i=1
cim(νi) (30)
(where ci ≥ 0 and νi ∈ [−1, 1] ) lie on ∂Rm [28]. For ` ∈ {0, 1, 2, . . .}, let r` = 2−`. Then for
any u ∈ ∂Rm, the sequence of regularized moments (cf. (26))
v(u, r`) = (1− r`)u + r`Qu , ` ∈ {0, 1, 2, . . .} , (31)
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(a) Using a fixed Legendre basis.
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(b) Using the adaptive-basis method.
Figure 2: Number of iterations used by the fixed-basis method and the adaptive-basis method on the moments
given in (29) using Curtis-Clenshaw quadratures with a varying number of nodes.
approaches ∂Rm as ` → ∞. Let `A be the largest value of ` such that the adaptive-basis
method converges with input moment v(u, r`) for all ` ≤ `A, and let `F be defined in a
similar way for the fixed-basis method. Then r`A and r`F give an indication of how much
regularization is needed to solve different problems near the realizable boundary.
We performed experiments to compute `A and `F with moment vectors of length 13
(N = 12) that are generated via (30) using a combination of m = 6 delta functions. Table 1
gives the strengths ci and locations νi of the delta functions generating example moments
u(1), . . . ,u(6), each of which lies on ∂Rm. The moments u(1), . . . ,u(4) are chosen to show the
effects of changing the strengths ci and the distance between locations of the delta functions,
while u(5) and u(6) are chosen to illustrate the case when quadrature nodes are co-located
with the delta functions generating the moments on the boundary. The delta functions
generating u(5) are located at the 4-th, 7-th, 10-th, 13-th, 14-th, and 15-th nodes of the
20-point Curtis-Clenshaw quadrature over the interval [−1, 0]; for u(6), the locations ν1, ν3,
ν4, ν5, and ν6 correspond to the 4-th, 9-th, 12-th, 15-th, and 17-th nodes, respectively, of the
same quadrature, while ν2 is the 54-th node of the 153-point Curtis-Clenshaw quadrature
over the interval [−1, 0].
Values of r`A and r`F are displayed in Table 2. These values are computed using several
different quadratures sizes. The values of nQ are chosen so that the quadratures are nested.
(The nodes of the Curtis-Clenshaw quadrature of order 2n − 1 include all nodes of the
quadrature of order n.) The table shows that the adaptive-basis method nearly always uses
a smaller regularization parameter than the fixed-basis method, in many cases by two orders
of magnitude.
We repeated the boundary-moment tests of Table 2 using the modified Gram-Schmidt
method instead of Cholesky factorization, in order to assess whether the added stability en-
ables the solution of dual problems for moments closer to the realizable boundary. The results
in Table 3 show that the modified Gram-Schmidt algorithm does not provide a significant
advantage.
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Table 1: Boundary moments used for tests in Table 2 below.
i 1 2 3 4 5 6
u(1)
νi 0.2 0.3 0.4 0.5 0.6 0.7
ci 0.167 0.167 0.167 0.167 0.167 0.167
u(2)
νi 0.2 0.3 0.4 0.5 0.6 0.7
ci 0.0833 0.0833 0.0833 0.333 0.0833 0.333
u(3)
νi 0.2 0.4 0.6 0.88 0.89 0.9
ci 0.0833 0.0833 0.0833 0.333 0.0833 0.333
u(4)
νi -0.8 -0.5 -0.1 0.59999 0.6 0.8
ci 0.167 0.167 0.167 0.167 0.167 0.167
u(5)
νi -0.94 -0.773 -0.541 -0.299 -0.227 -0.161
ci 0.417 0.0417 0.0417 0.0417 0.417 0.0417
u(6)
νi -0.94 -0.729 -0.623 -0.377 -0.161 -0.0603
ci 0.167 0.167 0.167 0.167 0.167 0.167
Table 2: Values of the smallest regularization parameters giving convergence of Algorithm 1 for the moments
in Table 1: r`A (adaptive basis) and r`F (fixed basis).
u(1) u(2) u(3) u(4) u(5) u(6)
nQ r`A r`F r`A r`F r`A r`F r`A r`F r`A r`F r`A r`F
40 1.5e-5 1.2e-4 1.2e-4 1.2e-4 3.1e-2 3.1e-2 1.2e-1 1.2e-1 3.1e-2 1.5e-5 7.5e-9 6.0e-8
78 1.2e-7 1.2e-7 6.0e-8 1.5e-5 7.6e-6 1.5e-5 1.6e-2 1.6e-2 1.9e-9 3.8e-6 7.5e-9 7.8e-3
154 1.2e-7 1.5e-5 3.0e-8 1.6e-2 2.4e-7 3.8e-6 3.9e-3 1.6e-2 3.0e-8 1.9e-6 7.5e-9 1.5e-5
306 1.2e-7 3.1e-5 1.2e-7 7.6e-6 2.4e-7 1.9e-6 9.8e-4 3.9e-3 2.4e-7 1.5e-5 7.5e-9 1.9e-6
610 1.2e-7 3.1e-5 7.6e-6 9.5e-7 4.8e-7 6.1e-5 2.4e-4 3.9e-3 9.5e-7 2.4e-4 7.5e-9 4.8e-7
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Table 3: Same as Table 2 above, but here we compare the use of Cholesky factorization (C) to that of
modified Gram-Schmidt (GS) in the adaptive-basis method.
u(1) u(2) u(3) u(4) u(5) u(6)
nQ r`C r`GS r`C r`GS r`C r`GS r`C r`GS r`C r`GS r`C r`GS
40 1.5e-5 7.6e-6 1.2e-4 1.2e-4 3.1e-2 3.1e-2 1.2e-1 1.2e-1 3.1e-2 1.2e-10 7.5e-9 7.5e-9
78 1.2e-7 1.2e-7 6.0e-8 6.0e-8 7.6e-6 7.6e-6 1.6e-2 1.6e-2 1.9e-9 9.3e-10 7.5e-9 7.5e-9
154 1.2e-7 1.2e-7 3.0e-8 6.0e-8 2.4e-7 4.8e-7 3.9e-3 3.9e-3 3.0e-8 1.2e-7 7.5e-9 7.5e-9
306 1.2e-7 1.2e-7 1.2e-7 1.2e-7 2.4e-7 1.2e-7 9.8e-4 9.8e-4 2.4e-7 4.8e-7 7.5e-9 7.5e-9
610 1.2e-7 1.2e-7 7.6e-6 1.2e-7 4.8e-7 4.8e-7 2.4e-4 2.4e-4 9.5e-7 4.8e-7 7.5e-9 7.5e-9
5.2. Results on a manufactured-solution testbed
In our third test, we assess the effect of regularization on the accuracy of the solution
to the moment system. In general, this is difficult to measure since the true solution is
generally unknown, and we are unable to compute high-resolution approximations without
regularization. As an alternative, we use the method of manufactured solutions [33, 34].
Following this approach, we solve numerically the system
∂tu + ∂xf(u) = ∂tw + ∂xf(w) , (32)
where w is a specified target solution. For simplicity, we set
w(x, t) :=
〈
m exp(α(x, t)Tm)
〉
, (x, t) ∈ [−1, 1]× [0, tf ] , (33)
where
α1(x, t) = 0.1 +
K
2
(cos(pi(x− t)) + 1) , K > 0 , (34a)
α0(x, t) = log
(
(1 + 1
2
cos(pi(x− t)))α1(x, t)
2 sinh(α1(x, t))
)
. (34b)
and α2(x, t) ≡ α3(x, t) ≡ . . . ≡ αN(x, t) ≡ 0, so that integrals of the form
〈
µk exp(αTm)
〉
can be computed explicitly. In particular,
w0(x, t) = 1 +
1
2
cos(pi(x− t)). (35)
It is clear from (34a) that α1 is always positive, which means that particles are always
moving to the right. Meanwhile, the parameter K controls the distance between w and ∂Rm.
Indeed, as K increases, the ansatz Gαˆ(w) looks more and more like a single delta function at
µ = 1, particularly when x = t, where α1(x, t) reaches its maximum. The offset value 0.1 is
included in (34a) order to bound α1 away from zero, where the exact evaluation of integrals
of the form
〈
µk exp(α1µ)
〉
is numerically unstable. The profile of the particle density u0 is
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Figure 3: The particle density u0(x, t) for the manufactured-solution system (32)-(34b) with M3 and K = 10,
computed using Nx = 800 cells.
plotted at a few different times in Figure 3. For the errors and statistics presented below,
we use N = 3, K = 10, and tf = 0.2.
The kinetic scheme requires cell averages of the known right-hand side of (32). This
requires the integral of ∂tw over Ij as well as pointwise evaluation of the flux f(w(x, t)) =〈
µm exp(α(x, t)Tm)
〉
at cell edges. For the target solution in (33), the integral of ∂tw
does not have an analytical form, so we approximate it using 16-point Curtis-Clenshaw
quadratures on (xj−1/2, xj+1/2). Periodic boundary conditions are enforced using ghost cells.
Having the exact solution w(x, t) allows us to calculate errors for every numerical sim-
ulation. We first interpolate the cell averages using second-order affine reconstructions in
each spatial cell:
u∆x(x) = uj + (x− xj)uj+1 − uj−1
2∆x
, x ∈ Ij, j ∈ {1, . . . , Nx}, (36)
where the moments are all taken at time tf . Then the L
1 and L∞ errors are given as
e1∆x :=
∫ 1
−1
|w(x, tf)− u∆x(x)|dx and e∞∆x := max
x∈[−1,1]
|w(x, tf)− u∆x(x)| , (37)
respectively, where the absolute value is taken component-wise. To approximate the integral
in e1∆x, we split each spatial cell Ij into 100 equally sized subintervals, and then apply
a twenty-point Gaussian quadrature on each subinterval. We approximate e∞∆x with the
maximum value of |w(x, tf) − u∆x(x)| over those same quadrature points. Below, we only
report errors in the particle density u0, i.e. the zero-th component of e
1
∆x and e
∞
∆x. For
q ∈ {1,∞}, the order of convergence ν between two successive grids of size ∆x1 and ∆x2 is
defined by the equality
eq∆x2/e
q
∆x1
= (∆x2/∆x1)
ν , (38)
where all operations are performed component-wise.
We now use the manufactured solution to compare the adaptive- and fixed-basis methods.
The results of Section 5.1 suggest that less regularization is needed with the adaptive-basis
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Table 4: Manufactured solution: Use of regularization for adaptive-basis with nQ = 40 (AB-Q40), fixed-basis
with nQ = 40 (FB-Q40), and fixed-basis with nQ = 240 (FB-Q240). Recall that E is defined in (39).
fraction regularized mean r E
Nx AB-Q40 FB-Q40 FB-Q240 AB-Q40 FB-Q40 FB-Q240 AB-Q40 FB-Q40 FB-Q240
100 4.55e-04 6.14e-03 4.32e-03 4.35e-12 4.89e-10 9.02e-10 8.89e-08 9.78e-06 1.82e-05
200 7.67e-03 2.99e-02 2.97e-02 5.25e-10 5.02e-09 5.47e-09 4.09e-05 3.85e-04 4.18e-04
400 6.98e-04 6.37e-03 6.90e-03 3.53e-11 5.32e-10 2.03e-09 1.06e-05 1.36e-04 4.76e-04
800 4.24e-04 2.72e-03 2.63e-03 5.10e-11 5.74e-10 5.87e-10 6.30e-05 7.09e-04 7.25e-04
1200 6.77e-04 4.09e-03 3.96e-03 5.65e-11 8.63e-10 9.05e-10 1.57e-04 2.39e-03 2.51e-03
1600 8.60e-04 5.27e-03 5.20e-03 9.63e-11 1.16e-09 1.13e-09 4.74e-04 5.72e-03 5.53e-03
2000 1.08e-03 6.62e-03 6.36e-03 1.12e-10 1.50e-09 1.38e-09 8.57e-04 1.15e-02 1.06e-02
method. Because regularization introduces errors, we expect the adaptive-basis solution
to be more accurate. To test this hypothesis, we consider three cases: the adaptive-basis
method with nQ = 40 quadrature points (AB-Q40), the fixed-basis method with nQ = 40
quadrature points; (FB-Q40); and the fixed-basis method with nQ = 240 quadrature points
(FB-Q240). In all three cases, we use Curtis-Clenshaw quadrature and a regularization
parameter k0 = 40.
We first examine the difference in regularizations needed by each method. Table 4 shows
(i) the fraction of problems regularized, (ii) the average regularization parameter, and (iii)
the statistic
E :=
Nt−1∑
n=0
2∑
m=1
Nx∑
j=1
rn,mj u
n,m
j,0 , (39)
where rn,mj is the value of r used by the optimization algorithm in cell j at time t
n = n∆t
and Runge-Kutta stage m, and un,mj,0 is the corresponding cell average of the particle density
u0. Within a single cell, the L
1-norm of the error introduced by regularization is bounded
by rNu0, since (see (26))
‖u− v(u, r)‖1 = r‖Qu− u‖1 = r‖(0,−u1, . . . ,−uN)T‖1 ≤ rNu0 , (40)
where we have used the fact that, since ‖mi‖∞ = 1, |ui| ≤ u0 for i ∈ {1, . . . , N}. Thus
E gives us an estimate of the error introduced by regularization. By each of these three
metrics, the adaptive-basis method uses less regularization than either fixed-basis method.
In Table 5, we show L1 and L∞ errors for each method. Along with the results in Table 4,
these errors suggest the following conclusions:
1. The regularization causes the convergence to slow significantly. While a differ-
ent regularization strategy might improve these results, we expect that both adaptive-
basis and fixed-basis methods will eventually stall. This is because it is not possible
to scale the regularization with the mesh. Indeed in many problems, the optimization
may become more difficult as the mesh is refined.
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Table 5: Manufactured solution: Convergence in space of L1 and L∞ errors for adaptive-basis and fixed-basis
optimization methods. Errors are only computed for u0.
AB-Q40 FB-Q40 FB-Q240
Nx L
1 ν L1 ν L1 ν
100 5.63e-04 — 5.63e-04 — 5.60e-04 —
200 1.33e-04 2.08 1.33e-04 2.08 1.32e-04 2.09
400 3.11e-05 2.09 3.14e-05 2.08 3.26e-05 2.02
800 7.27e-06 2.10 9.02e-06 1.80 9.12e-06 1.84
1200 3.58e-06 1.74 9.75e-06 -0.19 9.92e-06 -0.21
1600 3.11e-06 0.49 1.40e-05 -1.27 1.32e-05 -0.99
2000 2.83e-06 0.43 1.79e-05 -1.09 1.73e-05 -1.22
L∞ ν L∞ ν L∞ ν
100 1.84e-03 — 1.84e-03 — 1.85e-03 —
200 7.75e-04 1.25 7.66e-04 1.26 7.47e-04 1.30
400 2.72e-04 1.51 2.79e-04 1.46 2.77e-04 1.43
800 8.35e-05 1.70 1.04e-04 1.42 1.03e-04 1.43
1200 4.86e-05 1.33 1.36e-04 -0.66 1.14e-04 -0.26
1600 3.73e-05 0.92 1.67e-04 -0.72 1.66e-04 -1.31
2000 3.38e-05 0.45 2.31e-04 -1.44 2.10e-04 -1.05
2. The adaptive-basis method shows better convergence properties. Even when
the convergence is not second-order, the adaptive-basis method has smaller error and
higher order of convergence. This is to be expected since the adaptive-basis method
regularizes less and the values of the regularization parameter are smaller. Indeed, the
convergence of the fixed-basis method stalls around 1200 cells, while the adaptive-basis
continues to converge (albeit slowly) up to 2000 cells (the finest mesh). This translates
to an error that is a factor of eight smaller at 2000 cells.
3. More quadrature points do not improve the fixed-basis method. Increasing
the number of quadrature points in the fixed-basis method from 40 to 240 does nothing
to improve the convergence. In addition, we have tried using the adaptive-quadrature
routine from [3], which refines the quadrature used to evaluate the dual objective
function until the tolerance on a specified accuracy criterion is met. However, even
with a tolerance of 10−13, the adaptive-quadrature routine never refines the 40-point
quadrature. Thus the numerical results are the same as for FB-Q40, but the cost is
much higher.
Finally, Table 6 shows CPU times and mean iteration counts. While the iteration counts
are roughly the same for all, the CPU times for AB-Q40 are 25%−30% larger than the times
for FB-Q40. We attribute this difference to the more expensive stopping criterion and extra
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Table 6: Manufactured solution time and iterations for adaptive-basis with nQ = 40 (AB-40), fixed-basis
with nQ = 40 (FB-40), and fixed-basis with nQ = 240 (FB-Q240).
CPU time (s) mean iterations
Nx AB-Q40 FB-Q40 FB-Q240 AB-Q40 FB-Q40 FB-Q240
100 7.72e+00 6.28e+00 7.17e+00 2.45 2.46 2.46
200 4.31e+01 2.73e+01 3.13e+01 2.73 2.57 2.58
400 1.07e+02 8.60e+01 1.02e+02 2.04 2.05 2.06
800 3.58e+02 2.83e+02 3.24e+02 1.52 1.52 1.52
1200 8.20e+02 6.42e+02 7.39e+02 1.53 1.53 1.53
1600 1.48e+03 1.15e+03 1.31e+03 1.54 1.53 1.53
2000 2.35e+03 1.80e+03 2.05e+03 1.55 1.54 1.54
matrix computations (for example, updating the basis polynomials) in the adaptive-basis
method. The CPU times for FB-Q240 are roughly 10% less than the times for AB-Q40. We
expect that adding even more quadrature will eventually produce a more expensive method,
even though the convergence behavior will not improve.
From the results in this section we conclude that the adaptive-basis, fixed-quadrature
method, while more expensive than a fixed-basis, fixed-quadrature method, reduces the
need for regularization, thereby allowing further convergence before regularization errors
dominate. We also see, from the results using a fixed-basis, fixed-quadrature method with
a much higher-order quadrature, that simply adding quadrature points is not as effective at
reducing the need for regularization.
5.3. Results on standard test problems
We now revisit the two standard test problems considered in [3, 24]. Throughout, we
use nQ = 40. We consider two values of k0, the number of iterations of Algorithm 1 before
regularization is increased. We use k0 = 6 to illustrate a more aggressive regularization
scheme, and k0 = 40 to illustrate a less aggressive regularization scheme. One would expect
a more aggressive regularization scheme to introduce more errors due to regularization, but
also to solve the problem more quickly since fewer iterations may be used.
5.3.1. Plane-source problem
In this problem, we model particles in an infinite domain with a purely scattering medium
σt = σs = 1. We consider an initial condition
u(x, 0) = δ(x) + 2Ffloor , (41)
where Ffloor = 0.5 × 10−8 is used to keep moments away from the realizable boundary.
Although the problem is posed on an infinite domain, a finite domain is required for practical
computation and boundary conditions must be specified. As in [24, 3], we approximate the
infinite domain by the interval [xL, xR] = [−D/2, D/2], where D := 2tf + 0.2 is chosen to
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ensure that the boundary has negligible effects on the solution. At the right and left ends
of the boundary, we enforce the boundary conditions
u(xL, t) = u(xR, t) = 2Ffloor (42)
for t ≥ 0.
In Figure 4 we present results from a Nx = 1000 cell simulation of the M15 system with
the adaptive-basis method and k0 = 6. The corresponding figures for simulations using
k0 = 40 or the fixed-basis method are qualitatively similar. Sample profiles of the resulting
particle density u0(x, t) presented in Figure 4(a) agree with what was presented in [24, 3].
Figure 4(b) shows the iteration profile. The mean number of iterations, excluding trivially
solvable isotropic problems, was about 2.03 for k0 = 6, while for k0 = 40 that mean was 2.02.
The iteration histogram in Figure 4(c) shows that indeed nearly 99% of the optimization
problems were solved in three iterations or fewer with k0 = 6. Figure 4(d) shows the points in
space-time where moments were regularized. These moments were encountered as particles
from the boundary push out into the vacuum along the front x = ±t for t > 0.
Figure 5 shows a histogram of the regularization parameter r. For the adaptive basis,
only 0.36% of the nontrivial optimization problems8 were regularized when k0 = 6 and
only 0.066% when k0 = 40. The figure also includes the statistics from simulations using
the fixed-basis method: when k0 = 6, the results were similar, but when k0 = 40, more
regularization was needed than when using the adaptive basis. All results are a significant
improvement over [3], where the algorithm regularized about 2.25% of the problems. This is
due, in large part, to the change in regularization strategy: In [3], regularization is applied
when an adaptive quadrature routine cannot satisfy a prescribed tolerance. Here we instead
regularize after a prescribed number of iterations, and this turns out to be a less aggressive
strategy.
Figure 6 shows the relative differences between the solutions using the two different
regularization-scheme parameters, k0 = 6 and k0 = 40, with both adaptive- and fixed-basis
methods. The figures show that the biggest differences appear just as the particles enter
the surrounding vacuum. In each case, the signs of the errors indicate that the solution
computed using less regularization is larger at these points. This indicates that the solution
with this scheme is advancing slightly faster, though we note that this difference decreases
with time when comparing regularization parameters. When comparing basis methods, the
relative errors are a few orders of magnitude smaller.
In Figure 7 we compare more closely the iteration histograms of adaptive- and fixed-basis
methods. In a parallel implementation, optimization problems requiring many iterations
become a bottleneck, so an optimizer that needs fewer iterations has a significant advantage.
However, the results here show that the iteration histograms are nearly identical. This is
consistent with our numerical experience that when both methods can solve a problem, they
typically take the same number of iterations. (The figure does not include a few outlying
problems from the adaptive basis: with k0 = 40, one problem took 529 iterations and
three took 530 iterations; with k0 = 6, one problem took 446 iterations and one took 448
iterations.)
8Isotropic moments are not included in the statistics since the optimization is trivial in this case.
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(a) Snapshots of the particle density u0(x, t)
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(b) The total number of iterations (over the
two Runge-Kutta stages) needed to solve the
optimization problem at each point in space
and time. The maximum number of itera-
tions needed for one time step was 454 (off
scale).
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(c) A histogram of number of iterations
needed to solve each optimization problem.
About 0.36% of the problems needed more
six iterations.
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Figure 4: Results for the M15 model of the plane-source problem using the adaptive-basis method with
k0 = 6 and Nx = 1000 spatial cells. For this simulation, excluding trivial cases such as cells with isotropic
distributions, the optimization problem is solved about 1.1× 106 times.
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Figure 5: Regularization for the plane source problem.
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(b) Adaptive vs. fixed basis with k0 = 40.
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(c) k0 = 40 vs. k0 = 6 with the fixed basis.
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Figure 6: Relative differences between plane-source solutions. To compare u
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Figure 7: Comparing iteration histograms between adaptive- and fixed-basis methods on the plane-source
problem.
5.3.2. Two-beam instability
In this problem, particles constantly stream into the domain from the left at xL = −0.5
and the right at xR = 0.5 into the initially (almost) vacuous interior. There is no scattering:
σs = 0, while σt = 2. We use ‘forward-peaked’ boundary conditions,
u(xL, t) =
〈
m exp(−10(µ− 1)2)〉 , u(xR, t) = 〈m exp(−10(µ+ 1)2)〉 . (43)
On the interior, the initial condition is isotropic with u0(x, 0) ≡ Ffloor 〈1〉.
Figure 8 presents results from a Nx = 1000 cell simulation of the M15 system. For the
this figure we have again used the adaptive-basis method and k0 = 6, but the corresponding
figures using k0 = 40 or the fixed-basis method are qualitatively similar. The difference
between the final solutions at steady-state using these two different pairs of parameters values
is O(10−6) in the L∞–norm. The transient profile of the particle density u0(x, t) is shown in
Figure 8(a), where we can also see that the steady-state is qualitatively indistinguishable from
the steady-state particle density of the kinetic system. These results again agree qualitatively
with what was presented in [3, 24]. Figure 8(b) shows the iteration profile. The mean number
of iterations (excluding trivially solvable isotropic problems and cells which had already
converged) was about 1.37 for k0 = 6, while for k0 = 40 that mean was 1.43. The iteration
histogram in Figure 8(c) shows that indeed about 99% of the optimization problems are
solved in three iterations or fewer with k0 = 6. (With k0 = 40, about 98% are solved in three
iterations or fewer.) Finally, Figure 8(d) shows that regularization occurred mostly where
particles from the boundary push into the interior vacuum along the front x = ±0.5∓ t for
t ∈ [0, 0.5].
The histogram in Figure 9 shows that the values of the regularization parameter r used
for all nontrivial optimization problems are similar to those for the plane-source simulations.
For the adaptive basis, about 0.12% of the problems were regularized with k0 = 6 and about
0.087% of the problems were regularized with k0 = 40, with smaller values of r. The fixed-
basis method, on the other hand, used significantly more regularization for both values of
k0. Again, the amount of regularization in all cases is significantly less than in [3], where
roughly 1.3% of the problems were regularized.
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two Runge-Kutta stages) needed to solve the
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Figure 8: Results for the M15 model of the two-beam instability with Nx = 1000 cells for k0 = 6. For this
simulation, excluding trivial cells, the optimization problem is solved about 15× 106 times.
27
1e−08 1e−06 1e−04
1e−05
1e−04
1e−03
1e−02
Regularization parameter r
R
el
a
ti
v
e
fr
eq
u
en
cy
 
 
A, k0 = 6
F, k0 = 6
A, k0 = 40
F, k0 = 40
Figure 9: Regularization for the two-beam problem.
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Figure 10: Relative differences between two-beam solutions: let u
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(2)
0 represent the particle densities
for the solutions from two different methods. Above we plot (u
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Figure 11: Comparing iteration histograms between adaptive- and fixed-basis methods on the two-beam
problem.
Figure 10 shows the relative difference in the solutions from the two different regulariza-
tion schemes with both basis methods. The results here are not as easily interpreted as in
the plane source problem. For t = 0.3, the sign of the largest two peaks indicate that the
solution with more aggressive regularization has advanced more quickly, but again for later
time, these differences decrease.
In Figure 11 we again compare more closely the iteration histograms of adaptive- and
fixed-basis methods. Unlike in the plane-source problem, here with k0 = 40 the adaptive-
basis optimizer uses a high number of iterations on significantly more problems. This is
clearly a consequence of our fairly rudimentary regularization scheme: indeed, notice the in-
creases in histogram near 40 and 80 iterations for the adaptive-basis method in Figure 11(a).
They exactly lie where the regularization scheme increases r. On the other hand, with the
fixed-basis method, r is often increased before k0 iterations have passed because the condi-
tion number of the Hessian becomes unacceptably high. With adaptive-basis, the condition
number of the Hessian stays close to one.
6. Conclusions
We have presented a complete and practical numerical algorithm for solving the MN
entropy-based moment closure model in slab geometry. For the optimization at each space-
time grid point, our method uses a change of polynomial basis to keep the Hessian matrix near
the identity. This method is closely related to that presented in [13], although we have used
the Cholesky factorization instead of the Gram-Schmidt method to define the change of basis.
This former is more efficient and, in a series of tests, has been shown to perform comparably.
We tested our method on challenging test problems including a new set of manufactured
solutions as well as the standard plane source and two-beam problems. Numerical results
indicate that the new method has many advantages over the use of a fixed basis such as
Legendre polynomials. First, the adaptive basis allows solution of optimization problems
closer to the boundary of realizability. This leads to a decreased use of regularization.
We show, using the manufactured solution, that regularization introduces errors which can
significantly slow or even stall convergence. Therefore, the decreased use of regularization
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observed with the adaptive-basis method leads to improved accuracy. Finally we show that
the adaptive-basis method performs better with low-resolution quadrature than a fixed-basis
method with high resolution quadrature. Thus we can avoid the use of adaptive quadrature
(an alternative to improve conditioning of the Hessian), and by using a fixed quadrature the
numerical solution remains in a constant computational region of realizability.
Of course, the one-dimensional kinetic model here is simply a testbed. Real problems of
practical interest are in two and three dimensions in space and velocity, so future work should
test these methods there. A parallel implementation is also necessary to fully exploit the
advantages of entropy-based moment closures while minimizing the computational burden
of the numerical optimization.
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