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Das Prinzip der Brennstoffzelle wurde 1838 vom deutsch-schweizerischen Chemiker
Christian Friedrich Schönbein1 entdeckt und im Januar des Jahres 1839 veröffent-
licht [Sch39]. Nahezu zeitgleich zu Schönbeins Arbeit führte der Anwalt und Natur-
wissenschaftler Sir William Robert Grove2 Versuche mit einem von ihm später als
„gashaltige Voltasche Batterie“ bezeichneten Aufbau durch [Gro39, Gro42]. Dieser
Aufbau gilt als die erste Brennstoffzelle und Grove somit als deren Erfinder.
Die einige Jahre später entwickelte Dynamomaschine drängte aufgrund ihrer einfa-
chen Verwendbarkeit in Kombination mit der Dampfmaschine die Brennstoffzellen
in den Hintergrund. Erst in den fünfziger Jahren des 20. Jahrhunderts wurde das
Konzept der Brennstoffzelle für die Raumfahrtforschung wieder aufgegriffen. Der
erste technische Einsatz von Brennstoffzellen, bei der diese einen Teil der elektri-
schen Energieversorgung übernahmen, erfolgte im Rahmen der „Gemini V“-Mission
der NASA3.
Die Brennstoffzellenforschung der letzten Jahrzehnte konzentrierte sich überwiegend
auf den Bereich der Werkstoffwissenschaften und den technischen Aufbau unter Be-
rücksichtigung verschiedener Brennstoffzellentypen und Brenngasarten. Sowohl die
Verbesserung der Brennstoffzellensysteme bis hin zur Marktreife als auch die not-
wendige Senkung der Kosten für ein konkurrenzfähiges Produkt im Vergleich zu
konventionellen Lösungen zur Energieversorgung sind Gegenstand zahlreicher inter-
disziplinärer Forschungsanstrengungen weltweit.
Erst in den letzten Jahren, nachdem die Zellen die notwendige Leistungsfähigkeit
erreicht hatten, wurde damit begonnen, auch die regelungstechnischen Aspekte der
Brennstoffzellen zusammen mit den notwendigen peripheren Komponenten verstärkt
1Christian Friedrich Schönbein, b 18. Oktober 1799 in Metzingen, d 29. August 1868 in Baden-
Baden; Studium der Chemie in Erlangen und an der Sorbonne in Paris; Professor in Basel
2Sir William Robert Grove, b 11. Juli 1811 in Swansea, Wales, d 1. August 1896 in London; An-
walt und Naturwissenschaftler; „Fellow“ der Royal Society und Mitbegünder der Chemical Society
3National Aeronautics and Space Administration (zivile Bundesbehörde der USA für Luft- und
Raumfahrt), gegründet 1958
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zu untersuchen, insbesondere im Hinblick auf die Integration als Energiewandler in
technischen Systemen. Durch eine Vielzahl variabler Betriebsparameter sowie sehr
komplexer — teilweise bis heute nicht abschließend untersuchter — chemischer und
physikalischer Vorgänge beim Betrieb der Zellen stellen die Integration sowie die
Regelung und Überwachung eines solchen Systems herausfordernde Aufgaben dar.
Dabei muss gewährleistet werden, dass das System sicher und in einem Arbeits-
bereich betrieben wird, der zu keiner Schädigung vor allem der Brennstoffzelle als
besonders teurer und empfindlicher Komponente des Systems führt. Nur so kann
durch eine lange Lebensdauer ein konkurrenzfähiges Produkt entwickelt werden.
Für Anwendungen im täglichen Leben sind Brennstoffzellen bisher nur in Nischen
oder als Prototypen verfügbar. Brennstoffzellen, die als galvanisches Element di-
rekt die in einem Brennstoff gespeicherte chemische Energie in elektrische Energie
wandeln, haben beispielsweise gegenüber Batterien und Akkumulatoren den Vorteil,
dass bei kontinuierlicher Zuführung des Brennstoffs die Energieversorgung aufrecht
erhalten bleibt und keine Zeit zum Austausch oder Aufladen benötigt wird. Wie
bei Batterien oder Akkumulatoren wird durch eine elektrisch serielle Verschaltung
mehrerer Einzelzellen, einem sogenannten Brennstoffzellen-Stack4, der gewünschte
Spannungsbereich erreicht.
Bei Verwendung von Wasserstoff als Brenngas entsteht als Reaktionsprodukt in der
Brennstoffzelle nur Wasser, und es entstehen keine klimaschädlichen Gase. Dadurch
werden Brennstoffzellen auch für die Hersteller von Automobilen interessant, da
diese durch Gesetze in vielen Ländern und Regionen der Erde5 dazu gezwungen
sind, sowohl den Ausstoß klimaschädlicher Abgase einzelner Fahrzeuge wie auch den
der verkauften Fahrzeugflotte insgesamt unter vorgegebenen Grenzen zu halten.
Diese Arbeit beschränkt sich auf die Polymerelektrolytmembran-Brennstoffzellen
(PEM-Brennstoffzellen, PEMFC6), welche von den meisten Automobilherstellern
im Bereich der Brennstoffzellenfahrzeuge favorisiert wird. Diese werden bei Tempe-
raturen unter 100 ∘C und mit Wasserstoff als Brenngas betrieben.
Der in der Kombination mit einem Brennstoffzellen-Stack verwendete Elektromotor
im Fahrzeug kann, im Gegensatz zu einem Verbrennungsmotor, auch zur Rekupera-
tion verwendet werden. Dabei wird die beim Bremsen eines Fahrzeugs frei werden-
de kinetische Energie durch den generatorischen Betrieb des Motors als chemische
Energie in der Batterie gespeichert, anstatt sie durch die konventionellen Bremsen in
thermische Energie zu wandeln. Dies senkt zusätzlich den Kraftstoffverbrauch, was
4engl. für Stapel. In der deutschsprachigen Literatur sind die Verwendung des englischen Begriffs
sowie die Bezeichnung „Brennstoffzelle“ als Synonym für die Gesamtheit der verschalteten Zellen
üblich.
5Eine Vorreiterrolle übernimmt hierbei der US-Bundesstaat Kalifornien mit seiner strikten Ge-
setzgebung. Weiterführende Informationen sind beispielsweise in [Bac06] zu finden.
6FC steht für „fuel cell“ (engl. für Brennstoffzelle).
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neben dem positiven Effekt auf die Abgase in Zeiten steigender Rohstoffpreise auch
ein direkter Vorteil für den Kunden ist.
Für die Auslegung des Antriebsstrangs in einem Brennstoffzellenfahrzeug, der sich
deutlich von dem eines konventionellen Automobils mit Verbrennungsmotor unter-
scheidet, sind etliche Untersuchungen erforderlich, bei welchen die Effekte des Zu-
sammenspiels der verschiedenen Komponenten analysiert werden müssen. Da der
Aufbau vieler verschiedener Konfigurationen eines Antriebsstrangs zu kostspielig
wäre, behilft man sich mit Simulationen, für die ein Gesamtmodell aus den Mo-
dellen der einzelnen Komponenten im Antriebsstrang zusammengesetzt wird. Dazu
wird auch ein Modell des PEMFC-Stacks benötigt. Die große Zahl an durchzufüh-
renden Simulationen erfordert ein Modell, das einerseits möglichst wenig Rechenzeit
beansprucht, andererseits aber das Verhalten des Brennstoffzellen-Stacks auch im
dynamischen Betrieb, wie er in einem Automobil durch die stark schwankenden
Leistungsanforderungen bei normalen Fahrmanövern auftritt, gut widerspiegelt.
Stehen bei solchen Simulationen häufig sehr leistungsfähige Rechner zur Verfügung,
bei denen gegebenenfalls auch etwas komplexere Modelle noch in annehmbarer Zeit
simuliert werden können, so werden spätestens beim Entwurf modellbasierter Verfah-
ren zur Betriebsführung und Diagnose von Brennstoffzellen in einem Fahrzeug sehr
einfache Modelle benötigt, die auch auf den relativ leistungsschwachen Steuergeräten
implementiert werden können. Da insbesondere in einem Fahrzeug einige wichtige
Größen des PEMFC-Stacks messtechnisch oder aus Kostengründen nicht erfassbar
sind, spielt deren Überwachung eine wichtige Rolle. Ein PEMFC-Stack ist aufgrund
der komplexen chemischen Vorgänge empfindlich gegenüber Abweichungen vom leis-
tungsabhängig gewählten optimalen Arbeitspunkt. Diese Abweichungen können zu
einer schnelleren Alterung oder sogar zur Zerstörung führen. Daher ist es notwen-
dig, mit geeigneten Diagnosemethoden aus den gemessenen Größen Rückschlüsse
auf den Arbeitspunkt des Stacks und die nicht gemessenen Größen zu ziehen. Auf-
grund ihrer Leistungsfähigkeit sowie der Komplexität des Brennstoffzellensystems
ist hierbei die modellbasierte Diagnose gegenüber anderen Methoden vorzuziehen,
weshalb Modelle benötigt werden, die auch im Fahrzeugbetrieb ständig den Zustand
der Brennstoffzellen überwachen können.
In den letzten Jahren wurden verschiedene Ansätze zur Modellierung von PEMFC
entwickelt, welche überwiegend auf physikalisch-mathematischen Beschreibungen der
Vorgänge in einer Brennstoffzelle basieren. Viele dieser theoretischen Modelle sind
aufgrund der Komplexität der PEMFC rein statische Modelle, basieren auf zumin-
dest teilweise konstanten Betriebsbedingungen oder beschreiben nur einen Teilaspekt
der Brennstoffzelle [Nie09]. Der Vorteil dieser Modelle liegt in der Möglichkeit, auch
innere Größen der Zelle berechnen und somit beispielsweise auf Verbesserungsmög-
lichkeiten im Aufbau schließen zu können. Aufgrund der noch nicht abgeschlossenen
Untersuchungen über die chemisch-physikalischen Vorgänge in der Zelle sowie der
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teilweise nur schwer zu identifizierenden unbekannten Parameter ist die theoretische
Modellbildung allerdings sehr aufwändig. Auch sind die resultierenden Modelle in
Form von nichtlinearen partiellen Differenzialgleichungen sehr rechenintensiv und
müssen durch geeignete Verfahren zunächst vereinfacht werden, um für Echtzeitan-
wendungen überhaupt in Frage zu kommen. Dieser als Modellreduktion bezeichnete
Schritt basiert auf vereinfachenden Annahmen und Näherungen, durch die ein Teil
der Genauigkeit der physikalisch motivierten Modelle wieder verloren geht.
Die Alternative stellen Modelle dar, die auf Basis von Grey-Box- und Black-Box-
Verfahren gewonnen werden. Diese Verfahren erlauben keinen (Black-Box) oder nur
einen beschränkten (Grey-Box) Einblick in die inneren Vorgänge eines Systems, son-
dern bilden das durch Messdaten der Ein- und Ausgänge beschriebene Verhalten
nach. Der Aufwand hierfür kann deutlich geringer sein als bei der theoretischen
Modellierung, und auch die Modelle haben oft bereits eine ähnlich einfache Form
wie die theoretischen Modelle nach der Modellreduktion. Solche Ansätze sind für
PEMFC-Stacks in der Literatur bisher kaum zu finden, da sie bei der mechanischen
und werkstoffwissenschaftlichen Entwicklung von Brennstoffzellen selten brauchbar
sind.
In dieser Arbeit stehen bei der Modellierung der PEMFC-Stacks die Nachbildung
des Ein-/Ausgangsverhaltens sowie ein möglichst einfaches und wenig Rechenzeit
beanspruchendes Modell, auch im Hinblick auf die Diagnose im Fahrzeug, im Vor-
dergrund, weshalb Modelle auf Basis von Grey-Box- und Black-Box-Verfahren ent-
wickelt und untersucht wurden. Es hat sich gezeigt, dass für den in dieser Arbeit
betrachteten Betriebsbereich des PEMFC-Stacks mit vergleichsweise einfachen Mo-
dellformen bereits eine sehr gute Nachbildung des Ein-/Ausgangsverhaltens erreicht
werden kann.
Der entwickelte Grey-Box-Ansatz besteht aus einem statischen Modellteil für das
stationäre Verhalten und einem dynamischen Modellteil für die Abweichungen von
den stationären Punkten im dynamischen Betrieb. Ausgehend von den daraus ge-
wonnenen Ergebnissen wurde zusätzlich ein Black-Box-Ansatz gewählt, mit dem
das Verhalten des nichtlinearen Stacks durch ein rein lineares, zeitinvariantes dyna-
misches Modell gut nachgebildet werden kann. Sowohl der dynamische Anteil des
Grey-Box-Modells als auch dieser Black-Box-Ansatz wurden dabei mit Identifika-
tionsmethoden gewonnen, die zur Klasse der sogenannten „Subspace-based State-
Space System Identification“7 (4SID8) gehört. Bei dieser werden — im Gegensatz zu
vielen anderen Methoden, die eine vorherige Annahme der Ordnung durch den An-
wender erfordern — zunächst die Ordnung und dann die zugehörigen Matrizen eines
7engl. für Unterraum-basierte Systemidentifikation in Zustandsraumdarstellung. Üblicherwei-
se wird auch in der deutschsprachigen Literatur der englische Begriff oder die ebenfalls übliche
verkürzte Variante „Subspace Identification“ verwendet.
8In 4SID steht „4S“ anstelle von „SSSS“ für „Subspace-based State-Space System“.
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Zustandsraummodells nicht-iterativ aus den Messdaten geschätzt. Die Klasse der
4SID-Methoden umfasst mehrere Algorithmen, die auf verschiedenen Herleitungen
beruhen und sich darüber hinaus in ihren Eigenschaften unterscheiden. Der theore-
tische Schwerpunkt der Arbeit liegt daher in einer ausführlichen Analyse und einem
Vergleich der in der Literatur am häufigsten zitierten Algorithmen.
Über die Simulationsmodelle hinaus kommt die 4SID in dieser Arbeit auch für zwei
Ansätze zur Diagnose zum Einsatz. Diese haben das Ziel, Eingangsgrößen des Stacks,
die in der automobilen Anwendung nicht messtechnisch erfassbar sind, wie beispiels-
weise die relativen Feuchten der Betriebsgase, mithilfe der am Stack messbaren Ein-
und Ausgangsgrößen zu überwachen. Dadurch sollen relevante Abweichungen vom
durch die Betriebsstrategie vorgegebenen Arbeitspunkt frühzeitig erkannt werden,
um eine Schädigung des PEMFC-Stacks zu vermeiden. Der Stack dient somit in die-
ser Anwendung als eine Art Sensor, mit dessen messbaren Größen modellbasiert auf
die messtechnisch nicht erfassbaren Eingangsgrößen geschlossen werden soll. Gelingt
diese Schätzung gut, können damit nicht nur Abweichungen erkannt werden, son-
dern die Schätzungen direkt als Ersatz für eine Messung bei der Betriebsstrategie
herangezogen werden.
Der erste in dieser Arbeit vorgeschlagene Diagnoseansatz basiert auf ein Kalman-
Filter (benannt nach Rudolf Kalman9), dem ein lineares Black-Box-Simulationsmo-
dell für alle Ausgangsgrößen des PEMFC-Stacks zu Grunde liegt. Dabei werden die
nicht messbaren Eingangsgrößen als zusätzliche, konstant angenommene Zustands-
größen mit dem Filter geschätzt. Die zweite untersuchte Möglichkeit zur Diagnose ist
ein Modell, bei dem alle relevanten messbaren Größen des Stacks als Eingangsgrößen
des Modells verwendet werden und welches als Ausgangsgrößen die zu schätzenden
Größen liefert. Da alle gemessenen Größen unabhängig davon, ob sie physikalisch ei-
ne Ein- oder Ausgangsgröße darstellen, als Eingänge des Modells verwendet werden,
handelt es sich dabei um eine partiell inverse Struktur, die ebenfalls mit der 4SID
geschätzt wird.
Die für die Modellierung und Diagnose verwendeten Daten in dieser Arbeit stammen
von einem Industriepartner. Dort wurden die Messungen nach Versuchsplänen, die
im Rahmen dieser Arbeit erstellt und auf die Problemstellung abgestimmt wurden,
an selbst entwickelten PEMFC-Stacks des Industriepartners aufgenommen.
Formal ist die Arbeit wie folgt gegliedert:
Zunächst wird im Kapitel 2 ein knapper Überblick über mögliche Modellbeschrei-
bungen für dynamische Systeme und die üblichen Identifikationsverfahren zur Ge-
9Rudolf Emil Kalman (ungarisch Kálmán), b 19. Mai 1930 in Budapest; Mathematiker und
Systemtheoretiker; Professor an der Stanford University, der University of Florida und der Eid-
genössischen Technischen Hochschule Zürich; Mitglied der amerikanischen, der ungarischen, der
französischen und der russischen Akademie der Wissenschaften, der amerikanischen National Aca-
demy of Engineering sowie der American Academy of Arts and Sciences
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winnung der Modellstruktur und -parameter gegeben. Daran schließt sich das um-
fangreiche Kapitel 3 über die 4SID an. Neben einem Überblick über die Idee und
den Ablauf der 4SID enthält es die Beschreibung und Analyse der in der neueren Li-
teratur üblicherweise unterschiedenen drei Arten von 4SID-Algorithmen sowie einen
Vergleich der sich ergebenden Eigenschaften.
Ein kurzer Überblick über die Funktionsweise von PEM-Brennstoffzellen sowie über
deren systemtheoretische Betrachtung insbesondere im dynamischen Betrieb wird
im Kapitel 4 gegeben. Das Kapitel 5 umfasst eine Übersicht über existierende Mo-
delle für PEMFC-Stacks sowie die Beschreibung und Ergebnisse der in dieser Ar-
beit entwickelten Modellierungsansätze. Daran schließt sich das Kapitel 6 mit einem
Überblick über existierende Diagnoseverfahren für PEMFC-Stacks sowie den beiden
neu entwickelten Verfahren und den damit erzielten Ergebnissen an.
Die wichtigsten Ergebnisse der Arbeit werden im Kapitel 7 nochmals zusammenge-
fasst.
Im Anhang A sind ergänzende Berechnungen und Beweise zur 4SID enthalten, um
das Kapitel 3 übersichtlicher zu halten. Der Anhang B enthält die Parameter der
identifizierten Modelle. Im Anhang C wird eine Übersicht über die betreuten Studien-
und Diplomarbeiten gegeben. Eine Liste der im Rahmen dieser Dissertation entstan-




Für die Arbeit eines Regelungstechnikers sind Modelle von technischen Systemen
oder Prozessen eine wichtige Grundlage. Unter einem Modell versteht man dabei ein
mehr oder weniger stark abstrahiertes Abbild der in der Realität ablaufenden Vor-
gänge. Bei technischen Systemen sind diese Modelle in Form von mathematischen Zu-
sammenhängen, aber auch in graphischer oder tabellarischer Form wie beispielsweise
Kennlinien oder Wertetabellen üblich. Ohne Modelle sind weder die systemtheore-
tische Analyse noch der Entwurf von Regelungen oder Diagnosemethoden möglich.
Daher gehört es zu den Kernaufgaben eines Regelungstechnik-Ingenieurs, in einem
ersten Schritt ein solches Modell aufzustellen. Nicht selten nimmt diese Aufgabe
sogar einen Hauptteil der benötigten Zeit ein, da mit einem geeigneten Modell des
Systems beispielsweise eine Regelung leicht mit Standardverfahren entworfen werden
kann.
Bei der Modellerstellung, auch Modellbildung oder Modellierung genannt, unter-
scheidet man grundsätzlich drei Vorgehensweisen [Gan05, Nel01, DP04, Lju99]:
White-Box-Modellierung: Bei dieser Vorgehensweise werden die im Inneren des
Systems ablaufenden Vorgänge mathematisch mithilfe der geltenden Gesetz-
mäßigkeiten aus Mathematik, Physik, Chemie usw. beschrieben. Durch die
Verkopplung dieser Gleichungen gemäß der Zusammenhänge im System erhält
man ein Gesamtmodell, das die inneren Größen und Struktur des Systems ab-
bildet. Aufgrund der Vorgehensweise wird ein so gewonnenes Systemmodell
auch theoretisches, rigoroses, physikalisch-chemisches oder „first principles“-
Modell genannt.
Black-Box-Modellierung: Hier wird das Modell aus Messdaten der Ein- und Aus-
gangsgrößen eines Systems gewonnen. Dazu werden mittels der Messdaten die
Parameter einer Modellstruktur berechnet, die vorgegeben oder, falls sie nicht
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bekannt ist, ggf. aus mehreren Möglichkeiten durch einen Vergleich der Er-
gebnisse ausgewählt wird. Das Modell bildet nur den Zusammenhang ab, der
zwischen den gemessenen Ein- und Ausgangssignalen besteht. Eine weitere
Deutung oder ein Rückschluss auf innere Systemgrößen ist mit diesen Model-
len im Allgemeinen nicht möglich.
Grey-Box-Modellierung: Diese Form stellt eine Mischung der beiden vorange-
gangenen Ansätze dar. Hierbei werden Teile durch theoretische Ansätze be-
schrieben, der Rest durch Black-Box-Ansätze. So kann beispielsweise aus physi-
kalischen Überlegungen die Struktur der Verschaltung von Teilmodellen stam-
men, welche jeweils als Black-Box-Modelle vorliegen. Dadurch ist, abhängig
vom Anteil der theoretisch gewonnenen Modellteile, eine teilweise Interpreta-
tion möglich.
Bei der White-Box-Modellierung werden meistens vereinfachende Annahmen wie
konzentrierte Parameter oder starre Körper getroffen (vgl. z. B. [Sch07]). Durch die-
se Annahmen können die in den Gleichungen vorkommenden Parameter nicht so
aus theoretischen Überlegungen ermittelt werden, dass das Verhalten des Modells
exakt mit der Realität (ausgedehnter Körper, Elastizität) übereinstimmt. Daher wer-
den diese Parameter häufig durch Identifikation aus Messdaten gewonnen, d. h. auf
Basis der Messdaten werden die Parameter so bestimmt, dass die Messungen be-
zogen auf ein Gütemaß optimal durch das Modell dargestellt werden können. Die-
se Vorgehensweise wird im Folgenden als Parameteridentifikation bezeichnet. Auch
vernachlässigte Effekte wie z. B. Reibung in mechanischen Systemen werden durch
diese Methode implizit im Modell berücksichtigt. Streng genommen liegt damit kein
White-Box-Modell, sondern bereits ein Grey-Box-Modell vor [Lju99], auch wenn in
der Literatur diese Abgrenzung nicht immer so klar vorgenommen wird.
Die Black-Box-Modellierung wird auch als Black-Box-Identifikation bezeichnet, da
hierbei die Parameter einer (zuvor zu wählenden) Modellstruktur aus Messdaten
gewonnen werden. Diese Black-Box-Identifikation oder eine Grey-Box-Modellierung
sind üblicherweise gemeint, wenn in der Literatur der Begriff Systemidentifikation
verwendet wird (z. B. [SS89, Lju99, DP04]). Seltener (vgl. beispielsweise [Sch07]) ist
mit Systemidentifikation die oben beschriebene reine Bestimmung von Parametern
eines Grey-Box-Modells gemeint, die in dieser Arbeit zur klareren Abgrenzung als
Parameteridentifikation bezeichnet wird.
Beim Vergleich von Simulationsergebnissen des Modells mit Messdaten treten nicht
nur Abweichungen durch Vereinfachungen im Modell auf, sondern auch durch Effek-
te wie Rauschen, das im System oder bei Messungen auftritt. Diese Effekte können
durch stochastische Komponenten im Modell berücksichtigt werden. In der Litera-
tur wird bei den Parameterschätzverfahren häufig die Annahme getroffen, dass die
auftretenden stochastischen Prozesse ergodische (und damit auch stationäre) nor-
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malverteilte Prozesse sind, die unabhängig und identisch verteilt sind. Diese Annah-
me gilt auch in dieser Arbeit für alle stochastischen Größen, solange keine anderen
Annahmen explizit genannt sind.
Auch alle auftretende Zufallsvariablen werden, wenn nicht anders angegeben, stets
als unabhängig und identisch normalverteilt angenommen. Alle rein stochastischen
Größen, wie beispielsweise das Messrauschen, werden mit griechischen Buchstaben
bezeichnet. Größen, die sowohl einen deterministischen als auch einen stochastischen
Anteil haben, werden wie die rein deterministischen Größen mit lateinischen Buch-
staben bezeichnet.
Allen drei oben eingeführten Vorgehensweisen zur Modellierung ist gemein, dass
man als Ergebnis eine Beschreibung des Systemverhaltens bekommt. Dafür kom-
men verschiedene Modellformen in Betracht, von denen die wichtigsten Vertreter im
Abschnitt 2.1 in einem kurzen Überblick vorgestellt werden. Da im Rahmen dieser
Arbeit aufgrund der Komplexität des PEMFC-Stacks (vgl. Kapitel 1 und 5) rei-
ne Black-Box-Modelle sowie aus Black-Box-Modellen zusammengesetzte Grey-Box-
Modelle betrachtet werden, spielen Identifikationsverfahren eine wichtige Rolle. Im
Abschnitt 2.2 wird daher ein kurzer Überblick über die gebräuchlichsten Verfah-
ren zur Parameter- und Systemidentifikation dynamischer Systeme gegeben. Die in
dieser Arbeit hauptsächlich verwendete spezielle Black-Box-Identifikationsmethode
4SID wird ausführlich im sich anschließenden Kapitel 3 beschrieben.
2.1 Modellformen zur Beschreibung statischer
und dynamischer Systeme
Bei der Beschreibung von Systemen können diese zunächst in Abhängigkeit der An-
zahl ihrer Ein- und Ausgangsgrößen aufgeteilt werden. Ein sehr häufig betrachteter
Fall sind Systeme mit nur einer Ein- und einer Ausgangsgröße (SISO-Systeme1),
der auch als Eingrößenfall bezeichnet wird. Im Gegensatz dazu steht der allgemeine
Mehrgrößenfall (MIMO2), bei dem jeweils mehr als eine Ein- und Ausgangsgröße
existieren. Der Mehrgrößenfall beinhaltet SISO-Systeme als Spezialfall ebenso wie
die Mischformen SIMO und MISO.
Zusätzlich werden Systeme nach ihren Eigenschaften in Kategorien unterteilt [Föl07,
Möl07, Mün06, Bos04, SS89], wie beispielsweise
• statisch oder dynamisch,
• linear oder nichtlinear,
1SISO steht für „single input, single output“ (engl. für einzelner Eingang, einzelner Ausgang).
2MIMO steht für „multiple input, multiple output“ (engl. für mehrere Eingänge, mehrere Aus-
gänge).
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• zeitinvariant oder zeitvariant,
• zeitgetrieben oder ereignisgetrieben.
Entsprechend dieser Kategorien existieren verschiedene Formen von Modellen für die
Systeme. Bei den dynamischen Systemen sind lineare, zeitinvariante Systeme (LTI-
Systeme3) die am häufigsten betrachtete Klasse, da dafür sehr viele Analyse- und
Entwurfsmethoden zur Verfügung stehen. Häufig besitzen dabei die tatsächlichen
Systeme diese Eigenschaften nur näherungsweise, beispielsweise unter Vernachlässi-
gung von Reibung oder durch Beschränkung auf einen bestimmten Gültigkeitsbe-
reich des Modells.
Im Folgenden wird ein kurzer Überblick über verschiedene Beschreibungsformen von
Systemen gegeben. Dieser ist nicht vollständig und beschränkt sich auf die in dieser
Arbeit benötigten statischen und zeitgetriebenen dynamischen Systeme. Zeitvariante
Systeme, die als Spezialfall nichtlinearer Systeme aufgefasst werden können, werden
in dieser Arbeit nicht betrachtet. Ebenso werden keine autonomen Systeme oder
Systeme mit Totzeit benötigt. Modelle für die hier nicht betrachteten Systemklassen
sowie zusätzliche Beschreibungsformen für die im Folgenden beschriebenen Systeme
können beispielsweise [Lun08a, Lun08b, Gan05, Nel01, Lju99, SS89] entnommen
werden.
Für die folgenden Definitionen und Erläuterungen gilt stets, dass die Eingänge
u ∈ U ⊆ Rp des Systems bekannt sind. Die als messbar vorausgesetzten Ausgän-
ge werden mit y ∈ Y ⊆ Rq bezeichnet. Dabei wird davon ausgegangen, dass alle
auftretenden Eingangsgrößen das System auf unterschiedliche Weise beeinflussen
und alle Ausgangsgrößen unterschiedliche Informationen über das System enthalten
[Lun08b]. Anders ausgedrückt bedeutet dies, dass keine der Eingangsgrößen als Li-
nearkombination der übrigen Eingangsgrößen geschrieben werden kann, analog gilt
dasselbe für die Ausgangsgrößen. Für die auftretenden Rauschprozesse wird in die-
sem Abschnitt zusätzlich die Mittelwertfreiheit vorausgesetzt. Der Vektor des Mess-
rauschens wird mit  ∈ Rq bezeichnet und hat dieselbe Dimension wie der Vektor
der Ausgangsgrößen. Alle auftretenden Rauschprozesse seien paarweise unkorreliert.
2.1.1 Statische Systeme
Die einfachste Modellbeschreibung erhält man für lineare statische Systeme:
Definition 2.1 (lineares statisches System):
Ein lineares statisches System lässt sich durch ein Modell der Form
y = Du+  (2.1)
3LTI steht für „linear time-invariant“ (engl. für linear zeitinvariant).
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beschreiben. Die Matrix D ∈ Rq×p stellt dabei die lineare Abbildung der Eingangs-
größen auf die Ausgangsgrößen dar.
Teilweise wird in der Literatur ein Modell bzw. System auch dann noch als linear
bezeichnet, wenn auf der rechten Seite der Gleichung (2.1) zusätzlich ein konstanter
(deterministischer) Summand d auftritt. Genau genommen handelt es sich dann aber
um ein affines System, das jedoch leicht durch eine Koordinatentransformation in
ein lineares System überführt werden kann.
Analog zur obigen Definition für ein lineares System gilt für einen nichtlinearen
statischen Zusammenhang die folgende Definition:
Definition 2.2 (nichtlineares statisches System):
Ein nichtlineares statisches System lässt sich durch ein Modell der Form
y = g(u) +  (2.2)
beschreiben. Die q-dimensionale vektorielle Funktion g( · ) stellt dabei die nichtlineare
Abbildungsvorschrift der Eingangsgrößen auf die Ausgangsgrößen dar.
Besonders bei graphischer Darstellung wird der nichtlineare Zusammenhang g( · )
zwischen den Ein- und Ausgangsgrößen auch Kennlinienfeld oder kurz Kennfeld
genannt, im Spezialfall für jeweils eine Ein- und Ausgangsgröße auch Kennlinie.
Die wahre nichtlineare Abbildung kann ohne zusätzliches Wissen über die nicht-
lineare Systemfunktion und wegen des Messrauschens nicht exakt aus Messdaten
gewonnen werden, weshalb hier häufig Approximationen mittels ausgewählter analy-
tischer Funktionen bzw. einer Funktionenbasis verwendet werden (vgl. z. B. [KKE01,
Str04]), deren Parameter dann mit Schätzverfahren (vgl. Abschnitt 2.2) bestimmt
werden.
Häufig verwendete Approximationsmethoden sind die stückweise lineare Interpolati-
on, bei der die Bereiche zwischen Messwerten durch ein lineares (oder affines) Modell
angenähert werden. Auch Polynome können über den gesamten Bereich oder stück-
weise zur Approximation bzw. Interpolation verwendet werden. Häufig verwendet
man bei der stückweisen Polynom-Interpolation die sogenannten Splines:
Definition 2.3 (Spline):
Unter einem Spline n-ter Ordnung versteht man eine Funktion, die stückweise aus
Polynomen n-ter Ordnung zusammengesetzt ist. Für die Nahtstellen werden dabei
zusätzliche Bedingungen gestellt. Meist wird gefordert, dass der Funktionswert und
die ersten n− 1 Ableitungen stetig sein müssen.
Häufig werden kubische Splines, also Splines dritter Ordnung verwendet, da da-
durch die meisten Krümmungen bereits gut nachgebildet werden und die Komple-












Abbildung 2.1: Neuron k mit dem Schwellwert #k, den Gewichten wk,i,
der Aktivierung ak sowie den Eingängen ek,i und dem Aus-
gang ok
xität noch nicht zu hoch ist. Näheres zur Splines und deren Verwendung kann bei-
spielsweise [Boo01, BHS93] entnommen werden. Nähere Informationen zu weiteren
Approximations- und Interpolationsverfahren finden sich z. B. in [Gan05, Sto02].
Ein spezielles Modell zur Approximation einer nichtlinearen Funktion stellt ein
künstliches neuronales Netz dar:
Definition 2.4 (künstliches neuronales Netz):
Ein künstliches neuronales Netz (KNN) ist eine vernetzte Struktur von sogenannten
Neuronen (siehe Abbildung 2.1). Neben den Parametern Gewichte, Schwellwert und
Aktivierungsfunktion eines jeden Neurons sind auch die Vernetzungsstruktur sowie
die Anzahl der Neuronen Parameter des gesamten Netzes.
Die am häufigsten verwendeten Netzstrukturen bei den KNN sind die Radial-Basis-
funktionen-Netzwerke (RBFN) und dasmehrlagige Perzeptron 4 (MLP), wobei häufig
in der Literatur sogar KNN mit MLP gleichgesetzt wird [Nel01]. Ein Perzeptron5
ist ein einfach strukturiertes, vorwärts gerichtetes KNN [Ros58, MP90, BH94], das
beim MLP durch mindestens eine zusätzliche Schicht erweitert wird:
Definition 2.5 (mehrlagiges Perzeptron):
Ein mehrlagiges Perzeptron (MLP) ist ein KNN, bei dem zwischen einer Eingangs-
schicht, die der reinen Verteilung der Eingangsgrößen dient und selbst keine Verar-
beitung der Signale durchführt, und einer Ausgangsschicht, die zur Berechnung der
Ausgangsgrößen dient, eine oder mehrere verdeckte Schichten von Neuronen (auch
Zwischenschichten genannt) liegen. Dabei werden als Eingänge jedes Neurons der
verdeckten Schicht(en) und der Ausgangsschicht die Ausgänge der Neuronen der
vorhergehenden Schicht verwendet („feed-forward“-Struktur 6).
4Häufig findet man auch die englische Bezeichnung „multi-layer perceptron“ in der Literatur.
5von engl. „perception“ für Wahrnehmung
6engl. für vorwärts gerichtete Struktur

























































Abbildung 2.2: Struktur eines mehrlagigen Perzeptrons (MLP) mit einer
verdeckten Schicht
Übliche Aktivierungsfunktionen beim MLP sind aufgrund ihrer Differenzierbarkeit
sigmoidale Funktionen wie der hyperbolische Tangens










Weitere Aktivierungsfunktionen sind beispielsweise treppenförmige, lineare oder se-
mi-lineare (lineare und begrenzte) Funktionen, die jedoch alle nicht oder nicht belie-
big oft differenzierbar sind und daher bei der Parameteranpassung, dem sogenann-
ten Training, Probleme bereiten können (vgl. auch [BH94, Nel01]). Für das Training
kommen üblicherweise numerische Verfahren zur nichtlinearen Parameterschätzung
zum Einsatz, wie sie im Abschnitt 2.2.3 kurz vorgestellt werden.
Die Struktur eines MLP mit einer verdeckten Schicht ist in der Abbildung 2.2 dar-
gestellt. Es lässt sich zeigen, dass eine verdeckte Schicht im MLP zur Approximation
einer beliebigen Funktion ausreicht, solange diese Borel-messbar ist [HSW89]. Häufig
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wird mit MLP daher auch ein Netz mit genau einer verdeckten Schicht bezeichnet
[BH94, Nel01]. Auch die Ausprägung der Ausgangsschicht als Perzeptron mit nicht-
linearer Aktivierungsfunktion oder als reine Linearkombination der Ausgaben der
letzten verdeckten Schicht variiert in der Literatur.
Näheres zu Radial-Basisfunktionen-Netzwerken, welche in dieser Arbeit keine Ver-
wendung finden, kann beispielsweise in [Nel01, Str04] nachgelesen werden.
Eine weitere, besonders einfache Möglichkeit zur Darstellung des nichtlinearen Zu-
sammenhangs (2.2) stellt eine Nachschlagetabelle dar:
Definition 2.6 (Nachschlagetabelle):
Eine Nachschlagetabelle besteht aus einer Datenmatrix, die für (möglichst viele)
Kombinationen der Eingangsgrößen die zugehörigen Ausgangsgrößen der nichtlinea-
ren statischen Abbildung enthält, sowie einer Vorschrift, wie die Ausgangsgrößen zu
bestimmen sind, wenn die Eingangsgrößenwerte nicht exakt in der Tabelle zu finden
sind.
Die Vorschrift zur Bestimmung der Ausgangswerte kann beispielsweise die Methode
des nächsten Nachbarn sein, bei welcher der — bezogen auf ein Abstandsmaß — am
nächsten zum gesuchten Datenpunkt liegende Tabelleneintrag gewählt wird, oder
eine (meist einfache) Interpolationsvorschrift, mithilfe welcher aus den benachbarten
Tabellenpunkten der gesuchte Wert berechnet wird. Hierbei sind die lineare, die
kubische und die Spline-Interpolation (siehe z. B. [Gan05, Sto02]) häufige Vertreter.
Dabei wird mit den vorhandenen benachbarten Punkten in der Nachschlagetabelle
ein entsprechendes lokal gültiges Modell geschätzt, welches dann an der gesuchten
Stelle ausgewertet wird.
Einen wichtigen Spezialfall eines statischen nichtlinearen Systems nach der Definiti-
on 2.2 erhält man mit der Forderung, dass alle unbekannten Parameter linear in die
Modellgleichung eingehen:
Definition 2.7 (nichtlineares statisches System, linear in Parametern):
Ein nichtlineares statisches System, das linear in den Parametern ist, lässt sich durch
ein Modell der Form
y = P g(u) +  (2.5)
beschreiben. Die pg-dimensionale vektorielle Funktion g( · ) stellt dabei die nichtli-
neare Abbildungsvorschrift der Eingangsgrößen dar, die bekannt sein muss. Die un-
bekannten Parameter der Abbildungsvorschrift werden durch die Matrix P ∈ Rq×pg
repräsentiert, die linear in die Abbildungsvorschrift eingeht.
Das lineare statische Modell aus der Definition 2.1 ist wiederum ein Spezialfall der
eben vorgestellten Modellform, bei dem g(u) = u und pg = p gilt.
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2.1.2 Lineare dynamische Systeme
Bei den dynamischen Systemen wird ebenfalls zwischen linearen und nichtlinearen
Prozessen unterschieden. Für beide Fälle existieren die verschiedensten Modellfor-
men (z. B. [Föl94, Lju99, Nel01]). Zusätzlich unterscheidet man dabei zeitkontinu-
ierliche und zeitdiskrete Beschreibungen von Systemen. Zeitkontinuierliche Modelle
beschreiben das System zu jedem beliebigen Zeitpunkt. Bei zeitdiskreten Modellen
wird üblicherweise eine feste Abtastzeit TA vorausgesetzt, wobei die Modelle dann
das Systemverhalten nur zu den Zeitpunkten k TA (k ∈ Z) beschreiben. Diese Mo-
delle haben besonders in Anwendungen mit (Mikro-)Rechnern einen Vorteil, wenn
beispielsweise zu äquidistanten Zeitpunkten Messwerte aufgenommen und dann ver-
arbeitet werden müssen. Dabei ist im Folgenden bei den System- und Modelldefi-
nitionen zu beachten, dass trotz identischer Benennung der Parameter im zeitkon-
tinuierlichen und zeitdiskreten Fall diese bei der Beschreibung ein und desselben
Systems nicht identisch sind.
Die Dynamik des Systems beruht auf der Tatsache, dass die Ausgänge nicht nur
von den Eingangsgrößen, sondern auch von den Ableitungen der Ausgangs- und
Eingangsgrößen abhängen. Für den linearen Fall ergibt sich die folgende Definition:
Definition 2.8 (zeitkontinuierliches lineares dynamisches System):



























beschrieben. Die Matrizen Ai ∈ Rq×q, Bi ∈ Rq×p, Ci ∈ Rq×r und Di ∈ Rq×q stel-
len dabei die Parameter der Differenzialgleichungen dar, die höchste auftretende Ab-
leitung der Ausgangsgröße n wird auch als Ordnung des Systems bezeichnet. Bei
technischen Systemen gilt dabei stets m ≤ n. Die Größe z ∈ Rr repräsentiert un-
bekannte (nicht messbare) deterministische oder stochastische Störungen (z. B. Sys-
temrauschen), die über die Parameter Ci in die Differenzialgleichung eingehen und
zusätzlich zum Messrauschen auftreten können. Außerdem wird l ≤ n und o ≤ n an-
genommen.
Der (theoretische) Fall m > n beschreibt Systeme mit einem rein differenzierenden
Anteil, die technisch nicht realisierbar sind und daher im Folgenden nicht weiter
betrachtet werden. Entsprechend gilt dies auch für die Anteile der Störgröße und
des Rauschens für l > n bzw. o > n. Für den Fall m = n spricht man auch von
einem System mit Durchgriff oder einem sprungfähigen System [Lun08a], da dann die
Eingangsgrößen einen direkten Einfluss auf die Ausgangsgrößen haben und Sprünge
in Eingangsgrößen auch direkt als Sprünge in Ausgangsgrößen sichtbar werden. Bei
16 Grundlagen der Systemidentifikation
sehr vielen technischen Systemen ist das nicht der Fall, sodass sich häufig auf den
Fall m < n beschränkt wird.
Betrachtet man ein lineares dynamisches System nur zu äquidistanten Zeitpunkten
t = k TA, kann man das System durch Differenzengleichungen beschreiben, wobei
anstelle der Ableitungen entsprechend die Werte zu vergangenen Zeitpunkten mit in
die Berechnung der aktuellen Ausgangsgrößen einfließen:
Definition 2.9 (zeitdiskretes lineares dynamisches System):
Ein lineares dynamisches System wird zu den äquidistanten Zeitpunkten t = k TA,






























beschrieben. Die Matrizen Ai ∈ Rq×q, Bi ∈ Rq×p, Ci ∈ Rq×r undDi ∈ Rq×q stellen
dabei die Parameter der Differenzengleichungen dar. Hier stellt die höchste auftre-
tende Verzögerung der Ausgangsgröße n die Ordnung des Systems dar und es gilt bei
technischen Systemen ebenso m ≤ n. Wie im zeitkontinuierlichen Fall repräsentiert
die Größe z ∈ Rr unbekannte (nicht messbare) deterministische oder stochastische
Störungen (z. B. Systemrauschen), die über die Parameter Ci in die Differenzenglei-
chung eingehen und zusätzlich zum Messrauschen auftreten können. Auch hier wird
l ≤ n und o ≤ n angenommen.
Im zeitdiskreten Fall liegt ein System mit Durchgriff vor, wenn für den Parameter
B0 ∕= 0 gilt. Häufig wird anstelle der hier gewählten Schreibweise y(k TA) kurz y(k)
oder yk geschrieben. Selbst die Schreibweise y(t) wird in der Literatur immer wieder
auch bei zeitdiskreten Modellen verwendet, was dann zu Ausdrücken wie beispiels-
weise y(t− 1) führt. In dieser Arbeit bezeichnet t stets die kontinuierlich betrachtete
Zeit, für die Zeitpunkte k TA wird auch die abkürzende Schreibweise k gewählt, also
z. B. y(k) := y(k TA). Für alle anderen zeitabhängigen Größen gilt diese Nomenkla-
tur entsprechend.
Neben der direkten Beschreibung des Systems durch das jeweilige Differenzial- bzw.
Differenzengleichungssystem existieren, besonders für den linearen Fall, eine Viel-
zahl von weiteren Beschreibungsmöglichkeiten. Zwei sehr häufig verwendete Formen
sind dabei Übertragungsfunktionen und die Zustandsraumdarstellung, die — mit
Ausnahme weniger, hier nicht betrachteter Spezialfälle — ineinander umgerechnet
werden können [Föl93, Föl94, Lun08a, Lun08b]. Für diese beiden Darstellungen gilt
für die Parameter in den Differenzial- bzw. Differenzengleichungen der Definitionen
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2.8 und 2.9 der Zusammenhang
D0 = I und Di = Ai ∀ i = 1, . . . , o = n . (2.8)
Diese Annahme bedeutet, dass das Messrauschen  nur direkt auf die Ausgangsgröße
y und nicht zusätzlich auf deren Ableitungen wirkt.
Übertragungsfunktionen stellen den Systemzusammenhang zwischen Ein- und Aus-
gängen nicht im Zeit-, sondern in einem Bildbereich dar:
Definition 2.10 (zeitkontinuierliche Übertragungsfunktion):
Das Verhalten eines LTI-Systems nach der Definition 2.8 lässt sich unter Vorausset-
zung der Bedingung (2.8) mithilfe der Laplace-Transformation L durch die Gleichung
y(t) = G(t) ∗ u(t) +H(t) ∗ z(t) + (t) (2.9a)
L
yL(s) = GL(s)uL(s) +HL(s) zL(s) + L(s) (2.9b)
beschreiben. Dabei stellen yL(s), uL(s), zL(s) und L(s) die Ausgangs-, Eingangs-
und Störsignale sowie das Messrauschen im Laplace-Bereich (Laplace-Variable s,
vgl. [Föl07]) dar. Die Größe GL(s) ist die Matrix-Übertragungsfunktion und damit
die Laplace-Transformierte der Impulsantwort-Matrix G(t), die Matrix HL(s) re-
präsentiert die Störübertragungsfunktion und Laplace-Transformierte von H(t). Der
Operator „*“ bezeichnet die Faltung.
Definition 2.11 (zeitdiskrete Übertragungsfunktion):
Das Verhalten zu den Zeitpunkten t = k TA, k ∈ Z eines LTI-Systems nach der De-
finition 2.9 lässt sich unter Voraussetzung der Bedingung (2.8) mithilfe der z-Trans-
formation z durch die Gleichung
y(k) = G(k) ∗ u(k) +H(k) ∗ z(k) + (k) (2.10a)
z
yz(z) = Gz(z)uz(z) +Hz(z) zz(z) + z(z) (2.10b)
beschreiben. Dabei stellen yz(z), uz(z), zz(z) und z(z) die Ausgangs-, Eingangs-
und Störsignale sowie das Messrauschen im z-Bereich (mit z = es TA , vgl. [Föl07])
dar. Analog zum kontinuierlichen Fall mit der Laplace-Transformation repräsentie-
ren Gz(z) die (diskrete) Matrix-Übertragungsfunktion im z-Bereich und damit die
z-Transformierte der diskreten Impulsfolgen-Matrix G(k) sowie Hz(z) die diskrete
Störübertragungsfunktion und z-Transformierte von H(k). Hier stellt der Operator
„*“ die diskrete Faltung dar.
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Die Koeffizienten der einzelnen rationalen Übertragungsfunktionen, also die Koef-
fizienten der Elemente von GL(s) und HL(s) bzw. Gz(z) und Hz(z), lassen sich
aus den Koeffizienten der einzelnen linearen Differenzialgleichungen (2.6) bzw. Dif-
ferenzengleichungen (2.7) des Systems berechnen. Dazu werden zunächst die Größen
AL(s) = I +A1 s+ . . .+An s
n , (2.11a)
BL(s) = B0 +B1 s+ . . .+Bm s
m , (2.11b)
CL(s) = C0 +C1 s+ . . .+Cl s
l (2.11c)
bzw. für die zeitdiskrete Betrachtung die Größen
Az(z) = I +A1 z
−1 + . . .+An z
−n , (2.12a)
Bz(z) = B0 +B1 z
−1 + . . .+Bm z
−m , (2.12b)
Cz(z) = C0 +C1 z
−1 + . . .+Cl z
−l (2.12c)
definiert, wobei die einzelnen Matrizen Ai, Bi und Ci die Matrizen aus den ur-
sprünglichen Differenzial- bzw. Differenzengleichungen sind. Mit diesen Matrixpoly-






















Im Gegensatz zu den Übertragungsfunktionen wird bei der Zustandsraumdarstel-
lung das System weiterhin im Zeitbereich beschrieben. Allerdings werden dabei die
Differenzial- bzw. Differenzengleichungen durch geeignet definierte Zwischengrößen,
den sogenannten Zuständen so umgeformt, dass sich das ursprüngliche Gleichungs-
system durch Differenzial- bzw. Differenzengleichungen erster Ordnung in diesen
Zuständen darstellen lässt:
Definition 2.12 (zeitkontinuierliches lineares Zustandsraummodell):
Ein zeitkontinuierliches Zustandsraummodell eines LTI-Systems nach Definition 2.8
ist unter Voraussetzung der Bedingung (2.8) gegeben durch die Gleichungen
ẋ(t) = Ax(t) +Bu(t) +E z(t) , (2.15a)
y(t) = C x(t) +Du(t) + F z(t) + (t) . (2.15b)
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Dabei ist x(t) ∈ Rn der Vektor der Zustandsgrößen zur Zeit t, A ∈ Rn×n die System-
oder Dynamikmatrix, B ∈ Rn×p die Eingangsmatrix, C ∈ Rq×n die Ausgangsma-
trix und D ∈ Rq×p die Durchgriffs- oder Durchgangsmatrix. Die Dimension des Zu-
standsvektors n entspricht der Ordnung des Systems. Die Matrizen E ∈ Rn×r bzw.
F ∈ Rq×r beschreiben den Einfluss der unbekannten Störgröße z(t) ∈ Rr auf die Zu-
stände bzw. die Ausgänge des Systems.
Definition 2.13 (zeitdiskretes lineares Zustandsraummodell):
Ein zeitdiskretes Zustandsraummodell eines LTI-Systems nach Definition 2.9 ist un-
ter Voraussetzung der Bedingung (2.8) gegeben durch die Gleichungen
x(k + 1) = Ax(k) +Bu(k) +E z(k) , (2.16a)
y(k) = C x(k) +Du(k) + F z(k) + (k) . (2.16b)
Dabei ist x(k) ∈ Rn der Vektor der (diskreten) Zustandsgrößen zum Zeitpunkt k TA,
A ∈ Rn×n die (diskrete) System- oder Dynamikmatrix (auch Transitionsmatrix ge-
nannt), B ∈ Rn×p die (diskrete) Eingangsmatrix, C ∈ Rq×n die (diskrete) Aus-
gangsmatrix und D ∈ Rq×p die Durchgriffs- oder Durchgangsmatrix 7. Die Dimen-
sion des Zustandsvektors n entspricht der Systemordnung. Die Matrizen E ∈ Rn×r
bzw. F ∈ Rq×r beschreiben wie im zeitkontinuierlichen Fall den Einfluss der unbe-
kannten Störgröße z(k) ∈ Rr auf die Zustände bzw. die Ausgänge des Systems.
Die Zustände sind innere Größen des Systems und nicht eindeutig definiert. Für je-
des System existieren unendlich viele Zustandsraumbeschreibungen derselben Ord-
nung, die aus einem gültigen Zustandsraummodell mithilfe einer beliebigen Ähn-
lichkeitstransformation mit einer regulären und linearen Transformationsmatrix ge-
wonnen werden können (Isomorphismus) [Föl94, Föl93, Lun08a, Lun08b, See09].
Die Parametermatrizen der Zustandsraumgleichungen können aus den Parametern
der Differenzial- bzw. Differenzengleichungen oder den Übertragungsfunktionen nur
dann eindeutig gewonnen werden, wenn eine konkrete Wahl des Zustandsvektors
vorliegt.
Von dieser Vieldeutigkeit der Zustandsgrößen rührt auch die Tatsache her, dass
bei den Zustandsraummodellen die Anzahl der Parameter in den Matrizen deutlich
größer ist als die Anzahl an sogenannten invarianten Parametern, die das Ein-/Aus-
gangsverhalten bestimmen [Kru08, CBW79]. Dies ist bei der Schätzung eines Zu-
standsraummodells aus Messdaten der Ein- und Ausgangsgrößen zu berücksichtigen
(vgl. Abschnitte 2.2.1 und 3.2.3).
7Die Durchgriffsmatrix ist die einzige der vier Parameter-Matrizen A, B, C und D, die bei der
Beschreibung desselben Systems in der zeitkontinuierlichen und der zeitdiskreten Zustandsraumbe-
schreibung stets gleich sind, weshalb hier auf den Zusatz „diskret“ verzichtet werden kann. Ebenso
ist die Matrix F für dasselbe System in beiden Fällen identisch. Die Ausgangsmatrix C ist nur dann
in beiden Beschreibungen identisch, wenn für die zeitdiskrete Zustandsraumbeschreibung dieselben
Zustandsgrößen wie in der zeitkontinuierlichen Beschreibung gewählt werden.
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Bei Systemen ohne Durchgriff fällt in den Zustandsraummodellen der Summand
„Du“ weg, da die Durchgriffsmatrix dann identisch mit einer Nullmatrix ist. Die
Eingangsgrößen haben dann nur noch indirekt über die Zustände einen Einfluss auf
die Ausgangsgrößen.
Einen häufig betrachteten Spezialfall bei den Zustandsraumbeschreibungen erhält
man, wenn man die unbekannte Störgröße z als n-dimensionalen Rauschprozess
z =  ∈ Rn wählt, der direkt auf die Zustandsgrößen einwirkt (d. h. E = I). Der
Rauschprozess wird dann als Systemrauschen bezeichnet. Oft wird dabei zusätzlich
F = 0 angenommen, wodurch das Gesamtrauschen in der Ausgangsgleichung unkor-
reliert zum Systemrauschen ist. Durch die stochastischen Anteile des Modells stellen
die Zustandsgröße und die Ausgangsgröße jeweils einen stochastischen Prozess dar,
der die Markov-Eigenschaft (benannt nach Andrej Andreevič Markov8) erfüllt.
Speziell das zeitdiskrete Zustandsraummodell mit Mess- und Systemrauschen wird,
vor allem in der englischsprachigen Literatur, auch Prozessform genannt [See09,
Kat05, Qin06]. Außer dieser Prozessform existieren noch zwei weitere Formen zeit-
diskreter Zustandsraummodelle, die Innovationsform und die Prädiktorform, welche
aus der Prozessform durch mathematische Umformungen gewonnen werden können.
Diese kommen insbesondere dann zum Einsatz, wenn die Zustände des Systems mit
einem Kalman-Filter (siehe z. B. [Kre80, Has08, Nie09]) geschätzt werden. Bei der
Innovationsform wird der Fehler e(k) zwischen gemessenem und geschätztem Aus-
gang, auch Ausgangsfehler, Residuum oder Innovation genannt, betrachtet:
e(k) = y(k)−Cx̂(k)−Du(k)︸ ︷︷ ︸
=−ŷ(k)
(2.17)
Diese Innovation geht über die sogenannte Kalman-Matrix K in die Systemglei-
chung mit ein, um die Zustandsschätzung zum nächsten Zeitschritt zu verbessern.
Bei zeitveränderlichen Kovarianzmatrizen von Mess- und Systemrauschen ist die
Kalman-Matrix auch zeitveränderlich. Insgesamt gelten also für die Innovationsform
die Gleichungen
x̂(k + 1) = Ax̂(k) +Bu(k) +K e(k) , (2.18a)
y(k) = C x̂(k) +Du(k) + e(k) . (2.18b)
Im Idealfall entspricht die Innovation nur dem stochastischen Anteil der gemessenen
Ausgangsgrößen.
8Andrej Andreevič Markov, b 14. Juni 1856 in Rjasan, Russland, d 20. Juli 1922 in Petrograd
(heute wieder St. Petersburg); Mathematiker; Professor an der Universität St. Petersburg; Mitglied
der Russischen Akademie der Wissenschaften
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Die Prädiktorform entspricht einer Umformulierung der Innovationsform, meist spe-
ziell für Systeme ohne Durchgriff, zur Vorhersage der Ausgangsgröße zum nächsten
Zeitschritt auf Basis der aktuell bekannten Werte:






y(k + 1) = C x̂(k + 1) + e(k + 1) . (2.19b)
Für die Matrizen AK und BK gilt dabei





Man findet in der Literatur die Prädiktorform auch mit Durchgriff (z. B. in [Qin06]),
wobei dann für die Vorhersage der Ausgangsgröße zum nächsten Zeitschritt die zu-
gehörigen Eingangsgrößen bereits bekannt sein müssen, was beispielsweise bei gere-
gelten Systemen auf Basis des geschätzten Zustandsvektors der Fall ist. Dann ergibt
sich die Systembeschreibung zu






y(k + 1) = C x̂(k + 1) +Du(k + 1) + e(k + 1) . (2.21b)
Die Formulierung ohne Durchgriff stellt also den Spezialfall dieser allgemeineren
Formulierung für D = 0 dar.
Ein großer Vorteil der Prädiktorform ist die Tatsache, dass das so betrachtete System
mit AK stets stabil ist, auch wenn bezogen auf A ein instabiles System zugrunde
liegt [Qin06]. Somit eignet sich diese Form besonders zur Identifikation instabiler
Prozesse. Bei zeitvarianter Kalman-Matrix, wie sie bei einer endlichen Anzahl an
Messdaten stets vorliegt, ist allerdings auch die Matrix AK zeitabhängig.
Wie eben bei der Betrachtung der Innovationsform geschildert, kann man aus Sicht
der Systemidentifikation (vgl. auch den folgenden Abschnitt 2.2) das Messrauschen
als Ausgangsfehler bezeichnen, da man mit ihm die Differenz zwischen der Messung
und dem Modellausgang erklären kann. Daher werden Modelle, für welche die Bedin-
gung (2.8) gilt, auch Ausgangsfehler-Modelle genannt, wenn sie durch Identifikation
gewonnen werden. Im Gegensatz dazu werden in der Literatur auch vielfach Modelle
betrachtet, die auf Basis des Gleichungsfehlers identifiziert werden. Bei dieser Be-
trachtung findet die Bedingung (2.8) keine Anwendung und es werden üblicherweise
keine unbekannten Störgrößen betrachtet, sodass z ≡ 0 gilt und der entsprechen-
de Summand aus den Systembeschreibungen (2.6) und (2.7) herausfällt. Der Glei-
chungsfehler beschreibt den Unterschied zwischen dem Modellteil, der sich aus den
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Ausgangsgrößen und deren Ableitungen bzw. Vergangenheitswerten berechnet, und
dem Teil der Eingangsgrößen und deren Ableitungen bzw. Vergangenheitswerten.
Für die folgenden Modelldefinitionen wird sich im Rahmen dieser Arbeit auf den
zeitdiskreten Fall beschränkt. Macht man zunächst die zusätzliche Annahme, dass
nur der als Rauschen  beschriebene Gleichungsfehler selbst und keine Vergangen-
heitswerte davon auftreten, also dass
D0 = I und Di = 0 ∀ i = 1, . . . , o (2.22)
gilt, so lassen sich die folgenden beiden Modellformen definieren:
Definition 2.14 (AR-Modell):
Unter den Voraussetzungen, dass keine Eingangsgrößen u und keine unbekannten
Störgrößen z auf das System einwirken und dass die Bedingung (2.22) erfüllt ist,
nennt man ein Modell nach der Definition 2.9 für ein zeitdiskretes lineares System
ein AR-Modell. Mithilfe der z-Transformation ergibt sich die Beschreibung
y(k) = H(k) ∗ (k) (2.23a)
z
yz(z) = Hz(z) z(z) , (2.23b)










mit Az(z) aus (2.12) gilt. Dabei steht die Abkürzung „AR“ für „AutoRegressive“,
womit ein dynamischer Prozess gemeint ist, dessen Ausgang von seiner Vergangen-
heit abhängt. Die höchste auftretende Verzögerung n nennt man die Ordnung des
AR-Modells und man schreibt auch AR(n).
Definition 2.15 (ARX-Modell):
Hat man ein System, auf das Eingangsgrößen u einwirken und welches ansonsten
die Bedingungen aus der Definition 2.14 erfüllt, nennt man das zugehörige Modell
ein ARX-Modell. Mithilfe der z-Transformation ergibt sich die Beschreibung
y(k) = G(k) ∗ u(k) +H(k) ∗ (k) (2.25a)
z
yz(z) = Gz(z)uz(z) +Hz(z) z(z) , (2.25b)
wobei hier für die Matrix-Übertragungsfunktion Gz(z) der Zusammenhang (2.14a)
und für die Matrix-Übertragungsfunktion des Rauschens Hz(z) der Zusammenhang
2.1 Modellformen zur Beschreibung statischer und dynamischer Systeme 23
(2.24) aus der Definition 2.14 gelten. Dabei steht die Abkürzung „ARX“ für „Auto-
Regressive with eXogenous inputs“, also ein dynamisches System, dessen Ausgang
sowohl von seiner Vergangenheit als auch von der Eingangsgröße u abhängt. Hier
schreibt man auch ARX(n,m), um die jeweils höchste auftretende Verzögerung der
Ausgangsgröße (n) und der Eingangsgröße (m) mit anzugeben.
Verzichtet man auf die Bedingung (2.22) und erweitert so die Flexibilität bei der
Beschreibung des Gleichungsfehlers, so ergeben sich folgende beiden Definitionen:
Definition 2.16 (ARMA-Modell):
Unter den Voraussetzungen, dass keine Eingangsgrößen u und keine unbekannten
Störgrößen z auf das System einwirken, nennt man ein Modell nach der Defini-
tion 2.9 für ein zeitdiskretes lineares System ein ARMA-Modell. Mithilfe der z-
Transformation ergibt sich die Beschreibung
y(k) = H(k) ∗ (k) (2.26a)
z
yz(z) = Hz(z) z(z) , (2.26b)








Dz(z) = D0 +D1 z
−1 + . . .+Do z
−o (2.28)
gilt. Dabei steht die Abkürzung „ARMA“ für „AutoRegressive Moving Average“, wo-
mit ein dynamischer Prozess gemeint ist, dessen Ausgang von seiner Vergangenheit
sowie von einem gleitenden gewichteten Mittelwert des Rauschens abhängt. Man
schreibt auch ARMA(n,o), um die jeweils höchste auftretende Verzögerung der Aus-
gangsgröße (n) und des Rauschens (o) mit anzugeben.
Manchmal ist mit dem MA-Anteil auch der in dieser Arbeit mit „X“ bezeichnete
Anteil für eine deterministische Eingangsgröße gemeint (vgl. beispielsweise [KJ02,
Lun08b]), wodurch dann das hier mit ARX bezeichnete Modell als ARMA-Modell
benannt wird.
Definition 2.17 (ARMAX-Modell):
Hat man ein System, auf das Eingangsgrößen u einwirken und welches ansonsten
die Bedingungen aus der Definition 2.16 erfüllt, nennt man das zugehörige Modell
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ein ARMAX-Modell. Mithilfe der z-Transformation ergibt sich die Beschreibung
y(k) = G(k) ∗ u(k) +H(k) ∗ (k) (2.29a)
z
yz(z) = Gz(z)uz(z) +Hz(z) z(z) , (2.29b)
wobei hier für die Matrix-Übertragungsfunktion Gz(z) der Zusammenhang (2.14a)
und für die Matrix-Übertragungsfunktion des Rauschens Hz(z) der Zusammenhang
(2.27) aus der Definition 2.16 gilt. Dabei steht die Abkürzung „ARMAX“ für „Au-
toRegressive Moving Average with eXogenous inputs“, also ein dynamisches System,
dessen Ausgang von seiner Vergangenheit, von einem gleitenden gewichteten Mittel-
wert über das Rauschen und von der Eingangsgröße u abhängt. Wie bei den Modellen
zuvor schreibt man auch ARMAX(n,m,o), um die jeweils höchste auftretende Ver-
zögerung der Ausgangsgrößen (n), der Eingangsgrößen (m) und des Rauschens (o)
mit anzugeben.
Vergleicht man die Definitionen 2.17 und 2.13, so stellt man fest, dass es sich bei
einem zeitdiskreten linearen Zustandsraummodell um ein ARMAX-Modell handelt,
bei dem die Koeffizienten des MA-Anteils die Bedingung (2.8) erfüllen. In Prädiktor-
und Innovationsform kann ein Zustandsraummodell auch als ARX-Modell interpre-
tiert werden, wobei dann die Innovationen anstelle des Rauschens treten.
Entsprechend der Definitionen 2.14 bis 2.17 können auch zeitkontinuierliche Model-
le mit den jeweiligen Anteilen und Bedingungen definiert werden. Da diese jedoch
im Rahmen dieser Arbeit nicht benötigt werden, sei hierzu auf die Literatur (z. B.
[KJ02]) verwiesen. Im Folgenden wird mit den Bezeichnungen AR, ARX, ARMA und
ARMAX stets ein zeitdiskretes Modell impliziert. Weitere ähnlich aufgebaute Mo-
dellstrukturen und die Zusammenhänge mit den hier vorgestellten Varianten können
beispielsweise [Lju99, SS89] entnommen werden. Im Gegensatz zu dieser Arbeit wer-
den dort diese Modellformen im Rahmen der Prädiktionsfehler-Methoden betrach-
tet, also Identifikationsmethoden für Modelle, die auf Basis der aktuell vorliegenden
Informationen der Ein- und Ausgangsgrößen die Ausgangsgröße zum nächsten Ab-
tastschritt vorhersagen. Dann kann als die Differenz der vorhergesagten und der ge-
messenen Ausgangsgröße der sogenannte Prädiktionsfehler gebildet werden. Dieser
entspricht der zuvor bei den Zustandsraummodellen bereits eingeführten Innovati-
on. Nur in seltenen Fällen wird mehr als einen Schritt in die Zukunft prädiziert,
weshalb damit meistens die exaktere Bezeichnung Ein-Schritt-Prädiktionsfehler ab-
gekürzt wird. Im Gegensatz zu diesen Prädiktionsmodellen bezeichnet man die Mo-
delle, denen nur die Eingangsgröße zur Verfügung gestellt wird, um den Verlauf der
Ausgangsgröße zu berechnen, als Simulationsmodelle [Nel01]. Im Rahmen dieser Ar-
beit wird der zu diesen Modellen gehörige Ausgangsfehler auch als Simulationsfehler
bezeichnet.
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2.1.3 Nichtlineare dynamische Systeme
Bisher wurde bei dynamischen Systemen nur der lineare Fall betrachtet, der in der
Praxis am häufigsten verwendet wird, auch zur Approximation nichtlinearer Sys-
teme. Nicht immer reicht jedoch die Betrachtung linearer Modelle aus. Analog zu
den beiden Definitionen 2.8 und 2.9 für lineare Systeme lassen sich die folgenden
Definitionen für nichtlineare Systeme in Ein-/Ausgangsdarstellung treffen:
Definition 2.18 (zeitkontinuierliches nichtlineares dynamisches System):
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beschrieben. Die vektorielle Funktion g( · ) stellt dabei den nichtlinearen Zusammen-
hang zwischen der Ausgangsgröße und den Ableitungen der Aus- und Eingangsgröße,
der Eingangsgröße sowie der unbekannten Störung z ∈ Rr und dem Messrauschen
mit deren Ableitungen dar. Die höchste auftretende Ableitung der Ausgangsgröße n
wird auch hier als Ordnung des Systems bezeichnet. Bei technischen Systemen gilt
dabei ebenso wie bei linearen Systemen m ≤ n, und auch hier wird l ≤ n und o ≤ n
vorausgesetzt.
Definition 2.19 (zeitdiskretes nichtlineares dynamisches System):
Ein nichtlineares dynamisches System wird zu den äquidistanten Zeitpunkten t=kTA,
k ∈ Z durch ein Differenzengleichungssystem der Form
y(k) = g
(
y(k − 1), . . . ,y(k − n),u(k), . . . ,u(k −m),
z(k), . . . ,z(k − l), (k), . . . , (k − o)
)
(2.31)
beschrieben. Die vektorielle Funktion g( · ) stellt dabei den nichtlinearen Zusammen-
hang zwischen der Ausgangsgröße zum aktuellen Abtastzeitpunkt und den Vergangen-
heitswerten der Aus- und Eingangsgröße, der Störungen z ∈ Rr und dem Messrau-
schen sowie der aktuellen Eingangsgröße, der aktuellen Störung und dem aktuellen
Messrauschen dar. Hier stellt die höchste auftretende Verzögerung der Ausgangs-
größe n die Ordnung des Systems dar und es gilt bei technischen Systemen ebenso
m ≤ n. Außerdem wird l ≤ n und o ≤ n angenommen.
Diese beiden Systemdefinitionen werden auch mit dem Begriff externe Dynamik
(engl. „external dynamics“) bezeichnet, da sie sich durch eine statische nichtlinea-
re Funktion und die linearen Differenziations- bzw. Verzögerungsglieder für die Ein-













Abbildung 2.3: Blockstrukturen von Hammerstein- und Wiener-Modell
und Ausgangsgrößen und das Rauschen darstellen lassen. Sie stellen die mit Abstand
am häufigsten zur nichtlinearen Systemidentifikation eingesetzte Form dar [Nel01].
Wichtige Spezialfälle hierbei sind das Hammerstein-Modell und das Wiener-Modell :
Definition 2.20 (Hammerstein-Modell):
Ein Hammerstein-Modell besteht aus einem linearen dynamischen System, dessen
Eingangsgrößen aus einer nichtlinearen statischen Abbildung der Modelleingangsgrö-
ßen gebildet werden. Die Ausgangsgrößen des linearen dynamischen Systems stellen
die Modellausgangsgrößen dar (vgl. Abbildung 2.3(a)).
Definition 2.21 (Wiener-Modell):
Ein Wiener-Modell besteht aus einem linearen dynamischen System, dessen Aus-
gangsgrößen nach einer Abbildung durch eine nichtlineare statische Funktion die
Modellausgangsgrößen darstellen. Die Modelleingangsgrößen stellen die Eingangs-
größen des linearen dynamischen Systems dar (vgl. Abbildung 2.3(b)).
In der Literatur findet man weitere, aus diesen beiden Modellen abgeleitete Formen,
unter anderem das Hammerstein-Wiener-Modell, welches auch Sandwich-Modell ge-
nannt wird, und das Uryson-Modell [DP04, Pea99]:
Definition 2.22 (Hammerstein-Wiener-Modell):
Ein Hammerstein-Wiener-Modell ist eine serielle Verschaltung eines Hammerstein-
Modells und eines Wiener-Modells, bei der die beiden linearen Anteile zu einem
linearen Block zusammengefasst werden, der zwischen den beiden nichtlinearen sta-
tischen Funktionen liegt (vgl. Abbildung 2.4(a)).
Definition 2.23 (Uryson-Modell):
Das Uryson-Modell ist eine Parallelschaltung mehrerer Hammerstein-Modelle (vgl.
Abbildung 2.4(b)).
Im Gegensatz zu den Übertragungsfunktionen, bei denen aufgrund der Transforma-
tion in den jeweiligen Bildbereich die Linearität des Systems eine Grundvorausset-






















Abbildung 2.4: Blockstrukturen von Hammerstein-Wiener- und Uryson-
Modell
zung für die Beschreibungsform ist, lässt sich das Konzept der Zustandsraummo-
delle auf nichtlineare Systeme erweitern. Auch hier wird analog zum linearen Fall
im Abschnitt 2.1.2 davon ausgegangen, dass der Rauschterm  reines Messrauschen
darstellt und daher nur in die Ausgangsgleichung eingeht. Damit lassen sich die
folgenden zwei Definitionen formulieren:
Definition 2.24 (zeitkontinuierliches nichtlineares Zustandsraummodell):












definiert. Wie im linearen Fall stellen dabei x(t) ∈ Rn den Zustandsvektor, dessen
Dimension n der Systemordnung entspricht, und z(t) ∈ Rr die unbekannte Störgrö-
ße zur Zeit t dar. Die vektorielle Funktion f( · ) heißt dabei Systemfunktion, die
vektorielle Funktion g( · ) wird Ausgangsfunktion genannt.
Definition 2.25 (zeitdiskretes nichtlineares Zustandsraummodell):
Ein zeitdiskretes nichtlineares Zustandsraummodell für die Zeitpunkte k TA wird
durch die Gleichungen










definiert. Wie im linearen Fall stellen dabei x(k) ∈ Rn den Zustandsvektor, dessen
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Dimension n der Systemordnung entspricht, und z(k) ∈ Rr die unbekannte Stör-
größe zum Zeitpunkt k TA dar. Die vektorielle Funktion f( · ) heißt dabei (diskrete)
Systemfunktion, die vektorielle Funktion g( · ) wird (diskrete) Ausgangsfunktion ge-
nannt.
Diese nichtlinearen Zustandsraummodelle stellen eine allgemeinere Beschreibungs-
form als die in den Definitionen 2.18 und 2.19 angegebenen nichtlinearen Systeme
in Ein-/Ausgangsdarstellung dar [Nel01]. Mit ihnen können zusätzlich Systeme mit
bestimmten nichtlinearen Effekten, wie beispielsweise einer Hysterese oder einer Tot-
zone, die von einer inneren Systemgröße abhängen, beschrieben werden, was in der
Ein-/Ausgangsdarstellung nicht möglich ist.
Bei den nichtlinearen Zustandsraummodellen werden diverse Spezialfälle, wie bei-
spielsweise hybride oder stückweise affine Systeme [Hod07, Mün06, MBB03, BM99],
lineare Systeme mit variierenden Parametern (LPV-Systeme9) [Win08], bilineare
Systeme [Sch91, BM99] und viele weitere, unterschieden, die jedoch im Rahmen
dieser Arbeit keine Rolle spielen und daher nicht weiter betrachtet werden.
Mithilfe von künstlichen neuronalen Netzen können auch nichtlineare dynamische
Systeme approximiert werden. Dazu werden als zusätzliche Eingänge des Netzes
zeitverzögerte Eingangsgrößen und/oder Ausgangsgrößen des Systems verwendet.
Dies bedeutet jedoch eine Zunahme der Komplexität des Netzes und damit einher-
gehend auch einen deutlichen Anstieg des Rechenaufwands beim Training. Weitere
Informationen können beispielsweise in [Nel01, Wai06] nachgelesen werden.
Wie bei den statischen nichtlinearen Systemen ist auch bei den dynamischen nicht-
linearen Systemen keine Identifikation der nichtlinearen Funktion aus Messdaten
möglich, sofern nicht zusätzliches Wissen vorliegt oder Annahmen gemacht werden.
Dies erschwert die Black-Box-Identifikation nichtlinearer Systeme erheblich, weshalb
häufig nur Spezialfälle betrachtet werden oder auf die konkrete Anwendung zuge-
schnittene Verfahren zum Einsatz kommen, wenn eine Approximation durch lineare
Modelle keine ausreichende Güte liefert.
2.2 Identifikationsverfahren für statische und
dynamische Systeme
Unter anderem bedingt durch die auftretenden Rauschprozesse können die Parame-
ter der im vorigen Abschnitt vorgestellten Modelle anhand von Messdaten der Ein-
und Ausgangsgrößen nicht exakt bestimmt werden. Daher sind geeignete Identifika-
tionsverfahren notwendig, die eine möglichst gute Schätzung der deterministischen
9LPV steht für „linear parameter varying“ (engl. für linear mit variierenden Parametern).
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Parameter liefern. Da das Rauschen einen stochastischen und keinen deterministi-
schen Anteil des Systems darstellt, können nur deterministische Eigenschaften der
Dichtefunktion wie die Momente Mittelwert und Varianz ermittelt werden. Für eine
konkrete Messung kann das Rauschen damit jedoch nicht bei der Simulation nachge-
bildet werden, weshalb häufig bei Modellbeschreibungen auf die explizite Nennung
der Rauschprozesse verzichtet wird und nur die deterministischen Anteile betrachtet
werden.
Die in diesem Abschnitt vorgestellten Verfahren dienen zunächst der Parameteriden-
tifikation einer vorgegebenen Modellstruktur. Erst durch einen Vergleich verschiede-
ner mit den Verfahren parametrierter Modelle wird daraus eine Systemidentifikation.
Dieser Vergleich wird hauptsächlich durch die in der Realität auftretenden Rausch-
prozesse notwendig, deren Effekte in den Messwerten enthalten sind. Durch diese
stochastische Komponente, die dem deterministischen Anteil überlagert ist, werden
auch bei Modellen, deren Ordnung höher gewählt wurde als die reale Ordnung des
Systems, alle Parameter ungleich null geschätzt. Nur im akademischen Fall von idea-
len Messdaten würde bei einem solchen Ansatz die Modellordnung korrekt ermittelt
werden, in dem die Parameter der Terme zu hoher Ordnung zu null geschätzt wür-
den. Die in diesem Kapitel verwendeten Indizes zur Unterscheidung der mit den
verschiedenen Verfahren ermittelten Schätzwerte für die Parameter werden in den
weiteren Kapiteln dieser Arbeit aus Gründen der besseren Lesbarkeit weggelassen, da
dort stets aus dem Kontext hervorgeht, mit welchem Schätzer die Werte gewonnen
wurden.
Die Anwendung der vorgestellten Identifikationsverfahren setzt voraus, dass eine
genügend große Anzahl N an geeigneten Messdatenpaaren der Ein- und Ausgangs-
größen zur Verfügung stehen, um alle Parameter des Modells schätzen zu können.
Das Minimum stellt dabei die Anzahl der zu schätzenden Parameter dar, wobei
die Messdatenpaare linear unabhängig sein müssen. Bei der praktischen Anwendung
wird man deutlich mehr Datenpaare als mindestens notwendig verwenden, um den
Einfluss des Rauschens auf die Parameterschätzung durch eine geeignete Vorgehens-
weise verringern zu können.
Bei dynamischen Systemen muss zusätzlich darauf geachtet werden, dass sich auch
alle relevanten Frequenzen des Systems in den Daten wiederfinden. Man spricht da-
bei von genügender Anregung, die im Folgenden stets impliziert wird. Hilfestellungen
für die hierzu notwendige Wahl der Eingangssignale können ebenso wie weiterfüh-
rende Informationen zum Thema Identifikation beispielsweise [Lju99, Nel01, SS89]
entnommen werden.
Sind diese Voraussetzungen erfüllt, können mit einem oder mehreren Verfahren die
Parameter in Frage kommender Modellstrukturen geschätzt werden. Zur Auswahl
eines dieser Modelle betrachtet man üblicherweise die als Simulationsfehler bezeich-
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nete Differenz e = yM − yS zwischen der Messung der Ausgangsgrößen yM und den
mit dem Modell simulierten Ausgangsgrößen yS für einen oder mehrere Datensät-
ze des Systems. Zur Bewertung der verschiedenen Modelle werden üblicherweise
ein Gütemaß wie die Summe der quadratischen Fehler (SSE 10) oder der mittlere
quadratische Fehler (MSE 11) oder Kriterien wie Mittelwert und Varianz bzw. Kova-
rianzmatrix12 des Simulationsfehlers herangezogen. Das bezüglich dieser Bewertung
beste Modell repräsentiert dann das System in den auf die Modellierung folgenden
Arbeitsschritten des Ingenieurs.
2.2.1 Methode der kleinsten Quadrate (LS-Schätzung)
Auf solchen Kriterien, wie sie zur Modellauswahl herangezogen werden, basieren
auch Schätzverfahren zur Parameteridentifikation eines Modells. Die Methode der
kleinsten Quadrate (LS 13), zur Abgrenzung von daraus abgeleiteten Erweiterungen
auch als gewöhnliche LS-Methode (OLS 14) bezeichnet, stellt eine der am häufigs-
ten verwendeten Methoden zur Parameterschätzung dar und geht auf Carl Friedrich
Gauß15 zurück, welcher die Methode zur Bahnberechnung von Himmelskörpern ent-
wickelte.
Sie geht von einem Modell nach der Definition 2.7 aus, in dem sich die Ausgangsgrö-
ße y aus der Multiplikation von unbekannten Parametern P und einer bekannten
nichtlinearen Abbildung g(u) der Eingangsgrößen ergibt. Außerdem muss eine ge-
nügend große Anzahl N ≥ pg = dim(g(u)) mit pg linear unabhängigen Datensätzen
(g(u1),y1), . . . , (g(uN ),yN ) vorliegen, die in den Matrizen
Ug =
[








Durch das Rauschen liegen in praktischen Anwendungen mehr als pg linear unabhän-
gige Datensätze vor, was zu einem nicht lösbaren überbestimmten Gleichungssystem




10SSE steht für „sum of squared errors“ (engl. für Summe der quadratischen Fehler).
11MSE steht für „mean squared error“ (engl. für mittlerer quadratischer Fehler).
12Bei einem mittelwertfreien Fehler sind Varianz und MSE identisch.
13LS steht für „least squares“ (engl. für kleinste Quadrate).
14OLS steht für „ordinary least squares“ (engl. für gewöhnliche kleinste Quadrate).
15Johann Carl Friedrich Gauß, b 30. April 1777 in Braunschweig, d 23. Februar 1855 in Göttingen;
Mathematiker, Astronom, Geodät und Physiker
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∥yi − Pg(ui)∥22 =
N∑
i=1
(yi − Pg(ui))T (yi − Pg(ui))
= ∥Y − PUg∥2F = spur
{
(Y − PUg)T (Y − PUg)
}
(2.36)
eingeführt, von der die Methode ihrem Namen hat, da das Quadrat der Abweichun-
gen zwischen Modell und Messung minimiert wird. Dabei stellen ∥ · ∥2 die euklidische
Norm (benannt nach Euklid16, auch 2-Norm genannt) und ∥ · ∥F die Frobenius-Norm
(benannt nach Ferdinand Georg Frobenius17) dar. Mit spur( · ) ist die Spur einer
Matrix, also die Summe ihrer Hauptdiagonalelemente, gemeint (vgl. z. B. [See09,
GL96]).
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Der LS-Schätzer ist deshalb so verbreitet, da er bei unkorreliertem mittelwertfreien
Rauschen mit konstanter Varianz einen erwartungstreuen Schätzwert mit minimaler
Varianz für die Parameter eines Modells, das linear in diesen Parametern ist, liefert
(BLUE18), sofern die Modellannahmen stimmen. Genauere Betrachtungen dieser
und weiterer statistischer Eigenschaften sowie Varianten und Erweiterungen können
beispielsweise in [AHK+09, Lju99, Nel01, SS89, And03] nachgelesen werden.
Ist die Kovarianz des Rauschens nicht konstant (Σ = I), sondern ändert sich über
den verwendeten Messdatensatz (Σ = diag(1, . . . , N )), so kann die gewichtete LS-
16Euklid von Alexandria, b ca. 360 v. Chr., d ca. 280 v. Chr.; griechischer Mathematiker
17Ferdinand Georg Frobenius, b 26. Oktober 1849 in Berlin, d 3. August 1917 in Charlottenburg
(heute Stadtteil von Berlin); Mathematiker; Professor am Eidgenössischen Polytechnikum Zürich
(heute Eidgenössische Technische Hochschule Zürich) und an der Universität Berlin; Mitglied der
Preußischen Akademie der Wissenschaften
18BLUE steht für „best linear unbiased estimator“ (engl. für minimalvarianter linearer erwar-
tungstreuer Schätzer).
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ergibt. Die Diagonalgestalt der Kovarianzmatrix rührt von der angenommenen Un-
korreliertheit des Rauschens her. Mit
W = diag(w1, . . . , wn) = Σ
−1








(yi − Pg(ui))TW (yi − Pg(ui))
= spur
{
(Y − PUg)TW (Y − PUg)
}
. (2.40)
Ist auch die Unkorreliertheit des Rauschens nicht mehr gegeben, so kann der verall-
gemeinerte LS-Schätzer (GLS20), auch Aitken-Schätzer (nach Alexander Aitken21)
genannt, verwendet werden. Für ihn gilt dabei dieselbe Berechnungsvorschrift (2.38)
für den Schätzwert wie beim WLS-Schätzer und damit P̂GLS = P̂WLS. Auch das
durch den Schätzer minimierte Gütemaß hat dieselbe Form (2.40) und es gilt so-
mit JGLS(P ) = JWLS(P ). Nur werden die Kovarianzmatrix Σ und damit auch die
Gewichtungsmatrix W nicht mehr als Diagonalmatrizen angenommen. In [Ait35]
wurde erstmals gezeigt, dass trotz korreliertem Rauschen bei bekannter Kovarianz-
matrix Σ der Schätzer nach Gleichung (2.38) ebenfalls ein BLUE ist. Allerdings
wird in der Realität die Annahme der bekannten Varianz selten erfüllt. Dennoch
führt die Methode bei einer genügend großen Anzahl an Messpunkten zu guten Er-
gebnissen, wenn ein Schätzwert der wahren Kovarianzmatrix verwendet wird [Lju99].
Auch im Fall eines unterbestimmten Gleichungssystems kann mit der LS-Methode
eine eindeutige Lösung bestimmt werden, wenn zusätzlich die minimale 2-Norm des
gesuchten Vektors gefordert wird („least squares least norm“-Lösung). Da dieser Fall
in praktischen Anwendungen der Parameteridentifikation keine Rolle spielt, sei an
dieser Stelle auf die Literatur, beispielsweise [See09, VV07], verwiesen.
Nicht für alle der im Abschnitt 2.1.2 angegebenen linearen dynamischen Modelle
können mit dem gewöhnlichen LS-Schätzer die Parameter direkt bestimmt werden.
So können bei den zeitkontinuierlichen Modellen die Ableitungen häufig nicht ge-
19WLS steht für „weighted least squares“ (engl. für gewichtete kleinste Quadrate).
20GLS steht für „generalized least squares“ (engl. für verallgemeinerte kleinste Quadrate).
21Alexander Craig Aitken, b 1. April 1895 in Dunedin, Neuseeland, d 3. November 1967 in
Edinburgh; Mathematiker, Professor in Edinburgh; „Fellow“ der Royal Society, der Royal Society
of Edinburgh und der Royal Society of Literature; gilt als einer der besten Kopfrechner aller Zeiten
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messen werden, wodurch eine direkte Schätzung unmöglich wird. Die Parameter
der Übertragungsfunktionen können nur über den Zeitbereich mit einem linearen
LS-Schätzer bestimmt werden, was bei den zeitkontinuierlichen Übertragungsfunk-
tionen zum selben Problem führt.
Bei den Zustandsraummodellen ist zusätzlich zu beachten, dass zur direkten Schät-
zung der Parametermatrizen auch die Messwerte des Zustandsvektors benötigt wer-
den, die sowohl im zeitkontinuierlichen als auch im zeitdiskreten Fall im Allgemeinen
nicht vorliegen. Sind die Zustandsgrößen nicht festgelegt, so ist die Zustandsraum-
darstellung nicht eindeutig und die Anzahl der Parameter in den Matrizen ist deut-
lich größer als die tatsächliche Anzahl an sogenannten invarianten Parametern, die
das Ein-/Ausgangsverhalten des Systems festlegen (vgl. Abschnitte 2.1.2 und 3.2.3
sowie [Kru08, CBW79]). Um eine eindeutige Lösung zu bekommen, müssen hier also
weitere Bedingungen angesetzt oder die Zustandsgrößen vorgegeben werden.
Bei den linearen zeitdiskreten Modellen ist im Zeitbereich eine LS-Schätzung zur
Parameterbestimmung prinzipiell möglich, allerdings wird anstelle der Matrix Ug
ein Regressor M benötigt, der sowohl Ein- als auch Ausgangsgrößen enthält, um
auch die Parameter des autoregressiven Anteils zu bestimmen (vgl. z. B. [Ise92a,
Nel01, Lju99]). Bei den auf dem Gleichungsfehler beruhenden Modellen ist zu be-
achten, dass sich die Annahmen der Unkorreliertheit und Mittelwertfreiheit dort auf
den Gleichungsfehler beziehen. Im Hinblick auf Messrauschen, also additivem mittel-
wertfreien Rauschen am Ausgang des Systems, stellt der Ausgangsfehler jedoch das
bessere Abbild der Realität dar. Stimmen die stochastischen Annahmen mit der Rea-
lität überein, dann erhält man eine verzerrte, d. h. nicht erwartungstreue, und nicht
konsistente Schätzung der Parameter. Dies liegt an der Korrelation zwischen den im
Regressor M enthaltenen Messwerten der Ausgangsgröße und dem Ausgangsfehler
durch das darin enthaltene nicht-deterministische Rauschen.
2.2.2 Methode der Hilfsvariablen
Abhilfe können in diesen Fällen zweistufige Verfahren leisten. So kann ein LS-Schät-
zer in Verbindung mit den Korrelationen der Signale verwendet werden (COR-LS
[Ise92b, Nel01]). Diese Methode ähnelt der weit verbreiteten Yule-Walker-Methode
(nach Udny Yule22 und Gilbert Walker23), die auch Autokorrelationsmethode ge-
22George Udny Yule, b 18. Februar 1871 in Mornham, Schottland, d 26. Juni 1951 in Cambridge,
England; Statistiker; Dozent am University College London und an der Cambridge University;
Mitglied der Royal Statistical Society
23Sir Gilbert Walker, b 14. Juni 1868 in Rochdale, England, d 4. November 1958 in Coulsdon,
England; Physiker, Statistiker und Meteorologe; Dozent für Angewandte Mathematik an der Cam-
bridge University, Mitarbeiter und später Leiter des meteorologischen Dienstes in Indien, Professor
für Meteorologie am Imperial College London; „Fellow“ der Royal Society, „Fellow“ und Präsident
der Royal Meteorological Society
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nannt wird und eine der am häufigsten verwendeten Methoden zur Schätzung rei-
ner AR-Modelle ist. Sie liefert neben einer Schätzung der Parameter des Modells
auch die der Varianz des Rauschens [Kru08, Nel01]. In manchen Szenarien führt
die Yule-Walker-Methode jedoch zu instabilen Systemmodellen [HHSD96], weshalb
sich als bessere Alternative für reine AR-Modelle die Methode nach Burg (siehe
z. B. [HHSD96, Kru08]) anbietet. Diese Verfahren werden im Folgenden nicht weiter
betrachtet, da in dieser Arbeit Modelle mit Eingangsgrößen benötigt werden. Für
eine weiterführende Beschreibung können die jeweils angegebene Literatur und die
Referenzen darin herangezogen werden.
Ein weiteres zweistufiges Verfahren auf Basis der LS-Schätzung, welches auch im
Rahmen einiger 4SID-Methoden zum Einsatz kommt und daher in Vorbereitung für
Kapitel 3 hier genauer betrachtet werden soll, ist die Methode der Hilfsvariablen
(IV-Methode 24). Um die Idee, die hinter dieser Methode steckt, verständlich zu ma-
chen, wird nochmals der Ausgangsfehler mit dem vektoriellen Regressor m und der
Parametermatrix P betrachtet:
ei = yM,i − yS,i = yi − Pmi ∀i = 1, . . . , N . (2.41)
Für alle N Zeitpunkte ergibt sich in Matrixschreibweise mit spaltenweise angeord-
neten Regressor- und Regressandvektoren analog zum Abschnitt 2.2.1
E = Y M − Y S = Y − PM (2.42)
und nach Transposition
ET = Y T −MTPT . (2.43)
Die Transposition wurde durchgeführt, um auf die in der Literatur bei der Herleitung
des LS-Schätzers und seiner Varianten übliche Schreibweise zu kommen, bei der die
Parameter von rechts an den Regressor multipliziert werden. Der LS-Schätzwert für











MY T . (2.44)
Da durch die Korrelation von Regressor und Rauschen keine konsistente und er-
wartungstreue Schätzung von P möglich ist, wird bei der IV-Methode die Glei-
chung (2.43) von links mit einer zu wählenden Matrix Z multipliziert, deren Zeilen
die sogenannten Hilfsvariablen sind und deren Dimension identisch der der MatrixM
ist. Die Hilfsvariablen müssen dabei unkorreliert mit dem Rauschen sein, woraus
24IV steht für „instrumental variables“(engl. für Hilfsvariablen).
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ZET = 0 folgt, falls alle deterministischen Informationen im Modell enthalten sind:
0T = ZY T −ZMTPT ⇔ ZY T = ZMTPT . (2.45)
Bei genügender Anregung und richtiger Wahl der Hilfsvariablen ist ZMT invertier-







ZY T . (2.46)
Diese Lösung entspricht der des LS-Schätzers, wenn Z = M gewählt wird. Dann ist
jedoch die geforderte Unkorreliertheit zwischen Hilfsvariablen und Rauschen nicht
gegeben. Für alle Hilfsvariablen, die diese Bedingung erfüllen, ist die Schätzung
konsistent, allerdings hängt die Varianz der Schätzung bei endlichen Stichproben
stark von den gewählten Hilfsvariablen ab. Man kann zeigen, dass die Varianz mit
steigender Korrelation zwischen der transponierten Hilfsvariablenmatrix ZT und
dem Regressor MT abnimmt [Nel01]. Ziel ist also eine Wahl der Hilfsvariablen zi,
die unkorreliert mit dem Rauschen, aber maximal korreliert mit den Spalten mTi
der Regressormatrix sind. Für den Anteil in MT, der von den Eingangsgrößen u
abhängt, können die Eingangsgrößen selbst als entsprechende Hilfsvariablen gewählt
werden, da diese Daten nicht durch das Rauschen verfälscht sind. Für die restlichen
Hilfsvariablen nimmt man häufig Simulationsdaten des Ausgangs, die mit einem
zuvor mit der gewöhnlichen LS-Methode geschätzten Modell erzeugt wurden. Trotz
Verzerrung der so geschätzten Parameter des Modells sind diese Simulationswerte
normalerweise hoch korreliert mit den gemessenen Ausgangsgrößen und außerdem
unkorreliert mit dem Messrauschen.
Zur Verbesserung der Schätzung kann das Verfahren auch iterativ wiederholt wer-
den, in dem stets die zuletzt geschätzten Modellparameter als Basis zur Erzeu-
gung neuer Hilfsvariablen herangezogen werden. Auch andere Vorgehensweisen so-
wie eine modellunabhängige Wahl der Hilfsvariablen ist möglich. Hierzu sei auf
[Nel01, Lju99, SS89, Ise92a] verwiesen, wo sich auch Untersuchungen weiterer Ei-
genschaften dieser Methode finden.
2.2.3 Nichtlineare LS-Schätzung
In der Praxis treten häufig auch Fälle auf, in denen die Parameter P nichtlinear in
die Berechnung der Ausgangsgrößen eingehen. Auch bei diesen Modellen kann eine




(yi − g(ui,P ))T ((yi − g(ui,P )) . (2.47)
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Allerdings ist es hier nicht möglich, eine geschlossene Gleichung für einen Schätzwert
anzugeben. Bei der sogenannten nichtlinearen LS-Schätzung (NLS) müssen für eine
analytische Lösung zunächst alle partiellen ersten und zweiten Ableitungen nach den
Parametern — also die Jacobi- und die Hesse-Matrix — der quadratischen Gütefunk-
tion (2.47) berechnet werden, um das globale Minimum minP JNLS(P ) bezüglich der
Parameter zu finden. Da diese Berechnungen meist analytisch nicht möglich oder zu
aufwändig sind, kommen hier üblicherweise numerische Verfahren zum Einsatz, die
das Minimierungsproblem lösen sollen.
Durch Nichtlinearität kann es dabei jedoch vorkommen, dass die Funktion mehrere
(lokale) Minima aufweist, allerdings ist nur das globale Minimum gesucht. Da viele
numerische Verfahren, insbesondere die Gradientenverfahren, iterativ arbeiten, ist
für diese ein möglichst guter Startwert in der Nähe des globalen Minimums Vor-
aussetzung für ein gutes Identifikationsergebnis. Liegt kein Vorwissen über die Pa-
rameter vor, wird häufig zunächst eine sogenannte Gittersuche im Parameterraum
durchgeführt, bei der die quadratische Gütefunktion JNLS(P ) an den Kreuzungs-
punkten des Gitters im Parameterraum ausgewertet wird. Als Startwert wird dann
die Parameterkombination gewählt, für die die Gütefunktion den geringsten Wert
angenommen hat.
Die wohl gebräuchlichsten Arten der numerischen Minimumsuche für das quadrati-
sche Gütemaß (2.47), in welches die zu optimierenden Parameter nichtlinear einge-
hen, sind das Gauß-Newton-Verfahren (nach Carl Friedrich Gauß und Isaac New-
ton25) und dessen Weiterentwicklung, der Levenberg-Marquardt-Algorithmus (nach
Kenneth Levenberg26 und Donald Marquardt27). Das Gauß-Newton-Verfahren ist
dabei eine speziell auf das Gütemaß (2.47) angepasste Variante des Newton-Ver-
fahrens, die ohne die zweiten Ableitungen auskommt [Nel01].
Beim Levenberg-Marquardt-Algorithmus wird noch ein zusätzlicher Term bei der
iterativen Berechnung des Schätzwerts verwendet, der für eine höhere Stabilität
sorgt. Über einen wählbaren Parameter in diesem Term kann das Verhalten des
Algorithmus zwischen Gradientenabstieg entlang des stärksten Abfalls und dem
Gauß-Newton-Verfahren variiert werden. Somit werden durch eine geeignete Mitfüh-
rung des Parameters während der iterativen Optimierung die Nachteile des Gauß-
25Sir Isaac Newton, b 4. Januar 1643 in Woolsthorpe-by-Colsterworth, England, d 31. März 1727
in London; Physiker, Mathematiker, Astronom, Alchemist, Philosoph und Verwaltungsbeamter;
Inhaber des Lucasischen Lehrstuhls an der Universität Cambridge; „Fellow“ und Präsident der
Royal Society, ausländisches Mitglied der Pariser Académie des sciences; gilt als einer der größten
Wissenschaftler aller Zeiten
26Kenneth Levenberg veröffentlichte 1944 den Artikel [Lev44] als Mitarbeiter des Americans’
Frankford Army Arsenal, der jedoch kaum Beachtung fand [Dav93].
27Dr. Donald W. Marquardt, b 13. März 1929 in New York, d 5. Juli 1997; veröffentlichte den
Artikel [Mar63] als Mitarbeiter von DuPont, der aufgrund einer Verbesserung im Detail und der
Verfügbarkeit des Algorithmus als Code im Gegensatz zu Levenbergs Artikel große Beachtung fand
[Dav93, Hah95].
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Newton-Verfahrens bei größerer Entfernung zum Optimum durch den Gradienten-
abstieg vermieden, während nahe beim Optimum die hohe Güte des Gauß-Newton-
Verfahrens genutzt werden kann. Eine detailliertere Beschreibung der Funktionswei-
sen des Gauß-Newton-Verfahrens und des Levenberg-Marquardt-Algorithmus kann
beispielsweise in [Nel01] nachgelesen werden.
Der Levenberg-Marquardt-Algorithmus kommt auch häufig bei der Anpassung der
Gewichte und Schwellwerte eines MLPs, dem sogenannten Training, zum Einsatz
[Nel01], so auch im Rahmen dieser Arbeit.
2.2.4 Maximum-Likelihood-Schätzung
Die bisher betrachteten Verfahren zur Parameterschätzung haben alle eine spezi-
elle Gütefunktion vorausgesetzt, in die der Fehler zwischen Modell und Messdaten
quadratisch eingeht. Einen anderen Ansatz verfolgt die ebenfalls sehr verbreitete
Maximum-Likelihood-Methode (ML), welche sich aus statistischen Überlegungen er-
gibt. Die Methode geht ebenfalls auf Carl Friedrich Gauß zurück, wurde aber erst
durch die Arbeiten von Ronald Aylmer Fisher28 populär.
Der ML-Schätzer gehört zur Klasse der Bayes-Schätzer (benannt nach Thomas
Bayes29) und kann als Spezialfall des Maximum-a-posteriori-Schätzers interpretiert
werden, wenn eine Gleichverteilung der zu schätzenden Parameter (bzw. eine Nor-
malverteilung mit unendlich großer Varianz) angenommen werden kann [KSW08].
Ausgangspunkt ist wiederum der Fehler zwischen Messungen und Modell
ei = yM,i − yS,i = yi − f(mi,P ) (2.48)
mit dem Datenvektor m, der bei dynamischen Systemen neben den Eingangsgrö-
ßen auch vergangene Ausgangsgrößen enthält, sowie den Modellparametern P und
der Modellfunktion f( · ). Betrachtet wird nun die Dichtefunktion dieses Fehlers, die
auch als Dichtefunktion der Ausgangsgrößen unter der Bedingung der Messdaten in
Abhängigkeit der Parameter aufgefasst werden kann, da das Modell keine stochas-
tischen Anteile enthält [Lju99]:
pei(a;P ) = pyi(a∣mi;P ) . (2.49)
28Sir Ronald Aylmer Fisher, b 17. Februar 1890 in London, d 29. Juli 1962 in Adelaide; theore-
tischer Biologe, Genetiker, Evolutionstheoretiker und Statistiker; Professor am University College
London und in Cambridge; „Fellow“ der Royal Society; einer der bedeutendsten Statistiker, der
viele Grundlagen der modernen statistischen Verfahren legte
29Thomas Bayes, b um 1702 in London, d 17. April 1761 in Tunbridge Wells, England; Mathe-
matiker und Pfarrer; „Fellow“ der Royal Society
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Wie bisher auch werden die Fehler ei für i = 1, . . . , N als unabhängig verteilt an-
genommen. Damit ergibt sich die sogenannte Likelihood-Funktion als Produkt der
einzelnen Verteilungsfunktionen:
ℒ(P ) = pY (Y ∣Mf ;P ) =
N∏
i=1
pei(yi − f(mi,P );P ) . (2.50)
Die Matrizen Y undMf sind dabei wie Y undUg in der Gleichung (2.34) aufgebaut,
wobei sich bei Mf die Spalten analog zu Ug in (2.34) als Funktionswerte f(mi,P )
ergeben. Ihre Verwendung als Index oder Argument in der Dichtefunktion ist eine
abkürzende Schreibweise für die Verteilung aller N Messungen, die sich durch die
Unabhängigkeit als Produkt der einzelnen Verteilungen schreiben lässt.
Die Idee des ML-Schätzers ist es, die Parameter P so zu wählen, dass die Likelihood-
Funktion ℒ(P ) maximal wird, also die gemessenen Ausgangsgrößen die höchste
Wahrscheinlichkeit haben, mit dem Modell übereinzustimmen:
P̂ML = arg max
P
{ℒ(P )} . (2.51)
Man findet in der Literatur, beispielsweise in den Herleitungen der statistischen
4SID-Methode (vgl. Kapitel 3.4), auch die Herangehensweise an die ML-Schätzung
über pY ,Mf (a;P ), also die gemeinsame Verteilung von Y und Mf . Mithilfe der
Regel für die Berechnung bedingter Dichten ergibt sich derselbe Schätzwert, da die
Verteilung der Daten Mf nicht von den Parametern abhängt:
P̂ML = arg max
P
{









{pY (Y ∣Mf ;P )} = arg max
P
{ℒ(P )} . (2.52)
Für die Anwendung des ML-Schätzers sind generell keine weiteren Einschränkungen
der Modellfunktion oder der Verteilungsfunktion des Ausgangsfehlers notwendig,
allerdings kann auch die Komplexität der notwendigen Berechnungen beträchtlich
sein. Häufig wird daher angenommen, dass der Ausgangsfehler ein zentrierter (d. h.
mittelwertfreier) normalverteilter ergodischer Prozess ist. Diese Annahme rechtfer-
tigt sich in praktischen Anwendungen durch die Verallgemeinerung des zentralen
Grenzwertsatzes der Wahrscheinlichkeitstheorie [JW00, Rén79], nachdem die Über-
lagerung vieler verschiedener stochastischer Prozesse gegen eine mittelwertfreie Nor-
malverteilung strebt (vgl. auch [Li07, Nel01]). Die Ergodizität wird üblicherweise
ohne Nachweis angenommen (Ergodenhypothese, vgl. z. B. [JW00]).
Damit stellt die zu maximierende Likelihood-Funktion eine multivariate Normalver-
teilung mit Y = 0 und Σei = Σe dar. Um diese zu maximieren, wird üblicher-
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weise die logarithmierte Likelihood-Funktion (Log-Likelihood-Funktion) betrachtet,
da diese durch die strenge Monotonie des Logarithmus das Maximum an derselben
Stelle aufweist wie die eigentlich interessierende Likelihood-Funktion:





























(yi − f(mi,P ))TΣ−1e (yi − f(mi,P ))
}
. (2.53)
Die Summe im Schätzwert (2.53) kann mithilfe der Spurfunktion sowie der Matrizen
Y und Mf umgeschrieben werden zu
N∑
i=1
(yi − f(mi,P ))TΣ−1e (yi − f(mi,P )) = spur
{




womit sich für den Schätzwert unter Aufspaltung des Produkts im Argument des
Logarithmus im ersten Term die folgende Gleichung ergibt:















(Y −Mf )T Σ−1e (Y −Mf )
}}
. (2.55)
Häufig wird auch das zugehörige Minimierungsproblem betrachtet, bei welchem die
Log-Likelihood-Funktion mit −1 multipliziert wird:
P̂ML = arg max
P
{lnℒ(P )} = arg min
P
{− lnℒ(P )} . (2.56)
Ist die Annahme der Normalverteilung erfüllt, so stellt der ML-Schätzer einen asym-
ptotisch effizienten Minimum-Varianz-Schätzer dar, d. h. die Varianz der geschätzten
Parameter ist die minimal mögliche für den verwendeten Datensatz und die Modell-
annahmen, und die geschätzten Parameter sind asymptotisch erwartungstreu.
Verwendet man den ML-Schätzer, um den Mittelwert und die Varianz einer normal-
verteilten Zufallsvariablen aus einer Stichprobe zu schätzen, so erhält man für den





























̂ ⋅ ⋅ ⋅ ̂
])T
(2.58)
für die Stichprobenkovarianzmatrix (vgl. z. B. [And03]). Dieser ML-Schätzer für die
Kovarianzmatrix ist im Allgemeinen nicht erwartungstreu.
Wird der ML-Schätzer verwendet, um die Parameter eines Modells nach Definiti-
on 2.7, das linear in diesen Parametern ist, zu schätzen, so lässt sich zeigen, dass
unter der Annahme einer mittelwertfreien Normalverteilung des Ausgangsfehlers mit
bekannter Varianz das Schätzergebnis dem des GLS-Schätzers (vgl. Abschnitt 2.2.1)
entspricht. In diesem Fall gilt also f(mi,P ) = Pg(ui), und es gehen anstelle der
Daten Mf , die auch vergangene Ausgangsgrößen enthalten, nur die nichtlinear ab-
gebildeten Eingangsgrößen Ug in die zu maximierende Likelihood-Funktion ein:














Nutzt man aus, dass bei konstanter Varianz der erste Summand der Likelihood-
Funktion konstant ist, so ergibt sich für die Parameterschätzung
















{JGLS(P )} = P̂GLS . (2.60)
Entsprechend sind dann für die zusätzliche Annahme unabhängig verteilter Elemente
des Ausgangsfehlervektors der WLS-Schätzer (2.38) sowie für identisch und unab-
hängig verteilte Ausgangsfehler der gewöhnliche LS-Schätzer (2.37) identisch zum
ML-Schätzer (2.59).
Ist die für alle Messungen als gleich angenommene Kovarianzmatrix der Normalver-
teilung bei der Schätzung der Parameter ebenfalls unbekannt, so können mit der
ML-Methode zunächst ein Schätzwert für die Parameter und damit anschließend
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der Schätzwert für die Kovarianzmatrix berechnet werden [And03]. Ausgangspunkt
für diese Betrachtung ist ebenfalls die Gleichung (2.59), jedoch mit unbekannter
konstanter Kovarianzmatrix Σe. Der erwartungstreue ML-Schätzwert P̂ML der Pa-
rameter ergibt sich dann ebenfalls identisch zum LS-Schätzwert P̂ LS aus der Glei-



















Dies entspricht der normalen Stichprobenkovarianz des Ausgangsfehlers unter Ver-
wendung der ML-Parameterschätzwerte und stellt einen verzerrten Schätzwert dar.
Einen erwartungstreuen Schätzer für die Kovarianzmatrix erhält man hier durch
Multiplikation des Schätzers (2.61) mit NN−pg , wobei pg die Dimension des Vektors





Der Begriff „Subspace-based State-Space System Identification“1 (4SID) beschreibt
eine spezielle Klasse von Black-Box-Identifikationsmethoden, die ein — üblicherwei-
se zeitdiskretes — Zustandsraummodell des zu identifizierenden Systems schätzen.
Häufig werden diese Methoden auch kurz mit „Subspace Identification“2 bezeichnet,
da Verfahren zur Schätzung anderer Modellformen als Zustandsraummodelle nur ei-
ne untergeordnete Rolle spielen und vergleichsweise selten in der Literatur zu finden
sind.
Die 4SID-Methoden gehen auf die Realisierungstheorie (engl. „realization theory“)
zurück, bei der das Ziel die Gewinnung („Realisierung“) eines minimalen determi-
nistischen Zustandsraummodells aus den Impulsantworten eines LTI-Systems ist
[See09, Vib95]. Ältere Ansätze, die von der Impulsantwort eines Systems ausgehen,
werden in [Vib95] daher auch unter dem Begriff „realization-based 4SID“ zusam-
mengefasst. Im Gegensatz dazu werden dort unter dem Namen „direct 4SID“ die
Verfahren geführt, die als Basis Messdaten der Ein- und Ausgangsgrößen aus dem
dynamischen Betrieb bei genügender Anregung (vgl. Abschnitt 2.2) verwenden. Nur
auf diese moderneren, direkten 4SID-Methoden wird in diesem Kapitel näher einge-
gangen.
Der Großteil der 4SID-Verfahren wurde für LTI-Systeme entwickelt, auf die sich
auch dieses Kapitel beschränkt. Diese stellen nicht-iterative Systemidentifikations-
methoden dar, da sie als Ergebnis aus den Messdaten nicht nur eine Schätzung für
die Parameter des linearen Zustandsraummodells, sondern auch für dessen Ordnung
liefern und damit auch die Struktur des linearen Systems identifizieren. Sie basieren
1engl. für Unterraum-basierte Systemidentifikation in Zustandsraumdarstellung. Üblicherweise
wird auch in der deutschsprachigen Literatur der englische Begriff verwendet.
2engl. für Unterraum-Identifikation. Auch bei der Kurzform wird in der deutschsprachigen Li-
teratur meist der englische Begriff verwendet.
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auf unterschiedlichen Herleitungen, nach denen sie sich in die drei Kategorien der
geometrischen, statistischen und Prädiktor-basierten Verfahren einteilen lassen. Die
am häufigsten in der Literatur zitierten 4SID-Algorithmen aus diesen Kategorien
werden in diesem Kapitel vorgestellt.
Es existiert in der Literatur kein ausführlicher Vergleich der verschiedenen Metho-
den, der Verfahren aller drei Kategorien umfasst. Die Prädiktor-basierten Algorith-
men sind erst in den letzten Jahren entstanden und deshalb in älteren Vergleichen
nicht enthalten. Von einem der wenigen statistischen Verfahren, der „Canonical Va-
riate Analysis“ (CVA), existiert auch eine geometrische Interpretation, die häufig
ebenfalls unter dem Namen CVA anstelle der originalen statistischen Methode in
Vergleichen herangezogen wird. Allerdings wurde bereits in [JSL01] gezeigt, dass
sich die geometrische Variante zumindest in der praktischen Anwendung nicht iden-
tisch zum statistischen Algorithmus verhält, sondern schlechtere Ergebnisse liefern
kann.
In diesem Kapitel ist daher ein ausführlicher Vergleich der Methoden zu finden. Dazu
wird, nach der Beschreibung einiger mathematischer Grundlagen und der verwende-
ten Nomenklatur im Abschnitt 3.1, ein allgemeines Schema vorgestellt, in welchem
sich der Ablauf aller betrachteter 4SID-Verfahren wiederfindet. Neben dem Ablauf-
schema an sich werden im Abschnitt 3.2 auch die einzelnen Schritte mit verschie-
denen Realisierungsvarianten erläutert. Auf dieser Basis erfolgt dann, beginnend im
Abschnitt 3.3 mit den geometrischen Verfahren, die Betrachtung der verschiedenen
4SID-Verfahren unterteilt in die oben beschriebenen drei Kategorien. Nach den sta-
tistischen Verfahren im Abschnitt 3.4 folgt im Abschnitt 3.5 die Betrachtung der
Prädiktor-basierten Verfahren als jüngste Vertreter der 4SID-Methoden.
Im Abschnitt 3.6 werden dann ein Vergleich der Verfahren auf Basis ihrer Eigen-
schaften sowie mögliche Erweiterungen präsentiert. Abgeschlossen wird das Kapitel
mit einer kurzen Zusammenfassung im Abschnitt 3.8. Mathematische Beweise und
Berechnungen einzelner Teile der Herleitungen, die nicht direkt dem Verständnis
der Verfahren dienen, sind aus Gründen der Übersichtlichkeit dieses Kapitels im
Anhang A zu finden.
3.1 Mathematische Grundlagen und Nomenklatur
In der Literatur zu den 4SID-Algorithmen findet man unterschiedliche Bezeichnun-
gen oder Formelzeichen für identische Größen. Auch das Gegenteil, gleiche Bezeich-
nungen oder Formelzeichen für nicht identische Größen, kommt in wenigen Fällen
vor. Daher ist es notwendig, eine einheitliche Nomenklatur einzuführen, um das Ziel
dieses Kapitels — eine möglichst kompakte und vergleichbare Darstellung der ver-
schiedenen 4SID-Algorithmen und deren Herleitung — erreichen zu können.
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Für alle weiteren Betrachtungen in diesem Kapitel wird, sofern nicht explizit andere
Voraussetzungen getroffen werden, von einem vollständig steuer- und beobachtba-
ren LTI-System ausgegangen, das durch ein zeitdiskretes Zustandsraummodell (vgl.
Definition 2.13) beschrieben werden soll. In der 4SID-Literatur wird dies auch als
minimales System bezeichnet [See09, VV07]. Außerdem wird stets von einer genü-
genden Anregung ausgegangen (vgl. Abschnitt 2.2 sowie [See09]). Wären diese Vor-
aussetzungen nicht erfüllt, so könnte das System nur teilweise identifiziert werden,
was jedoch an den Daten nicht zu erkennen wäre.
3.1.1 Parameter- und Datenmatrizen
Eine Gemeinsamkeit aller in dieser Arbeit betrachteter 4SID-Algorithmen ist die
Blockverarbeitung der Daten. Für diesen Zweck werden die Daten in speziellen Da-
tenmatrizen aufbereitet, deren Aufbau sich je nach Verfahren zumindest in den ur-
sprünglichen Herleitungen unterscheidet. Für die vorliegende Arbeit wird versucht,
möglichst wenig verschiedene Notationen zu verwenden, um den Vergleich der Algo-
rithmen zu erleichtern. Die Beschreibungen der 4SID-Verfahren sind daher gegenüber
den ursprünglichen Beschreibungen an die hier gewählte Notation angepasst.
Die einfachste Art, die Messdaten der Ein- und Ausgangsgrößen eines zu identi-
fizierenden Systems aufzubereiten, ist das spaltenweise Zusammenfügen der Mess-
datenvektoren zu je einer Matrix der Ein- und Ausgangsgrößen, wie es bereits im
Abschnitt 2.2 für die dort betrachteten Identifikationsverfahren praktiziert wurde.
Damit ergeben sich für die im Folgenden stets angenommene Messreihe der Länge N















y(1) ⋅ ⋅ ⋅ y(N)
]
. (3.1)
Bei allen 4SID-Algorithmen werden die zur Identifikation verwendeten Messdaten in
sogenannte vergangene und zukünftige Daten aufgeteilt. Diese Sichtweise von Ver-
gangenheit und Zukunft bezieht sich auf Zeitpunkte innerhalb des Messdatensatzes
und wird mit den Indizes „p“ (für „past“) bzw. „f“ (für „future“) gekennzeichnet. Für
den Vergangenheitshorizont ℓp und den Zukunftshorizont ℓf ergeben sich damit für
den betrachteten aktuellen Zeitpunkt k die Matrizen
Up(k) =
[















y(k + 1) ⋅ ⋅ ⋅ y(k + ℓf)
]
. (3.2d)
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Zu diesen Daten gehören die bei der Identifikation unbekannten Zustandsfolgen
Xp(k) =
[





x(k + 1) ⋅ ⋅ ⋅ x(k + ℓf)
]
. (3.3b)
In der 4SID-Literatur finden sich auch andere als die hier verwendeten Definitionen
für Vergangenheits- und Zukunftsmatrizen, beispielsweise mit umgekehrter Reihen-
folge der Spalten der Vergangenheitsmatrizen. Auch die Betrachtung einer gemein-
samen Matrix für vergangene Ein- und Ausgangsmesswerte ist in der Literatur zu
finden.
Die Mehrheit der betrachteten 4SID-Algorithmen kann mit den eben vorgestellten
Matrizen nicht übersichtlich formuliert werden, sondern benötigt etwas aufwändiger
aufbereitete Messdaten. Dazu werden zunächst zwei miteinander verwandte Matrix-
strukturen eingeführt, die Toeplitz-Matrizen (benannt nach Otto Toeplitz3) und die
Hankel-Matrizen (benannt nach Hermann Hankel4) [Ioc82]. Beide Strukturen ha-
ben gemeinsam, dass die Werte auf bestimmten Diagonalen der rechteckigen Matrix
identisch sind, und dass sie durch die Angabe einer Zeile und Spalte definiert werden
können.
Bei den Toeplitz-Matrizen haben jeweils die Elemente der Hauptdiagonale sowie die
aller Nebendiagonalen von links oben nach rechts unten identische Werte. Anders
ausgedrückt hängt der Wert eines Elements tij einer Toeplitz-Matrix T ∈ R(n×m)
nur von der Differenz i− j ab, es gilt also mit tij = ti−j für die Toeplitz-Matrix
T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
t0 t−1 t−2 ⋅ ⋅ ⋅ t−m+2 t−m+1
t1 t0 t−1
. . .















. . . tn−m−1
tn−1 tn−2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ tn−m+1 tn−m
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.4)
Eine Toeplitz-Matrix lässt sich beispielsweise durch Angabe ihrer ersten (obersten)
Zeile und ersten (linken) Spalte eindeutig definieren.
Im Gegensatz dazu haben bei Hankel-Matrizen jeweils die Elemente der Diagonale
von rechts oben nach links unten identische Werte. Wie bei der Toeplitz-Matrix kann
3Otto Toeplitz, b 1. August 1881 in Breslau, d 15. Februar 1940 in Jerusalem; Mathematiker;
Professor in Kiel
4Hermann Hankel, b 14. Februar 1839 in Halle (Saale), d 29. August 1873 in Schramberg;
Mathematiker; studierte u. a. bei Möbius, Riemann, Weierstraß und Kronecker; außerordentlicher
Professor in Leipzig, Professor in Erlangen und Tübingen
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auch bei einer Hankel-Matrix H ∈ R(n×m) der Wert des Elements ℎij über seinen




ℎ−m+1 ℎ−m+2 ℎ−m+3 ⋅ ⋅ ⋅ ℎ−1 ℎ0
ℎ−m+2 ℎ−m+3 ℎ−m+4
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. . . ℎn−2
ℎn−m ℎn−m+1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ℎn−2 ℎn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.5)
Eine Hankel-Matrix lässt sich z. B. durch Angabe ihrer ersten (obersten) Zeile und
letzten (rechten) Spalte eindeutig definieren.
Im Folgenden werden diese Strukturen für Blockmatrizen benötigt. Dabei stellen die
einzelnen Elemente der Toeplitz- oder Hankel-Matrix keine Skalare, sondern Vekto-
ren oder Matrizen mit festen Dimensionen dar. Die Hankel- bzw. Toeplitz-Struktur
bezieht sich dann jeweils nur auf die Blockelemente, im Allgemeinen haben diese
Block-Hankel- bzw. Block-Toeplitz-Matrizen auf die skalaren Elemente bezogen kei-
ne Hankel- bzw. Toeplitz-Struktur mehr.
Von der Block-Toeplitz-Matrix wird außerdem ein Spezialfall einer unteren Dreiecks-
matrix betrachtet, bei dem alle Blockelemente der Matrix mit i− j < 0 identisch der
Nullmatrix passender Dimension sind. Auch diese Matrix stellt auf die skalaren Ele-
mente bezogen im Allgemeinen weder eine Toeplitz- noch eine untere Dreiecksmatrix
dar.
Mit den nun eingeführten, speziell strukturierten Blockmatrixformen können die
weiteren benötigten Daten- und Parametermatrizen definiert werden. Die Eingangs-
daten werden in einer Block-Hankel-Matrix aufbereitet, wobei sich der Index „a∣b“
auf die erste und letzte verwendete Blockzeile bezieht:
U1∣2i :=
⎡⎢⎢⎢⎣
u(1) u(2) ⋅ ⋅ ⋅ u(j)





u(2i) u(2i+ 1) ⋅ ⋅ ⋅ u(2i+ j − 1)
⎤⎥⎥⎥⎦ . (3.6)
Die Block-Hankel-Matrix Y1∣2i der Ausgangsdaten ist analog zusammengesetzt.
Beim Aufbau dieser Block-Hankel-Matrizen aus den Messdaten stehen die zwei ganz-
zahligen Parameter i und j zur Verfügung, die die Größe der zu verarbeitenden
Datenmatrizen bestimmen. Der Parameter i bestimmt dabei die halbe Blockzei-
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lenanzahl, der Parameter j die (Block-)Spaltenanzahl5. Bei der Wahl der beiden
Parameter muss darauf geachtet werden, dass die halbe Blockzeilenanzahl größer
oder gleich der Ordnung n des zu identifizierenden Systems ist. Da diese Ordnung
a-priori unbekannt ist, muss der Parameter i also groß genug gewählt werden. An-
dererseits muss für ein gutes Identifikationsergebnis die Spaltenzahl j so groß wie
möglich sein, auf jeden Fall jedoch deutlich größer als i. Im Folgenden wird stets
davon ausgegangen, dass i > n und j ≫ i gilt.
Die Wahl der Parameter i und j hat somit sowohl auf das Identifikationsergeb-
nis als auch auf den benötigten Speicher- und Rechenaufwand Einfluss, außerdem
kann sie natürlich nicht unabhängig von der zur Verfügung stehenden Anzahl N
an Messpunkten in der Messreihe erfolgen. Fordert man die Verwendung aller N
aufgenommener Datenpunkte der betrachteten Messreihe und damit die Verwen-
dung aller zur Verfügung stehenden Messinformationen, was dem üblichen Anwen-
dungsfall entspricht, so reduziert sich die Wahl des Benutzers auf den Parameter i.
Die zu verwendende größtmögliche Spaltenanzahl j wird dann über die Bedingung
j = N − 2i+ 1 berechnet.
Auch die Block-Hankel-Datenmatrizen (3.6) werden, wie schon die einfachen Daten-
matrizen, für die Verwendung in den 4SID-Algorithmen in sogenannte vergangene
und zukünftige Daten strukturiert, und zwar für die Zeitpunkte der i-ten Block-
zeile. Beispielhaft wird für die Block-Hankel-Matrix U1∣2i diese Aufteilung in eine












u(i) . . . u(i+ j − 1)




u(2i) . . . u(2i+ j − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.7)
Analog wird die Block-Hankel-Matrix Y1∣2i in eine Vergangenheitsmatrix Y1∣i und
eine Zukunftsmatrix Yi+1∣2i aufgeteilt. Für die Innovationen und das Rauschen in
den verschiedenen Zustandsraumdarstellungen (vgl. Abschnitt 2.1.2) werden ent-
sprechende Matrizen definiert.
Um Verwechslungen mit den zuvor definierten einfachen Vergangenheits- und Zu-
kunftsmatrizen (3.2) zu vermeiden, werden hier nicht die Indizes „p“ bzw. „f“ bei
den Block-Hankel-Matrizen verwendet. Außerdem ist zu beachten, dass trotz der
Benennung dieselben Datenvektoren in den Vergangenheits- und Zukunftsmatrizen
5Da hier Vektoren als Block-Elemente betrachtet werden, entspricht die Block-Spaltenanzahl
auch der tatsächlichen Spaltenanzahl dieser Datenmatrizen.
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vorkommen, allerdings in unterschiedlichen Spalten und damit für unterschiedliche
betrachtete Zeitpunkte.
Damit in den Algorithmen eine Regression für die Parametermatrizen durchgeführt
werden kann, werden außerdem die entsprechenden Vergangenheits- und Zukunfts-








Auch hier gelten wieder die analogen Definitionen für Y1∣i+1 und Yi+2∣2i und die
stochastischen Signale.
Neben den bekannten Messdaten werden die zu Beginn des Identifikationsvorgangs




x(i) x(i+ 1) ⋅ ⋅ ⋅ x(i+ j − 1)
]
. (3.9)
Diese Matrix hat, wie auch die Block-Hankel-Datenmatrizen, stets j Spalten. Der
Index gibt die Blockzeile der Hankel-Datenmatrizen an, zu welcher die Zustandsfol-
ge Xi gehört.
Auch die zu ermittelnden Parameter werden in Blockmatrizen zusammengefasst. Die








Sie wird deshalb als erweitert bezeichnet, da von einer Wahl des Parameters i > n
ausgegangen wird. Dadurch enthält die Matrix mehr Blockzeilen als in der übli-
chen Definition der Beobachtbarkeitsmatrix, bei der die Blockzeilenanzahl genau der
Systemordnung n entspricht (vgl. z. B. [Lun08b, Föl94]). Durch die vorausgesetzte
Beobachtbarkeit hat diese Matrix den vollen Rang n.
Die umgekehrte, erweiterte Steuerbarkeitsmatrix QdetermS,i hat wegen der vorausge-
setzten Steuerbarkeit ebenfalls den Rang n und ist definiert als
QdetermS,i :=
[
Ai−1B Ai−2B ⋅ ⋅ ⋅ B
]
. (3.11)
Zusätzlich zur Erweiterung um i− n Blockspalten analog zur erweiterten Beobacht-
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barkeitsmatrix ist bei der umgekehrten Steuerbarkeitsmatrix die Reihenfolge der
Blockspalten im Vergleich zur üblichen Definition absteigend statt aufsteigend in
den Potenzen der DynamikmatrixA. Der Zusatz „determ“ für „deterministisch“ wird
zur Differenzierung von der sehr ähnlich aufgebauten Matrix
QstochS,i :=
[
Ai−1K Ai−2K ⋅ ⋅ ⋅ K
]
(3.12)
verwendet, wobei „stoch“ für „stochastisch“ steht undK die Kalman-Matrix ist (vgl.
Abschnitt 2.1.2). Die Wahl dieser Bezeichnungen wird bei der Verwendung der Ma-
trizen in den Subspace-Gleichungen im Abschnitt 3.2.1 klar.
Als letzte Blockparametermatrizen werden noch die Matrix
Hdetermi :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D 0 0 ⋅ ⋅ ⋅ 0 0
CB D 0
. . .















. . . 0






I 0 0 ⋅ ⋅ ⋅ 0 0
CK I 0
. . .















. . . 0
CAi−2K CAi−3K ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ CK I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.14)
benötigt, welche jeweils eine untere Block-Dreieck-Toeplitz-Matrix darstellen. Beide
Matrizen sind durch ihre letzte Zeile eindeutig gegeben. Sie enthalten die Parame-
ter des zum Zustandsraum gehörenden ARX-Modells, was über eine entsprechende
Umformung leicht nachgerechnet werden kann (vgl. Abschnitt 3.2.2)).
3.1.2 Matrixzerlegungen
Neben der Blockverarbeitung der Daten in speziell aufbereiteten Datenmatrizen
stellt die Nutzung von Matrixzerlegungen zur Extraktion der benötigten Informa-
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tionen aus den Datenmatrizen eine weitere Gemeinsamkeit aller 4SID-Algorithmen
dar. Dabei spielt insbesondere die Singulärwertzerlegung eine herausragende Rolle:
Definition 3.1 (Singulärwertzerlegung):
Die Singulärwertzerlegung (SVD 6) liefert für eine beliebige Matrix A ∈ R(m×n) die
Matrizen des Produkts
A = MSNT . (3.15)
Dabei sind die beiden Matrizen M ∈ R(m×m) und N ∈ R(n×n) orthogonal und für
die sogenannte Singulärwertmatrix S ∈ R(m×n) gilt
S = diag(s1, . . . , sr, sr+1, . . . , smin{m,n}) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣







. . . sr 0
. . .
0









mit s1 ≥ . . . ≥ sr > sr+1 = . . . = smin{m,n} = 0. Der Wert r stellt den Rang der Ma-
trix A dar.
Die Anzahl der nicht verschwindenden Singulärwerte, die positiv sind und in abstei-
gender Reihenfolge auf der Hauptdiagonalen der Singulärwertmatrix stehen, ent-
spricht also gerade dem Rang der Matrix A.
Anmerkungen:
• Die Singulärwerte si der Matrix A sind gleich der Quadratwurzel der Eigen-
werte von AAT bzw. ATA.
• Geometrisch interpretiert stellen die Singulärwerte die Längen der Halbachsen
eines Hyperellipsoids dar, auf den die Punkte des Zustandsraums mit dem
Abstand eins zum Ursprung (∥x∥2 = 1) durch die MatrixA mitAx abgebildet
werden [GL96].
• Die Spalten von M sind die normierten Eigenvektoren von AAT und heißen
linke Singulärvektoren, die Spalten von N sind die normierten Eigenvektoren
von ATA und heißen rechte Singulärvektoren.
6SVD steht für „singular value decomposition“ (engl. für Singulärwertzerlegung).
52 Subspace-based State-Space System Identification
• Für die Pseudoinverse A† gilt:




, . . . ,
1
sr
, 0, . . . , 0
)
. (3.17)
• Für quadratische Matrizen (m = n) gilt: ∣det(A)∣ = ∏ri=1 si .
• Die SVD gilt entsprechend auch für komplexe Matrizen;M und N sind dann
unitäre Matrizen, die Singulärwerte sind stets reell.
Besonders interessant für viele Anwendungen, so auch für die 4SID, ist die im LS-Sinn
optimale Rekonstruktionseigenschaft der Singulärwertzerlegung. Die Rekonstrukti-
on Ai der Matrix A, die anhand der ersten i Singulärwerte sowie der jeweils ersten

































für alle Matrizen X, die den Rang kleiner oder gleich i haben [Abd07, GL96].
Aufgrund dieser Rekonstruktionseigenschaft sowie ihrer numerischen Stabilität und
Genauigkeit findet die Singulärwertzerlegung beispielsweise in Modellreduktionsver-
fahren (z. B. [HAW03, OM96]) oder bei verlustbehafteten Kompressionsmethoden
in der Bildverarbeitung (z. B. [Abd07]) Anwendung. Auch die Anwendung im Rah-
men der 4SID-Algorithmen kann als Ordnungsreduktion aufgefasst werden (vgl. Ab-
schnitt 3.2.3). Außerdem kann man bei Verwendung der 2-Norm die Singulärwert-
zerlegung zur numerischen Rangbestimmung verwenden. Der kleinste Singulärwert
einer regulären Matrix stellt im Sinne der 2-Norm den Abstand zur Menge der Ma-
trizen ohne Höchstrang dar (vgl. [GL96]). Überdies entspricht die SVD der Haupt-
komponentenanalyse (PCA7) der in der zerlegten Matrix enthaltenen Daten (vgl.
z. B. [Abd07, Lar97b]).
7PCA steht für „principal component analysis“ (engl. für Hauptkomponentenanalyse).
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Eine spezielle Variante der Rangbestimmung wird in [Lar97b] zur geometrischen
Interpretation der Singulärwertzerlegung eingeführt. Ausgangspunkt ist eine Ma-
trix D, die eine statische lineare Abbildung zwischen der Eingangsgröße u und der
Ausgangsgröße y beschreibt (vgl. auch Definition 2.1):
y = Du mit u ∈ Rp , y ∈ Rq , D ∈ Rq×p . (3.21)
Gesucht wird nun unter Einhaltung der Gleichung (3.21) eine Zwischenvariable („Zu-
stand“) z ∈ Rr mit unbekannter Dimension r sowie die zugehörigen Matrizen A und
C mit
z = Au und y = Cz . (3.22)
Dabei soll der Zustand eine möglichst niedrige Ordnung haben, d. h. r → min.
Hieraus lässt sich alternativ zur üblichen Definition über die Zahl der linear unab-
hängigen Zeilen bzw. Spalten die folgende Definition für den Rang der Matrix D
ableiten:
Definition 3.2 (Rang der Matrix D über die Zwischenvariable z):
Der Rang der Matrix D ist gegeben als die minimale Dimension r der Zwischenva-
riablen z mit (3.22), die die Gleichung (3.21) erfüllt, also
rg(D) := min
A,C
{r} mit (3.22) u. d. B. (3.21) . (3.23)
Dabei gelten D = CA und rg(D) ≤ min(p, q). Eine mögliche Lösung für z, A und
C kann mithilfe der SVD von D bestimmt werden:
y = Du = MSNTu . (3.24)
Wegen der Orthogonalität der MatrixM kann diese Gleichung durch Multiplikation
mit MT von links umgeformt werden zu
MTy︸ ︷︷ ︸
=:h
= SNTu︸ ︷︷ ︸
=: g
. (3.25)
Da die Multiplikation eines Vektors mit einer orthogonalen Matrix einer Drehung,
Spiegelung oder Drehspiegelung des Koordinatensystems entspricht oder anders aus-
gedrückt eine längen- und winkeltreue Transformation des Koordinatensystems ist,
stellen die Vektoren g und h die Vektoren u bzw. y jeweils bezüglich eines entspre-
chend transformierten Koordinatensystems dar.
Das Besondere an der Darstellung der beiden Vektoren in diesen beiden Koordina-
tensystemen ist die Tatsache, dass die durch D gegebene Abbildungsvorschrift die
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ersten r Komponenten von g auf die entsprechende Komponente von h abbildet, und
zwar genau durch die Multiplikation mit dem entsprechenden Singulärwert. Dabei
bezeichnet r die Anzahl der auftretenden Singulärwerte ungleich null. Alle weiteren
Elemente von g werden in den Ursprung des Koordinatensystems von h abgebildet.
Es gilt also
ℎi = si gi ∀ i = 1, . . . , r und ℎj = 0 ∀ j = r + 1, . . . , q . (3.26)
Diese spezielle Aufteilung der linearen Abbildung D durch die SVD ist grafisch für
ein Beispiel mit p = q = 3 und r = 2 in der Abbildung 3.1 dargestellt. Durch die
absteigende Sortierung der Singulärwerte nimmt der Anteil, den eine Komponente
von g auf das Bild im Koordinatensystem h hat, mit steigendem Index immer weiter
ab.
Für die gesuchte Zwischenvariable z ergibt sich damit als eine mögliche Lösung8
z = [g1, . . . , gr]
T. (3.27)
Die zu diesem z gehörigen Matrizen ergeben sich aus (3.22) zu
A = NTr = [n1, . . . ,nr]
T und C = M rSr = [m1, . . . ,mr] diag(s1, . . . , sr) ,
wobei die Vektoren mi bzw. ni die Spaltenvektoren von M bzw. N sind. Dieses
Ergebnis lässt sich durch Einsetzen leicht validieren:
CA = M rSrN
T
r = [m1, . . . ,mr] diag(s1, . . . , sr) [n1, . . . ,nr]
T




S [I,0]MT = MSNT da si = 0 für i > r
= D . (3.28)
Somit stellt die Wahl von z, A und C eine gültige Lösung dar. Anhand der Herlei-
tung ist leicht zu sehen, dass die dabei gewählte Ordnung r exakt der sonst üblichen
Rangdefinition genügt, da diese ja genau der Anzahl an Singulärwerten entspricht.
Nach dieser anschaulichen Darstellung der Wirkungsweise der gewöhnlichen SVD
wird nun der Fall betrachtet, dass anstelle der Orthogonalität beliebige Bedingungen
an die MatrizenM und N bei der Zerlegung treten. Diese Verallgemeinerung führt
zur folgenden Definition:
8Die Lösung für die Zwischenvariable ist nicht eindeutig. Jede r-dimensionale Basis, die densel-
ben Raum aufspannt wie die gegebene Lösung, ist ebenfalls eine gültige Lösung für die gesuchte
Zwischenvariable.





















Abbildung 3.1: Grafische Interpretation der SVD für r = 2 nach [Lar97b]
Definition 3.3 (Verallgemeinerte Singulärwertzerlegung):
Die verallgemeinerte Singulärwertzerlegung (GSVD 9) liefert für eine beliebige Matrix
A ∈ Rm×n die Matrizen des Produkts
A = MSNT mit MTWMM = I und NTWNN = I , (3.29)
wobei die positiv definiten MatrizenWM ∈ Rm×m bzw.WN ∈ Rn×n die (wählbaren)
Bedingungen an die Zeilen bzw. Spalten der Matrix A darstellen.
Auch bei der GSVD existiert analog zur SVD eine Rekonstruktionseigenschaft, al-
lerdings unter Berücksichtigung der Gewichte, und es gilt nach [Abd07] unter Ver-
wendung des Zusammenhangs spur(AB) = spur(BA)








9GSVD steht für „generalized singular value decomposition“ (engl. für verallgemeinerte Singu-
lärwertzerlegung).
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Fordert man für die Gewichtungsmatrizen nicht die positive Definitheit, sondern lässt
auch positiv semi-definite Gewichtungsmatrizen zu, und möchte man gleichzeitig die
Singulärwertmatrix isolieren10, so kann eine reduzierte Variante der GSVD definiert
werden (vgl. [Lar99b]):
Definition 3.4 (Reduzierte GSVD):












= I , (3.31)
wobei die positiv semi-definiten MatrizenW
M̃
∈ Rm×m mit m̃ = rg(W
M̃
) ≤ m bzw.
W
Ñ
∈ Rn×n mit ñ = rg(W
Ñ
) ≤ n die (wählbaren) Bedingungen an die Zeilen bzw.
Spalten der Matrix A darstellen. Bei dieser reduzierten Darstellung gilt außerdem
M̃ ∈ Rm̃×m und Ñ ∈ Rñ×n.
Die GSVD kann auf die gewöhnliche SVD zurückgeführt bzw. über diese berechnet
werden [Abd07, Lar83]. Dazu müssen die Gewichtsmatrizen in ihre Wurzeln zerlegt
werden, was beispielsweise über eine Cholesky-Zerlegung geschehen kann. Im Fall
von symmetrischen Gewichtsmatrizen kann auch die gewöhnliche SVD selbst ver-
wendet werden, um die Wurzeln der Gewichtsmatrizen zu berechnen, da dann die
MatrizenM undN der gewöhnlichen Zerlegung der symmetrischen Gewichtsmatrix
identisch sind [Lar83]. Damit stellt auch die GSVD eine numerisch stabile Zerlegung
dar.
In der Literatur ist neben der hier angegebenen Form eine weitere Verallgemeinerung
der SVD unter dem Namen GSVD zu finden, welche eine gemeinsame SVD für
zwei Matrizen berechnet. Beide Varianten werden in [Loa76] vorgestellt, weitere
Informationen zur hier nicht verwendeten Form finden sich auch in [GL96].
Die letzte Matrizenzerlegung, die in diesem Abschnitt behandelt wird, ist die soge-
nannte LQ-Zerlegung:
Definition 3.5 (LQ-Zerlegung):
Die LQ-Zerlegung, auch LQ-Faktorisierung genannt, zerlegt eine beliebige Matrix
A ∈ Rm×n mit m ≤ n in das Produkt
A = LQT , (3.32)
wobei L ∈ Rm×m eine untere Dreiecksmatrix darstellt und Q ∈ Rn×m eine in den
Spalten orthogonale Matrix mit QTQ = I ist.
10Dieser Wunsch dient der später deutlich vereinfachten Notation bei der Anwendung der redu-
zierten GSVD im Rahmen der kanonischen Korrelationsanalyse.
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Der Rang der Matrix L ist gleich dem Rang der ursprünglichen MatrixA, die Matrix
Q hat immer Höchstrang.
Die hier vorgestellte Definition wird auch als reduzierte oder dünne LQ-Zerlegung











mit L̃ ∈ Rm×n und der orthogonalen Matrix Q̃ ∈ Rn×n, die im Folgenden nicht
weiter betrachtet wird.
Die LQ-Zerlegung ist sehr ähnlich zur bekannteren QR-Zerlegung (vgl. z. B. [GL96])
und kann auch über diese berechnet werden. Dazu wird die QR-Zerlegung von AT
berechnet. Die so gewonnene Matrix Q ist identisch zur gesuchten Matrix Q der LQ-
Zerlegung von A, die untere Dreiecksmatrix L ergibt sich als Transponierte der obe-
ren Dreiecksmatrix R, also L = RT. Man findet die LQ-Zerlegung in der Literatur
auch unter dem Namen RQ-Zerlegung oder RQ-Faktorisierung. Diese Bezeichnung
birgt jedoch eine Verwechslungsgefahr, da mit R bei Matrixzerlegungen üblicher-
weise eine obere Dreiecksmatrix gemeint ist, außerdem existiert auch eine (selten
verwendete) RQ-Zerlegung mit oberer Dreiecksmatrix R [GL96]. Die LQ-Zerlegung
eignet sich zur Berechnung eines LS-Schätzers, der genaue Zusammenhang wird bei
der Betrachtung der orthogonalen Projektion im folgenden Abschnitt erläutert.
Bei der Anwendung der LQ-Zerlegung im 4SID-Algorithmus fallen die orthogonalen
Matrizen Q aus den Gleichungen heraus, sodass jeweils nur die untere Dreiecks-
matrix L explizit berechnet werden muss. Das senkt sowohl die Rechenkomplexität
als auch den Speicheraufwand erheblich. Durch eine geschickte Implementierung der
LQ-Zerlegung kann unter Ausnutzung der speziellen Struktur der Block-Hankel-
Matrizen (vgl. Abschnitt 3.1.1) bei der 4SID der Rechenaufwand für die Berechnung
der Matrix L nochmals erheblich gegenüber den Standard-Algorithmen gesenkt wer-
den [OM96].
3.1.3 Abbildungen und Projektionen
Bei den 4SID-Methoden spielt die LQ-Zerlegung nur bei der Implementierung der
geometrischen Verfahren eine Rolle. Dort werden Projektionen von Matrizen be-
trachtet, die allgemein sehr geschickt über LQ-Zerlegungen berechnet werden können
[OM96, Nic07, See09]. Alternativ können diese Projektionen für stochastische Daten
auch über Stichprobenkovarianzen dargestellt werden. Durch die zusätzliche Mög-
lichkeit, die Projektionen zumindest für einfache Beispiele auch grafisch darzustellen,
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stellen die geometrischen Algorithmen die anschaulichste Variante der betrachteten
Verfahren dar.
Bevor nun die Projektionen und deren verschiedene mathematische Schreibweisen
konkret vorgestellt werden können, müssen zunächst einige weitere Begriffe aus der
linearen Algebra eingeführt werden, die [See09, Str93, VV07] entnommen wurden.
Dabei spielen insbesondere die Unterräume, die bei einer statischen linearen Abbil-
dung nach der Definition 2.1 auftreten, eine Rolle.
Die MatrixD ∈ Rq×p bildet die Elemente des Eingangsraums U ⊆ Rp in den Vektor-
raum Rq ab. Die Menge der Bildelemente bildet den Ausgangsraum Y und heißt auch
Bild der Abbildung im(D) = Y ⊆ Rq. Für die Dimension dieses Unterraums gilt da-
bei dim(im(D)) = rg(D). Den Teil des Eingangsraums U , welcher auf den Nullvektor
im Rq abgebildet wird und der daher nicht zum Bild der Abbildung beiträgt, nennt
man den Kern der Abbildung ker(D) oder den Nullraum der Matrix null(D). Die
Differenz zwischen der Zahl der Spalten vonD, die der Anzahl der Eingangsgrößen p
entspricht, und dem Rang r der Matrix D ist identisch zur Dimension des Kerns der
Abbildung und wird Defekt der Matrix bzw. Defekt der Abbildung def(D) genannt:
dim(ker(D)) = def(D) = p− rg(D) = p− r . (3.34)
Das Bild im(D) wird auch als Spaltenraum der Matrix D bezeichnet, da es sich als
Linearkombination
im(D) = u1d1 + . . .+ updp mit D =
[
d1 ⋅ ⋅ ⋅dp
]
(3.35)
aus den Spalten der Matrix D ergibt, solange die Koeffizienten ui vor den Spal-
tenvektoren di einen gültigen Vektor u =
[
u1 ⋅ ⋅ ⋅up
]T ∈ U des Eingangsraums
darstellen. Der Spaltenraum von DT, der wegen rg(D) = rg(DT) ebenfalls die Di-
mension dim(im(DT)) = r hat, wird auch als Zeilenraum der Matrix D bezeichnet.
Der zugehörige Nullraum null(DT) = ker(DT) heißt auch Kokern von D.
Wendet man die SVD (vgl. Definition 3.1) auf die Matrix D an, so stellen die ersten
r Spaltenvektoren der Matrix M eine orthogonale Basis für den Spaltenraum der
Matrix D dar, die verbleibenden q − r Spalten sind eine orthogonale Basis des Null-
raums von DT. Entsprechend bilden die ersten r Spalten der Matrix N eine ortho-
gonale Basis des Zeilenraums und die verbleibenden p− r Spalten eine orthogonale
Basis für den Nullraum der MatrixD. Dies deckt sich mit der anschaulichen Betrach-
tung der SVD im Abschnitt 3.1.2, bei der gezeigt wurde, dass durch die SVD zwei
Transformationsmatrizen und eine Abbildungsmatrix in Diagonalgestalt berechnet
werden. Dabei sind die ersten r Komponenten des transformierten Ursprungssys-
tems genau die Menge, aus der das Bild im Zielkoordinatensystem entsteht, und
die restlichen Komponenten werden in den Ursprung abgebildet und bilden somit
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Bezeichnungen Formelzeichen Dimension Basis (SVD) VR
Spaltenraum, Bild im(D) r = rg(D) m1, . . . ,mr Rq
Nullraum, Kern null(D) = ker(D) def(D) = p− r nr+1, . . . ,np Rp
Zeilenraum im(DT) r = rg(DT) n1, . . . ,nr Rp
Kokern null(DT) = ker(DT) def(DT) = q − r mr+1, . . . ,mq Rq
Tabelle 3.1: Unterräume bei der linearen Abbildung mit der Abbildungs-
matrix D (VR steht für den Vektorraum, der den jeweiligen
Unterraum beinhaltet)
den Nullraum. Zur besseren Übersicht sind die hier eingeführten Bezeichnungen und
Notationen nochmals in der Tabelle 3.1 zusammengefasst.
Zusätzlich wird noch das orthogonale Komplement eines Unterraums benötigt, wel-
ches mit „⊥“ gekennzeichnet wird. Es enthält alle Elemente des übergeordneten
Vektorraums, die senkrecht zum betrachteten Unterraum sind. Für das orthogonale
Komplement des Zeilenraums gilt (im(DT))⊥ = ker(D), für das des Spaltenraums
(im(D))⊥ = ker(DT).
Im Folgenden werden die verschiedenen Arten von Projektionen jeweils mit einem
grafischen Beispiel sowie den verschiedenen mathematischen Beschreibungen ein-
geführt. Dabei werden stets die Zeilenräume der beteiligten Matrizen betrachtet.
Zusätzlich wird davon ausgegangen, dass alle Matrizen weniger oder gleichviele Zei-
len wie Spalten haben und vollen Rang besitzen, was bei der Anwendung für die
4SID stets erfüllt ist.
Zunächst wird die senkrechte Projektion des Zeilenraums einer Matrix auf den Zei-
lenraum der Matrix B betrachtet:
Definition 3.6 (Senkrechte Projektion auf den Zeilenraum von B):
Der Operator ΠB, der den Zeilenraum einer beliebigen Matrix auf den Zeilenraum







Entsprechend kann auch auf das orthogonale Komplement des Zeilenraums von B
projiziert werden:
Definition 3.7 (Senkrechte Projektion auf den Zeilenraum von B⊥):
Der Operator ΠB⊥ projiziert eine Matrix auf das orthogonale Komplement des Zei-
lenraums von B:
ΠB⊥ := I −ΠB . (3.37)






Abbildung 3.2: Senkrechte Projektionen von A
Im Folgenden werden für die senkrechte Projektion des Zeilenraums der MatrixA auf
den Zeilenraum der MatrixB bzw. auf das orthogonale Komplement des Zeilenraums
von B meistens die abkürzenden Schreibweisen
A/B := AΠB bzw. A/B⊥ := AΠB⊥ (3.38)
verwendet. Die Abbildung 3.2 zeigt ein Beispiel für die senkrechten Projektionen
nach den Definitionen 3.6 und 3.7, wobei jeder Unterraum durch einen einzelnen
Vektor repräsentiert wird. Die Projektionen ΠB und ΠB⊥ zerlegen also eine Matrix
in die Summe zweier Matrizen, deren Zeilenräume orthogonal sind:
A = AΠB +AΠB⊥ . (3.39)
Die Ergebnisse dieser Projektionen können auch über die LQ-Zerlegung der Matrix[
BT AT
]T
berechnet werden, wenn die Matrizen A ∈ R(a×j) und B ∈ R(b×j)













mit L11 ∈ Rb×b, L21 ∈ Ra×b, L22 ∈ Ra×a, Q1 ∈ Rj×b und Q2 ∈ Rj×a ergeben sich







Die Korrektheit dieser Berechnungsmöglichkeiten über die LQ-Zerlegung wird im
Anhang A.1 gezeigt. Der Ausdruck für die Projektion A/B kann weiter umgeformt
werden, indem man die Voraussetzung des vollen Rangs der MatrixB ausnutzt. Nach
Gleichung (3.40) gilt B = L11QT1 , wobei auch die Matrix L11 vollen Rang hat, da
sonst B singulär wäre. Damit lässt sich diese Gleichung durch Multiplikation mit
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der Inversen der regulären quadratischen Matrix L11 von links nach QT1 auflösen.





11 B . (3.42)
Die als senkrechte Projektionen definierten Matrixoperationen können auch als Mul-
tiplikation von Stichprobenkovarianzen aufgefasst werden. Für die senkrechte Pro-
jektion von A auf den Zeilenraum von B ergibt sich












Vergleicht man diesen Zusammenhang mit der zuvor erhaltenen Gleichung (3.42)






gelten muss. Die rechte Seite ist aber gerade identisch zum LS-Schätzer (2.37),
woraus folgt, dass einerseits der LS-Schätzwert auch über die LQ-Zerlegung be-
rechnet werden kann, und dass andererseits die senkrechte Projektion genau ei-
ner LS-Schätzung entspricht. Man erhält mit ihr die Lösung X̂B, die im Zeilen-
raum von B bezüglich der Norm ∥A−XB∥2F den geringsten Abstand zu A hat
[AHK+09, Str93]:






Der Fehler A− X̂B liegt im Kokern von B, der genau dem orthogonalen Komple-
ment des Zeilenraums von B entspricht. Das lässt sich auch aus der Formel für die





B = A− Σ̂ABΣ̂
−1
BBB = A− X̂B . (3.46)
Weitere Betrachtungen zum Zusammenhang der LS-Schätzung mit den vier Unter-
räumen einer Abbildungsmatrix sind in [Str93] anschaulich erläutert.
Anstatt senkrecht auf den Zeilenraum vonB zu projizieren, kann die Projektion auch
parallel zum Zeilenraum einer weiteren Matrix C ∈ R(c×j) durchgeführt werden:
















(b) Allgemeine schiefe Projektion
Abbildung 3.3: Schiefe Projektion
Definition 3.8 (Schiefe Projektion auf den Zeilenraum von B):
Die schiefe Projektion von A entlang des Zeilenraums von C auf den Zeilenraum








Mit Vektoren als Repräsentanten der Unterräume sind in der Abbildung 3.3 bei-
spielhaft zwei schiefe Projektionen gezeigt. Dabei muss A nicht wie in der Abbil-
dung 3.3(a) in dem durch B und C aufgespannten Raum liegen, sondern kann auch
wie in der Abbildung 3.3(b) daraus hervorragen. Die schiefe Projektion entspricht
dann einer zunächst durchgeführten senkrechten Projektion in den durch B und
C aufgespannten Raum. Mit diesem Zwischenresultat wird entsprechend der in der
Abbildung 3.3(a) gezeigten Vorgehensweise das Ergebnis der Projektion ermittelt.
Äquivalente Definitionen und weitere Interpretationen für die schiefe Projektion fin-
den sich in [OM96, CM03, See09].
Für die schiefe Projektion gelten unter anderem die Eigenschaften
A/AB = 0 , A/CB = 0 für ABT = 0 und A/BA = A . (3.48)
Dabei bedeutet ABT = 0, dass die beiden Zeilenräume senkrecht zueinander sind.
Für den Fall, dass C = 0 gilt oder dass die Zeilenräume von B und C senkrecht
zueinander sind, wird die schiefe Projektion zu einer senkrechten, es gilt also
A/CB = A/B für BCT = 0 . (3.49)
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Anders ausgedrückt bedeutet dies, dass die senkrechten Projektionen jeweils einen
Spezialfall der schiefen Projektion darstellen:
A/B⊥B = A/B und A/BB
⊥ = A/B⊥ . (3.50)
Auch die schiefe Projektion kann mithilfe der LQ-Zerlegung berechnet werden, wenn




vollen Rang haben und j ≥ a+ b+ c
gilt. Mit der LQ-Zerlegung⎡⎣ CB
A
⎤⎦ = LQT =






















Die Gültigkeit dieser Berechnungsvorschrift wird ebenfalls im Anhang A.1 bewiesen.
Anmerkung: Neben der angegebenen Berechnungsvorschrift der schiefen Projekti-
on über eine LQ-Zerlegung existieren weitere Varianten, bei denen die Teilmatrizen
anders sortiert in die LQ-Zerlegung eingebracht werden, z. B. in [OM96].
Im Gegensatz zu den beiden senkrechten Projektionen kann für die schiefe Projektion
keine einfache Formulierung mit den Stichprobenkovarianzen angegeben werden.
3.2 Allgemeiner Aufbau und Funktionsweise der
4SID-Algorithmen
Auf Basis der im vorigen Abschnitt eingeführten Notationen und mathematischen
Grundlagen kann nun ein allgemeines Ablaufschema eingeführt werden, in welchem
sich jedes der im Rahmen dieser Arbeit betrachteten 4SID-Verfahren darstellen lässt
[See09, Bau98]. Dieser Ablauf wird im Folgenden vorgestellt und die einzelnen Schrit-
te mit möglichen Umsetzungen erläutert. In den nachfolgenden Abschnitten 3.3 bis
3.5 werden dann die in der Literatur beschriebenen Verfahren auf Basis dieses allge-
meinen Ablaufschemas erläutert. Außerdem wird dort auf die Unterschiede zwischen
der originalen Herleitung des jeweiligen Verfahrens und der Umsetzung im Rahmen
des allgemeinen Ablaufschemas eingegangen.
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Wie bereits in der Einleitung zu diesem Kapitel erläutert, stellen Messdaten der
Ein- und Ausgangsgrößen eines LTI-Systems den Ausgangspunkt für alle in die-
ser Arbeit betrachteten 4SID-Algorithmen dar. Gemeinsames Ziel aller Algorithmen
ist die Gewinnung eines zeitdiskreten Zustandsraummodells des untersuchten Pro-
zesses, wobei die Modellordnung möglichst klein, jedoch nicht kleiner als die reale
Systemordnung sein soll. Diese Forderung entspricht dem Wunsch, im Idealfall keine
der in den Messdaten enthaltenen Rauschanteile durch deterministische Parameter
fälschlicherweise nachzubilden, ohne Systemanteile zu vernachlässigen.
Der Ablauf des Identifikationsprozesses bei der Anwendung eines 4SID-Algorithmus
lässt sich in vier Schritte gliedern:
1. Datenaufbereitung:
Aufstellen der benötigten Datenmatrizen
2. Datenvorverarbeitung:
Schätzen des schiefen Prädiktors
3. Ordnungsbestimmung:
Reduzieren der Ordnung des Messdatenmodells
4. Parameterschätzung:
Schätzen der Systemmatrizen des Zustandsraummodells und der Rauschkova-
rianzen
In [Qin06] wird eine ähnliche Gliederung angegeben, die noch die Möglichkeit einer
Iteration als zusätzlichen weiteren Schritt am Ende beinhaltet. Allerdings wird diese
Iteration im gesamten Artikel nicht weiter beschrieben. Vermutlich ist damit ein
mehrmaliges Anwenden des gewählten 4SID-Verfahrens mit veränderten Vorgaben
gemeint, um aus den Ergebnissen dann das beste auszuwählen.
Die einzelnen Schritte lassen sich teilweise auf unterschiedliche Arten umsetzen. Die
häufigsten Varianten, die auch in den später beschriebenen Verfahren zum Einsatz
kommen, werden im Folgenden erläutert.
3.2.1 Datenaufbereitung
Damit die Schätzung der Ordnung und Parameter erfolgen kann, müssen zunächst
die Messdatenpaare der Ein- und Ausgänge geeignet aufbereitet werden. Bei den
verschiedenen 4SID-Methoden existieren dazu zwei Varianten, zwischen welchen in
Abhängigkeit der weiteren Schritte ausgewählt wird. Zum einen können die im Ab-
schnitt 3.1.1 zuerst vorgestellten einfachen Datenmatrizen verwendet werden. Dazu
müssen die Daten der Ein- und Ausgangsgrößen nur nach der Form (3.1) in Matrizen
abgelegt werden. Die Aufteilung in vergangene und zukünftige Daten erfolgt nach
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der Gleichung (3.2). Der Zusammenhang mit den gesuchten Parametermatrizen kann
mit ihnen direkt über die gewünschte Zustandsraumdarstellung unter Verwendung
der Zustandsfolgematrix aus der Gleichung (3.3) ausgedrückt werden.
Die zweite Variante, die von den meisten 4SID-Methoden verwendet wird, ist die
Nutzung der Block-Hankel-Matrizen, die mit den zur Verfügung stehenden Mess-
datenpaaren zu N Zeitpunkten aufgebaut werden. Zusammen mit den ebenfalls im
Abschnitt 3.1.1 eingeführten Parametermatrizen erhält man aus der Zustandsraum-
darstellung die sogenannten Subspace-Gleichungen, die die Zusammenhänge zwi-
schen den verschiedenen Matrizen beschreiben. Dazu wird üblicherweise die Innova-
tionsform oder die Prädiktorform des Zustandsraummodells (vgl. Abschnitt 2.1.2)
verwendet. Für die Prozessform können ähnliche Gleichungen angegeben werden
[OM96], die im Rahmen dieser Arbeit jedoch nicht benötigt werden. Ausführlichere
Herleitungen für die hier angegebenen Subspace-Gleichungen sind in [HK08, See09]
zu finden.
Für die Innovationsform (2.18) erhält man die Subspace-Gleichungen




i Ei+1∣2i , (3.54a)










S,i E1∣i . (3.54c)
Die Matrizen Ei+1∣2i und E1∣i sind dabei analog zur Gleichung (3.7) aufgebaut und
enthalten die Innovationen (2.17) und damit den stochastischen Anteil des Systems.
Aus diesen Gleichungen ist auch die Wahl der Bezeichnungen „deterministisch“ und
„stochastisch“ der einzelnen Parametermatrizen direkt ersichtlich.
Anmerkung: Die Zustandsfolgen sind, wie ihre Elemente, hier als Schätzgrößen
gekennzeichnet, um mit der Notation aus Kapitel 2 konform zu bleiben. Dort wurden
sowohl in der Innovationsform als auch in der Prädiktorform die Zustandsgrößen als
Schätzwerte eines Kalman-Filters aufgefasst. Dennoch sind die Größen hier, wie auch
die Parameter, unbekannt.
Für die Prädiktorform ergeben sich die Subspace-Gleichungen








+ Ei+1∣2i , (3.55a)
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An allen Blockparametermatrizen mit dem Index K sind dabei A durch AK , B

















sind Block-Hankel-Matrizen analog zu (3.7) gemeint, deren Blockelemente aus yk







Wird die Prädiktorform ohne Durchgriff nach (2.19) betrachtet, so sind die Block-
elemente der Hauptdiagonalen von HdetermK,i Nullmatrizen.
3.2.2 Datenvorverarbeitung
Da bei der 4SID weder Vorwissen über die Ordnung des linearen Systems noch
über dessen Parameter vorausgesetzt wird, spielen die in den Subspace-Gleichungen
auftretenden, unbekannten Zustandsfolgen eine wichtige Rolle bei der Schätzung.
Mit Ausnahme der statistischen CVA können alle hier betrachteten Algorithmen
darauf zurückgeführt werden, dass zunächst der aus der Subspace-Gleichung für die
zukünftigen Ausgänge stammende Term QB,i X̂i+1 bei der Innovationsform bzw.
QB,K,i X̂i+1 bei der Prädiktorform aus den Messdaten geschätzt wird11. Ausgehend
von diesem Term werden dann die weiteren Schritte zur Schätzung aller unbekannten
Modellgrößen durchgeführt. Im Folgenden wird dieser Term wie in [See09] als schiefer
Prädiktor bezeichnet in Anlehnung an den englischen Begriff „oblique predictor“
[Chi07a], da sein Zeilenraum den „oblique predictor space“ [CP03] aufspannt. Notiert
wird er als
Oi := QB,i X̂i+1 bzw. OK,i := QB,K,i X̂i+1 . (3.57)
Die Relevanz des schiefen Prädiktors kann leicht an einem einfachen Beispiel ei-
nes rein deterministischen, autonomen Systems gezeigt werden [VV07, See09]. Dort
vereinfacht sich die Subspace-Gleichung für zukünftige Ausgänge zu
Yi+1∣2i = QB,iXi+1 = Oi . (3.58)
Man kann nun mit der Ungleichung von Sylvester (benannt nach James Joseph Syl-
vester12) [ZF92] leicht zeigen, dass aufgrund der vorausgesetzten Steuerbarkeit, d. h.
11Bei der statistischen CVA wird ein sehr ähnlicher Term geschätzt, der jedoch noch zusätzlich
die Einflüsse des Rauschens enthält, die in den Subspace-Gleichungen durch den Summanden mit
den Innovationen repräsentiert werden.
12James Joseph Sylvester, b 3. September 1814 in London, d 15. März 1897 in London; Mathe-
matiker; Professor am University College London, an der Universität von Virginia, an der Royal
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QB,i hat vollen Rang n, und genügenden Anregung des Systems, d. h. die Zustands-
folge Xi+1 des minimalen Systems n-ter Ordnung hat ebenfalls den Rang n, die
Hankel-Matrix der zukünftigen Ausgänge Yi+1∣2i den Rang n haben muss:






Damit bleibt beim Produkt der erweiterten Beobachtbarkeitsmatrix und der Zu-
standsfolge der Rang erhalten, woraus folgt, dass der Spaltenraum von Yi+1∣2i mit
dem Spaltenraum der erweiterten Beobachtbarkeitsmatrix QB,i sowie der Zeilen-
raum von Yi+1∣2i mit dem Zeilenraum der ZustandsfolgeXi+1 übereinstimmt. Durch
Anwenden der SVD aus Definition 3.1 erhält man
Yi+1∣2i = M SN
T . (3.60)
Damit können jeweils geeignete Basisvektoren für diese beiden Unterräume gewon-
nen werden (vgl. Tabelle 3.1). Insgesamt gilt mit den Bezeichnungen für die redu-
zierten Matrizen der SVD aus der Gleichung (3.18)




i+1) = im(Nn) .
(3.61)
Eine in der Literatur als balancierte Realisierung („balanced realization“)[OM96,
Qin06] bezeichnete Schätzung erhält man durch die Wahl von
Q̂B,n̂ = Mn S
1
2






Auf die Gewichtung mit S
1
2
n kann aufgrund des Isomorphismus der Zustandsraum-
darstellung (vgl. Abschnitt 2.1.2) auch verzichtet werden.
Im allgemeinen Fall mit Eingängen und Rauschen müssen diese Einflüsse, die eben-
falls in der Matrix Yi+1∣2i enthalten sind, zunächst bestmöglich entfernt und die
Ordnung anschließend geschätzt werden. Für die Schätzung des schiefen Prädiktors
Oi bzw. OK,i existieren in der Literatur verschiedene Ansätze, die alle auf Basis
unterschiedlicher Überlegungen dieses Ziel zu erreichen versuchen. Im Folgenden
werden der Ansatz mit einem ARX-Modell hoher Ordnung (HOARX-Ansatz13), ein
Projektionsansatz, ein Regressionsansatz (LS-Ansatz) und ein Hilfsvariablenansatz
(IV-Ansatz) genauer vorgestellt.
Military Academy in Woolwich (England), an der Johns-Hopkins-University in Baltimore und an
der University of Oxford; Mitglied und Präsident der London Mathematical Society, „Fellow“ der
Royal Society of London und der Royal Society of Edinburgh, Mitglied der Académie des Sciences
Paris; führte u. a. den Begriff „Matrix“ ein
13HOARX steht für „high order ARX“ (engl. für ARX-Modell hoher Ordnung).
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HOARX-Ansatz
Beim HOARX-Ansatz wird für die Messdaten ein ARX-Modell geschätzt, dessen
Ordnung höher ist als die des untersuchten Systems. Dieses Modell wird dann dazu
verwendet, die Einflüsse der zukünftigen Eingänge aus den zukünftigen Daten der
Ausgänge zu entfernen oder direkt einen Schätzwert für den schiefen Prädiktor zu
finden. Dazu wird die Struktur der Matrizen in der Subspace-Ausgangsgleichung
ausgenutzt, die sich aus den Parametern eines ARX-Modells zusammensetzen las-
sen. Dies ermöglicht unter anderem auch die Identifikation im geschlossenen Re-
gelkreis, bei der Ein- und Ausgangsdaten korreliert sind. In der Literatur, u. a.
[LM96, PSD96, Jan03, Lar04, Jan05, Chi07a, Chi07b, See09], existieren verschiedene
Ansätze zur Nutzung von HOARX-Modellen in 4SID-Verfahren, die sich teilweise
sehr stark ähneln. Zwei Varianten werden im Folgenden als Vertreter dieser Ansätze
vorgestellt.
In [Chi07a, Chi07b] wird ein HOARX-Modell zur Schätzung des schiefen Prädiktors
beschrieben, dessen Ausgangspunkt die Subspace-Ausgangsgleichung für die zukünf-
tigen Daten in Prädiktorform (3.55a) ist. Die darin vorkommenden Matrizen können
durch die Parameter des zugehörigen ARX-Modells beschrieben werden (vgl. auch
[Qin06, See09]). Dabei werden die Hankel-Matrizen der Daten nicht wie sonst hälf-
tig in Vergangenheit und Zukunft aufgeteilt, sondern der Vergangenheitshorizont ℓp
und der Zukunftshorizont ℓf können unabhängig voneinander gewählt werden. Die
Gesamtzahl an Blockzeilen beträgt dann ℓp + ℓf.
Mit diesen Varianten der Hankel-Datenmatrizen wird zunächst aus der Subspace-
Gleichung für die Zustandsfolgen der Prädiktorform (3.55c) ein Schätzwert für die
Kalman-Filter-Zustandsfolge X̂ℓp+1 gewonnen, der auf den verfügbaren Messdaten
basiert. Ausgangspunkt ist die Tatsache, dass aufgrund der stets stabilen Eigenwerte
der MatrixAK die ℓp-te Potenz dieser Matrix für große Werte von ℓp näherungsweise
verschwindet, da AℓpK → 0 für ℓp →∞ gilt (vgl. [OM96, Knu01, Lar04]). Somit gilt










Setzt man diesen Schätzwert in die Subspace-Gleichungen für die zukünftigen Aus-
gangsgrößen der Prädiktorform (3.55a) ein, so erhält man die Gleichung















Die beiden in dieser Gleichung vorkommenden Parametermatrizen sind wie folgt
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Der Zusammenhang mit dem zugehörigen ARX-Modell kann über die z-Transfor-
mation hergeleitet werden [See09]. Als ARX-Modellbeschreibung erhält man für die
















wobei ℓp hier die Ordnung des HOARX-Modells darstellt. Die übliche Form des
ARX-Modells nach der Definition 2.15 kann man durch Einsetzen der Berechnungs-
vorschriften für AK und BK erhalten [See09], die jedoch hier nicht benötigt wird.
Die Koeffizienten dieses ARX-Modells können aus den Messdaten geschätzt werden
und stellen die Elemente der beiden Parametermatrizen dar. In der Parameterma-
trix QB,K,ℓp Q
determ
S,K,ℓp auftretende Terme, die im ARX-Modell i-ter Ordnung nicht
vorkommen, werden in der Matrix durch Nullmatrizen ersetzt, wodurch sich für die
geschätzte Matrix ˆQB,K,ℓp Q
determ
S,K,ℓp eine obere Dreiecksform ergibt.
Der Schätzwert für den schiefen Prädiktor wird bei dieser Methode dann mithilfe













Eine von der Vorgehensweise sehr ähnliche Variante wird in [Lar04] beschrieben, sie
unterscheidet sich jedoch in der Anwendung des HOARX-Modells und basiert auf
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den einfachen Datenmatrizen. Wie in [Lar04] wird die Herleitung hier auf Basis der
Prozessform gezeigt, deren deterministische Parameter sich jedoch nicht von denen
der Innovationsform unterscheiden und das Vorgehen für beide Fälle somit identisch




AARX,ly(k − l) +
ℓp∑
l=0
BARX,lu(k − l) + (k) (3.68)



























y(ℓp) ⋅ ⋅ ⋅ y(N − 1)

















Mit dem LS-Schätzer ergibt sich damit
P̂ =
[
ÂARX,ℓp ⋅ ⋅ ⋅ ÂARX,1 B̂ARX,ℓp ⋅ ⋅ ⋅ B̂ARX,0
]









Verwendet man das ARX-Modell (3.68), um ausgehend von den Messdaten bis
zum Zeitpunkt k schrittweise die zukünftigen Ausgangsgrößen zu den Zeitpunkten
k + 1, . . . k + ℓf zu berechnen15, und setzt dabei stets die zuvor berechneten Aus-
gangsgrößen ein, so erhält man mit den Datenmatrizen aus (3.2) die Gleichung





+ H̃(P̂ ) vec (Uf(k)) . (3.71)
Dabei bildet die Funktion vec( · ) aus einer Matrix einen Vektor, in dem sie die
Spalten der Matrix von links nach rechts untereinander zu einem Vektor zusammen-
14Um Verwechslungen mit den Parametern des Zustandsraummodells zu vermeiden, werden die
Parameter des ARX-Modells zusätzlich mit dem Index „ARX“ versehen.
15Im Gegensatz zu der hier angegebenen allgemeinen Formulierung werden in [Lar04] die Ordnung
des ARX-Modells und der Zukunftshorizont identisch gewählt.
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setzt. Die beiden Matrizen Q̃(P̂ ) und H̃(P̂ ) hängen nur von den Parametern des
ARX-Modells ab.




0 i < j ,
B̂ARX,i−j = B̂ARX,0 i = j ,
ÂARX,1 ℎ̃i−1,j + . . .+ ÂARX,i−j ℎ̃j,j + B̂ARX,i−j i > j .
(3.72)
Die Matrix Q̃(P̂ ) ist komplexer aufgebaut. Ihre ersten ℓp Spalten stellen den Zu-
sammenhang zwischen den prädizierten und den vergangenen Ausgangsdaten her.
Für die Elemente dieser Spalten gilt
q̃i,j =
⎧⎨⎩
ÂARX,ℓ−j i = 1, j ≤ ℓp ,
ÂARX,1 q̃i−1,j + . . .+ ÂARX,i−1 q̃1,j + ÂARX,i 0 < i ≤ ℓp, j ≤ ℓp ,
ÂARX,1 q̃i−1,j + . . .+ ÂARX,i−1 q̃1,j i > ℓp, j ≤ ℓp .
(3.73)
Die Elemente der weiteren ℓp Spalten sind ähnlich aufgebaut und beschreiben den




B̂ARX,ℓ−j i = 1, ℓp < j ≤ 2ℓp ,
ÂARX,1 q̃i−1,j + . . .+ ÂARX,i−1 q̃1,j + B̂ARX,i 0 < i ≤ ℓp, ℓp < j ≤ 2ℓp ,
ÂARX,1 q̃i−1,j + . . .+ ÂARX,i−1 q̃1,j i > ℓp, ℓp < j ≤ 2ℓp .
(3.74)
Berechnet man zunächst aus dem ARX-Modell eine zugehörige Zustandsraumdar-
stellung mit den Vergangenheitsdaten als Zustand, können Q̃(P̂ ) und H̃(P̂ ) auch
durch die Parameter der Zustandsraumdarstellung ausgedrückt werden [Lar04]. Es
ergeben sich dabei sehr ähnliche Zusammenhänge wie beim vorherigen Ansatz für





Ein Unterschied der beiden Ansätze liegt in der Prädiktion. Beim vorigen Ansatz
nach [Chi07a] wird jeweils nur ein Zeitschritt mit dem ARX-Modell prädiziert, beim
diesem Ansatz nach [Lar04] ist der Zukunftshorizont ℓf Schritte lang. Ein weiterer
Unterschied zwischen den beiden hier beschriebenen HOARX-Ansätzen besteht in
der Nutzung der über das HOARX-Modell berechneten Matrizen. Während im ers-
ten hier beschriebenen Ansatz damit direkt der schiefe Prädiktor geschätzt wird,
wird in [Lar04] die Matrix H̃(P̂ ) verwendet, um den Einfluss der zukünftigen Ein-
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gangswerte aus den Messdaten der zukünftigen Ausgangswerte zu entfernen:





Damit bleiben bei dieser Methode die stochastischen Anteile des Rauschens bzw. der
Innovationen in den zur Weiterverarbeitung genutzten Daten, beim vorigen Ansatz
wurden diese aus den Messdaten entfernt. Daher ist das Ergebnis nach Verwendung
des HOARX-Modells in diesem zweiten Ansatz nicht eine Schätzung des schiefen
Prädiktors, sondern nur ein Zwischenergebnis, das dem schiefen Prädiktor in den
anderen Verfahren jedoch sehr nahe kommt und im Ordnungsreduktionsschritt mit
der kanonischen Korrelationsanalyse weiterverarbeitet wird.
Projektionsansatz
Der Projektionsansatz stammt aus geometrischen Überlegungen, wie sie bereits bei
der Einführung der Projektionen im Abschnitt 3.1.3 erläutert wurden. Ausgehend
von der Annahme, dass die gesamte deterministische Information aus den Vergan-
genheitsdaten mit Einfluss auf die zukünftigen Ausgänge in den Zuständen der Zu-
standsfolge X̂i+1 enthalten ist, führen die folgenden geometrischen Überlegungen auf
einen Schätzwert für den schiefen Prädiktor (vgl. u. a. [OM96, Qin06, HK08, See09]).
Dazu wird die Subspace-Gleichung für die zukünftigen Ausgänge der Innovations-
form (3.54a)





betrachtet, die hier zur besseren Verständlichkeit der Überlegungen nochmals auf-
geführt wurde. Um den schiefen Prädiktor zu erhalten, müssen die Einflüsse der
zukünftigen Eingangsgrößen und die durch die zukünftigen Innovationen repräsen-
tierten Einflüsse des Rauschens aus den Messdaten der zukünftigen Ausgangsgrößen
entfernt werden.
Der Zeilenraum der zukünftigen Innovationen Ei+1∣2i ist senkrecht zum gemeinsa-
men Zeilenraum der vergangenen Ein- und Ausgangsdaten, da die gesamte deter-










1∣i den Einfluss der Innovationen entfernen, da
dieser Anteil der Subspace-Gleichung für zukünftige Ausgänge dann eine Nullmatrix
wird. Mit derselben Begründung könnte auch eine Projektion auf die zukünftigen
Eingänge durchgeführt werden.
Der von den zukünftigen Eingängen abhängige Term soll jedoch ebenfalls entfernt
werden. Da diese Daten bekannt sind, kann dies durch eine Projektion entlang die-
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ser Daten geschehen. Zusammenfassend kann also das Entfernen der beiden uner-
wünschten Terme der Subspace-Ausgangsgleichung aus den zukünftigen Ausgangs-
daten durch eine schiefe Projektion entlang der zukünftigen Eingangsdaten auf die












Wie bereits im Abschnitt 3.1.3 beschrieben, kann diese Projektion effizient durch ei-
ne LQ-Zerlegung berechnet werden. Die Matrix Q muss dabei nicht explizit berech-
net werden, da diese als Ähnlichkeitstransformation des Zustandsraums aufgefasst
werden kann. Da nur eine mögliche Basis für den Zustandsraum von Interesse ist
und über die physikalische Interpretierbarkeit dieser Basis in keinem der Fälle eine
Aussage gemacht werden kann, muss die Matrix Q nicht berücksichtigt werden.
Für die Prädiktorform kann mit dem Projektionsansatz ebenfalls ein Schätzwert für
den schiefen Prädiktor gewonnen werden. Allerdings kann mit den Hankel-Matrizen
hier keine geschlossene Lösung angegeben werden, sondern der schiefe Prädiktor
muss zeilenweise berechnet werden (vgl. [Qin06, Chi07a]). Dies rührt von der Tatsa-
che her, dass bei der Prädiktorform entlang zukünftiger Ein- und Ausgänge projiziert
werden muss, allerdings für jede Ausgangsgröße in Yi+1∣2i nur bis zum Zeitpunkt da-
vor. Würde entlang der kompletten zukünftigen Daten projiziert, wäre das Ergebnis
dieser Projektion ein Nullraum, da die zukünftigen Daten selbst darin enthalten sind.
Bei zeilenweiser Betrachtung wird für die ℎ-te Blockzeile von Yi+1∣2i mit 1 ≤ ℎ ≤ i









1∣i projiziert [Chi07a]. In [QL03, QLL05]
wurde diese Vorgehensweise als PARSIM-Ansatz16 eingeführt.
Regressionsansatz
Beim Regressionsansatz nach [Knu01, HK08] wird, wie oben für den HOARX-Ansatz
bereits beschrieben, zunächst aus der Subspace-Gleichung für die Zustandsfolgen der
Prädiktorform (3.55c) ein Schätzwert für die Zustandsfolge X̂i+1 gewonnen, der auf










16PARSIM steht für „parallel subspace identification method“ (engl. für parallele 4SID-Methode).
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Setzt man diesen Schätzwert in die Subspace-Gleichungen für die zukünftigen Aus-




























⎤⎥⎦+Hstochi Ei+1∣2i . (3.79)
Fasst man den Summanden mit den Innovationen als Gleichungsfehler auf, so können

















































Man kann zeigen, dass dieser Schätzwert für den schiefen Prädiktor genau mit dem






Somit kann auch dieser Ansatz über eine LQ-Zerlegung effizient implementiert wer-
den.
Auch für die Prädiktorform kann ein solcher Regressionsansatz hergeleitet werden,
wobei in der zu minimierenden Funktion dann die unbekannten Parameter mit PK
bezeichnet werden und anstelle der zukünftigen Eingangsdaten im Regressor die
zukünftigen Ein- und Ausgangsdaten stehen. Damit treten auch beim Regressions-
ansatz dieselben Schwierigkeiten bei der Prädiktorform im Zusammenhang mit den
Hankel-Matrizen wie beim Projektionsansatz auf. Wählt man jedoch vorab die ent-
sprechenden Elemente der Parametermatrix PK zu null, die zu ungewollten oder
akausalen Schätzwerten führen würden, so kann der Regressionsanatz auch für die
Prädiktorform verwendet werden. Allerdings lässt sich dann der Schätzwert für PK
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nicht einfach über eine Pseudoinverse berechnen. Alternativ ist in [Win08] eine Mög-
lichkeit angegeben, wie das entsprechende Regressionsproblem auf Basis der einfa-
chen Datenmatrizen wie beim Projektionsansatz schrittweise gelöst werden kann.
Hilfsvariablenansatz
Der Hilfsvariablenansatz nach [VV07] geht von der Innovationsform der Subspace-
Gleichung für die zukünftigen Ausgangsgrößen (3.54a) aus. Dabei wird zunächst der
Anteil der zukünftigen Eingangsgrößen durch eine senkrechte Projektion auf das














Der Einfluss der Innovationen wird durch geeignete Hilfsvariablen Z (vgl. auch Ab-
schnitt 2.2.2) entfernt, indem die Gleichung mit diesen von rechts multipliziert wird.
Bei der Wahl muss sowohl auf die Unkorreliertheit der Hilfsvariablen mit den Inno-
vationen Ei+1∣2i als auch auf die Tatsache geachtet werden, dass der verbleibende
Anteil immer noch denselben Zeilenraum aufspannt wie der schiefe Prädiktor und

























= n . (3.84b)
Aufgrund der ersten Bedingung (3.84a) fällt bei Multiplikation der von den Innova-










eine asymptotisch erwartungstreue Schätzung des schiefen Prädiktors darstellt.
Gültige Hilfsvariablen Z, die die Bedingungen (3.84) erfüllen, sind nach [VV07]
beispielsweise die vergangenen Eingangsdaten U1∣i oder die gemeinsame Matrix der





Die IV-Schätzung des schiefen Prädiktors Ô
IV
i kann, ähnlich wie für die Projektio-
nen im Abschnitt 3.1.3 vorgestellt, über eine LQ-Zerlegung nach der Definition 3.5
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berechnet werden. Mit der LQ-Zerlegung der verwendeten Matrizen⎡⎣ Ui+1∣2iZ
Yi+1∣2i
⎤⎦ = LQT =











Der Beweis für die Korrektheit dieser Berechnungsvorschrift ist im Anhang A.2 zu
finden. Für eine numerisch effiziente Implementierung kann hier ebenfalls ausgenützt
werden, dass die Matrix Q zur Berechnung nicht benötigt wird.
Weitere Ansätze
Neben diesen vier verbreiteten Ansätzen und deren Varianten existieren einige wei-
tere Ansätze zur Schätzung des schiefen Prädiktors. Ausgangspunkt für diese An-
sätze stellt die Berücksichtigung der speziellen Strukturen der Parametermatrizen
in den Subspace-Gleichungen dar. Mit Ausnahme der HOARX-Ansätze und der zei-
lenweisen Projektion wird bei allen hier vorgestellten Ansätzen diese Struktur nicht
berücksichtigt. Damit wird die Kausalitätsbedingung zwischen den Daten implizit
verletzt [Qin06, SM01], woraus eine ungenauere Schätzung des schiefen Prädiktors
resultiert. Sowohl die zeilenweise Projektion als auch die HOARX-Ansätze berück-
sichtigen die Kausalitätsbedingung. Nur bei den HOARX-Ansätzen wird zusätzlich
auch die Block-Toeplitz-Struktur berücksichtigt, da dort die Elemente der Matrizen
aus den Parametern des HOARX-Modells aufgebaut und nicht direkt aus den Daten
geschätzt werden.
In [PSD96] werden unter anderem eine LS-Lösung unter Berücksichtigung der struk-
turellen Bedingungen sowie ein zweistufiges Verfahren vorgeschlagen, bei dem auf
Basis einer ersten Schätzung für die Systemmatrizen die Parametermatrizen mit
diesen aufgebaut und dann die Systemmatrizen erneut bestimmt werden. Dabei
wird jedoch nicht genauer darauf eingegangen, auf welche Weise die erste Schät-
zung der Systemmatrizen berechnet wird. Möglich wären ein Ansatz entsprechend
der HOARX-Ansätze oder eine Schätzung mit einer 4SID-Methode zunächst ohne
Berücksichtigung der Parametermatrixstrukturen.
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3.2.3 Ordnungsbestimmung
Die in den vorigen Schritten verwendeten Beschreibungen auf Basis der Messdaten
können als Modelle hoher Ordnung aufgefasst werden, mit denen das Verhalten des
Systems nachgebildet wird. Die in diesem Schritt durchgeführte Schätzung der Ord-
nung für das gesuchte Zustandsraummodell kann daher auch als Ordnungsreduktion
betrachtet werden.
Ordnungsreduktion beim schiefen Prädiktor
Der geschätzte schiefe Prädiktor wird im Folgenden stets mit Ôi bezeichnet, da die
Ergebnisse für alle im vorherigen Abschnitt hergeleiteten Schätzwerte des schiefen
Prädiktors unabhängig von der gewählten Form des Zustandsraummodells gelten.
Die Ordnungsreduktion wird beim schiefen Prädiktor mithilfe der gewöhnlichen SVD
nach der Definition 3.1 durchgeführt:
Ôi = MSN
T . (3.88)
Zusätzlich können in diesem Schritt noch Gewichtungsmatrizen zur Anwendung
kommen. Dazu wird der Schätzwert des schiefen Prädiktors vor der Singulärwert-
zerlegung von rechts und links noch mit je einer quadratischen Gewichtungsmatrix
multipliziert:
W1 ÔiW2 = MSN
T . (3.89)
Die Gewichtungsmatrix W1 muss dabei vollen Rang haben und das Produkt der
Vergangenheitsdaten mit der Gewichtungsmatrix W2 muss den Rang der Vergan-
genheitsdaten behalten [OM96]. In [VV07] wird die Gewichtsmatrix W2 ebenfalls
mit vollem Rang angenommen.
Für die nachfolgende Schätzung der Systemparameter muss der Einfluss der Ge-
wichtungsmatrizen zumindest teilweise wieder aus den Faktoren der SVD entfernt
werden, um gültige Schätzwerte zu erhalten (vgl. Abschnitt 3.2.4). Die Gewichtungs-
matrixW1 kann als Filter interpretiert werden, das einen Einfluss auf den Frequenz-
bereich hat, in dem das Modell die Messdaten nachbildet [OM95].
Beide Gewichte haben einen Einfluss auf die Basis des Zustandsraums und auf die
Singulärwerte der Zerlegung (vgl. auch Abschnitt 3.3.3). Die konkrete Wahl der Ge-
wichte für eine bestimmte 4SID-Methode hängt auch von der Art und Weise ab, wie
der schiefe Prädiktor berechnet und damit das Verfahren formuliert wird. Je nach
Formulierung kann eine unterschiedliche Wahl der Gewichte notwendig sein, um das
Verhalten eines bestimmten 4SID-Algorithmus zu beschreiben.
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Kanonische Korrelationsanalyse
Eine alternative Formulierung zu dieser Vorgehensweise ist für spezielle Gewichts-
matrizen (vgl. beispielsweise [PSD96, Chi09a]) die kanonische Korrelationsanalyse
(CCA17), die in einigen 4SID-Methoden, u. a. der statistischen CVA, angewendet
wird18. Sie geht zurück auf [Hot36, Tso81] und wurde in [Aka74, Aka75, Aka76] auf
Zeitreihen erweitert.
Die Idee der CCA ist die Suche nach zwei Transformationsmatrizen, sodass die un-
tersuchten Daten in den mit diesen Matrizen transformierten Koordinatensystemen
maximal korreliert sind (vgl. auch [Kat05, See09]). Der Vorteil bei der Anwendung
der CCA für die 4SID liegt darin, dass nicht durch eine ungeschickte Wahl der
Koordinatensysteme eine Korrelation verdeckt werden kann. Eine Lösung für die
Transformationsmatrizen kann mit einer GSVD bzw. einer SVD berechnet werden,
da sich die GSVD auf die SVD mit geeigneter Gewichtung zurückführen lässt. Die
anschauliche Interpretation der Korrelation zwischen den transformierten Daten, die
als kanonische Variablen bezeichnet werden, entspricht genau der geometrischen In-
terpretation der SVD, die im Abschnitt 3.1.2 zu finden ist.
Bei der 4SID wird die CCA dazu verwendet, die Korrelation zwischen den um den
Einfluss der zukünftigen Eingangsgrößen bereinigten zukünftigen Ausgangsdaten
bzw. den Daten des schiefen Prädiktors und den Vergangenheitsdaten zu berechnen
[Lar83, Lar99b, PSD96, Chi09a]. Sie eignet sich also insbesondere auch für den zwei-
ten HOARX-Ansatz, bei dem der stochastische Anteil der Daten nicht entfernt und
damit kein echter Schätzwert für den schiefen Prädiktor berechnet wurde, da diese
stochastischen Anteile unkorreliert mit den Vergangenheitsdaten sind und bei diesem
Schritt somit herausfallen. Im Folgenden wird an diesem Beispiel die Vorgehensweise
mit der CCA nach [Lar04, Lar99b] gezeigt, wobei die einfachen Datenmatrizen zum
Einsatz kommen.
Für die um die zukünftigen Eingangsgrößen bereinigten Ausgangsdaten aus dem










verwendet. Für die Matrix Fℓf gilt
Fℓf =
[
fℓf(ℓp + 1) ⋅ ⋅ ⋅ fℓf(N − ℓf + 1)
]
. (3.91)
Der Vektor pℓp(k) enthält alle Vergangenheitsdaten für den Zeitpunkt k bis zur
17CCA steht für „canonical correlation analysis“ (engl. für kanonische Korrelationsanalyse).
18In den Veröffentlichungen zur statistischen CVA wird die CCA selbst auch als CVA bezeichnet.
Im Rahmen dieser Arbeit ist mit CVA stets die komplette 4SID-Methode gemeint, mit CCA wird
der Teilschritt der kanonischen Korrelationsanalyse bezeichnet.
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Ordnung ℓp des ARX-Modells zurück, es gilt also
pℓp(k) =
[
yT(k − 1) uT(k − 1) ⋅ ⋅ ⋅ yT(k − ℓp) uT(k − ℓp)
]T
. (3.92)
Die Matrix Pℓp ist analog zur Matrix Fℓf definiert:
Pℓp =
[
pℓp(ℓp + 1) ⋅ ⋅ ⋅ pℓp(N − ℓf + 1)
]
. (3.93)






















Die CCA zwischen Fℓf und Pℓp kann nun mit der reduzierten GSVD von Σ̂PF nach
der Definition 3.4 berechnet werden, wobei die beiden anderen Stichprobenkovari-
anzen als Gewichtungsmatrizen verwendet werden [Lar99b, Gič09]:
M̃Σ̂PF Ñ
T
= S̃ mit M̃Σ̂PP M̃
T
= I und ÑΣ̂FF Ñ
T
= I . (3.95)
Daraus ergeben sich die kanonischen Variablen M̃pℓp(k) und Ñfℓf(k). Die ka-
nonischen Variablen haben durch die Wahl der Gewichtungsmatrizen jeweils eine
Einheitsmatrix als Stichprobenkovarianzmatrix und sind somit unabhängig von der
Korrelation innerhalb der Vergangenheits- bzw. Zukunftsdaten jeweils paarweise un-
korreliert. Die Korrelation zwischen den kanonischen Variablen ist durch die Sin-
gulärwertmatrix gegeben. Sie sind also nur komponentenweise korreliert und ihre
Komponenten in absteigender Reihenfolge der Korrelation angeordnet. Die kanoni-
sche Variable M̃pℓp(k) kann als Schätzwert des Zustand eines Zustandsraummodells
interpretiert werden, ähnlich der Zwischenvariablen bei der geometrischen Interpre-
tation der SVD im Abschnitt 3.1.2 (vgl. auch [Lar83, Lar99b, Gič09]).
Schätzung der Ordnung
Wären die Messdaten ideal und damit rauschfrei, würde die Zahl der Singulärwerte
bei der SVD des schiefen Prädiktors und bei der CCA genau der gesuchten Ord-
nung des Systems entsprechen. Durch das Rauschen sind jedoch alle Singulärwerte
ungleich null. In einer Vielzahl an Veröffentlichungen wird die manuelle Analyse
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der Singulärwerte vorgeschlagen, wobei meist nach einer großen Differenz si − si+1
gesucht werden soll, oder es wird gar von der Kenntnis der korrekten Ordnung ausge-
gangen. Ist die Ordnung nicht bekannt, so wird es mit sinkendem Signal-zu-Rausch-
Verhältnis immer schwieriger die korrekte Ordnung zu ermitteln [VV07].
Es existieren auch Ansätze zur automatisierten Wahl der Ordnung über sogenann-
te Informationskriterien. Informationskriterien stellen ein Maß für die Güte eines
Modells dar (vgl. auch [Kru08]). In [Bau98, Bau01] werden verschiedene Kriterien
für die Ordnungswahl in 4SID-Algorithmen vorgeschlagen und untersucht. Diese ba-
sieren auf der Auswertung der Singulärwerte und einem Term zur Bestrafung zu
hoher Ordnungen, damit ein möglichst guter Kompromiss zwischen niedriger Ord-
nung und gutem Nachbilden der Messdaten als Minimum eines solchen Kriteriums
gefunden wird. Die Ergebnisse in der angegebenen Literatur sowie die Analyse in
[Kru08] haben jedoch gezeigt, dass die Wahl eines allgemein gültigen geeigneten
Bestrafungsterms eine bisher ungelöste Problemstellung darstellt.
Ein spezielles, sehr häufig genutztes Informationskriterium ist das Akaike-Informa-
tionskriterium (AIC19), welches von Hirotugu Akaike20 ursprünglich für die Bewer-
tung von AR-Modellen in [Aka73] vorgeschlagen und später erweitert wurde. Es
basiert auf der bedingten Wahrscheinlichkeit, mit der die Parameter eines Modells
den Datensatz beschreiben, und einem Bestrafungsterm für die Anzahl der Parame-
ter in Abhängigkeit der Ordnung n. Verallgemeinert für die Ein- und Ausgangsdaten
U bzw. Y und den von der Ordnung n abhängigen Parametern P (n) kann das AIC
geschrieben werden als
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+ 2NP (n) ,
(3.96)
wobei NP (n) die Anzahl der invarianten Parameter des Modells in Abhängigkeit der
Ordnung darstellt. Mit invarianten Parametern sind dabei die Parameter gemeint,
die tatsächlich auf das Ein-/Ausgangsverhalten Einfluss haben (vgl. auch [Kru08]).
Bei Zustandsraummodellen ist beispielsweise die Anzahl der Elemente in den Para-
metermatrizen deutlich höher als die Zahl der invarianten Parameter, welche nach
[CBW79]
NP ,ZRM(n) = n(2q + p) + pq +
1
2
q(q + 1) (3.97)
beträgt.
19AIC steht für „Akaike information criterion“ (engl. für Akaike-Informationskriterium).
20Hirotugu Akaike, b 5. November 1927 in Fujinomiya, Japan, d 4. August 2009; Statistiker;
Direktor des japanischen Instituts für statistische Mathematik, Professor für Statistik, Prädiktion
und Regelung; Träger des Kyoto-Preises 2006
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Das AIC wurde für sehr große Stichproben mit N →∞ entworfen. Damit die Ord-
nungswahl bei kleinen Stichproben ebenfalls wie gewünscht funktioniert, wurde in
[Sug78, HT89] eine Erweiterung des AIC mit einer Korrektur für kleine Stichproben
entwickelt, welche sich für große Stichproben der ursprünglichen Version annähert.
Dazu wird der Term NP ,ZRM(n) im AIC mit einem Korrekturterm multipliziert.
Nach [Lar99b, Kru08] gilt für Zustandsraummodelle damit insgesamt








Weitere Informationen können den ausführlichen Darstellungen in [Kru08] entnom-
men werden, wo auch auf die Anwendung der Informationskriterien in 4SID-Metho-
den eingegangen wird.
Das Ergebnis aller Vorgehensweisen ist die geschätzte Ordnung n̂. Mit dieser werden
beim Ansatz der SVD des schiefen Prädiktors die reduzierten MatrizenMn̂,Nn̂ und
Sn̂ wie im Abschnitt 3.1.2 beschrieben gebildet:
Ôi,n̂ = M n̂Sn̂N
T
n̂ bzw. W1 Ôi,n̂W2 = Mn̂ Sn̂N
T
n̂ . (3.99)
Bei der CCA werden nur die ersten n̂ Spalten der Matrix M̃ verwendet, um den
geschätzten Zustandsvektor zu bestimmen, die weiteren Spalten werden zu null ge-
wählt. Damit ergibt sich für jeden Zeitpunkt k > ℓp mit





ein Schätzwert für den Zustandsvektor.
3.2.4 Parameterschätzung
Mit der im vorigen Schritt bestimmten Ordnung n̂ des Zustandsraummodells kön-
nen nun die Parametermatrizen bestimmt werden. Dafür existieren in der Litera-
tur bei Verwendung des schiefen Prädiktors zwei Ansätze, der Zeitinvarianz-Ansatz
und der Zustandsfolgen-Ansatz. Der Hauptunterschied liegt in der Nutzung des ord-
nungsreduzierten Schätzwerts des schiefen Prädiktors aus der Gleichung (3.99). Beim
Zeitinvarianz-Ansatz wird die Struktur der Beobachtbarkeitsmatrix QB,n̂ ausge-
nutzt, beim Zustandsfolgen-Ansatz wird zunächst eine Schätzung der Zustandsfolge
durchgeführt. Die Anwendung der CCA im vorherigen Schritt führt direkt auf den
Zustandsfolgen-Ansatz, da ihr Ergebnis eine Schätzung der Zustandsfolge ist.
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Zeitinvarianz-Ansatz
Das Prinzip dieses Ansatzes wurde im Rahmen der Realisierungstheorie entwickelt
[HK66], er wird in der 4SID-Literatur daher teilweise auch unter dem Namen „rea-
lization approach“21 beschrieben. In der Literatur ist er meist im Zusammenhang
mit der Prozessform zu finden, teilweise wird auch das zu untersuchende System in
Prozess- oder Innovationsform in je ein deterministisches und ein stochastisches Teil-
system aufgeteilt, u. a. in [OM96, Kat05]. Da der Zeitinvarianz-Ansatz im Rahmen
dieser Arbeit keine Rolle spielt, wird hier nur kurz die Vorgehensweise skizziert.




bzw. Q̂B,K,n̂ = MK,n̂ S
1
2
K,n̂ geschätzt (vgl. Gleichung (3.62)). Wurden bei der SVD
Gewichtungsmatrizen verwendet, so muss die rechte Seite der Gleichungen außerdem
durch Multiplikation mit der Inversen der GewichtungsmatrixW1 von links korrigiert
werden.
Nun wird sich der speziellen Struktur der Beobachtbarkeitsmatrix bedient, deren ers-
te n̂ Zeilen der Beobachtbarkeitsmatrix genau der Ausgangsmatrix Ĉ entsprechen.
Zur Schätzung vonA bzw.AK wird die Zeitinvarianz des Systems ausgenutzt, wobei
zwei Untermatrizen der Beobachtbarkeitsmatrix zur Anwendung kommen, die man
durch Streichen der ersten bzw. letzten Blockzeile erhält. Der Zusammenhang zwi-
schen diesen beiden Matrizen entspricht genau der gesuchten Systemmatrix A bzw.




















Damit erhält man den Schätzwert der Systemmatrix A durch Anwenden der LS-
Schätzung auf die Gleichung
Q
B,n̂
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Entsprechend könnte diese Vorgehensweise auch bei der Prädiktorform angewendet
werden.
Für die Bestimmung der noch fehlenden Parametermatrizen existieren verschiedene
Möglichkeiten. Sie basieren im Prinzip auf der Tatsache, dass nach der Schätzung
der System- und Ausgangsmatrix Gleichungen gefunden werden können, die linear in
den noch unbekannten Parametern sind. Diese können dann durch eine LS-Schätzung
gewonnen werden. Da die Gleichungen hierfür sehr umfangreich sind, sei hierzu auf
die Literatur, z. B. [Kat05, Qin06, VV07], verwiesen.
Zustandsfolgen-Ansatz
Im Gegensatz zum Zeitinvarianz-Ansatz wird bei diesem Ansatz zunächst die Zu-
standsfolge geschätzt. Mit deren Hilfe können dann die Systemparameter per Re-
gression berechnet werden. Der Zustandsfolgen-Ansatz ist der in der neueren Lite-
ratur häufiger verwendete Ansatz zur Parameterschätzung. Neben der eleganteren
und kompakteren mathematischen Formulierung und damit auch Implementierung
im Vergleich zum Zeitinvarianz-Ansatz kann er auch auf andere Systemklassen wie
LPV-Systeme (z. B. [Win08]) erweitert werden.
Auch beim Zustandsfolgen-Ansatz existieren verschiedene Varianten der Umsetzung,
die sich in der bereits zitierten 4SID-Literatur finden. Unter anderem hängen diese
auch von den zuvor gewählten Schritten ab. Wurde bei der Ordnungsreduktion keine
Gewichtung des schiefen Prädiktors gewählt, so kann nach (3.62) direkt ein Teil der







Bei Verwendung der Gewichtungsmatrizen muss bei einer regulären Gewichtungs-









Ist die Matrix W2 nicht regulär, so muss ein Umweg über die Schätzung der Beob-











werden, mit welcher dann die Zustandsfolge geschätzt werden kann:
X̂i+1 = Q̂
†
B,n̂Ôi,n̂ bzw. X̂i+1 = Q̂
†
B,K,n̂ÔK,i,n̂ . (3.106)
Die Vorgehensweise zur Schätzung der Parametermatrizen basierend auf [OM96]
wird hier am Beispiel der Innovationsform dargestellt. Zunächst werden die vier Pa-
rametermatrizen A, B, C und D durch eine LS-Schätzung bestimmt. Dazu werden
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aus der wie oben beschrieben geschätzten Zustandsfolge zwei um einen Zeitschritt
versetzte Zustandsfolgen X̂(k) und X̂(k + 1) gebildet, welche entsprechend der Glei-
chung (3.3) mit der Länge j − 1 aufgebaut sind. Zusammen mit den zugehörigen ein-



















Zunächst wird auf der rechten Seite nur der linke Summand betrachtet [VV07].























































entsprechen im Idealfall den Folgen der System- und Messrauschprozesse in der
Prozessform des Zustandsraummodells (siehe Abschnitt 2.1.2). Mit den zugehöri-
gen Stichprobenkovarianzen der Rauschprozesse und der Zustandsgrößen kann die
Kalman-Matrix berechnet werden [VV07]:
K̂ =
(
Σ̂Ψ̂Ξ̂ + ÂΣ̂ ˆ̂X ˆ̂XĈT
)(
Σ̂Ξ̂Ξ̂ + ĈΣ̂ ˆ̂X ˆ̂XĈT
)−1
. (3.110)
Die Schätzung der Systemparameter bei Verwendung des Zustandsfolgenschätzwerts
der CCA aus der Gleichung (3.100) läuft genauso ab. Unter Verwendung dieser
Schätzwerte werden die Parametermatrizen mittels Regression wie eben berechnet
(vgl. auch [Lar83, Lar99b]).
Mit der Berechnung der deterministischen Systemparameter und den Kovarianzma-
trizen des Rauschens sowie ggf. der Kalman-Matrix ist der Identifikationsprozess
mit den 4SID-Verfahren abgeschlossen. An dem in diesem Abschnitt erläuterten
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Ablauf ist deutlich der generelle Unterschied der 4SID-Methoden zum klassischen
Systemidentifikationsprozess aus dem Abschnitt 2.2 erkennbar. Es findet, wenn die
wenigen Parameter der Algorithmen, wie beispielsweise die Zeilenzahl der Block-
Hankel-Matrizen, korrekt gewählt wurden, keinerlei Iteration statt, und es werden
zunächst die Ordnung und dann die Parameter des LTI-Systems direkt aus den
Messdaten gewonnen. Der Ablauf mit den vier beschriebenen Schritten und ihren
verschiedenen Realisierungsmöglichkeiten ist in der Abbildung 3.4 in einem Fluss-
diagramm nochmals zusammengefasst.
3.3 Geometrische Algorithmen
Die geometrischen Verfahren sind die in der Literatur am häufigsten verwendeten
4SID-Varianten. Dies lässt sich unter anderem durch die im Vergleich zu den sta-
tistischen Verfahren anschaulichere Herangehensweise sowie der Tatsache erklären,
dass es die meisten Varianten an 4SID-Verfahren in dieser Kategorie gibt. Beson-
deren Auftrieb gab ihnen die Veröffentlichung eines generischen geometrischen Al-
gorithmus in [OM95] und die ausführlichere Darstellung in [OM96]. Durch diese
Darstellung in einem einheitlichen Rahmen sowie der ausführlichen Beschreibung
der Verfahren, der die beschriebenen Algorithmen auch als Quellcode für Matlab
beilagen, wurde die 4SID einem breiteren Publikum bekannt. Zusätzlich erschien
eine ähnliche Implementierung eines generischen Algorithmus in der System Iden-
tification Toolbox von Matlab [Mat09] unter dem Funktionsnamen n4sid (vgl.
auch [Lju99]), wodurch die geometrischen Verfahren zusätzliche Verbreitung fanden.
Jüngere Publikationen zur 4SID wie beispielsweise [CM03, PMLHB05] enthalten
ebenfalls sehr ähnliche Formulierungen eines generischen Algorithmus.
Neben der bereits erwähnten geometrischen Interpretation der eigentlich statistisch
hergeleiteten CVA sind die „Numerical Algorithms for Subspace State Space System
Identification“22 (N4SID) und die „Multivariable Output Error State Space Identi-
fication“23 (MOESP) die beiden wichtigsten Vertreter in der Literatur, welche im
Rahmen des generischen Algorithmus in [OM95] betrachtet wurden. Dort wurde ge-
zeigt, dass sich diese drei Verfahren, auf die sich auch dieser Abschnitt beschränkt,
im Rahmen der generischen Formulierung nur durch unterschiedliche Gewichtungs-
matrizen im Ordnungsreduktionsschritt unterscheiden. Dies vereinfacht auch den
Vergleich der Verfahren. Bevor hier der Ansatz des generischen Algorithmus vorge-
stellt wird, werden zunächst die originalen Verfahren N4SID und MOESP auf Basis
des allgemeinen Ablaufs aus dem vorigen Abschnitt erläutert.
22engl. für numerische Algorithmen zur Unterraum-basierten Systemidentifikation im Zustands-
raum
23engl. für Ausgangsfehler-basierte Mehrgrößen-Systemidentifikation im Zustandsraum

























f = vec (Yf)− H̃ vec (Uf)
SVD von











raummodells: Â, B̂, Ĉ,
D̂, Σ̂, Σ̂  , Σ̂ , K̂
Abbildung 3.4: Ablaufschema zur einheitlichen Darstellung der untersuch-
ten 4SID-Algorithmen
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3.3.1 N4SID
Die N4SID wurden in [OM93, OM94] vorgestellt und in nachfolgenden Publikationen
weiterentwickelt. Trotz der Namensgebung handelt es sich primär um einen Algo-
rithmus, dessen Umsetzung in einigen Punkten leicht variieren kann, und der im
generischen Algorithmus aufgegangen ist. Hier wird eine gebräuchliche Variante vor-
gestellt (vgl. auch [Nic07, See09]), wie sie üblicherweise unter dem Namen N4SID24
in der Literatur zu finden ist, Alternativen sind in [OM96] zu finden.
Der ursprüngliche N4SID geht von einer Zustandsraumbeschreibung in Prozessform
aus, für welche die Hankel-Matrizen aufgestellt werden. Für die Schätzung des schie-
fen Prädiktors kommt der Projektionsansatz zum Einsatz, bei dem die zukünftigen
Eingänge entlang der zukünftigen Ausgänge auf die Vergangenheitsdaten projiziert
werden. Dieser Schätzwert des schiefen Prädiktors wird direkt mittels der SVD zer-
legt. Die Ordnung wird mittels Analyse der Singulärwerte durch den Anwender ge-
schätzt, in dem beispielsweise nach einer großen Differenz zweier aufeinander folgen-
der Singulärwerte gesucht wird. Die Singulärwerte bis zu diesem großen Abfall wer-
den dann als Teil des Signalunterraums gesehen, die restlichen werden dem Rausch-
unterraum zugeschlagen. Aus den Anteilen des Signalunterraums werden dann die
Parametermatrizen über eine Variante des Zustandsfolgen-Ansatzes berechnet.
Bei dieser Vorgehensweise zur Parameterschätzung wird aus der SVD die erweiterte
Beobachtbarkeitsmatrix bestimmt. Die Zustandsfolge eines zum Modell gehörenden
Kalman-Filters kann über die Pseudoinverse dieser erweiterten Beobachtbarkeitsma-



















Yi+2∣2i zur Schätzung von X̂i+2 verwendet, wobei die Pseudoinverse der um die




Mit diesen beiden, um einen Zeitschritt versetzten Zustandsfolgen des Kalman-
Filters können dann die Parametermatrizen bestimmt werden. Aufgrund der un-
terschiedlichen Anfangswerte von Systemzuständen und denen des Kalman-Filters
führt die direkte Regression wie beim Zustandsfolgen-Ansatz im Allgemeinen zu
einer verzerrten Schätzung der Systemmatrizen. Als Alternative wird in [OM96]
24Im Folgenden ist mit N4SID die hier vorgestellte Variante gemeint, weshalb die Abkürzung wie
auch in der Literatur üblich im Singular verwendet wird.
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ein Weg vorgeschlagen, der zu erwartungstreuen Schätzwerten führt. Dabei werden
A und C direkt, und die Matrizen B und D über Hilfsmatrizen geschätzt (vgl.
[OM94, OM96, Nic07, Qin06]). Aus den Residuen werden dann die Kovarianzmatri-
zen der beiden Rauschprozesse geschätzt, die Berechnung der Kalman-Matrix ent-
fällt bei der Prozessform. Für eine robustere Schätzung kann zusätzlich nach der
Schätzung der System- und Ausgangsmatrix die Beobachtbarkeitsmatrix aus den
Schätzwerten der beiden Matrizen und damit die Gleichung für die weiteren Matri-
zen neu berechnet werden, was nach [OM96] zu „kompatibleren“ Schätzungen der
weiteren Matrizen führt.
Wird eine Verzerrung der Schätzwerte in Kauf genommen, kann eine einfachere
Vorgehensweise gewählt werden. Zur Schätzung der Zustandsfolgen werden dann





i+1 verwendet. Die Parametermatrizen werden, wie im Ab-
schnitt 3.2.4 für den Zustandsfolgen-Ansatz beschrieben, direkt über eine Regression
bestimmt. Die Verzerrung dieser Schätzwerte wird mit größer werdendem Messda-
tenumfang geringer, da für N →∞ die Zustände des Kalman-Filters auf die wahren
Systemzustände konvergieren.
3.3.2 MOESP
Auch die Abkürzung MOESP steht für eine ganze Familie von 4SID-Algorithmen, die
aus der Weiterentwicklung der ursprünglichen MOESP-Methode [VD92a, VD92b,
VV07] entstanden ist. Diese dient wie auch der N4SID zur Identifikation eines Zu-
standsraummodells in Prozessform, allerdings ohne Systemrauschen. Die einzige sto-
chastische Komponente stellt also das Messrauschen dar. Die Weiterentwicklung für
farbiges Messrauschen [Ver93, VV07] als weiterhin einzige stochastische Komponente
im Zustandsraummodell stellt die sogenannte PI-MOESP25 dar. Sie basiert auf dem
IV-Ansatz im Datenvorbereitungsschritt und verwendet die vergangenen Eingänge
als Hilfsvariablen, womit sich auch die Namensgebung erklärt.
Die darauf basierende Weiterentwicklung, die PO-MOESP26 [Ver94, VV07], verwen-
det zusätzlich zu den vergangenen Eingängen auch die vergangenen Ausgänge und
nicht ausschließlich die vergangenen Ausgänge, wie aus der Namensgebung geschlos-
sen werden könnte. Die PO-MOESP basiert auf einer Systembeschreibung in Inno-
vationsform und verwendet, wie seine Vorgänger auch, die Block-Hankel-Matrizen
für die Daten. Die Bestimmung der Systemordnung basiert wie beim N4SID eben-
falls auf der manuellen Analyse der Singulärwerte des schiefen Prädiktors auf eine
große Lücke zwischen zwei aufeinander folgenden Singulärwerten. Alternativ wird
25PI steht für „past inputs“ (engl. für vergangene Eingänge).
26PO steht für „past outputs“ (engl. für vergangene Ausgänge).

















Tabelle 3.2: Wahl der Gewichtungsmatrizen im generischen Algorithmus
nach [OM96]
in [VV07] noch ein Kriterium auf Basis der Varianz des Simulationsfehlers vorge-
schlagen, welche auf die Varianz der Messwerte normiert wird. Damit geht aber der
Vorteil der nicht-iterativen Schätzung verloren, weil dafür für jede Ordnung jeweils
ein Modell geschätzt und der Simulationsfehler berechnet werden muss. Die Pa-
rametermatrizen des Zustandsraummodells werden mit dem Zeitinvarianz-Ansatz
bestimmt.
In der aktuelleren Literatur ist meist die PO-MOESP als modernster Vertreter sei-
ner Familie gemeint, wenn auf MOESP Bezug genommen wird. Im Folgenden wird
daher von den drei Varianten nur die PO-MOESP betrachtet werden, da nur sie
aufgrund der weniger restriktiven Rausch- bzw. Modellannahmen mit den anderen
4SID-Methoden vergleichbar ist. In [CP04] wurde gezeigt, dass bis zur Berechnung
der Matrizen A und C PO-MOESP und N4SID äquivalent sind.
3.3.3 Generischer Algorithmus
Der generische Algorithmus nach [OM95, OM96] ist vom Ablauf genau wie der
N4SID aufgebaut und geht in der ursprünglichen Formulierung ebenfalls von der
Prozessform aus, wobei auch Varianten für die Innovationsform existieren, z. B. in
[See09]. Einziger Unterschied zum N4SID-Algorithmus ist die Gewichtung des ge-
schätzten schiefen Prädiktors vor der SVD, wie sie bereits im Abschnitt 3.2.3 er-
läutert wurde. Beim Schätzen der Systemparameter und der Zustandsfolgen nach
der SVD muss der Einfluss der Gewichtungsmatrizen daher wieder entfernt werden,
damit man gültige Schätzwerte enthält (vgl. Abschnitt 3.2.4).
In der Tabelle 3.2 sind die Gewichte zusammengestellt, wie sie für die beiden geo-
metrischen Algorithmen und eine geometrische Deutung der CVA zu wählen sind.
Nach [OM95, OM96] ist der generische Algorithmus dann identisch mit dem jewei-
ligen ursprünglichen Algorithmus.
Bei der N4SID ist die Beschreibung im Rahmen des generischen Algorithmus sofort
einleuchtend, da dort die Gewichte Einheitsmatrizen sind und die Vorgehensweise
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identisch ist. Zumindest für die geometrische Deutung der CVA kann die exakte
Übereinstimmung mit dem Originalalgorithmus, der auf einer statistischen Herlei-
tung beruht und im folgenden Abschnitt erläutert wird, jedoch ausgeschlossen wer-
den. So werden beim generischen Algorithmus bei der Datenvorverarbeitung keine
strukturellen Beschränkungen hinsichtlich der Kausalität berücksichtigt, während
die statistische CVA auf einem HOARX-Ansatz basiert. Außerdem fehlt ein geeig-
netes Kriterium zur Ordnungswahl entsprechend dem AIC bei der statistischen CVA
(vgl. Abschnitt 3.4) und die geometrische Formulierung ist numerisch anfälliger (vgl.
Abschnitt 3.6). In [JSL01] wurde an einem Anwendungsbeispiel gezeigt, dass der ge-
nerische Algorithmus mit CVA-Gewichtung nicht die identischen Ergebnisse liefert
wie die statistische CVA.
Dennoch stellt die CVA-Gewichtung bezüglich einiger Kriterien die beste Wahl der
Gewichtungsmatrizen dar. Beispielsweise können die Singulärwerte, die mit dem ge-
nerischen Algorithmus mit CVA-Gewichtung berechnet werden, als Kosinuswerte der
Winkel zwischen dem Unterraum der zukünftigen Ausgänge und dem Unterraum der
Vergangenheitsdaten aufgefasst werden [OM95, Nic07]. Ist dieser null, so ist der zu-
gehörige Winkel 2 , womit dieser Anteil der zukünftigen Ausgänge senkrecht auf den
Vergangenheitsdaten steht und somit nicht von ihnen abhängt. Bei einem System
ohne Rauschen stellt die Anzahl der Winkel ungleich 2 die Ordnung des Systems
dar [OM95]. Diese Winkel sind außerdem unabhängig von der Skalierung der Daten,
womit die geometrische Deutung der CVA die einzige der drei Methoden darstellt,
deren Ergebnis von der Skalierung der Daten unabhängig ist [OM96]. Auch wurde
gezeigt, dass die Wahl der CVA-Gewichte hinsichtlich der asymptotischen Varianz
optimal ist [BL02], zumindest für mittelwertfreie Gauß-Prozesse als Eingangsgrößen.
Der Dokumentation [Mat09] zufolge ist eine dem hier beschriebenen generischen
Algorithmus sehr ähnliche Form als Funktion n4sid in der System Identifica-
tion Toolbox in Matlab implementiert. Dort wird standardmäßig die CVA-
Gewichtung gewählt, alternativ kann auf die PO-MOESP-Gewichtung umgeschaltet
werden. Außerdem ist laut der Dokumentation [Mat09] auch das AIC implemen-
tiert. Allerdings wird dieses, dem Programmcode nach zu urteilen, nur zur Wahl
der Parameter der Hankel-Matrizen verwendet, nicht zur Ordnungsreduktion mit
der SVD, für die entweder alle Singulärwerte ausgewählt werden, die größer als der
Mittelwert zwischen größtem und kleinstem Singulärwert sind, oder eine Benut-
zerinteraktion notwendig ist. Der Funktionsbeschreibung nach zu urteilen, muss der
Algorithmus entgegen der in [Mat09] als Quelle genannten Beschreibung [Lju99] ei-
nige der im Abschnitt 3.6.2 beschriebenen Erweiterungen enthalten. Außerdem lässt
er eine unterschiedliche Wahl von Zeilen in den Block-Hankel-Matrizen für Zukunft
und Vergangenheit zu. Auch können die Vergangenheitshorizonte für Eingangs- und
Ausgangsdaten getrennt vorgegeben werden, ohne Vorgabe wird das AIC zur Ermitt-
lung dieser Parameter eingesetzt. Mangels genauer Beschreibung kann daher nicht
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beurteilt werden, was sich exakt hinter dieser Funktion verbirgt. Auch die Ergeb-
nisse bei der Anwendung für die Brennstoffzelle im Abschnitt 5.2.3 im Vergleich zu
einem selbst implementierten generischen Algorithmus können nur mit zahlreichen
Modifikationen und Erweiterungen des generischen Algorithmus aus [Lju99] erklärt
werden.
3.4 Statistische Algorithmen
Im Gegensatz zu den geometrischen Algorithmen, von denen eine Vielzahl an Va-
rianten in der Literatur existiert, basieren die statistischen Verfahren alle auf der
CCA. Die CVA nach [Lar83, Lar99b] ist das einzige Verfahren, das diese explizit im
Rahmen der ML-Methode verwendet. Durch den im vorigen Abschnitt beschriebenen
generischen Algorithmus und die darin enthaltene geometrische Interpretation wird
in einigen Veröffentlichungen unter dem Namen CVA ein geometrisches Verfahren
mit CVA-Gewichtung gemeint, was eine besondere Vorsicht bei der Interpretation
und Analyse von Quellen erfordert.
3.4.1 CVA
Die CVA beruht ursprünglich auf einem Modell in Prozessform, bei dem zusätzlich
das Systemrauschen über eine konstante Parametermatrix auch auf die Ausgangs-
gleichung wirkt, womit das Gesamtrauschen in der Ausgangsgleichung nicht mehr
als weiß und unkorreliert mit dem Systemrauschen angenommen werden muss. Sie
nutzt die einfachen Datenmatrizen und aus den Daten berechneten Stichprobenko-
varianzen.
Um die Einflüsse der zukünftigen Eingangsdaten aus den zukünftigen Ausgangs-
daten zu entfernen, wird der zweite der im Abschnitt 3.2.2 beschriebenen HOARX-
Ansätze verwendet, der die stochastischen Anteile in den Daten belässt. Die Ordnung
des HOARX-Modells wird dabei mit dem AIC ermittelt und stellt auch die Länge
des Zukunftshorizonts dar, es gilt also ℓp = ℓf. Im Anschluss daran wird die CCA
mit diesen Daten durchgeführt und die Ordnung des Zustandsraummodells über das
AICc oder eine Approximation geschätzt. Für die exakte AICc-Auswertung müssen
die Fehlerkovarianzmatrizen der Ein-Schritt-Prädiktionen mit den Zustandsraum-
modellen der in Frage kommenden Ordnungen berechnet werden [Lar99b], wodurch
jedoch die nicht-iterative Vorgehensweise verloren geht. Die Berechnung der Para-
metermatrizen geschieht bei der CVA über den Zustandsfolgen-Ansatz mittels Re-
gression.
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3.4.2 Statistische Herleitung der CVA
Die CVA geht auf die CCA für Zeitreihen (vgl. Abschnitt 3.2.3) zurück und wurde
erstmals in [Lar83] in der Form des hier vorgestellten 4SID-Algorithmus beschrieben,
allerdings ohne vollständige Herleitung. In den darauf folgenden Veröffentlichungen
[Lar89, Lar90a, Lar96, Lar97b, Lar97a, Lar99b] desselben Autors, der auch die kom-
merzielle Implementierung Adaptx [Ada09] vertreibt, wurden immer weitere De-
tails, aber auch statistische Eigenschaften veröffentlicht, wobei der zuletzt genannte
Artikel sehr ausführlich in die Thematik einführt. Die Vorgehensweise bei der Nut-
zung des HOARX-Modells wurde erst in [Lar04] dargestellt. In [Gič09] wurde auf
Basis dieser Veröffentlichungen die Herleitung ergänzt und ausführlich dargestellt.
Sie beruht auf der ML-Methode, die im Abschnitt 2.2.4 vorgestellt wurde, und nutzt
die im Abschnitt 3.2.3 beschriebene CCA. In den oben zitierten Quellen wird die
Herleitung stets vom Fall einer statischen Abbildung aus verallgemeinert.
Bei der ML-Maximierung der CVA wird nicht direkt ein Zustandsraummodell ge-
sucht, sondern nur die Parameter eines Ein-Ausgangsmodells für die Prädiktion von
ℓf Schritten. Dazu müssen zunächst die Anteile der zukünftigen Eingänge aus den zu-
künftigen Ausgängen entfernt werden, wozu das HOARX-Modell herangezogen wird.
Durch diese Vorgehensweise werden auch Korrelationen der Eingangssignale mit den
Ausgangssignalen, wie sie beispielsweise bei der Identifikation im geschlossenen Re-
gelkreis auftreten, aus den Daten entfernt. Für diese korrigierten Daten f(k) und
die Vergangenheitsdaten p(k) wird die zu maximierende Likelihood-Funktion aufge-
stellt, die für alle Zeitpunkte ℓp < k ≤ N − ℓf gemeinsam maximiert werden muss.
Betrachtet man die logarithmierte gesamte Likelihood-Funktion, so ergibt sich diese
als Summe aus den einzelnen logarithmierten Likelihood-Funktionen:




ln p (f(k)∣p(k),P ) . (3.112)
Durch die Mehrschrittprädiktion kommt jede Ausgangsgröße y(k) mit Ausnahme
der Werte zu Beginn und am Ende des Datensatzes ℓf-fach in dieser Funktion vor,
weshalb durch den Vorfaktor 1ℓf der Mittelwert gebildet wird. Die Randeffekte neh-
men mit steigender Anzahl N an Datenpaaren ab, nach [Lar97b] kann bereits für
kleine Werte eine gute Näherung erreicht werden.
Das Maximum dieser Likelihood-Funktion kann, wie in [Lar97b, Lar99b, Gič09] ge-
zeigt, mittels CCA gewonnen werden. Durch sie kann die maximierte Likelihood-
Funktion als Funktion der bei der CCA berechneten Singulärwerte s̃i ausgedrückt
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werden:















Dabei fasst ℒconst die konstanten Terme der Likelihood-Funktion zusammen, die
unabhängig von der Systemordnung sind.
Mit der CCA wird auch die Darstellung als Zustandsraummodell erreicht, da in
der ursprünglichen Likelihood-Funktion die Parameter eines Ein-/Ausgangsmodells
(ARX-Modells) enthalten sind. Durch die Wahl einer bei der CCA berechneten Zwi-
schengröße, der zur Vergangenheit gehörenden kanonischen Variablen M̃ pℓp(k), als
Zustandsvektor können dann die Parametermatrizen des Zustandsraums bestimmt
werden. Die Ordnung kann dabei mit dem AICc bestimmt werden, was die Berech-
nung von Zustandsraumparametrierungen aller untersuchter Ordnungen voraussetzt.
Durch diese statistisch fundierte Ordnungswahl wird jedoch der Vorteil aufgegeben,
nur eine einzige Parametrierung des Zustandsraums berechnen zu müssen. Abhilfe
könnte durch eine Approximation des AICc für das Zustandsraummodell in Abhän-
gigkeit der maximierten Likelihood-Funktion (3.113) geschaffen werden. Vermutlich
ist in Adaptx eine solche Approximation implementiert, da das Software-Modul
zur Auswertung des AICc ohne die Daten auskommt, die zur Berechnung des exak-
ten AICc benötigt werden [Lar99a]. Die durchgeführten, in [Kru08] dokumentierten
Versuche, bei denen die Ordnungsschätzung durch die korrekte AICc-Berechnung
auf Basis aller Parametrierungen erfolgte, haben jedoch eine gute Übereinstimmung
beider Varianten gezeigt.
Die dargestellte Vorgehensweise beinhaltet die hintereinander durchgeführten Schät-
zungen mehrerer Modelle mit abnehmender Komplexität vom HOARX-Modell zum
Zustandsraummodell. Da jeder Schritt asymptotisch eine ML-Schätzung darstellt,
gilt dies auch für die gesamte Vorgehensweise [Lar05].
3.4.3 Weitere Verfahren
Neben diesem hier beschriebenen Ablauf und dem generischen geometrischen Al-
gorithmus mit CVA-Gewichtung, der wie bereits in Abschnitt 3.3.3 erläutert nicht
exakt der CVA entspricht, gibt es noch weitere Möglichkeiten, die CVA zu realisie-
ren, auch für andere Zustandsraumformen. So sind beispielsweise in [See09, Chi09a,
PSD96] im Ergebnis mit der Original-CVA übereinstimmende Formulierungen zu
finden, die von der Innovationsform ausgehen und Block-Hankel-Matrizen nutzen.
Die weiteren in der Literatur zu findenden 4SID-Methoden (u. a. [PSD96, Jan03,
Jan05]), die explizit die CCA anwenden, verwenden eine gewöhnliche SVD und ge-
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wichten zuvor die zu zerlegende Matrix geeignet, sodass das Ergebnis der CCA
entspricht. Im Gegensatz zur geometrischen Variante der CVA im Rahmen des ge-
nerischen Algorithmus beinhalten diese Ansätze auch die Datenvorverarbeitung mit
einem HOARX-Modell.
In [PSD96] werden verschiedene 4SID-Varianten mit der CCA vorgestellt, wobei
hauptsächlich der Datenvorverarbeitungsschritt variiert wird. Eine der Varianten
entspricht im Prinzip der CVA, eine zweite Variante nutzt ein zweistufiges Verfahren,
in dem anstelle des HOARX-Modells ein in einem ersten Durchgang geschätztes
Zustandsraummodell verwendet wird. Teilweise werden hier auch Formulierungen
mit Projektionen aus den geometrischen Varianten genutzt.
Der in [Jan03] vorgeschlagene, SSARX genannte 4SID-Algorithmus entspricht von
der Vorgehensweise prinzipiell der CVA. Es wird ebenfalls ein HOARX-Ansatz ver-
wendet, um eine bereinigte Version der zukünftigen Ausgänge für die CCA zu be-








PP = M SN
T (3.114)
zerlegt wird. Die Stichprobenkovarianzmatrizen entsprechen denen aus (3.94). Zu-
sammen mit der Wahl
x̂(k) = NTn̂ Σ̂
− 12
PPp(k) (3.115)
für den Zustand erhält man so dasselbe Ergebnis wie mit der im Abschnitt 3.2.3
beschriebenen Vorgehensweise bei der CCA. Über die Wahl der geschätzten Ord-
nung n̂ wird keine nähere Angabe gemacht. Die SSARX-Methode wird in [Jan05]
auf ein mehrstufiges Verfahren erweitert, welches bessere Ergebnisse liefern soll, un-
abhängig davon, ob die Daten im offenen oder geschlossenen Kreis aufgenommen
wurden.
3.5 Prädiktor-basierte Algorithmen
Die Prädiktor-basierten Algorithmen gehören neben dem SSARX und seiner Weiter-
entwicklung zu den jüngsten 4SID-Verfahren. Eine erste Variante wurde in [CP05]
eingeführt, allerdings erst in einer folgenden Veröffentlichung [Chi06] als „Predictor-
based Subspace Identification“27 (PBSID) bezeichnet. In den nachfolgenden Pu-
blikationen [Chi07a, Chi07b, Chi09a] wurde eine optimierte Variante (PBSIDopt)
entwickelt sowie die Eigenschaften der Verfahren mit existierenden 4SID-Methoden
27engl. für Prädiktor-basierte Unterraum-Identifikation
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verglichen. Namensgebend für die Verfahren sind die Blockzeilen des schiefen Prä-
diktors, die von den Autoren als Prädiktoren bezeichnet werden. Eine kommerzielle
Implementierung der Prädiktor-basierten Verfahren ist bisher nicht verfügbar, unter
[Chi09b] kann jedoch eine Version für Matlab bezogen werden.
3.5.1 PBSID
Die PBSID beruht auf einer Erweiterung der Realisierungstheorie auf stochastische
Systeme („stochastic realization theory“), die beispielsweise in [CP03, Kat05] nachge-
lesen werden kann. Die hier gewählte Darstellung findet sich ähnlich auch in [Chi07a,
See09]. Als Form des Zustandsraummodells liegt der PBSID die Prädiktorform zu-
grunde und sie basiert auf den Hankel-Matrizen. Wie bei einigen geometrischen
Verfahren kommen bei der PBSID die Projektionen zum Einsatz. Um die untere
Block-Dreiecksstruktur der Parametermatrizen in der Subspace-Ausgangsgleichung
und damit die Kausalität zu berücksichtigen, werden die Prädiktoren, also die Block-
zeilen des schiefen Prädiktors, einzeln durch Projektionen ermittelt, wie es bereits im
Abschnitt 3.2.2 beschrieben wurde. Vor der SVD erfolgt eine Gewichtung des schie-
fen Prädiktors von links mit einer nicht genauer definierten GewichtsmatrixW1, für
die zweite Gewichtungsmatrix gilt W2 = I. Auch über die Ordnungsschätzung wird
keine nähere Angabe gemacht, außer dass „weniger signifikante“ Singulärwerte weg-
gelassen bzw. zu null gesetzt werden. Die Schätzung der Parametermatrizen erfolgt
mit dem Zustandsfolgen-Ansatz.
3.5.2 PBSIDopt
Der optimierte PBSID-Algorithmus wurde in [Chi07a] vorgestellt, da dort eine der
CVA ähnliche Formulierung der PBSID benötigt wurde, um die beiden Verfahren
besser vergleichen zu können. Dazu wurde der Schritt der Datenvorverarbeitung ge-
genüber der PBSID verändert. Anstelle der zeilenweisen Projektionen kommt hier
der im Abschnitt 3.2.2 als erstes beschriebene HOARX-Ansatz zum Einsatz, welcher
direkt einen Schätzwert des schiefen Prädiktors ermittelt. Dadurch wird zusätzlich
noch die Block-Toeplitz-Struktur der Parametermatrizen berücksichtigt. Die weite-
ren Schritte sind dann identisch zum eben beschriebenen PBSID-Algorithmus. In
[CMM09] wird die Gewichtungsmatrix W1 so gewählt, dass die Zerlegung der CCA
entspricht (vgl. auch [See09]). In der verfügbaren Implementierung [Chi09b] wird als
Ordnung die Anzahl der Singulärwerte gewählt, die größer sind als der Mittelwert
des größten und des kleinsten Singulärwerts.
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3.6 Vergleich der Algorithmen und mögliche
Erweiterungen
Nach der Vorstellung der einzelnen 4SID-Verfahren in den vorigen Abschnitten wird
in diesem Abschnitt auf die gemeinsamen und unterschiedlichen Eigenschaften ein-
gegangen, um einen Vergleich zu ermöglichen. Dabei werden theoretische und prak-
tische Aspekte berücksichtigt. Als Überblick sind die Abläufe der betrachteten Ver-
fahren in der Tabelle 3.3 nochmals zusammengefasst.
3.6.1 Eigenschaften und Vergleich
Die Zusammenstellung der Eigenschaften basiert hauptsächlich auf den in der Litera-
tur dokumentierten theoretischen Untersuchungen, aber auch auf der Erfahrung an
Versuchen mit einfachen Systemen. Dabei sind insbesondere die statistischen Eigen-
schaften asymptotisch zu verstehen, d. h. für unendliche Datensätze mit N →∞. Ein
ausführlicher praktischer Vergleich verschiedener 4SID-Algorithmen mit den Daten
eines PEMFC-Stacks wird im Abschnitt 5.2.3 beschrieben.
Zu den geometrischen Verfahren finden sich in [OM96] bereits einige statistische
Untersuchungen der Schätzwerte. So sind durch die endliche Anzahl an Messdaten
die Schätzwerte der Kovarianzmatrizen des Rauschens verzerrt. Je nach gewählter
Methode zur Gewinnung der Systemparameter liegt auch für diese keine erwartungs-
treue Schätzung vor. Asymptotisch für N →∞ sind die Schätzwerte jedoch erwar-
tungstreu, sofern die Ordnung des Systems korrekt bestimmt wird. Unter den ver-
schiedenen geometrischen Algorithmen ist die geometrische CVA vorzuziehen (vgl.
auch Abschnitt 3.3.3). So ist bei weißem Rauschen als Eingangssignal bei ihr die
asymptotische Varianz der Schätzwerte am geringsten. Werden im generischen Al-
gorithmus nicht die CVA-Gewichte gewählt, so können die Ergebnisse aus [BL02]
dazu verwendet werden, die Wahl der Parameter beim Aufbau der Hankel-Matrizen
zu optimieren. Bei farbigem Rauschen als Eingangsgröße wurde, im Gegensatz zu
weißem Rauschen, in [BJ00] ein Beispiel gezeigt, in denen der PO-MOESP bessere
Ergebnisse liefert als die CVA. Allerdings geht nicht klar hervor, ob die statistische
oder eine geometrische Implementierung der CVA zugrunde gelegt wurde.
Bei allen untersuchten Verfahren ist es möglich, einen Durchgriff im System von vorn-
herein auszuschließen. Dabei wird im Zustandsfolgen-Ansatz die Regression für die
Ausgangsgleichung nur zwischen den Ausgangsgrößen und der Zustandsfolge durch-
geführt. Bei den geometrischen Verfahren wird in den Schritten davor diese Vorgabe
nicht weiter berücksichtigt, ebensowenig die Kausalitätsbedingung, die zu den Block-
Toeplitz-Parametermatrizen in unterer Dreiecksform führt. Bei den statistischen und
Pädiktor-basierten Verfahren kann das Wissen über den fehlenden Durchgriff hin-



















































































































































































































































































































Tabelle 3.3: Zusammenfassung der Abläufe der wichtigsten 4SID-Verfahren
entsprechend der Originalbeschreibungen in der Literatur
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gegen bereits in den vorigen Schritten bei der zeilenweisen Schätzung des schiefen
Prädiktors bzw. der Parametermatrizen des HOARX-Modells berücksichtigt werden,
in dem diese Elemente nicht mitgeschätzt werden. Nur bei Verwendung der beiden
HOARX-Ansätze, also bei den statistischen Verfahren und beim PBSIDopt, wird
sowohl für den Fall mit als auch ohne Durchgriff die Block-Toeplitz-Struktur der
Parametermatrizen berücksichtigt.
Die statistischen und Prädiktor-basierten Verfahren haben durch Verwendung des
HOARX-Modells bzw. der zeilenweisen Projektion außerdem den Vorteil, dass sie
auch für die Identifikation von Systemen im geschlossenen Regelkreis im Rahmen
der direkten Methode verwendet werden können. Dabei werden die Ein- und Aus-
gangsdaten der zu untersuchenden Strecke gemessen und in den Algorithmen wie
die Daten im Fall des offenen Kreises behandelt [See09]. Damit können mit die-
sen Methoden auch instabile Systeme identifiziert werden, die bei den Messungen
durch einen Regler stabilisiert werden müssen. Durch die Rückkopplung im Re-
gelkreis sind die Eingangsdaten mit dem Rauschen der Ausgangsdaten korreliert,
weshalb mit den geometrischen Verfahren keine erwartungstreue Schätzung möglich
ist [LM96, See09].
Neben der Eignung zur Identifikation eines Systems im Regelkreis wirkt sich die freie
Wählbarkeit von Vergangenheits- und Zukunftshorizont positiv auf die Effizienz der
Datennutzung aus. Wird beispielsweise ein langer Vergangenheitshorizont benötigt,
so muss bei den geometrischen Verfahren der Parameter i = ℓp der Block-Hankel-
Matrizen entsprechend dieses Horizonts gewählt werden. Da dort die Datenmatrizen
immer hälftig aufgeteilt sind bedeutet dies, dass auch der Zukunftshorizont ent-
sprechend zu ℓf = i gewählt wird, wodurch die Block-Hankel-Matrizen insgesamt
2i = ℓp + ℓf Blockzeilen aufweisen. Die für die Güte der Schätzung notwendige hohe
Anzahl an Spalten j dieser Datenmatrizen kann dann durch den Zusammenhang
j = N − 2i+ 1 nicht so groß gewählt werden wie bei einer unabhängigen Wahl von
ℓf < i. Damit ist zu erwarten, dass bei kleinen Datensätzen die geometrischen Ver-
fahren schlechter abschneiden bzw. zum Erreichen derselben Güte wie bei den sta-
tistischen und Pädiktor-basierten Verfahren größere Datensätze verwendet werden
müssen.
Auch zu den statistischen und Prädiktor-basierten Verfahren existieren in der Li-
teratur diverse Untersuchungen, u. a. [Bau98, Chi06, Chi07a, Chi09a, CP04, CP05,
Lar96, Lar04, PSD96]. Oftmals werden nur Teilaspekte der Algorithmen betrach-
tet und beispielsweise die Ordnung als bekannt vorausgesetzt. Außerdem betrachten
auch diese Untersuchungen alle das asymptotische Verhalten. In einigen Fällen wur-
den als Teilergebnisse dabei Entscheidungshilfen für die Parameterwahl bei den Al-
gorithmen gefunden, die allerdings aufgrund der asymptotischen Betrachtung nicht
zwingend für endliche Stichproben gültig sein müssen. Als wichtigstes Ergebnis kann
zusammengefasst werden, dass insbesondere durch [Chi07a, Chi09a] die asymptoti-
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sche Äquivalenz der Algorithmen CVA, SSARX, PBSID und PBSIDopt gezeigt wur-
de. Das Verhalten bei einer endlichen Anzahl an Stichproben sowie eine verlässliche
Basis zur Wahl der Parameter sind jedoch noch ungelöste Fragen und Gegenstand
aktueller Untersuchungen (vgl. auch [Chi09a]).
In selbst durchgeführten praktischen Untersuchungen hat sich ebenfalls gezeigt, dass
die statistischen und Prädiktor-basierten Verfahren den anderen vorzuziehen sind. So
traten bei der Implementierung der in [OM96] als „robuster Algorithmus“ vorgestell-
ten Variante des generischen Algorithmus diverse numerische Schwierigkeiten auf,
die durch eine geschickte Implementierung umgangen werden mussten. Zusätzlich
zeigte die Implementierung eine Tendenz zum Schätzen instabiler Systemdarstellun-
gen (vgl. Abschnitt 5.2 und [Nic07]).
Zusätzlich wurde ein systematischer Vergleich des generischen Algorithmus mit CVA-
Gewichtung, der CVA-Implementierung Adaptx sowie einer Implementierung der
PBSIDopt an einfachen Beispielsystemen durchgeführt, welcher in [See09] dokumen-
tiert ist. Dabei wurde das Verhalten bei weißem und farbigem Rauschen, bei ver-
schiedenen Messdatenumfängen, bei verschiedenen Anregungssignalen und bei der
Verwendung von Daten aus dem geschlossenen Regelkreis untersucht. Hinsichtlich
des Rauschens fielen die Ergebnisse wie erwartet beim geometrischen Algorithmus
gegenüber den beiden anderen Verfahren ab, insbesondere bei kleinerem Signal-zu-
Rausch-Verhältnis. Auch bei farbigem Rauschen trat dieser Effekt auf, konnte jedoch
bei einer Erhöhung des Datenumfangs N wieder reduziert werden. Sprünge als Ein-
gangssignal erzielten ebenso wie weißes Rauschen gute Ergebnisse. Auch konnte das
erwartete Verhalten bei kleinen Datensätzen beobachtet werden. Bei farbigem Rau-
schen musste für den generischen Algorithmus die Länge des Datensatzes um eine
Größenordnung erhöht werden, um eine verschwindend geringe Verzerrung wie bei
der CVA und der PBSIDopt bei der ursprünglichen Datensatzlänge zu erhalten.
Bei der Identifikation im geschlossenen Regelkreis zeigte sich ebenfalls das zu erwar-
tende Bild. Während die beiden Ansätze mit HOARX-Modell eine gute Schätzung
lieferten, waren die Ergebnisse mit der Funktion n4sid aus Matlab deutlich ver-
zerrt. Bei einem MIMO-Beispiel scheiterte sie sogar komplett.
Bei der Schätzung der Modellordnung war auffällig, dass die Implementierung des
AICc in Adaptx die Modellordnung gelegentlich leicht zu hoch schätzte. Dies führte
jedoch in diesen Fällen auch zu besseren Approximationen des zeitlichen Verlaufs
der Sprungantworten des Originalsystems im Vergleich zur PBSIDopt, bei der die
Ordnung korrekt geschätzt wurde. Dabei ist jedoch auch zu berücksichtigen, dass
die Versuche hauptsächlich an Systemen erster Ordnung durchgeführt wurden und
nicht repäsentativ sind. Bei Versuchen im Rahmen eines Vergleichs von Informa-
tionkriterien, die in [Kru08] dokumentiert sind, hat das AICc sehr gute Ergebnisse
geliefert, auch in Verbindung mit der CVA.
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Von der Anwendungsseite ist Adaptx am einfachsten der drei Varianten zu be-
dienen, da einerseits eine kommerzielle Implementierung mit Ansprechpartner bei
Problemen zur Verfügung steht, und andererseits im Vergleich zur PBSIDopt auch
weniger Parameter durch den Benutzer zu wählen sind. Bezüglich des Speicherplat-
zes sind die auf den Hankel-Matrizen basierenden Verfahren anspruchsvoller, solange
diese vollständig im Speicher abgelegt werden. Die CVA, die die Kovarianzmatrix
nutzt, benötigt weniger Speicherplatz und auch weniger Rechenoperationen als die
geometrischen Verfahren [Lar99b]. Nach [CMM09] ist die PBSIDopt der aktuell am
wenigsten Rechenkapazität beanspruchende 4SID-Algorithmus, der auch mit Daten
aus dem geschlossenen Regelkreis korrekt umgehen kann.
3.6.2 Erweiterungen
Während die hier vorgestellten 4SID-Verfahren sich alle auf zeitdiskrete Zustands-
raummodelle von LTI-Systemen beschränken, existieren in der Literatur verschie-
denste Ansätze zur Erweiterung dieser Verfahren für weitere Systemklassen und
zum Erreichen bestimmter Eigenschaften bei LTI-Systemen.
So können die Verfahren, die in den hier vorgestellten Versionen einen durchgehenden
Datensatz erfordern, auch für mehrere Datensatzfragmente erweitert werden. Für die
geometrischen Verfahren findet sich in [DFPB96] eine solche Möglichkeit, bei der aus
jedem Fragment eigene Block-Hankel-Matrizen aufgestellt und diese dann zu den im
weiteren verwendeten Datenmatrizen zusammengesetzt werden. Diese Möglichkeit
wurde auch im selbst implementierten generischen geometrischen 4SID-Algorithmus
berücksichtigt, der zu den praktischen Vergleichen bei der Brennstoffzelle (vgl. Ab-
schnitt 5.2.3) herangezogen wurde. Auch die kommerziellen Produkte n4sid aus der
System Identification Toolbox in Matlab und Adaptx unterstützen mehrere
Datensatzfragmente.
Der Effekt von instabilen Systemmodellen für stabile Systeme bei den geometri-
schen Verfahren kann ebenfalls vermieden werden, Ansätze dazu werden z. B. in
[Mac95, CM96, GSDM01, LB03] vorgeschlagen. Auch kann die Eignung für die
Identifikation im geschlossenen Regelkreis beispielsweise durch ein zweistufiges Vor-
gehen verbessert werden [KKP05, KT07]. Daneben existieren geometrische 4SID-
Varianten, bei denen Daten aus dem Frequenzbereich zur Identifikation herangezogen
werden [MAL96, McK04], oder bei welchen ein kontinuierliches Zustandsraummo-
dell geschätzt wird [MMW07]. Schließlich existieren noch Erweiterungen für spezielle
nichtlineare Systemklassen, u. a. bilineare und LPV-Systeme [FMO99, Ver02, CM00,
VV02] sowie Hammerstein- und Wiener-Modelle [VW96, VW95].
Auch bei den statistischen und Prädiktor-basierten Verfahren existieren einige Er-
weiterungen. So sind in [Lar90b, Lar05] Ansätze zu einer nichtlinearen Erweiterung
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der CVA zu finden. Unter dem Namen Adaptnl [Ada09] ist eine entsprechende
Erweiterung erhältlich, bei der auch nichtlineare Transformationen der Ein- und
Ausgangsdaten in die HOARX-Modellierung und die CCA mit einbezogen werden.
Für die Prädiktor-basierten Verfahren existiert beispielsweise eine Erweiterung für
LPV-Systeme [Win08].
3.7 Beispiel zur Arbeitsweise der 4SID-Verfahren
Um nach diesen mathematischen Beschreibungen und den Vergleichen der 4SID-Ver-
fahren die Vorgehensweise anschaulich darzustellen, wird in diesem Abschnitt das
mathematische Modell eines Drei-Tank-Systems identifiziert, welches das linearisier-
te Verhalten um einen Arbeitspunkt beschreibt. Das kontinuierliche, linearisierte
Beispielsystem wurde samt Parametrierung [Klu08] entnommen. Beispielhaft wird
die Identifikation zunächst mit der selbst implementierten Variante des generischen
geometrischen Algorithmus mit CVA-Gewichtung beschrieben, die sich an den dort
„robust“ genannten Algorithmus in [OM96] anlehnt (vgl. auch [Nic07]). Anschließend
wird kurz auf die mit der Matlab-Funktion n4sid und dem Programm Adaptx
erzielten Ergebnisse eingegangen.
Wird das in der Abbildung 3.5 dargestellte Drei-Tank-System um den in der Tabel-
le 3.4(a) angegebenen Arbeitspunkt linearisiert, so erhält man mit den Größen aus
der Tabelle 3.4(b) das kontinuierliche Zustandsraummodell
ẋ(t) =
⎡⎣ −0.332 0.332 00.332 −0.664 0.332
0 0.332 −0.524
⎤⎦x(t) +
⎡⎣ 0.764 00 0
0 0.764
⎤⎦u(t) , (3.116a)
y(t) = x(t) . (3.116b)
Diskretisiert man dieses System mit der normierten Abtastzeit von TA = 0.1, so
ergibt sich das zeitdiskrete Zustandsraummodell
x(k + 1) =
⎡⎣ 0.9679 0.0316 0.00050.0316 0.9368 0.0313
0.0005 0.0313 0.9495
⎤⎦x(k) +




y(k) = x(k) . (3.117b)
Für die durchzuführende Identifikation wurde das kontinuierliche lineare Zustands-
raummodell (3.116) in Simulink implementiert und ein Betrieb von 10 h simuliert.
Während der Simulation wurden die Signale mit der normierten Abtastzeit von











Grundfläche der Tanks A = 25 m2
Querschnittsfläche Verbindungen/Abfluss a = 0.0625 m2
Höhe des Abflusses von den Tankböden H = 4 m
(b) Parameter des Drei-Tank-Systems
Abbildung 3.5: Aufbau und Parameter des Drei-Tank-Systems [Klu08]
Größe Wert im Arbeitspunkt
Höhe Tank 1 (x1) 9 m
Höhe Tank 2 (x2) 8 m
Höhe Tank 3 (x3) 7 m
Zufluss Tank 1 (u1) 0.87 m3/s
Zufluss Tank 3 (u2) 0.63 m3/s
(a) Arbeitspunkt für die Linearisierung
Größe Abweichung vom Arbeitspunkt der Größe
y1 = x1 ℎ1 normiert auf 1 m
y2 = x2 ℎ2 normiert auf 1 m
y3 = x3 ℎ3 normiert auf 1 m
u1 q1 normiert auf 1 m3/s
u2 q2 normiert auf 1 m3/s
t Echtzeit normiert auf 1 min
(b) Zuordnung der Größen im Zustandsraummodell
Tabelle 3.4: Arbeitspunkt für die Linearisierung und Größen des linearen
Zustandsraummodells [Klu08]
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TA = 0.1 aufgezeichnet. Damit liegen 6 000 Datenpunkte pro Signal vor. Als Ein-
gangsgrößen wurden jeweils bandbegrenzte weiße Rauschprozesse mit der Varianz
2 = 1 gewählt, wodurch die Bedingung der genügenden Anregung sicher erfüllt ist.
Zusätzlich wurden die Ausgangsgrößen mit unabhängig verteiltem, bandbegrenzten
weißen Rauschen mit der Varianz 2 = 0.05 überlagert. Die drei Ausgangssignale
sind in der Abbildung 3.6 zusammen mit den unverrauschten Signalverläufen darge-
stellt.
Aus diesem Datensatz wurden dann im Rahmen der eigenen Implementierung des
generischen geometrischen 4SID-Algorithmus die Block-Hankel-Matrizen mit i = 30
aufgebaut und der schiefe Prädiktor mittels Projektion berechnet. Anschließend
wurde dieser mit den CVA-Gewichtungsmatrizen gewichtet und die Singulärwert-
zerlegung durchgeführt. Die ersten 20 berechneten Singulärwerte sind in der Abbil-
dung 3.7 dargestellt.
Wie man der Abbildung entnehmen kann, sind die ersten drei Singulärwerte deutlich
größer als alle weiteren, und es liegt zwischen dem dritten und vierten Singulärwert
auch die größte Differenz si − si+1 vor. Somit wurde die Ordnung 3 korrekt iden-
tifiziert. Das mit dem selbst implementierten Algorithmus berechnete zeitdiskrete
Zustandsraummodell dritter Ordnung lautet
x̃(k + 1) =
⎡⎣ 0.9955 −0.0007 −0.00020.0018 0.9577 0.0005
−0.0341 0.0204 0.8989
⎤⎦x̃(k) +





⎡⎣ −0.4302 −0.1503 −0.0501−0.3306 0.0247 0.0833
−0.2718 0.2220 −0.0489
⎤⎦x̃(k) +




Da im selbst implementierten Algorithmus stets ein Modell mit Durchgriff berech-
net wird, tritt hier aufgrund des Rauschens auch eine Matrix D auf, deren Elemen-
te jedoch ein bis zwei Größenordungen kleiner sind als die Elemente der anderen
Parametermatrizen. Erwartungsgemäß fallen auch die weiteren Parametermatrizen
deutlich anders aus als beim exakt diskretisierten Zustandsraummodell (3.117), da
bei der 4SID nur eine mögliche, nicht physikalisch interpretierbare Wahl der Zu-
standsvariablen getroffen wird.
In diesem speziellen Fall kann jedoch die notwendige Transformationsmatrix direkt
angegeben werden, um die identifizierten Zustandsgrößen auf die ursprünglichen Zu-
standsgrößen zu transformieren. Da im Originalsystem (3.117) die Ausgangsgrößen
genau den Zustandsgrößen entsprechen, stellt die identifizierte Matrix Ĉ die benö-
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(a) Abweichung der Höhe im Tank 1








(b) Abweichung der Höhe im Tank 2








(c) Abweichung der Höhe im Tank 3
Abbildung 3.6: Verlauf der Ausgangsgrößen ohne (blau) und mit (rot) über-
lagertem Rauschen
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Abbildung 3.7: Die ersten 20 Singulärwerte des selbst implementierten Al-
gorithmus für das Drei-Tank-System
tigte Transformationsvorschrift dar. Damit kann mit dem Zusammenhang x = Ĉx̃
das identifizierte System in den physikalischen Zuständen geschrieben werden:
x(k + 1) =
⎡⎣ 0.9646 0.0381 −0.00280.0310 0.9374 0.0319
−0.0006 0.0318 0.9501
⎤⎦x(k) +




y(k) = x(k) +
⎡⎣ 0.0022 −0.0030−0.0059 0.0066
−0.0030 −0.0002
⎤⎦u(k) . (3.119b)
Alle Fehler der geschätzten Matrixelemente liegen in der Größenordnung 10−3 oder
darunter. Die Systeme stimmen somit gut überein, was auch der Vergleich der Sprun-
gantworten mit denen des exakt diskretisierten Modells zeigt, der in der Abbil-
dung 3.8 dargestellt ist.
Zum Vergleich wurde mit der in der System Identification Toolbox von Mat-
lab verfügbaren 4SID-Implementierung n4sid ebenfalls ein Systemmodell aus dem
Datensatz ermittelt. Um eine vergleichbare Ausgangslage zu haben, wurde die Be-
rechnung der Durchgangsmatrix manuell ausgewählt. Außerdem wurde der Zukunfts-
und Vergangenheitshorizont mit i = 30 vorgegeben. Mit diesen Einstellungen ergab
sich ebenfalls ein Modell dritter Ordnung, dessen Parameter wie beim eben gezeigten
Modell nur Fehler in der Größenordnung 10−3 oder darunter aufweisen. Die Sprung-
antworten dieses Modells sind ebenfalls in der Abbildung 3.8 dargestellt und sind
nicht von denen des zuvor berechneten Modells zu unterscheiden. Die Modellpara-
meter sowie die Sprungantwortverläufe änderten sich praktisch nicht, als ein Modell
ohne Durchgriff angenommen wurde. Auch bei einem Durchlauf mit der Standard-
konfiguration der Funktion, bei der die Horizonte automatisch ermittelt werden,
wurde nahezu dasselbe Ergebnis berechnet.
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Abbildung 3.8: Vergleich der Sprungantworten des exakt diskretisierten Zu-
standsraummodells (schwarz) und der identifizierten Zu-
standsraummodelle mit dem selbst implementierten Algo-
rithmus (blau), mit der Matlab-Funktion n4sid (rot) und
mit Adaptx (grün), wobei die roten über den blauen sowie
die grünen über den schwarzen Verläufen liegen, wenn diese
nicht sichtbar sind
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Als dritte 4SID-Implementierung kam die kommerzielle Software Adaptx für Mat-
lab zum Einsatz, um ein Modell des Drei-Tank-Systems zu schätzen. Auch hier
wurde der Horizont für das HOARX-Modell mit 30 vorgegeben sowie eine Durch-
gangsmatrix berechnet. Das Programm ermittelte aus den Daten ein Systemmodell
vierter Ordnung als optimale Lösung. Dieses Verhalten deckt sich mit der im Ab-
schnitt 3.6 dargestellten Eigenschaft des hier zur Anwendung kommenden AIC, wel-
ches zum leichten Überschätzen der Ordnung tendiert. Durch die zu hohe Ordnung
konnte keine Transformation und Analyse der Systemparameter durchgeführt wer-
den. Daher wurde hier manuell die Ordnung drei vorgegeben, um die Ergebnisse
zu vergleichen. Auch die Parameter des Modells dritter Ordnung weisen dieselbe
Größenordnung in der Abweichung zu den wahren Parametern auf wie die beiden
mit den anderen Verfahren geschätzten Modelle. Die Verläufe der Sprungantwor-
ten dieses Modells sind ebenfalls in der Abbildung 3.8 zu finden. Diese Verläufe
sind nahezu identisch mit den hier nicht dargestellten Verläufen des automatisch
berechneten Modells vierter Ordnung und liegen mit Ausnahme des Verlaufs für
die Ausgangsgröße y3 bei einem Sprung in u1 näher am wahren Verlauf als die der
beiden anderen Modelle.
3.8 Zusammenfassung
Die 4SID in den verschiedenen Ausprägungen, von denen die wichtigsten in diesem
Kapitel vorgestellt wurden, stellt ein mächtiges Werkzeug zur Black-Box-Identifika-
tion dar. Durch den enthaltenen Ordnungsreduktionsschritt und die nicht-iterative
Vorgehensweise erhält man sehr schnell Modelle niedriger Ordnung und hoher Güte.
Durch die Auslegung auf Zustandsraummodelle ist die Methode dabei von vornher-
ein für MIMO-Systeme geeignet, ohne dass Besonderheiten zu berücksichtigen sind.
Nutzt man ein geeignetes Informationskriterium zur Ordnungsschätzung, so kann
die Identifikation mit den 4SID-Methoden vollständig automatisiert ablaufen.
Das vorgestellte Ablaufschema erlaubt es, die von der Herleitung her sehr verschiede-
nen Algorithmen in einem einheitlichen Rahmen zu betrachten. Die neben der CVA
ältesten und in der Literatur weit verbreiteten geometrischen Verfahren sind dabei
nur für die Identifikation im offenen Kreis geeignet. Insbesondere wegen der Skalie-
rungsunabhängigkeit ist bei unbekannter Systemordnung dabei die CVA-Gewichtung
zu empfehlen, wenngleich diese Interpretation nicht an die statistische Original-CVA
heranreicht, da sie kein HOARX-Modell im Datenvorverarbeitungsschritt beinhaltet.
Insbesondere bei der Identifikation im geschlossenen Regelkreis, aber auch wegen
ihrer höheren numerischen Stabilität, sind die statistische CVA sowie die Prädiktor-
basierten Verfahren zu empfehlen. Letztere, die erst seit kurzem in dieser Form
beschrieben sind, schnitten beim praktischen Vergleich von der Güte der Schät-
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zung ebenso gut ab wie die kommerzielle Implementierung der CVA. Jedoch ist die
Handhabbarkeit der Prädiktor-basierten Verfahren etwas schwieriger, und eine kom-
merzielle Implementierung mit entsprechender Unterstützung durch den Hersteller




Brennstoffzellen sind galvanische Elemente, deren Fähigkeit die direkte Umwandlung
chemischer Energie in elektrische Energie darstellt. Man unterscheidet insgesamt drei
Arten von galvanischen Elementen. Primäre galvanische Zellen verbrauchen mindes-
tens einen der Reaktanden aus einem endlichen Vorrat, wobei die Reaktion nicht
direkt umkehrbar ist. Damit muss eine solche Zelle ersetzt werden, wenn der Vorrat
erschöpft ist. Zu dieser Art gehören die klassischen Batterien. Kann man, wie bei
Akkumulatoren, die Reaktion umkehren und durch Zuführen elektrischer Energie
die im Vorrat gespeicherte Stoffmenge an Reaktanden wieder erhöhen, so spricht
man von sekundären galvanischen Zellen. Die Brennstoffzelle schließlich gehört der
Gruppe der tertiären galvanischen Zellen an, bei welchen der chemische Energieträ-
ger nicht in einem zur Zelle gehörenden Vorrat gespeichert ist, sondern durch externe
Zuführung von Stoffen bereitgestellt wird. Diese externe Zuführung der Reaktanden
ermöglicht einen dauerhaften Betrieb, solange die Versorgung aufrecht erhalten wird.
Wie bei den Batterien und Akkumulatoren gibt es auch bei den Brennstoffzellen
verschiedene Typen, denen allen dasselbe Funktionsprinzip zugrunde liegt. Die elek-
trochemische Reaktion findet räumlich durch einen Elektrolyt getrennt in Teilreak-
tionen an den Elektroden statt, wobei an der Anode Elektronen frei werden (Oxida-
tionsreaktion) und an der Kathode Elektronen bei der Reaktion aufgenommen wer-
den (Reduktionsreaktion). Der Elektrolyt leitet dabei Ionen, für Elektronen ist er
nicht leitfähig. Die Elektroden werden über den gewünschten Verbraucher elektrisch
leitend verbunden, sodass die Elektronen über diesen Weg von der Anode zu Katho-
de gelangen und dabei im Verbraucher elektrische Arbeit verrichten. Diese direkte
Umwandlung in elektrische Energie ermöglicht gegenüber Verbrennungsprozessen
mit dem Umweg über thermische und kinetische Energie einen höheren elektrischen
Wirkungsgrad, der nicht durch den Carnot-Faktor beschränkt ist [IT01].
110 Grundlagen der PEM-Brennstoffzelle
Die verschiedenen Typen von Brennstoffzellen unterscheiden sich im Aufbau so-
wie den verwendeten Materialien, den verwendeten Reaktanden und der Betriebs-
temperatur. Sie werden im Folgenden in einem knappen Überblick basierend auf
[IT01, LD03, Has08, Nie09] vorgestellt:
Festelektrolyt-Brennstoffzelle: Als Vertreter der Hochtemperaturbrennstoffzel-
len wird die Festelektrolyt-Brennstoffzellen (SOFC1) bei 700 ∘C bis 1000 ∘C
betrieben. Der Elektrolyt ist meist eine technische Keramik, die Sauerstoff-
ionen leitet. Als Oxidationsmittel wird Luft oder reiner Sauerstoff verwen-
det, das als Reduktionsmittel zugeführte Brenngas kann Wasserstoff, Methan,
Erd- oder Kohlegas sein. Aufgrund der hohen Temperatur sind hitzebeständige
Werkstoffe wie Keramiken nötig, es werden dafür jedoch keine Edelmetalle als
Katalysatoren benötigt. Die SOFC ist im Vergleich zu anderen Typen daher
unempfindlicher gegenüber Verunreinigungen der Brenngase.
Schmelzkarbonat-Brennstoffzelle: Ebenfalls zu den Hochtemperaturbrennstoff-
zellen gehört die Schmelzkarbonat-Brennstoffzelle (MCFC2), deren übliche Be-
triebstemperatur zwischen 600 ∘C und 800 ∘C liegt. Das Karbonation ist für
den Ladungstransport im Schmelzkarbonat-Elektrolyt zuständig, als Brenngas
sind daher kohlenstoffhaltige Gase wie Methan, Erd- oder Kohlegas gegenüber
Wasserstoff zu bevorzugen, als Oxidationsmittel sind mit Kohlendioxid ange-
reicherter Sauerstoff oder Luft möglich.
Phosphorsäure-Brennstoffzelle: Die Temperatur der Phosphorsäure-Brennstoff-
zelle (PAFC3) beträgt im Betrieb zwischen 160 ∘C und 200 ∘C. Die bei diesen
Temperaturen flüssige Phosphorsäure ist als Protonen leitender Elektrolyt in
einem schwammartigen Material gebunden. Auch bei diesem Typ kommen Luft
oder Sauerstoff als Kathodengas in Frage. Als Brenngas wird Wasserstoff be-
nötigt, mit einem zusätzlichen Reformer kann auch Erdgas verwendet werden.
Alkalische Brennstoffzelle: Bei der ersten technischen Verwendung von Brenn-
stoffzellen im Rahmen der Raumfahrtmissionen der NASA kamen alkalische
Brennstoffzellen (AFC4) zum Einsatz, deren Elektrolyt aus Kalilauge besteht
und Hydroxidionen leitet. Die AFC kann nur mit reinem Wasserstoff und rei-
nem Sauerstoff betrieben werden, die Betriebstemperatur liegt um 80 ∘C.
Direkt-Methanol-Brennstoffzelle: Als einzige Art verwendet die Direkt-Metha-
nol-Brennstoffzelle (DMFC5) den Brennstoff Methanol. Sie ist eine Variante
der PEMFC, hat jedoch eine geringere Leistungsdichte, die von der langsamer
ablaufenden Reaktion und der Löslichkeit von Methanol in Wasser herrührt.
1SOFC steht für „solid oxide fuel cell“ (engl. für Festelektrolyt-Brennstoffzelle).
2MCFC steht für „molten carbonate fuel cell“ (engl. für Schmelzkarbonat-Brennstoffzelle).
3PAFC steht für „phosphoric acid fuel cell“ (engl. für Phosphorsäure-Brennstoffzelle).
4AFC steht für „alkaline fuel cell“ (engl. für alkalische Brennstoffzelle).
5DMFC steht für „direct methanol fuel cell“ (engl. für Direkt-Methanol-Brennstoffzelle).
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Polymerelektrolytmembran-Brennstoffzelle: Die PEMFC wird bei Tempera-
turen bis etwa 80 ∘C unter Verwendung von reinem Wasserstoff als Brenngas
betrieben. Als Oxidationsmittel sind Luft und reiner Sauerstoff möglich. Die
Membran aus einem Polymerelektrolyten benötigt Wasser, um Protonen leiten
zu können, weshalb meist eine Befeuchtung der Betriebsgase stattfindet. Seit
einiger Zeit wird vermehrt auch an einer Variante der PEMFC für Temperatu-
ren zwischen 120 ∘C und 200 ∘C geforscht, der sogenannten Hochtemperatur-
PEMFC (HT-PEMFC).
Weitere Informationen über die verschiedenen Brennstoffzellen können der ange-
gebenen Literatur entnommen werden. Im Rahmen dieser Arbeit werden nur die
PEM-Brennstoffzellen weiter betrachtet, da sie, u. a. aufgrund ihrer Leistungsdich-
te und der niedrigen Betriebstemperatur, den bevorzugten Typus im Automobil-
bereich darstellen. Ihre Funktionsweise wird im Abschnitt 4.1 nochmals genauer
beschrieben. Daran schließt sich der Abschnitt 4.2 an, in dem auf die zur Nutzung
des PEMFC-Stacks benötigten weiteren Komponenten, die gemeinsam das PEMFC-
System bilden, eingegangen wird. Wie der Betrieb in einem solchen System auf einem
Stack-Teststand nachgebildet werden kann, wird im Abschnitt 4.3 beschrieben. Zum
Abschluss des Kapitels wird im Abschnitt 4.4 die systemtheoretische Sichtweise auf
einen PEMFC-Stack dargelegt.
4.1 Funktionsweise der PEM-Brennstoffzelle
Da die im Rahmen dieser Arbeit vorgeschlagenen Modellierungsansätze mit Messda-
ten des Stacks durch Systemidentifikation gewonnen werden und nicht durch eine ri-
gorose Modellbildung, ist eine genaue physikalische Betrachtung wie in [IT01, LD03,
Nie09] nicht notwendig. Dennoch muss auch bei der Systemidentifikation ein grund-
sätzliches Verständnis des zu untersuchenden Systems vorhanden sein, um beispiels-
weise die korrekte Zuordnung der gemessenen Signale zu den Ein- und Ausgangs-
größen oder auch die Wahl der Anregungssignale vornehmen zu können. Daher wird
im Folgenden zunächst die Funktionsweise einer einzelnen PEM-Brennstoffzelle be-
schrieben, ohne dabei die mathematischen Beschreibungen und Zusammenhänge zu
vertiefen.
Der schematische Aufbau einer PEM-Brennstoffzelle ist in der Abbildung 4.1 darge-
stellt. Die gasdichten, gut elektrisch leitenden Interkonnektoren begrenzen die Zelle
nach oben und unten. Ihre Dicke wurde aus Platzgründen, im Gegensatz zu den
weiteren Schichten, nicht in einem realistischen Größenverhältnis zu den anderen
Lagen dargestellt. In der Realität sind sie im Verhältnis deutlich dicker und können
zusätzlich noch Kühlwasserkanäle enthalten.
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Gassdiffusionsschicht Anode (350 µm)
katalytische Schicht Anode (50 µm)
Polymerelektrolytmembran (175 µm)
katalytische Schicht Kathode (50 µm)
Gassdiffusionsschicht Kathode (350 µm)
Interkonnektor mit Kanälen für
Wasserstoff
Interkonnektor mit Kanälen für
Luft/Sauerstoff
Abbildung 4.1: Schematischer Aufbau einer PEMFC nach [Nie09]
Die beiden Elektroden setzen sich jeweils aus der Gasdiffusionsschicht und einer kata-
lytisch aktiven Schicht zusammen. Die Gasdiffusionsschichten bestehen aus porösem,
Elektronen leitenden Material. Auf dieses sind zur Membran hin Platinpartikel auf-
gebracht, welche als Katalysator für den Ablauf der chemischen Reaktionen bei den
niedrigen Betriebstemperaturen der PEMFC notwendig sind. Die Membran selbst
ist nicht durchlässig für Gase und trennt die beiden Gasräume voneinander ab. An-
gefeuchtet leitet sie Protonen (H+-Ionen), für Elektronen ist sie nicht leitfähig.
Nur an der sogenannten Drei-Phasen-Grenzfläche, an welcher Katalysator, Elek-
trolyt und Gas zusammentreffen, können die chemischen Reaktionen in der Zelle
ablaufen. Die Gesamtreaktion in der PEMFC entspricht der Verbrennungsreaktion
des Brenngases Wasserstoff:
2H2 + O2 −→ 2H2O . (4.1)
In der Brennstoffzelle läuft diese Oxidation des Wasserstoffs getrennt in zwei Teilre-
aktionen an den beiden Drei-Phasen-Flächen der Elektroden ab:
Anode: 2H2 −→ 4H+ + 4e− , (4.2a)
Kathode: 4H+ + 4e− + O2 −→ 2H2O . (4.2b)
Dabei wird im Gegensatz zur Verbrennungsreaktion nicht nur Wärme, sondern auch
elektrische Energie frei. Bei nicht geschlossenem Stromkreis baut sich ein Potenzial,
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die sogenannte Leerlaufspannung, zwischen den beiden Elektroden auf, da die Pro-
tonen durch den Elektrolyten wandern, die Elektronen aber nicht von der Anode zur
Kathode gelangen können. Wird der Stromkreis über einen Verbraucher geschlossen,
so fließt ein Strom und es wird elektrische Arbeit im Verbraucher verrichtet. We-
gen dieser direkten Umwandlung in elektrische Energie anstelle von Wärmeenergie
spricht man auch von der „kalten Verbrennung“. Trotzdem wird hier ebenfalls ein
Teil der chemischen Energie durch die internen Widerstände der Zelle in Wärme
umgewandelt, sobald ein Stromfluss stattfindet.
Um höhere Ausgangsspannungen zu erreichen, werden mehrere Zellen elektrisch se-
riell zu einem sogenannten Brennstoffzellen-Stack verschaltet. Möchte man bei glei-
cher Spannung einen höheren Strom aus der Zelle entnehmen, so muss die aktive
Zellfläche vergrößert werden. Die Abhängigkeit zwischen dem fließenden Strom und
der zugehörigen Zellspannung wird in sogenannten Polarisationskurven aufgetragen.
Der genaue Verlauf dieser auch Strom-Spannungskennlinie genannten nichtlinearen
Funktion zwischen Strom und Spannung hängt von den weiteren Betriebsbedingun-
gen der Zelle sowie dem konkreten Zellaufbau ab. Um eine bessere Vergleichbarkeit
des Verhaltens zu haben, werden in den Polarisationskurven von Stacks häufig die
mittlere Zellspannung über der auf die Zellfläche bezogene Stromdichte angegeben.
In der Abbildung 4.2 sind die gemessenen Verläufe acht solcher Polarisationskurven
eines kommerziell erhältlichen PEMFC-Stacks bei verschiedenen Betriebsbedingun-
gen abgebildet, die für die Validation eines Diagnoseansatzes aufgenommen wurden
(vgl. auch [BPNK06, BPNK07]).
Die die verbrauchten Gasmengen im Betrieb hängen direkt vom Stromfluss ab. Je
mehr Strom fließt und je mehr Elektronen damit umgesetzt werden müssen, desto
größer sind die Mengen an benötigtem Gas sowohl an der Anode als auch an der
Kathode. Das Verhältnis zwischen zugeführter und verbrauchter Menge an Gas nennt
man Stöchiometrie. Führt man der Zelle an Anode und Kathode genau soviel Gas zu,
wie für die gewünschte Leistung benötigt wird, so ist dieses Verhältnis für beide Gase
eins und man spricht vom stöchiometrischen Betrieb. Bei einer Unterversorgung der
PEMFC mit Betriebsgasen können Schäden an der Zelle auftreten, weshalb man
die Zellen mit Stöchiometriewerten größer eins betreibt. Aus Effizienzsicht versucht
man allerdings zumindest beim Wasserstoff, sich dem stöchiometrischen Betrieb so
gut wie möglich zu nähern, ohne dabei Schädigungen der Zelle in Kauf nehmen zu
müssen.
Die Gaszuführung an die Gasdiffusionsschichten der Elektroden erfolgt durch die
eingefrästen Gaskanäle in den Interkonnektoren. Diese aus Metallen oder kohlen-
stoffhaltigen Werkstoffen bestehenden Platten dienen auch als elektrische Verbin-
dung und gasdichte Abtrennung zur nächsten Zelle in einem Brennstoffzellen-Stack.
In einem Stack wird zwischen zwei Zellen meist nur eine Platte mit beidseitig ein-
gefrästen Kanälen verwendet.
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Abbildung 4.2: Polarisationskurven eines PEMFC-Stacks mit acht Zellen
und einer Zellfläche von 100 cm2 bei verschiedenen Betriebs-
bedingungen [BPNK06, BPNK07]
Neben der optimalen Versorgung mit Betriebsgasen spielen auch der Wassergehalt
der Membran sowie die Temperatur der Brennstoffzelle jeweils eine wichtige Rol-
le beim Betrieb. So darf die Membran für eine gute Protonenleitfähigkeit nicht zu
trocken werden. Auf der anderen Seite kann das aufgrund der niedrigen Betriebs-
temperatur der PEMFC zumindest teilweise flüssige Wasser auch die Poren der
Gasdiffusionsschicht zusetzen. Wenn zu große Mengen an Wasser im Stack sind,
verhindert dies einen Gasaustausch mit der Reaktionsschicht. Die Temperatur der
Brennstoffzelle nimmt im normalen Betrieb durch die in der Zelle entstehende Wär-
me zu. Damit die Zelle nicht zu heiß wird und die Membran dadurch austrocknet,
muss der PEMFC-Stack gekühlt werden. Außerdem werden die Betriebsgase häufig
befeuchtet, um ein austrocknen zu verhindern.
Im Laufe der Zeit verschlechtert sich die Leistungsfähigkeit PEM-Brennstoffzelle,
d. h. es kann weniger Leistung bei identischen Betriebsbedingungen entnommen wer-
den als zu Beginn, da die Verluste an inneren Widerständen der Zelle höher wer-
den. Diese auch Degradation genannten Alterungseffekte treten verstärkt auf, wenn
die Betriebsbedingungen den optimalen Bereich verlassen. Die Untersuchung der
hinter dieser Degradation steckenden Mechanismen und die zugehörige mathemati-
sche Beschreibung sind Gegenstand aktueller Forschungsarbeiten (z. B. [GEVD09,
JKT+09]). Im Rahmen dieser Arbeit werden diese Effekte nicht weiter betrachtet,
da keine reproduzierbaren Messdaten für Alterungseffekte zur Verfügung standen.
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4.2 Aufbau eines PEMFC-Systems
Für den Betrieb des PEMFC-Stacks sind verschiedene weitere Komponenten not-
wendig, die für die Versorgung mit den Betriebsgasen oder die Temperierung mittels
Kühlwasser verantwortlich sind. Zusammen bilden sie das PEMFC-System, das zur
Energieversorgung elektrischer Verbraucher in Anwendungen integriert werden kann.
Je nach geplanter Anwendung und der damit verbundenen Randbedingungen sowie
in Abhängigkeit der elektrischen Leistung des PEMFC-Stacks variiert der Aufbau
eines solchen Systems.
Bei sehr kleinen PEMFC-Stacks mit geringer Leistung ist oftmals kein kompliziertes
Kühlsystem notwendig, da die Oberfläche im Verhältnis zum Volumen relativ groß
ist und die Wärme beispielsweise mit einem passiven Kühlkörper abgeführt werden
kann. Bei Bedarf kann dies durch einen Lüfter unterstützt werden. Bei größeren
Leistungen, wie sie auch in automobilen Anwendungen benötigt werden, wird meist
eine Wasserkühlung eingesetzt. Dazu wird Wasser durch zusätzliche Kanäle in den
Bipolarplatten und durch einen Wärmetauscher gepumpt. Über den Wärmetauscher
kann die Wärme je nach Anwendung entweder weiter genutzt oder an die Umgebung
abgegeben werden, wie beispielsweise beim mobilen Service-Roboter in [Nie09]. Eine
Nutzung der Abwärme kommt beispielsweise zum Vorheizen der Betriebsgase, aber
auch zur weiteren Verwertung beispielsweise in PEMFC-Systemen in Blockheizkraft-
werken [Vet05, Kön07] in Frage. Bei der Verwendung einer Wasserkühlung kann der
Kreislauf prinzipiell auch zum Aufheizen des Stacks bei Inbetriebnahme in kalten
Umgebungen genutzt werden, um so schneller die Betriebstemperatur des Stacks zu
erreichen.
Neben der Temperierung sind auch verschiedene Komponenten notwendig, um die
Versorgung der Gase sicherzustellen. Anstelle von reinem Sauerstoff wird meist Luft
als Kathodengas verwendet, da diese praktisch kostenlos zur Verfügung steht. Aller-
dings wird dann ein Kompressor benötigt, der für eine ausreichende Durchströmung
der Kathode sorgt. Durch den Sauerstoffanteil der Luft von knapp 21% muss der
Kathode etwa die fünffache Gasmenge zugeführt werden wie bei reinem Sauerstoff.
Das Abgas der Kathode, welches das Produktwasser der chemischen Reaktion aus
dem Stack transportiert, kann zur Anfeuchtung der Betriebsgase über einen Gas-
Gas-Befeuchter genutzt werden. Alternativ kann das Wasser auch in einem Was-
serabscheider dem Luftstrom entzogen und über andere Befeuchtungsmechanismen,
beispielsweise Injektion, den Betriebsgasen teilweise wieder zugegeben werden.
Auf der Anodenseite wird der Wasserstoff aus einem geeigneten Vorratsbehälter
oder aus einem Reformer über ein Ventil zugeführt. Als Vorratsbehälter kommen
Druck- oder Flüssigtanks in Frage. Alternativ dazu existieren auch Metallhydrid-
Speicher, bei denen der Wasserstoff in einemMetallgeflecht durch chemische Bindung
gespeichert wird. Erwärmt man den Metallhydrid-Speicher, wozu beispielsweise die
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Abwärme des Stacks verwendet werden kann, so gibt er den Wasserstoff wieder frei.
Diese Speichertechnologie wird wegen des relativ hohen Gewichts und aufgrund des
relativ langsamen Befüllungsvorgangs praktisch nicht für automobile Anwendungen
eingesetzt. Dort kommen Drucktanks mit bis zu 700 bar zum Einsatz. Tanks mit
flüssigem Wasserstoff haben zwar eine noch höhere Speicherkapazität, jedoch ist die
Verflüssigung des Wasserstoffs relativ energieintensiv und die Isolierung der Tanks
schwierig. Würde ein Fahrzeug lange stehen und sich der Tank langsam erwärmen, so
müsste nach und nach Wasserstoff über ein Überdruckventil abgelassen werden, was
im schlimmsten Fall nach einiger Zeit zu einem leeren Tank führen kann. Auch ist
die Technologie zum Befüllen von Drucktanks bereits für Erdgasfahrzeuge erprobt
und bei den Kunden akzeptiert.
Eine Beschränkung der Gasmenge auf den stöchiometrischen Betrieb könnte zu lo-
kalen Unterversorgungen führen. Damit ist beispielsweise an der Anode gemeint,
dass zwar genügend Wasserstoff im Anodengasraum vorhanden ist, jedoch nicht an
allen Stellen der aktiven Reaktionsschicht verfügbar ist, sodass an diesen Stellen
lokale Schäden auftreten können. Auf Dauer sinkt dadurch die Leistungsfähigkeit
der Brennstoffzelle. Um diese lokalen Unterversorgungen zu vermeiden, wird mehr
Gas zugeführt, da eine homogene Verteilung im Stack nie vollständig erreicht wer-
den kann. Zusätzlich werden die Gase mit erhöhtem Druck an Kathode und Anode
bereitgestellt. Mithilfe eines sogenannten Spülventils kann der Gasraum der Anode
beispielsweise von Wasseransammlungen befreit werden. Der erhöhte Druck sorgt
auch für eine schneller ablaufende chemische Reaktion und damit für eine höhere
Leistung des Stacks.
Um nicht unnötig Wasserstoff durch den überstöchiometrischen Betrieb ungenutzt
an die Umwelt abzugeben, kann das Anodenabgas durch Verbrennung thermisch
verwertet werden, wenn wie in einem Blockheizkraftwerk die Wärme sinnvoll ge-
nutzt werden kann. In anderen Anwendungen wie dem Automobil, wo bereits die
normale Abwärme des Stacks den Wärmebedarf deckt oder übersteigt, kann auf der
Anodenseite des PEMFC-Stacks eine sogenannte Rezyklierung des Gases stattfin-
den. Dabei wird das Anodenabgas über eine Pumpe komprimiert und dem Stack
am Anodeneingang wieder zugeführt. Somit geht zumindest theoretisch kein unver-
brauchter Wassserstoff verloren. Über ein Ventil wird dann, sobald die im Anoden-
kreislauf verfügbare Wasserstoffmenge zu gering ist, frischer Wasserstoff zugeführt.
In der Praxis sammelt sich neben möglichem Flüssigwasser an der aktiven Schicht
auch Stickstoff im Anodengas an, welcher von der Kathodenseite durch die Mem-
bran an die Anode diffundiert. Damit der Wasserstoffanteil im Anodengas nicht zu
gering wird und es dadurch zu einer Unterversorgung der Zellen kommt, wird regel-
mäßig die Anode über das Spülventil gespült, wobei natürlich auch unverbrauchter
Wasserstoff entweicht und somit eine vollständige Ausnutzung des Brenngases nicht
möglich ist.















Abbildung 4.3: Schematischer Aufbau eines PEMFC-Systems
Auch auf der elektrischen Seite sind gegebenenfalls noch zusätzliche Komponenten
erforderlich. Beim Betrieb eines Stacks kann entweder die Stackspannung (potentio-
statischer Betrieb) oder, was bei den PEMFC häufiger der Fall ist, der entnommene
Strom (galvanostatischer Betrieb) vorgegeben werden. Entsprechend des Betriebs-
punkts des Stacks, der auch mit durch die weiteren Betriebsparameter bestimmt
wird, stellt sich die jeweils andere Größe auf den zugehörigen Wert ein. Bei dynami-
schem Betrieb erfolgen dabei Übergangsvorgänge, wodurch die Leistung schwankt.
Möchte man beispielsweise Verbraucher über einen Stromkreis mit konstanter Span-
nung anschließen, so ist ein Gleichstromwandler (DC/DC-Wandler6) auf eine feste
Ausgangsspannung nötig. Auch eine Wechselrichtung auf Wechselstrom ist möglich,
diese wird im Automobil jedoch nicht eingesetzt.
Die hier beschriebenen zusätzlichen Komponenten des PEMFC-Systems sind teil-
weise selbst elektrische Verbraucher, die ebenfalls vom PEMFC-Stack versorgt und
damit bei der Leistungsauslegung des Stacks berücksichtigt werden müssen. Bereits
beim Anfahren des PEMFC-Systems müssen diese Verbraucher versorgt werden, da-
mit der Stack von Beginn an beispielsweise mit Gasen versorgt wird. Daher ist eine
zusätzliche Batterie notwendig, die diese Startphase überbrücken kann. Im Auto-
mobil wird die Batterie jedoch deutlich größer ausgelegt, als es für diese Startphase
nötig wäre, damit sie im Fahrbetrieb zusätzliche elektrische Energie liefern kann. In
dieser Batterie wird durch Rekuperation beim Bremsen elektrische Energie gespei-
chert, die durch den generatorischen Betrieb des Elektromotors in dieser Fahrsitua-
6DC steht für „direct current“ (engl. für Gleichstrom).
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tion durch Umwandlung kinetischer Energie bereitgestellt wird. Bei konventionellen
Fahrzeugen wird diese kinetische Energie über die Bremsen in Wärme umgesetzt.
Durch diese Rückgewinnung elektrischer Energie kann Treibstoff durch die spätere
Nutzung der in der Batterie gespeicherten Energie für den Antrieb gespart werden.
Dies hat neben der Kostenersparnis für den Kunden auch den Vorteil einer größeren
Reichweite bei gleicher Tankgröße. Schematisch ist der in einem Fahrzeug übliche
Systemaufbau für PEM-Brennstoffzellen nach [PPS02] in der Abbildung 4.3 grafisch
zusammengefasst.
4.3 Nachbildung des PEMFC-Systems auf einem
Stack-Teststand
An einem Stack-Teststand steht nur der Stack selbst als wichtigster Teil des PEMFC-
Systems zur Verfügung. Alle weiteren Komponenten des Systems müssen also vom
Teststand ersetzt werden. Es werden häufig Stacks mit weniger Zellen und damit we-
niger Leistung als im späteren PEMFC-System untersucht und die Ergebnisse später
skaliert, um Kosten für den Stack, aber auch Kosten und Aufwand am Teststand zu
sparen.
Anstelle der im vorigen Abschnitt beschriebenen Komponenten im Bereich der Gas-
versorgung wie Pumpen und Kompressoren stehen am Teststand direkt Druckluft-
und Wasserstoffanschlüsse zur Verfügung. Da die Dynamik der zusätzlichen Kom-
ponenten nicht mit modelliert werden soll, muss diese auch nicht durch den Test-
stand nachgebildet werden. So kann die Gasversorgung direkt über die im Teststand
integrierten Druck- und Gasflussregler erfolgen. Auch eine Rezyklierung des An-
odengases oder die Nutzung des Produktwassers aus dem Kathodengas finden am
Teststand nicht statt. Das Verhalten des Stacks bei einer Wasserstoffrezyklierung an
der Anode kann durch Beimischen von Stickstoff, der ebenfalls direkt zur Verfügung
steht, emuliert werden. Die Befeuchtung der Betriebsgase erfolgt über zusätzliche,
im Teststand integrierte Gasbefeuchter.
Die in den Testständen verbauten Gasflussregler arbeiten relativ genau, haben aber
nur einen bestimmten Arbeitsbereich. Daher sind für jede Gassorte meist zwei oder
drei unterschiedlich dimensionierte Gasregler verbaut, zwischen welchen am Test-
stand umgeschaltet werden muss, wenn die vorgegebenen Messzyklen sich über den
Arbeitsbereich mehrerer Flussregler erstrecken. Beim Erreichen einer Umschaltgren-
ze wird das Testprogramm unterbrochen und der bisher verwendete Gasflussregler
zu- und der neue aufgefahren. In dieser Zeit kann der Gasfluss über oder unter der ge-
wünschten Menge liegen, da dieses Umschalten jeweils mit der maximalen Dynamik
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des Reglers erfolgt. Dieses Umschalten sorgt daher für Abschnitte in den Messdaten,
die in der späteren Anwendung so nicht auftreten werden.
Die durch den Stack zur Verfügung gestellte elektrische Energie wird am Teststand
über eine elektronisch gesteuerte Last abgeführt. Mit deren Hilfe können nahezu
beliebige Stromprofile vorgegeben und dem Stack aufgeprägt werden. So können
beispielsweise neben einfachen, häufig zur Identifikation verwendeten Signalen wie
Sprung- oder Treppenfunktionen auch Fahrzyklen am Teststand nachgebildet und
so der PEMFC-Stack unter einer für eine automobile Anwendung realistischen Be-
lastung getestet werden.
Für die Temperierung des PEMFC-Stacks im Teststandsbetrieb steht dort auch ein
Kühlwasserkreislauf zur Verfügung. Je nach Teststand können verschiedene Para-
meter vorgegeben werden. So wird üblicherweise die Temperatur des Kühlwassers
am Stack-Eingang auf die gewünschte Stack-Temperatur eingestellt. Dann kann mit
festem Kühlwasserfluss als Eingangsgröße eine Konfiguration realisiert werden, bei
der die Temperatur des Kühlwassers am Stackaustritt eine Ausgangsgröße darstellt.
Je nach Teststand ist auch die Möglichkeit implementiert, die Temperaturdifferenz
des Kühlwassers über den Kühlwasserfluss zu regeln.
Die Datenerfassung aller Signale erfolgt üblicherweise zeitsynchronisiert. An den
Testständen, die für die Erfassung der Daten dieser Arbeit zum Einsatz kamen,
betrug die Abtastzeit der Signale eine Sekunde. Durch die internen Abläufe der
Teststandssteuerung sowie der Trägheit der verbauten Regler konnten insbesondere
aufgrund nicht sichergestellter Gasversorgungen bei hohen Dynamiken nicht belie-
bige Fahrzyklen vorgegeben werden. Die Dynamik der gemessenen Fahrzyklen wur-
de dabei mit einem gewissen Sicherheitsabstand zur maximal möglichen Dynamik
realisiert, um Schäden des Stacks während der Messungen auf jeden Fall zu vermei-
den. Die Erläuterungen zur konkreten Umsetzung bei den einzelnen für diese Arbeit
durchgeführten Messungen erfolgt gemeinsam mit der Beschreibung der Vorgehens-
weise zur Identifikation und Diagnose in den folgenden beiden Kapitel.
4.4 Systemtheoretische Betrachtung
Vorbereitend für die Identifikation und Diagnose wird der Stack hier noch aus sys-
temtheoretischer Sichtweise betrachtet. Bei Berücksichtigung von Alterungseffekten
stellt er ein zeitvariantes, nichtlineares MIMO-System dar. Da im Rahmen dieser Ar-
beit diese Degradation nicht betrachtet wird, kann der Stack hier als zeitinvariantes
System angenommen werden. Durch die ausgedehnte Struktur der Reaktionsfläche
ist er ein System mit verteilten Parametern, welches bei physikalisch-chemischer
Modellierung durch partielle Differenzialgleichungen beschrieben werden muss. Ein-
gangsgrößen des Systems sind, stromgeführten Betrieb vorausgesetzt,
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• der Strom bzw. die Stromdichte,
• die Volumenströme der Gase an Kathode und Anode bzw. entsprechend die
Wasserstoff- und die Sauerstoffstöchiometrie,
• jeweils der Druck der Betriebsgase an Kathode und Anode,
• über das Spülventil in indirekter Form die Wasserstoffkonzentration im Ano-
dengas,
• die Befeuchtungsgrade der zugeführten Gase an Anode und Kathode,
• die Temperatur des Kühlwassers bei Eintritt in den Stack sowie
• der Volumenstrom des Kühlwassers oder die Temperaturdifferenz zwischen
Kühlwassereintritt und -austritt am Stack.
Als Ausgangsgrößen können die Größen
• Stackspannung bzw. mittlere Zellspannung,
• jeweils der Druckabfall über Kathode und Anode sowie
• die Temperatur des Kühlwassers beim Kühlwasseraustritt aus dem Stack
angesehen werden. Diese systemtheoretische Betrachtung ist in der Abbildung 4.4
grafisch dargestellt. Bei dieser Darstellung sind bereits einige Vereinfachungen ent-
halten. So wird beispielsweise von einem Wärmeaustausch nur über das Kühlwas-
ser ausgegangen, die Konvektion an die Umgebung wird vernachlässigt. Geht man
bei diesem Wärmeübergang zusätzlich von idealen Bedingungen aus, so kann als
Stack-Temperatur die Kühlwassertemperatur am Stack-Eingang angesehen werden,
da dann der Stack alle Wärmeenergie über dieser Temperatur an das Kühlwas-
ser abgibt. Durch diese idealisierten Überlegungen kann zumindest näherungswei-
se die Stack-Temperatur messtechnisch erfasst werden. Weitere innere Größen wie
beispielsweise die Membranfeuchte oder Stöchiometriewerte an bestimmten Stellen
wären ebenfalls interessante Größen für eine Betriebsführung, sind jedoch messtech-
nisch nicht erfassbar.
Werden diese inneren Größen des Systems nicht benötigt, weil beispielsweise ande-
re Regelstrategien auf Basis der verfügbaren Messinformationen oder gar nur eine
Steuerung der betreffenden Systemanteile zum Einsatz kommen, oder weil ein rei-
nes Simulationsmodell für die zur Verfügung stehende Leistung in Abhängigkeit der
Eingangsgrößen benötigt wird, kann das System durch Nachbildung des Ein-/Aus-
gangsverhaltens beschrieben werden. Für diese Aufgabe eignen sich insbesondere
auch Grey-Box- und Black-Box-Identifikationsmodelle, in denen die inneren Größen
nicht oder nur bedingt berechnet werden. Wird nur die Spannung als Ausgangsgröße
betrachtet, reduziert sich das zu erstellende Modell auf die MISO-Form.

















Abbildung 4.4: Systemtheoretische Darstellung des PEMFC-Stacks als
nichtlineares MIMO-System (KW steht für Kühlwasser)
Auf Basis dieser systemtheoretischen Betrachtungen werden im folgenden Kapitel
Simulationsmodelle für das Ein-/Ausgangsverhalten des Stacks beschrieben. Die An-





Das Spektrum möglicher Anwendungen mit Brennstoffzellen als Quelle elektrischer
Energie ist sehr breit und reicht von Blockheizkraftwerken (BHKW), bei denen ne-
ben der elektrischen Energie auch die Abwärme genutzt werden kann, über mobile
Stromaggregate zur Versorgung nicht ans Stromnetz angeschlossener Verbraucher
bis hin zur Versorgung mobiler Geräte aus dem Verbraucherelektroniksektor. Auch
der Automobilbereich stellt, wie in der Einleitung bereits dargestellt, ein potenzielles
Einsatzgebiet dar.
Insbesondere im Fahrzeugbereich, aber auch in den meisten anderen Bereichen müs-
sen sich die Brennstoffzellen gegen teilweise schon lange bewährte Technologien be-
haupten, die während dieser Zeit immer weiter optimiert wurden. Eine erfolgreiche
Positionierung in diesen Märkten kann nur gelingen, wenn die Vorteile der neuen
Technologie nicht mit gravierenden Nachteilen verbunden ist, die der Kunde auf-
grund seiner Gewohnheit nicht in Kauf nehmen möchte. Dies ist neben der noch
relativ teuren Herstellung ein Grund, weshalb Brennstoffzellen bisher nur in Nischen
oder als Prototypen zur Anwendung kommen.
Die genannten Einsatzgebiete unterscheiden sich teilweise deutlich in den Anforde-
rungen an das Brennstoffzellensystem. Spielen bei einem BHKW Platzbedarf und
Gewicht eine eher untergeordnete Rolle, so sind diese Faktoren bei mobilen An-
wendungen in elektrischen Geräten, aber auch im Fahrzeugbereich mitentscheidend
für die Einsatztauglichkeit. Auch die elektrischen Anforderungen unterscheiden sich
nicht nur in der Größenordnung des Energiebedarfs, sondern auch in der Dynamik
durch die Bedarfsänderung während der Nutzung. Hier stellt ein Automobil durch
seine im normalen Straßenverkehr stark schwankenden Leistungsanforderungen eine
der dynamischsten Anwendungen dar.
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Diese dynamischen Anforderungen prägen zusammen mit den einzuhaltenden Si-
cherheitsvorschriften die notwendige thermische, mechanische und elektrochemische
Belastbarkeit des Systems und stellen außerdem eine regelungstechnische Heraus-
forderung dar. Dabei spielen aufgrund der Kosten die Zuverlässigkeit und die Le-
bensdauer des Brennstoffzellensystems eine wichtige Rolle und sind bereits bei der
Auslegung und im Rahmen der Betriebsführung zu berücksichtigen.
Um das Zusammenspiel der einzelnen Komponenten eines PEMFC-Systems unter-
einander, aber auch als Teil des elektrischen Antriebsstrangs eines Brennstoffzellen-
fahrzeugs zu untersuchen, werden Simulationen des Antriebsstrangs mit Simulati-
onsmodellen der einzelnen Komponenten durchgeführt, da Tests an Aufbauten zu
zeitaufwändig und teuer wären. Für diese Untersuchungen wird im speziellen auch
ein Modell des PEMFC-Stacks benötigt, der die Hauptkomponente des PEMFC-
Systems darstellt. Damit die Simulationen wirklich die Tests an einem realen Sys-
tem ersetzen können, müssen die Modelle im betrachteten Betriebsbereich möglichst
exakt das Verhalten der modellierten Komponente nachbilden. Zusätzlich sollten
die Modelle einfach gehalten sein, damit die Simulation des Gesamtsystems schnell
durchgeführt werden kann.
Über die Untersuchung des Antriebstrangaufbaus hinaus können solche Simulati-
onsmodelle auch zum Entwurf geeigneter Regler und Betriebsführungsstrategien
herangezogen werden. Kommen zur Regelung aufgrund der Komplexität der Sys-
teme modellbasierte Verfahren zum Einsatz, die später auch im Fahrzeug imple-
mentiert werden müssen, so spielt der Aspekt der geringen Rechenkomplexität eine
noch größere Rolle, da die Steuergeräte im Fahrzeug von der Leistungsfähigkeit
weit hinter den heute gebräuchlichen Arbeitsplatzrechnern zurückliegen. In diesem
Kapitel werden daher Ansätze auf Basis der Systemidentifikation zur Modellierung
des PEM-Brennstoffzellenstacks, der im Energieversorgungssystem die komplexeste
Komponente darstellt, vorgeschlagen, die das dynamische Verhalten des Stacks gut
nachbilden und vom Rechenaufwand dennoch relativ einfach sind.
Ziel der in diesem Abschnitt vorgestellten Modelle ist die Nachbildung der mittle-
ren Zellspannung, die weiteren Ausgangsgrößen (vgl. Abschnitt 4.4) werden nicht
betrachtet. Zu Beginn wird im Abschnitt 5.1 ein kurzer Überblick über die in der
Literatur zu findenden Modelle gegeben. Die beiden im Rahmen dieser Arbeit un-
tersuchten Modellansätze, ein Spezialfall eines Uryson-Modells und ein lineares Zu-
standsraummodell, werden in den Abschnitten 5.2 und 5.3 beschrieben. Dort werden
auch jeweils die zur Identifikation verwendeten Datensätze und die erzielten Ergeb-
nisse vorgestellt. Den Abschluss des Kapitels bildet eine kurze Zusammenfassung im
Abschnitt 5.4.
Die Parameter der vorgestellten Modelle sind aus Gründen der Übersichtlichkeit im
Anhang B zusammengefasst.
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5.1 Existierende Ansätze für PEMFC-Stack-
Modelle
In der Literatur existieren eine Vielzahl verschiedener PEMFC-Modelle, die auf sehr
unterschiedlichen Ansätzen beruhen. Mit Abstand die größte Gruppe stellen Model-
le dar, die detailliert die Vorgänge in der Brennstoffzelle nachzubilden versuchen.
Neben physikalischen Gesetzmäßigkeiten, die bei ortsaufgelösten Modellen zu par-
tiellen Differenzialgleichungen führen, wird dabei auch auf empirische Gleichungen
zurückgegriffen, die die beobachteten Effekte gut beschreiben. Viele dieser Modelle,
deren betrachteter Bereich zwischen der Zell- und der atomaren Ebene liegt, be-
schränken sich auf einzelne Teilbereiche der Vorgänge in der Zelle oder beschreiben
nur das statische Verhalten der PEMFC. Eine Vielzahl dieser Modelle ist nicht mit
Messdaten validiert, was auch an der Zielsetzung dieser Modelle liegt. Sie dienen
in der Regel dazu, tieferes Verständnis über die in der Zelle ablaufenden Vorgänge
und den Einfluss verschiedener Parameter wie den Materialeigenschaften oder der
Zellgeometrie auf diese Vorgänge zu gewinnen, um daraus Rückschlüsse für die Ent-
wicklung ziehen zu können. Diese Art von Modellen sind weder für eine schnelle
Simulation noch für modellbasierte Regel- und Diagnoseverfahren geeignet, weshalb
sie nicht weiter betrachtet werden. Ein ausführlicherer Überblick über diese Art
der PEMFC-Modellformen kann beispielsweise [Nie09] und den darin referenzierten
Quellen entnommen werden.
Physikalische Modelle mit der Zielsetzung einer sehr schnellen Simulation, beispiels-
weise für eine Regelung oder Diagnose, sind erst in jüngerer Zeit häufiger in der
Literatur zu finden. Dies ist auf die reifer werdenden Stacks und die stärkeren Be-
strebungen nach technisch zuverlässigem Einsatz der Brennstoffzellensysteme zu-
rückzuführen. Viele dieser Modelle gehen von einer Modellstruktur aus physikali-
schen Überlegungen, beispielsweise einem elektrischen Ersatzschaltbild einer Zel-
le, aus. Deren Parameter werden dann durch geeignete Identifikationsverfahren er-
mittelt. Eine hierzu häufig genutzte Methode ist die Impedanzspektroskopie (siehe
z. B. [BTSM04, Sch06, Dan09]). In [Nie09] werden die Parameter aus Messdaten des
Stacks im Zeitbereich mittels numerischer Optimierung eines quadratischen Güte-
maßes gewonnen.
Rein identifikationsbasierte Modelle hingegen sind sehr selten zu finden. In [JHF+05]
wird ein KNN zur Modellierung des statischen Verhaltens eines PEMFC-Stacks unter
Berücksichtigung der Alterung vorgeschlagen. Allerdings werden dort Polarisations-
kurven modelliert, die in einem festen Betriebspunkt der weiteren Eingangsgrößen
ermittelt wurden. In [SAM+01a, SAM+01b] wird die statistische CVA zur Modellie-
rung des dynamischen Verhaltens einer DMFC herangezogen und die Übertragbar-
keit eines solchen Modells auf kleinere und größere Stacks untersucht. Allerdings wird
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dort nur ein SISO-Modell mit der Stromdichte als Eingangsgröße und der Spannung
als Ausgangsgröße betrachtet.
In [MSSH08, MASH09, MAP+09] wird der in dieser Arbeit beschriebene Ansatz
des Uryson-Modells weiterentwickelt. Dort wird nur die Variante mit statischem
Kennfeld für die stationären Betriebspunkte und Übertragungsfunktionen für die
dynamische Abweichungen von diesen Punkten betrachtet. Die Erweiterung besteht
neben der Untersuchung weiterer Größen für den dynamischen Anteil hauptsächlich
in der Verwendung vom Betriebspunkt abhängiger Koeffizienten in den Übertra-
gungsfunktionen, wodurch in der Summe ein nichtlineares dynamisches Teilmodell
entsteht. Zusätzlich wird dort die Möglichkeit einer effizienten Versuchsplanung zur
Gewinnung der Identifikationsdaten für dieses Modell beschrieben.
5.2 Uryson-Modell
Inspiriert durch ein einfaches SISO-Modell für eine SOFC [HWK+04, HWK+06]
wurde ein Modellansatz gewählt, bei dem ein statischer Anteil parallel zu einem
dynamischen Anteil geschaltet wird. Die Summe der Ausgänge dieser beiden Teil-
systeme ergibt den Ausgang des Gesamtmodells. Aus Sicht der Systemidentifikation
stellt dies einen Grey-Box-Ansatz dar, da der statische Block die stationären Be-
triebszustände repräsentiert und der dynamische Block die Abweichung von diesen
stationären Punkten nach Änderungen in einer oder mehreren Eingangsgrößen be-
schreibt. Damit muss der Ausgang des dynamischen Teilsystems nach einer Anregung
mit der Zeit gegen null streben.
Diese Struktur kann als Spezialfall eines Uryson-Modells nach der Definition 2.23
aufgefasst werden. Dabei stellt im ersten Zweig, dem dynamischen Teilsystem, die
statische Abbildung die Ausblendung der nicht genutzten Eingangsgrößen für diesen
Teil dar, die weiteren Eingangsgrößen werden nicht verändert. Im zweiten Zweig ist
die Übertragungsmatrix eine Einheitsmatrix, woraus die rein statische Abbildung
resultiert.
Die Modellierung der beiden Teilmodelle kann modular erfolgen. Der dynamische
Teil wurde als linear angenommen, wodurch sich die Identifikation erheblich ver-
einfacht. Bei der Realisierung dieses Modells müssen nicht alle Eingangsgrößen des
Stacks auch Eingänge des dynamischen Teilsystems sein. Beim PEMFC-Stack sind,
in Abhängigkeit des Systemaufbaus, nicht alle Eingangsgrößen dynamisch schnell
veränderlich, andere haben sehr direkten und praktisch keinen verzögerten Einfluss
auf die mittlere Zellspannung. Es ist zu erwarten, dass der Einfluss solcher Eingangs-
größen durch den statischen Anteil bereits gut abgebildet wird, sodass diese nicht in
das dynamische Teilmodell mit einfließen.
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Größe min. max. konstant
Stromdichte in A/cm2 0.2 1.0 -
Stöchiometrie Anode - - 2
Stöchiometrie Kathode 1.8 2.5 -
Betriebsdruck in bar 1.5 3 -
Wasserstoffkonzentration im Anodengas in % - - 100
relative Feuchte der Gase in % 50 100 -
Stacktemperatur in ∘C - - 75
Tabelle 5.1: Untersuchter Betriebsbereich für das Uryson-Modell
5.2.1 Datensätze
Für die Untersuchungen wurden einige den Betriebsbereich der PEM-Brennstoffzelle
einschränkende Annahmen gemacht, um den Messaufwand geringer zu halten. So
wurden die relativen Feuchten der Gase und der Gasdruck auf Kathoden- und
Anodenseite identisch vorgegeben. Außerdem wurden die Stöchiometrie des Was-
serstoffs, der Volumenstrom des Kühlwassers sowie die Kühlwassertemperatur am
Stackeintritt, welche als Stack-Temperatur angesehen wurde, konstant auf den Nomi-
nalwerten des Stackherstellers gehalten. Eine Stickstoffbeimischung fand nicht statt.
Der untersuchte Betriebsbereich ist in der Tabelle 5.1 zusammengefasst.
Damit reduzieren sich die zu betrachtenden Eingänge des Stackmodells auf vier
Größen. Der Druck stellt dabei eine Größe dar, die sehr direkten Einfluss auf die
mittlere Zellspannung hat (siehe z. B. [MSSH08]), die dynamische Auswirkung ist
im Vergleich zu der der Stromdichte vernachlässigbar. Der Grad der Befeuchtung
der Gase andererseits ist nur sehr langsam veränderlich, solange er, wie in diesem
Fall, über die Temperatur der Gase und den gewünschten Taupunkt im Befeuchter
eingestellt wird. Daher werden diese beiden Größen nicht dynamisch betrachtet.
Für diese Konfiguration ergibt sich insgesamt die in der Abbildung 5.1 dargestellte
Struktur.
Um Repräsentationen der beiden Teilsysteme aus Messdaten identifizieren zu kön-
nen, musste ein geeigneter Versuchsplan für Messungen an einem PEMFC-Stack mit
vier Zellen beim Industriepartner erstellt werden. Für das nichtlineare Teilsystem
wurde daher eine Rasterung der vier Eingangsgrößen im betrachteten Betriebsbe-
reich vorgenommen. Da jede Kombination betrachtet werden muss, ist der Mess-
aufwand bei feiner Rasterung nicht mehr zu bewältigen. Deshalb wurden für die
drei Eingangsgrößen Druck, Befeuchtungsgrad und Sauerstoffstöchiometrie nur drei
Rasterpunkte, nämlich das Minimum, das Maximum und die Mitte des betrachteten
Betriebsbereichs gewählt. Für die Stromdichte j, die mit Abstand am meisten Ein-
fluss auf die mittlere Zellspannung hat, wurden vier Rasterpunkte festgelegt, und














Abbildung 5.1: Struktur des Uryson-Modellansatzes für den PEMFC-Stack
zwar bei den Werten 0.2 A/cm2, 0.3 A/cm2, 0.7 A/cm2 und 1.0 A/cm2. Somit er-
geben sich insgesamt 33 · 4 = 128 stationäre Betriebspunkte des PEMFC-Stacks, die
ausgemessen werden müssen. Zusätzlich werden noch Daten für den dynamischen
Modellteil benötigt. Dafür sollte das System ebenfalls in möglichst vielen Betrieb-
spunkten geeignet angeregt werden, damit die lineare Näherung der Dynamik mög-
lichst alle Betriebsbereiche gleich gut abdeckt. Als Anregungssignale für die beiden
Eingangsgrößen des dynamischen Teils wurden Sprünge gewählt.
Um die zur Verfügung stehende Zeit am Teststand möglichst effizient auszunutzen,
wurden die dynamischen Messungen mit denen für die stationären Betriebspunkte
kombiniert. Dazu wurde ein Profil der Stromdichte mit unterschiedlich hohen Sprün-
gen aus den deshalb nicht äquidistant gewählten Rasterpunkten der Stromdichte
gebildet, das in der Abbildung 5.2 zu sehen ist. Für jede der 27 Kombinationen
der übrigen drei Eingangsgrößen wurde dieses Profil abgefahren. Die Wartezeit von
15 min zwischen zwei Stromdichtesprüngen wurde als gerade noch ausreichend er-
mittelt, um nach einem Sprung den stationären Betrieb wenigstens näherungsweise
zu erreichen. Diese stationären Werte tauchen jeweils mindestens zweimal pro Mes-
sung auf, sodass eine Mittelung möglich ist. Eine längere Wartezeit ließ sich aufgrund
beschränkter Teststandskapazitäten nicht realisieren. Vor dem ersten Sprung wurde
der neu eingestellte Betriebspunkt ebenfalls 15 min lang nicht geändert.
Zur Vermeidung von Stack-Schädigungen durch lokale Unterversorgung mit den Be-
triebsgasen wurden bei Stromdichtesprüngen nach oben eine Minute vor dem Sprung
die Gasflüsse bereits auf die neuen Werte entsprechend der zukünftigen Stromdichte
und der Stöchiometriewerte eingestellt. Ebenso wurden die Gasflüsse erst eine Minu-
te nach einem Stromdichtesprung nach unten auf die niedrigeren Werte angepasst.
Dadurch sind in den Messungen automatisch auch Sprünge der Sauerstoffstöchiome-
trie O2 enthalten. Allerdings ist zu erwarten, dass sich die dynamischen Effekte von
Stromdichte- und Stöchiometriesprüngen überlagern. Da gleichzeitig mit dem Luft-
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Abbildung 5.2: Stromdichteprofil für die Identifikation des Uryson-Modells
volumenstrom auch der Wasserstofffluss geändert wurde, dessen Stöchiometrie je-
doch nicht ins Modell eingeht, werden eventuell daraus resultierende Veränderungen
bei der Identifikation der Sauerstoffstöchiometrie zugeschrieben. Zusätzlich enthält
der Datensatz zwei Messungen, die neben jeweils zwei Stromdichtesprüngen bei kon-
stantem Gasfluss auch einen O2-Stöchiometriesprung mit einer Haltezeit von 15 min
umfasst.
Gelegentlich traten während der Versuche kurze Abschaltungen auf, bei denen die
Stromdichte den Wert von 0 A/cm2 annahm. Diese Störungen wurden aus den Mess-
daten herausgeschnitten, da in diesen Punkten die Stöchiometrie nicht berechnet
werden kann. Da ohne Stromfluss kein Gasverbrauch vorliegt. müsste somit die zur
Berechnung der Stöchiometrie die zugeführte Menge durch null geteilt werden. Au-
ßerdem wurden vom Industriepartner einzelne der Stromdichtesprünge wiederholt,
da in den ersten Datensätzen diese nicht oder nur fehlerhaft enthalten waren. Diese
Wiederholungen wurden in die ursprünglichen Messreihen integriert, um so vollstän-
dige Datensätze mit möglichst wenig Störungen zu erhalten.
Beispielhaft ist in der Abbildung 5.3 eine der 27 Messungen abgebildet. Bei der
Stöchiometrie des Sauerstoffs sind dort deutlich die Effekte der nicht synchron mit
den Stromdichtesprüngen veränderten Gasflüsse zu sehen. Die Stöchiometrie nimmt
kurzzeitig deutlich höhere Werte an, da die Gasflüsse wie oben beschrieben einige
Zeit vor Stromdichtesprüngen nach oben bereits erhöht und erst einige Zeit nach
Stromdichtesprüngen nach unten wieder verringert wurden. Die dabei auftreten-
den Spitzen in der Eingangsgröße O2-Stöchiometrie überschreiten teilweise um ein
vielfaches den eigentlich betrachteten Betriebsbereich. Für solch hohe Werte liegen
keine Messungen von stationären Betriebspunkten vor, weshalb in diesen Bereichen
Abweichungen zwischen Simulation und Messung zu erwarten sind.
Bei der Analyse der Daten hat sich gezeigt, dass nicht alle Messungen so gut wie der
in der Abbildung 5.3 gezeigte Versuch 18 verlaufen sind. Insbesondere beim mittleren
Rasterpunkt für den Betriebsdruck sind Schwingungen im Druckregler aufgetreten,
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Abbildung 5.3: Beispiel einer Messung (Versuch 18)
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die auch eine deutliche Auswirkung auf die gemessene mittlere Zellspannung ha-
ben (vgl. Abbildung 5.4(a)). Auch weitere kleinere Störungen, deren Ursache nicht
bekannt ist, finden sich immer wieder in den Messdaten (vgl. Abbildung 5.4(b)). Zu-
sätzlich zeigte die erste der vier Zellen eine schlechtere Leistung bei höheren Strom-
dichtewerten als die übrigen Zellen (vgl. Abbildung 5.5). Da der Stack bei Beginn
der Versuche nicht neu war, wurde das auf eine leichte Degradation durch frühe-
re Versuche zurückgeführt. Für die Ermittlung der mittleren Zellspannung wurden
daher nur die Spannungen der zweiten bis vierten Zelle herangezogen.
Die Abtastrate bei diesen Messungen betrug für alle Signale 1 Hz. Zusätzlich wurden
die Stromdichte und die mittlere Zellspannung auch mit einer Abtastzeit von 0.2 ms
aufgezeichnet, allerdings nur für jeweils eine Sekunde um die Stromdichtesprünge.
Mit diesen Daten sollen bei der Identifikation sehr schnelle dynamische Vorgänge
ermittelt werden. Für den statischen Modellteil spielen sie keine Rolle. Insgesamt
enthält dieser Datensatz gut eine Million Messpunkte.
Um auch für die Sauerstoffstöchiometrie eine entsprechend gute Datenlage für den
dynamischen Fall zu haben und um zusätzlich den Betriebsbereich bei der Sauer-
stoffstöchiometrie auch für die stationären Betriebspunkte nach oben zu vergrößern,
wurden beim Industriepartner weitere Messungen mit einer Abtastzeit von 1 s durch-
geführt. Aufgrund von Degradation im inzwischen für andere Testreihen verwendeten
Stack und daraus resultierenden Problemen bei der Messdatenaufnahme konnten je-
doch diese Daten nicht wie geplant verwendet werden. Da sich das Verhalten des
PEMFC-Stacks durch die Degradation in den stationären Zuständen verändert hat,
war eine Verwendung zur Erweiterung des Kennfelds nicht möglich.
Neben den Identifikationsdaten wurden vom Industriepartner auch Validationsda-
ten zur Verfügung gestellt. Diese wurden an einem PEMFC-Stack gleicher Bau-
art, jedoch mit 10 Zellen gemessen. Sie sollten neben der allgemeinen Validation
auch zur Überprüfung der Skalierungsfähigkeit des Modellansatzes herangezogen
werden. Die Validationsdaten bestehen aus einzelnen Stromdichtesprüngen, nach
denen jeweils für 15 min die Antwort des Systems gemessen wurde. Neben acht be-
reits in den Identifikationsdaten erhaltenen Sprüngen mit gleichem Ausgangs- und
Zielpunkt beinhalten die Validationsdaten 22 Sprünge im Betriebsbereich, die so
in den Identifikationsdaten nicht enthalten sind. Sie wurden ebenfalls vollständig
mit einer Abtastzeit von 1 s aufgezeichnet. Zusätzlich wurden Strom und Span-
nung auch für ca. 20 s um Sprünge mit einer Abtastzeit von 0.01 s gespeichert.
Allerdings wurden bei den Versuchen stets die Gasflüsse entsprechend der gewähl-
ten Stöchiometriestufe für den höheren der beiden Stromdichtewerte eingestellt und
konstant gehalten. Bei Stromdichtesprüngen nach oben hat dadurch nur der klei-
ne Anteil der Daten vor dem Sprung einen höheren Stöchiometriewert als in den
stationären Daten berücksichtigt. Bei Sprüngen der Stromdichte auf einen kleine-
ren Wert tritt der Effekt jedoch bei einem Großteil der Datenpunkte dieser Va-
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(a) Schwingungen des Druckreglers (Versuch 11)














(b) Störungen unbekannter Ursache (Versuch 19)
Abbildung 5.4: Beispiele für Störungen in den Messdaten der mittleren Zell-
spannung
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Abbildung 5.5: Ausschnitt aus dem Versuch 18 mit verringerter Leistung
der ersten Zelle
lidationsmessung auf, was bei der Auswertung der Daten berücksichtigt werden
muss.
Nach derselben Vorgehensweise wurden zur Validation die Antworten auf zehn Sauer-
stoffstöchiometriesprünge aufgezeichnet. Vier dieser Sprünge sind identisch zu Sprün-
gen in den Identifikationsdaten, die gemessenen Antworten zeigen jedoch einen deut-
lich anderen Verlauf (vgl. Abbildung 5.6). Es ist zu vermuten, dass dies u. a. an der
unterschiedlich fortgeschrittenen Degradation der beiden verwendeten Stacks liegt
und das Verhalten in den Identifikationsdaten durch die oben beschriebene starke
Degradation nicht mehr dem ursprünglichen Verhalten entspricht. Insbesondere der
für die Identifkationsdatenaufnahme verwendete Stack wurde auch für verschiedene
andere Messungen verwendet. Über diese vorangegangenen Versuche liegen jedoch
keine weiteren Informationen vor, sodass hier keine weitere Interpretation im Hin-
blick auf die Ursachen der Degradation möglich ist.
Die im Folgenden Vorversuche genannten Messungen der Validationsdaten enthalten
jeweils die Sprünge, die identisch bereits in den Identifikationsdaten enthalten sind.
Als Hauptversuche werden die Messungen bezeichnet, die innerhalb des Betriebsbe-
reichs liegen, so jedoch nicht in den Identifikationsdaten vorkommen. Die Tabelle 5.2
zeigt im Überblick die Zusammensetzung der Validationsdaten.
Im Gegensatz zu den Validationsdaten, die am Ende des Identifikationsprozesses di-
rekt für einen Vergleich zwischen Modell und Messung verwendet werden können,
müssen die Identifikationsdaten aufgrund der Verschmelzung von stationären und
dynamischen Messungen in einem Messplan geeignet vorverarbeitet werden. Dabei
müssen die Daten in stationäre Werte für das statische Teilsystem und dynamische
Abweichungen für das dynamische Teilsystem getrennt werden. Zur Ermittlung der
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(a) Sprung 2 aus Versuch 74 der zusätzlichen Identifikationsdaten für die Sauerstoff-
stöchiometrie





























(b) Sprung 1 aus den Validationsdaten für die O2-Stöchiometrie
Abbildung 5.6: Vergleich der Antwort auf denselben Stöchiometriesprung
in den Identifikations- und Validationsdaten
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Anzahl d. Anzahl Datenpunkte mit gültigem O2
Name Versuche TA = 1 s TA = 0.01 s TA = 1 s TA = 0.01 s
Vorvers. j 8 4 766 17 420 50.8% 54.6%
Hauptvers. j 22 12 933 54 744 68.6% 68.2%
Vorvers. O2 4 2 413 – 49.2% –
Hauptvers. O2 6 3 561 – 66.8% –
Tabelle 5.2: Zusammensetzung des Validationsdatensatzes
stationären Werte wurden die Bereiche am Ende der Haltezeiten von 15 min vor dem
nächsten Sprung betrachtet. Aus den gemessenen Signalwerten in diesen Bereichen,
die aufgrund der oben beschriebenen Störungen in den Messdaten manuell ausge-
wählt wurden, wurden dann die Mittelwerte gebildet, um Fehler beispielsweise durch
Messrauschen zu minimieren. Von allen stationären Werten wurden so zwei Schät-
zungen ermittelt, die nochmals durch Mittelwertbildung verrechnet wurden. Die mit
dieser Methode gewonnenen stationären Werte bilden die Basis, um die dynamische
Abweichung als Differenz zwischen den Messungen und den stationären Punkten zu
berechnen.
Zusätzlich wurden für die Sprungdaten mit hoher Abtastrate, die selbst nur die
Stromdichte- und Spannungswerte enthalten, aus den vollständigen Messungen die
zugehörigen Werte der weiteren Eingangsgrößen ermittelt, damit auch für diese die
Differenz aus gemessener Spannung und stationären Werten gebildet werden kann.
5.2.2 Statisches Teilmodell
Mit den aus den gemeinsamen Messdaten extrahierten stationären Betriebspunk-
ten können Modelle für den statischen Teil des Uryson-Modells gewonnen werden.
Im Rahmen dieser Arbeit wurden ein durch Interpolation gewonnenes Kennfeld in
Form einer Nachschlagetabelle sowie ein KNN in Form eines MLP identifiziert und
verglichen.
Kennfeld
Das vierdimensionale Kennfeld wurde mittels einer kubischen Spline-Interpolation
berechnet. Da sich ein vierdimensionales Kennfeld nicht grafisch darstellen lässt,
sind in der Abbildung 5.7 beispielhaft zwei Schnitte durch das Kennfeld dargestellt.
Im oberen Schnitt (Abbildung 5.7(a)), der unter anderem über der Stromdichte
aufgetragen ist, lässt sich der typische Verlauf der Polarisationskurven gut erkennen,
deren Form sich in diesem Fall mit der Feuchte verändert.




















































(b) Schnitt für die Mittelwerte von Stromdichte und Druck
Abbildung 5.7: Zwei Schnitte durch das berechnete Kennfeld der statio-
nären Punkte
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Das Kennfeld wurde sehr fein gerastert als Nachschlagetabelle abgespeichert. Da-
durch ist es möglich, zur Laufzeit anstelle einer Interpolation den nächsten in der
Tabelle vorhandenen Punkt auszulesen, ohne dabei einen großen Fehler zu machen
(Methode des nächsten Nachbarn). Die Berechnung der Interpolation, die mit wach-
sender Zahl an Dimensionen zeitaufwändiger wird, muss so also nicht während der
Simulation, sondern nur einmal vorab durchgeführt werden. Dafür ist jedoch der
Speicherbedarf der Tabelle aufgrund der feinen Rasterung sehr groß. In diesem Fall
wurde der Abstand der Rasterpunkte bei allen Eingangsgrößen mit Ausnahme der
Feuchte zu 0.05, bei der Feuchte zu 1 gewählt. Das so in Tabellenform abgespeicher-
te Kennfeld benötigt in Matlab 5 761 560 Bytes an Speicherplatz. Verdoppelt man
die Schrittweiten, so werden für dieses verkleinerte Kennfeld nur noch 239 616 Bytes
benötigt.
Künstliches neuronales Netz
Alternativ zum Kennfeld wurde mit den Daten der stationären Punkte ein KNN
trainiert. Als Struktur wurde ein MLP gewählt. Versuche haben gezeigt, dass sechs
Neuronen mit der logistischen Funktion als Aktivierungsfunktion in der verdeckten
Schicht und die Verwendung einer linearen Aktivierungsfunktion in der Ausgangs-
schicht die besten Ergebnisse bei der Approximation des Kennfelds liefern (siehe
auch [BK07, Wai06]). Mit 29 467 Bytes in Matlab benötigt das MLP nur 0.5%
des Speicherplatzes des großen und 12.3% des verkleinerten Kennfelds, jedoch muss
die Ausgangsgröße mittels der Gewichte und Schwellwerte für jeden Zeitpunkt in
Abhängigkeit der Eingangsgrößen berechnet werden.
Vergleich der beiden Ansätze
Von der Güte unterscheiden sich die Ansätze kaum. Die mittlere quadratische Ab-
weichung zwischen dem verkleinerten Kennfeld und dem neuronalen Netz liegt in
der Größenordnung von 10−6. Um den Rechenaufwand zu vergleichen, wurde die
Simulation von zehn Datensätzen à 1 000 Datenpunkten jeweils 100 mal mit dem
großen Kennfeld und dem MLP berechnet1. Die mittlere Zeit für die Simulation
eines Datensatzes betrug beim Kennfeld etwa 7.7 ms, beim MLP war sie mit etwa
9.7 ms um 2 ms langsamer. Beide Ansätze sind in der Simulation für den statischen
Anteil bereits unter Matlab drei Größenordnungen schneller als die Echtzeit, was
auf ein schnelles Gesamtmodell hoffen lässt, das eventuell sogar für den Einsatz im
Steuergerät eines Fahrzeugs geeignet ist.
1Die Berechnungen wurden auf einer AMD Athlon64 3200+ CPU unter Windows XP 32bit
und Matlab 2006a durchgeführt.
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5.2.3 Dynamisches Teilmodell
Für den dynamischen Modellanteil wurden zwei lineare Ansätze untersucht. Zum
einen wurden jeweils getrennte zeitkontinuierliche Übertragungsfunktionen für die
beiden Eingangsgrößen berechnet. Zum anderen wurden zeitdiskrete Zustandsraum-
modelle mit verschiedenen 4SID-Verfahren identifiziert. In beiden Fällen wurden die
Daten zur Identifikation des dynamischen Teilmodells aus der Differenz zwischen
dem gemessenen Ausgangssignal und dem simulierten Ausgangssignal des statischen
Teilsystems simuliert. Als Beispiel sind in der Abbildung 5.8 die Identifikationsdaten
des Versuchs 18 für das dynamische Teilmodell dargestellt. Deutlich zu erkennen sind
etwa alle 1 000 Sekunden Abweichungen nach oben im dynamischen Anteil der voll-
ständigen Daten (Abbildung 5.8(a) unten) durch die hohen O2-Stöchiometriewerte,
die in den stationären Werten nicht enthalten sind.
Übertragungsfunktionen
Zur Ermittlung der zeitkontinuierlichen Übertragungsfunktionen (vgl. auch Definiti-
on 2.10) wurde zunächst eine Analyse der Messdaten durchgeführt, um eine geeigne-
te Struktur zu wählen. Da die dynamische Abweichung für größer werdende Zeiten
gegen null geht, muss der Parameter b0 zu null gewählt werden. Außerdem zeigen
die Messungen zu Beginn einen Sprung, sodass ein sprungfähiges System, also ein
System mit Durchgriff gewählt wurde. Der Zählergrad der Übertragungsfunktionen




n + . . .+ b1 s
an sn + . . .+ a1 s+ 1
(5.1)
mit noch unbekannter Ordnung n und Parametern ai und bi. Diese Übertragungs-
funktion kann durch Umformung auch in die Darstellung
G(s) = k0 +
k1
T1 s+ 1




umgeschrieben werden, also einer Parallelschaltung eines P-Glieds und n PT1-Glie-
dern. Dabei gilt der Zusammenhang k0 = −k1 − . . .− kn, da die Sprungantwort für
t→∞ gegen null streben soll.
Zunächst wurden beide Eingangsgrößen getrennt betrachtet. Da die Messdaten für
die Übertragungsfunktion der Sauerstoffstöchiometrie GO2 (s) an einem bereits de-
gradierten Stack ermittelt wurden und deutlich von den Messungen im Identifikati-
onsdatensatz abweichen, konnten diese nicht zur Parameteridentifikation eingesetzt.
Der Anteil an Stöchiometriesprüngen im Identifikationsdatensatz ist so gering, dass
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(a) Dynamischer Anteil der vollständigen Messdaten

































(b) Dynamischer Anteil der hoch aufgelösten Messdaten von Sprung 1
Abbildung 5.8: Dynamischer Anteil (rot) als Differenzsignal der Messdaten
(grün) und der statischen Simulation mit dem interpolierten
Kennfeld (blau) für Versuch 18
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daran keine aussagekräftigen Untersuchungen für die Sauerstoffstöchiometrie oh-
ne zusätzliche Nutzung der in den Stromsprüngen implizit enthaltenen Information
möglich ist. Da das Verhalten bei den Messungen ohne Degradation ein deutlich
erkennbaren dynamischen Verlauf aufweist (vgl. Abbildung 5.6(b)), der stark dem
Verlauf eines PT1-Glieds ähnelt, wird im Folgenden neben einer rein statischen Be-
trachtung der Sauerstoffstöchiometrie eine Übertragungsfunktion erster Ordnung in
die Untersuchungen mit einbezogen.
Für die Übertragungsfunktion der Stromdichte wurden Untersuchungen mit dem
Identifikationsdatensatz durchgeführt. Die Analyse der Messdaten hat gezeigt, dass
durch die sehr schnelle Dynamik, die in den hoch aufgelösten Messdaten zu sehen
ist, und die Dynamik der vollständigen Messdaten zumindest ein System zweiter
Ordnung angesetzt werden muss, da beide Signalanteile einen dynamischen Verlauf
aufweisen (vgl. auch Abbildung 5.8). Um auch eventuelle Überlagerungen durch
verschiedene Zeitkonstanten entdecken zu können, wurden zusätzlich Übertragungs-
funktionen dritter und vierter Ordnung betrachtet. Die Parameter der Übertragungs-
funktionen zweiter bis vierter Ordnung sollten mittels nichtlinearer LS-Schätzung be-
stimmt werden. Die Untersuchungen basieren auf den mit dem Kennfeld berechneten
dynamischen Abweichungen, die für alle Datensätze, d. h. sowohl die mit einer Se-
kunde Abtastzeit als auch die hoch aufgelösten Daten der Sprünge, berechnet wurde.
Viele nichtlineare LS-Schätzungen der Parameter mit unterschiedlichen Startwerten
hätten aufgrund des großen Datensatzes sehr viel Rechenzeit in Anspruch genom-
men. Daher wurden zunächst nur anhand des Versuchs 13 die Parameter geschätzt.
Der Versuch 13 wurde ausgewählt, da dieser etwa in der Mitte des betrachteten
Betriebsbereichs durchgeführt wurde und keine Schwingungen des Druckreglers auf-
weist. Mit den Ergebnissen aus diesen Schätzungen als Startwerte wurden dann die
Parameter mittels nichtlinearer LS-Schätzung über den gesamten Datensatz ermit-
telt. Bei der Übertragungsfunktion vierter Ordnung bereitete die Wahl geeigneter
Startparameter bereits Probleme, da in vielen Fällen die Identifikation nicht zu ei-
nem sinnvollen Ergebnis führte. Dies deutet auf eine zu große Zahl an Freiheitsgraden
bei der Identifikation hin, weshalb auch keine noch höheren Ordnungen untersucht
wurden.
Wie bereits bei den Erläuterungen zur Abbildung 5.3 beschrieben, sind in den dy-
namischen Abweichungen auch Signalanteile enthalten, die auf den Fehler zwischen
maximal im Kennfeld bzw. neuronalen Netz berücksichtigten O2-Stöchiometriewert
von 2.6 und den tatsächlich auftretenden Werten bis über 13 zurückzuführen sind.
Daher wurden zusätzlich Untersuchungen mit den Datenpunkten durchgeführt, de-
ren Sauerstoffstöchiometriewert im Gültigkeitsbereich liegt oder diesen um nicht
mehr als 0.1 übersteigt. Der Anteil der Datenpunkte des gesamten Datensatzes,
die eine Stöchiometrie über 2.7 aufweisen, beträgt 39.8%. Dieser hohe Anteil kommt
von den Messdaten mit hoher Auflösung, die aufgrund der niedrigen Abtastzeit einen
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Ordnung gesamter Datensatz Punkte mit gültigem O2
von Gj(s) Mittelwert Standardabw. Mittelwert Standardabw.
2 0.15 · 10−3 13.04 · 10−3 1.63 · 10−3 14.77 · 10−3
3 0.13 · 10−3 12.96 · 10−3 1.63 · 10−3 14.63 · 10−3
4 0.13 · 10−3 12.90 · 10−3 1.63 · 10−3 14.57 · 10−3
(a) Alle Datenpunkte im Gütemaß
Ordnung gesamter Datensatz Punkte mit gültigem O2
von Gj(s) Mittelwert Standardabw. Mittelwert Standardabw.
2 0.39 · 10−3 11.45 · 10−3 0.65 · 10−3 14.75 · 10−3
3 0.38 · 10−3 11.33 · 10−3 0.63 · 10−3 14.60 · 10−3
4 0.38 · 10−3 11.33 · 10−3 0.63 · 10−3 14.59 · 10−3
(b) Nur Datenpunkte mit gültiger O2-Stöchiometrie im Gütemaß
Tabelle 5.3: Statistische Daten des Simulationsfehlers für den Identifika-
tionsdatensatz bei Übertragungsfunktionen unterschiedlicher
Ordnung für die Stromdichte j
relativ großen Anteil (79.1%) am Datensatz haben und genau um die Stromdichte-
spünge aufgenommen wurden, wo der Effekt der hohen Stöchiometriewerte auftritt.
Neben einer reinen Bewertung der Ergebnisse in diesen Punkten wurden in einem
weiteren Schritt nur diese Punkte bei der Identifikation im Gütemaß bewertet. Die
statistischen Daten der Simulationsergebnisse dieser verschiedenen Modelle sind in
der Tabelle 5.3 zu finden.
Analysiert man die Ergebnisse, so sieht man an den statistischen Daten bereits
deutlich, dass die Punkte außerhalb des gültigen Bereichs des statischen Anteils
die Simulationsergebnisse maßgeblich beeinflussen. Werden diese Punkte nicht im
Gütemaß berücksichtigt, so verbessert sich das Ergebnis in den Punkten mit gültiger
Stöchiometrie deutlich.
Als Ergebnis dieser Untersuchungen der Eingangsgröße Stromdichte lässt sich zusam-
menfassen, dass die Übertragungsfunktionen zweiter Ordnung bereits gute Ergebnis-
se liefern. Beispielhaft sind in der Abbildung 5.9 die Simulationsergebnisse zweiter
und dritter Ordnung für den dynamischen Anteil des Versuchs 18 abgebildet. Bei
der Verwendung einer Übertragungsfunktion dritter Ordnung kann noch eine leich-
te Verbesserung erzielt werden, höhere Ordnungen bringen jedoch keine weiteren
Vorteile. Die Beschränkung des Gütemaßes auf Punkte mit gültiger Stöchiometrie
bringt eine leichte Verbesserung, da nicht mehr versucht wird, die fehlenden Anteile
des Kennfelds auszugleichen.
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(a) Dynamischer Anteil der vollständigen Messdaten























(b) Dynamischer Anteil der hoch aufgelösten Messdaten von Sprung 1
Abbildung 5.9: Simulationsergebnisse mit Übertragungsfunktionen ver-
schiedener Ordnung für die Stromdichte für den dynami-
schen Anteil der Messdaten des Versuchs 18 (grün) mit al-
len Punkten im Gütemaß (blau) und nur den Punkten mit
gültigem O2 im Gütemaß (rot) bei Identifikation über den
kompletten Datensatz, wobei die Verläufe der Modelle in
weiten Bereichen nahezu übereinstimmen (nur rot sichtbar)
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Ordnung gesamter Datensatz Punkte mit gültigem O2
von Gj(s) Mittelwert Standardabw. Mittelwert Standardabw.
1 −2.68 · 10−3 5.94 · 10−3 −2.00 · 10−3 5.46 · 10−3
2 −2.69 · 10−3 5.92 · 10−3 −2.00 · 10−3 5.44 · 10−3
3 −2.75 · 10−3 5.77 · 10−3 −2.10 · 10−3 5.34 · 10−3
(a) Alle Datenpunkte im Gütemaß
Ordnung gesamter Datensatz Punkte mit gültigem O2
von Gj(s) Mittelwert Standardabw. Mittelwert Standardabw.
1 −1.67 · 10−3 5.04 · 10−3 −1.88 · 10−3 5.30 · 10−3
2 −1.68 · 10−3 5.03 · 10−3 −1.88 · 10−3 5.29 · 10−3
3 −1.25 · 10−3 6.43 · 10−3 −1.41 · 10−3 6.79 · 10−3
(b) Nur Datenpunkte mit gültiger O2-Stöchiometrie im Gütemaß
Tabelle 5.4: Statistische Daten des Simulationsfehlers bei Übertragungs-
funktionen unterschiedlicher Ordnung für die Stromdichte j nur
für die Datensätze mit TA = 1 s des Identifikationsdatensatzes
Nicht immer sind die ganz schnellen dynamischen Vorgänge, die in den hoch aufgelös-
ten Daten zu sehen sind, bei der Simulation von Interesse. Daher wurde zusätzlich
untersucht, wie die Ergebnisse bei der Identifikation von Übertragungsfunktionen
alleine auf Basis der vollständigen Datensätze mit einer Abtastzeit von TA = 1 s
ausfallen. In diesem Fall hat der Identifikationsdatensatz nur 228 443 Messpunkte,
wovon nur 10.7% einen zu hohen O2-Stöchiometriewert aufweisen. Da hier der sehr
schnelle dynamische Anteil der hoch aufgelösten Daten wegfällt, wurden Übertra-
gungsfunktionen erster bis dritter Ordnung untersucht. Die statistischen Ergebnisse
finden sich in der Tabelle 5.4.
Ebenfalls am Versuch 18 sind die Ergebnisse erster und zweiter Ordnung in der
Abbildung 5.10 dargestellt. Wie schon anhand der statistischen Daten zu erwarten
ist, unterscheiden sich die Ergebnisse zwischen erster und zweiter Ordnung praktisch
nicht, womit die Verwendung zweiter Ordnung nicht gerechtfertigt ist. Allerdings
spielt im Vergleich zum vollständigen Datensatz die Beschränkung des Gütemaßes
auf Punkte mit gültigem O2 eine deutlich größere Rolle. Durch sie werden die guten
Ergebnisse nochmals verbessert.
Es ist bereits an diesen Untersuchungen ersichtlich, dass mit den Übertragungs-
funktionen ein gutes Ergebnis des Modells zu erwarten ist. So verschwindet bereits
bei alleiniger Verwendung einer Übertragungsfunktion für die Stromdichte der Si-
mulationsfehler nahezu. Die Standardabweichung bleibt unter einem Prozent des
niedrigsten im Betrieb vorkommenden mittleren Zellspannungswertes. Die Ergeb-
nisse dieser Untersuchungen dienen als Basis für die gemeinsame Identifikation je-
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Abbildung 5.10: Simulationsergebnisse der Übertragungsfunktionen ver-
schiedener Ordnung für die Stromdichte für den dynami-
schen Anteil der Messdaten des Versuchs 18 (grün) mit
allen Punkten im Gütemaß (blau) und nur den Punkten
mit gültigem O2 im Gütemaß (rot) bei der Identifikation
nur mit den Daten mit TA = 1 s, wobei die Verläufe der
Modelle in weiten Bereichen nahezu übereinstimmen (nur
rot sichtbar)
Ordnung alle Datenpunkte Punkte mit gültigem O2
von Gj(s) Mittelwert Standardabw. Mittelwert Standardabw.
2 0.05 · 10−3 12.22 · 10−3 1.05 · 10−3 14.08 · 10−3
3 0.02 · 10−3 12.10 · 10−3 0.99 · 10−3 13.95 · 10−3
(a) Identifikation mit dem kompletten Datensatz
Ordnung alle Datenpunkte Punkte mit gültigem O2
von Gj(s) Mittelwert Standardabw. Mittelwert Standardabw.
1 −2.17 · 10−3 5.59 · 10−3 −1.98 · 10−3 5.29 · 10−3
2 −2.67 · 10−3 5.56 · 10−3 −2.38 · 10−3 5.37 · 10−3
(b) Identifikation mit den Daten mit TA = 1 s
Tabelle 5.5: Statistische Daten des Simulationsfehlers bei unterschiedlichen
Ordnungen der Übertragungsfunktion für die Stromdichte j
und erster Ordnung der Übertragungsfunktion für die O2-
Stöchiometrie O2
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weils einer Übertragungsfunktion für Stromdichte und Sauerstoffstöchiometrie auf
Basis des Identifikationsdatensatzes. Die Ordnung der Übertragungsfunktion für die
O2-Stöchiometrie wurde dabei zu eins gewählt. Der Fall einer rein statischen Be-
trachtung dieser Eingangsgröße entspricht gerade den oben beschriebenen Untersu-
chungen für die Stromdichte.
Bei der gemeinsamen Identifikation wurden im Fall aller Messdaten für die Strom-
dichte Übertragungsfunktionen zweiter und dritter Ordnung weiter untersucht, für
den Datensatz ohne hoch aufgelöste Daten Übertragungsfunktionen erster und zwei-
ter Ordnung. Eine Beschränkung des Gütemaßes auf die Datenpunkte mit gültigem
O2 fand nicht statt, da diese Bereiche genau die dynamische Antwort des PEMFC-
Stacks auf Sprünge in der O2-Stöchiometrie enthalten. Ohne diese Bereiche wäre so-
mit die Übertragungsfunktion für diese Eingangsgröße nicht sinnvoll identifizierbar.
Die statistischen Kenndaten der so gewonnenen Ergebnisse sind für die Identifika-
tion mit dem kompletten Datensatz in der Tabelle 5.5(a) und für die Identifikation
ohne die hoch aufgelösten Daten in der Tabelle 5.5(b) zusammengefasst.
Vergleicht man die Ergebnisse für den kompletten Datensatz mit den Ergebnissen
mit reiner Stromdichte-Dynamik aus der Tabelle 5.3, so sieht man, dass durch die
Hinzunahme der Übertragungsfunktion für die Sauerstoffstöchiometrie ähnliche Ver-
besserungen erreicht werden wie durch die Beschränkung auf Punkte mit gültigem
O2 im Gütemaß. Am Beispiel von Versuch 18 sind in der Abbildung 5.11 die ver-
schiedenen Simulationsverläufe dargestellt. Daran wird deutlich, dass ähnlich wie
bei der Beschränkung des Gütemaßes die Verläufe nun in den Bereichen gültiger
Stöchiometriewerte besser mit der Messung übereinstimmen. Die stationären Abwei-
chungen durch die fehlenden Kennfelddaten können jedoch nicht vollständig durch
die zusätzliche Übertragungsfunktion ausgeglichen werden. Wie schon bei den vori-
gen Untersuchungen ist auch hier bei der Verwendung des kompletten Datensatzes
trotz einer relativ geringen Verbesserung in den statistischen Daten die qualitative
Nachbildung der Messdaten bei einer Übertragungsfunktion dritter Ordnung besser
als bei der zweiter Ordnung.
Bei der Beschränkung auf die Daten mit TA = 1 s ist im Gegensatz zur reinen Be-
trachtung der Stromdichte der Unterschied zwischen erster und zweiter Ordnung
praktisch vernachlässigbar. Zusätzlich werden hier auch die Bereiche der reinen An-
regung durch Stöchiometriespünge am Besten von allen bisher untersuchten Mög-
lichkeiten nachgebildet, wenngleich die Fehler im stationären Kennfeld nicht immer
vollständig ausgeglichen werden können.
Alle bisher beschriebenen Versuche wurden exemplarisch mit den stationären Daten
des interpolierten Kennfelds durchgeführt. Die prinzipiellen Aussagen gelten ebenso
für die Verwendung des MLP als statische Komponente zur Berechnung der dyna-
mischen Abweichung. Ein Vergleich der Ergebnisse mit Kennfeld und neuronalem
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(a) Identifikation mit dem kompletten Datensatz für die Ordnungen zwei (blau) und
drei (rot)













(b) Identifikation mit den Daten mit TA = 1 s für die Ordnungen eins (blau) und zwei
(rot)
Abbildung 5.11: Simulationsergebnisse mit Übertragungsfunktionen ver-
schiedener Ordnung für die Stromdichte und einer Über-
tragungsfunktion erster Ordnung für die O2-Stöchiometrie
für den dynamischen Anteil der Messdaten des Versuchs
18 (grün), wobei die Verläufe der Modelle in weiten Berei-
chen nahezu übereinstimmen (nur rot sichtbar)
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Netz erfolgt im Abschnitt 5.2.4, zuvor wird noch die alternative Modellierungsform
des dynamischen Teilmodells durch ein lineares zeitdiskretes Zustandsraummodell
beschrieben.
Zustandsraummodell
Zur Identifikation eines Zustandsraummodells für die beiden Eingangsgrößen des dy-
namischen Anteils wurden drei verschiedene 4SID-Varianten eingesetzt. Zum einen
wurden die beiden kommerziellen Produkte, die Funktion n4sid aus der System
Identification Toolbox in Matlab sowie Adaptx, verwendet. Daneben kam
eine selbst implementierte Version des generischen Algorithmus der geometrischen
4SID-Verfahren zum Einsatz, die zusätzlich für den Einsatz mit mehreren Daten-
sätzen nach [DFPB96] erweitert wurde (vgl. auch [Nic07]). Dabei werden für jedes
Fragment die Block-Hankel-Matrizen einzeln aufgestellt und nebeneinander zu den
Gesamtdatenmatrizen zusammengefügt, die im 4SID-Algorithmus dann verwendet
werden. Die Implementierung wurde gegenüber der Originalbeschreibung in [OM96]
numerisch auf den dynamischen Anteil des vorliegenden Identifikationsdatensatzes
optimiert, insbesondere hinsichtlich der auftretenden Matrixinversionen.
Da für die 4SID-Methoden äquidistant abgetastete Signale benötigt werden, wurden
nur die Messdaten mit TA = 1 s verwendet, die Abtastzeit des geschätzten zeitdis-
kreten Zustandsraummodells beträgt also ebenfalls TA = 1 s. Aus diesem Grund
konnten auch die Datenpunkte mit zu hohen O2-Stöchiometriewerten nicht aus dem
Datensatz entfernt oder wie bei den Übertragungsfunktionen bei der Gewichtung
ausgelassen werden. Die Gesamtzahl der Datenpunkte dieses Datensatzes beträgt
N = 228 443.
Zunächst werden die Vorgehensweise mit der selbst implementierten Variante des
generischen Algorithmus und die damit erzielten Ergebnisse präsentiert. Der Para-
meter i der Block-Hankel-Datenmatrizen und damit die höchst mögliche zu identi-
fizierende Ordnung wurde hier zu i = 15 gewählt, was auf Basis der Ergebnisse der
Übertragungsfunktionen mehr als ausreichend erschien, aufgrund des großen Daten-
umfangs jedoch auch keinen Nachteil gegenüber kleineren Werten hat. Die Zahl der
Spalten der Datenmatrizen berechnet sich bei der Erweiterung auf Nf Datensatz-
fragmente über die Formel j = N −Nf (2 i− 1). Für die Nf = 29 Fragmente ergibt
sich damit hier j = 227 602. Eine physikalische Einschränkung der Struktur wie bei
den Übertragungsfunktionen ist im Rahmen der 4SID nicht möglich. Die folgenden
Untersuchungen wurden wie bei den Übertragungsfunktionen mit dem Kennfeld zur
Berechnung des dynamischen Anteils durchgeführt.
Die mit dem generischen geometrischen 4SID-Algorithmus berechneten Singulärwer-
te sind in der Abbildung 5.12 dargestellt. Bei der manuellen Wahl der Ordnung wird
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Abbildung 5.12: Mit dem generischen geometrischen 4SID-Algorithmus mit
CVA-Gewichtung berechnete Singulärwerte zur Ordnungs-
bestimmung
alle Datenpunkte Punkte mit gültigem O2
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 0.48 · 10−3 6.13 · 10−3 0.28 · 10−3 5.93 · 10−3
2 0.46 · 10−3 7.65 · 10−3 −0.11 · 10−3 7.11 · 10−3
Tabelle 5.6: Statistische Daten des Simulationsfehlers für das Zustands-
raummodell verschiedener Ordnungen bei Identifikation mit al-
len Daten mit TA = 1 s
häufig nach einem großen Abfall zwischen zwei Singulärwerten gesucht. Mit dieser
Regel kämen hier ein Modell dritter oder fünfter Ordnung in Betracht. Für eine Ana-
lyse wurden Modelle mit allen möglichen Ordnungen berechnet. Dabei zeigte sich,
dass alle Modelle mit einer Ordnung größer als zwei nicht brauchbar sind, da sie star-
ke Schwingungen aufweisen, ein Großteil davon zeigt zusätzlich instabiles Verhalten.
Die Modelle erster und zweiter Ordnung lieferten brauchbare Ergebnisse (vgl. Ta-
belle 5.6 und Abbildung 5.13), allerdings zeigt das Modell zweiter Ordnung bereits
Überschwinger. Insgesamt sind die Resultate nicht so gut wie die besten Ergebnisse
mit den Übertragungsfunktionen auf derselben Datenbasis.
Als Ursache für die auftretenden Schwingungen bei höheren Ordnungen konnten bei
Untersuchungen mit jeweils einer Auswahl der Versuche die Messungen ermittelt
werden, bei denen die Schwingungen des Druckreglers auftraten. Besonders stark
waren diese Schwingungen bei den Versuchen 2, 5, 11 und 23 der Fall. Daher wurde
die Identifikation erneut mit einem Datensatz durchgeführt, aus dem diese Versuche
entfernt wurden. Die daraus berechneten Singulärwerte sind in der Abbildung 5.14
dargestellt. Hier würden nach dem Kriterium des großen Abfalls Modelle erster und
fünfter Ordnung in Frage kommen.
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Abbildung 5.13: Simulationsergebnisse für den dynamischen Anteil der
Messdaten von Versuch 18 (grün) mit den Zustandsraum-
modellen erster (blau) und zweiter Ordnung (rot) bei Iden-
tifikation mit allen Daten mit TA = 1 s















Abbildung 5.14: Mit dem generischen geometrischen 4SID-Algorithmus mit
CVA-Gewichtung berechnete Singulärwerte zur Ordnungs-
bestimmung bei reduziertem Datensatz
alle Datenpunkte Punkte mit gültigem O2
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 0.78 · 10−3 6.02 · 10−3 0.62 · 10−3 5.84 · 10−3
5 0.98 · 10−3 6.20 · 10−3 0.63 · 10−3 5.93 · 10−3
Tabelle 5.7: Statistische Daten des Simulationsfehlers für das Zustands-
raummodell verschiedener Ordnungen bei Identifikation mit
dem reduzierten Datensatz mit TA = 1 s
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Abbildung 5.15: Simulationsergebnisse für den dynamischen Anteil der
Messdaten von Versuch 18 (grün) mit den Zustandsraum-
modellen erster (blau) und fünfter Ordnung (rot) bei Iden-
tifikation mit dem reduzierten Datensatz mit TA = 1 s, wo-
bei die Verläufe der Modelle in weiten Bereichen nahezu
übereinstimmen (nur rot sichtbar)
















Abbildung 5.16: Von der Matlab-Funktion n4sid ausgegebene Grafik
der berechneten Singulärwerte mit automatisch gewählter
Ordnung (rot)
Die Ergebnisse für die Modelle erster und fünfter Ordnung sind in der Tabelle 5.7
und für die Messung 18 in der Abbildung 5.15 abgebildet. Die geschätzten Model-
le zweiter bis vierter Ordnung sind instabil. Die Modelle höherer Ordnungen sind
zwar stabil, die Ergebnisse unterscheiden sich jedoch praktisch nicht von dem Mo-
dell fünfter Ordnung, sodass die höhere Ordnung keine Vorteile bringt. Auch die
Unterschiede zwischen erster und fünfter Ordnung sind so gering, dass wegen des
höheren Rechenaufwands sich die Verwendung der hohen Ordnung nicht lohnt und
das Modell erster Ordnung somit das beste mit dieser Implementierung ermittelte
Modell darstellt.
Bei der Berechnung mit der kommerziell implementierten Variante eines laut Doku-
mentation [Mat09] sehr ähnlichen geometrischen Algorithmus, der Funktion n4sid
aus der System Identification Toolbox in Matlab, musste die Reduktion der
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alle Datenpunkte Punkte mit gültigem O2
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 0.40 · 10−3 7.56 · 10−3 −0.39 · 10−3 6.76 · 10−3
2 0.81 · 10−3 6.82 · 10−3 0.12 · 10−3 6.38 · 10−3
3 0.62 · 10−3 7.07 · 10−3 −0.13 · 10−3 6.49 · 10−3
4 0.63 · 10−3 6.78 · 10−3 −0.04 · 10−3 6.31 · 10−3
5 0.63 · 10−3 6.92 · 10−3 −0.08 · 10−3 6.40 · 10−3
(a) Modelle ohne Durchgriff
alle Datenpunkte Punkte mit gültigem O2
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 0.36 · 10−3 6.34 · 10−3 0.10 · 10−3 6.06 · 10−3
2 0.30 · 10−3 6.06 · 10−3 −0.03 · 10−3 5.80 · 10−3
3 0.49 · 10−3 6.07 · 10−3 0.25 · 10−3 5.88 · 10−3
4 0.48 · 10−3 6.06 · 10−3 0.23 · 10−3 5.86 · 10−3
5 0.49 · 10−3 6.07 · 10−3 0.25 · 10−3 5.88 · 10−3
(b) Modelle mit Durchgriff
Tabelle 5.8: Statistische Daten des Simulationsfehlers für die mit der
Matlab-Funktion n4sid berechneten Zustandsraummodelle
verschiedener Ordnungen für den Datensatz mit TA = 1 s
Datensätze nicht vorgenommen werden. Es ist daher zu vermuten, dass hier zusätz-
lich Erweiterungen zur Stabilisierung des berechneten Systems implementiert sind.
Der Algorithmus wurde mit seinen Standardeinstellungen verwendet, bei der Modelle
bis zehnter Ordnung in Erwägung gezogen werden und einige weitere Parameter wäh-
rend des Durchlaufs automatisch gewählt werden. Bei diesem Datensatz kam stets
die CVA-Gewichtung sowie ein Zukunftshorizont von 15 zur Anwendung. Die beiden
Vergangenheitshorizonte (vgl. auch Abschnitt 3.3.3) wurden vom Algorithmus stets
beide identisch zu 31 gewählt. Im Gegensatz zu den anderen hier verwendeten Al-
gorithmen liefert die Funktion n4sid eine Systembeschreibung in Innovationsform,
die in der Standardeinstellung keinen Durchgriff aufweist. Hier wurde zusätzlich die
Variante mit explizit ausgewähltem Durchgriff mit in die Untersuchungen aufgenom-
men. Die Ordnung wird in der Standardeinstellung ebenfalls automatisch ermittelt.
Die zugehörigen Singulärwerte sind in der Abbildung 5.16 zu finden, die automati-
sche Wahl ergab jeweils ein Modell dritter Ordnung.
Zusätzlich zu diesen beiden Modellen wurden durch eine manuelle Ordnungswahl
mit ansonsten identischen Parametern wie beim automatischen Durchlauf auch die
Ordnungen eins bis fünf zusätzlich untersucht. Die Ergebnisse für die mit der Funk-
tion n4sid berechneten Modelle sind in der Tabelle 5.8 zusammengefasst. Es ist klar
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Abbildung 5.17: Simulationsergebnisse für den dynamischen Anteil der
Messdaten von Versuch 18 (grün) mit den mit n4sid
berechneten Zustandsraummodellen erster (blau), zweiter
(rot) und dritter(cyan) Ordnung
zu erkennen, dass die Modelle mit Durchgriff besser abschneiden als die Modelle
ohne Durchgriff, was auch dem gewählten Ansatz bei den Übertragungsfunktionen
entspricht, der anhand des Verlaufs aus den Messdaten bestimmt wurde. Allerdings
sieht man auch, dass die automatisch ausgewählten Modelle dritter Ordnung weder
im Hinblick auf den Mittelwert des Fehlers noch auf die Varianz des Fehlers die
optimale Wahl darstellen, da die Ordnungswahl auf Basis der Singulärwerte erfolgt.
In beiden Fällen würden Modelle niedrigerer Ordnung mit besseren Ergebnissen
bezüglich dieser Gütemaße existieren. Da es sich bei der Anwendung hier um die
lineare Approximation eines nichtlinearen System handelt, ist jedoch ein genereller
Rückschluss auf die Tauglichkeit der Ordnungsschätzung nicht möglich.
Um zusätzlich die Simulationen qualitativ beurteilen zu können, sind in der Abbil-
dung 5.17 für die Modelle erster bis dritter Ordnung mit Durchgriff die Verläufe
für den Versuch 18 aufgetragen. Die Ergebnisse sind sehr ähnlich und die Bereiche
mit den Stöchiometriesprüngen werden relativ gut nachgebildet, weshalb auch die
Fehler über den kompletten Datensatz sehr niedrig sind. Allerdings folgt der Ein-
schwingvorgang bei dem Modell erster Ordnung nicht ganz so gut dem Verlauf der
Messungen wie bei den anderen beiden Modellen. Die höhere Ordnung drei bringt
hingegen keine Vorteile gegenüber dem Modell zweiter Ordnung. Somit stellt das Mo-
dell zweiter Ordnung mit Durchgriff die beste mit der Funktion n4sid berechnete
Repräsentation des dynamischen Anteils bei manueller Wahl der Ordnung dar.
Als dritte Möglichkeit wurde das Zustandsraummodell mit Adaptx, der kommerzi-
ell erhältlichen Implementierung der statistischen CVA, identifiziert. Auch bei dieser
Variante kann ausgewählt werden, ob ein Modell mit oder ohne Durchgriff geschätzt
werden soll. Zusätzlich muss die maximale Ordnung des HOARX-Modells vorgege-
ben werden, die bei der Bestimmung der HOARX-Ordnung mit dem AICc nicht
überschritten werden darf. Sie stellt damit auch die Obergrenze für die Ordnung des
Zustandsraummodells dar.
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(a) Berechnung ohne Durchgriff













(b) Berechnung mit Durchgriff
Abbildung 5.18: Mit Adaptx berechnete optimale Ordnungen des Zu-
standsraummodells (ZRM) in Abhängigkeit der maxima-
len Ordnung des HOARX-Modells
HOARX- alle Datenpunkte Punkte mit gültigem O2
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 0.30 · 10−3 7.25 · 10−3 −0.15 · 10−3 6.64 · 10−3
2 0.33 · 10−3 6.86 · 10−3 −0.12 · 10−3 6.38 · 10−3
3 0.31 · 10−3 7.19 · 10−3 −0.17 · 10−3 6.60 · 10−3
4 0.30 · 10−3 6.94 · 10−3 −0.18 · 10−3 6.41 · 10−3
5 0.30 · 10−3 7.09 · 10−3 −0.18 · 10−3 6.52 · 10−3
(a) Modelle ohne Durchgriff
HOARX- alle Datenpunkte Punkte mit gültigem O2
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 0.37 · 10−3 6.59 · 10−3 −0.00 · 10−3 6.21 · 10−3
2 0.38 · 10−3 6.46 · 10−3 0.01 · 10−3 6.13 · 10−3
3 0.40 · 10−3 6.41 · 10−3 0.05 · 10−3 6.10 · 10−3
4 0.37 · 10−3 6.58 · 10−3 −0.02 · 10−3 6.20 · 10−3
5 0.38 · 10−3 6.59 · 10−3 −0.01 · 10−3 6.21 · 10−3
(b) Modelle mit Durchgriff
Tabelle 5.9: Statistische Daten des Simulationsfehlers für die mit Adaptx
berechneten Zustandsraummodelle bei verschiedenen HOARX-
Ordnungen für den Datensatz mit TA = 1 s
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Abbildung 5.19: Simulationsergebnisse für den dynamischen Anteil der
Messdaten von Versuch 18 (grün) mit den mit Adaptx be-
rechneten Zustandsraummodellen erster (blau) und zwei-
ter (rot) Ordnung mit Durchgriff und dem Modell zweiter
Ordnung ohne Durchgriff (cyan), wobei die Verläufe der
Modelle in weiten Bereichen nahezu übereinstimmen (nur
cyan sichtbar)
In der Abbildung 5.18 sind die jeweils in Abhängigkeit der maximalen HOARX-
Ordnung von Adaptx berechneten, bezüglich des AICc optimalen Ordnungen der
Zustandsraummodelle mit und ohne Durchgriff dargestellt. Dabei entsprach die ge-
wählte HOARX-Ordnung stets dem erlaubten Maximum. In beiden Fällen steigt die
Ordnung des Zustandsraummodells nicht beliebig an, sondern stagniert. Tenden-
ziell sind die geschätzten Ordnungen mit Durchgriff niedriger. Für die ersten fünf
HOARX-Ordnungen beider Modellvarianten sind die statistischen Daten der Simu-
lationsfehler in der Tabelle 5.9 zusammengefasst. Im Gegensatz zum vorigen Ansatz
ist hier der Unterschied zwischen Modellen mit und ohne Durchgriff nicht so deut-
lich. Die Modelle mit Durchgriff weisen jedoch eine geringere Standardabweichung
und ein besseres Verhalten im Bereich der gültigen Stöchiometrie auf, wohingegen
die kaum erhöhten Mittelwerte des Fehlers über den gesamten Datensatz kaum ins
Gewicht fallen.
Zum optischen Vergleich der Ergebnisse sind in der Abbildung 5.19 die mit den
Modellen erster und zweiter Ordnung mit Durchgriff simulierten Verläufe für den
Versuch 18 dargestellt. Zum Vergleich ist außerdem der Simulationsverlauf des Mo-
dells zweiter Ordnung ohne Durchgriff in derselben Abbildung zu finden, da dieses
die geringste Varianz dieser Modellvarianten aufweist. Man sieht, dass der Verlauf
des Modells ohne Durchgriff an einigen wenigen Stellen (z. B. bei etwa 6 000 s) etwas
abweicht und die Messung nicht so gut wiedergibt wie die anderen beiden Modelle.
Bei diesen ähneln sich die Verläufe sehr stark, sodass eine Ordnung höher als eins
vom Verlauf her nicht gerechtfertigt erscheint. Da auch die statistischen Kenndaten
nur minimal abweichen, kann also das Modell erster Ordnung mit Durchgriff als die
beste mit der Implementierung Adaptx berechnete Variante angesehen werden.
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Vergleich der beiden Ansätze
Trotz linear modellierter Dynamik und durch die Messung bedingte Abweichungen
wie die zu hohen Stöchiometriewerte gelingt mit beiden Ansätzen, den Übertra-
gungsfunktionen und dem Zustandsraummodell, die Nachbildung der dynamischen
Abweichung von den stationären Werten im betrachteten Betriebsbereich sehr gut.
Werden die sehr schnellen dynamischen Vorgänge nicht benötigt, beispielsweise weil
ein zu regelndes Stellglied eine langsamere Dynamik hat, so gelingt die Modellierung
bereits mit sehr einfachen Modellen erster Ordnung. Die Untersuchungen haben auch
gezeigt, dass sich bei dem vorliegenden Versuchsszenario der Aufwand zur zusätzli-
chen Modellierung des dynamischen Verhaltens bei Sauerstoffstöchiometriesprüngen
kaum lohnt. Wegen der nicht durch das Kennfeld abgedeckten hohen Stöchiometrie-
werte kann ein rein dynamischer Anteil in diesen Bereichen nicht berechnet werden.
Dadurch müssen sehr große Abweichungen durch die Übertragungsfunktion nachge-
bildet werden. Das gelingt nur eingeschränkt, da diesen wiederum die korrekten rein
dynamischen Abweichungen bei den Punkten mit gültiger Stöchiometrie gegenüber-
steht.
Bei den 4SID-Algorithmen stellt die Hinzunahme der Sauerstoffstöchiometrie als
Eingangsgröße hingegen praktisch keinen weiteren Aufwand dar. Nur der Speicher-
aufwand, der insbesondere bei den geometrischen Verfahren durch die dort zum Ein-
satz kommenden Block-Hankel-Matrizen hoch ist, steigt. Bei größeren Datensätzen
oder Betrachtung weiterer Eingangsgrößen müsste gegebenenfalls überprüft werden,
ob durch eine optimierte Implementierung der Speicherplatzbedarf noch weiter re-
duziert werden kann, wenn bei der Anwendung des Algorithmus durch zu große
Matrizen Speicherprobleme auftreten. Für die Identifikation mit Datensätzen unter-
schiedlicher Abtastzeit ist die 4SID-Identifikation jedoch nicht geeignet. Ansonsten
liefert sie die deutlich besseren Ergebnisse und sollte daher den Übertragungsfunk-
tionen vorgezogen werden.
Im Vergleich der drei verwendeten Algorithmen schneidet der selbst implementierte
Algorithmus deutlich schlechter als die kommerziellen Produkte ab. Das kann u. a.
an numerischen Schwierigkeiten der Implementierung, aber auch an der fehlenden
Strukturbeschränkung bei der Schätzung des schiefen Prädiktors liegen. Der Ver-
gleich mit den Ergebnissen der Funktion n4sid aus Matlab lässt vermuten, dass
anstelle des in der Dokumentation als Quelle genannten einfachen generischen Algo-
rithmus aus [Lju99] eine andere Variante bzw. diverse Erweiterungen implementiert
sind, die die Schätzung zusätzlich verbessern. Nur so können auch die Fähigkeit
zur Verarbeitung mehrere Datensätze, die stets stabil geschätzten Modelle und die
automatische Wahl diverser Parameter erklärt werden, die jedoch nicht exakt doku-
mentiert sind. Die erzielten Ergebnisse sind sehr gut, hier findet auch eine deutliche
Kompensation des fehlenden statischen Kennfeldes statt. Ebenfalls sehr gut sind die
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mit Adaptx erzielten Ergebnisse. In beiden Fällen konnte die Ordnung gegenüber
der automatischen Wahl nochmals reduziert werden, ohne dabei einen merkbaren
Abstrich bei der Qualität der Simulationsergebnisse hinnehmen zu müssen.
Vom Identifikationsaufwand her stellen die 4SID-Methoden die mit Abstand einfa-
chere Methode dar. Es entfallen hier sowohl die aufwändige Parameteroptimierung
im Rahmen der nichtlinearen LS-Schätzung als auch die dazu notwendige Suche
nach geeigneten Startwerten und die mehrfache Durchführung zur Überprüfung, ob
es sich nicht um ein lokales Minimum handelt. Auch ohne Strukturvorgaben, die
bei der 4SID mit Ausnahme des Durchgriffs nicht möglich sind, zeigen die Modelle
das gewünschte Verhalten. Bei der Simulationszeit hat unter Matlab ein zeitdis-
kretes Zustandsraummodell fünfter Ordnung in Kombination mit dem Kennfeld als
statischen Anteil mit durchschnittlich 17.7 ms einen klaren Geschwindigkeitsvorteil
von etwa 6 ms pro 1 000 Datenpunkten gegenüber zwei zeitkontinuierlichen Über-
tragungsfunktionen zweiter und erster Ordnung, die ebenfalls mit dem Kennfeld
kombiniert wurden und durchschnittlich 23.7 ms für 1 000 Datenpunkte benötig-
ten2. Legt man sich jedoch auf eine Abtastzeit für die Simulation fest, so können
die zeitkontinuierlichen Übertragungsfunktionen diskretisiert und ggf. auch in eine
Zustandsraumdarstellung umgerechnet werden, sodass dann dieser Nachteil entfällt.
5.2.4 Ergebnisse des Gesamtmodells und Validation
Die beschriebenen Möglichkeiten zur Modellierung des statischen und des dyna-
mischen Teilsystems lassen sich jeweils zu einem Gesamtmodell kombinieren. Die
bisher durchgeführten Untersuchungen für die dynamischen Modelle wurden dabei
aus Gründen der Übersichtlichkeit nur für die dynamischen Anteile der Daten be-
rechnet, die mit dem Kennfeld ermittelt wurden. Die prinzipiellen Aussagen gelten
auch für die Verwendung des KNN, allerdings unterscheiden sich die konkreten sta-
tistischen Werte leicht. Im Folgenden werden daher mit den besten Ergebnissen der
vorangegangenen Untersuchungen die jeweiligen Gesamtmodelle gegenübergestellt
und zusätzlich an den Validationsdaten getestet.
Modelle für den gesamten Datensatz mit hoch aufgelösten Daten
Für den vollständigen Datensatz inklusive der hoch aufgelösten Daten kommen beim
dynamischen Teilmodell nur die zeitkontinuierlichen Übertragungsfunktionen in Be-
tracht. Als beste Ergebnisse der einzelnen Untersuchungen werden hier die alleinige
2Die Werte wurden auf einer AMD Athlon64 3200+ CPU unter Windows XP 32bit und
Matlab 2006a an einem Datensatz mit 1 000 Punkten mit TA = 1 s durch Mittelung über 100
Simulationsläufe berechnet.
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stat. Ordnung alle Datenpunkte Punkte mit gültigem O2
Modell Gj GO2 Mittelwert Standardabw. Mittelwert Standardabw.
KF 3 – 0.38 · 10−3 11.33 · 10−3 0.63 · 10−3 14.60 · 10−3
MLP 3 – 0.68 · 10−3 10.12 · 10−3 1.14 · 10−3 13.02 · 10−3
KF 3 1 0.02 · 10−3 12.10 · 10−3 0.99 · 10−3 13.95 · 10−3
MLP 3 1 1.03 · 10−3 11.37 · 10−3 1.96 · 10−3 12.78 · 10−3
Tabelle 5.10: Statistische Daten des Simulationsfehlers für die ausgewählten
Kombinationen der Teilmodelle für den gesamten Identifikati-
onsdatensatz (KF steht für Kennfeld)
Übertragungsfunktion dritter Ordnung für die Stromdichte, die mit der Beschrän-
kung auf Punkte mit gültiger Sauerstoffstöchiometrie im Gütemaß berechnet wurde,
und die Kombination aus Übertragungsfunktionen dritter Ordnung für die Strom-
dichte und erster Ordnung für die O2-Stöchiometrie gegenübergestellt. Im statischen
Teilmodell können sowohl das neuronale Netz als auch das Kennfeld zum Einsatz
kommen. Aus den Kombinationen ergeben sich insgesamt vier Modelle des PEMFC-
Stacks, die für den vollständigen Datensatz gegenüber gestellt werden.
Die statistischen Kenndaten des Simulationsfehlers dieser vier Modelle für den Iden-
tifikationsdatensatz sind in der Tabelle 5.10 zusammengefasst. Am Beispiel der Mes-
sung 18 sind außerdem die Simulationsverläufe in der Abbildung 5.20 aufgetragen.
Alle vier Modelle beschreiben den Verlauf sehr gut. Zu beachten ist die sehr hohe
Auflösung der Ordinate, durch die die Abweichungen relativ groß erscheinen. Mit
Ausnahme der Sprungstellen, wo größere Abweichungen auftreten können, betragen
die Abweichungen beispielsweise nach dem Sprung 7 weniger als ein Prozent der
normierten mittleren Zellspannung. Bei hohen Sprüngen, beispielsweise bei Sprung
7 zwischen 6 000 s und 7 000 s, bilden die beiden Modelle ohne Übertragungsfunk-
tion für die Sauerstoffstöchiometrie den gemessenen Verlauf etwas besser nach. Bei
niedrigen Sprüngen ist es genau umgekehrt, wie beispielsweise bei Sprung 4 zwischen
3 000 s und 4 000 s und in den hoch aufgelösten Daten von Sprung 1 zu sehen ist.
Bei diesen vier Modellen schneiden jeweils die beiden Modelle mit dem Kennfeld
von der Güte etwas besser ab als ihre Pendants mit MLP. Dennoch kann hier keine
generelle Empfehlung ausgesprochen werden. Die leicht geringere Güte kann durch-
aus in Kauf genommen werden, wenn nicht genügend Speicherplatz für das Kennfeld
zur Verfügung steht. Auch muss ein MLP nicht zwangsläufig mit Daten aus einem
Gitter trainiert werden, wie es zur Erstellung des Kennfelds für gängige Interpolati-
onsverfahren notwendig ist.
Für diese vier Modelle wurde zusätzlich eine Validation durchgeführt. Bei der Vali-
dation ist zu berücksichtigen, dass nur 64.4% des gesamten Validationsdatensatzes
gültige Stöchiometriewerte aufweisen (vgl. auch Tabelle 5.2). Eine Validation der
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(a) Gesamter Verlauf und hoch aufgelöste Messung von Sprung 1













(b) Ausschnitt Sprung 4














(c) Ausschnitt Sprung 7
Abbildung 5.20: Simulationsergebnisse für den dynamischen Anteil der
Messdaten von Versuch 18 (grün) mit Kennfeld und Über-
tragungsfunktion für die Stromdichte (blau), Kennfeld
und Übertragungsfunktionen für Stromdichte und O2-
Stöchiometrie (cyan), MLP und Übertragungsfunktion für
die Stromdichte (rot) sowie MLP und Übertragungsfunk-
tionen für Stromdichte und O2-Stöchiometrie (magenta),
wobei die Verläufe der Modelle in weiten Bereichen nahezu
übereinstimmen (nur magenta sichtbar)
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Modelle ohne Stöchiometriedynamik auch an den Stöchiometriesprüngen ist sinn-
voll, um zu untersuchen, wie gut das statische Verhalten mit den gemessenen Daten
übereinstimmt und ob die Vernachlässigung dieser Dynamik auch bei den Validati-
onsdaten gerechtfertigt ist.
Die statistischen Kennwerte der Validation sind in der Tabelle 5.11 zusammengefasst.
Insgesamt sind die Validationsergebnisse gut, insbesondere die Standardabweichung
bleibt im selben Rahmen wie bei der Identifikation. Daher kann das Modell als gültig
und auch zur Skalierung auf andere Stackgrößen geeignet angesehen werden. Bei den
Mittelwerten der Simulationsfehler für Stromdichtesprünge, die auch bei der Valida-
tion noch im einstelligen Promillebereich liegen, tritt eine leichte Verschiebung auf,
was vermutlich auf den unterschiedlichen Degradationsgrad der PEMFC-Stacks zu-
rückzuführen ist. Im Gegensatz zum Identifikationsdatensatz haben hier die Modelle
mit dem MLP als statisches Teilmodell einen leichten Vorteil. Auch bei der Vali-
dation zeigt sich kein Vorteil bei der Verwendung einer zusätzlichen Übertragungs-
funktion für die Stöchiometrie, die Simulationsergebnisse hängen hauptsächlich vom
statischen Teilmodell ab. Allerdings ist hier aufgrund der geringen Datenbasis für
die Stöchiometriedynamik kein abschließendes Urteil möglich.
Modelle für den Datensatz mit TA = 1 s
Betrachtet man nur die langsameren dynamischen Vorgänge, die in den Daten mit
einer Abtastzeit von TA = 1 s enthalten sind, so kommen für das dynamische Teilsys-
tem zusätzlich die zeitdiskreten Zustandsraummodelle in Frage. Es werden hierbei
die jeweils beste Variante der Zustandsraummodelle aus den Voruntersuchungen zum
Vergleich herangezogen. Auf die weitere Betrachtung des Zustandsraummodells aus
dem selbst implementierten generischen 4SID-Algorithmus, das deutlich schlechtere
Ergebnisse geliefert hat, wird aus Gründen der Übersichtlichkeit jedoch verzichtet.
Auch wenn diese schon in den Voruntersuchungen nicht so gut wie die Zustandsraum-
modelle abgeschnitten haben, kommen zum Vergleich auch Übertragungsfunktionen
zum Einsatz. Hier werden eine alleinige Übertragungsfunktion erster Ordnung für die
Stromdichte, bei deren Berechnung nur die Punkte mit gültigem O2 ins Gütemaß
eingegangen sind, und je eine Übertragungsfunktion erster Ordnung für Stromdichte
und Sauerstoffstöchiometrie mit den Zustandsraummodellen verglichen. Das beste
mit der Funktion n4sid berechnete Modell hat die Ordnung zwei, mit Adaptx wur-
den die besten Ergebnisse mit einer Zustandsraumdarstellung erster Ordnung erzielt.
Beide Modelle haben einen Durchgriff.
Die statistischen Kenndaten des Simulationsfehlers dieser acht Modelle für die Da-
ten mit TA = 1 s des Identifikationsdatensatzes fasst die Tabelle 5.12 zusammen. Bei
allen Varianten liefert das künstliche neuronale Netz im direkten Vergleich mit dem
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stat. Ordnung Stromdichtesprünge O2-Sprünge
Modell Gj GO2 Mittelwert Standardabw. Mittelwert Standardabw.
KF 3 – 6.64 · 10−3 11.48 · 10−3 4.67 · 10−3 16.45 · 10−3
MLP 3 – 4.83 · 10−3 11.12 · 10−3 4.69 · 10−3 17.77 · 10−3
KF 3 1 7.00 · 10−3 11.71 · 10−3 4.69 · 10−3 16.49 · 10−3
MLP 3 1 5.43 · 10−3 11.51 · 10−3 4.71 · 10−3 17.80 · 10−3
(a) Alle Datenpunkte
stat. Ordnung Stromdichtesprünge O2-Sprünge
Modell Gj GO2 Mittelwert Standardabw. Mittelwert Standardabw.
KF 3 – 5.17 · 10−3 12.23 · 10−3 13.98 · 10−3 7.61 · 10−3
MLP 3 – 3.37 · 10−3 11.98 · 10−3 14.59 · 10−3 9.69 · 10−3
KF 3 1 7.67 · 10−3 12.80 · 10−3 13.94 · 10−3 7.63 · 10−3
MLP 3 1 6.88 · 10−3 12.66 · 10−3 14.54 · 10−3 9.71 · 10−3
(b) Punkte mit gültigem O2
Tabelle 5.11: Statistische Daten der Validation der Modelle mit hoch auf-
gelösten Daten (KF steht für Kennfeld)
stat. Ordnung alle Datenpunkte Punkte mit gültigem O2
Modell Gj GO2 Mittelwert Standardabw. Mittelwert Standardabw.
KF 1 – −1.67 · 10−3 5.04 · 10−3 −1.88 · 10−3 5.30 · 10−3
MLP 1 – −1.18 · 10−3 4.83 · 10−3 −1.33 · 10−3 5.10 · 10−3
KF 1 1 −2.17 · 10−3 5.59 · 10−3 −1.98 · 10−3 5.29 · 10−3
MLP 1 1 −1.59 · 10−3 5.41 · 10−3 −1.43 · 10−3 5.10 · 10−3
stat. alle Datenpunkte Punkte mit gültigem O2
Modell ZRM Mittelwert Standardabw. Mittelwert Standardabw.
KF n4sid 0.30 · 10−3 6.06 · 10−3 −0.03 · 10−3 5.80 · 10−3
MLP n4sid 0.12 · 10−3 5.82 · 10−3 −0.15 · 10−3 5.53 · 10−3
KF Adaptx 0.37 · 10−3 6.59 · 10−3 −0.00 · 10−3 6.21 · 10−3
MLP Adaptx 0.18 · 10−3 6.29 · 10−3 −0.14 · 10−3 5.88 · 10−3
Tabelle 5.12: Statistische Daten des Simulationsfehlers für die ausgewählten
Kombinationen der Teilmodelle für die Daten mit TA = 1 s des
Identifikationsdatensatzes (KF steht für Kennfeld, ZRM steht
für Zustandsraummodell)
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Kennfeld die besseren Ergebnisse. Für eine bessere Übersicht sind daher in der Abbil-
dung 5.21 am Beispiel der Messung 18 die Simulationsverläufe nur für die Varianten
mit MLP aufgetragen. Auch hier liefern wieder alle Modelle sehr gute Ergebnisse.
Nur sehr geringe Unterschiede sind jeweils zwischen den beiden Zustandsraummodel-
len untereinander und zwischen den beiden Varianten mit Übertragungsfunktionen
untereinander festzustellen. Die beiden Varianten mit dem Zustandsraummodell als
dynamischem Anteil bilden die Phasen nach Stöchiometriesprüngen besser nach als
die Übertragungsfunktionen. Dafür haben sie eine deutlich kleinere Zeitkonstante als
die Übertragungsfunktionen und schwingen daher sehr viel schneller auf die statio-
nären Werte ein. Dadurch kommen Fehler im statischen Anteil stärker zum Tragen
und werden nicht ausgeglichen, wie beispielsweise nach dem ersten oder dem sieb-
ten Sprung. Die Verläufe nach Stromdichtesprüngen werden etwas besser durch die
Modelle mit Übertragungsfunktionen nachgebildet, die durch die größeren Zeitkon-
stanten im Einschwingvorgang diese Fehler ausgleichen. Im Vergleich zu den Mo-
dellen für den kompletten Datensatz treten bei den Verläufen hier keine extremen
Spitzen an den Sprungstellen auf, die dort durch die Modellierung der sehr schnellen
Dynamik resultieren.
Für diese acht Modelle wurde ebenfalls eine Validation mit den Daten mit TA = 1 s
des Validationsdatensatzes durchgeführt. Die Ergebnisse sind in der Tabelle 5.13
zusammengefasst. Auch hier liefert die Validation insgesamt gute Ergebnisse, womit
auch diese Modelle als gültig angesehen werden können. Im Gegensatz zu den Model-
len zuvor verdoppelt sich bei diesen Modellen die Standardabweichung knapp bei den
Stromdichtesprüngen der Validationsdaten, allerdings von einem halb so großen Aus-
gangswert im Vergleich zu den vorigen Modellen. Bei diesen Modellen hier fällt die
Nachbildung der Stöchiometriesprünge in den Validationsdaten etwas schlechter aus
als bei den Modellen zuvor, da hier das Fehlen von entsprechenden Identifikationsda-
ten durch die geringere Datenbasis noch stärker ins Gewicht fällt. Im Vergleich sind,
wie schon bei der Identifikation, die Ergebnisse der Zustandsraummodelle besser als
die der Modelle mit Übertragungsfunktionen. Innerhalb dieser Gruppen sind die Er-
gebnisse sehr ähnlich. Wie schon bei den Modellen mit hoher zeitlicher Auflösung
kann durch die Hinzunahme der Übertragungsfunktion GO2 keine Verbesserung er-
zielt werden, die diesen Aufwand rechtfertigt, zumindest solange keine zusätzlichen
Identifikationsdaten zur Verfügung stehen.
5.2.5 Bewertung des Modellansatzes
Die Untersuchung der verschiedenen Modellvarianten hat gezeigt, dass sich bereits
mit sehr einfachen dynamischen Teilmodellen in Kombination mit einer statischen
Repräsentation der stationären Betriebspunkte eine sehr hohe Genauigkeit bei der
Nachbildung des dynamischen Verhaltens eines PEMFC-Stacks erzielen lässt. Auch
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(b) Ausschnitt Sprung 4














(c) Ausschnitt Sprung 7
Abbildung 5.21: Simulationsergebnisse mit TA = 1 s für den dynamischen
Anteil der Messdaten von Versuch 18 (grün) bei Ver-
wendung des MLP als statischem Anteil und Übertra-
gungsfunktion für die Stromdichte (blau), Übertragungs-
funktionen für Stromdichte und O2-Stöchiometrie (rot),
n4sid-Zustandsraummodell zweiter Ordnung (cyan) sowie
Adaptx-Zustandsraummodell erster Ordnung (magenta)
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stat. Ordnung Stromdichtesprünge O2 -Sprünge
Modell Gj GO2 Mittelwert Standardabw. Mittelwert Standardabw.
KF 1 – 6.07 · 10−3 10.38 · 10−3 4.67 · 10−3 16.45 · 10−3
MLP 1 – 6.39 · 10−3 10.58 · 10−3 3.89 · 10−3 20.14 · 10−3
KF 1 1 7.67 · 10−3 10.70 · 10−3 3.87 · 10−3 19.06 · 10−3
MLP 1 1 6.05 · 10−3 10.09 · 10−3 4.03 · 10−3 19.69 · 10−3
stat. alle Datenpunkte Punkte mit gültigem O2
Modell ZRM Mittelwert Standardabw. Mittelwert Standardabw.
KF n4sid 2.72 · 10−3 10.53 · 10−3 1.77 · 10−3 18.48 · 10−3
MLP n4sid 2.00 · 10−3 9.94 · 10−3 2.38 · 10−3 19.36 · 10−3
KF Adaptx 2.60 · 10−3 10.98 · 10−3 1.79 · 10−3 19.13 · 10−3
MLP Adaptx 1.89 · 10−3 10.25 · 10−3 2.40 · 10−3 19.88 · 10−3
(a) Alle Datenpunkte
stat. Ordnung Stromdichtesprünge O2-Sprünge
Modell Gj GO2 Mittelwert Standardabw. Mittelwert Standardabw.
KF 1 – 3.08 · 10−3 8.93 · 10−3 13.98 · 10−3 7.61 · 10−3
MLP 1 – 7.63 · 10−3 11.06 · 10−3 16.63 · 10−3 10.19 · 10−3
KF 1 1 7.83 · 10−3 10.93 · 10−3 16.03 · 10−3 8.47 · 10−3
MLP 1 1 6.53 · 10−3 10.43 · 10−3 16.28 · 10−3 10.08 · 10−3
stat. alle Datenpunkte Punkte mit gültigem O2
Modell ZRM Mittelwert Standardabw. Mittelwert Standardabw.
KF n4sid −0.30 · 10−3 9.05 · 10−3 13.42 · 10−3 7.93 · 10−3
MLP n4sid −0.31 · 10−3 9.17 · 10−3 14.30 · 10−3 10.02 · 10−3
KF Adaptx −0.74 · 10−3 9.29 · 10−3 14.15 · 10−3 8.11 · 10−3
MLP Adaptx −0.68 · 10−3 9.35 · 10−3 14.94 · 10−3 10.18 · 10−3
(b) Punkte mit gültigem O2
Tabelle 5.13: Statistische Daten der Validation für die Modelle mit TA = 1 s
(KF steht für Kennfeld, ZRM steht für Zustandsraummodell)
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die Skalierung des Modells zur Validation an einem Stack mit zweieinhalb mal so
vielen Zellen zeigte bei der Validation gute Ergebnisse.
Allerdings stellt insbesondere die messtechnische Erfassung einer genügenden An-
zahl von stationären Betriebspunkten für den statischen Modellanteil einen Nachteil
dieses Modellansatzes dar. Diese Anzahl wächst exponentiell mit der Zahl der be-
trachteten Eingangsgrößen und entsprechend steigt damit die benötigte Messzeit an.
Können für das Training des neuronalen Netzes auch im Betrieb auszuschließende
Kombinationen an Betriebsbedingungen weggelassen werden, so erfordert die Inter-
polation des Kennfelds in Matlab ein vollständiges Punktraster. Es können dann
nur Stützstellen in den Eingangsgrößen gewählt werden, für die auch in jeder Kom-
bination ein stationärer Betriebspunkt messtechnisch ermittelt werden kann, ohne
dabei den Stack zu schädigen.
Nimmt man diesen hohen Messaufwand in Kauf, so erhält man ein Modell, welches
die Zielsetzung einer genauen Simulation im normalen Betriebsbereich bei geringem
Rechenaufwand erfüllt. Mit Simulationszeiten um die 20 ms für 1 000 Datenpunk-
te erfolgt die Berechnung des Modellausgangs unter Matlab bei einer Abtastzeit
von TA = 1 s fünf Größenordnungen schneller als in Echtzeit. Damit eignet es sich
beispielsweise sehr gut für den Einsatz in einer Simulationsumgebung für den kom-
pletten Antriebsstrang eines Brennstoffzellenfahrzeugs.
Bei einer Anwendung im Fahrzeug, z. B. für eine modellprädiktive Regelung des
PEMFC-Stacks (vgl. auch [Nie09]), muss das Modell stets den aktuellen Zustand
des Stacks repräsentieren. Eine regelmäßige Neuberechnung des Kennfelds, die das
Modell an den aktuellen Degradationsgrad des Stacks anpasst, ist aufgrund des ho-
hen messtechnischen Aufwands nicht möglich. Aufgrund des modularen Konzepts
dieses Grey-Box-Ansatzes wäre jedoch eine Integration geeigneter Degradationsmo-
delle sehr einfach zusätzlich oder anstelle des aktuellen statischen Anteils in das
Modell möglich. Um den Messaufwand zu verringern, könnten dazu auch physika-
lische oder empirische statische Modelle des PEMFC-Stacks herangezogen werden,
bei denen ggf. weniger Messungen zur Identifikation der Modellparameter genügen.
Beim dynamischen Teil sticht im Gegensatz zum hohen Identifikationsaufwand der
statischen Modelle besonders die 4SID durch ihre sehr schnelle und einfache Be-
rechnung des Modells hervor. Trotz des relativ großen Datensatzes benötigt die Be-
rechnung eines Modells je nach Algorithmus nur ca. 10 bis 30 Sekunden3. Allerdings
erlaubt die Methode keine Vorgabe bestimmter Elemente oder Struktureigenschaften
des Zustandsraummodells. Letzteres zeigte sich jedoch nicht als Nachteil im Simu-
lationsverhalten der Modelle, sie bildeten alle wie gewünscht das Verhalten sehr gut
nach. Für die Daten mit einer Abtastzeit von TA = 1 s stellen insbesondere die mit
n4sid und Adaptx berechneten Zustandsraummodelle die beste Wahl dar. Bei bei-
3Es wurde dieselbe Rechnerkonfiguration wie bei den Simulationsläufen verwendet.
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den Methoden kann jedoch zumindest bei dieser linearen Approximation eines nicht-
linearen Systems die automatische Berechnung der Ordnung nur als Anhaltspunkt
gesehen werden und es müssen verschiedene Ordnungen getestet werden. Aufgrund
der schnellen Rechenzeit bei der Identifikation auch mit großen Datensätzen stellt
dies jedoch kein Problem dar.
Im Vergleich der beiden kommerziellen Implementierungen sind die Ergebnisse der
Funktion n4sid minimal besser als die mit dem Adaptx-Modell erzielten Simulatio-
nen. Allerdings ist die Dokumentation dieser Matlab-Funktion im Hinblick auf den
verwendeten Algorithmus sehr ungenau, es wird nur auf eine prinzipielle Erklärung
des generischen Algorithmus in [Lju99] verwiesen. Dadurch bleibt unklar, auf Basis
welches Verfahrens und mit welchen Erweiterungen die Implementierung erfolgt ist,
weshalb eine genaue Bewertung dieser Ergebnisse im Vergleich nicht möglich ist.
Bei den Übertragungsfunktionen überrascht zunächst die Tatsache, dass trotz der
in den Messdaten erkennbaren dynamischen Reaktion des Stacks auf Stöchiometrie-
sprünge die Verwendung einer zusätzlichen Übertragungsfunktion für die Eingangs-
größe Sauerstoffstöchiometrie keine Verbesserung bringt. Dies ist hauptsächlich auf
die Identifikationsdaten zurückzuführen, die nur sehr wenige reine Stöchiometrie-
sprünge umfassen, bei denen die dynamische Antwort nicht mit der auf Stromdich-
tesprünge überlagert wird. Zusätzlich kommt erschwerend hinzu, dass genau um
diese Stöchiometriesprünge aufgrund der Betriebsführung am Teststand die erhöh-
ten Stöchiometriewerte auftreten, die den Bereich der stationären Betriebspunkte
bis zum Fünffachen übersteigen. Daher ist dort eine reine Ermittlung des dyna-
mischen Anteils nicht möglich, was zur Verfälschung der Identifikationsbasis dieser
Übertragungsfunktion führt und damit das Ergebnis bedeutend beeinflusst.
Je nach Anwendungszweck eines solchen Modells und daraus folgenden Genauig-
keitsanforderungen in der Nachbildung der mittleren Zellspannung wäre ggf. erneut
zu überprüfen, ob mit geeigneten Messdaten zusätzlich eine Übertragungsfunkti-
on für die Sauerstoffstöchiometrie sinnvoll ist. Wird die am Teststand angewendete
Betriebsführung für PEMFC-Stacks auch weiterhin so mit den großen Abständen
von einer Minute zwischen Stomdichte- und Gasflussänderungen beibehalten, würde
in einem ersten Schritt eine Erweiterung des statischen Anteils auch für sehr hohe
Stöchiometriewerte einen deutlich höheren Genauigkeitsvorteil bringen.
Bei einer deutlichen Erweiterung des betrachteten Betriebsbereichs, wie z. B. bei
deutlich tieferen Betriebstemperaturen für den Kaltstart, könnte es passieren, dass
der dynamische Anteil nicht mehr gut durch lineare dynamische Glieder approxi-
miert werden kann. Als möglichen Schritt in diese Richtung wurden daher auch ers-
te Ansätze mit dynamischen neuronalen Netzen als dynamisches Teilmodell an den
Identifikationsdaten untersucht [Wai06]. Dabei stellt die Größe des Datensatzes und
die daraus resultierende lange Trainingszeit einen Nachteil dar, dem durch optimier-
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te Implementierung und Einsatz geeigneter Rechner und spezialisierter Programme
entgegengewirkt werden könnte.
Eine andere Möglichkeit stellt die Modellierung durch lineare Übertragungsfunk-
tionen in Abhängigkeit des aktuellen Betriebspunkts dar. Dieser Ansatz wurde in
[Vor06] für die Diagnose untersucht (vgl. auch Abschnitt 6.1). Parallel dazu wur-
de zur Modellierung einer PEM-Brennstoffzelle der Ansatz des Uryson-Modells in
[MSSH08] aufgegriffen und in [MASH09] mit der eben beschriebenen nichtlinearen
Abhängigkeit der Parameter der Übertragungsfunktionen erweitert. In [MAP+09]
wird von denselben Autoren außerdem ein Verfahren zur Versuchsplanung vorge-
schlagen, das die Zahl der zu dieser Modellierungsform benötigten Messungen opti-
miert.
5.3 Lineares Zustandsraummodell
Die Idee zur Modellierung eines PEMFC-Stacks mit einem rein linearen Zustands-
raumodell basiert auf den Erfahrungen bei der Identifikation des Uryson-Modells.
Zum einen hat sich dort gezeigt, dass in einem beschränkten Betriebsbereich zu-
mindest die Dynamik des PEMFC-Stacks linear approximiert werden kann und dass
4SID-Algorithmen eine schnelle und komfortable Methode zur Identifikation eines
zeitdiskreten linearen Zustandsraummodells darstellen. Zum anderen soll der Nach-
teil des Uryson-Modells vermieden werden, der hauptsächlich in der aufwändigen
Gewinnung der notwendigen Messdaten besteht, die so im normalen Betrieb eines
PEMFC-Stacks in einem Fahrzeug nicht auftreten.
Ziel dieses Ansatzes ist ein möglichst einfaches und einfach zu gewinnendes Modell,
das in einem Fahrzeug zur modellbasierten Diagnose genutzt werden kann. Dabei
wird davon ausgegangen, dass der Stack in seinem normalen Betriebsbereich betrie-
ben wird, womit das Modell das Verhalten des Stacks auch nur in diesem Bereich
repräsentieren muss.
5.3.1 Voruntersuchungen
Um erste Erfahrungswerte mit einem rein linearen Modell zu sammeln, wurde ver-
sucht, mit den beiden kommerziellen 4SID-Implementierungen n4sid und Adaptx
jeweils ein rein lineares Zustandsraummodell unter Verwendung aller vier Eingangs-
größen mit dem Datensatz des Uryson-Modells zu schätzen. Mit derselben Parame-
trierung der Verfahren wie im vorigen Abschnitt konnte jedoch bis zur maximalen
Ordnung 20 kein brauchbares Modell berechnet werden. Die Simulationsergebnisse
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Abbildung 5.22: Simulationsergebnisse mit TA = 1 s für den Versuch 18
(grün) für mit Adaptx berechnete rein lineare Zustands-
raummodelle erster (blau) und zehnter (rot) Ordnung
wichen stark von den gemessenen Werten ab, teilweise ähnelte jedoch der Verlauf
prinzipiell dem der Messungen.
Daher wurde eine in Adaptx implementierte Erweiterung genutzt, welche beim
Schätzen des HOARX-Modells zusätzlich eine konstante Abweichung der Ausgangs-
größe, also eine Nullpunktverschiebung, berücksichtigt. Mit diesem Zusatz gelang
die Schätzung von geeigneten Zustandsraummodellen. Die Untersuchungen wurden
für maximale Ordnungen bis 20 durchgeführt. Bei der Wahl von 20 als maximale
Ordnung ergab die Schätzung mit einem Modell zehnter Ordnung das komplexeste
Zustandsraummodell. Doch auch ein Modell erster Ordnung lieferte bereits über-
raschend gute Ergebnisse. Die Simulationsverläufe dieser beiden Modelle für den
Versuch 18 sind in der Abbildung 5.22 dargestellt. Die Ergebnisse reichen nicht an
die des Uryson-Modells heran, lassen aber auf gute Ergebnisse in einem kleineren
Betriebsbereich um den normalen Arbeitspunkt hoffen.
Für die weiteren Untersuchungen des linearen Zustandsraummodells wie auch für die
im folgenden Kapitel beschriebenen Diagnoseansätze wird nur noch Adaptx zur Mo-
dellerstellung verwendet. Prinzipiell ist der vorgestellte Ansatz jedoch nicht auf diese
Implementierung beschränkt. Da sich in den vorigen Untersuchungen herausgestellt
hat, dass die Dokumentation der Matlab-Funktion n4sid über den dahinter ste-
henden Algorithmus nicht mit dem tatsächlich implementierten Algorithmus über-
einstimmen kann, wird diese nicht weiter verwendet. Außerdem hat die statistische
CVA durch die Verwendung des HOARX-Ansatzes neben der möglichen Berück-
sichtigung einer Nullpunktverschiebung der Ausgangsgröße den Vorteil, auch mit
Daten aus dem geschlossenen Regelkreis zurecht zu kommen, was bei der Funktion
n4sid zu Problemen führt (vgl. Abschnitt 3.6.1). Daher ist es mit Adaptx mög-
lich, Messdaten eines PEMFC-Stacks zu verwenden, die anhand eines Lastzyklus
aufgenommen wurden, welcher der Beanspruchung eines PEMFC-Stacks in einem
Fahrzeug ähnelt. Damit kann gleichzeitig untersucht werden, inwiefern der Model-
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Abbildung 5.23: Identifikationszyklus (grün) und Validationszyklus (blau)
lierungsansatz auch mit realen Daten zurecht kommt. Gelingt dies, so könnte das
Modell bei einer Anwendung im Fahrzeug ggf. dem aktuellen Degradationszustand
durch erneute Identifikation mit Fahrzeugdaten im Rahmen einer Wartung angepasst
werden.
5.3.2 Datensätze
Für diese Arbeit wurden zwei Lastzyklen, je einer zur Identifikation und Validation,
entworfen. Typische, im Automobilbereich übliche Fahrzyklen wie der „Neue Euro-
päische Fahrzyklus“ (NEFZ), bei dem ein Geschwindigkeitsprofil für das Fahrzeug
vorgegeben ist, konnten nicht verwendet werden, da die zur Verfügung stehenden
Stack-Teststände die erforderliche Dynamik bei der Gasversorgung nicht realisie-
ren können. Im späteren Fahrzeugbetrieb werden dynamische Änderungen des Ver-
brauchs, denen vom PEMFC-System nicht direkt gefolgt werden kann, über die
Batterie gepuffert.
Die beiden hier verwendeten Zyklen sind in der Abbildung 5.23 dargestellt. Sie schöp-
fen die am Teststand realisierbare Dynamik aus und sind an Fahrzyklen angelehnt.
Der Identifikationszyklus hat eine Dauer von knapp 30 min, der Validationszyklus ist
etwa halb so lang. Die Messungen mit diesen Zyklen wurden an einem PEMFC-Stack
des Industriepartners mit 20 Zellen und einer Abtastzeit von TA = 1 s durchgeführt.
Das Schema des linearen PEMFC-Stack-Modells für die Berechnung der mittleren
Zellspannung ist mit seinen Eingangsgrößen in der Abbildung 5.24 dargestellt. Bei
diesem Ansatz wird der Stack auf dem Teststand entsprechend der zugehörigen op-
timalen Betriebsstrategie betrieben. Damit sind durch die Wahl der Stromdichte
auch alle anderen Eingangsgrößen bestimmt. Der Volumenstrom des Kühlwassers
war bei diesen Messungen konstant und wird im Folgenden daher nicht weiter als
Eingangsgröße des dynamischen PEMFC-Modells betrachtet.















Abbildung 5.24: Schema des linearen PEMFC-Stack-Modells mit Ein- und
Ausgangsgrößen, wobei die für die Diagnose variierten Ein-
gangsgrößen rot dargestellt sind (KW steht für Kühlwas-
ser)
Abweichung in % des Nennwerts nach
Größe oben 1 oben 2 unten 1 unten 2 unten 3
Stöchiometrie H2 144 - 94 85 -
Stöchiometrie O2 182 - 94 85 -
H2-Konzentration Anode 125 - 75 50 -
relative Feuchte H2 200 - 40 - -
relative Feuchte Luft 214 286 86 57 43
Tabelle 5.14: Fehlerstufen der fünf ausgewählten Eingangsgrößen
Im Hinblick auf die Diagnoseansätze, die im folgenden Kapitel vorgestellt werden
und die diese Datensätzen ebenfalls nutzen, wurden zusätzlich die Eingangsgrößen,
die im Fahrzeug nicht oder nur sehr aufwändig zu messen sind, zusätzlich während
einiger Zyklen variiert. Diese fünf Eingangsgrößen sind in der Abbildung 5.24 rot
dargestellt. Die Variationen beschränken sich auf den Betriebsbereich, in dem der
Stack ohne Schädigungen betrieben werden kann und stellen die später im Rahmen
der Diagnose (vgl. Kapitel 6) zu erkennenden Fehler dar.
Bei den Messungen wurden zuerst der Identifikationszyklus und später der Vali-
dationszyklus vielfach hintereinander angefahren. Ausgehend vom Normalfall, der
im Folgenden auch als Nennbetrieb bezeichnet wird, wurden dann während einiger
dieser Zyklen Abweichungen vom optimalen Sollwert in den fünf ausgewählten Ein-
gangsgrößen vorgegeben. Für diese Abweichungen wurden vor den Messungen die
in der Tabelle 5.14 zusammengefassten Fehlerstufen für jede der Eingangsgrößen so-
wohl nach oben als auch nach unten so definiert, dass keine den Stack schädigenden
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Abbildung 5.25: Gemessene mittlere Zellspannung im Validationsdaten-
satz. Aufgrund der großen Datenmenge entspricht jede der
hochfrequent auftretenden Spitzen im Signalverlauf einem
Zyklus.
Betriebszustände auftreten. Mit Ausnahme der beiden Feuchten wurden alle Ab-
weichungen nur einzeln, d. h. getrennt von einander, am Teststand umgesetzt. Bei
den beiden Feuchten wurden neben den Abweichungen in einer Eingangsgröße alle
möglichen Kombinationen von Abweichungen der beiden Eingangsgrößen betrach-
tet, da hier aufgrund des Wassertransports über die Membran Quereinflüsse erwartet
wurden.
Zwischen den Messungen mit Abweichungen in verschiedenen Eingangsgößen wurde
stets der Zyklus zweimal im Nennbetrieb abgefahren. Bei den Abweichungen wurde
zunächst der Wert der entsprechenden Eingangsgröße über die Dauer eines Zyklus
vom eigentlichen Nominalwert zu Beginn auf die gewünschte prozentuale Abwei-
chung am Ende linear angepasst, d. h. es wurden schleichend auftretende Fehler
betrachtet. Die betrachtete Stufe der Abweichung wurde im Anschluss über einen
ganzen Zyklus konstant gehalten und im darauf folgenden Zyklus entweder auf die
nächste Stufe verändert oder zurück zum Nennbetrieb gebracht. Insgesamt ergeben
sich daraus der Identifikationsdatensatz mit 291 275 Messpunkten (über 80 h) und
der Validationsdatensatz mit 142 584 Messpunkten (knapp 40 h). Da die einzelnen
Messungen pro Zyklus einzeln abgelegt wurden, ist auch eine getrennte Betrachtung
beispielsweise aller Nennbetriebszyklen möglich.
Für die durchgeführten Untersuchungen, insbesondere für die Diagnoseansätze, hat
es sich als sinnvoll herausgestellt, die Ein- und Ausgangsgrößen im Datensatz auf
den jeweiligen Mittelwert des Identifikationsdatensatzes zu normieren. Zum besseren
Vergleich der Simulationsergebnisse wird allerdings in diesem Kapitel die mittlere
Zellspannung wie beim Uryson-Modell bezogen auf die maximale aufgetretene Zell-
spannung dargestellt. In der Abbildung 5.25 ist die mittlere Zellspannung des Vali-
dationsdatensatzes aufgetragen, die zugehörigen, stets im Normalbetrieb gehaltenen
Eingangsgrößen finden sich auf ihren Mittelwert normiert in der Abbildung 5.26. Die
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Abbildung 5.26: Normierte Verläufe der vier stets optimal eingestellten
Eingangsgrößen für den Validationsdatensatz. Aufgrund
der großen Datenmenge entspricht jede der hochfrequent
auftretenden Spitzen im Signalverlauf einem Zyklus.
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Abbildung 5.27: Normierte Verläufe der fünf vom Nennbetrieb variierten
Eingangsgrößen für den Validationsdatensatz. Aufgrund
der großen Datenmenge entspricht jede der hochfrequent
auftretenden Spitzen im Signalverlauf einem Zyklus.
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fünf über den Nennbetrieb hinaus variierten Eingangsgrößen des Validationsdaten-
satzes sind normiert in der Abbildung 5.27 dargestellt.
Aufgrund der großen Datenmenge sind die einzelnen Zyklen in den Bildern nur noch
als Spitzen erkennbar, jedoch sieht man gut die Bereiche, in denen die fünf Ein-
gangsgrößen variiert wurden. Die Messung der mittleren Zellspannung zeigt wenig
erkennbaren Einfluss der variierten Betriebsparameter außerhalb des Nennbetriebs,
die Leistungsfähigkeit des Stacks wird somit durch die meisten dieser Abweichungen
von der optimalen Betriebsstrategie kaum verändert. Ausnahmen sind ein Absinken
der minimalen Zellspannungen zwischen 13 und 14 Stunden durch das Absinken der
Sauerstoffstöchiometrie sowie das Ansteigen der minimalen Zellspannungen nach et-
wa 16 Stunden durch die erhöhte Sauerstoffstöchiometrie. Als Detailansicht sind in
den Abbildungen 5.28 und 5.29 beispielhaft einige Bereiche mit den Abweichungen in
den fünf ausgewählten Eingangsgrößen zusammen mit den jeweils zugehörigen Mess-
daten der mittleren Zellspannung nochmals dargestellt. Auch hier wird nochmals der
im Vergleich zur Stromdichte sehr geringe Einfluss der variierten Eingangsgrößen auf
die mittlere Zellspannung deutlich.
5.3.3 Vorgehensweise und Ergebnisse
In einem ersten Schritt wurden nur die Nennbetriebszyklen der beiden Datensätze
für die Berechnung und Bewertung eines Simulationsmodells mit Adaptx herangezo-
gen. Da es sich bei der hier gewählten Vorgehensweise um eine Approximation eines
nichtlinearen Systems durch ein lineares Modell ohne physikalische Analyse handelt,
sind Aussagen über einen Durchgriff im Zustandsraummodell schwierig. Motiviert
durch den Uryson-Modellansatz und den dort bereits geschilderten Effekten wird je-
doch ein Durchgriff beim PEMFC-Stack erwartet. Trotzdem wurden zum Vergleich
bei der Identifikation beide Möglichkeiten in Betracht gezogen. Da die Identifikati-
on trotz des großen Datensatzes nur eine knappe halbe Minute4 benötigt, ist die
Berechnung verschiedener Varianten problemlos möglich.
Analog zu den Voruntersuchungen mit den Datensätzen des Uryson-Modells wurden
maximale HOARX-Ordnungen bis 20 untersucht, wobei für die HOARX-Modelle
auch hier stets die maximal möglich Ordnung vom Algorithmus gewählt wurde. In
der Abbildung 5.30 sind die zugehörigen als optimal berechneten Ordnungen der
Zustandsraummodelle dargestellt. Wie schon beim Uryson-Modell reichen auch hier
bereits Modelle sehr geringer Ordnung aus, um die Messdaten genau nachzubilden. In
der Tabelle 5.15 sind daher die statistischen Kenndaten des Simulationsfehlers für die
Validationsdaten nur für die Modelle erster bis dritter Ordnung zusammengetragen.
4Die Berechnungen wurden auf demselben Rechner wie beim Uryson-Modell mit Matlab 2007a
und Adaptx Version 3.5.5 für Matlab 7 durchgeführt, die Zeit wurde über 30 Durchläufe mit
steigender maximaler Ordnung des HOARX-Modells von 1 bis 30 gemittelt.
174 Simulationsmodelle für PEMFC-Stacks









































































































































Abbildung 5.28: Detailansichten der normierten variierten Eingangsgrößen
für den Validationsdatensatz bei Abweichungen nach oben
und zugehörige Messwerte der mittleren Zellspannung
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Abbildung 5.29: Detailansichten der normierten variierten Eingangsgrößen
für den Validationsdatensatz bei Abweichungen nach un-
ten und zugehörige Messwerte der mittleren Zellspannung
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(a) Ohne Durchgriff und ohne Nullpunkt-
verschiebung













(b) Mit Durchgriff und ohne Nullpunkt-
verschiebung













(c) Ohne Durchgriff und mit Nullpunkt-
verschiebung













(d) Mit Durchgriff und mit Nullpunktver-
schiebung
Abbildung 5.30: Mit Adaptx berechnete optimale Ordnungen des Zu-
standsraummodells in Abhängigkeit der maximalen
HOARX-Ordnung














Abbildung 5.31: Simulationsverlauf mit dem Modell erster Ordnung mit
Durchgriff und Nullpunktverschiebung (blau) für einen der
Nennbetriebszyklen der Validationsdaten (grün)
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HOARX- ohne Durchgriff mit Durchgriff
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 −1.23 · 10−3 13.68 · 10−3 0.67 · 10−3 9.53 · 10−3
2 1.10 · 10−3 9.86 · 10−3 1.53 · 10−3 8.70 · 10−3
3 1.91 · 10−3 9.88 · 10−3 3.58 · 10−3 8.53 · 10−3
(a) Ohne Nullpunktverschiebung
HOARX- ohne Durchgriff mit Durchgriff
Ordnung Mittelwert Standardabw. Mittelwert Standardabw.
1 33.63 · 10−3 105.63 · 10−3 0.39 · 10−3 9.37 · 10−3
2 1.39 · 10−3 10.05 · 10−3 1.95 · 10−3 8.82 · 10−3
3 3.25 · 10−3 10.21 · 10−3 3.62 · 10−3 8.44 · 10−3
(b) Mit Nullpunktverschiebung
Tabelle 5.15: Statistische Daten der Validationszyklen im Nennbetrieb
Man sieht deutlich, dass die Modelle mit Durchgriff bessere Ergebnisse liefern als
die ohne. Das beste Resultat wird mit dem Modell erster Ordnung mit Durchgriff
und mit berücksichtigter Nullpunktverschiebung der Ausgangsgröße erzielt. Der mit
diesem Modell simulierte Verlauf eines Nennbetriebszyklus aus den Validationsdaten
sowie die zugehörigen Messdaten sind in der Abbildung 5.31 zu sehen. Die Messdaten
werden durch das Modell sehr gut nachgebildet, womit das Modellierungsziel eines
sehr einfachen Modells für den Nennbetrieb erfüllt ist.
Um die Grenzen dieser linearen Näherung für das nichtlineare Verhalten des PEMFC-
Stacks zu testen, wurde zusätzlich auch der komplette Identifikationsdatensatz zur
Modellgewinnung herangezogen und die Daten anschließend am vollständigen Vali-
dationsdatensatz getestet. Die Vorgehensweise war dabei entsprechend der für die
Nennbetriebszyklen. Wie zuvor konnten die besten Ergebnisse ebenfalls mit einem
Modell mit Nullpunktverschiebung und Durchgriff erzielt werden. Auch hier zeigt
ein Modell erster Ordnung bereits gute Ergebnisse, wie in der Abbildung 5.32(a) zu
sehen ist. Der Mittelwert des Simulationsfehlers beim Validationsdatensatz beträgt
1.68 · 10−3, die zugehörige Standardabweichung 11.73 · 10−3. Die nicht dargestellten
Modelle zweiter und dritter Ordnung zeigen vergleichbare Ergebnisse. Eine leichte
Verbesserung ist mit einem Modell vierter Ordnung erzielbar, für das sich Mittelwert
und Standardabweichung zu 1.98 · 10−3 bzw. 10.97 · 10−3 ergeben. Die geringere Va-
rianz schlägt sich in einem leicht besseren Verlauf (vgl. Abbildung 5.32(b)) nieder.
Für beide Modelle ist in der Abbildung 5.33 der Simulationsverlauf für denselben
Nennbetriebszyklus wie in der Abbildung 5.31 aufgetragen.
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Abbildung 5.32: Vergleich der Simulationsverläufe von Modellen erster
bzw. vierter Ordnung mit Durchgriff und Nullpunktver-
schiebung (blau) für den Validationsdatensatz (grün). Auf-
grund der großen Datenmenge entspricht jede der hochfre-
quent auftretenden Spitzen im Signalverlauf einem Zyklus.
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Abbildung 5.33: Vergleich der Simulationsverläufe von Modellen erster
bzw. vierter Ordnung mit Durchgriff und Nullpunktver-
schiebung (blau) für einen der Nennbetriebszyklen der Va-
lidationsdaten (grün)
Wie man an den Simulationsvrläufen sieht, wird auch hier der Normalbetrieb sehr
gut durch die Modelle nachgebildet. Dort, wo durch die Abweichungen der Eingangs-
größen ein Absinken oder Ansteigen der minimalen bzw. maximalen Zellspannung
sehr deutlich auftritt, kommen sie jedoch an ihre Grenzen. Als eine mögliche Ursache
wurde die relativ geringe Gewichtung dieser Messdatenabschnitte im Vergleich zum
kompletten Datensatz vermutet, der sehr stark durch die vielen Kombinationen der
Feuchte-Abweichungen dominiert wird (vgl. auch Abbildung 5.27). Daher wurden
dieselben Untersuchungen auch mit reduzierten Datensätzen durchgeführt, die nur
die einzeln auftretenden Fehler in allen Größen enthalten. Allerdings zeigte sich auch
mit diesen Daten dasselbe Bild. Eine Erhöhung der Ordnung schrittweise bis auf 30
brachte ebenfalls keine Verbesserung.
Die Abweichungen müssen daher auf die Nichtlinearität des PEMFC-Stacks zurück-
geführt werden, die durch ein lineares Modell nicht mehr dargestellt werden kann.
In den meisten Fällen ändert sich die Spannung nur in Randbereichen, d. h. bei sehr
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hohen oder sehr niedrigen Stromdichten, für alle anderen Werte liefert der Stack na-
hezu dieselbe Spannung wie im Nennbetrieb (vgl. auch Abbildungen 5.28 und 5.29).
Dieser nichtlineare Effekt kann durch das Modell nur begrenzt nachgebildet werden,
weshalb dort größere Fehler entstehen. Diese sind beim Modell vierter Ordnung et-
was geringer als beim Modell erster Ordnung. Mit Ausnahme dieser wenigen Stellen
ist über weite Bereiche jedoch auch hier bei beiden Modellen eine gute Übereinstim-
mung zwischen Simulation und Messung gegeben.
5.3.4 Bewertung des Modellansatzes
Aus diesen Untersuchungen lässt sich schließen, dass bereits mit sehr einfachen li-
nearen Modellen der mittlere Zellspannungsverlauf eines PEMFC-Stacks im Betrieb
eines Fahrzeugs nachgebildet werden kann. Die Gültigkeit eines solchen Modells ist
jedoch auf einen Bereich um den Nennbetrieb beschränkt. Solange der Betrieb im
Nennbereich sichergestellt wird, eignet sich ein Modell erster Ordnung aufgrund sei-
ner Einfachheit sehr gut auch zur Simulation bzw. Prädiktion der Spannung des
PEMFC-Stacks im Fahrzeug. Mit einem Modell vierter Ordnung wurde eine leich-
te Verbesserung bei der Reproduktion der Spannung außerhalb des Nennbetriebs
erzielt. Für eine Anwendung im Fahrzeug wäre jedoch abzuwägen, ob diese Verbes-
serungen die höheren Anforderungen an die Rechenleistung rechtfertigen.
Bei den Untersuchungen hat sich dabei die aus dem vorigen Ansatz gewonnene Ver-
mutung bestätigt, dass der PEMFC-Stack am Besten durch ein Modell mit Durch-
griff modelliert wird. Außerdem hat auch die Schätzung einer zusätzlichen Null-
punktverschiebung, die als einfacher zusätzlicher Summand in der Ausgangsglei-
chung des Zustandsraummodells berücksichtigt werden kann, eine Verbesserung der
Simulationsgüte gebracht. Aufgrund der sehr einfachen und schnellen Identifikati-
on stellt dieser Ansatz eine sehr gute Möglichkeit der Modellierung dar, die durch
die 4SID-Methode vollständig automatisierbar ist. Damit wäre es auch möglich, ein
solches Modell in regelmäßigen Abständen aus aufgezeichneten Messdaten, beispiels-
weise im Rahmen einer Inspektion des Fahrzeugs, neu zu identifizieren. So könnte
Alterungseffekten Rechnung getragen werden, die im Rahmen dieser Arbeit nicht
betrachtet wurden, ohne dass diese speziell modelliert werden müssten.
5.4 Zusammenfassung
In diesem Kapitel wurden zwei Modellansätze für PEMFC-Stacks vorgeschlagen, die
auf einer Identifikation aus Messdaten des zu beschreibenden Stacks basieren. Im Ge-
gensatz zu den meisten in der Literatur vorgeschlagenen Modellen beschränken sich
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diese Modelle auf die Nachbildung des Ein-/Ausgangsverhaltens des PEMFC-Stacks.
Dadurch sind beide Modelle sehr einfach und beanspruchen wenig Rechenzeit.
Während beim Uryson-Modell der Identifikationsaufwand insbesondere durch die
benötigten Messungen der stationären Betriebspunkte sehr hoch ist, kann das lineare
Zustandsraummodell auch sehr gut aus Fahrzyklusdaten gewonnen werden. Durch
die Verwendung der 4SID-Implementierung Adaptx, die auf einem HOARX-Ansatz
basiert, ist auch die Verwendung von Messdaten aus dem geschlossenen Regelkreis
problemlos möglich. Der höhere Identifikationsaufwand beim Uryson-Modell erlaubt
hingegen einen Einsatz dieses Modells in Betriebsbereichen, in denen das rein lineare
Zustandsraummodell nicht mehr mit derselben Genauigkeit das Verhalten des Stacks
nachbilden kann.
Beide Modellansätze sind somit für ihren jeweiligen Aufgabenbereich sehr gut geeig-
net. Das Uryson-Modell stellt eine gute Wahl dar, wenn ein möglichst einfaches und
schnelles Modell des PEMFC-Stacks benötigt wird, um beispielsweise in einer Simu-
lationsumgebung des elektrischen Antriebsstrangs den Stack zu repräsentieren. Das
Zustandsraummodell hingegen kann für modellbasierte Verfahren zum Betrieb des
Stacks im Fahrzeug herangezogen werden, solange dabei die Einhaltung des Nenn-
betriebs sichergestellt wird. Dies kann beispielsweise mithilfe von Diagnoseansätzen





Je nach Aufbau eines PEMFC-Systems können nicht alle Eingangsgrößen des Stacks
gemessen werden. Da der Stack die teuerste Komponente des PEMFC-Systems dar-
stellt, die empfindlich auf Abweichungen vom erlaubten Betriebsbereich reagiert,
muss die Einhaltung des Sollbereichs dieser Werte auf andere Weise sichergestellt
werden. Dass diese Thematik für die Kommerzialisierung von Brennstoffzellen wich-
tig ist, zeigt auch das in diesem Jahr veranstaltete „International Symposium on
Diagnostic Tools for Fuel Cell Technologies“ [DFC09].
Insbesondere im Automobilbereich, wo aufgrund des beschränkten Platzes und des
hohen Kostendrucks so wenig Sensoren wie möglich verbaut werden und auf der
anderen Seite der Stack aufgrund der schwankenden Leistungsanforderungen sehr
dynamisch betrieben wird, stellt eine solche Überwachung der Stack-Eingangsgrößen
eine wichtige Komponente für zukünftige Betriebsführungskonzepte dar. Kann man
die Werte dieser messtechnisch nicht erfassbaren Größen schätzen, so kann in zu-
künftigen Betriebsführungsstrategien in geeigneter Weise auf Abweichungen reagiert
werden.
Im Rahmen dieser Arbeit wurden die relativen Feuchten der Betriebsgase, die Stö-
chiometrien sowie der Anteil des Wasserstoffs im Anodengas (in der Abbildung 5.24
rot gekennzeichnet) als im Fahrzeug nicht messbar angenommen. Für Feuchten exis-
tieren keine Sensoren, die dynamisch die Feuchte messen können und dabei preislich
für ein Fahrzeug in Frage kommen. Auch der Partialdruck des Wasserstoffs, aus
dem der Anteil des Wasserstoffs im Anodengas bestimmt werden könnte, ist mess-
technisch in einem Fahrzeug nicht ermittelbar. Da im Fahrzeug, wie im Schema
des PEMFC-Systems in der Abbildung 4.3 bereits gezeigt, auf der Brenngasseite
der Wasserstoff rezykliert wird und der Anteil des Wasserstoffs im Anodengas nicht
bekannt ist, kann auch die Stöchiometrie des Wasserstoffs nicht gemessen werden,
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selbst wenn man den Volumenstrom des Gases durch die Anode messen würde. Aus
Kostengründen soll jedoch auf diesen Volumenstromsensor verzichtet werden, ebenso
auch auf der Kathodenseite, womit auch dort die Stöchiometrie nicht bekannt ist.
Da eine Implementierung geeigneter Schätzer in einem Fahrzeug nur mit möglichst
einfachen Modellen möglich ist, wurden zwei Ansätze auf Basis der linearen Zu-
standsraummodelle entwickelt. In beiden Fällen wird der Stack in Kombination mit
einem geeigneten Modell als Sensor für die messtechnisch nicht erfassbaren Größen
verwendet. Die beiden Ansätze werden im Abschnitt 6.3 vorgestellt. Zuvor werden
im Abschnitt 6.1 in einem kurzen Überblick existierende Ansätze für die Diagnose
bei PEMFC-Stacks und im Abschnitt 6.2 die verwendeten Datensätze vorgestellt.
Die auf Basis dieser Datensätze durchgeführten Untersuchungen und die erzielten
Ergebnisse werden im Abschnitt 6.4 verglichen und bewertet. Den Abschluss des
Kapitels bildet eine kurze Zusammenfassung im Abschnitt 6.5.
6.1 Existierende Ansätze zur PEMFC-Diagnose
Wie schon bei den Simulationsmodellen variiert auch bei den Diagnoseansätzen für
PEMFC-Stacks die Bandbreite der Verfahren mit der Zielsetzung des jeweiligen
Diagnoseansatzes. Viele Ansätze in der Literatur zielen darauf ab, Schäden, wie
beispielsweise Wasserstoffverluste (z. B. [ISM08]), oder unerwünschte Zustände im
Stack zu erkennen. Ein häufig untersuchter Fehler ist dabei die Ansammlung von
Flüssigwasser in den porösen Elektrodenstrukturen, der z. B. in [HLN03, SLH05] be-
trachtet wird. Die Ansätze in [BTSM04, FDN+06] verwenden die Impendanzspek-
troskopie, um den aktuellen Befeuchtungszustand einer Brennstoffzelle ermitteln zu
können.
Für die technische Anwendung geschickter ist dafür der in [Sch06] vorgestellte An-
satz, der die Leistungselektronik im PEMFC-System dazu nutzt, durch speziell über-
lagerte Signale den Feuchtezustand der Membran zu beobachten, da dies im norma-
len Betrieb möglich ist. Einen ähnlichen Ansatz nutzt die sogenannte „total harmonic
distortion analysis“1 (THDA), welche in [RPP+06] vorgestellt wird und den Strom
mit Schwingungen diskreter Frequenzen überlagert. Der Diagnoseansatz nutzt die
Auswertung der durch den Stack erzeugten harmonischen Oberwellen im gemesse-
nen Spannungsverlauf.
Auch der modellbasierte Ansatz in [HPK04] dient zur Detektion von Wasser an der
Anode. Zusätzlich wird mit dem dort vorgeschlagenen Fuzzy-Modell-Ansatz auch die
Ansammlung von Stickstoff bei der Diagnose berücksichtigt. Im Gegensatz dazu wird
in [XTSD06] ein modellbasierter Ansatz dazu verwendet, das Austrocknen der Mem-
1engl. für vollständige Klirrfaktoranalyse
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bran zu detektieren. Desweiteren wird bei diesem auf statistischer Auswertung der
Spannungsdifferenz von realem System und Referenzmodellen basierenden Ansatz
auch eine Unterversorgung mit Brenngas sowie eine defekte Zellmembran berück-
sichtigt. Aufgrund der vielfach auszuführenden Simulationsläufe mit verschiedenen
Parametrierungen des Referenzmodells ist dieser Ansatz jedoch sehr rechenaufwän-
dig und für eine Anwendung in einem Fahrzeug nicht geeignet.
In [NK04] wird ein Ansatz vorgeschlagen, der eine ähnliche Diagnoseaufgabe ver-
folgt, wie sie im Folgenden untersucht wird. Dort wird ein Fuzzy-Cluster-Ansatz
zur Detektion von verschiedenen Fehlerzuständen einer PEMFC vorgeschlagen. Die
Fuzzy-Cluster werden auf Basis von Modellen der Polarisationskurve gebildet. Der
nur an Simulationen entwickelte Ansatz wurde in [Pec06, BPNK06, BPNK07] an-
hand der Messdaten eines Stacks für Abweichungen in verschiedenen Eingangsgrößen
optimiert und validiert.
Durch die benötigte Polarisationskurve ist der Ansatz für eine Diagnose im normalen
Betrieb einer Brennstoffzelle jedoch nicht geeignet. Daher wurden Untersuchungen
durchgeführt, ob der Uryson-Modellansatz aus Abschnitt 5.2 für die Fuzzy-Cluster-
Analyse nutzbar ist (vgl. auch [Vor06]). Dazu wurden mit einem ähnlichen Messpro-
gramm wie für die Modellierung Messdaten eines Stacks aufgezeichnet. Allerdings
wurde dann nach der Erstellung des Kennfelds nicht eine Übertragungsfunktion pro
Eingang für alle Betriebspunkte geschätzt, sondern für jeden Betriebspunkt einzel-
ne Übertragungsfunktionen ermittelt. Die Parameter dieser Übertragungsfunktionen
sollten dann als Basis für die Fuzzy-Cluster-Analyse dienen. Allerdings zeigten die
Parameter keine direkt für die Diagnose nutzbare Abhängigkeit vom Betriebspunkt.
Auch wäre für eine Überwachung im Betrieb eines PEMFC-Stacks eine ständige
Neuberechnung der Übertragungsfunktionen notwendig, die einen relativ hohen Re-
chenaufwand erfordert. Daher wurde dieser Ansatz nicht weiter verfolgt.
6.2 Datensätze
Beide in diesem Kapitel vorgestellten Ansätze wurden mit den im Abschnitt 5.3.2
beschriebenen Datensätzen untersucht, allerdings wurden zusätzlich auch die Druck-
abfälle über Anode und Kathode sowie die Temperatur des Kühlwasser beim Austritt
aus dem Stack als Ausgangsgrößen verwendet. Die Verläufe dieser drei Ausgangs-
größen sind für den Validationsdatensatz in der Abbildung 6.1 dargestellt.
Auch bei diesen Ausgangsgrößen sind, wie schon bei der mittleren Zellspannung, die
Auswirkungen der variierten Eingangsgrößen bis auf wenige Ausnahmen nur gering
oder sogar überhaupt nicht erkennbar. In den beiden Druckdifferenzen spiegeln sich
neben den veränderten Volumenströmen durch erhöhte und verringerte Stöchiome-
triewerte nur relativ schwach noch die Erhöhungen der jeweiligen Gasfeuchte nieder.
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Abbildung 6.1: Normierte Verläufe der drei zusätzlich gemessenen Aus-
gangsgrößen für den Validationsdatensatz. Aufgrund der
großen Datenmenge entspricht jede der hochfrequent auf-
tretenden Spitzen im Signalverlauf einem Zyklus.
Auch in der Temperatur des Kühlwassers am Stack-Austritt sind nur sehr geringe
Abweichung bei eben diesen Variationen erkennbar. Hingegen scheinen die verrin-
gerten Feuchten der Betriebsgase in keiner der Ausgangsgrößen eine merkliche Rolle
zu spielen.
Dennoch soll hier mit den linearen Ansätzen untersucht werden, welche der Abwei-
chungen diagnostiziert und welche Größe ggf. sogar so genau geschätzt werden kann,
dass eine Regelung auf Basis dieser Schätzung möglich ist. Es ist jedoch zu erwar-
ten, dass insbesondere bei den Feuchten eine solche Schätzung schwierig wird, da der
Einfluss auf das Stackverhalten zumindest teilweise verschwindend gering ist. Eine
Veränderung der Fehlerstufen konnte aufgrund mangelnder Teststandskapazität für
weitere Messungen nicht durchgeführt werden.
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Zusätzlich zu diesen gemessenen Signalen wurden die Datensätze um die von der
angenommenen Betriebsstrategie vorgegebenen Sollwerte der zu schätzenden Ein-
gangsgrößen ergänzt. Diese weichen, abgesehen vom Rauschen und kleinen Aktua-
tordifferenzen, insbesondere bei den Zyklen mit Variationen der Eingangsgrößen von
den gemessenen Werten ab, da die Betriebsstrategie stets den Nennbetrieb vorgibt.
Auf Basis dieser Sollwerte wurden zusätzlich Abweichungen zwischen Soll- und Ist-
wert berechnet, die als alternative Schätzgrößen untersucht wurden.
6.3 Konzepte der Diagnoseansätze
Beide hier vorgestellten Ansätze verwenden ein lineares Zustandsraummodell, das
aus den Messdaten des PEMFC-Stacks mittels einer 4SID-Methode identifiziert wird.
Wie im vorigen Kapitel kommt dazu im Folgenden die statistische CVA zum Einsatz,
die Ansätze sind jedoch nicht auf diesen Algorithmus beschränkt. Die genutzten
Modelle unterschieden sich in den als Ein- und Ausgängen verwendeten Signalen und
damit auch in der Interpretation der Modelle. Der erste der beiden Ansätze nutzt
ein Simulationsmodell und basiert auf einem Kalman-Filter [Kre80, Has08, Nie09],
bei dem die unbekannten Eingangsgrößen als Zustände geschätzt werden. Der zweite
Ansatz löst sich von der physikalischen Vorstellung der Vorgänge und benutzt ein
Modell zur Schätzung, das die verfügbaren Messdaten des Stacks als Eingangsgrößen
ansieht und die zu schätzenden Größen direkt ausgibt. Dieser Ansatz stellt eine
partiell inverse Modellstruktur des PEMFC-Stacks dar.
6.3.1 Kalman-Filter
Die beim Kalman-Filter-Ansatz zum Einsatz kommenden Simulationsmodelle sind
sehr ähnlich zu den im Abschnitt 5.3 vorgestellten Modellen. Allerdings werden hier
Modelle für alle vier Ausgangsgrößen verwendet, um möglichst viele Informationen
über das System auszunutzen. Als Eingangsgrößen der Modelle werden für die Iden-
tifikation sowohl die messbaren Eingangsgrößen um als auch die zu schätzenden
















vor, muss dieses noch modifiziert werden, da ein Kalman-Filter die Zustandsgrößen
eines Systems schätzt. Die in der Anwendung nicht messbaren Zustandsgrößen wer-

































































































































































Abbildung 6.2: Schematische Darstellung des Kalman-Filteransatzes für die
Diagnose














Abbildung 6.3: Schematische Darstellung des partiell inversen Modells als
Diagnoseansatz
den daher als konstante Zustandsgrößen dem ursprünglich identifizierten Zustands-



















+Dm um . (6.4)
Für dieses modifizierte System wird ein Kalman-Filter entworfen. Die Schätzwerte
der nicht messbaren Eingangsgrößen können dem vom Kalman-Filter geschätzten
Zustandsvektor entnommen werden. Die Struktur dieses Ansatzes ist schematisch in
der Abbildung 6.2 dargestellt.
6.3.2 Partiell inverses Modell
Da ein Kalman-Filter aufgrund der notwendigen Matrixoperationen, insbesonde-
re der Berechnung inverser Matrizen, Schwierigkeiten bei der Implementierung im
Fahrzeug bereiten kann, wurde mit dem partiell inversen Modell zusätzlich ein im
Hinblick auf die Anwendung im Fahrzeug einfacherer Ansatz untersucht. Dieser An-
satz nutzt die im Fahrzeug messbaren Ein- und Ausgangssignale am PEMFC-Stack
als Eingangsgrößen für ein Modell, welches direkt als Modellausgangsgrößen die ge-
suchten nicht messbaren Eingangsgrößen des Stacks berechnet. Das Schema dieses
Ansatzes ist in der Abbildung 6.3 dargestellt.
Bei der Inversion eines Modells spielt die Kausalität eine wichtige Rolle. Hat die zu
schätzende Eingangsgröße nur einen verzögerten Einfluss auf die Ausgangsgröße, so
ist aufgrund der Kausalität nur eine verzögerte Schätzung möglich. Es wurde daher
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zusätzlich eine zeitliche Verzögerung der Eingangssignale vorgesehen, um bei den
Untersuchungen zum partiell inversen Modell auch diesen Aspekt berücksichtigen
zu können.
6.4 Untersuchungen und Ergebnisse
Für beide Ansätze wurde für jede der zu schätzenden Eingangsgrößen des PEMFC-
Stacks ein eigenes Kalman-Filter bzw. partiell inverses Modell auf Basis der mess-
baren Signale entworfen, um ggf. auftretende Quereinflüsse bei der Schätzung zu
vermeiden und damit die Komplexität der Untersuchungen gering zu halten. Ver-
suche haben gezeigt, dass nicht immer eine Verwendung aller zur Verfügung ste-
hender messbarer Signale zu den besten Ergebnissen führt. Neben der Auswahl der
zu verwendenden Messsignale stellen auch die Normierungsart der Messdaten, das
Schätzen eines Modells mit oder ohne Durchgriff sowie mit oder ohne Nullpunkt-
verschiebung und die maximale Modellordnung zu wählende Parameter dar. Auch
eine mögliche zeitliche Verzögerung der Eingangsgrößen kann beim partiell inversen
Modell gewählt werden. Außerdem können anstatt der Stöchiometrien und der Was-
serstoffkonzentration auch die physikalisch am Teststand vorgegebenen Volumen-
ströme der drei Gase Wasserstoff, Stickstoff und Luft geschätzt werden. Bei allen
Größen besteht zusätzlich die Möglichkeit, nur die Abweichung des aktuellen Werts
vom Sollwert zu schätzen, wobei diese Abweichung sowohl absolut (als Differenz) als
auch relativ (als Quotient) berechnet werden kann.
Diese Fülle an freien Parametern beim Entwurf führt dazu, dass eine Berechnung
aller möglicher Kombinationen für beide Modellansätze zu viel Rechenzeit in An-
spruch nehmen würde. Daher wurden verschiedene Voruntersuchungen (vgl. auch
[Esw08, Eid09]) durchgeführt und anhand der Ergebnisse einige dieser Parameter
vorab festgelegt. Es hat sich gezeigt, dass die Normierung der Signale auf den je-
weiligen Mittelwert im Datensatz in dieser Anwendung bessere Ergebnisse liefert als
andere Normierungsarten. Bei den Abweichungssignalen stellte sich das Schätzen der
relativen Abweichung als bessere Variante heraus.
Mit einer festen Konfiguration von Adaptx wurden bei einer maximalen Ordnung
von zwölf jeweils die beste Kombination der zu verwendenden Signale ermittelt.
Für diese Konfiguration wurde dann in einem weiteren Schritt bis zur maximalen
Ordnung von 30 jeweils mit und ohne Durchgriff sowie mit und ohne Nullpunkt-
verschiebung das optimale Modell ermittelt. Beim partiell inversen Modell wurden
zusätzlich Verzögerungen der Eingangsgrößen bis maximal 13 Schritte berücksich-
tigt. Zur Auswahl der Ergebnisse wurden der mittlere quadratische Fehler sowie die
Standardabweichung des Schätzfehlers herangezogen.
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Als wichtigstes Ergebnis dieser Untersuchungen lässt sich festhalten, dass die Ergeb-
nisse des partiell inversen Modells deutlich besser sind als die mit dem Kalman-Filter
erzielten Resultate. Die mit dem Kalman-Filter erzielten brauchbaren Ergebnisse
benötigen so hohe Modellordnungen (meist um 20), dass eine Implementierung im
Fahrzeug nicht realistisch erscheint. Daher wurde bei den weiteren Darstellungen
in diesem Kapitel der Schwerpunkt auf die partiell inversen Modelle gelegt. Zu-
dem stellte sich heraus, dass sich die Volumenströme besser schätzen lassen als die
entsprechenden Stöchiometrien bzw. die Wasserstoffkonzentration. Bei den partiell
inversen Modellen sind die Verbesserungen durch eine Verzögerung der Eingangs-
größen so gering, dass sie den Nachteil der sich dadurch ergebenden Verzögerung
der Schätzung nicht aufwiegen und daher nicht zu empfehlen sind. Bei identischer
Ordnung liefern die Modelle mit Durchgriff zumeist die besseren Ergebnisse. Die
Berücksichtigung einer Nullpunktverschiebung brachte hingegen keine Vorteile.
Die besten Schätzergebnisse lassen sich für den Volumenstrom der Luft an der Katho-
de erzielen. Dies ist nicht überraschend, da die Abweichungen dieser Eingangsgröße
die größten Veränderungen in den Ausgangsgrößen hervorrufen. Es genügt bereits
ein partiell inverses Modell erster Ordnung, um sowohl den Verlauf der Größe wäh-
rend der Zyklen als auch die Abweichungen im Fehlerfall sehr gut zu schätzen. Die
Validationsergebnisse des Modells erster Ordnung mit Durchgriff und ohne Null-
punktverschiebung sind in der Abbildung 6.4 dargestellt. Bei der relativ großen Ab-
weichung nach oben unterschätzt das Modell den tatsächlichen Fluss zwar, jedoch
ist die Abweichung nach oben klar erkennbar und der Fehler wird somit erkannt. Da
der Datensatz auch die Abweichung der weiteren vier Größen beinhaltet, kann an
dem Ergebnis auch die Robustheit gegenüber diesen Variationen abgelesen werden.
Der Schätzer zeigt kaum Querempfindlichkeiten.
Auf der Anodenseite wird der Verlauf des Volumenstroms von Wasserstoff nahezu
gleich gut geschätzt wie bei der Luft auf der Kathodenseite (vgl. Abbildung 6.5).
Allerdings folgt hier die Schätzung kaum den Abweichungen und ist somit zur Feh-
lererkennung nicht geeignet. Da sich diese Abweichungen jedoch kaum in den Aus-
gangsgrößen bemerkbar machen, ist dieses Ergebnis nicht überraschend. Etwas bes-
ser gelingt hingegen die Schätzung des Volumenstroms von Stickstoff (siehe Ab-
bildung 6.6). Hier wird dem Verlauf sowohl im Normalbetrieb als auch bei Abwei-
chungen gefolgt. Allerdings stimmt bei Abweichungen nur die Tendenz und nicht der
exakte Wert. Zusätzlich ist die Schätzung dieser Größe empfindlich auf Quereinflüsse
durch die abweichenden Befeuchtungswerte der Gase. Diese Querempfindlichkeit auf
Feuchteabweichungen kann durch die Verwendung eines Modells höherer Ordnung
reduziert werden, wie es in der Abbildung 6.7 zu sehen ist. Allerdings steigt dabei der
Quereinfluss des abfallenden Volumenstroms der Luft (bei etwa 13.5 h) an. Dieser
könnte jedoch durch eine geeignete Logik zusammen mit der oben gezeigten Schät-
zung des Luftvolumenstroms bei der Auswertung im Fahrzeug ausgeblendet werden.
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(b) Ausschnitt mit Abweichung nach un-
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Abbildung 6.4: Schätzergebnisse für den Volumenstrom der Luft an der Ka-
thode des Validationsdatensatzes (blau) mit einem partiell
inversen Modell (grün)
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(b) Ausschnitt mit Abweichung nach un-
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Abbildung 6.5: Schätzergebnisse für den Volumenstrom von Wasserstoff an
der Anode des Validationsdatensatzes (blau) mit einem par-
tiell inversen Modell (grün)
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(b) Ausschnitt mit Abweichung nach un-
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Abbildung 6.6: Schätzergebnisse für den Volumenstrom von Stickstoff an
der Anode des Validationsdatensatzes (blau) mit einem par-
tiell inversen Modell (grün)
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Abbildung 6.7: Schätzergebnisse für den Volumenstrom von Stickstoff an
der Anode des Validationsdatensatzes (blau) mit einem par-
tiell inversen Modell zehnter Ordnung (grün)
Noch schwieriger ist die Schätzung bei den relativen Feuchten der Betriebsgase, die
ebenfalls mit Ausnahme der zu feuchten Luft keine deutlichen Auswirkungen auf
die Ausgangsgrößen haben. Die Schätzung der relativen Feuchte des Anodengases
gelingt näherungweise nur in wenigen Bereichen im Nennbetrieb, ansonsten folgt
der geschätzte Wert weder den Abweichungen noch dem relativ stark schwankenden
Verlauf. Daher wurde auf eine Darstellung des Ergebnisses verzichtet. Auf der Ka-
thodenseite gelingt die Schätzung besser, wie in der Abbildung 6.8 zu sehen ist. Hier
werden der Verlauf im Nennbetrieb, aber auch die Abweichung der Feuchte gut re-
produziert. Bei den Abweichungen nach oben wird nur eine Art Mittelwert geschätzt,
was zur Erkennung des Fehlers jedoch genügt. Bei den Abweichungen nach unten
treten teilweise störende Quereinflüsse der gleichzeitig variierenden relativen Feuchte
des Anodengases auf, sodass hier eine sichere Erkennung nicht immer möglich ist.
Auch die erhöhte Sauerstoffstöchiometrie sorgt für einen störenden Quereinfluss, der
wie oben aber mittels einer geeigneten Logik in Kombination mit der Schätzung des
Luftvolumenstroms bei der Auswertung im Fahrzeug ausgeblendet werden kann.
Weitere Untersuchungen wurden an den berechneten Abweichungsgrößen sowie mit
einem erweiterten Datensatz vorgenommen. Dieser erweiterte Datensatz enthielt zu-
sätzlich noch Ausgangsdaten eines speziellen Messgeräts, welches die THDA umsetzt
(vgl. auch Abschnitt 6.1 und [RPP+06]). In beiden Fällen konnten jedoch sowohl
mit dem Kalman-Filter als auch mit dem partiell inversen Modell keine relevanten
Verbesserungen der Schätzergebnisse erzielt werden.
6.5 Zusammenfassung
Für eine Überwachung messtechnisch nicht erfasster Größen des PEMFC-Systems in
einem Fahrzeug, die alle Eingangsgrößen des Brennstoffzellen-Stacks darstellen, wur-
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Abbildung 6.8: Schätzergebnisse für die relative Feuchte der Luft auf der
Kathodenseite des Validationsdatensatzes (blau) mit einem
partiell inversen Modell (grün)
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den in diesem Kapitel zwei Ansätze präsentiert, die auf linearen Zustandsraummo-
dellen basieren. Diese Modelle wurden für die hier durchgeführten Untersuchungen
mit einer Implementierung der statistischen CVA gewonnen. Ziel der Untersuchun-
gen war eine Aussage, ob die in den Messdaten enthaltenen Abweichungen der zu
überwachenden Größen mithilfe der Ansätze erkannt werden können. Als Haupt-
schwierigkeit stellte sich dabei heraus, dass die für die Gewinnung der Messdaten
gewählten Abweichungen teilweise noch so nahe am Nennbetriebspunkt liegen, dass
diese kaum Auswirkungen auf das Verhalten des Stacks haben.
Beim direkten Vergleich der beiden Ansätze in den durchgeführten Untersuchungen
zeigte das partiell inverse Modell die besseren Ergebnisse bei geringeren Modellord-
nungen. Für eine Implementierung im Fahrzeug auf Basis nur der Messdaten des
PEMFC-Stacks ist somit das partiell inverse Modell eindeutig zu bevorzugen. Ein
Kalman-Filter könnte jedoch interessant werden, wenn über eine der zu schätzen-
den Größen auch durch eine andere Komponente Informationen vorliegen und die
Schätzungen fusioniert werden sollen.
In den Fällen, in denen die Variation einer Größe merkliche Abweichungen in ei-
ner oder mehreren Ausgangsgrößen verursacht, war ein Erkennen der Abweichungen
stets möglich. Im Nennbetrieb folgten die Schätzungen jeweils auch gut den zykli-
schen Veränderungen der Größen, was bei Abweichungen nicht bei allen Größen der
Fall war. Dies erlaubt eine Verwendung der Schätzer auch als Beobachter zumindest
für den Nennbetrieb. Die partiell inversen Modelle stellen somit eine sehr gute Mög-
lichkeit zur Überwachung der untersuchten Größen dar, die aufgrund der Linearität




In dieser Arbeit wurden erstmals Modellansätze für PEMFC-Stacks vorgeschlagen,
die auf Messdaten basieren und das dynamische Verhalten nicht nur in einem fes-
ten Betriebspunkt der weiteren Größen beschreiben. Darüber hinaus wurden zwei
modellbasierte Diagnoseansätze vorgestellt, deren Ziel die vorbeugende Erkennung
von Abweichungen der Betriebsparameter des Stacks ist, bevor eine Beschädigung
an dieser teuersten Komponente des PEMFC-Systems auftritt. Die Gewinnung der
dynamischen Modelle erfolgte überwiegend mithilfe von 4SID-Verfahren, die nicht-
iterativ sowohl die Ordnung als auch die Parameter eines linearen zeitdiskreten Zu-
standsraummodells aus den Messdaten ermitteln.
Im ersten Teil dieser Arbeit wurde eine ausführliche Analyse und ein Vergleich der
verschiedenen in der Literatur beschriebenen modernen 4SID-Verfahren durchge-
führt, da bisher nur einzelne Analysen oder Vergleiche existierten. Dazu wurde ein
Ablaufschema formuliert, im Rahmen dessen sich alle 4SID-Methoden einheitlich
beschreiben und damit auch leicht vergleichen lassen. Neben den in der Literatur
zu findenden theoretischen Eigenschaften wurden zusätzlich Vergleiche an einfachen
Systemen analysiert, um das Verhalten der Algorithmen zu bewerten.
Als Ergebnis des Vergleichs kann eine klare Empfehlung für die 4SID-Verfahren
gegeben werden, deren Datenvorverarbeitungsschritt auf einem HOARX-Modell ba-
siert. Dazu gehören die statistische CVA und die Prädiktor-basierten Verfahren.
Diese zeichnen sich neben robustem Verhalten gegenüber Rauschen bei kleineren
Datensätzen auch durch die Fähigkeit aus, Modelle mit Daten aus dem geschlosse-
nen Regelkreis verzerrungsfrei schätzen zu können. Zusätzlich können dabei Null-
punktverschiebungen oder Trends in den Daten berücksichtigt werden, um dann das
dynamische Modell aus den entsprechend korrigierten Daten zu identifizieren. Vor-
teile der statistischen CVA gegenüber den Prädiktor-basierten Verfahren liegen in
der Verwendung der einfachen Datenmatrizen, wodurch insbesondere bei großen Da-
tensätzen der Speicheraufwand deutlich geringer ist als bei Verwendung der Block-
Hankel-Matrizen, und in der Verfügbarkeit einer kommerziellen Implementierung.
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Letzteres ermöglicht die Verwendung des Verfahrens auch ohne tief gehende Analy-
se des Verfahrens, die für eine eigene Implementierung notwendig ist.
Die 4SID-Verfahren wurden im zweiten Teil der Arbeit zur Modellierung von PEM-
Brennstoffzellen-Stacks für Simulation und Diagnose herangezogen. Dynamische Mo-
delle des elektrischen Verhaltens von PEMFC-Stacks basierten bisher auf physika-
lischen und empirischen Gleichungen. Diese in der Literatur beschriebenen Modelle
benötigen für Simulationen einen hohen Rechenaufwand. Das fällt besonders dann
ins Gewicht, wenn der PEMFC-Stack nur eine von vielen Teilkomponenten eines
komplexen technischen Systems ist, dessen Aufbau und Funktionsweise durch eine
Vielzahl von Simulationsläufen modellbasiert optimiert werden soll. Für eine Imple-
mentierung im Rahmen modellbasierter Betriebsführungs- und Diagnosemethoden
auf einem Steuergerät in einem Brennstoffzellenfahrzeug sind diese Modelle ebenfalls
nicht geeignet.
Mit den in dieser Arbeit vorgestellten Modellen wurden Ansätze vorgeschlagen, die
diese Nachteile der physikalischen Modelle nicht haben. Durch die datenbasierte
Herangehensweise wird bei beiden Modellansätzen das Ein-/Ausgangsverhalten des
Stacks nachgebildet, ohne die inneren Vorgänge zu modellieren, wodurch sich die
deutliche Reduktion der Komplexität gegenüber entsprechender physikalisch herge-
leiteter Modelle erklärt. Bei beiden Ansätzen machen die benötigten Messungen den
Hauptteil des Modellierungsaufwands aus.
Beim Uryson-Modell repräsentiert ein einfaches statisches Teilmodell die stationären
Betriebspunkte und die dynamische Abweichung von diesen Punkten wird linear be-
schrieben. Nach der Identifikation steht damit ein Modell zur Verfügung, welches
nur wenig Rechenzeit benötigt und sich deshalb für Simulationsaufgaben sehr gut
eignet, bei denen ein größerer Betriebsbereich abgedeckt werden soll.
Für den statischen Teil wurden ein als Nachschlagetabelle abgelegtes Kennfeld und
ein neuronales Netz verglichen. Mit beiden Ansätzen konnten vergleichbar gute Er-
gebnisse erzielt werden. Das künstliche neuronale Netz erlaubt eine deutliche Reduk-
tion des Speicheraufwands, ohne einen deutlichen Anstieg der Simulationsgeschwin-
digkeit zu verursachen.
Beim dynamischen Teilsystem wurden Übertragungsfunktionen und Zustandsraum-
modelle verglichen. Bei den kontinuierlichen Übertragungsfunktionen konnten auch
Messdatenfragmente berücksichtigt werden, mit denen sehr schnelle Vorgänge nach
Änderungen in den Eingangsgrößen mit sehr geringer Abtastzeit aufgenommen wur-
den. Beschränkt man sich auf Daten mit einer festen Abtastrate, so liefern die
Zustandsraummodelle erster Ordnung deutlich bessere Ergebnisse. Beim Vergleich
verschiedener 4SID-Verfahren zur Identifikation zeigte sich die erwartete Überle-
genheit der statistischen CVA gegenüber den geometrischen Verfahren auch in der
praktischen Anwendung. Bei diesen Versuchen konnte anhand der Ergebnisse auch
festgestellt werden, dass die in Matlab verfügbare 4SID-Implementierung entge-
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gen der Angaben in der Dokumentation keine Umsetzung eines rein geometrischen
Verfahrens sein kann, sondern zumindest verschiedene Erweiterungen integriert sein
müssen.
Noch schneller und weniger aufwändig als beim Uryson-Modell erfolgt die Simu-
lation mit einem rein linearen Zustandsraummodell. Die Gültigkeit dieses Modells
ist jedoch auf einen kleinen Bereich um den Nennbetrieb beschränkt. Der Vorteil
dieses Ansatzes ist neben der einfachen Implementierbarkeit eines solchen Modells
zwischen erster und vierter Ordnung die Verwendbarkeit von Daten aus dem Fahrbe-
trieb. So ist mit diesem Ansatz auch eine regelmäßige Adaption des Modells denkbar,
beispielsweise im Rahmen der üblichen Servicetermine zur Inspektion des Fahrzeugs.
Solche einfachen linearen Zustandsraummodelle bilden auch die Basis für die beiden
in dieser Arbeit vorgeschlagenen Diagnoseansätze für PEMFC-Stacks. Entgegen ei-
ner Vielzahl von Methoden in der Literatur, die eine Erkennung von Fehlern im Stack
als Ziel haben, werden hierbei die nicht messtechnisch erfassten Eingangsgrößen des
Stacks überwacht. Damit können frühzeitig Abweichungen vom vorgegebenen Be-
triebspunkt erkannt und Beschädigungen des Stacks durch geeignete Gegenmaßnah-
men verhindert werden. Die Besonderheit dieser Vorgehensweise ist die Verwendung
des Stacks und eines zugehörigen Modells als eine Art Sensor zur Überwachung der
peripheren Komponenten des PEMFC-Systems.
Der erste Ansatz basiert auf der Verwendung linearer Simulationsmodelle, bei denen
die nicht messbaren Eingangsgrößen als konstante Zustände mittels eines Kalman-
Filters geschätzt werden. Beim zweiten Ansatz werden die zur Verfügung stehenden
Messinformationen direkt als Eingangsgrößen eines Modells genutzt, unabhängig
davon, ob diese physikalisch eine Ein- oder Ausgangsgröße des Stacks darstellen.
Dadurch ergibt sich eine partiell inverse Modellstruktur. Bei den für diese Arbeit
zur Verfügung stehenden Messdaten lieferte das partiell inverse Modell die deutlich
besseren Ergebnisse. Bereits mit Modellen erster Ordnung war in vielen Fällen die
Detektion von Fehlern möglich, im Nennbetrieb eignen sich die Modelle meist sogar
als Beobachter für die zu überwachenden Größen.
Die Untersuchungen zu den Diagnoseansätzen haben auch die Grenzen von Diagno-
severfahren allgemein aufgezeigt. Bei einigen Abweichungen in den Eingangsgrößen
war keine Erkennung möglich, da diese keinen merklichen Einfluss auf die Ausgangs-
größen des Stacks hatten. Da nur auf Basis von Veränderungen auf deren Ursache
geschlossen werden kann, kann in solchen Fällen generell keine Diagnose stattfinden.
Soll dennoch eine Überwachung realisiert werden, müssen für diese Größen entwe-
der weitere Ausgangsgrößen durch zusätzliche Sensoren messtechnisch erfasst wer-
den, auf die die betrachteten Abweichungen einen Einfluss haben, oder die Grenzen
der zu erkennenden Abweichungen müssen weiter vom Nennbetrieb entfernt wer-
den, wenn dann eine Auswirkung auf die Ausgangsgrößen zu erwarten ist. In den
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Fällen, in denen bei den hier durchgeführten Untersuchungen solche Auswirkungen
messbar waren, haben die identifizierten partiell inversen Modellansätze eine gute
Empfindlichkeit gegenüber den zu detektierenden Abweichungen und einen geringen




Der Inhalt dieses Anhangs ist eine Ergänzung zum Kapitel 3 und zum Grundver-
ständnis der 4SID-Algorithmen nicht notwendig. Er fasst platzintensive Berechnun-
gen und Herleitungen zusammen, bei denen aus Gründen der Übersichtlichkeit im
Kapitel 3 nur das Ergebnis angegeben wurde.
A.1 Berechnung der Projektionen mittels
LQ-Zerlegung
In diesem Abschnitt wird die Gültigkeit der in Kapitel 3.1.3 eingeführten Berech-
nungsvorschriften für die Projektionen von Matrizen mittels der LQ-Zerlegung ge-
zeigt. Dabei wird davon ausgegangen, dass die Matrizen A ∈ R(a×j), B ∈ R(b×j)




vollen Rang haben und dass für
die Anzahl der Spalten j ≥ a+ b+ c gilt.




A im Folgenden mehrmals auftritt, soll dieser zunächst
allgemein mithilfe der LQ-Zerlegung A = LQT mit L ∈ R(a×a), Q ∈ R(j×a) und
QTQ = I vereinfacht werden. Es ist zu beachten, dass aus der Voraussetzung, dass
die Matrix A Höchstrang hat, folgt, dass die Matrix L ebenfalls Höchstrang hat und




























QT = QQT . (A.1)
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Anmerkung: Es sei an dieser Stelle explizit darauf hingewiesen, dass bei einer in
den Spalten orthogonalen Matrix Q, d. h. einer rechteckigen Matrix Q ∈ R(j×a) mit
QTQ = I, die Vertauschung der Transposition nicht möglich ist, d. h. QQT ∕= I.













mit L11 ∈ Rb×b, L21 ∈ Ra×b, L22 ∈ Ra×a, Q1 ∈ Rj×b und Q2 ∈ Rj×a. Daraus folgt
für die beiden Matrizen A und B
B = L11Q
T

















Zunächst wird die senkrechte Projektion von A auf den Zeilenraum von B betrach-
tet:
Beweis A.1 (Beweis von A/B = L21QT1 ):






Daraus ergibt sich durch Einsetzen des Zusammenhangs (A.3) und unter der








































Mit diesem Beweis lässt sich nun auch leicht die Gültigkeit der Berechnungsvorschrift
für die Projektion einer Matrix A auf das orthogonale Komplement des Zeilenraums
von B mittels der LQ-Zerlegung zeigen:
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Beweis A.2 (Beweis von A/B⊥ = L22QT2 ):










Daraus ergibt sich das Ergebnis durch Ausmultiplizieren und unter Verwendung
des Zusammenhangs (A.3) sowie des oben geführten Beweises A.1 für die Pro-















Für die schiefe Projektion A/C B wird die LQ-Zerlegung⎡⎣ CB
A
⎤⎦ = LQT =





mit L11 ∈ Rc×c, L21 ∈ Rb×c, L22 ∈ Rb×b, L31 ∈ Ra×c, L32 ∈ Ra×b, L33 ∈ Ra×a,
















sowie für die Matrix Q der Zusammenhang⎡⎣ QT1QT2
QT3
⎤⎦ [ Q1 Q2 Q3 ] =
⎡⎣ I 0 00 I 0
0 0 I
⎤⎦ . (A.11)













Zunächst werden die beiden senkrechten Projektionen unter Verwendung der Be-
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QT1 −L32QT2Q1︸ ︷︷ ︸
= 0















































2 −L21QT1Q1︸ ︷︷ ︸
= I






Da B/C⊥ = L22QT2 linear unabhängige Zeilen hat, berechnet sich die Pseudoin-




[Sto02]. Aus den Vor-
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Für alle drei im Kapitel 3.1.3 vorgestellten Möglichkeiten zur Projektion von Ma-
trizen wurden somit die Gültigkeit der angegebenen Berechnungsmöglichkeiten über
die LQ-Zerlegung gezeigt, mit welchen sich diese Projektionen effizient implementie-
ren lassen.
A.2 IV-Schätzung des schiefen Prädiktors mittels
LQ-Zerlegung












die im Abschnitt 3.2.2 beim Hilfsvariablenansatz ohne Beweis in der Gleichung (3.87)
angegeben wurde, gezeigt werden. Grundlage ist die bereits in der Gleichung (3.86)
angegebene LQ-Zerlegung⎡⎣ Ui+1∣2iZ
Yi+1∣2i
⎤⎦ = LQT =





















die Projektion nach der Definition 3.7 ersetzt. Unter Verwendung der den Ma-
trizen entsprechenden Teile der LQ-Zerlegung (A.18) und der Zusammenhän-
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Im Gegensatz zu den Projektionen, bei denen die Matrix Q bei der Berechnung in
den 4SID-Algorithmen wegfällt bzw. als Ähnlichkeitstransformation der Zustands-
darstellung aufgefasst und daher auch weggelassen werden kann, taucht sie beim




In diesem Anhang sind die Parameter der Simulationsmodelle aus Kapitel 5 und der
partiell inversen Modelle aus Kapitel 6 zusammengefasst.
B.1 Uryson-Modell
Es werden jeweils die Parameter der Modelle angegeben, die auch bei der Validation
der Gesamtmodelle berücksichtigt wurden.
Zunächst werden im Folgenden die Parameter des MLP angegeben. Die Reihenfolge
der Eingangsgrößen entspricht der in der Abbildung 5.1 gezeigten Anordnung. Die
Gewichte zwischen den vier Eingangsneuronen und den sechs Neuronen der verdeck-
ten Schicht sind gegeben durch die Matrix Wℎ mit
WTℎ =
⎡⎢⎢⎣
−3.4131 1.5915 1.2450 −3.7936 1.5802 0.8068
3.6415 0.9334 −0.1807 −0.0174 14.5886 −0.5979
−0.6011 −1.5899 −0.1312 0.2316 −6.0595 −11.9759
−0.7700 −0.0283 −0.0005 0.0010 0.2789 0.0454
⎤⎥⎥⎦ . (B.1)
Der Schwellwertvektor der sechs Neuronen in der verdeckten Schicht lautet
#Tℎ =
[
−4.5265 −0.1066 −0.5930 0.1427 −27.5281 15.9911
]
. (B.2)
Die Gewichte zwischen den Neuronen der verdeckten Schicht und dem Neuron der
Ausgangsschicht sind durch den Vektor
wo =
[
0.0540 −0.0867 −0.1414 0.0564 0.0046 −0.0094
]
(B.3)
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gegeben. Der Schwellwert für das Ausgangsneuron ist #o = 0.7863.
Für das dynamische Teilmodell werden zunächst die Übertragungsfunktionen zu den
Modellen aus den Tabellen 5.10 und 5.11 angegeben, bei denen auch die hoch aufge-
lösten Daten berücksichtigt wurden. Die Übertragungsfunktion dritter Ordnung für
die Stromdichte für den Fall ohne zusätzliche Übertragungsfunktion für die Sauer-
stoffstöchiometrie lautet mit dem Kennfeld als statischem Teilmodell
Gj(s) =
4.778s3 − 654s2 − 12.69s
260.2s3 + 8973s2 + 745.4s+ 1
(B.4)
und mit dem neuronalen Netz als statischem Teilmodell
Gj(s) =
2.269s3 − 307.5s2 − 9.203s
126.6s3 + 4197s2 + 529.1s+ 1
. (B.5)
Bei Berücksichtigung einer Übertragungsfunktion erster Ordnung für die Sauerstoff-
stöchiometrie wurden für das Kennfeld als statisches Teilmodell die Funktionen
Gj(s) =
2.151s3 − 833.1s2 − 12.22s
207.8s3 + 8695s2 + 553.6s+ 1




sowie für das MLP die Funktionen
Gj(s) =
2.697s3 − 819.7s2 − 10.99s
207.9s3 + 8740s2 + 550.5s+ 1





Für die Daten mit TA = 1 s werden die Parameter der dynamischen Teilmodelle an-
gegeben, die in den Tabellen 5.12 und 5.13 verwendet wurden. Bei reiner Betrachtung










Bei Berücksichtigung der Sauerstoffstöchiometrie im dynamischen Teilmodell erge-




und GO2 (s) =
89.99s
4.674 · 104s+ 1
(B.10)
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und GO2 (s) =
60.09s
3.775 · 104s+ 1
. (B.11)











































Mit Adaptx wurde jeweils ein Zustandsraummodell erster Ordnung verwendet, hier
lauten die Parameter für das Kennfeld





c = 0.0400 , dT =
[
−0.0617 −2.5918 · 10−4
]
(B.17)
und für das MLP





c = 0.0382 , dT =
[




Die Reihenfolge der Eingangsgrößen in den folgenden Zustandsraummodellen ent-
spricht der in Abbildung 5.24.
Zunächst werden die Parameter des Modells erster Ordnung mit Durchgriff und
Nullpunktverschiebung ybias angegeben, welches nur mit den Nennbetriebszyklen
identifiziert wurde:
a = 0.9530 , c = 1.3563 , ybias = −0.5610 , (B.20)
bT = 10−3 ·
[
−0.6533 −0.1772 8.1748 −5.1051
6.5500 18.2525 4.5285 0.8264 14.8362
]
, (B.21)
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dT =
[
−0.2078 0.0329 0.0334 0.0445
0.1471 −0.1313 0.0789 0.0019 0.2098
]
. (B.22)
Das Modell erster Ordnung, welches mit dem kompletten Datensatz identifiziert
wurde, hat die folgenden Parameter:
a = 0.9747 , c = 0.0324 , ybias = 0.9255 , (B.23)
bT =
[
0.0476 0.0003 0.0411 −0.2233





−0.2198 0.0303 0.0266 0.0377
0.1446 −0.1146 0.0463 0.0007 0.1075
]
. (B.25)




0.0993 −0.0621 0.0401 −0.0232
−2.6812 0.6514 0.2487 0.0415
2.7780 −1.1122 0.2480 0.2400




−0.1959 0.0148 −0.0088 0.0018
]
, ybias = 1.0299 , (B.27)
B =
⎡⎢⎢⎣
0.3356 0.0015 −0.0449 0.0409
1.4505 0.3266 −0.1150 −1.0210
2.0588 −0.4325 −0.0398 3.6635
−5.8877 −2.3868 0.0452 6.0906
−0.0234 0.2699 0.0652 0.0251 0.2105
1.0713 0.5621 −0.1540 0.2824 0.2034
−6.2499 1.5876 −0.0339 −0.7271 −2.7981




−0.1653 0.0256 0.0374 0.0861
0.1149 −0.1231 0.0546 −0.0007 0.1337
]
. (B.29)
B.3 Partiell inverse Modelle
In diesem Abschnitt werden die Parameter der partiell inversen Modelle angegeben,
die zu den Abbildungen in Kapitel 6 gehören. Dabei entspricht die Reihenfolge der
Modelleingangsgrößen stets der in der jeweiligen Abbildung angegebenen Reihenfolge
der Messgrößen.
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Das Modell, welches zur in der Abbildung 6.4 gezeigten Schätzung des Luftvolumen-
stroms an der Kathode verwendet wurde, hat die Parameter
a = 0.9902 , c = −1.1198 , (B.30)
bT =
[




dT = 103 ·
[




Die Parameter des Modells aus der Abbildung 6.5 zur Schätzung des Wasserstoffvo-
lumenstroms sind
a = 0.9915 , c = −0.6287 , (B.33)
bT =
[
0.0060 −0.0008 0.0040 0.0255





0.0744 0.2243 −0.4548 0.7967
0.0433 0.2115 0.6495 0.0064 0.0746
]
. (B.35)
Für das Modell erster Ordnung zur Schätzung des Volumenstroms von Stickstoff an
der Anode aus der Abbildung 6.6 wurden die folgenden Parameter ermittelt:
a = 0.9983 , c = −0.7159 , (B.36)
bT =
[
0.0303 −0.0435 0.0006 −0.0068





0.7825 0.1527 −0.2178 −0.0709
0.0519 0.2434 0.0703 −0.0118 0.4962
]
. (B.38)
Für die Parameter des partiell inversen Modells zur Schätzung der Eingangsgrö-
ße „relative Feuchte der Luft“ aus der Abbildung 6.8 wurden die folgenden Werte
bestimmt:
a = 0.9960 , c = 1.1527 , (B.39)
bT =
[
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Nomenklatur
Matrizen und Vektoren sind in dieser Arbeit gegenüber skalaren Größen durch Fett-
schrift abgesetzt. Rein stochastische Größen werden mit griechischen Buchstaben
bezeichnet.




ucell,max maximale mittlere Zellspannung
j Stromdichte
O2 Sauerstoffstöchiometrie an der Kathode
Gj(s) Übertragungsfunktion für die Eingangsgröße Stromdichte
GO2 (s) Übertragungsfunktion für die Eingangsgröße Sauerstoffstö-
chiometrie
Allgemein
0 Nullvektor bzw. Nullmatrix
GL(s) Matrix von Übertragungsfunktionen im Laplace-Bereich
Gz(z) Matrix von Übertragungsfunktionen im z-Bereich
I Einheitsmatrix
N Gesamtzahl der Datenpunkte im Datensatz
t Zeit
TA Abtastzeit
k ∈ Z Abtastschritt
 Erwartungswert von 
Σ Kovarianzmatrix von 
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Operatoren
∥A∥2 2-Norm der Matrix A
∥A∥F Frobenius-Norm der Matrix A
AT Transponierte der Matrix A
A† Pseudoinverse der Matrix A
A⊥ orthogonales Komplement des Zeilenraums von A
A/B = AΠB senkrechte Projektion des Zeilenraums von A auf den Zei-
lenraum von B
A/B⊥ = AΠB⊥ senkrechte Projektion des Zeilenraums von A auf das or-
thogonale Komplement des Zeilenraums von B
def(A) Defekt der Matrix A
im(A) Spaltenraum der Matrix A
ker(A) = null(A) Kern / Nullraum der Matrix A
spur(A) Spur der Matrix A
rg(A) Rang der Matrix A
diag(a1, . . . , an) Diagonalmatrix mit a1 bis an auf der Hauptdiagonalen
vec(A) Vektor, der aus den von links nach rechts untereinander
angeordneten Spalten der Matrix A zusammengesetzt ist
Schätzverfahren
â Schätzwert von a









L untere Dreiecksmatrix bei der (reduzierten) LQ-Zerlegung
Q in den Spalten orthogonale Transformationsmatrix bei der
(reduzierten) LQ- und QR-Zerlegung
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M orthogonale Matrix der linken Singulärvektoren bei der
SVD
N orthogonale Matrix der rechten Singulärvektoren bei der
SVD
S Diagonalmatrix der Singulärwerte bei der SVD
M̃ Matrix der linken Singulärvektoren bei der reduzierten
GSVD
Ñ Matrix der rechten Singulärvektoren bei der reduzierten
GSVD




Gewichtungsmatrix mit den Bedingungen an die Zeilen der
zerlegten Matrix bei der reduzierten GSVD
W
Ñ
Gewichtungsmatrix mit den Bedingungen an die Spalten
der zerlegten Matrix bei der reduzierten GSVD
Zustandsraumdarstellungen
X ⊆ Rn Zustandsraum (Definitionsbereich der Zustandsgröße)
U ⊆ Rp Eingangsraum (Definitionsbereich der Eingangsgröße)
Y ⊆ Rq Ausgangsraum (Definitionsbereich der Ausgangsgröße)
n Dimension des Zustandsraums, Ordnung des Systems
p Dimension des Eingangsraums
q Dimension des Ausgangsraums
x(t) bzw. x(k) Zustandsvektor zum Zeitpunkt t bzw. k ·TA
u(t) bzw. u(k) Eingangsvektor zum Zeitpunkt t bzw. k ·TA
y(t) bzw. y(k) Ausgangsvektor zum Zeitpunkt t bzw. k ·TA
z(t) bzw. z(k) Störgröße zum Zeitpunkt t bzw. k ·TA
(t) bzw. (k) Messrauschen zum Zeitpunkt t bzw. k ·TA
 (t) bzw.  (k) Systemrauschen zum Zeitpunkt t bzw. k ·TA
e(t) bzw. e(k) Ausgangsfehler (Innovation) zum Zeitpunkt t bzw. k ·TA
A Dynamikmatrix oder Systemmatrix, Transitionsmatrix
AK Systemmatrix in der Prädiktorform
B Eingangsmatrix
BK Eingangsmatrix in der Prädiktorform
C Ausgangsmatrix
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D Durchgriffsmatrix oder Durchgangsmatrix
E Einflussmatrix der Störgröße in der Systemgleichung
F Einflussmatrix der Störgröße in der Ausgangsgleichung
K Kalman-Matrix
f( · ) Systemfunktion




Uf(k),Yf(k) einfache Datenmatrizen der Zukunft für den Zeitpunkt
k ·TA
Up(k),Yp(k) einfache Datenmatrizen der Vergangenheit für den Zeit-
punkt k ·TA
Xp(k),Xf(k) Zustandsfolge der Vergangenheit bzw. der Zukunft für den
Zeitpunkt k ·TA
i halbe Anzahl der Blockzeilen (Horizont) der Block-Hankel-
Datenmatrizen
j Anzahl der Spalten der Block-Hankel-Datenmatrizen
U1∣i,Y1∣i,E1∣i Block-Hankel-Datenmatrizen der Vergangenheit
Ui+1∣2i,Yi+1∣2i,Ei+1∣2i Block-Hankel-Datenmatrizen der Zukunft
Xi Zustandsfolge für die Block-Hankel-Matrizen




S,K,i umgekehrte erweiterte Steuerbarkeitsmatrix für die
Innovations- bzw. Prädiktorform
QstochS,i analog zur umgekehrten erweiterten Steuerbarkeitsmatrix
und Innovationsform aufgebaute Parametermatrix für die




K,i Blockparametermatrix für die Eingangsgrößen in den
Subspace-Gleichungen in Innovations- bzw. Prädiktorform
Hstochi Blockparametermatrix für die Innovationen in den
Subspace-Gleichungen in Innovationsform
Oi bzw. OK,i schiefer Prädiktor für die Innovations- bzw. Prädiktorform
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Abkürzungen
4SID Subspace-based State-Space System Identification
AIC Akaike Information Criterion (Informationskriterium nach Akai-
ke)
AIC corrected Akaike Information Criterion (für kleine Stichproben
korrigiertes Informationskriterium nach Akaike)
AFC alkaline fuel cell (alkalische Brennstoffzelle)
AR autoregressive (autoregressiv)
ARMA autoregressive moving average (autoregressiv und mit gleitendem
Mittelwert)
ARMAX autoregressive moving average with exogenous inputs (autoregres-
siv, mit gleitendem Mittelwert und Eingangsgrößen)
ARX autoregressive with exogenous inputs (autoregressiv und mit Ein-
gangsgrößen)
BHKW Blockheizkraftwerk
BLUE best linear unbiased estimator (minimalvarianter linearer erwar-
tungstreuer Schätzer)
CCA canonical correlation analysis (kanonische Korrelationsanalyse)
CVA canonical variate analysis (kanonische Variatenanalyse)
DC direct current (Gleichstrom)
DMFC direct methanol fuel cell (Direkt-Methanol-Brennstoffzelle)
GLS generalized least squares (verallgemeinerte kleinste Quadrate)
GSVD generalized singular value decomposition (verallgemeinerte Singu-
lärwertzerlegung)
HOARX high-order ARX (ARX mit hoher Ordnung)
HT-PEMFC high temperature PEMFC (Hochtemperatur-PEMFC)
IV instrumental variables (Hilfsvariablen)
KF Kennfeld
KNN künstliches neuronales Netz
KW Kühlwasser
LS least squares (kleinste Quadrate)
LTI linear time-invariant (linear und zeitinvariant)
LPV linear parameter-varying (linear mit variierenden Parametern)
MCFC molten carbonate fuel cell (Schmelzkarbonat-Brennstoffzelle)
MIMO multiple input multiple output (Mehrgrößenfall)
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MLP multi-layer perceptron (mehrlagiges Perzeptron)
MOESP Multivariable Output Error State Space Identification (Ausgangs-
fehler-basierte Mehrgrößen-Systemidentifikation im Zustands-
raum)
MSE mean squared error (mittlerer quadratischer Fehler)
N4SID Numerical Algorithm(s) for Subspace State Space System Identi-
fication (numerischer Algorithmus / numerische Algorithmen zur
Unterraum-basierten Systemidentifikation im Zustandsraum)
NASA National Aeronautics and Space Administration (zivile Bundesbe-
hörde der USA für Luft- und Raumfahrt)
NEFZ Neuer Europäischer Fahrzyklus
NLS nichtlinearer LS-Schätzer
OLS gewöhnliche LS-Schätzung
PAFC phosphoric acid fuel cell (Phosphorsäure-Brennstoffzelle)
PBSID Predictor-based Subspace Identification (Prädiktor-basierte
Unterraum-Identifikation)
PBSIDopt optimized PBSID (optimierte PBSID)
PCA principal component analysis (Hauptkomponentenanalyse)
PEM Polymerelektrolytmembran
PEMFC PEM fuel cell (PEM-Brennstoffzelle)
PI-MOESP past input MOESP (MOESP mit vergangenen Eingängen als
Hilfsvariablen)
PO-MOESP past output MOESP (MOESP mit vergangenen Ein- und Ausgän-
gen als Hilfsvariablen)
RBFN Radial-Basisfunktionen-Netzwerk
SISO single input single output (Eingrößenfall)
SOFC solid oxid fuel cell (Festelektrolyt-Brennstoffzelle)
SSE sum of squared errors (Summe der quadratischen Fehler)
SVD singular value decomposition (Singulärwertzerlegung)
THDA total harmonic distortion analysis (vollständige Klirrfaktorana-
lyse)
WLS weighted least squares (gewichtete kleinste Quadrate)
ZRM Zustandsraummodell
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Der theoretische Schwerpunkt dieser Arbeit liegt in einem Vergleich und 
einer einheitlichen Beschreibung der in der Literatur existierenden Sub-
space-Identification-Verfahren. Bei diesen handelt es sich um so genannte 
Black-Box-Identifikationsverfahren, welche aus den Messdaten eines line-
aren Systems sowohl die Ordnung als auch die Parameter nicht-iterativ 
gewinnen.
Im Anwendungsteil kommen diese Verfahren zum Einsatz, um PEM-Brenn-
stoffzellen-Stacks in einem Betriebsbereich nachbilden, der für Anwendungen 
im Automobilbereich relevant ist. Aufgrund der sehr einfachen und damit 
wenig Rechenzeit erfordernden Modelle sind diese sehr gut für schnelle 
Simulationen in komplexen Gesamtsystemmodellen oder modellbasierten 
Verfahren zur Betriebsführung geeignet.
Es werden außerdem zwei Ansätze vorgestellt, wie solche einfachen Model-
le für die Überwachung von Eingangsgrößen des Brennstoffzellen-Stacks 
verwendet werden können, die im Automobil nicht messbar sind.
Alle erzielten Ergebnisse basieren auf Messdaten und sind mit weiteren 
Datensätzen validiert.
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