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1. Introduction 
System-on-a-chip (SoC) has become possible since a great number of circuit elements can be 
integrated into a single chip by the miniaturization technologies for Si CMOS. Network-on-
Chip (NoC) has been investigated actively, and it is expected to be a new approach for 
designing the communication subsystems of SoC (Lee et al., 2008). Enormous circuit blocks 
are loaded onto the NoC, and on-chip networks like local area networks (LANs) in the NoC 
communicate among these circuit blocks. Since the performance of the NoC is strongly 
affected by on-chip networks, the construction of efficient on-chip communications 
infrastructures will be increasingly significant. 
Some of the important characteristics for on-chip interconnects are bandwidth, latency, and 
power. In particular, power saving technologies are very important in realizing Green IT 
(in- formation technology). Power dissipation in on-chip networks mainly occurs at 
interconnects due to the increase of wiring resistance and capacitance. A significant issue is 
that power consumption of conventional on-chip interconnects, i.e. so-called RC lines, is 
proportional to the signal frequency; hence, it is very difficult to reduce energy dissipation 
per bit. Given the recent trend of high-speed signaling, we have to solve this problem and 
offer some good solutions. One solution is the use of copper lines and low-k dielectric, and 
these techniques have been widely applied and reduce power consumption for transmitting 
signals. However long interconnects still consume large power as in the case of RC lines. 
Another solution is the introduction of on-chip transmission line interconnects (TLIs). The 
applications of TLIs have been widely demonstrated. Modulation (Chang et al., 2003), pulsed-
current-mode (Jose et al., 2006), current-mode-logic (Ito et al., 2004, 2005; Ishii et al., 2006; Gomi 
et al., 2004), low voltage differential signaling (Ito et al., 2007) and multi-drop (Ito et al., 2008) 
techniques are proposed, and these techniques enable the improvement of bandwidth, latency 
and extensibility of on-chip networks. Figure 1 is an image of on-chip networks with TLIs. 
It is also reported that TLIs have a better power efficiency than the conventional on-chip lines 
as the line length and signal frequency increase (Ito et al., 2004; Gomi et al., 2004; Ito et al., 
2005; Ishii et al., 2006; Ito et al., 2007). Further improvement of the power efficiency at low 
frequencies is the design challenge in the case of on-chip TLIs. Since current-mode differential 
amplifiers are usually used for transmitters (Txs) and receivers (Rxs) in TLIs, Tx and Rx 
consume static power regardless ardless of the signal frequency. This means TLIs waste power 
if they are applied to paths with a low activity factor or to transmit low bit-rate signals. 
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Fig. 1. On-chip networks with transmission line interconnects (TLIs). 
Another challenge is the signal amplitude attenuation of on-chip transmission lines. Tx has 
to output large amplitude signals in order to compensate for the loss of the transmission 
lines; therefore it usually consumes more power than Rx. Thus, the improvement of Tx 
power efficiency is crucial for further power saving of on-chip TLIs, and also an important 
challenge for applying transmission line technologies to on-chip networks. 
This paper proposes an on-chip pulsed-current-mode transmission line interconnect (PTLI) 
with a stacked-switch Tx that does not consume static power and generates return-to-zero 
(RZ) codes. PTLIs using RZ signals have been proposed in an earlier report (Jose et al., 2006). 
The features of our interconnects are as follows: 
1. Our interconnect mainly consists of transistors and does not have inductors and 
capacitors that generally occupy a large area. 
2. Pulse width, which should be optimized by considering spectral efficiency and power 
consumption, is adjustable.  
Our Tx outputs pulse-shaped RZ signals and consumes power only during signal 
transitions. Tx has high output impedance in the standby states, and our Tx and Rx can be 
applied to bidirectional and multi-drop signaling; this can save the area occupied by the 
TLIs and would improve the extensibility of on-chip networks (Ito et al., 2008). 
This paper is organized as follows. The design of on-chip transmission lines is discussed in 
Section 2. The circuit details of the proposed PTLI are presented in Section 3. The point-to- 
point and multi-drop PTLIs fabricated by 90nm CMOS process and their measurement 
results are introduced in Section 4. The concluding remarks are presented in Section 5. 
2. Design of on-chip interconnects 
Generally, it is often a serious challenge to design on-chip interconnects while taking into 
account the large resistive losses involved. Since inductance effects ωL become significant as 
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signal frequency increases, ωL must be considered carefully at high frequency. Otherwise 
on-chip interconnects act as RC-dominant lines.  
Inductance effects on on-chip signaling are widely investigated. The line length ℓ for which 
inductance effects become apparent can be calculated using the following equation (Ismail 







< <`  (1) 
where tr is the signal rise time. In the case of 10 Gb/s signaling with a rise time of 20 ps, the 
inductive behavior of the line becomes significant at line lengths of is 1mm to 14mm. 
Figure 2 shows an image of signal transmissions on an on-chip wire. Tx turns on at time 0, 
and the voltage rises at the near-end of the line. The voltage wave propagates toward Rx at 
the electromagnetic wave speed v as shown in Figure.2 (a). L and C are dominant in signal 
transmissions before the electromagnetic wave reaches the far-end of the line. At the time of 
l/v, the voltage of the line increases as capacitance of the line is charged as shown in 
Figure.2 (b). R and C are dominant in this region. Transmission line interconnects use the LC 
dominant portion for signal transmission by choosing suitable resistive loss, characteristic 
impedance and termination. Thus, the on-chip transmission line interconnects can achieve a 
lower latency than the conventional RC lines. 
The line width required for on-chip transmission lines is greater compared to that required 
for conventional RC lines. Figure 3 shows the structure of our on-chip transmission line. 
Differential and small-amplitude signaling is applied for achieving small rise-time of 
signals. A differential transmission line that consists of two signal lines and does not have 
ground lines for area saving is applied to on-chip wiring. Since transmission lines should 
have wide line width, it is preferable to use thick metal layers to implement transmission 
lines. In this work, transmission lines are built on the top layer. The line width is 6 μm and 
the space between signal lines is 4.6 μm. The transmission line is made of aluminum, and 
the dielectric used is silicon dioxide.  
 
 
Fig. 2. Signal transmission on an on-chip wire. 
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Fig. 3. On-chip transmission line structure. 
Characteristic impedance Z0 affects losses, crosstalk noises, area required for the 
transmission lines, and power consumption. Let us focus on the losses of transmission line. 









α ⎛ ⎞≈ +⎜ ⎟⎝ ⎠  (2) 
In multilevel interconnects, the resistive loss is dominant because the underlying metals 
shield the transmission lines from Si substrate and reduce dielectric loss. High Z0 helps 
reduce the losses, thereby reducing the power dissipation at the interconnects. In terms of 
energy dissipation, Z0 directly affects the power of Tx. The output signal amplitude vout of Tx 
is calculated by the formula vout = Z0i, where i is a current which flows into the transmission 
lines. i can be reduced by using high Z0 transmission lines after determining vout. Thus, high 
Z0 is acceptable if we focus only on power saving. On the other hand, low Z0 is better for 
area and crosstalk robustness. When the line width W is determined by DC resistance, Z0 
can be adjusted by varying the line space D between the signal lines shown in Figure 3. 
Lower Z0 lines have smaller D than higher Z0 lines. Coupling between the signal lines in a 
differential pair becomes strong as D reduces. Lines with smaller D have higher crosstalk 
robustness. Thus, it appears to be preferable to choose low Z0 while building transmission 
lines for multilevel interconnect. Since this work focuses on power saving, we choose a 
differential impedance of 100Ω. 
Figure 4 shows the frequency response of a 5-mm-long on-chip interconnect. The frequency 
response of an RC line is provided for comparison with that of the transmission line. The 
characteristics of the transmission line are obtained by measurement, while those of the RC 
line are obtained by 2D analysis of the electromagnetic field. The attenuations of the trans- 
mission line and the RC line are 2 dB and 14 dB, respectively, and the cutoff frequency of the 
transmission line is higher than that of the RC line. Thus, it is apparent that high-speed and 
small-amplitude signaling can be achieved by using on-chip transmission lines. 
3. On-chip pulsed-current mode transmission line interconnect (PTLI) 
3.1 Level diagram 
LSI (large-scale integration) designers who design on-chip transmission line interconnects 
have to take into account the characteristics of the transmission lines. Figure 5 shows a level 
diagram based on the frequency response shown in Figure 4. 
www.intechopen.com




Fig. 4. Frequency dependence of |S21|. 
 
 
Fig. 5. Voltage level diagram. 
In our design, signal amplitude attenuation had a low value of approximately 2 dB as 
shown in Figure 4. Small signal amplitude is suitable for high-speed signaling and low 
latency. However, when the signal amplitude is very small, it decays to zero due to 
attenuation. Taking into consideration the influence of noise, the amplitude of the voltage 
input to Rx is in the range of 20–60mV. Thus, we set the Tx output voltage at 100mV and the 
gain at –20 dB. Given the attenuation of the transmission line, Rx gain should be set 
approximately in the range of 20–22 dB. 
3.2 The proposed PTLI 
Schematics of the proposed on-chip pulsed-current mode transmission line interconnects 
(PTLI) are shown in Figure 6(a). PTLI consists of pre buffers that generate differential 
signals, stacked-switch Txs, an on-chip differential transmission line (DTL), and an Rx. Rail-
to-rail signals are input into the PTLI, and Txs convert rail-to-rail signals into pulse-shaped 
differential RZ-signals. RZ signals propagate in the DTL at the speed of electromagnetic 
waves. Vcom stabilizes common-mode voltages of the Tx output. Rx amplifies the pulse 
signals and converts the RZ signals into NRZ (non-return-to-zero) signals. 
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Fig. 6. Schematics of the proposed PTLI. 
3.2.1 Details of Tx 
Tx consists of four CMOS switches and delay circuits, as shown in Figure 6(b). Let us first 
consider the stacked-switches. The output amplitude of Tx depends on the on-resistance of 
these CMOS switches. The on-resistance of NMOS and PMOS in the saturation region are 
described by equations (3) and (4), respectively. 
 on ,N




























  (4) 
From these equations, it is seen that Ron,N(P) depends on input voltage Vin, as shown in 
Figures 7(a) and (b). This makes it difficult to convert pulse-shaped RZ signals into NRZ 
signals. Although CMOS switches increase parasitic capacitance that limits maximum 
operating frequency, these switches can stabilize on-resistance Ron,C, as shown in Figure 7(c). 
In order to achieve better signal integrity, we choose CMOS stacked-switch topologies. 
 
 
Fig. 7. On-resistances of NMOS, PMOS, and CMOS switches. 
 
 
Fig. 8. Pulse-width dependence of simulated power consumption of Tx and Rx. 
Next, let us discuss the delay circuits. Delay circuits output τ-lagged signals, and the delay 
time τ can be changed by controlling bias voltages Vcntp and Vcntn. τ determines the pulse 
width of signals. Pulse width, i.e. the delay time τ, should be set by considering a trade-off 
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between power consumption and the spectra of signals. Narrow pulse signals are preferred 
to save power consumption. However, high-frequency spectral components become 
stronger as the pulse width decreases, and the attenuation in the case of narrow pulses is 
greater than that in the case of broad pulses. Figure 8 shows the result of a simulation of 
power consumption of Tx and Rx. The proposed PTLI is designed to achieve the lowest 
power with 100-ps-pulse-width signaling. 100 ps is the minimum pulse-width of RZ signals 
at 10 Gb/s. 
The circuit operation of the proposed stacked-switch Tx is as follows. Figure 9 is used to 
explain the operation. 
1. 0 ≤ t < t1 (Figure 9(b)) 
One of the input voltages of Tx (In1) is assumed to be 1 (high level), as shown in Figure 
9(b), and Tx is in a steady state. Tr1 and Tr3 are on, while Tr2 and Tr4 are off. There are 
no current paths connecting the power supply, Tx out, and the ground. Hence, Tx does 
not consume power. Output impedance is very high, and Tx out is represented by Vcom. 
2. t1 ≤ t < t2 (Figure 9(c)) 
After In1 becomes 0 (low level), Tr2 and Tr3 are turned on and off, respectively. One of 
the outputs of the delay circuit (In2) is still 1, and the states of Tr1 and Tr4 do not 
change. Current flows into the DTL from the power supply, and Tx out becomes high. 
3. t2 ≤ t < t3 (Figure 9(d)) 
After time τ, In2 changes to 1. Then, Tr1 and Tr4 are turned off and on, respectively. The 
current from the power supply is blocked, and Tx out decreases to Vcom. 
4. t3 ≤ t < t4 (Figure 9(e)) 
The input In1 becomes 1, and Tr2 and Tr3 change to off and on, respectively. The states 
of Tr1 and Tr4 remain unchanged because of the delay circuit. Current flows from the 
DTL into the ground, and the voltage level of Tx out decreases. 
5. t4 ≤ t (Figure 9(b)) 
The output voltage of the delay circuit (In2) becomes 1 at t4, i.e., after τ of t3. The current 
to the ground is blocked after Tr4 is turned off. Then, the voltage of Tx out increases to 
Vcom, and Tx repeats above operations. 
Current does not flow from the power supply to Tx out and the ground in the steady states. 
Thus, the proposed Tx can save power during low bit-rate transmissions and signaling with 
a low activity factor. The output impedance of Tx is high in the steady states; this enables 
multi-drop and bidirectional signal transmissions without the degradation of signal 
integrity (Ito et al., 2008). 
Figure 10 shows a result of transient simulation at 10 Gb/s. Pseudo-random bit sequence 
(PRBS) of length 29 –1 is input to Tx. Simulation results show that Tx outputs pulse-shaped 
RZ-signals as expected by theory. 
3.3 Details of Rx 
Rx consists of a differential amplifier and a Schmitt trigger circuit as shown in Figure 6(c). 
The differential amplifier amplifies the pulse-shaped RZ signals and the Schmitt trigger 
converts these RZ signals into NRZ signals. The gain of the differential amplifier is almost 
equal to the overall gain of Rx because the gain of the Schmitt trigger is almost 0 dB. 
Rx has to be suitably designed to achieve a gain of approximately 22 dB as specified in 
Section 3.1. The proposed PTLI can control the common-mode voltage Vcom (Figure 6(a)) 
from the measuring equipment, and the gain of the differential amplifier depends on Vcom to 
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a certain extent. Figure 11 shows the dependence of Rx gain on Vcom. This simulation result 
indicates that a gain of 22 dB gain can be achieved when Vcom ranges between 0.4V and 0.5V. 
Since the main purpose of designing PTLI is to realize low-power operations, Vcom is set to 
0.4V at the time of measurement. 
 
 
Fig. 9. Operation of the proposed Tx. 
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Fig. 10. Simulated output waveforms of Tx. 
 
 
Fig. 11. Simulation of the dependence of Rx gain on Vcom. 
CMOS Schmitt trigger circuits are comparator circuits that incorporate positive feedback by 
using NMOS and PMOS transistors. The hysteresis characteristics of Schmitt triggers show 
two threshold voltages V+ and V–. When the input is higher than a certain chosen threshold 
V+, the output is 1 (high level). When the input is below V–, the output voltage is 0 (low 
level). When the input is between V+ and V–, the output retains its value.  
Generally, the center voltage of two threshold voltages is close to half the voltage of power 
supply. The common-mode voltage Vcom is set to 0.4V. However, we have to design a certain 
hysteresis loop whose central voltage is 0.4V. Thus, the P-Schmitt trigger circuit, which has 
only PMOS feedback system, as shown in Figure 12, is considered the best topology for this 
design. P-Schmitt trigger can achieve lower power consumption and smaller area as com- 
pared to CMOS Schmitt trigger circuits due to a reduction in the number of elements; this 
reduction is achieved because the P-Schmitt trigger does not have an NMOS feedback 
system. 
The threshold voltages V– and V+ can be determined by choosing suitable transistor sizes. 
The low threshold voltage V– is equal to that of inverter consisting of M1, M2, and M3 
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Here, β1 and β4 are the aspect ratios of transistors M1 and M4, and VTp is the threshold 
voltage of the PMOS transistors. Figure 13 shows the hysteresis loop of the P-Schmitt trigger 
used in the proposed PTLI. From the figure, it is seen that the central voltage of the 
hysteresis loop is nearly 0.4V. Figure 14 shows the transient simulation result. Signals input 
into “Rx in”, as in Figure 6 (a), are assumed to have an amplitude of 20mV and a pulse 
width of 100 ps. This result indicates that rail-to-rail NRZ signals can be achieved by using 
the proposed Rx at 10 Gb/s. 
 
Fig. 12. P-Schmitt trigger circuit. 
 
Fig. 13. Hysteresis loop. 
 
Fig. 14. Transient simulation result. 
4. Measurements and discussions 
4.1 Point-to-point and multi-drop PTLI 
Point-to-point and multi-drop PTLI are fabricated with a 90nm Si CMOS process. Figure 15 
shows chip micrographs of the test circuits. The line length is 5mm, and a buffer is used for 
measurement. Multi-drop PTLI has six I/Os. Txs and Rxs are connected every 1mm, and 
they share one differential transmission line. 
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Fig. 15. Chip micrographs of the test circuits. 
4.1.1 Point-to-point PTLI 
PRBS of length 29 – 1 is input to Tx through an RF probe, and the output signals from the 
buffer are measured. The eye diagram and the bathtub curve at 8 Gb/s are shown in Figures 
16 and 17, respectively. The performance of point-to-point PTLI is summarized in Table 1. 
 
 
Fig. 16. Eye diagram at 8 Gb/s. 
 
 
Fig. 17. Bathtub curve at 8 Gb/s. 
 
 
Table 1. Performance summary of point-to-point PTLI. 
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The maximum bit-rate is determined by the eye width, and it is 8 Gb/s. Eye-width margin is 
assumed to be greater than 20% of the input signal period at a bit error rate (BER) of 10–12. 
Power consumption without the output buffer is 2.5mW, and the energy per bit is 0.31 
pJ/bit. The delay time between “In” and “Rx out” shown in Figure 6(a) is 164 ps. This value 
is calculated by subtracting the simulated buffer delay from the measured delay between 
“In” and “out” shown in Figure 6(a). 
4.1.2 Multi-drop PTLI 
PRBS of length 29 – 1 is also input into IN0, and the output signals from the buffer are mea- 
sured. Measured eye diagrams at each Rx node and a bathtub curve at OUT5 at 8 Gb/s are 
shown in Figure 18. The proposed multi-drop PTLI can achieve 8 Gb/s signaling as in the 
case of the point-to-point PTLI. Since an attenuator is inserted only when performing the 
measurements for multi-drop PTLI, the jitter characteristics of the falling edge shown in 
Figures 16 and 18(a) are different. The performance of the multi-drop PTLI is summarized in 
Table 2. Power consumption of Tx increases slightly because we readjust the bias voltages 
Vcontp and Vcontn shown in Figure 6(b) at the time of measurement. The delay time of the 
multi-drop PTLI is longer than that of the point-to-point PTLI . This is attributed to the fact 
that the Txs and Rxs connected to the transmission lines increase the effective capacitance. 
 
 
Fig. 18. Measured results at 8 Gb/s. 
www.intechopen.com




Table 2. Performance summary of multi-drop PTLI. 
The maximum bit-rates of both PTLIs are lower than those observed in the simulations 
because of deterministic jitter. The main cause of this jitter is the bandwidth of the output 
buffer; although the buffer operates up to around 10 Gb/s in measurements, excessive gain 
of the buffer cause jitter and limit the bandwidth. Buffer characteristics have a negative 
impact on the measured results, as seen above. Thus, we have to modify the buffer 
appropriately to achieve high-speed signaling and better signal integrity. 
4.2 Discussions 
First, let us compare our interconnects with the conventional on-chip transmission line inter- 
connects (TLIs). As has been discussed in Section 1, the CML (current-mode logic) or LVDS 
(low-voltage differential signaling) amplifiers shown in Figure 19 are commonly used in 
conventional TLIs as Tx or Rx. The power consumption of the conventional TLIs does not 
depend on bit-rate, while that of the proposed PTLI reduces as the bit-rate reduces. This 
enables low-power operation and improves power efficiency, especially at low frequencies, 
as shown in Figure 20. The number of signal transitions decreases as bit-rate reduces; this is 
similar to the decrease in the activity factor. Hence, it is expected that as the activity factor 
decreases, the proposed PTLI has lesser energy per bit than the conventional TLIs. The 
proposed PTLI would be useful in improving the bandwidth and power efficiency of on-
chip networks whose activity factors and bit-rates are changed frequently. 
 
 
Fig. 19. CML and LVDS amplifiers that are commonly used as Tx or Rx. 
www.intechopen.com




Fig. 20. Bit-rate dependence of power and energy per bit. 
 
 
Fig. 21. Performance comparisons. 
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Now, comparisons with other interconnects are discussed here. We compare the proposed 
PTLI with the conventional on-chip interconnects such as RC lines, optical interconnections, 
and TLIs. Comparison of the delay time and energy per bit are shown in Figure 21(a). 
Smaller delay and smaller energy per bit mean better performance. In order to compare the 
delay and power consumption of these interconnects for a uniform line length of 1 cm, we 
recalculate the values under the following conditions: 
• Repeater-less interconnects: The delay time of the interconnect is the sum of that of Tx, 
on-chip wire, and Rx. A relative permittivity εr of 4 is assumed, and the delay of the 
transmission line is 6.7 ps/mm.  
Power consumption is assumed to be determined by Tx and Rx and does not depend on 
line lengths. 
• Repeater-inserted interconnects: 
Delay and power consumption are proportional to line length. 
• Delay of interconnect (Lee et al., 2004): 
Wire latency of 320 ps/5mm is reported in this paper, and delay of 640 ps is used for 
wiring portion. 
The delay time of the proposed PTLIs and the other TLIs are almost equal. This indicates 
that the delay characteristics of the proposed PTLIs are better than those of other on-chip 
interconnects. Energy per bit of our interconnects is almost the same as that reported in a 
previous study (Ito et al., 2008) and is greater than that reported in another study (Ito et al., 
2007). The operating frequency in the previous study (Ito et al., 2007) is higher than that of 
the proposed PTLI. However, the comparison of the power consumption at 8 Gb/s shows 
that the power consumption of PTLI is smaller than that in (Ito et al., 2007), as shown in 
Figure 20.  
Wiring area is one of the most significant characteristics of on-chip interconnects. Since 
transmission lines usually occupy large area, on-chip TLIs are required to achieve better 
area per bit compared to the other on-chip interconnects. Energy per bit and area per bit of 
the on-chip high-speed interconnects are shown in Figure 21(b). Small energy per bit and 
small area per bit indicate good performance. The area occupied by the differential 
transmission line is assumed to be (line width) × 2 + (space between lines) × 3 and that 
occupied by single-ended RC line is (line width)×3. On-chip interconnects using RC lines 
have better characteristics in terms of area per bit than TLIs; this is because of the fine line 
width of the RC lines. However, the maximum bit-rate of RC interconnects is lesser than 
that of TLIs. Maximum bit-rate comparable to that of TLIs can be achieved by using RC lines 
in a bundle; however, this would imply that the RC lines will occupy virtually the same area 
as the TLIs. The area per bit of the proposed point-to-point PTLI is almost equal to that of 
the other point-to-point TLIs (Gomi et al., 2004; Ito et al., 2005; Ishii et al., 2006; Ito et al., 
2007, 2008; Lee et al., 2004). The area per bit of the proposed multi-drop PTLI is the equal to 
the bidirectional and multi-drop transmission line interconnects (Ito et al., 2008). Thus, the 
proposed PTLIs are comparable to other on-chip TLIs in view of area and bit-rate. 
Finally, we shall discuss the capability of the proposed PTLI. Although the measured 
maximum bit-rate is 8 Gb/s, this limitation may be overcome by the proposed PTLI if better 
buffers are used for measurement. In order to simplify the discussion, we do not consider 
buffers in the following. 
Figure 22 shows the simulation result of the dependence of eye-width margin on signal bit-
rate at a bit error rate of 10–12. The eye diagram is observed at “Rx out” in Figure 6(a). The 
pulse width of the proposed PTLI is optimized to have the minimum pulse-width for each 
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Fig. 22. Bit-rate dependences of eye-width margin. 
signal frequency by controlling the delay circuits in this simulation. The differential 
amplifiers used in CML and LVDS interconnects have same topologies, as shown in Figure 
6(c). 
The eye-width margin of the PTLI decreases sharply beyond 12 Gb/s. One possible reason is 
the parasitic capacitance of Tx. The use of CMOS stacked-switches leads to an increase in the 
parasitic capacitance, and this increases the signal rise time. Another possible reason is the 
limitation of variable pulse width regulated by the delay circuits; in fact, this may be a 
dominant factor. The delay circuits shown in Figure 6(b) consist of CMOS inverters and 
NMOS/PMOS switches. Thus, the power consumption of the delay circuits is relatively- 
small at the cost of variable pulse-width. In order to achieve signaling at speeds greater than 
15 Gb/s, the delay circuits used in the proposed PTLI may need further improvement. 
5. Conclusion 
This paper proposed highly energy-efficient on-chip PTLIs with stacked-switch Txs. The 5 
mm-long point-to-point and multi-drop PTLIs were fabricated by 90nm Si CMOS process. 
The point-to-point PTLI achieved 8 Gb/s signaling with a power consumption of 2.5mW 
and a delay of 164 ps. The multi-drop PLTI with six I/Os also achieved 8 Gb/s signaling 
with a power consumption of 9.1mW. Our interconnects had superior power efficiency 
compared to the conventional on-chip high-speed interconnects at low bit-rate signaling and 
low activity factors as well as at high bit-rate. The proposed PTLIs also had good area 
characteristics compared to the on-chip RC line interconnects. These facts indicate that our 
PTLIs enable the designing of multipoint-to-multipoint on-chip networks and would 
improve the extensibility of on-chip networks. 
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