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Twisting finite-dimensional modules
for the q-Onsager algebra Oq via the
Lusztig automorphism
Paul Terwilliger
Abstract
The q-Onsager algebra Oq is defined by two generators A, A
∗ and two relations,
called the q-Dolan/Grady relations. Recently P. Baseilhac and S. Kolb found an au-
tomorphism L of Oq, that fixes A and sends A
∗ to a linear combination of A∗, A2A∗,
AA∗A, A∗A2. Let V denote an irreducible Oq-module of finite dimension at least
two, on which each of A, A∗ is diagonalizable. It is known that A, A∗ act on V as
a tridiagonal pair of q-Racah type, giving access to four familiar elements K, B, K↓,
B↓ in End(V ) that are used to compare the eigenspace decompositions for A, A∗ on
V . We display an invertible H ∈ End(V ) such that L(X) = H−1XH on V for all
X ∈ Oq. We describe what happens when one of K, B, K
↓, B↓ is conjugated by H.
For example H−1KH = a−1A − a−2K−1 where a is a certain scalar that is used to
describe the eigenvalues of A on V . We use the conjugation results to compare the
eigenspace decompositions for A, A∗, L±1(A∗) on V . In this comparison we use the
notion of an equitable triple; this is a 3-tuple of elements in End(V ) such that any
two satisfy a q-Weyl relation. Our comparison involves eight equitable triples. One of
them is aA−a2K, M−1, K whereM = (aK−a−1B)(a−a−1)−1. The map M appears
in earlier work of S. Bockting-Conrad concerning the double lowering operator ψ of a
tridiagonal pair.
Keywords. q-Onsager algebra, Lusztig automorphism, tridiagonal pair, equitable
triple.
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1 Introduction
In this paper we consider a certain kind of module for the q-Onsager algebra Oq. Before
getting into detail, we briefly set some notation. Recall the natural numbers N = {0, 1, 2, . . .}
and integers Z = {0,±1,±2, . . .}. Let F denote a field. Every vector space discussed in this
paper is over F. Every algebra discussed in this paper is associative, over F, and has a
multiplicative identity. Fix a nonzero q ∈ F that is not a root of unity. Recall the notation
[n]q =
qn − q−n
q − q−1
n ∈ Z.
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For elements X , Y in any algebra, their commutator and q-commutator are given by
[X, Y ] = XY − Y X, [X, Y ]q = qXY − q
−1Y X.
Note that
[X, [X, [X, Y ]q]q−1] = X
3Y − [3]qX
2Y X + [3]qXYX
2 − Y X3.
Definition 1.1. (See [3, Section 2], [32, Definition 3.9].) The q-Onsager algebra Oq is defined
by generators A, A∗ and relations
[A, [A, [A,A∗]q]q−1] = (q
2 − q−2)2[A∗, A], (1)
[A∗, [A∗, [A∗, A]q]q−1] = (q
2 − q−2)2[A,A∗]. (2)
The relations (1), (2) are called the q-Dolan/Grady relations.
The algebra Oq comes from algebraic graph theory, or more precisely, the theory of Q-
polynomial distance-regular graphs [1], [17]. For such a graph, the adjacency matrix and any
dual adjacency matrix satisfy two relations [31, Lemma 5.4] called the tridiagonal relations
[32, Definition 3.9]. If the graph has q-Racah type [23, Section 1] then these tridiagonal
relations become the q-Dolan/Grady relations after an appropriate normalization. For an
overview of this topic see [25].
The algebra Oq comes up in the theory of tridiagonal pairs. Roughly speaking, a tridiagonal
pair is a pair of diagonalizable linear maps on a nonzero finite-dimensional vector space, that
each act in a block-tridiagonal fashion on the eigenspaces of the other one [21, Definition 1.1].
A finite-dimensional irreducible Oq-module on which the generators are diagonalizable is
essentially the same thing as a tridiagonal pair of q-Racah type [32, Theorem 3.10]. For
more information on Oq and tridiagonal pairs, see [19, 20, 24, 25, 32–35, 37, 39–41].
The algebra Oq has applications to quantum integrable models [2–5,7–9], reflection equation
algebras [6,11], and coideal subalgebras [12,28,29]. There is an algebra homomorphism from
Oq into the algebra q [37, Proposition 5.6], and the universal Askey-Wilson algebra [35,
Sections 9,10].
We will be discussing automorphisms of Oq. By an automorphism of Oq we mean an al-
gebra isomorphism Oq → Oq. In [10] P. Baseilhac and S. Kolb introduced the following
automorphism of Oq.
Lemma 1.2. (See [10, Section 2].) There exists an automorphism L of Oq such that
L(A) = A, L(A∗) = A∗ +
[A, [A,A∗]q]
(q − q−1)(q2 − q−2)
. (3)
The inverse automorphism L−1 satisfies
L−1(A) = A, L−1(A∗) = A∗ +
[A, [A,A∗]q−1 ]
(q − q−1)(q2 − q−2)
. (4)
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The automorphism L is roughly analogous to the Lusztig automorphism of the quantum
group Uq(ŝl2). Motivated by this, we call L the Lusztig automorphism of Oq [39].
The contents of the present paper are summarized as follows. Let V denote a finite-
dimensional irreducible Oq-module on which each of A, A
∗ is diagonalizable. To avoid
trivialities, we assume that V has dimension at least 2. We mentioned below Definition
1.1 that A, A∗ act on V as a tridiagonal pair of q-Racah type. We give a detailed proof of
this fact in order to set the stage. We then display an invertible H ∈ End(V ) such that
L(X) = H−1XH on V for all X ∈ Oq. The existence of H means that the Oq-module V
is isomorphic to the Oq-module V twisted via L
±1. From another point of view, it means
that the following act on V as isomorphic tridiagonal pairs: (i) A, A∗; (ii) A, L(A∗); (iii) A,
L−1(A∗). We display some identities that are satisfied by the eigenvalues of H . These identi-
ties are obtained using the Chu/Vandermonde summation formula for basic hypergeometric
series. Using the identities we express H±1 as a polynomial in A. We then consider some
elements K, B, K↓, B↓ in End(V ). These elements are familiar in the theory of tridiagonal
pairs; they are used to compare the eigenspace decompositions for A, A∗ on V . The element
K was introduced in [25, Section 1.1]. The element B is obtained from K by inverting the
ordering of the eigenspace decomposition for A on V . The elements K↓, B↓ are obtained
from K, B by inverting the ordering of the eigenspace decomposition for A∗ on V . In [14,15]
S. Bockting-Conrad investigates K, B in detail, as part of her work on the double lowering
operator ψ [13]. She obtains some relations involving K,B,A that she uses to turn V into a
module for the quantum group Uq(sl2). We describe what happens when one of K, B, K
↓,
B↓ is conjugated by H . We show that
H−1BH = aA− a2B−1, H−1KH = a−1A− a−2K−1, (5)
H−1B↓H = aA− a2(B↓)−1, H−1K↓H = a−1A− a−2(K↓)−1, (6)
where a is a certain scalar that is used to describe the eigenvalues for A on V ; see Lemma
2.4 below. Reformulating the equations (5), (6) we obtain
HB−1H−1 = a−1A− a−2B, HK−1H−1 = aA− a2K, (7)
H(B↓)−1H−1 = a−1A− a−2B↓, H(K↓)−1H−1 = aA− a2K↓. (8)
We use (5)–(8) to compare the eigenspace decompositions of A, A∗, L±1(A∗) on V . In this
comparison we use the notion of an equitable triple; this is a 3-tuple X , Y , Z of invertible
elements in End(V ) such that
qXY − q−1Y X
q − q−1
= I,
qY Z − q−1ZY
q − q−1
= I,
qZX − q−1XZ
q − q−1
= I.
Our comparison involves eight equitable triples; see Proposition 7.4 below. One of the triples
is aA− a2K, M−1, K where
M =
aK − a−1B
a− a−1
.
The elementM appears in the work of Bockting-Conrad mentioned above; see [15, Section 6].
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We describe how the eight equitable triples are related to the eigenspace decompositions for
A, A∗, L±1(A∗) on V . We find it illuminating to make this description using diagrams; see
Theorems 8.1–8.4 below. These theorems are the main results of the paper.
The paper is organized as follows. In Section 2 we prove that A, A∗ act on V as a tridiagonal
pair of q-Racah type. In Section 3 we describe the Lusztig automorphism L of Oq, and display
an invertible H ∈ End(V ) such that L(X) = H−1XH on V for all X ∈ Oq. We also obtain
some identities involving the eigenvalues of H . In Section 4 we introduce some diagrams that
are used to compare the eigenspace decompositions for A, A∗, L±1(A∗) on V . In Section 5 we
recall the elements K, B, K↓, B↓ and discuss their basic properties. In Section 6 we describe
what happens when one of K, B, K↓, B↓ is conjugated by H . In Section 7 we discuss
the notion of an equitable triple, and display eight equitable triples that involve K, B, K↓,
B↓. In Section 8 we describe how the eight equitable triples are related to the eigenspace
decompositions for A, A∗, L±1(A∗) on V . This description is made using diagrams.
2 The q-Dolan/Grady relations and tridiagonal pairs
We now begin our formal argument. For the rest of this paper, V denotes an irreducible
Oq-module with finite dimension at least 2, on which each of A, A
∗ is diagonalizable. In this
section we show that A, A∗ act on V as a tridiagonal pair of q-Racah type.
We consider how A and A∗ act on each other’s eigenspaces. Let End(V ) denote the algebra
consisting of the F-linear maps from V to V . Let D denote the set of eigenvalues for A on V .
By construction D is nonempty. We emphasize that the elements of D are mutually distinct.
For λ ∈ D define Eλ ∈ End(V ) to be the projection onto the λ-eigenspace for A on V . The
following holds on V : (i) AEλ = λEλ = EλA (λ ∈ D); (ii) EλEµ = δλ,µEλ (λ, µ ∈ D); (iii)
I =
∑
λ∈DEλ. For λ, µ ∈ D, multiply each side of (1) on the left by Eλ and the right by Eµ.
After some routine simplification, we obtain
EλA
∗Eµ(λ− µ)(qλ− q
−1µ)(q−1λ− qµ) = EλA
∗Eµ(µ− λ)(q
2 − q−2)2.
Therefore
EλA
∗Eµ(λ− µ)P (λ, µ) = 0,
where
P (λ, µ) = λ2 − (q2 + q−2)λµ+ µ2 + (q2 − q−2)2. (9)
Consequently
EλA
∗Eµ = 0 or λ = µ or P (λ, µ) = 0. (10)
Note that P (λ, µ) = P (µ, λ). Call λ, µ adjacent whenever λ 6= µ and P (λ, µ) = 0. The
adjacency relation is symmetric.
We just defined a symmetric binary relation on D, called adjacency. This relation turns D
into an undirected graph. For the graph D, each vertex is adjacent to at most two other
vertices, since the polynomial P has degree two. The graph D is connected, because V is
irreducible as an Oq-module. By these comments, the graph D is either a path or a cycle.
Shortly we will show that a cycle cannot occur.
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Lemma 2.1. Referring to the graph D, let λ denote a vertex that is adjacent to two distinct
vertices µ, ν. Then
µ− (q2 + q−2)λ+ ν = 0.
Proof. The vertices λ, µ are adjacent, so P (λ, µ) = 0. The vertices λ, ν are adjacent, so
P (λ, ν) = 0. By these comments and (9),
0 =
P (λ, µ)− P (λ, ν)
µ− ν
= µ− (q2 + q−2)λ+ ν.
Lemma 2.2. We have |D| ≥ 2.
Proof. By construction |D| ≥ 1. We assume that |D| = 1 and get a contradiction. The
action of A on V is diagonalizable with a single eigenvalue. So A acts on V as a scalar
multiple of the identity. The action of A∗ on V is diagonalizable, so there exists a nonzero
v ∈ V that is an eigenvector for A∗. The subspace W = Fv is invariant under A and A∗.
Therefore W = V since V is irreducible as an Oq-module. Consequently V has dimension
one, a contradiction. We have shown that |D| ≥ 2.
Definition 2.3. Define d = |D| − 1. Let {θi}
d
i=0 denote an ordering of D such that θi−1, θi
are adjacent for 1 ≤ i ≤ d.
Lemma 2.4. The graph D is a path. Moreover, there exists 0 6= a ∈ F such that
θi = aq
d−2i + a−1q2i−d (0 ≤ i ≤ d).
Proof. For notational convenience define n = |D|. For the graph D let e denote the number
of (undirected) edges. So e = d if D is a path, and e = n if D is a cycle. If D is a cycle then
define θn = θ0. For the graph D the vertices θi−1, θi are adjacent for 1 ≤ i ≤ e. By this and
Lemma 2.1,
θi−1 − (q
2 + q−2)θi + θi+1 = 0 (1 ≤ i ≤ e− 1).
For this recurrence the characteristic polynomial is
1− (q2 + q−2)x+ x2 = (x− q2)(x− q−2).
The roots q2, q−2 are distinct since q is not a root of 1. By these comments the recurrence
has general solution
θi = aq
d−2i + αq2i−d (0 ≤ i ≤ e), (11)
where a, α ∈ F. Using this general solution,
0 = P (θ0, θ1) = (q
2 − q−2)2(1− aα).
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The scalar q2 − q−2 is nonzero since q is not a root of unity, so aα = 1. Therefore a 6= 0 and
α = a−1. It remains to show that the graph D is not a cycle. Assume that D is a cycle.
By construction θn = θ0. Also by construction n ≥ 3, so d = n − 1 ≥ 2. Using (11) with
α = a−1,
0 =
θn − θ0
θd − θ1
=
q2n − 1
q2d − q2
.
Therefore q2n = 1, contradicting our assumption that q is not a root of unity. Consequently
D is not a cycle, and the result follows.
For notational convenience, abbreviate Ei = Eθi for 0 ≤ i ≤ d. By the construction and
(10),
EiA
∗Ej = 0 if |i− j| > 1 (0 ≤ i, j ≤ d). (12)
For 0 ≤ i ≤ d let Vi denote the θi-eigenspace for A on V . So Vi = EiV .
Lemma 2.5. We have
A∗Vi ⊆ Vi−1 + Vi + Vi+1 (0 ≤ i ≤ d), (13)
where V−1 = 0 and Vd+1 = 0.
Proof. We have
A∗Vi = IA
∗EiV =
d∑
ℓ=0
EℓA
∗EiV.
For 0 ≤ ℓ ≤ d, EℓA
∗Ei = 0 if |ℓ − i| > 1. Also for 0 ≤ ℓ ≤ d, EℓA
∗EiV ⊆ EℓV = Vℓ. The
result follows.
Lemma 2.5 shows how A∗ acts on the eigenspaces for A on V . Interchanging the roles of A,
A∗ we see that A acts on the eigenspaces for A∗ on V in the following way.
Lemma 2.6. There exists an ordering {V ∗i }
δ
i=0 of the eigenspaces for A
∗ on V such that
AV ∗i ⊆ V
∗
i−1 + V
∗
i + V
∗
i+1 (0 ≤ i ≤ δ), (14)
where V ∗−1 = 0 and V
∗
δ+1 = 0.
The concept of a tridiagonal pair was introduced in [21, Definition 1.1]. By Lemmas 2.5, 2.6
the elements A,A∗ act on the Oq-module V as a tridiagonal pair.
By [21, Lemma 4.5] the integers d, δ from Lemmas 2.5, 2.6 are equal; we call this common
value the diameter of the Oq-module V . For 0 ≤ i ≤ d let θ
∗
i denote the eigenvalue associated
with the eigenspace V ∗i for A
∗ on V .
Lemma 2.7. With the above notation, there exists 0 6= b ∈ F such that
θ∗i = bq
d−2i + b−1q2i−d (0 ≤ i ≤ d).
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Proof. Interchange the roles of A and A∗ in Lemma 2.4.
We have a comment.
Lemma 2.8. Neither of a2, b2 is among q2d−2, q2d−4, . . . , q2−2d.
Proof. Use Lemmas 2.4, 2.7 and the fact that the scalars {θi}
d
i=0 are mutually distinct and
the scalars {θ∗i }
d
i=0 are mutually distinct.
We mentioned earlier that the elements A, A∗ act on the Oq-module V as a tridiagonal pair.
By the form of the eigenvalues {θi}
d
i=0 (resp. {θ
∗
i }
d
i=0) in Lemma 2.4 (resp. Lemma 2.7), we
see that this tridiagonal pair has q-Racah type in the sense of [38, Section 1].
3 The Lusztig automorphism of Oq
We continue to discuss the Oq-module V from Section 2. Recall the Lusztig automorphism
L of Oq from Lemma 1.2. In [39, Section 8] we briefly described the action of L(A
∗) on V .
In the present section we describe this action in greater detail. Referring to the equation on
the right in (3), for 0 ≤ i, j ≤ d we multiply each side on the left by Ei and the right by Ej .
This yields
EiL(A
∗)Ej = EiA
∗Ejtij , (15)
where
tij = 1 +
θi − θj
q − q−1
qθi − q
−1θj
q2 − q−2
. (16)
If |i− j| > 1 then each side of (15) is equal to zero, in view of (12). We now consider (15)
for |i− j| ≤ 1. Note that
tii = 1 (0 ≤ i ≤ d). (17)
Lemma 3.1. For 0 ≤ i, j ≤ d such that |i− j| = 1,
qθi − q
−1θj
q2 − q−2
qθj − q
−1θi
q2 − q−2
= 1.
Proof. This is a reformulation of the equation P (θi, θj) = 0.
Lemma 3.2. For 0 ≤ i, j ≤ d such that |i− j| = 1,
tijtji = 1. (18)
Proof. To verify (18), evaluate the left-hand side using (16) and simplify the result using
Lemma 3.1.
Definition 3.3. Define ti = t01t12 · · · ti−1,i for 0 ≤ i ≤ d. We interpret t0 = 1.
Lemma 3.4. We have ti 6= 0 for 0 ≤ i ≤ d.
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Proof. By Definition 3.3 and since each of t01, t12, . . . , ti−1,i is nonzero by Lemma 3.2.
Lemma 3.5. For 0 ≤ i, j ≤ d such that |i− j| ≤ 1,
tij =
tj
ti
.
Proof. For i = j use (17). For |i− j| = 1 use Lemma 3.2 and Definition 3.3.
Define H ∈ End(V ) by
H =
d∑
i=0
tiEi, (19)
where {ti}
d
i=0 are from Definition 3.3. The map H is invertible and
H−1 =
d∑
i=0
t−1i Ei. (20)
Lemma 3.6. The following hold on V :
(i) L(A) = H−1AH;
(ii) L(A∗) = H−1A∗H.
Proof. (i) We show that each side is equal to A. By (3) we have L(A) = A. For 0 ≤ i ≤ d we
have AEi = θiEi = EiA, so Ei commutes with A. By this and (19) we see that H commutes
with A. Therefore H−1AH = A.
(ii) Define ∆ = L(A∗)−H−1A∗H . We show that ∆ = 0. Using I = E0+ · · ·+Ed we obtain
∆ = I∆I =
d∑
i=0
d∑
j=0
Ei∆Ej .
For 0 ≤ i, j ≤ d we show that Ei∆Ej = 0. Using (15) and (19), (20) we obtain
Ei∆Ej = EiA
∗Ej(tij − t
−1
i tj).
If |i − j| > 1 then EiA
∗Ej = 0 by (12). If |i − j| ≤ 1 then tij = t
−1
i tj by Lemma 3.5.
Therefore Ei∆Ej = 0. We have shown that Ei∆Ej = 0 for 0 ≤ i, j ≤ d, so ∆ = 0. The
result follows.
Proposition 3.7. For X ∈ Oq the following hold on V :
L(X) = H−1XH, L−1(X) = HXH−1. (21)
Proof. By Lemma 3.6 and since the algebra Oq is generated by A, A
∗.
We will discuss the implications of Proposition 3.7, after reviewing a few concepts.
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Definition 3.8. Let A denote an algebra and let W , W ′ denote A-modules. By an isomor-
phism of A-modules from W to W ′ we mean an F-linear bijection γ : W → W ′ such that
ξγ = γξ on W for all ξ ∈ A. The A-modules W , W ′ are said to be isomorphic whenever
there exists an isomorphism of A-modules from W to W ′.
Definition 3.9. Let σ denote an automorphism of an algebra A. Let W denote an A-
module. There exists an A-module structure on W , called W twisted via σ, that behaves as
follows: for all ξ ∈ A and w ∈ W , the vector ξ.w computed in W twisted via σ coincides
with the vector σ−1(ξ).w computed in the original A-module W . Sometimes we abbreviate
σW for W twisted via σ.
Proposition 3.10. The following Oq-modules are isomorphic:
(i) the Oq-module V ;
(ii) the Oq-module V twisted via L;
(iii) the Oq-module V twisted via L
−1.
Moreover, the map H from (19) is an isomorphism of Oq-modules from (i) to (ii) and from
(iii) to (i).
Proof. It suffices to prove the last assertion in the proposition statement. By the construction
and Proposition 3.7, the map H : V → V is an F-linear bijection such that L−1(X)H = HX
and HL(X) = XH on V for all X ∈ Oq. By this and Definitions 3.8, 3.9 we get the last
assertion in the proposition statement.
We mentioned below Lemma 2.6 that A, A∗ act on the Oq-module V as a tridiagonal pair.
Next we express Proposition 3.10 in terms of tridiagonal pairs. The notion of isomorphism
for tridiagonal pairs is given in [30, Definition 3.1].
Proposition 3.11. The following are isomorphic tridiagonal pairs:
(i) the action of A, A∗ on V ;
(ii) the action of A, L(A∗) on V ;
(iii) the action of A, L−1(A∗) on V .
Moreover, the map H from (19) is an isomorphism of tridiagonal pairs from (ii) to (i) and
from (i) to (iii).
We emphasize a few points about L(A∗) and L−1(A∗).
Lemma 3.12. For ε ∈ {1,−1} the element Lε(A∗) is diagonalizable on V , with eigenvalues
{θ∗i }
d
i=0 and θ
∗
i -eigenspace H
−εV ∗i for 0 ≤ i ≤ d.
Proof. By construction the element A∗ is diagonalizable on V , with eigenvalues {θ∗i }
d
i=0 and
θ∗i -eigenspace V
∗
i for 0 ≤ i ≤ d. The result follows from this and Proposition 3.7 .
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Definition 3.13. For notational convenience, we abbreviate V +i = H
−1V ∗i and V
−
i = HV
∗
i
for 0 ≤ i ≤ d.
Our next goal for this section is to develop some formulas concerning H that will be used in
later sections.
Lemma 3.14. We have
ti−1,i = a
2q2(d−2i+1) (1 ≤ i ≤ d). (22)
Proof. Use Lemma 2.4 and (16).
Lemma 3.15. We have
ti = a
2iq2i(d−i) (0 ≤ i ≤ d). (23)
Proof. Use Definition 3.3 and Lemma 3.14.
We recall some notation. For z, t ∈ F,
(z, t)n = (1− z)(1− zt) · · · (1− zt
n−1) (n ∈ N).
We will be discussing basic hypergeometric series, using the notation of [18, 27].
Lemma 3.16. For 0 ≤ r ≤ s ≤ d,
ts
tr
=
s−r∑
i=0
aiqi(d−2r)(θs − θr)(θs − θr+1) · · · (θs − θr+i−1)
(q2; q2)i
, (24)
tr
ts
=
s−r∑
i=0
a−iqi(2r−d)(θs − θr)(θs − θr+1) · · · (θs − θr+i−1)
(q−2; q−2)i
. (25)
Proof. To verify (24), evaluate the left-hand side using Lemma 3.15 and the right-hand
side using Lemma 2.4. The result becomes a special case of the basic Chu/Vandermonde
summation formula [18, p. 354]:
a2s−2rq2(s−r)(d−r−s) = 2φ1
(
q2s−2r, a2q2d−2r−2s
0
∣∣∣∣ q−2; q−2
)
.
We have verified (24). To obtain (25) from (24), replace q 7→ q−1 and a 7→ a−1.
Recall the eigenspaces {Vi}
d
i=0 for A on V .
Proposition 3.17. For 0 ≤ r ≤ d the following holds on Vr + Vr+1 + · · ·+ Vd:
H = tr
d−r∑
i=0
aiqi(d−2r)(A− θrI)(A− θr+1I) · · · (A− θr+i−1I)
(q2; q2)i
, (26)
H−1 = t−1r
d−r∑
i=0
a−iqi(2r−d)(A− θrI)(A− θr+1I) · · · (A− θr+i−1I)
(q−2; q−2)i
. (27)
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Proof. To verify (26), use (19), (24) to see that for r ≤ s ≤ d the Vs-eigenvalue for either
side of (26) is equal to ts. We have verified (26). To verify (27), use (20), (25) to see that for
r ≤ s ≤ d the Vs-eigenvalue for either side of (27) is equal to t
−1
s . We have verified (27).
Proposition 3.18. The following holds on V :
H =
d∑
i=0
aiqid(A− θ0I)(A− θ1I) · · · (A− θi−1I)
(q2; q2)i
,
H−1 =
d∑
i=0
a−iq−id(A− θ0I)(A− θ1I) · · · (A− θi−1I)
(q−2; q−2)i
.
Proof. Set r = 0 in Proposition 3.17.
We mention a variation on Lemma 3.16 and Propositions 3.17, 3.18.
Lemma 3.19. For 0 ≤ r ≤ s ≤ d,
tr
ts
=
s−r∑
i=0
a−iqi(2s−d)(θr − θs)(θr − θs−1) · · · (θr − θs−i+1)
(q2; q2)i
, (28)
ts
tr
=
s−r∑
i=0
aiqi(d−2s)(θr − θs)(θr − θs−1) · · · (θr − θs−i+1)
(q−2; q−2)i
. (29)
Proof. To verify (28), evaluate the left-hand side using Lemma 3.15 and the right-hand
side using Lemma 2.4. The result becomes a special case of the basic Chu/Vandermonde
summation formula [18, p. 354]:
a2r−2sq2(r−s)(d−r−s) = 2φ1
(
q2s−2r, a−2q2r+2s−2d
0
∣∣∣∣ q−2; q−2
)
.
We have verified (28). To obtain (29) from (28), replace q 7→ q−1 and a 7→ a−1.
Proposition 3.20. For 0 ≤ s ≤ d the following holds on V0 + V1 + · · ·+ Vs:
H = ts
s∑
i=0
a−iqi(2s−d)(A− θsI)(A− θs−1I) · · · (A− θs−i+1I)
(q2; q2)i
,
H−1 = t−1s
s∑
i=0
aiqi(d−2s)(A− θsI)(A− θs−1I) · · · (A− θs−i+1I)
(q−2; q−2)i
.
Proof. Similar to the proof of Proposition 3.17.
Proposition 3.21. The following holds on V :
H = td
d∑
i=0
a−iqid(A− θdI)(A− θd−1I) · · · (A− θd−i+1I)
(q2; q2)i
,
H−1 = t−1d
d∑
i=0
aiq−id(A− θdI)(A− θd−1I) · · · (A− θd−i+1I)
(q−2; q−2)i
.
Proof. Set s = d in Proposition 3.20.
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4 Some diagrams
We continue to discuss the Oq-module V from Section 2. In this section we introduce some
diagrams that will help us describe how the actions of A, A∗, L±1(A∗) on V are related.
Definition 4.1. By a decomposition of V we mean a sequence {Wi}
d
i=0 of nonzero subspaces
whose direct sum is V .
Example 4.2. The eigenspaces {Vi}
d
i=0 of A (resp. {V
∗
i }
d
i=0 of A
∗) (resp. {V +i }
d
i=0 of L(A
∗))
(resp. {V −i }
d
i=0 of L
−1(A∗)) form a decomposition of V .
Definition 4.3. Let {Wi}
d
i=0 denote a decomposition of V . Its inversion is the decomposition
{Wd−i}
d
i=0 of V .
Let {Wi}
d
i=0 denote a decomposition of V . We will describe this decomposition by the
diagram
•
W0
•
W1
•
W2 · · ·
•
Wd−1
•
Wd
The labels Wi might be suppressed, if they are clear from the context.
Let {Wi}
d
i=0 and {W
′
i}
d
i=0 denote decompositions of V . The condition
W0 +W1 + · · ·+Wi = W
′
0 +W
′
1 + · · ·+W
′
i (0 ≤ i ≤ d)
will be described by the diagram
•
•
•
•
•
W ′0 W ′1 W ′2 · · ·
W ′d−1 W ′d
•
•
•
•
W0
W1
W2
· · ·
Wd−1
Wd
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Lemma 4.4. (See [21, Theorem 4.6].) There exist decompositions of V that are related to
{Vi}
d
i=0 and {V
∗
i }
d
i=0 in the following way:
A∗
• • • • • •
V ∗0 V
∗
1 V
∗
2 V
∗
d−2 V
∗
d−1 V
∗
d·· ·
•
•
•
•
•
•
•
•
A
• • • • • •
•
•
•
• •
•
•
•
V0 V1 V2 Vd−2 Vd−1 Vd·· ·
Lemma 4.5. There exist decompositions of V that are related to {Vi}
d
i=0 and {V
+
i }
d
i=0 in
the following way:
L(A∗)
• • • • • •
V +0 V
+
1 V
+
2 V
+
d−2 V
+
d−1 V
+
d·· ·
•
•
•
•
•
•
•
•
A
• • • • • •
•
•
•
• •
•
•
•
V0 V1 V2 Vd−2 Vd−1 Vd·· ·
We are using the notation in Definition 3.13.
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Proof. By Proposition 3.11 and Lemma 4.4.
Lemma 4.6. There exist decompositions of V that are related to {Vi}
d
i=0 and {V
−
i }
d
i=0 in
the following way:
L−1(A∗)
• • • • • •
V −0 V
−
1 V
−
2 V
−
d−2 V
−
d−1 V
−
d·· ·
•
•
•
•
•
•
•
•
A
• • • • • •
•
•
•
• •
•
•
•
V0 V1 V2 Vd−2 Vd−1 Vd·· ·
We are using the notation in Definition 3.13.
Proof. By Proposition 3.11 and Lemma 4.4.
5 The maps K, B, K↓, B↓
We continue to discuss the Oq-module V from Section 2. To aid in this discussion we bring
in some maps K, B, K↓, B↓.
Definition 5.1. Let {Wi}
d
i=0 denote a decomposition of V . The corresponding map is the
element M ∈ End(V ) such that (M − qd−2iI)Wi = 0 for 0 ≤ i ≤ d. In other words, Wi is an
eigenspace of M with eigenvalue qd−2i for 0 ≤ i ≤ d.
Example 5.2. LetM denote a diagonalizable element in End(V ), with eigenvalues {qd−2i}di=0.
For 0 ≤ i ≤ d let Wi denote the eigenspace of M for the eigenvalue q
d−2i. Then {Wi}
d
i=0 is
a decomposition of V and M is the corresponding map.
Lemma 5.3. For a decomposition {Wi}
d
i=0 of V the following maps are inverses:
(i) the map corresponding to {Wi}
d
i=0;
(ii) the map corresponding to {Wd−i}
d
i=0.
14
Let {Wi}
d
i=0 denote a decomposition of V , with corresponding map M . We will describe M
using the diagram
M
•
W0
•
W1
•
W2 · · ·
•
Wd−1
•
Wd
We might suppress the labelsWi along with the • notation, if they are clear from the context.
Definition 5.4. Referring to the diagram in Lemma 4.4, let K, B, K↓, B↓ denote the maps
that correspond to the non-horizontal decompositions as shown below:
A∗
B
K B↓
K↓
A
Below we cite some results about K and B; similar results hold for K↓ and B↓. By [25,
Section 1.1],
qKA− q−1AK
q − q−1
= aK2 + a−1I,
qBA− q−1AB
q − q−1
= a−1B2 + aI. (30)
By [14, Theorem 9.9],
aK2 −
a−1q − aq−1
q − q−1
KB −
aq − a−1q−1
q − q−1
BK + a−1B2 = 0. (31)
The equations (30), (31) can be reformulated as follows. By [16, Lemma 12.12],
qAK−1 − q−1K−1A
q − q−1
= a−1K−2 + aI,
qAB−1 − q−1B−1A
q − q−1
= aB−2 + a−1I. (32)
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By [14, Theorem 9.10],
a−1K−2 −
a−1q − aq−1
q − q−1
K−1B−1 −
aq − a−1q−1
q − q−1
B−1K−1 + aB−2 = 0. (33)
We clarify why (31), (33) are equivalent. They each assert that the maps
a−1(q − q−1)
a−1 − a
K−1B −
a−1q − aq−1
a−1 − a
I,
a−1(q − q−1)
a− a−1
BK−1 −
aq − a−1q−1
a− a−1
I
are inverses, and also that the maps
a(q − q−1)
a− a−1
B−1K −
aq − a−1q−1
a− a−1
I,
a(q − q−1)
a−1 − a
KB−1 −
a−1q − aq−1
a−1 − a
I
are inverses.
6 How conjugation by H affects K, B, K↓, B↓
We continue to discuss the Oq-module V from Section 2. In this section we describe what
happens when one of K, B, K↓, B↓ is conjugated by H .
Proposition 6.1. The maps K, B, K↓, B↓ from Definition 5.4 satisfy
H−1BH = aA− a2B−1, H−1KH = a−1A− a−2K−1, (34)
H−1B↓H = aA− a2(B↓)−1, H−1K↓H = a−1A− a−2(K↓)−1. (35)
Proof. We first obtain the equation on the right in (34). Since H commutes with A, it
suffices to show that
HK−1 −K−1H = a(A− aK − a−1K−1)H. (36)
For 0 ≤ i ≤ d let Ui denote the eigenspace of K for the eigenvalue q
d−2i. Thus {Ui}
d
i=0 is a
decomposition of V , and K is the corresponding map. For 0 ≤ i ≤ d the following holds on
Ui:
aK + a−1K−1 = θiI. (37)
By [21, Theorem 4.6],
(A− θiI)Ui ⊆ Ui+1 (0 ≤ i ≤ d− 1), (A− θdI)Ud = 0. (38)
Define
R = A− aK − a−1K−1.
By (37), for 0 ≤ i ≤ d the following holds on Ui:
R = A− θiI. (39)
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By (38) and (39),
RUi ⊆ Ui+1 (0 ≤ i ≤ d− 1), RUd = 0. (40)
By (40) and the construction,
RK = q2KR.
For 0 ≤ r ≤ d we show that (36) holds on Ur. Using (39), (40) we find that for 0 ≤ i ≤ d− r
the following holds on Ur:
Ri = (A− θrI)(A− θr+1I) · · · (A− θr+i−1I). (41)
Also by (40) we have Rd−r+1 = 0 on Ur. By Definition 5.4 and the discussion above Lemma
4.4,
Ur + Ur+1 + · · ·+ Ud = Vr + Vr+1 + · · ·+ Vd.
The above subspace contains Ur, so by Proposition 3.17 and (41) the following holds on Ur:
H = tr
d−r∑
i=0
aiRiKi
(q2; q2)i
.
We may now argue that on Ur,
HK−1 −K−1H = tr
d−r∑
i=0
aiRiKi
(q2; q2)i
K−1(1− q2i)
= tr
d−r∑
i=1
aiRiKi−1
(q2; q2)i−1
= tr
d−r−1∑
i=0
ai+1Ri+1Ki
(q2; q2)i
= tr
d−r∑
i=0
ai+1Ri+1Ki
(q2; q2)i
= aRH
= a(A− aK − a−1K−1)H.
We have obtained (36), which implies the equation on the right in (34). The remaining
equations in (34), (35) are obtained by the following observations. In (34), the equation on
the left is obtained from the equation on the right by replacing the decomposition {Vi}
d
i=0 by
its inversion {Vd−i}
d
i=0. Moreover (35) is obtained from (34) by replacing the decomposition
{V ∗i }
d
i=0 by its inversion {V
∗
d−i}
d
i=0.
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Corollary 6.2. Referring to the diagram in Lemma 4.5, the maps that correspond to the
non-horizontal decompositions are shown below:
L(A∗)
aA− a2B−1
a−1A− a−2K−1 aA− a2(B↓)−1
a−1A− a−2(K↓)−1
A
Proof. By Propositions 3.7, 6.1.
The following result is a reformulation of Proposition 6.1.
Proposition 6.3. The maps K, B, K↓, B↓ from Definition 5.4 satisfy
HB−1H−1 = a−1A− a−2B, HK−1H−1 = aA− a2K, (42)
H(B↓)−1H−1 = a−1A− a−2B↓, H(K↓)−1H−1 = aA− a2K↓. (43)
Proof. These equations are reformulations of the equations in (34), (35).
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Corollary 6.4. Referring to the diagram in Lemma 4.6, the maps that correspond to the
non-horizontal decompositions are shown below:
L−1(A∗)
a−1A− a−2B
aA− a2K a−1A− a−2B↓
aA− a2K↓
A
Proof. By Propositions 3.7, 6.3.
Shortly, we will make use of the following four maps:
aK − a−1B
a− a−1
,
a−1K−1 − aB−1
a−1 − a
. (44)
aK↓ − a−1B↓
a− a−1
,
a−1(K↓)−1 − a(B↓)−1
a−1 − a
. (45)
The map on the left in (44) first appeared in [15, Definition 6.1]. Both maps in (44) appear
in [16, Section 12]. By (34),
H−1
aK − a−1B
a− a−1
H =
a−1K−1 − aB−1
a−1 − a
. (46)
By (35),
H−1
aK↓ − a−1B↓
a− a−1
H =
a−1(K↓)−1 − a(B↓)−1
a−1 − a
. (47)
Lemma 6.5. Each map in (44), (45) is diagonalizable, with eigenvalues {qd−2i}di=0.
Proof. By [15, Lemma 8.1], the result holds for the map on the left in (44). By this and
(46), the result holds for the map on the right in (44). Replacing the decomposition {V ∗i }
d
i=0
by its inversion {V ∗d−i}
d
i=0, we obtain the result for the maps (45).
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7 Equitable triples
We continue to discuss the Oq-module V from Section 2. As we compare the eigenspace
decompositions for A, A∗, L±1(A∗) on V , we will use the concept of an equitable triple. We
will define this concept after some preliminary remarks.
Let X , Y denote elements in End(V ) such that
qXY − q−1Y X
q − q−1
= I. (48)
We call (48) the q-Weyl relation.
Lemma 7.1. For the above maps X, Y the following (i), (ii) hold:
(i) Let u ∈ V denote an eigenvector for X with nonzero eigenvalue λ. Then the vector
(Y − λ−1I)u is either zero, or an eigenvector for X with eigenvalue q−2λ.
(ii) Let v ∈ V denote an eigenvector for Y with nonzero eigenvalue µ. Then the vector
(X − µ−1I)v is either zero, or an eigenvector for Y with eigenvalue q2µ.
Proof. (i) One checks that
(X − q−2λI)(Y − λ−1I)u = 0.
(ii) Similar to the proof of (i) above.
Corollary 7.2. (See [22, Lemma 11.4].) For the above maps X, Y the following are equiv-
alent:
(i) X is diagonalizable with eigenvalues {qd−2i}di=0;
(ii) Y is diagonalizable with eigenvalues {qd−2i}di=0.
Assume that (i), (ii) hold. Then the eigenspace decompositions of X, Y are described by the
following diagram:
Y
X
Proof. This is a routine consequence of Lemma 7.1.
Definition 7.3. An equitable triple on V is a 3-tupleX, Y, Z of invertible elements in End(V )
such that
qXY − q−1Y X
q − q−1
= I,
qY Z − q−1ZY
q − q−1
= I,
qZX − q−1XZ
q − q−1
= I.
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The references [26], [36] describe how equitable triples are related to the quantum group
Uq(sl2).
Proposition 7.4. For each row in the table below, the given 3-tuple X, Y , Z is an equitable
triple on V .
example X Y Z
1 aA− a2K M−1 K
2 a−1A− a−2B M−1 B
3 aA− a2K↓ (M↓)−1 K↓
4 a−1A− a−2B↓ (M↓)−1 B↓
5 K−1 N−1 a−1A− a−2K−1
6 B−1 N−1 aA− a2B−1
7 (K↓)−1 (N↓)−1 a−1A− a−2(K↓)−1
8 (B↓)−1 (N↓)−1 aA− a2(B↓)−1
In the above table we abbreviate
M =
aK − a−1B
a− a−1
, N =
a−1K−1 − aB−1
a−1 − a
, (49)
M↓ =
aK↓ − a−1B↓
a− a−1
, N↓ =
a−1(K↓)−1 − a(B↓)−1
a−1 − a
. (50)
Proof. For examples 1, 2 the q-Weyl relations from Definition 7.3 are a routine consequence
of (30), (31). They also follow from [16, Lemmas 11.5, 12.8, Theorem 12.5]. Examples 3,
4 are obtained from examples 1, 2 by replacing the decomposition {V ∗i }
d
i=0 by its inversion
{V ∗d−i}
d
i=0. For examples 5, 6 the q-Weyl relations from Definition 7.3 are a routine con-
sequence of (32), (33). They also follow from [16, Lemmas 11.5, 12.16, Theorem 12.14].
Examples 7, 8 are obtained from examples 5, 6 by replacing the decomposition {V ∗i }
d
i=0 by
its inversion {V ∗d−i}
d
i=0.
8 The main results
We continue to discuss the Oq-module V from Section 2. In this section we display some
diagrams that illustrate how the eight equitable triples from Proposition 7.4 are related to
the eigenspace decompositions for A, A∗, L±1(A∗) on V .
In the next result, we compare the diagrams in Definition 5.4 and Corollary 6.2. In order
to make the comparison, we reflect the diagram in Corollary 6.2 about the horizonal line
segment labelled A.
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Theorem 8.1. We have
A∗
B K B↓ K↓
aA− a2B−1
a−1A− a−2K−1 aA− a
2(B↓)−1
a−1A− a−2(K↓)−1
A
L(A∗)
a−1K−1−aB−1
a−1−a
a−1(K↓)−1−a(B↓)−1
a−1−a
Proof. Recall the abbreviations N , N↓ from (49), (50). The diagram in the theorem state-
ment is making some assertions about N and N↓. We now verify these assertions, starting
with N . By Lemma 6.5, N is diagonalizable with eigenvalues {qd−2i}di=0. By Proposition 7.4
one finds that the q-Weyl relation is satisfied by the pair K−1, N−1 and also the pair N−1,
a−1A− a−2K−1. In the diagram of the theorem statement, the vertical line segment on the
left represents the N -eigenspace decomposition of V . This line segment is properly attached
in the diagram, due to Corollary 7.2 and our above findings. We have verified the assertions
about N . The assertions about N↓ are verified in a similar manner.
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The following theorem contains a diagram. This diagram is obtained from the diagram in
Theorem 8.1 by inverting the orientation for some of the edges.
Theorem 8.2. For each oriented 3-cycle in the diagram below, the corresponding maps form
an equitable triple.
A∗
A
L(A∗)
Proof. The above diagram contains four oriented 3-cycles. For each one, the corresponding
maps form an equitable triple by examples 5–8 in the table of Proposition 7.4.
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In the next result, we compare the diagrams in Definition 5.4 and Corollary 6.4. In order
to make the comparison, we reflect the diagram in Corollary 6.4 about the horizonal line
segment labelled A.
Theorem 8.3. We have
A∗
B K B↓ K↓
a−1A− a−2B
aA− a2K a−1A− a−2B↓
aA− a2K↓
A
L−1(A∗)
aK−a−1B
a−a−1
aK↓−a−1B↓
a−a−1
Proof. Recall the abbreviations M , M↓ from (49), (50). The diagram in the theorem state-
ment is making some assertions about M and M↓. We now verify these assertions, starting
with M . By Lemma 6.5, M is diagonalizable with eigenvalues {qd−2i}di=0. By Proposition
7.4 one finds that the q-Weyl relation is satisfied by the pair aA − a2K, M−1 and also the
pair M−1, K. In the diagram of the theorem statement, the vertical line segment on the left
represents the M-eigenspace decomposition of V . This line segment is properly attached in
the diagram, due to Corollary 7.2 and our above findings. We have verified the assertions
about M . The assertions about M↓ are verified in a similar manner.
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The following theorem contains a diagram. This diagram is obtained from the diagram in
Theorem 8.3 by inverting the orientation for some of the edges.
Theorem 8.4. For each oriented 3-cycle in the diagram below, the corresponding maps form
an equitable triple.
A∗
A
L−1(A∗)
Proof. The above diagram contains four oriented 3-cycles. For each one, the corresponding
maps form an equitable triple by examples 1–4 in the table of Proposition 7.4.
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