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The recently proposed Markov chain random field (MCRF) approach has great potential to significantly 
improve land cover classification accuracy when used as a post-classification method by taking advantage 
of expert-interpreted data and pre-classified image data. This doctoral dissertation explores the 
effectiveness of the MCRF cosimulation (coMCRF) model in land cover post-classification and further 
improves it for land cover post-classification and urban growth detection. The intellectual merits of this 
research include the following aspects: First, by examining the coMCRF method in different conditions, 
this study provides land cover classification researchers with a solid reference regarding the performance 
of the coMCRF method for land cover post-classification. Second, this study provides a creative idea to 
reduce the smoothing effect in land cover post-classification by incorporating spectral similarity into the 
coMCRF method, which should be also applicable to other geostatistical models. Third, developing an 
integrated framework by integrating multisource data, spatial statistical models, and morphological 
operator reasoning for large area urban vertical and horizontal growth detection from medium resolution 
remotely sensed images enables us to detect and study the footprint of vertical and horizontal urbanization 
so that we can understand global urbanization from a new angle. Such a new technology can be 
transformative to urban growth study. The broader impacts of this research are concentrated on several 
points: The first point is that the coMCRF method and the integrated approach will be turned into open 
access user-friendly software with a graphical user interface (GUI) and an ArcGIS tool. Researchers and 
other users will be able to use them to produce high-quality land cover maps or improve the quality of 
existing land cover maps. The second point is that these research results will lead to a better insight of 
urban growth in terms of horizontal and vertical dimensions, as well as the spatial and temporal 
relationships between urban horizontal and vertical growth and changes in socioeconomic variables. The 
third point is that all products will be archived and shared on the Internet. 
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Introduction 
 
The study of land cover is drawing a substantial amount of attention since it has a great impact on many 
aspects of human and physical environments. The recently proposed Markov chain random field (MCRF) 
approach, a new nonlinear geostatistical model for categorical fields, has great potential to significantly 
improve land cover classification accuracy when used as a post-classification method by taking advantage 
of expert-interpreted data and pre-classified image data. This doctoral dissertation research explores the 
effectiveness of the MCRF cosimulation (coMCRF) model in land cover post-classification and further 
improves it for land cover post-classification and urban growth detection. It includes the following main 
components: 
 
(1) The coMCRF method, which was proposed for land cover post-classification, was tested on a small 
area with a relatively simple landscape, and has proven to be effective in improving land cover 
classification accuracy and removing noise. However, further examination is necessary to test the 
applicability of this method in complex landscape situations with different pre-classification methods. 
Therefore, in the first chapter of this doctoral dissertation, five conventionally used classifiers were 
used to perform pre-classifications of a remotely sensed image for a relatively large area with a 
complex landscape. Each pre-classified image dataset was used together with an expert-interpreted 
sample dataset to conduct a post-classification operation by using the coMCRF model.  
(2) The coMCRF method is a new way to incorporate spatial dependency into land cover classification. 
However, due to the impact of spatial data within a usually circular neighborhood, geostatistical 
models tend to have a smoothing effect which usually ignores or removes the geometric features of 
classes (e.g., narrow linear features, regular linear/curvilinear boundaries) while eliminating the noise 
and some details in the classified images. Therefore, in the second chapter of this research, a spectral 
similarity-based constraining factor was added to modify the coMCRF method for land cover post-
classification in order to reduce the geometric feature loss caused by the smoothing effect. The 
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modified model is called the “spectral similarity-enhanced coMCRF model” (i.e., the SS-coMCRF 
model). 
(3) Urban growth consists of horizontal and vertical expansions, which are key variables in urban growth 
study. Because the coMCRF method can improve land cover classification accuracy and remove the 
noise and shadows of high buildings in remotely sensed images, which may be classified as shadow 
or waterbody classes within built-up areas, the SS-coMCRF model was used to help detect the 
shadows of mid-rise or taller buildings from remotely sensed images. Therefore, the third chapter 
developed an integrated framework based on the coMCRF method for estimating horizontal and 
vertical expansions of urban areas over time and space using medium spatial resolution remotely 
sensed images by taking advantage of its long history and wide availability. One case study, 
Guangzhou city, was conducted to analyze the spatial and temporal relationships between urban 
horizontal and vertical growth and the changes in socioeconomic variables in some megacities. 
 
0.1 Land cover classification/post-classification 
Rapid human modification of land cover and land use has transformed both global natural conditions and 
regional environments (Lambin et al., 2001; Lawrence and Chase, 2010). Land cover is a key variable 
that has important impacts on many parts of both human and physical environments. Effectively 
understanding the spatial distribution of different land cover classes is essential in the study of global and 
regional environments and their changes (Anderson et al., 1976; Loveland et al., 2000). Land cover 
classification using remotely sensed images has produced useful thematic maps for scientific study and 
social applications (Wilkinson, 2005). However, land cover maps derived from remotely sensed imagery 
are often judged to be of insufficient quality for many applications because land cover classification is so 
complicated that widely-used classifiers cannot produce sufficiently accurate land cover maps due to 
reasons such as spectral confusion, complex landscapes, the low quality of remote-sensing imagery, and 
method limitations (Lu and Weng, 2007; Manandhar, Odeh, and Ancev, 2009).  
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      Post-classification operations are expected to be an effective way to improve the accuracy of land 
cover classification. Significant effort has been devoted to developing various techniques for post-
classification operations. One approach is to incorporate potentially useful spatial correlation information 
between a pixel and its neighbors and other helpful ancillary data into reclassifications using probabilistic 
or geostatistical models. This is a promising way to improve classification accuracy by incorporating 
spatial dependency information and multi-scale ancillary data with different reliabilities (Carvalho, 
Soares, and Bio, 2006). Recently, Li et al. (2015) proposed a Markov chain random field (MCRF) 
approach for improving land cover classification accuracy (i.e., a post-classification method) based on 
expert-interpreted sample data and pre-classified image data. A test using a simple example (a small area 
with a simple landscape) has proven the efficacy of the coMCRF method (Li et al., 2015). However, 
further studies are necessary to examine the applicability of this method to complex landscape situations 
with different pre-classification methods. This section will choose five widely used conventional 
classifiers, including maximum likelihood (ML), neural network (NN), Support Vector Machine (SVM), 
minimum distance (MD), and k-means (KM), to perform pre-classifications of a remotely sensed image 
for a relatively large area with a complex landscape. Each pre-classified image dataset will then be used 
together with an expert-interpreted sample dataset to conduct a post-classification operation using the 
coMCRF method. 
 
0.2 Smoothing effect caused by spatial statistical post-classification 
Recently, Li et al. (2015) used the coMCRF method and expert-interpreted sample data to post-process 
the pre-classified image data generated by a conventional classifier to increase the classification accuracy 
of land cover classes. However, it is difficult to reproduce the geometric features of land cover objects by 
geostatistical methods that traditionally use circular neighborhoods. It seems that use of multiple-point 
statistics may reduce this problem to some extent, but it can only approximately reproduce the known and 
relatively simple patterns provided by a fed training image (Tang, Atkinson, Wardrop, and Zhang, 2013). 
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In order to reduce the smoothing effect caused by the neighborhoods used in geostatistical models, 
incorporating spectral dissimilarity of pixels between different classes and spectral similarity of pixels 
within the same class as spatial constraints in land cover post-classification should be promising. 
      Spectral similarity measures have been widely used in image classification, especially in 
hyperspectral image classification (Homayouni and Roux, 2004; Nidamanuri and Zbell, 2011; Naresh 
Kumar et al., 2011), because pixels belonging to the same land cover class are more likely to have similar 
spectral features. Some of the most popularly used spectral similarity measures include: spectral angle 
measure (SAM), Euclidean distance measure (EDM), spectral correlation measure (SCM) (i.e., Pearson 
correlation coefficient), and spectral information divergence (SID). In this section, the Jaccard index (also 
known as the Jaccard similarity coefficient) and SCM, which are mutually complementary, will be used 
to measure spectral similarity between two pixels. They will also be used as spatial constraints to enhance 
the geometric features of land cover classes in post-classification because spectral reflectance tends to be 
similar for pixels belonging to the same class in the real world at a local scale but changes dramatically 
with class changes along a particular direction. This section will try to reduce the geometric information 
loss of land cover objects in post-classification by incorporating the spectral similarity measures into the 
coMCRF post-classification method.  
 
0.3 Urban horizontal and vertical growth detection 
By 2014, 54% of the world’s population dwelled in urban areas. Increasing urban population is expected 
in coming decades (Angel, Parent, Civco, Blei, and Potere, 2011). Rapid urbanization drives economic 
booms, efficiency in resource consumption, the relief of poverty, and improvement of health facilities, 
among others. However, on the other hand, transforming the earth’s land surface from open spaces to 
urban areas has a significant impact on many aspects of human well-being and the biophysical 
environment (e.g., through urban heat island effect, loss of natural habitat and biodiversity) at 
unparalleled scales because cities are hot spots of production, consumption, and waste generation (Ash et 
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al., 2008; Grimm et al., 2008; Seto, Güneralp, and Hutyra, 2012; Güneralp and Seto, 2013; He, Liu, Tian, 
and Ma, 2014). Therefore, an in-depth understanding of the urban spatial pattern and dynamic change of a 
city over time is essential for policy makers and city planners to conduct better city planning and urban 
sustainability research (Bagan and Yamagata, 2014).   
      Remote sensing, with its relatively low cost, synoptic view and repeatability, has provided abundant, 
reliable and multi-temporal data for urban monitoring and mapping at various spatial scales (Weng, 2002; 
Miller and Small, 2003; Taubenböck et al., 2014; Ban, Jacob, and Gamba, 2015). Urban growth generally 
includes both horizontal growth and vertical growth, which are important research topics (Shi et al., 
2009). Remote sensing has been widely used for urban horizontal expansion mapping. Schneider (2012) 
took advantage of the high temporal resolution of the Landsat archive to monitor urban expansion. Urban 
vertical growth is the other significant aspect of urban growth, which represents urban compactness, 
population growth (Fan, 1999) and residential lifestyle (Lin, Huang, Chen, and Huang, 2014). Remote 
sensing techniques have been applied in detecting urban vertical growth as well, and they can be divided 
into two groups in terms of sensors - active sensors (e.g., SAR imagery, light detection and ranging 
[LIDAR] data) and passive sensors (i.e., general optical imagery) (Zeng, Wang, Zhan, Shi, and Gambles, 
2014). For example, Wang, Yu, and Ling (2014) derived building heights from a Chinese No. 3 resource 
satellite VHR image using a strategy of combining morphological building/shadow indexes and object-
based information extraction methods. Therefore, shadow information derived from optical imagery helps 
in estimating building heights.  
      However, studies that take advantage of shadow information in measuring urban vertical growth using 
medium resolution optical satellite images are rarely seen because the areas of building shadows are very 
small, often less than a single pixel, in medium resolution optical satellite images (Shao, Taff, and Walsh, 
2011). However, for some large shadows cast by high-rise buildings, this information is still worthy of 
utilization for historical urban growth research because medium resolution optical satellite images have a 
longer period of records (Small, 2005). In addition, taking multisource data into account is desirable in 
shadow detection (Zhou, Huang, Troy, and Cadenasso, 2009). The coMCRF method provides a 
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promising way to improve classification quality with the help of expert-interpreted sample data from 
multi-sources. I expect that this method may further help identify shadows from water bodies; in this 
section, Landsat images will be used. Because the Landsat archive has been completely open since June 
2007, it is possible to take advantage of various data for urban growth research. First of all, the support 
vector machine (SVM) pre-classifier will be used to classify selected Landsat images. The coMCRF 
method will then be applied to improve pre-classified images and differentiate shadows from water bodies 
by incorporating expert-interpreted data. A morphological operator based on spatial logic reasoning will 
be developed to estimate MTBs from identified shadows. This integrated framework will further be used 
in detecting urban horizontal and vertical growth in a city using medium spatial resolution remotely 
sensed images.  
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Chapter 1  
Land cover classification/post-classification  
1.1 Introduction 
Rapid human modification of land cover (including land use) has transformed both global natural 
conditions and regional environments (Lambin et al., 2001; Lawrence and Chase, 2010). Land cover is a 
key variable that has an impact on many parts of the human and physical environments. Thoroughly 
understanding the spatial distribution of different land cover classes is essential in the study of global and 
regional environments and their changes (Anderson, 1976; Loveland et al., 2000). Despite the 
significance of land cover as an important environmental variable, our knowledge of land cover and its 
dynamics is poor.  Recently, remote sensing, as a cutting-edge technique, has provided abundant, reliable 
and multi-temporal land cover data for earth observation at various spatial scales (Bruzzone, 1999; Mas, 
1999). Land-cover classification using remotely sensed images has produced useful thematic maps for 
scientific study and social applications (Wilkinson, 2005). However, land cover maps derived from 
remote sensing imagery are often judged to be of insufficient quality for many applications because land 
cover classification is so complicated that many classifiers cannot produce accurate land cover maps due 
to reasons such as spectral confusion, complex landscape, and low quality of remote sensing imagery (Lu 
and Weng, 2007; Manandhar et al., 2009). For example, pixel-based classifiers, which are commonly 
used as sophisticated ways to perform land-cover classifications, do not take spatial context information 
into account and thus often suffer from “salt and pepper” noise. One reason for this may be that a pixel 
may involve multiple features if it is larger than the area of a specific feature, that is, a pixel may cover 
two or more feature classes due to the complicated biophysical environment (Shekhar et al., 2002; Lu and 
Weng, 2007).  
      It is still challenging to make a high-quality land cover classification map, even though a large 
number of enhanced classification methods have been developed, such as support vector machines 
(Brown et al., 1999; Hsu and Lin, 2002), geostatistical classifiers (Goovaerts, 2002; Park et al., 2003), 
knowledge-based algorithms (Dobson et al., 1996; Schmidt et al., 2004), and hybrid classifiers (e.g. a 
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combination of pixel-based classifier and object-based classifier) (Jong et al., 2001; Debeir et al., 2002; 
Kuemmerle et al., 2006; Li et al., 2013). In order to increase the accuracy of a land cover classification, 
those advanced approaches make extensive use of as much available information as possible, including 
geometrical information, spectral signature, image transformation, spatial or contextual information, and 
other available data (Lu and Weng, 2007).    
      Post-classification operations are expected to be an effective way to improve the accuracy of a land 
cover classification. Significant effort has been devoted to developing various techniques for post-
classification operations. In general, post-classification methods in land cover classification can be 
divided into two groups. One group is to remove noise or correct misclassified pixels through filters or 
moving windows based on expert systems, knowledge-based rules, texture information or neighbourhood 
correlations. For example, Barnsley and Barr (1996) successfully applied a kernel-based spatial 
processing method to improve land use classification in urban areas. Knowledge-based processing was 
employed to conduct error correction at the post-classification stage by Murai and Omatu (1997) and 
Manandhar et al. (2009). The accuracy of urban building classification was improved significantly 
through combining unsupervised clustering and modified co-occurrence matrix based filtering (Zhang, 
1999; Zhang, 2001). Stefanov et al. (2001) adopted an expert system to sort initial land cover 
classification results of the central Arizona-Phoenix in United States by using ancillary data. To improve 
land cover classification results from very high resolution images, Voorde et al. (2007) utilized several 
techniques including a shadow-removal technique, knowledge-based rules and a region-based filter. 
Thapa and Murayama (2009) used a combination method, which first extracted similarly classified pixels 
from land cover maps generated by three classifiers and then filled empty pixels using a fuzzy supervised 
approach, to conduct more accurate urban mapping. 
      An alternative approach is to incorporate potentially useful spatial correlation information between a 
pixel and its neighbours and other helpful ancillary data into reclassifications using probabilistic or 
geostatistical models. This is an available and promising way to improve classification accuracy by 
incorporating spatial dependency information and multi-scale ancillary data with different reliabilities 
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(Carvalho et al., 2006).  For example, Vaiphasa et al. (2006) applied a Bayesian probability-based 
classifier to increase the accuracy of mangrove maps using GIS data. Carvalho et al. (2006) increased the 
accuracy of some forest tree species classification by integrating reliable field data and pre-classified data 
using a direct sequential cosimulation algorithm. Tang et al. (2013) used a multiple-point geostatistical 
approach to increase the land cover classification accuracy by integrating multiple-point statistics 
extracted from a pre-classified image, pre-classification posterior probabilities, and training samples. 
       Recently, Li et al. (2015) proposed a Bayesian Markov chain random field (MCRF) cosimulation 
approach for improving land cover classification accuracy (i.e., a post-classification method) based on 
expert interpreted sample data and pre-classified image data. A test using a simple example (a small area 
with simple landscape) has proven the efficacy of the MCRF post-classification method (Li et al., 2015). 
However, further studies are necessary to examine the applicability of this method to complex landscape 
situations with different pre-classification methods. In this study, we chose five widely-used conventional 
classifiers to perform pre-classifications of a remotely sensed image for a relatively large area with a 
complex and varied landscape. Each pre-classified image dataset was then used together with an expert 
interpreted sample dataset to conduct a post-classification operation by using the MCRF method. The 
objectives are to: (1) examine the performance of the MCRF method for land cover post-classification in 
a complex landscape environment, (2) explore how much the MCRF post-classification method can 
improve classification accuracy over the pre-classified results generated by different fast conventional 
classifiers, and (3) understand the impacts of these conventional classifiers for pre-classification on the 
final classification results. 
 
1.2 Experimental data sets  
1.2.1 Image data  
A medium-resolution (Landsat 8 OLI) image for Wuhan, China, acquired on September 17, 2013, was 
used in this study. There are total 11 bands in the Landsat 8 OLI image, including all of the bands (blue, 
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green, red, near infrared, short-wave infrared 1, and short-wave infrared 2) from previous Landsat 
missions. New band 1 (coastal aerosol) is designed for coastal and aerosol studies and new band 9 (cirrus) 
is designed for cirrus cloud detection (U.S. Geological Survey, 2012). Band 8 is a panchromatic band 
with a spatial resolution of 15 m. Bands 10 and 11 (thermal infrared) are for surface temperature detection 
with a spatial resolution of 100 m. Selecting the appropriate bands for use is important for the purpose of 
mapping. This study is to explore the performance of the MCRF post-classification method based on land 
cover pre-classification results. Therefore, the six commonly used spectral bands (band 2-7) of the image 
were extracted and stacked for pre-classification to facilitate data processing.  
A scene of 1000 rows by 1000 columns with a spatial resolution of 30 m, which covers the 
northeastern part of Wuhan with an area of 90,000 ha, was clipped from the image as the study area 
(Figure 1.1). The study area has a relatively heterogeneous and complex landscape, comprising urban 
areas, suburb areas, agricultural lands, rivers, hills, woodlands, and many water bodies (lakes and ponds), 
with rugged topography. For this study, five major land cover classes were mapped, namely, built-up 
area, farmland, woodland, waterbody, and bare land (Table 1.1). 
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Figure 1.1: The Landsat 8 OLI true colour image (b) (R: red, G: green, B: blue) for the study area in 
Wuhan, Hubei Province (a), China. The image was acquired on September 17, 2013, with a pixel size of 
30 m×30 m. The latitude and longitude of the upper left corner of the image is 30°45'04''N, 114°22'13''E. 
 
Table 1.1 Description of related land cover classes 
Class 
Class 
symbol 
Description 
Built-up area C1 
Industrial, commercial, residential areas or other areas with manmade 
facilities 
Farmland C2 Arable land that is used to plant crops 
Woodland C3 Land that is mostly covered with woods or dense growths of trees and shrubs 
Waterbody C4 Earth surface covered with water, for example, lake, river, and pond. 
Bare land C5 Land that is bare without any cover 
 
1.2.2 Expert interpreted data 
In this study, the MCRF post-classification method was employed to make use of both pre-classification 
data and expert-interpreted data in order to improve the accuracy of land cover classification. 4021 data 
points were interpreted by expert judgment based on professional insight, through integrating information 
from multiple sources, including high-resolution aerial images and other reliable reference data, such as 
Baidu Maps (map.baidu.com), Bing Maps (www.bing.com/maps), and Google Earth historical imagery 
(www.google.com/earth), as well as existing local land cover/use maps. The expert-interpreted data were 
then split into two groups. 3215 points (0.32% of the total image pixels in the study area) were used as 
conditioning sample data (i.e., hard data) in cosimulation (Figure 1.2a), and the remaining 806 points 
were used for validation (Figure 1.2b). The expert-interpreted data cannot be used as training data for pre-
classification, because they are interpreted from multiple sources mentioned above and thus may not 
reflect the typical spectra of the image used for pre-classification. Training data for pre-classification 
were discerned only from the original remotely sensed image of the study area selected for pre-
classification. Specific quantities of expert-interpreted sample data, validation data, and training data for 
each land cover class are given in Table 1.2.  
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Figure 1.2: Expert-interpreted data: 3215 points for MCRF cosimulation (a), and 806 points for 
validation (b). 
 
Table 1.2 Quantities of expert-interpreted sample data for post-classification operations, expert-
interpreted validation data for classification accuracy estimation, and training data for pre-classifications. 
Class 
Expert-interpreted sample data 
(pixels) 
Validation data 
(pixels)  
Training data 
(pixels) 
Built-up area 1114 280 470 
Farmland 997 250 331 
Woodland 142 35 88 
Waterbody 889 222 333 
Bare land 73 19 60 
 
1.3 Methods  
1.3.1 Basic procedure 
Five conventional classifiers, including maximum likelihood (ML), neural network (NN), support vector 
machine (SVM), minimum distance (MD), and k-means (KM), were used to produce pre-classified land 
cover maps. In order to sufficiently utilize the spectral information for supervised classifications (i.e., to 
obtain pre-classification maps with relatively high accuracies from the selected image purely based on 
spectral data), each land cover class was represented by representative samples. The same training data 
were utilized for the first four supervised classifiers. Spectral separability of the training data for different 
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land cover classes was estimated using Jeffries–Matusita distance analysis in order to select proper 
training samples. Values of Jeffries–Matusita distance analysis greater than 1.9 indicate that the land 
cover pairs have relatively good separability. The values of Jeffries–Matusita distance analysis for the 
finally selected training data used in this study ranged from 1.89 to 2.00 (Table 1.3). Post-classifications 
by the MCRF method were conducted on the pre-classified data and expert interpreted sample data. ENVI 
software was used to perform the ML, NN, SVM and MD pre-classifications and ERDAS Imagine was 
used for the KM pre-classification. For the MCRF post-classifications, FORTRAN and Python computer 
codes were used.  
 
Table 1.3 Spectral separability of training data for pre-classifications 
Class  Built-up area Farmland Woodland Waterbody Bare land 
Built-up area   1.8899 1.9991 1.9833 1.9562 
Farmland     1.8905 1.9450 1.9814 
Woodland       1.9900 2.0000 
Waterbody         1.9999 
Bare land           
 
1.3.2 Image post-classification  
Markov chain random fields  
The MCRF cosimulation algorithm is an extension of the MCRF sequential simulation algorithm based 
on the MCRF theory, which was initially proposed by Li (2007a) as the supporting theory of Markov 
chain geostatistics and further described with emphasis of the Bayesian updating view in Li et al. (2013, 
2015). A MCRF is a spatial Markov chain that runs in a space and at any unobserved location decides its 
state by interacting with nearest data through Bayesian updating. The local conditional probability 
distribution of a MCRF at any unobserved location is decided by a sequential Bayesian updating process 
of the prior probability using each of the nearest data within a neighbourhood as new evidence.  
      The MCRF local conditional probability function for a specific unobserved location (here a location 
means the centroid of a pixel) 𝒖0 is described as: 
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       𝑃[𝑖0(𝒖0)|𝑖1(𝒖1), … , 𝑖𝑚(𝒖𝑚)] =   
𝑃[𝑖𝑚(𝒖𝑚)|𝑖0(𝒖0), … , 𝑖𝑚−1(𝒖𝑚−1)]⋯𝑃[𝑖2(𝒖2)|𝑖0(𝒖0) 𝑖1(𝒖1)]𝑃[𝑖0(𝒖0)|𝑖1(𝒖1)]
𝑃[𝑖1(𝒖1),…,𝑖𝑚(𝒖𝑚)]/𝑃[𝑖1(𝒖1)]
                                   (1) 
where 𝒖 represents the location vector (i.e., coordinates) of a pixel, 𝑖0 refers to the land cover class of the 
unobserved pixel at location 𝒖0, 𝑖1 to 𝑖𝑚 denote the classes of the m nearest data neighbours (i.e., label-
informed pixels) around 𝒖0, and P indicates a probability or conditional probability.  
Assuming conditional independence of nearest data within a neighbourhood and using the transiogram 
notation (Li, 2007b), as well as applying the total probably law, Equation (1) is simplified to:  
 𝑃[𝑖0(𝒖0)|𝑖1(𝒖1), … , 𝑖𝑚(𝒖𝑚)] =  
𝑃𝑖1𝑖0(𝐡10) ∏ 𝑃𝑖0𝑖𝑔(𝐡0𝑔)
𝑚
𝑔=2
∑ [𝑃𝑖1𝑓0(𝐡10) ∏ 𝑃𝑓0𝑖𝑔(𝐡0𝑔)]
𝑚
𝑔=2
𝑛
𝑓0=1
 
                           (2) 
where ∑ is a summation symbol, n is the number of classes, 𝑓0 refers to all of the possible classes of the 
unobserved pixel at location 𝒖0 , П is a multiplication symbol, and 𝑃𝑖0𝑖𝑔(𝐡0𝑔) is a specific transition 
probability over the specific separation distance 𝐡0𝑔 between locations u0 and ug, which can be fetched 
from a transiogram model 𝑃𝑖0𝑖𝑔(𝐡).  
      A transiogram is theoretically defined as a two-point transition (or conditional) probability function 
over the separation distance: 
  𝑃𝑖𝑗(𝐡) = 𝑃[Z(𝒖 + 𝐡) = 𝑗|Z(𝒖) = 𝑖]                                                     (3) 
where 𝑖 and 𝑗 denote the specific classes of random variables Z(𝒖) and Z(𝒖 + 𝐡) at locations 𝒖 and 𝒖 + 𝐡, 
respectively; and 𝐡 denotes the separation distance between locations 𝒖 and 𝒖 + 𝐡. With increasing 𝐡, 
values of 𝑃𝑖𝑗(𝐡)  form a transition probability curve. Tramsogram models can be inferred from 
experimental transiograms that are directly estimated from sample data globally (Li, 2007b). 
MCRF cosimulation 
To approximately meet the conditional independence condition of nearest data, the MCRF sequential 
simulation algorithm uses a quadrantal neighbourhood, which considers only one nearest datum from 
each quadrant that sectors the neighbourhood (Li and Zhang, 2007). The MCRF cosimulation algorithm 
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for improving land cover classification considers the co-located datum of a covariate field, namely a pre-
classified image, into its local conditional probability function. Therefore, the MCRF cosimulation model 
for improving land cover classification is given as: 
𝑃[𝑖0(𝒖0)|𝑖1(𝒖1), … , 𝑖4(𝒖4); 𝑟0(𝒖0)] =  
𝑄𝑖0𝑟0𝑃𝑖1𝑖0(𝐡10) ∏ 𝑃𝑖0𝑖𝑔(𝐡0𝑔)
4
𝑔=2
∑ [𝑄𝑓0𝑟0𝑃𝑖1𝑓0(𝐡10) ∏ 𝑃𝑓0𝑖𝑔(𝐡0𝑔)
4
𝑔=2
𝑛
𝑓0=1
                    (4) 
where  𝑄𝑖0𝑟0  represents the cross-field transition probability from class 𝑖0 at location 𝒖0 in the random 
field being simulated to class 𝑟0 at the co-location in the auxiliary field – the pre-classified image (Li et 
al., 2015).  
 
Inputs and outputs of MCRF cosimulations  
Besides expert interpreted sample data and pre-classified image data, two sets of parameter data are 
required in the MCRF cosimulation algorithm for land cover post-classification. They are transiogram 
models and the cross-field transition probability matrix (Li et al., 2015). Transiogram models are used to 
represent the spatial auto and cross correlations of classes in the field to be simulated and they can be 
inferred from experimental transiograms that are directly estimated from sample data (Li, 2007b). 
Transiogram model joint inference may be done using two methods – the mathematical model method 
and the linear interpolation method (Li and Zhang, 2010). In this study, because we have sufficient 
expert-interpreted sample data to generate reliable experimental transiograms, we used the efficient linear 
interpolation method to obtain the entire set of transiogram models. The cross-field transition probability 
matrix represents the correlations between classes of the field being simulated and the classes of the pre-
classified image, and it can be simply estimated using the transitions from the sample data set to their 
corresponding co-located data in the pre-classified image (Li et al., 2013).  
      The five conventional classifiers aforementioned were used to pre-classify the selected remotely 
sensed image to obtain five pre-classified image datasets for use in the MCRF post-classification 
operations. 100 simulated realizations were generated for each cosimulation case (there are a total of five 
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cases for different pre-classifications based on different conventional classifiers in this study), and an 
optimal classification map was further obtained according to the maximum probabilities estimated from 
the set of simulated realizations. The accuracy of each optimal classification map was calculated using the 
validation sample dataset. By comparing with those pre-classification results, classification accuracy 
improvements made by post-classification operations were finally available. 
 
1.4 Results 
1.4.1 Improvement over maximum likelihood classification 
A comparison of classification accuracies between the pre-classification by the ML classifier and the 
post-classification by MCRF cosimulation is presented in Table 1.4. The overall accuracy (OA) and 
kappa coefficient () of the ML pre-classification map are 81.9% and 0.762, respectively. However, the 
OA and  for the MCRF post-classification map are 86.6% and 0.820, respectively. Apparent 
improvement in land cover classification accuracy is made by the MCRF method. In the pre-classification 
map, the misclassifications among the five classes are explainable by spectral confusion (e.g., some built-
up area pixels were misclassified into farmland and bare land, and some farmland pixels were 
misclassified into woodland). After post-processing by MCRF cosimulation, there are obvious increases 
in the producer’s accuracies of built-up area (from 72% to 78%), farmland (from 83% to 90%), and 
woodland (from 83% to 91%). Checking the user’s accuracies, one can see that significant improvements 
for woodland (from 50% to 78%) and bare land (from 45% to 94%) were made by the post-classification. 
In addition, before post-classification was made, much noise (i.e., “pepper and salt effect”) in the pre-
classification map (Figure 1.3a) can be seen. This noise is likely a result of spectral confusion due to lack 
of spectral separability among some land cover classes in the study area. After post-classification, the 
“salt and pepper” noise, which is a common problem for pixel-based classifications, is mostly removed by 
the MCRF method (Figure 1.3b). A drawback is that linear features (e.g., roads), which were partially 
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captured by the pre-classification, were mostly lost in the MCRF post-classification process.  
 
Table 1.4 Accuracy assessment for ML pre-classification and corresponding MCRF post-classification 
ML pre-classification   MCRF post-classification 
Validation data   Validation data 
Class  C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
  Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
C1 201 6 0 6 3 216 93   C1 219 15 1 1 3 239 92 
C2 64 209 5 9 1 288 73   C2 57 224 2 13 1 297 75 
C3 0 28 29 1 0 58 50   C3 1 8 32 0 0 41 78 
C4 0 4 1 206 0 211 98   C4 2 3 0 208 0 213 98 
C5 15 3 0 0 15 33 45   C5 1 0 0 0 15 16 94 
Total 280 250 35 222 19 806     Total 280 250 35 222 19 806   
Producer's 
Accuracy 
(%) 
72 84 83 93 79   81.9   
Producer's 
Accuracy 
(%) 
78 90 91 94 79   86.6 
Overall Accuracy: 81.9%. kappa coefficient: 0. 762   Overall Accuracy: 86.6%. kappa coefficient: 0.820 
Improvement in overall accuracy: 4.7%. Improvement in kappa coefficient: 0.058 
 
 
Figure 1.3: ML pre-classification (a) and corresponding MCRF post-classification (b).    
 
1.4.2 Improvement over neural network classification  
Table 1.5 and Figure 1.4 present the pre-classification results by the NN classifier and the corresponding 
post-classification results by the MCRF method. Compared to the NN pre-classification, classification 
accuracy improvement made by the MCRF post-classification is notably large, with 10.4% increase in 
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OA and 0.128 increase in the . In the pre-classification map, woodland was strongly overestimated, and 
the other two land cover classes, namely bare land an built-up area, were also overestimated to some 
extent, based on the spectral signatures derived from the remotely sensed image, while farmland and 
waterbody were underestimated (Table 1.5). Much farmland in the NN pre-classified map (Figure 1.4a) 
was misclassified into woodland, and a portion of farmland was also misclassified as built-up area, thus 
resulting in low producer’s accuracy (57%) for farmland and low user’s accuracy (30%) for woodland. 
Low user’s accuracy (48%) also occurred for the bare land in the NN pre-classification map due to the 
misclassification of some built-up area and farmland pixels. Before post-classification, some of 
waterbody pixels were misclassified as farmland and built-up area because they were spectrally confused 
due to the fact that some waterbody areas in the study area were covered by dense water plants. The 
MCRF post-classification operation changed this situation by correcting most misclassifications, except 
that some build-up area pixels were misclassified into farmland, causing some decreases in the producer’s 
accuracy of built-up area and the user’s accuracy of farmland. Similarly, linear features (mainly roads) 
were not captured while most noise was removed in the post-classification map.   
 
Table 1.5 Accuracy assessment for NN pre-classification and corresponding MCRF post-classification 
NN pre-classification   MCRF post-classification 
Validation data   Validation data 
Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
  Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
C1 245 39 0 16 1 301 81   C1 227 13 0 1 2 243 93 
C2 15 142 4 16 3 180 79   C2 50 227 2 24 0 303 75 
C3 6 60 31 6 0 103 30   C3 1 5 33 0 0 39 85 
C4 3 4 0 184 0 191 96   C4 1 5 0 197 0 203 97 
C5 11 5 0 0 15 31 48   C5 1 0 0 0 17 18 94 
Total 280 250 35 222 19 806     Total 280 250 35 222 19 806   
Producer's 
Accuracy 
(%) 
88 57 89 83 79   76.6   
Producer's 
Accuracy 
(%) 
81 91 94 89 89   87.0 
Overall Accuracy: 76.6%. kappa coefficient: 0. 697   Overall Accuracy: 87.0%. kappa coefficient: 0.825 
Improvement in overall accuracy: 10.4%. Improvement in kappa coefficient: 0.128 
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Figure 1.4: NN pre-classification (a) and corresponding MCRF post-classification (b). 
 
1.4.3 Improvement over support vector machine classification 
The pre-classification of the remotely sensed image by the SVM classifier has a relative higher OA and  
compared to that by NN, although the same training data were used. SVM generally performed poorly in 
separating built-up area from farmland, so that built-up area has a low producer’s accuracy of 65% and 
farmland has a low user’s accuracy of 62%. It also could not effectively separate waterbody from 
farmland, thus leading to a relatively low producer’s accuracy for waterbody (82%) (Table 1.6). Before 
MCRF cosimulation was applied, some waterbody pixels were misclassified as farmland, and some built-
up area pixels were also misclassified into farmland (Figure 1.5a). The former problem should be caused 
by the spectral confusion between waterbody and farmland due to the fact that some waterbody areas in 
the study area were covered by dense water plants. The latter problem also occurred in the ML pre-
classification. After post-processing by MCRF cosimulation, most of misclassified waterbody pixels 
(which were misclassified into farmland in pre-classification) were corrected with the help of the post-
classification (Figure 1.5b). However, some correctly classified farmland in the pre-classification map 
was mistakenly changed to built-up area and waterbody in the post-classification map. This problem may 
be attributed to the smoothing effect in the optimal classification map and the filtering effect caused by 
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incorporation of spatial correlations in the MCRF cosimulation model. Because built-up area, farmland 
and waterbody are the major land cover classes in this study, their conjunction probabilities were 
relatively high sometimes. Even so, the post-classification by the MCRF method increased the OA by 4.6% 
and  by 0.057. Specifically, post-classification improved the producer’s accuracies of built-up area, 
woodland, waterbody and bare land by 11%, 6%, 13% and 5%, respectively (with 10% accuracy decrease 
for farmland) (Table 1.6), and also increased the user’s accuracy of farmland by 11%, finally yielding a 
less dispersed land cover class map. The filtering effect of the MCRF post-classification method to noise 
was clear, despite its inability to capture linear features as a common problem of two-point spatial 
statistical models (Figure 1.5b). 
 
Table 1.6 Accuracy assessment for SVM pre-classification and corresponding MCRF post-classification 
SVM pre-classification   MCRF post-classification 
Validation data   Validation data 
Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
  Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
C1 183 10 0 1 0 194 94   C1 213 19 1 0 2 235 91 
C2 94 233 5 38 4 374 62   C2 61 209 2 12 1 285 73 
C3 0 5 30 1 0 36 83   C3 1 7 32 0 0 40 80 
C4 2 1 0 182 0 185 98   C4 4 12 0 210 0 226 93 
C5 1 1 0 0 15 17 88   C5 1 3 0 0 16 20 80 
Total 280 250 35 222 19 806     Total 280 250 35 222 19 806   
Producer's 
Accuracy 
(%) 
65 93 86 82 79   79.8   
Producer's 
Accuracy 
(%) 
76 84 91 95 84   84.4 
Overall Accuracy: 79.8%. kappa coefficient: 0. 736   Overall Accuracy: 84.4%. kappa coefficient: 0.793 
Improvement in overall accuracy: 4.6%. Improvement in kappa coefficient: 0.057 
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Figure 1.5: SVM pre-classification (a) and corresponding MCRF post-classification (b). 
 
1.4.4 Improvement over minimum distance classification 
The OA of the MD pre-classification (Figure 1.6a) is the lowest (67.1%) compared with the OAs of the 
pre-classified images by other conventional classifiers. This is because of the nature of the MD classifier, 
which generally has good performance when the distance between the mean values of every pair of 
classes is large compared with the variance of each class with respect to its mean. The MD classifier has a 
certain limitation if the spectral variance of each class is large, because it is insensitive to different 
degrees of spectral variance. In this case, the low classification accuracy of the MD pre-classification can 
be explained by the complex landscape, which has much higher spectral confusion among different land 
cover classes. As shown in Table 1.7, almost half of the built-up area and bare land in the image was 
classified wrongly by MD. Before MCRF post-classification was applied, some waterbody pixels were 
misclassified as farmland due to the spectral confusion between them caused by dense water plants in 
some waterbodies. The MCRF post-classification greatly changed the pre-classification results (Figure 
1.6b). The OA in the post-classification map reached 83.9% with a remarkable improvement of 16.8%, 
although the co-image (i.e., the pre-classified image used as an auxiliary dataset) had a low accuracy 
(67.1%). Both producer’s accuracies and user’s accuracies of all land cover classes were increased to 
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some extent after MCRF post-classification.  
 
Table 1.7 Accuracy assessment for MD pre-classification and corresponding MCRF post-classification  
MD pre-classification   MCRF post-classification 
Validation data   Validation data 
Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
  Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
C1 149 29 0 1 7 186 80   C1 213 14 0 4 6 237 90 
C2 30 195 5 57 1 288 68   C2 60 221 2 21 1 305 72 
C3 11 15 30 8 0 64 47   C3 1 4 33 0 0 38 87 
C4 46 4 0 156 0 206 76   C4 4 11 0 197 0 212 93 
C5 44 7 0 0 11 62 18   C5 2 0 0 0 12 14 86 
Total 280 250 35 222 19 806     Total 280 250 35 222 19 806   
Producer's 
Accuracy 
(%) 
53 78 86 70 58   67.1   
Producer's 
Accuracy 
(%) 
76 88 94 89 63   83.9 
Overall Accuracy: 67.1%. kappa coefficient: 0.592    Overall Accuracy: 83.9%. kappa coefficient: 0.786 
Improvement in overall accuracy: 16.8%. Improvement in kappa coefficient: 0.194 
 
 
Figure 1.6: MD pre-classification (a) and corresponding MCRF post-classification (b).   
 
1.4.5 Improvement over k-means classification 
In the pre-classification map produced by the unsupervised KM classifier, farmland was not well 
distinguished from built-up area and woodland, and waterbody was not well separated from farmland and 
woodland (Table 1.8, Figure 1.7). This means they had some spectral characteristics in common. Similar 
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to the classifications by other conventional methods except for SVM, the KM pre-classification has quite 
low user’s accuracy for woodland, because some pixels of farmland and waterbody were misclassified as 
woodland. The reason for these problems may be because crops, water plants, and urban vegetation have 
similar image digital number (DN) values in the remotely sensed image used for pre-classification. In 
addition, many built-up area pixels were misclassified into bare land, which means some built-up area and 
some bare land could not be effectively separated by the KM classifier. With the help of expert-
interpreted ancillary data and the pre-classification image based on KM, the MCRF post-classification 
greatly increased the OA from 69.1% to 85.9% and the  from 0.612 to 0.811 (Table 1.8). However, the 
producer’s accuracy of built-up area had little improvement, and the user’s accuracy of farmland also did 
not improve much, because some built-up area pixels were misclassified into farmland in the post-
classification map. This may be explained by the smoothing effect normally shown in the optimal 
classification map and the filtering effect of the MCRF method, which caused some small fragments (one 
to a few pixels) of built-up area within large farmland patches to be classified wrongly into farmland. 
However, as shown in Table 1.8, the classification improvements for farmland, woodland, waterbody, and 
bare land were apparent in both producer’s accuracies and user’s accuracies, after post-classification was 
applied. A special feature for the KM pre-classification (Figure 1.7a) is that it shows better ability in 
extracting linear features (e.g., road, highway) than the other four classifiers due to manual 
reclassification in the second step of the method. But this did not contribute more to the MCRF post-
classification because the two-point statistics-based MCRF model used here cannot capture linear features.  
 
Table 1.8 Accuracy assessment for KM pre-classification, and corresponding MCRF post-classification  
KM pre-classification   MCRF post-classification 
Validation data   Validation data 
Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
  Class C1 C2 C3 C4 C5 Total 
User's 
Accuracy 
(%) 
C1 218 55 0 5 7 285 76   C1 220 10 0 0 5 235 94 
C2 2 153 3 57 0 215 71   C2 56 224 2 21 0 303 74 
C3 4 33 32 18 0 87 37   C3 1 5 33 0 0 39 85 
C4 8 0 0 142 0 150 95   C4 2 10 0 201 0 213 94 
C5 48 9 0 0 12 69 17   C5 1 1 0 0 14 16 88 
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Total 280 250 35 222 19 806     Total 280 250 35 222 19 806   
Producer's 
Accuracy 
(%) 
78 61 91 64 63   69.1   
Producer's 
Accuracy 
(%) 
79 90 94 91 74   85.9 
Overall Accuracy: 69.1%. kappa coefficient: 0.612   Overall Accuracy: 85.9%. kappa coefficient: 0.811 
Improvement in overall accuracy: 16.8%. Improvement in kappa coefficient: 0.199 
 
 
Figure 1.7: KM pre-classification (a) and corresponding MCRF post-classification (b).   
 
1.4.6 Comparison of different post-classification cases  
Data in Table 1.9 summarize the results of the five pre-classification and post-classification pairs, which 
indicate that the MCRF method indeed can largely improve the accuracy of land cover classification 
through post-classification, no matter which of the five conventional classifiers was used for pre-
classification. Among the five conventional classifiers used for pre-classification, ML generated the 
highest OA while MD produced the lowest OA. The overall accuracies of pre-classifications by the 
conventional classifiers are 81.9% (ML), 79.8% (SVM), 76.6% (NN), 69.1% (KM), and 67.1% (MD) in a 
descending sequence. The MCRF post-classification method increased the OAs by 4.7% over the ML 
classifier, 10.4% over the NN classifier, 4.6% over the SVM classifier, 16.8% over the MD classifier and 
the KM classifier, with an accuracy improvement sequence of  SVM < ML < NN < MD = KM. In 
general, the lower the pre-classification accuracy, the higher the MCRF post-classification improvement 
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will be. In some cases, MCRF post-classification caused some negative effects in classification accuracies 
of individual land cover classes, which mostly occurred in user’s accuracies, especially for the post-
classification case on the SVM pre-classification. However, these negative effects are negligible in 
comparison with the positive effects.  
       Except for the SVM pre-classification, minor land cover classes, namely bare land and woodland, had 
very low user’s accuracies (less than 50%) in pre-classifications. However, the MCRF method largely 
improved their user’s accuracies in post-classifications. Improvements range from 46% to 70% for bare 
land, and from 28% to 55% for woodland. This means that most conventional classifiers have difficulties 
to accurately classify minor land cover classes, but the MCRF post-classification method can largely 
solve this problem. 
      Comparing all of the post-classifications with all of the corresponding pre-classifications, one can 
found that in addition to classification accuracy improvement, the MCRF post-classification results have 
some other common characteristics, which are all essentially related with the smoothing effect of the 
MCRF cosimulation model:  
(1) The MCRF post-classifications removed most “salt and pepper” noise that appeared in pre-
classification maps. This means that the MCRF method has the filtering effect to noise.  
(2) Fine linear features appearing in pre-classification maps mostly disappeared in post-classification 
maps. These very narrow linear features in pre-classification maps were fragments of linear ground 
objects (mostly roads, and some ridges between lotus pools), partially captured by conventional classifiers. 
This means that the MCRF post-classification method cannot capture fine linear features. This inability 
should be common to two-point statistics based spatial models. 
(3) In the post-classifications, there were always some built-up area pixels to be misclassified into 
farmland, and in most cases there were also some waterbody pixels to be misclassified into farmland. This 
problem should be caused by the smoothing effect attached with the MCRF post-classification maps, 
which removed those isolated small built-up area or waterbody patches (as single pixels or clusters of 
only a few pixels) within large farmland patches.  
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Table 1.9 Overall accuracy improvements of MCRF post-classifications over different pre-classifications 
of land cover classes 
  
Overall accuracy (%) kappa coefficient 
Producer's Accuracy (%)   User's Accuracy (%) 
  
Class 
  
  C1 C2 C3 C4 C5   C1 C2 C3 C4 C5 
ML pre-
classification 
81.9 0.762 72 84 83 93 79   93 73 50 98 45 
Post-classification  86.6 0.820 78 90 91 94 79   92 75 78 98 94 
Improvement 4.7 0.058 6 6 9 1 0   -1 3 28 0 48 
                            
NN pre-
classification 
76.6 0.697 88 57 89 83 79   81 79 30 96 48 
Post-classification  87.0 0.825 81 91 94 89 89   93 75 85 97 94 
Improvement 10.4 0.128 -6 34 6 6 11   12 -4 55 1 46 
                            
SVM pre-
classification 
79.8 0.736 65 93 86 82 79   94 62 83 98 88 
Post-classification 84.4 0.793 76 84 91 95 84   91 73 80 93 80 
Improvement 4.6 0.057 11 -10 6 13 5   -4 11 -3 -5 -8 
                            
MD pre-
classification 
67.1 0.592 53 78 86 70 58   80 68 47 76 18 
Post-classification 83.9 0.786 76 88 94 89 63   90 72 87 93 86 
Improvement 16.8 0.194 23 10 9 18 5   10 5 40 17 68 
                            
KM pre-
classification 
69.1 0.612 78 61 91 64 63   76 71 37 95 17 
Post-classification 85.9 0.811 79 90 94 91 74   94 74 85 94 88 
Improvement 16.8 0.199 1 28 3 27 11   17 3 48 0 70 
 
1.5 Discussions 
1.5.1 Smoothing effect  
The MCRF post-classification method shows apparent smoothing effect in post-classified results. The 
smoothing effect includes the filtering effect of spatial models through incorporating data dependency, 
and the smoothing effect caused by optimization for obtaining an optimal classification map. The former 
is caused by the neighbourhoods and two-point spatial measures used by spatial statistical methods, which 
cannot effectively capture (or can remove) linear features. This is because the neighbourhood of spatial 
statistical models uses data in a round area (e.g., circle, ellipse, or even square, in two dimensions), which 
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is normally much wider than many narrow linear features. Thus, estimated values on a linear feature 
based on the data in a neighbourhood (if it is much wider than the linear feature) often reflect the classes 
outside the linear feature’s area, consequently erasing the narrow linear features. It is widely known that 
two-point spatial measures cannot capture curvilinear features. This is the major smoothing effect 
responsible for losing linear features, and also the major reason for filtering noise. Multiple-point 
statistical methods may be better in capturing curvilinear features but it only can approximately reproduce 
the known and relatively simple patterns from a fed training image (see Tang et al., 2013). 
The smoothing effect caused by optimization for obtaining an optimal classification map based on 
maximum probabilities estimated from a number of simulated realisation maps is widely known in spatial 
statistics. In this study, because we used the optimal classification map as the final post-classification map, 
this smoothing effect also exists, but it does not hide the filtering effect of spatial statistical models. 
Figure 1.8 displays a part of the MCRF post-classification map based on the NN pre-classification and 
some other simulated results. The simulated realisation map (Figure 1.8e) apparently shows more details 
than the optimal map (Figure 1.8d) does. The occurrence probability map of built-up area (Figure 1.8f) 
demonstrates the uncertainty of built-up area among different simulated realisation maps, which reflects 
the credibility of built-up area in the optimal map. This means that the optimal map, that is, the post-
classification map shown in this paper, has smoothing effect caused by the optimization. However, the 
simulated realisation map still shows strong smoothing effect to the pre-classification map (Figure 1.8c), 
which filters out both much noise and linear features. This smoothing or filtering effect carried by 
simulated realisations should be attributed to the neighbourhoods and two-point spatial measures of 
spatial statistical models.  
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Figure 1.8: The Landsat 8 OLI true colour image (a) of study area, is presented to indicate the location of 
its enlarged false colour image (b), corresponding NN pre-classification map (c), corresponding optimal 
map of MCRF post-classification (d), one simulated realisation of MCRF post-classification (e), and 
corresponding occurrence probability map of built-up area (f). The latitude and longitude of the upper left 
corner of the enlarged image is 30°40'09''N, 114°27'32''E. 
 
1.5.2 Comparison with the majority spatial filter  
The MCRF cosimulation model used in this study for post-classification is different from ordinary filters 
for filtering noise. Post-classification by a spatial filter with a moving window can remove some noise, 
and the filtering effect depends on the size of the local window (or neighbourhood). Such smoothing 
methods sometimes may improve classification results a little, but sometimes may not improve the results 
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at all or even cause a decrease in accuracy. This is because such filtering methods do not incorporate new 
supportive information into the post-classifications, unless a specific expert system is combined with the 
filter. However, the major purpose of the MCRF post-classification method is to improve classification 
accuracy by incorporating expert interpreted data from multiple data sources and spatial correlation 
information into post-classification operations. Of course, filtering noise is a common capability of spatial 
statistical models due to their incorporation of spatial dependency.  
We tested a majority spatial filter, with 3×3 and 7×7 window sizes, respectively.  Our results (Figure 
1.9) showed that the effect of the filter is limited: It does filter out isolated pixels and small pixel groups, 
and the filtering effect strengthens with increasing window size (Figures 1.9d and 1.9e), but it does not 
improve accuracy in general (sometimes produces a small increase, and sometimes a small decrease). 
This is because it does not incorporate credible information from other sources to correct the misclassified 
pixels (e.g., the misclassified pixels from waterbody to built-up area and woodland in Figure 1.9c). 
However, the MCRF cosimulation model corrected the misclassifications (Figure 1.9f).  
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Figure 1.9: The Landsat 8 OLI true colour image (a) of study area, is presented to indicate the location of 
its enlarged false colour image (b), corresponding NN pre-classification map (c), corresponding post-
classification map by the majority spatial filter with a 3×3 window (d), corresponding post-classification 
map by the majority spatial filter with a 7×7 window (e), and corresponding optimal map of MCRF post-
classification (f). The latitude and longitude of the upper left corner of the enlarged image is 30°41'33''N, 
114°38'06''E. 
 
1.6 Conclusions 
This study proved that as a non-linear geostatistical method, the Bayesian MCRF cosimulation algorithm 
is an excellent method for improving accuracy of land cover classifications produced by conventional 
classifiers, when an expert-interpreted sample dataset is available for post-classification, even if the study 
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area is relatively large and has a complex landscape. Five representative conventional classifiers (ML, 
NN, SVM, MD and KM) were tested in this study; four are supervised methods, and one is non-
supervised method. The conventional classifiers achieved different land cover classification accuracies 
from the same remotely sensed image in pre-classifications, ranging from 67.1% (MD) to 81.9% (ML). 
However, the MCRF post-classification method made notable improvements in accuracy over all of the 
pre-classifications from the conventional classifiers, and the improvements range from 4.6% to 16.8%. In 
addition, most noise in the pre-classified maps was also removed by the post-classification operations. 
These improvements are mainly attributed to the MCRF cosimulation algorithm, which makes full use of 
spectral information (by pre-classified image data), expert knowledge and ancillary data (by sample data 
interpretation), and contextual information (by spatial correlation measurements).  
      One tradeoff of the post-classifications by the MCRF method is that the smoothing effect in optimal 
classification land cover maps, brought by the MCRF cosimulation, removes most of linear features 
(mainly roads). However, even in the pre-classification maps, these linear features mostly are just 
partially captured road fragments and narrow stripe objects (e.g., separating stripes in lakes for private 
fishery or lotus planting), therefore having little value for making schematic land cover/use maps. 
Considering that road network data are usually available from local transportation agencies, if they are 
needed in a land cover/use map, it is better to add the needed available road network data as a data layer 
to the final land cover map rather than to derive their fragments through classifying a remotely sensed 
image. Apparently, the other tradeoff of the post-classification operation is the needed sample data 
interpretation process, which may be time consuming. These problems may be relieved by further efforts 
in algorithm development. For examples, incorporating multiple-point statistics or other feature indices in 
the MCRF cosimulation algorithm may be helpful to capturing some linear features such as sharp river 
banks, and an automatic or semi-automatic method for accurate sample data interpretation may largely 
reduce the burden of expert interpretation. Nevertheless, the obvious accuracy improvement made by the 
MCRF method over conventional classifiers means that this post-classification method is promising in 
land cover classifications.  
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Chapter 2  
Incorporating spectral similarity into Markov chain geostatistical cosimulation for 
reducing smoothing effect in land cover post-classification  
2.1 Introduction 
Remotely sensed images have been widely used in land cover classification because of their capability of 
detecting earth’s surface spatially, temporally and spectrally (Franklin and Wulder, 2002; Kavzoglu and 
Colkesen, 2009). However, it is still challenging to make a high-quality land cover map using remotely 
sensed images, especially in medium or coarse spatial resolutions, because of spectral confusion, complex 
landscapes, limitations of classification methods and low quality of remotely sensed images (Lu and 
Weng, 2007; Rogge et al., 2007). Despite these disadvantages, remotely sensed images still provide 
abundant information for land cover classification if an appropriate approach is used (Lu, Mausel, 
Batistella, and Moran, 2004). A large number of enhanced classification methods have been developed, 
such as artificial neural networks (Benediktsson, Swain, and Ersoy, 1990; Erbek, Özkan, and Taberner, 
2004), support vector machines (Brown, Gunn, and Lewis, 1999; Hsu and Lin, 2002), geostatistical 
classifier (Park, Chi, and Kwon, 2003; Buddenbaum, Schlerf, and Hill, 2005), contextual classifiers 
(Binaghi, Madella, Montesano, and Rampini, 1997; Jackson and Landgrebe, 2002), knowledge-based 
algorithms (Dobson, Pierce, and Ulaby, 1996; Daniels, 2006), Markov random field based classifiers (Wu 
et al., 2015), and hybrid classifiers (e.g. a combination of pixel-based classifier and object-based classifier) 
(de Jong, Hornstra, and Maas, 2001; Debeir et al., 2002; Li et al., 2013).  
      Besides enhanced classification methods, post-classification operation is regarded as an effective way 
to improve the accuracy of a pre-classified land cover map (Jensen, 2005). For example, Mesev (1998) 
used population information in urban image post-classification sorting. To remove “speckled” or “salt and 
pepper” noise produced by pixel spectra-based classifiers, some noise removal methods were proposed 
(Huang, Legarsky, Gudimetla, and Davis, 2004; Qian, Qiu, Chang, and Zhang, 2008; Zheng, Wan, Huo, 
and Fang, 2014). In Manandhar, Odeh, and Ancev (2009), post-classification correction was applied to 
improve land cover pre-classification by incorporating ancillary data and knowledge-based logic rules. 
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Textural analysis (using co-occurrence matrix) was used to conduct more accurate urban mapping from 
high spatial resolution satellite images (Zhang, 1999; Puissant, Hirsch, and Weber, 2005). Stefanov, 
Ramsey, and Christensen (2001) and Kahya, Bayram, and Reis (2010) adopted an expert system to sort 
initial land cover classification results using ancillary data (such as land use data).   
      Tobler's first law of geography states that "Everything is related to everything else, but near things are 
more related than distant things" (Tobler, 1970). To a large extent, this implies that nearer pixels are more 
likely to belong to the same class. Therefore, spatial statistics may provide useful methods for 
incorporating spatial autocorrelation information into land cover classification. For example, in order to 
improve the classification of forest tree species, Carvalho, Soares, and Bio (2006) used the direct 
sequential cosimulation method to integrate reliable field data and the posterior probability data generated 
by the maximum likelihood pre-classification, and thus obtained more continuous forest covers in final 
classification. Recently, Li et al. (2014) used a MCRF cosimulation (coMCRF) model and expert-
interpreted sample data to post-process the pre-classified image data generated by a conventional 
classifier to increase the classification accuracy of land cover classes. However, the geometric features of 
land cover objects are difficult to be reproduced by geostatistical methods that traditionally use two-point 
statistics and circular neighborhoods (Zhang, Li, and Zhang, 2016). It seems that use of multiple-point 
statistics may solve this problem to some extent, but it only can approximately reproduce the known and 
relatively simple patterns provided by a fed training image (Tang, Atkinson, Wardrop, and Zhang, 2013). 
In order to reduce the smoothing effect caused by the neighborhoods used in geostatistical models, 
incorporating spectral dissimilarity of pixels between different classes and spectral similarity of pixels 
within the same class as spatial constraints in land cover post-classification should be promising. 
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Figure 2.1:  A north-south directional remotely sensed image spectral cross section in Wuhan city. (a) A 
line of pixels along the red line. (b) Corresponding spectral reflectance values of pixels of six bands along 
the line.  
 
      Spectral similarity measures have been widely used in image classification, especially in 
hyperspectral image classification (Homayouni and Roux, 2004; Nidamanuri and Zbell, 2011; Naresh 
Kumar et al., 2011), because pixels belonging to the same land cover class are more likely to have similar 
spectral features. Some of the most popularly used spectral similarity measures are spectral angle measure 
(SAM), Euclidean distance measure (EDM), spectral correlation measure (SCM) (i.e., Pearson correlation 
coefficient), and spectral information divergence (SID). In this study, Jaccard index (also known as 
Jaccard similarity coefficient) and SCM, which are mutually complementary, were used to measure 
spectral similarity between two pixels, and used as spatial constraints to enhance the geometric features of 
land cover classes in post-classification, because spectral reflectance tends to be similar for pixels 
belonging to the same class in real world at a local scale but change dramatically with class changes along 
a direction (see Figure 2.1). The objective of this study is to incorporate the spectral similarity measures 
into the coMCRF model, that is, to propose a spectral similarity-enhanced coMCRF (SS-coMCRF) model, 
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for reducing the geometric information loss of land cover objects in post-classification. In case studies, 
neural network (NN) classifier and support vector machine (SVM) classifier were used for pre-
classification. To examine the performance of the SS-coMCRF model, we compared it with the coMCRF 
model using expert-interpreted sample datasets with different sample densities in two case studies. Here 
expert-interpreted sample data refer to the pixel label data discerned by expert judgment based on 
professional insight and integrative information from multiple sources (e.g., various high resolution 
images, Google Earth historical images, and existing land use maps).  
 
2.2 Methods 
NN classifier and SVM classifier were used separately to make pre-classifications. For conducting pre-
classifications, representative samples were selected manually from the original images as training data. 
The same training samples were fed to both classifiers to generate pre-classified images. Then coMCRF 
and SS-coMCRF were used respectively to post-process the pre-classified images. The NN classifier and 
SVM classifier modules of the ENVI software were used in this study. Both coMCRF and SS-coMCRF 
models were implemented by Python programs. A flowchart in Figure 2.2 shows the general algorithm 
from pre-classification to final post-classification results using the SS-coMCRF model.   
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Figure 2.2: A flowchart for the whole procedure from pre-classification to final post-classification results 
using the SS-coMCRF model. 
 
2.2.1 Pre-classifiers  
NN classifier is designed to work like an animal’s brain. Basically, two common learning paradigms, that 
is, the least-mean-square algorithm and the error back-propagation algorithm, may be used in the NN 
classifier. In this study, the latter was employed. Unlike the maximum likelihood or other statistical 
methods, NN is a non-parametric and distribution-free classification algorithm. In addition, there is no 
requirement for a priori knowledge of the statistical characteristics of the preset classes (Benediktsson, 
Swain, and Ersoy, 1990; Pal and Mather, 2003; Erbek, Özkan, and Taberner, 2004). Furthermore, the 
capability of learning and adaptively simulating complicated information makes this method capable to 
deal with various types of remotely sensed data, including high-resolution images (Murthy, Raju, and 
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Badrinath, 2003). However, the closed operation in the hidden layer makes neural network work like a 
black box, so that things behind are difficult to be well understood (Kavzoglu and Mather, 2003; Jensen, 
2005). In this study, NN was implemented with one hidden layer and a thousand training iterations. 
      SVM classifier is another advanced supervised classifier used in classification of remotely sensed 
imagery, based on machine learning algorithms such as neural network (Kavzoglu and Colkesen, 2009). 
The original SVM is a binary classifier. However, distinction of multiple classes gets involved in most 
remotely sensed image classifications. Thus, multiple SVMs are needed to classify an image. Two 
combined multiple SVM classifiers are used commonly. One is called the “one against all” approach, 
which means a bunch of binary classifiers are used to separate one class from the rest. The other is called 
the “one against one” approach, which means that a series of classifiers are applied to each pair of classes 
(Pal, and Mather, 2004; Foody and Mathur, 2004). The SVM classifier has great performance in non-
linear classifications with help of a kernel function, similar to that in linear classifications. To some extent, 
the performance of SVM relies on the selection of the kernel function, its parameters, and soft marginal 
parameters (Kavzoglu and Colkesen, 2009). In this study, SVM with the pairwise classification strategy 
(i.e., the “one against one” approach) was employed. 
 
2.2.2 Markov chain random field cosimulation model 
The Bayesian MCRF cosimulation (coMCRF) model extends the MCRF model based on the MCRF 
theory, which was initially proposed by Li (2007a) as the supporting theory for Markov chain 
geostatistics and further described with emphasis of the Bayesian updating view in Li et al. (2014) and Li, 
Zhang, Dey, and Willig (2013). The local conditional probability distribution of the MCRF at any 
unobserved location is decided by a sequential Bayesian updating process of the prior probability using 
each of the nearest data within a neighborhood as new evidence. The MCRF local conditional probability 
function for a specific unobserved location 𝐮0 is described as: 
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𝑝[𝑖0(𝐮0)|𝑖1(𝐮1), … , 𝑖𝑚(𝐮𝑚)] = 𝑝[𝑖𝑚(𝐮𝑚)|𝑖0(𝐮0), … , 𝑖𝑚−1(𝐮𝑚−1)] … 𝑝[𝑖2(𝐮2)|𝑖0(𝐮0) 𝑖1(𝐮1)] ∙
𝑝[𝑖0(𝐮0)|𝑖1(𝐮1)]
𝑝[𝑖1(𝐮1),…,𝑖𝑚(𝐮𝑚)]/𝑝[𝑖1(𝐮1)]
                                 (5)                              
where 𝑖1 to 𝑖𝑚 are the states of the m nearest neighbors around the unobserved location 𝐮0; the left hand 
side of the equation is the posterior probability of state or class 𝑖0 at the location 𝐮0; the denominator in 
the right hand side is a constant; 𝑝[𝑖0(𝐮0)|𝑖1(𝐮1)] represents the prior probability; and the left portion of 
the right hand side are likelihood functions for updating the prior probability. Based on the quantitative 
relationship [𝑖0(𝐮0)|𝑖1(𝐮1)]  = 𝑝[𝑖1(𝐮1)|𝑖0(𝐮0)]  × 𝑝[𝑖0(𝐮0)]/𝑝[𝑖1(𝐮1)] , it is also feasible to use 
𝑝[𝑖0(𝐮0)] as the prior probability; then there will be one more likelihood function 𝑝[𝑖1(𝐮1)|𝑖0(𝐮0)] in 
Equation (5). 
      Assuming conditional independence of nearest data within a neighborhood (Li, 2007a) and using the 
transiogram notation (Li, 2007b), as well as applying the total probably law, the above Equation (5) is 
simplified to: 
 
𝑝[𝑖0(𝐮0)|𝑖1(𝐮1), … , 𝑖𝑚(𝐮𝑚)] =
𝑝𝑖1𝑖0
(𝐡10) ∏ 𝑝𝑖0𝑖𝑔
(𝐡0𝑔)
𝑚
𝑔=2
∑ [𝑝𝑖1𝑓0
(𝐡10) ∏ 𝑝𝑓0𝑖𝑔
(𝐡0𝑔)]
𝑚
𝑔=2
𝑛
𝑓0=1
                                   (6)                                   
 
where 𝑛 is the number of classes, and 𝑝𝑖0𝑖𝑔(𝐡0𝑔) is a transiogram, that is, a transition probability function 
over the distance lag 𝐡. The conditional independence assumption for spatial data was recently also used 
to simplify the Markov random field model for semantic segmentation of remote sensed imagery (Zheng 
and Wang, 2015).  
      To approximately meet the conditional independence condition of nearest data, the MCRF model uses 
a quadrantal neighborhood, which considers only one nearest datum from each quadrant that sectors the 
neighborhood (Figure 2.3) (Li and Zhang, 2007). The coMCRF model for improving land cover 
classification considers the co-located datum of a pre-classified image that serves as a covariate field. 
Therefore, the coMCRF model used here is given as: 
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𝑝[𝑖0(𝐮0)|𝑖1(𝐮1), … , 𝑖4(𝐮4); 𝑟0(𝐮0)] =  
𝑞𝑖0𝑟0
𝑝𝑖1𝑖0
(𝐡10) ∏ 𝑝𝑖0𝑖𝑔
(𝐡0𝑔)
4
𝑔=2
∑ [𝑞𝑓0𝑟0
𝑝𝑖1𝑓0
(𝐡10) ∏ 𝑝𝑓0𝑖𝑔
(𝐡0𝑔)]
4
𝑔=2
𝑛
𝑓0=1
                         (7)                    
 
 
where 𝑞𝑖0𝑟0 represents the cross-field transition probability from class 𝑖0 at the location 𝐮0 in the primary 
categorical field being simulated to class 𝑟0 at the co-location in the covariate field of the pre-classified 
image (Li et al., 2014). 
 
 
Figure 2.3: The quadrantal MCRF neighborhood under the conditional independence assumption of 
nearest data. (a) The search area for seeking nearest neighbors to estimate the class of land cover at the 
uninformed central point 𝐮0. (b) The sectored neighborhood, which considers one nearest datum from 
each quadrant if one datum can be found from the quadrant. Black solid dots: informed data (sample data 
or previously simulated data). Red dot: the uninformed pixel being estimated. Green dots: selected nearest 
data for the neighborhood.  Arrows represent transition probability directions (see Li et al., 2014). 
 
2.2.3 Spectral Similarity Measures   
There are mainly two groups of spectral similarity measures: deterministic measures and stochastic 
measures (Homayouni and Roux, 2004; van der Meer, 2006). SAM, EDM, and SCM belong to 
deterministic measures, and SID is one of stochastic measures. Jaccard index, which was rarely used in 
remote sensing, should also belong to deterministic measures. After testing these measures separately and 
pairwise in the coMCRF model, we found that using the two mutually complementary measures, Jaccard 
index and SCM (Figure 2.4), as an integrated constraining factor had the best effect in terms of both 
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computational efficiency and better capture of geometric shapes. Thus, Jaccard index and SCM were used 
as spectral similarity measures to construct the integrated constraining factor in the proposed SS-coMCRF 
model. 
 
 
Figure 2.4: Examples of spectral reflectance value vectors at different sample locations, for 
demonstrating the characteristics of the Jaccard index and SMC in distinguishing different land cover 
classes. (a) The spectral reflectance value vectors of three sample pixels for built-up areas 1 and 2 (both 
are residential areas) and forest. (b) The spectral reflectance value vectors of three sample pixels for built-
up area 3 (port), built-up area 4 (iron industry) and waterbody.  
 
Jaccard index 
Jaccard index (Jaccard, 1901) is one of the metrics used to measure the similarity, dissimilarity, and 
distance of two sample sets (Niwattanakul, Singthongchai, Naenudorn, and Wanapu, 2013), which is 
defined as the ratio of the region of the intersection to the region of the union of two sample sets: 
 
𝑱(𝐴, 𝐵) =  
|𝐴 ⋂ 𝐵|
|𝐴 ⋃ 𝐵|
                                                      (8) 
 
where A and B are two sample sets for comparison. Practically, given two spectral vectors 𝒙 =
(𝑥1, 𝑥2, … , 𝑥𝑛)  and 𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑛)  with all   𝑥𝑖, 𝑦𝑖 ≥ 0 , to estimate their spectral similarity, their 
Jaccard index is described as: 
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𝑱(𝒙, 𝒚) =  
∑ min (𝑥𝑖, 𝑦𝑖)𝑖
∑ max (𝑥𝑖, 𝑦𝑖)𝑖
                                                  (9) 
 
where max and min are pointwise maximum operator and pointwise minimum operator, respectively.   
 
      The drawback of Jaccard index is that it only responds to vector differences in magnitude. Thus, it is 
incapable of distinguishing between two classes if their spectral value vectors have very different shapes 
but similar magnitudes. To deal with this problem, SCM is applied to complement the Jaccard index to 
measure spectral similarity. SCM is a commonly used measure for the linear relationship between two 
random variables (Homayouni and Roux, 2004). But SCM also has its intrinsic drawback - it will fail if 
the shapes of two vectors are similar but their magnitudes are largely different (Sweet, 2003). For 
example, in Figure 2.4a, the Jaccard index value between built-up area 1 and built-up area 2 is 0.8123, 
and the Jaccard index value between built-up area 1 and forest is 0.8323. These two values are very close, 
which means Jaccard index is incapable of distinguishing forest out of built-up area. However, the SMC 
value of built-up area 1 and built-up area 2 is 0.8320, and the SMC value between built-up area 1 and 
forest is 0.6464. These two values have much larger difference, which means that SMC is capable of 
identifying forest out of built-up area in this case. On the contrary, in Figure 2.4b, the SMC value between 
built-up area 3 and built-up area 4 is 0.9826, and the SMC value between built-up area 3 and waterbody is 
0.9565. These two values are very close, which means SMC is incapable of distinguishing waterbody out 
of built-up area. However, the Jaccard index value of built-up area 3 and built-up area 4 is 0.9682, and the 
Jaccard index value between built-up area 3 and waterbody is 0.8927. These two values have larger 
difference in comparison with the SMC values, which means that Jaccard index is capable of identifying 
waterbody out of built-up area.  
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Spectral correlation measure 
The SCM is able to reflect the relationship between two vectors. Given two vectors 𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑛) 
and 𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑛) with all 𝑥𝑖, 𝑦𝑖 ≥ 0, the SCM 𝝆𝒙𝒚 of vectors 𝒙 and 𝒚 is defined as:  
 𝝆𝑥𝑦 =   
𝐶𝑥𝑦
√𝐶𝑥𝑥∙𝐶𝑦𝑦
                                                                            (10)                                                        
 
where 𝐶𝑥𝑦 is the covariance of vectors 𝒙 and 𝒚, 𝐶𝑥𝑥 is the variance of vector 𝒙, and 𝐶𝑦𝑦 is the variance of 
vector 𝒚 . Here we have  𝝆𝑥𝑦 ∈ [−1, +1] , where +1 means totally positive correlation, 0 means no 
correlation, and −1 means totally negative correlation. In measuring the linear relationship between two 
spectral vectors, negative SMC values generally are discarded (Homayouni and Roux, 2004). In this case, 
in order to simplify the computation complexity, negative SMC values are replaced by 0.01 as the 
similarity percentage of two spectral vectors due to their apparent spectral dissimilarity. 
 
Similarity-enhanced coMCRF  
At a regional scale (e.g., a whole study area), the spectral reflectance values of two pixels located 
distantly may be dissimilar even though they belong to the same class (Figure 2.5). This is one reason 
why traditional spectral-based classifiers cannot perform well when they are applied to some complex 
situations. Spatial statistical models have the capability to incorporate spatial correlation information into 
classification. However, due to the impact of spatial data within a usually circular neighborhood, 
geostatistical models tend to have the smoothing effect that usually ignores or removes the geometric 
features of classes (e.g., narrow linear features, regular linear/curvilinear boundaries) while eliminating 
the noise and some details in the classified images. In order to reduce the geometric feature loss caused by 
the smoothing effect, a spectral similarity-based constraining factor is added to modify the coMCRF 
model for land cover post-classification.  
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Figure 2.5: Illustrating the spectral similarity of pixels of the same land cover class at a regional scale and 
a local scale, calculated using the integrated constraining factor given in Equation (7). (a) Two marked 
built-up areas A and B. (b) The histogram of spectral similarity between pixels within area A. (c) The 
histogram of spectral similarity between pixels within area B. (d) The histogram of spectral similarity 
between pixels from area A and pixels from area B. For each histogram, 500 pairs of pixels were selected 
randomly for calculating their similarity values. The spectral reflectance values of pixels in area A and 
those in area B tend to be dissimilar even though they belong to the same class, but the spectral 
reflectance values of pixels within area A or within area B tend to be similar.  
 
      The constraining factor is based on the following understanding: At a local scale (e.g., a neighborhood 
area or the area of a land cover object), the spectral reflectance values of two pixels tend to be similar if 
they belong to the same class in real world (Figure 2.5), but they tend to be very different if they belong 
to different classes in real world. Thus, when a transition probability for a neighborhood involves two 
different classes (i.e., cross transition), the constraining factor is assigned to 1.0; but when a transition 
probability involves the same class (i.e., auto transition), the constraining factor is applied to update the 
transition probability in estimating the local probability distribution. By this way, the contribution of the 
spectrally similar nearest data is enhanced and the contribution of the spectrally dissimilar nearest data is 
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reduced.  
      For example, in Figure 2.6, four nearest data (A, B, C, and D) are used to estimate the class of the 
label-uninformed pixel H. Due to the sparsity of data points in the area, there is no data point located on 
the island. Because three of the four nearest informed pixels belong to the waterbody class, the 
uninformed pixel is more likely reclassified as waterbody in the coMCRF model. However, after the 
spectral similarity-based constraining factor is applied, the transition probabilities involving the three 
waterbody pixels in the SS-coMCRF model have to be multiplied by a very small factor value when 
estimating the probability of pixel H to be waterbody, because the spectral value of pixel H is very 
different from the spectral values of the waterbody pixels B, C and D in the original image. Thus, the 
estimated probability of pixel H to be waterbody becomes very low, and consequently pixel H has much 
less possibility to be reclassified as waterbody and has more possibility to be reclassified as other classes 
in post-classification. The spectral similarity-based constraining factor, therefore, is helpful to capturing 
the geometric features and some details of land cover objects by emphasizing the spectral similarity of 
pixels of the same class and the spectral dissimilarity of pixels of different classes within a neighborhood 
when estimating an uninformed pixel using its nearest data neighbors.  
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Figure 2.6: Illustrating how the spectral similarity-based constraining factor helps to estimate the class of 
an uninformed pixel (H) on an island using the four nearest pixel data - A, B, C, and D (note that the co-
located datum of the pre-classified image is not shown) and the spectral values of the original image at the 
five pixels. (a) Four nearest data (A, B, C, and D) and the original false color image (background) for 
estimating the class of the label-uninformed pixel H. (b) Because three of the four nearest informed pixels 
belong to the waterbody class, the uninformed pixel is more likely reclassified as waterbody in the 
coMCRF model. (c) After the spectral similarity-based constraining factor is applied, the estimated 
probability of pixel H to be waterbody becomes very low, and consequently pixel H has much more 
possibility to be reclassified as other classes such as woodland in post-classification.  
 
      The spectral similarity-based constraining factor, which comprises the Jaccard index given in 
Equation (9) and the SCM given in Equation (10), is expressed as: 
 
𝑺𝑖𝑙𝑖𝑘 = {
1.0                                    , 𝑖𝑙 ≠ 𝑖𝑘
 
𝝆𝑖𝑙𝑖𝑘(𝑥𝑙 , 𝑦𝑘) ∙ 𝑱𝑖𝑙𝑖𝑘(𝑥𝑙 , 𝑦𝑘), 𝑖𝑙 = 𝑖𝑘  
                                              (11)  
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where 𝑖𝑙 is the land cover class of pixel l; 𝝆𝑖𝑙𝑖𝑘 and 𝑱𝑖𝑙𝑖𝑘are the SCM and the Jaccard index of the spectral 
vectors (i.e., spectral values of different bands) of pixel l and pixel k, respectively (𝒙𝑙 and 𝒚𝑘 are spectral 
vectors of pixel l and pixel k, respectively). With incorporation of the constraining factor, the similarity-
enhanced coMCRF (i.e., SS-coMCRF) model is consequently given as: 
 
𝑝[𝑖0(𝐮0)|𝑖1(𝐮1), … , 𝑖4(𝐮4); 𝑟0(𝐮0)] =
𝑞𝑖0𝑟0
𝑝𝑖1𝑖0
(𝐡10)𝑺𝑖1𝑖0
∏ 𝑝𝑖0𝑖𝑔
(𝐡0𝑔)
4
𝑔=2 𝑺𝑖0𝑖𝑔
∑ [𝑞𝑓0𝑟0
𝑝𝑖1𝑓0
(𝐡10)𝑺𝑖1𝑓0
∏ 𝑝𝑓0𝑖𝑔
(𝐡0𝑔)𝑺𝑓0𝑖𝑔
]4𝑔=2
𝑛
𝑓0=1
            (12) 
 
2.3 Data and experiments 
2.3.1 Image data 
One study area is located in Wuhan, China. A medium-resolution (Landsat 8 OLI) image for Wuhan city, 
acquired on September 17, 2013, was used in this study (downloaded using USGS EarthExplorer from 
www.earthexplorer.usgs.gov). There are total 11 bands in the Landsat 8 OLI imagery, including all of the 
bands (blue, green, red, near infrared, short-wave infrared 1, and short-wave infrared 2) from previous 
Landsat missions other than some new ones. New band 1 (coastal aerosol) is designed for coastal and 
aerosol studies and new band 9 (cirrus) is designed for cirrus cloud detection (U.S. Geological Survey, 
2012). Band 8 is panchromatic with a resolution of 15 meters. Bands 10 and 11 (thermal infrared) are for 
surface temperature detection with a resolution of 100 meters. Therefore, six spectral bands (band 2 to 
band 7) of the image were stacked for pre-classification. A scene of 1000 × 1000 pixels with a spatial 
resolution of 30 meters, which covers the northeastern part of Wuhan with an area of 90,000 ha, was 
clipped from the image as the study area (Figure 2.7a). This study area has a relatively heterogeneous and 
complex landscape, which is composed of urban areas, suburb areas, agricultural lands, rivers, hills, 
woodlands, and many water bodies (lakes and ponds), with rugged topography. For this study, five major 
land cover classes were mapped in the study area, namely, built-up area (C1), farmland (C2), woodland 
(C3), waterbody (C4), and bare land (C5). 
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The other study area is located in Shenzhen, China. A scene (Figure 2.7b) of 1134 × 1169 pixels with a 
spatial resolution of 0.6 meters, extracted from a Quickbird satellite image, acquired on April 26, 2012, 
was used. There are 4 channels in the Quickbird satellite imagery, including blue (450-520 nm), green 
(520-600 nm), red (630-690 nm), and near-IR (760-890 nm). The image used in this case study was 
downloaded under the Ortho Ready Standard (i.e., 4-band pan-sharpened) from DigitalGlobe 
(www.digitalglobe.com). This scene is mostly located in the urban area of Shenzhen. Therefore, five land 
cover classes, including impervious surface (T1), trees/shrubs (T2), grass/lawn (T3), waterbody (T4), and 
sand/soil (T5) were considered for this case study. 
 
 
Figure 2.7: The study areas for the two case studies.  (a) The Landsat 8 OLI true color image (R: red, G: 
green, B: blue) for the study area in Wuhan, China, acquired on September 17, 2013, with a pixel size of 
30 m × 30 m. The coordinates (latitude, longitude) of the upper left corner are (30°45'04''N, 114°22'13''E). 
(b) The QuickBird true color image (R: red, G: green, B: blue) for the study area in Shenzhen, China, 
acquired on April 26, 2012, with a pixel size of 0.6 m × 0.6 m. The coordinates of the upper left corner 
are (22°32'27.40''N, 114°5'47.23''E). 
 
2.3.2 Expert-interpreted data 
Pre-classification data and expert interpreted data are two needed data sets for performing post-
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classification using coMCRF and SS-coMCRF. In this experiment, to test the proposed SS-coMCRF 
model, expert-interpreted data were discerned for each study area by expert judgment based on 
professional insight and integrative information from multiple sources (high-resolution images and other 
reliable reference data, such as Bing maps and Google Earth historical images). 
      For the study area in Wuhan, a relatively dense dataset (3215 sample points, 0.32% of the total image 
pixels) and a relatively sparse dataset (1607 sample points, 0.16% of the total image pixels), all expert-
interpreted from multiple sources, were used as hard conditioning data and for estimation of transiograms 
and cross-field transition probability matrix used in cosimulations (Figures 2.8a and 2.8b). For the study 
area in Shenzhen, a relatively dense dataset (2816 sample points, 0.21% of the total image pixels) and a 
relatively sparse dataset (1408 sample points, 0.11% of the total image pixels) were interpreted for the 
same purposes (Figures 2.8c and 2.8d). Cosimulations were consequently conducted on corresponding 
expert-interpreted sample datasets with transiogram models, cross-field transition probability matrix, and 
pre-classification data for each case study. In addition, the original image for pre-classification is needed 
by SS-coMCRF for providing pixel spectral data for similarity measure computation in each post-
classification. 
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Figure 2.8:  Expert-interpreted land cover sample datasets for the study areas in Wuhan and Shenzhen. 
(a) and (b): The dense dataset and sparse dataset for the Wuhan study area. (c) and (d): The dense dataset 
and sparse dataset for the Shenzhen study area. 
 
      Specific quantities of expert-interpreted sample data, test data, and training data of each land cover 
class for the two study areas are shown in Table 2.1. The test data are also expert-interpreted data from 
multiple sources, but they were used only for validating the pre-classification and post-classification 
results. The training data are different, because for each study area they were selected only from the 
corresponding original image so that they may reflect the image’s spectral characteristics and they were 
used only for pre-classification of land cover classes from the original image. 
 
Table 2.1 Quantities of expert-interpreted sample datasets, test data, and training data for the two case 
studies 
Case Class 
Expect-interpreted sample data (pixel) Test data 
(pixel)  
Training data 
(pixel) Dense Medium 
Wuhan C1 1114 557 280 470 
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C2 997 498 250 331 
C3 142 72 35 88 
C4 889 444 222 333 
C5 73 36 19 60 
Total 3215 1607 806 1282 
      
Shenzhen 
T1 1748 874 438 1380 
T2 738 368 184 919 
T3 217 109 54 331 
T4 90 45 23 157 
T5 23 12 5 112 
Total 2816 1408 704 2899 
 
2.3.3 Parameter estimation 
Besides expert-interpreted sample data and pre-classified image data, two sets of parameter data – a set of 
transiogram models and a cross-field transition probability matrix, are required in each MCRF 
cosimulation (Li et al., 2014). Transiogram models represent the spatial auto and cross correlations of 
classes in the categorical field to be simulated and can be inferred from experimental transiograms 
directly estimated from sample data (Li, 2007b). Considering that the expert-interpreted sample data are 
usually sufficient to generate reliable experimental transiograms, a simple linear interpolation method (Li 
and Zhang, 2010) was used in this study to get transiogram models from experimental transiograms (see 
Figure 2.9 for two subsects of transiogram models for the Wuhan study area). A cross-field transition 
probability matrix represents the correlations between classes of the categorical field to be simulated and 
the classes of a pre-classified image, and can be simply estimated using the class transition frequencies 
from the sample dataset to their corresponding co-located data in the pre-classified image (Li et al., 2014) 
(see Table 2.2 for the cross-field transition probability matrix for the Wuhan study area). 
 
Table 2.2 Cross-field transition probability matrix from classes of the expert-interpreted dense sample 
dataset to classes of the pre-classified data by the NN classifier for the Wuhan case study 
  Cross-field transition probability  
 
Class 
Pre-classified image 
 
1 2 3 4 5 
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Expert-interpreted 
data set 
1 0.864 0.074 0.015 0.012 0.035 
2 0.186 0.586 0.200 0.012 0.017 
3 0.000 0.063 0.937 0.000 0.000 
4 0.053 0.061 0.025 0.862 0.000 
5 0.082 0.082 0.000 0.000 0.836 
 
 
Figure 2.9: Two subsets of transiogram models estimated from the expert-interpreted dense sample data 
set for the Wuhan case study. Class 1 is built-up area, class 2 is farmland, class 3 is woodland, class 4 is 
waterbody, and class 5 is bare land. P (1-4) denotes the transition probability from built-up area to 
waterbody. Lag distance is the separate distance between a pair of data points.  
 
      The NN and SVM classifiers were used respectively to pre-classify the selected remotely sensed 
images to obtain pre-classified image datasets, which served as the covariate datasets in the coMCRF 
model and the SS-coMCRF model. A length of 50 pixels was used as the quadrantal neighborhood search 
radius, because for the sample datasets used in this study such a search radius can basically meet the 
requirement for finding a nearest datum in each quadrant of the neighborhood search area. 100 simulated 
realizations were generated for each simulation, and an optimal classification map was further obtained 
based on the maximum probabilities estimated from each set of simulated realizations. The accuracy of 
each optimal classification map was calculated using the corresponding test sample dataset. 
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2.4 Results and discussions 
2.4.1 Classification accuracy 
Table 2.2 shows the estimated cross-field transition probability matrix for the NN pre-classification and 
the expert-interpreted dense sample dataset for the Wuhan case study, which indicates that farmland was 
not well classified in the pre-classification because 20% of those pixel locations that were interpreted as 
farmland by experts based on multiple available data sources were misclassified into woodland and 
18.6% of them were misclassified into built-up area in pre-classification mainly due to spectra confusion. 
This caused the low producer accuracy (57%) of farmland and the extremely low user accuracy (30%) of 
woodland in the pre-classification map (Table 2.3). It is this kind of misclassifications that caused low 
producer accuracies of some classes and consequently low user accuracies of some other related classes in 
pre-classifications.  
 
Table 2.3 Accuracies of post-classification maps for the Wuhan study area based on different densities of 
expert-interpreted sample datasets and the pre-classified image data by NN and SVM classifiers 
 
      To evaluate the performance of the SS-coMCRF model, the accuracies of all pre-classification maps 
Method 
Expert 
interpreted 
data set 
 Overall 
accuracy 
(%) 
Kappa 
coefficient 
Producer's Accuracy (%) 
 
User's Accuracy (%) 
 Class 
 
 
C1 C2 C3 C4 C5 
 
C1 C2 C3 C4 C5 
NN 
  
76.6 0.678 88 57 89 83 79 
 
81 79 30 96 48 
NN + 
coMCRF 
Dense 
Value 86.4 0.807 81 90 94 88 89 
 
92 74 85 97 94 
Improvement 9.8 0.128 -7 33 6 5 11 
 
11 -4 55 0 46 
Sparse 
Value 84.0 0.773 80 89 83 86 58 
 
90 72 83 96 69 
Improvement 7.4 0.094 -8 32 -6 3 -21 
 
9 -7 53 0 20 
NN + SS-
coMCRF 
Dense 
Value 86.6 0.811 80 94 94 86 89 
 
94 75 80 97 85 
Improvement 10.0 0.132 -8 37 6 3 11 
 
13 -4 50 1 37 
Sparse 
Value 84.0 0.773 80 92 83 80 89 
 
91 72 74 98 81 
Improvement 7.4 0.095 -7 35 -6 -3 11 
 
9 -7 44 2 33 
SVM 
  
79.8 0.714 65 93 86 82 79 
 
94 62 83 98 88 
SVM + 
coMCRF 
Dense 
Value 84.5 0.781 78 83 91 94 84 
 
90 75 80 92 80 
Improvement 4.7 0.067 12 -10 6 12 5 
 
-4 12 -3 -7 -8 
Sparse 
Value 82.0 0.745 76 81 89 91 58 
 
88 73 84 88 69 
Improvement 2.2 0.031 11 -12 3 9 -21 
 
-7 10 0 -10 -19 
SVM + SS-
coMCRF 
Dense 
Value 85.0 0.788 75 91 91 91 84 
 
93 72 80 98 80 
Improvement 5.2 0.074 9 -2 6 9 5 
 
-1 9 -3 0 -8 
Sparse 
Value 83.5 0.766 73 92 86 88 68 
 
92 69 83 98 72 
Improvement 3.7 0.053 8 -1 0 6 -11 
 
-2 7 0 0 -16 
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and corresponding post-classification maps were calculated, as given in Table III for the Wuhan study 
area and in Table IV for the Shenzhen study area. The land cover post-classification maps by coMCRF 
and SS-coMCRF made obvious improvement in overall accuracy (OA) and Kappa coefficient (KC) over 
the corresponding pre-classification maps by NN and SVM in all cosimulation cases, especially for the 
very high spatial resolution image for the Shenzhen case study.  
      For the Wuhan study area, SVM classifier generated higher pre-classification OA and KC than NN 
classifier did; consequently, post-classifications by coMCRF and SS-coMCRF made less improvement 
over the SVM pre-classification map than over the NN pre-classification map (Table 2.3). Post-
classification maps with dense sample datasets have apparently higher OAs and KCs than those with 
sparse datasets because dense sample datasets bring more accurate information into post-classifications. 
Comparing the post-classification maps generated by coMCRF and those generated by SS-coMCRF 
indicates that the two models performed similarly, with the latter being slightly better than the former 
(increasing OA by 0.0% to 1.5% and KC by 0.001 to 0.022). This means that the contribution of the 
spectral similarity measures to the overall post-classification accuracy is trivial. This is expected, because 
the use of spectral similarity measures in SS-coMCRF does not bring extra information for overall 
accuracy into post-classification - its purpose is to emphasize the contribution of the neighborhood data 
that have spectral values similar to that of the uninformed pixel being estimated while weakening the 
otherwise so as to reduce the smoothing effect of the coMCRF model. 
      For the Shenzhen case study, SVM classifier still performed better than NN classifier in pre-
classification; consequently, post-classification operations made more improvement over the NN pre-
classification maps in OA and KC than over the SVM pre-classification maps (Table 2.4). Similarly, post-
classification maps with dense sample datasets have higher OAs and KCs than those with sparse datasets. 
However, comparing the post-classification maps generated by coMCRF and those generated by SS-
coMCRF shows that for the very high resolution mage, SS-coMCRF made slightly lower improvement 
than coMCRF did (decreasing OA by 0.7% to 2.4% and KC by 0.012 to 0.041). This means that the 
contribution of the spectral similarity measures to the overall post-classification accuracy can be negative 
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sometimes, but the negative effect is still trivial.  
 
Table 2.4 Accuracies of post-classification maps for the Shenzhen study area based on different densities 
of expert-interpreted sample datasets and the pre-classified image data by NN and SVM classifiers 
Method 
Expert 
interpreted 
data set 
  
Overall 
accuracy 
(%) 
Kappa 
coefficient 
Producer's Accuracy (%)   User's Accuracy (%) 
 Class 
 
  T1 T2 T3 T4 T5   T1 T2 T3 T4 T5 
NN      79.8 0.661 83 83 39 96 60   99 78 68 24 15 
NN + 
coMCRF  
Dense 
Value 96.2 0.929 97 95 91 100 80 
 
99 94 79 100 100 
Improvement 16.3 0.268 14 12 52 4 20 
 
0 16 11 76 85 
Sparse 
Value 94.7 0.902 97 93 81 91 80 
 
98 92 80 100 80 
Improvement 14.9 0.241 14 11 43 -4 20 
 
-1 14 12 76 65 
NN + SS-
coMCRF  
Dense 
Value 93.8 0.888 93 96 89 100 80 
 
100 93 77 100 22 
Improvement 13.9 0.227 10 13 50 4 20 
 
0 15 10 76 7 
Sparse 
Value 92.6 0.868 93 96 81 96 80 
 
99 91 79 100 17 
Improvement 12.8 0.207 10 13 43 0 20 
 
0 13 11 76 2 
SVM 
  
84.2 0.718 91 83 39 87 60 
 
95 84 72 30 30 
SVM + 
coMCRF  
Dense 
Value 95.3 0.913 98 91 85 96 80 
 
98 94 79 100 100 
Improvement 11.1 0.195 8 9 46 9 20 
 
2 11 7 70 70 
Sparse 
Value 93.3 0.874 97 92 74 70 80 
 
95 92 78 100 100 
Improvement 9.1 0.156 7 10 35 -17 20 
 
0 8 6 70 70 
SVM + SS-
coMCRF  
Dense 
Value 94.6 0.901 96 93 89 96 80 
 
99 91 79 100 57 
Improvement 10.4 0.183 5 11 50 9 20 
 
3 8 6 70 27 
Sparse 
Value 92.5 0.860 95 94 76 74 80 
 
96 88 80 100 50 
Improvement 8.2 0.143 4 11 37 -13 20   1 5 8 70 20 
 
      For specific land cover classes, both coMCRF and SS-coMCRF post-classifications largely increased 
the very low producer or user accuracies of pre-classified land cover classes (e.g., the producer accuracy 
of farmland and the user accuracies of woodland and bare land for the Wuhan case study with NN pre-
classifier; the producer accuracy of grass/lawn and the user accuracies of waterbody and sand/soil for the 
Shenzhen case study), while sometimes they reduced (often slightly) the high producer or user accuracies 
of some pre-classified classes, especially when sample data are relatively sparse. Although some classes 
obtained relatively lower producer or user accuracies in post-classifications than they did in 
corresponding pre-classifications, the negative effects are much less obvious in comparison with the 
positive effects achieved by post-classifications. In general, while incorporating the spectral similarity 
measures into the coMCRF model for post-classification does not aim to improve the overall 
classification accuracy, it also does not obviously reduce or may even slightly improve the overall 
classification accuracy. 
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2.4.2 Improvement in geometric features 
Comparing all of the post-classification maps with the corresponding NN and SVM pre-classification 
maps can found that in addition to classification accuracy improvement (i.e., some misclassified pixels 
being corrected), coMCRF and SS-coMCRF post-classification maps have a common characteristic, 
which is essentially related to the smoothing effect of spatial statistical models: They all removed most 
“salt and pepper” noise that appeared in the pre-classification maps, resulting in more continuous spatial 
patterns (see Figures 2.10, 2.11, and 2.12). This characteristic is especially obvious for the classification 
of the medium-resolution image for the Wuhan case study. This means that the two models have the 
filtering effect to noise. From Figure 2.10 and Figure 2.11 (for the Wuhan case study) and Figure 2.12 
(for the Shenzhen case study, pre-classified by SVM classifier), one can see that lots of misclassified land 
cover labels (e.g., some farmlands were misclassified as woodlands, waterbodies with plants were 
misclassified as farmlands or woodlands, and boats on the river were misclassified as built-up areas, in 
Figure 2.10a and Figure 2.11a; building shadows (mostly grass/lawn and impervious surface) were 
misclassified as waterbodies in Figure 2.12a) and other noise that appear in the pre-classified images were 
corrected in post-classified images.  
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Figure 2.10:  Pre-classification and post-classification results of the Landsat 8 OLI imagery for the 
Wuhan study area with the NN pre-classifier. (a) NN pre-classification map. (b) and (c): coMCRF post-
classification maps based on the dense and sparse expert-interpreted datasets, respectively. (d) and (e): 
SS-coMCRF post-classification maps based on the dense and sparse expert-interpreted datasets, 
respectively.  
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Figure 2.11:  Pre-classification and post-classification results of the Landsat 8 OLI imagery for the 
Wuhan study area with the SVM pre-classifier. (a) SVM pre-classification map. (b) and (c): coMCRF 
post-classification maps based on the dense and sparse expert-interpreted datasets, respectively. (d) and 
(e): SS-coMCRF post-classification maps based on the dense and sparse expert-interpreted datasets, 
respectively.  
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Figure 2.12: Pre-classification and post-classification results of the QuickBird imagery for the Shenzhen 
study area with the SVM pre-classifier. (a) SVM pre-classification map. (b) and (c): coMCRF post-
classification maps based on the dense and sparse expert-interpreted datasets, respectively. (d) and (e): 
SS-coMCRF post-classification maps based on the dense and sparse expert-interpreted datasets, 
respectively.  
 
      However, there are apparent differences between the post-classified maps by coMCRF and those by 
SS-coMCRF. A typical difference is that the SS-coMCRF post-classification maps (Figures 2.10d-e, 
Figures 2.11d-e, and Figures 2.12d-e) show more linear features and more details, compared with the 
coMCRF post-classification maps (Figures 2.10b-c, Figures 2.11b-c, and Figures 2.12b-c), especially for 
the classification of the medium-resolution Landsat 8 OLI image for the Wuhan study area. It is worth to 
mention that relatively more land cover details could be preserved in post-classification maps when 
sample data used were sparser, although sparser sample data generally caused lower post-classification 
accuracies. This is because when conditioning sample data are sparser, the pre-classified data play a 
relatively larger role in post-classification operation, thus bringing more features of the pre-classification 
map into the final classification map. 
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      To clearly demonstrate the advantage of the SS-coMCRF model in capturing the geometric shapes of 
some land cover objects, below we highlight a few of small subareas in post-classified maps. Figure 2.13 
shows the result maps of a small area around part of an island in Yangtze River in the Wuhan case study. 
In the pre-classified image (Figure 2.13a) by the NN classifier, many places (mainly farmland) were 
mistakenly classified into woodland (also note that boats in the river were classified into small built-up 
areas). While coMCRF corrected the misclassified places in post-classification maps, it did not effectively 
capture the shape of the island due to its strong smoothing effect (see Figures 2.13b and 2.13c). However, 
SS-coMCRF not only corrected the misclassified places in post-classification maps but also captured the 
geometric shapes of the island and upper river bank with more land cover details (see Figures 2.13d and 
2.13e). In the pre-classified image (Figure 2.13f) by the SVM classifier, farmlands were not apparently 
misclassified, but boats were still misclassified as small built-up areas. While correcting the misclassified 
places, coMCRF strongly smoothed out the shape features of the island and upper river bank in post-
classifications (see Figures 2.13g and 2.13h). However, SS-coMCRF preserved the shapes of both the 
island and the upper river bank while it cleaned off the misclassified boats and other noise. In general, 
post-classification operations corrected misclassified land cover classes and removed noise due to the 
contribution of expert-interpreted sample data and spatial correlation information, thus improving the 
mapping accuracy; and the spectral similarity measures further helped to reduce the loss of geometric 
features and details of land cover objects in post-classification maps. 
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Figure 2.13:  Pre-classification and post-classification results of a portion of the Landsat 8 OLI image for 
the Wuhan study area. (a) NN pre-classification map. (b) and (c): coMCRF post-classification maps of 
NN pre-classification, based on the dense and sparse datasets, respectively.  (d) and (e): SS-coMCRF 
post-classification maps of NN pre-classification, based on the dense and sparse datasets, respectively. (f) 
SVM pre-classification map. (g) and (h): coMCRF post-classification maps of SVM pre-classification, 
based on the dense and sparse datasets, respectively. (i) and (j): SS-coMCRF post-classification maps of 
SVM pre-classification, based on the dense and sparse datasets, respectively. (k) The original false color 
image. 
 
      In the real world, spectral reflectance tends to be similar for pixels belonging to the same class but 
change dramatically between pixels belonging to different classes within a local area (Figure 2.1). Thus, 
incorporating spectral similarity measures into the coMCRF model for post-classification may reduce 
geometric feature loss of land cover objects, as shown in Figures 2.10, 2.11, and 2.12, as well as Figures 
for highlighted subareas (Figures. 2.13, 2.14, and 2.15). Figure 2.14 shows the pre-classification and post-
classification maps for the northeastern part of a large lake in the Wuhan study area.  It can be seen that 
SS-coMCRF kept the complex lake boundary shapes and many details of terrestrial land cover classes 
along lake boundaries in post-classification maps (Figures 2.14d, 2.14e, 2.14i and 2.14j) while coMCRF 
smoothed out most of them (Figures 2.14b, 2.14c, 2.14g and 2.14h). Consequently, coMCRF seemingly 
overestimated the area of the lake by smoothing out the terrestrial boundary details, regardless of the 
density of sample data. Of course, because the pre-classification maps generated by the NN classifier and 
the SVM classifier are quite different in non-water classes, the corresponding post-classification maps 
also show some differences.  
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Figure 2.14:  Pre-classification and post-classification results of a portion of the Landsat 8 OLI imagery 
for the Wuhan study area. (a) NN pre-classification. (b) and (c): coMCRF post-classification maps of NN 
pre-classification, based on the dense and sparse datasets, respectively.  (d) and (e): SS-coMCRF post-
classification maps of NN pre-classification, based on the dense and sparse datasets, respectively. (f) 
SVM pre-classification. (g) and (h): coMCRF post-classification maps of SVM pre-classification, based 
on the dense and sparse datasets, respectively. (i) and (j): SS-coMCRF post-classification maps of SVM 
pre-classification, based on the dense and sparse datasets, respectively. (k) The original false color image. 
 
 
Figure 2.15:  Pre-classification and post-classification results of a portion of the QuickBird image for the 
Shenzhen study area. (a) NN pre-classification. (b) and (c): coMCRF post-classification maps of NN pre-
classification, based on the dense and sparse datasets, respectively.  (d) and (e): SS-coMCRF post-
classification maps of NN pre-classification, based on the dense and sparse datasets, respectively. (f) 
SVM pre-classification. (g) and (h): coMCRF post-classification maps of SVM pre-classification, based 
on the dense and sparse datasets, respectively.  (i) and (j): SS-coMCRF post-classification maps of SVM 
pre-classification, based on the dense and sparse datasets, respectively. (k) The original false color image.  
 
      Figure 2.15 shows that the false waterbodies in pre-classification maps, which are mostly shadows on 
impervious surface and grass/lawn, were corrected in post-classifications for a small subarea in the 
Shenzhen study area. Such kind of misclassifications is very common for land cover classification in 
urban area from very high resolution images. However, comparing the post-classification results from the 
coMCRF model and those from the SS-coMCRF model, one can see that the latter have less smoothing 
effects. A green stripe between the major driving road and the side road (Figure 2.15k) was smoothed out 
by coMCRF (see Figures 2.15b, 2.15c, 2.15g and 2.15h) but preserved by SS-coMCRF (see Figures 
2.15d, 2.15e, 2.15i and 2.15j) in post-classification maps. The coMCRF model showed some tendency of 
overcorrecting the impervious surface class, while the SS-coMCRF model kept some noise as a tradeoff. 
The overcorrection tendency of coMCRF should be caused by the model’s strong smoothing effects, 
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which led to the local overestimation of impervious surface as a locally dominant land cover class. 
 
2.4.3 Discussions 
While correcting misclassified pixels, post-classification operation by the coMCRF model caused obvious 
smoothing effects in finally classified land cover maps, which not only remove noise but also smooth out 
most of linear features, tiny patches and irregular patch boundaries, especially for medium resolution 
classification. This is a common characteristic of spatial dependency models. A major reason is that the 
local neighborhoods they used are normally composed of the nearest data within a circular search area 
that is usually much wider than many linear features or tiny objects. The second reason is that the post-
classification maps shown above are all optimal maps (or map portions), of which each was based on the 
maximum occurrence probabilities estimated from a set of simulated realizations. Thus, loss of geometric 
features of land cover objects is unavoidable because both the neighborhood structure and the 
optimization tend to remove fine features to get the general trend (Zhang, Li, and Zhang, 2016). The 
incorporation of spectral similarity measures in post-classification helps to preserve the geometric shapes 
of real land cover objects to some extent, as demonstrated above in the post-classification maps by the 
SS-coMCRF model. 
      The filtering effect of incorporating data dependency should be the major reason causing the removal 
of noise and many small land cover patches. Because of the sparseness of expert-interpreted sample data 
(accounting for only 0.32% to 0.11% of total pixels for the dense and sparse datasets), estimation of the 
local conditional probability distribution of land cover classes at an unsampled pixel has to depend on the 
nearest sample data within a relatively large search area (e.g., a search radius of 50 pixels length) at the 
early simulation stage. Thus, the filtering effect on the pre-classified pixel data can be strong. Although 
the smoothing effects can remove noise and increase connectivity, they also cause negative effects - 
removing narrow linear features and tiny land cover patches that may be correct.  
The smoothing effect caused by optimization over a number of simulated realization maps is limited, 
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because simulated realizations (Figures 2.16a-d) and the corresponding optimal classification maps 
(Figures 2.14c and 2.14e) have similar smoothing characteristics except that the former have some extra 
details (small patches). However, the occurrence probability maps of waterbody (Figures 2.16e and 2.16f) 
from the post-classification models show that SS-coMCRF generated less uncertainty than coMCRF did 
at class boundaries, while the former also captured much more land cover patch details than the latter did. 
This means that incorporating spectral similarity measures into land cover post-classification by using SS-
coMCRF narrows the local-scale uncertainty space (i.e., increases the local-scale certainty) and thus 
contributes obviously to the geometric accuracy of land cover classes (e.g., waterbody), although it 
generally does not increase the overall accuracy of post-classification maps. The tradeoff for 
incorporating spectral similarity measures to reduce the geometric feature loss of land cover objects is 
that the post-classification maps by SS-coMCRF may keep some noise and some tiny land cover patches 
that may not be correctly classified. This tradeoff may be one reason why SS-coMCRF does not 
apparently improve or even slightly reduce the overall accuracy of post-classification maps.  
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Figure 2.16:  Post-classification results of a portion of the Landsat 8 OLI image based on the NN pre-
classification and the sparse sample dataset for the Wuhan study area. (a) and (b): Two simulated 
realizations by coMCRF. (c) and (d): Two simulated realizations by SS-coMCRF. (e) and (f): The 
occurrence probability maps of waterbody produced by coMCRF and SS-coMCRF, respectively.  
 
2.5 Conclusions 
Two mutually complementary spatial similarity measures, the Jaccard index and the SCM, were 
combined as an integrated constraining factor and incorporated into the coMCRF model for land cover 
post-classification, in order to reduce the smoothing effect, particularly the loss of geometric features 
(e.g., shapes and boundaries) of land cover objects in post-classification maps. 
      The case studies demonstrated that the spectral similarity enhanced coMCRF model (i.e., SS-
coMCRF) reduced the smoothing effect of the existing coMCRF model and is effective in capturing more 
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geometric shapes of land cover objects and preserving more details (e.g., tiny patches) in post-
classification maps. Given the same expert-interpreted sample data, the land cover post-classifications by 
SS-coMCRF and those by coMCRF both made apparent improvement in overall accuracy over the pre-
classifications by NN and SVM classifiers. Although SS-coMCRF did not show obvious advantages over 
coMCRF in overall accuracy improvement in land cover post-classifications, it did a much better job in 
capturing the geometric shapes of land cover objects, especially linear stripes and boundaries of land 
cover classes with distinct spectral reflectance values. This is exactly the goal we hoped to achieve by 
incorporating spectral similarity measures. The reason for the improvement in geometric features of land 
cover objects should be that SS-coMCRF utilized the spectral information more sufficiently (through 
incorporating pixel spectral similarity measures calculated from the spectral data of the original remotely 
sensed image) than coMCRF did. A visible tradeoff for SS-coMCRF is that it may keep some noise and 
tiny patches in post-classification maps, and the kept noise and tiny patches may not be correctly 
classified. In general, the SS-coMCRF model can be a promising method for land cover/use post-
classification, especially when geometric shapes and linear features are emphasized. 
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Chapter 3  
Detecting horizontal and vertical urban growth from medium resolution imagery 
and its relationships with major socioeconomic factors  
3.1 Introduction 
By 2014, 54% of the world’s population was dwelling in urban areas. Increasing urban population is 
expected in coming decades (Angel et al., 2011), particularly in Africa and Asia where rapid urbanization 
is taking place. 2.5 billion new urban dwellers are expected by 2050 globally, with 90% of this increase 
being from Africa and Asia (United Nations, 2014). Rapid urbanization drives economic booming, 
efficiency in resource consumption, release of poverty, improvement of health facilities, among others 
(Angel, Sheppard, and Civco, 2005; Henderson, 2005; Gozgor and Kablamaci, 2015; Gollin, Jedwab, and 
Vollrath, 2016). However, on the other hand, transforming earth’s land surface from open spaces to urban 
areas has significant impact on many aspects of human well-being and the biophysical environment (e.g. 
through urban heat island effect, loss of natural habitat and biodiversity) at unparalleled scales, because 
cities are hot spots of production, consumption, and waste generation (Ash et al., 2008; Grimm et al., 
2008; Hahs et al., 2009; Seto and Shepherd, 2009; Schneider, Friedl, and Potere, 2009; Seto, Güneralp, 
and Hutyra, 2012; Güneralp and Seto, 2013; Solecki, Seto, and Marcotullio, 2013; He et al., 2014). One 
negative impact of urbanization on a city is large-scale in-migration, which demands a carrying capacity 
beyond what the city can even provide (Saksena et al., 2014). Therefore, an in-depth understanding of the 
urban spatial pattern and dynamic change of a city over time is essential for policy makers and city 
planners to conduct better city planning and urban sustainability research (Bagan and Yamagata, 2014). 
      Remote sensing (RS), with relatively low cost, synoptic view and repeatability, has provided 
abundant, reliable and multi-temporal data for urban monitoring and mapping at various spatial scales 
(Weng, 2002; Miller and Small, 2003; Xiao et al., 2006; Bhatta, 2009; Patino and Duque, 2013; Guo et 
al., 2014; Taubenböck et al., 2014; Ban, Jacob, and Gamba, 2015). Urban growth generally includes both 
horizontal growth and vertical growth, which are important research topics (Shi et al., 2009). RS has been 
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widely used for urban horizontal expansion mapping. Medium resolution RS images, such as Landsat 
images (30m × 30m pixel size), are especially suitable for detecting urban expansion in a large city due to 
their relatively large coverage. After analysing 77 cities globally, Huang, Lu, and Sellers (2007) found 
that urban areas in developing countries are formed with higher density and compactness than in 
developed countries. Tewolde and Cabral (2011) measured the urban sprawl of the Greater Asmara Area 
from 1989 to 2009 and predicted the change of built-up area till 2020 with Landsat Thematic Mapper 
(TM) images. Multi-temporal Defense Meteorological Satellite Program-Operational Linescan System 
(DMSP/OLS) nighttime light data were used to measure urban dynamic horizontal growth over time at 
regional and global scales (Zhang and Seto 2011). Schneider (2012) took advantage of the high temporal 
resolution of Landsat archives to monitor urban expansion, which has complex confusion with other land 
use/cover types. Changes of built-up infrastructure in 100 large cities across the world in 11 years were 
revealed by Frolking et al. (2013) through combining backscatter power data and nighttime light data. 
Sexton et al. (2013) employed an empirical method to monitor the long-term urbanization process around 
the Washington, District of Columbia–Baltimore, Maryland megalopolis from 1984 to 2010 by using the 
Landsat archives. Taubenböck et al. (2014) quantitatively analysed urban evolutions of mega-urban 
landscape patterns with multi-temporal multi-source RS data. In order to compare the driving forces of 
megacity expansions in China and those in the U.S., time-series impervious surface area data were 
derived from Landsat images (Kuang et al., 2014). Ban et al. (2015) improved the accuracy of global 
urban mapping at the 30 m resolution with spaceborne synthetic aperture radar (SAR) data by using a 
newly-developed robust processing chain.  
      Urban vertical growth is the other significant aspect of urban growth, which represents urban 
compactness, population growth (Fan, 1999), and residential lifestyle (Lin et al., 2014). RS techniques 
have been applied in detecting urban vertical growth as well, and they can be divided into two groups in 
terms of sensors: active sensors (e.g. SAR imagery, light detection and ranging (LiDAR) data) and 
passive sensors (i.e. general optical imagery) (Zeng et al., 2014). For example, an automatic method 
consisting of an iterative simulator and a matching function was proposed to estimate building heights 
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with single very high spatial resolution (VHR) SAR images (Brunner et al., 2010). Rottensteiner and 
Briese (2002) employed a robust interpolation method to separate points from LiDAR data on buildings 
so that the three-dimensional (3D) model of buildings could be automatically generated. In the meantime, 
estimating building heights and then reconstructing 3D models of buildings from shadow information 
with VHR imagery has been commonly studied (Huertas and Nevatia, 1988; Irvin, 1989; Lin, Huertas, 
and Nevatia, 1994; Lin and Nevatia, 1998). Shettigara and Sumerling (1998) used sun-sensor-shadow 
geometry to derive building heights from sun shadows in monocular SPOT imagery. Izadi and Saeedi 
(2011) used lines and their intersections from detected polygonal shape rooftops to detect buildings and 
then estimated their heights by shadows on QuickBird satellite images. Shao, Taff, and Walsh (2011) 
improved shadow/water detection using the spatial information of image objects from IKONOS images 
and then used the identified shadow information to estimate corresponding building heights. Wang, Yu, 
and Ling (2014) derived building heights from a Chinese No. 3 Resource Satellite VHR image using a 
strategy of combining morphological building/shadow indexes and object-based information extraction 
methods. Therefore, shadow information derived from optical imagery helps in estimating building 
heights. However, studies that take advantage of shadow information in measuring urban vertical growth 
using medium resolution optical satellite images are rarely seen. One reason may be that the areas of 
building shadows are very small, often less than a single pixel, in medium resolution optical satellite 
images (Shao, Taff, and Walsh, 2011). But for some large size shadows casted by high-rise buildings, this 
information is still worthy of utilization for historical urban growth research, because medium resolution 
optical satellite images, such as Landsat images, have a longer time period of records (Small, 2005) and 
their single-image coverage is suitable for studying urban growth in the entire area of a large city. In 
addition, taking into account multisource data is desirable in shadow detection (Zhou et al., 2009). The 
spectral similarity-enhanced Markov chain random field cosimulation (SS-coMCRF) model for land 
cover postclassification (Zhang et al., 2017) provides a promising way to improve classification quality 
with help of expert-interpreted sample data from multi-sources while avoiding the relatively strong 
smoothing effect of the Markov chain random field cosimulation (coMCRF) model in postclassification 
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(Li et al., 2015). We expect that this method may further help identify shadows from waterbodies 
preclassified from Landsat images. 
      Guangzhou is the third largest city in China and the largest city in southern China, and it had 16.67 
million dwellers in 2015 (Wan, 2015). Guangzhou has been undergoing extraordinary urbanization in the 
past decades, which modified the land surface dramatically with a great amount of buildings being 
constructed (Fan, Weng, and Wang, 2007). However, so far little effort has been spent in analysing the 
footprint of urbanization in Guangzhou over time both horizontally and vertically. One reason may be that 
in developing countries, data about urban growth are usually not available from regulatory, governmental 
or commercial sources (Miller and Small, 2003). The second reason may be that effective methods for 
detecting urban vertical growth in a large city area with medium resolution satellite images have been 
lacking. In this study, Landsat images in 1993, 2001, and 2013 were used. Because Landsat archive has 
been open totally since June 2007, it is possible to take advantage of those data for urban growth research. 
First of all, a widely-used pre-classifier (e.g., support vector machine (SVM)) was used to classify 
selected Landsat images. The SS-coMCRF model was then applied to postclassify the preclassified 
images and differentiate shadows out of waterbodies by incorporating expert-interpreted data and 
correcting misclassified building shadow pixels. A morphological operator based on spatial logic 
reasoning was developed to estimate mid-rise or taller buildings (MTBs) from identified shadows. The 
objectives of this study are (1) to develop an integrative framework for estimating horizontal and vertical 
urban growth with medium resolution RS imagery and multisource data, and (2) to explore the temporal 
horizontal and vertical expansions of Guangzhou from 1993 to 2013 and their relationships with major 
socioeconomic factors (i.e., population density, real gross domestic product (GDP), and fixed investment 
(i.e., investment in fixed assets such as land, buildings)). Although the method is not perfect in detecting 
all MTBs and the case study is also exploratory, the proposed framework and case study can be helpful in 
quantitatively exploring the horizontal and vertical urban growth of a city, especially a large city, and 
their causes.   
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3.2 Study Area and Data 
3.2.1 Study area 
Guangzhou is the capital city of the Guangdong province in China. At present, there are totally eleven 
districts under the administration of Guangzhou municipality. The study area is the main city area of 
Guangzhou (Figure 3.1), which includes Baiyun, Tianhe, Yuexiu, Huangpu, Liwan, and Haizhu, totally 
six districts. The metropolitan area of Guangzhou has five suburban districts, that is, Panyu, Huadu, 
Nansha, Zengcheng, and Conghua, which are not included in the study area. In this paper, when we 
mention “Guangzhou”, we are referring only the study area. The study area covers 1471.566 km2, 
accounting for 15.69% of the whole metropolitan area. Guangzhou is part of the Pearl River Delta; 
therefore, the study area is mainly on a flat plain, except for a mountainous area (i.e., the Baiyun 
Mountain) located in the central to northeast part of the study area (see the upper-right dark area in Figure 
1c). Guangzhou is located in south China, belonging to the subtropical region, with a humid climate. The 
annual average temperature in Guangzhou is approximately 22-23 °C. There are 7.83 million people 
living in the study area in 2013, which accounts for 60.57% of the total population of the whole city.  
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Figure 3.1: The study area – the main city area of Guangzhou: (a) location of the study area in 
Guangdong Province, China; (b) districts included within the study area - Baiyun, Tianhe, Yuexiu, 
Huangpu, Liwan, and Haizhu; and (c) the Landsat 8 OLI true colour image for the study area. The image 
was acquired on 29 November 2013, with a spatial resolution of 30 m. 
 
3.2.2 Image data 
In this study, three Landsat scenes were downloaded from U.S. Geological Survey (USGS). These images 
were acquired by Landsat 5 TM sensor, Landsat 7 Enhanced Thematic Mapper Plus (ETM+) sensor, and 
Landsat 8 Operational Land Imager (OLI) sensor, on 5 October 1993 with 49.6° for sun elevation angle 
and 129.7° for sun azimuth angle, 20 November 2001 with 41.8° for sun elevation angle and 150.8° for 
sun azimuth angle, and 29 November 2013 with 41.4° for sun elevation angle and 154.8° for sun azimuth 
angle (Figure 2.1c), respectively. Landsat products from USGS were released under the Landsat Level 1 
standard, as they were processed using the Level 1 Product Generation System (LPGS) (USGS, 2014). In 
order to utilize smaller sun angles to cause larger shadows with low cloud cover, Landsat scenes from 
October to February were considered. Selecting appropriate bands for use is important to classification in 
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terms of earth observation. In this study, six widely-used common spectral bands with a spatial resolution 
of 30 m for Landsat 5 (band 1-5, and 7), Landsat 7 (band 1-5, and 7), and Landsat 8 images (band 2-7), 
were extracted and stacked for preclassification. These bands are blue, green, red, near infrared (NIR), 
short-wave infrared 1 (SWIR-1), and short-wave infrared 2 (SWIR-2). Guangzhou has a relatively simple 
landscape because of the delta terrain. Therefore, four major land use/cover classes were mapped, namely, 
built-up area, vegetation area, waterbody, and bare land for final classifications.  
 
3.2.3 Expert interpreted data 
For the SS-coMCRF model, preclassification data, expert interpreted data and the original image for 
preclassification are three needed input data sets for performing a postclassification (Zhang et al. 2017). 
SVM was used to produce each preclassified land cover map with five land use/cover classes, including 
built-up area, vegetation area, waterbody, bare land, and shadow. The expert-interpreted data were 
discerned for the study area by expert judgment based on professional insight and integrative information 
from multiple sources, including high-resolution aerial images and other reliable and current reference 
data, such as Baidu Maps, Google Maps, and Google Earth historical images. In expert-interpreted sample 
data, shadows were not categorized as a specific class because they are not real ground features. In 
preclassifications, while treated as a specific class, shadows are often misclassified into the waterbody 
class due to spectral confusion. However, in reality shadows are caused by high-rising terrain or man-
made structures; thus they should not belong to the waterbody class. 
      For the study area, 3167 sample points for 1993 landscape were interpreted mainly from the original 
image based on expert judgement due to limited reliable data sources, and 2882 sample points for the 
2001 landscape and 3042 sample points for the 2013 landscape (Table 3.1) were expert-interpreted from 
multiple sources. All of the sample points were used as hard conditioning data and also for estimation of 
transiogram models and cross-field transition probabilities used in cosimulations (Li et al., 2015). 
Cosimulations were consequently conducted on each expert-interpreted sample data set with 
corresponding transiogram models, cross-field transition probability matrix, preclassification data and the 
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original image for preclassification. The corresponding original optical spectral image for 
preclassification is needed by the SS-coMCRF model for providing pixel spectral data for spectral 
similarity measure computation (Zhang et al., 2017). Specific quantities of expert-interpreted sample data, 
validation data, and training data of each land cover class are given in Table 3.1.  
      The validation data are also expert-interpreted data from multiple sources, but they were used only for 
validating the preclassification and postclassification results. Training data are different, because they 
were selected only from the corresponding original RS image for preclassification, and were only used for 
the SVM preclassification of land cover classes from the original image for the study area. In order to 
maximize the classification of waterbodies and shadows out of other land cover classes, shadows were 
treated as a land cover class in preclassification. The shadow class was merged into the waterbody class 
after preclassification, because they cannot be differentiated effectively from each other due to spectral 
confusion (Shao, Taff, and Walsh, 2011). 
 
3.2.4 Socioeconomic data 
In this study, the spatial and temporal relationships between urban horizontal and vertical expansions and 
the change of socioeconomic variables were also explored. In Guangzhou, the minimum geographic unit 
for socioeconomic data is district (i.e. equivalent to county). Because the socioeconomic data for each 
year are released by the Yearbook in the next year, the total population, GDP, fixed investment, and 
jurisdictional area for each district for 1993 are from Guangzhou Statistical Yearbook 1994 (Guangzhou 
Statistical Bureau, 1994), which was published by China Statistical Press. Data for each district for 2001 
and 2013 are from Guangzhou Statistical Yearbook 2002 (Guangzhou Statistical Bureau, 2002) and 
Guangzhou Statistical Yearbook 2014 (Guangzhou Statistical Bureau, 2014), respectively, both published 
over the website of the Guangzhou Statistical Bureau.   
      GDP values from Guangzhou Statistical Yearbooks are nominal GDPs, which are not adjusted for 
inflation. However, nominal GDP values from different time periods can differ due to changes in 
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quantities of goods and services and changes in general price levels. As a result, taking inflation into 
account is necessary when comparing GDP values over time. To eliminate the influence of inflation, GDP 
deflators from 1978 to 2014 were calculated based on national GDP index and nominal GDP (National 
Bureau of Statistics of China, 2014). Final real GDP values for the six districts for 1993, 2001, and 2013 
were 1978 inflation-adjusted values.  
Frequent changes in jurisdictional district areas occurred in Guangzhou during the studied period 
from 1993 to 2013. For example, before April 2005, Dongshan district was an independent district out of 
current Yuexiu district, and Fangcun district was an independent district out of current Liwan district. To 
solve this problem, data published before 2005 for Dongshan district and Yuexiu district and for Fangcun 
district and Liwan district were merged as data for Yuexiu district and Liwan district, respectively. For 
the GDP value of Yuexiu district in 1993, there is no record from any official document. So the GDP 
value of Yuexiu district in 1993 is estimated as the mean value of the GDPs of Yuexiu district in 1992 
and 1994.  
Luogang district was a district in Guangzhou that was established in 2005 and cancelled in 2014. 
Therefore, it happened as a jurisdictional district in Guangzhou Statistical Yearbook 2014, but did not 
exist in previous data. Luogang district comprised part of Baiyun district, part of Tianhe district, and part 
of Huangpu district. As a result, there is currently not an efficient way to split the Luogang district. In 
order to normalize socioeconomic data over the study period, relative values of socioeconomic variables 
were used instead of absolute values. Because data for socioeconomic variables (i.e. total population, 
GDP, fixed investment) collected from Yearbooks have corresponding area values, density values of 
socioeconomic variables were used. Consequently, Luogang district was not considered as a separate 
jurisdictional district and ignored in this study.  
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3.3 Methods 
3.3.1 Integrative framework 
The integrative framework proposed in this paper is based on two premises and an assumption. The first 
premise is that postclassified land cover maps are accurate enough. In order to satisfy this premise, the 
SS-coMCRF model is used to postprocess land cover maps generated by a pre-classifier because the SS-
coMCRF model can effectively improve land cover classification by incorporating expert-interpreted data 
and similarity measures and consequently removing most noise and misclassified pixels (Zhang et al., 
2017). The second premise is that shadow pixels can be classified effectively as waterbodies or shadows 
from RS imagery; otherwise, MTBs would be strongly underestimated. When differentiating shadows out 
of waterbodies, it is assumed that the preclassified waterbodies (including shadows merged into the 
waterbody class) that overlap postclassified built-up areas are supposed to be shadows. Based on this 
assumption, shadows caused by terrain will not be included for estimating MTBs, because most of this 
kind of instances occur in mountainous areas. During preclassification, most of shadows are misclassified 
as waterbodies because of spectral confusion between shadow and water (see Table 3.2 for the relatively 
low spectral separability values between the shadow class and the waterbody class in training data). Then 
these two classes in a preclassification map are merged as one waterbody class (Shao, Taff, and Walsh, 
2011) in order to minimize the amount of single, disperse misclassified waterbodies and shadows for 
further shadow estimation. This kind of misclassifications is expected to occur more often in the city 
central area where there are more MTBs. After postprocessing with SS-coMCRF, most of those 
misclassifications are corrected in the postclassification map. By overlap analysis, shadows, which are 
mostly misclassified in the preclassification step, are distinguished from the waterbody class.  
 
Table 3.2 Spectral separability of training data for three Landsat images on different dates (i.e., 1993, 
2001, and 2013). 
Year Class 
C2 C3 C4 C5 
Spectral separability 
1993 
C1 1.9996 1.9900 1.7959 1.9060 
C2 
 
2.0000 1.9999 1.9998 
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C3 
  
2.0000 1.7780 
C4 
   
1.9997 
      
2001 
C1 1.9987 1.9819 1.9392 1.9044 
C2 
 
1.9977 1.9923 1.9953 
C3 
  
2.0000 1.5506 
C4 
   
2.0000 
      
2013 
C1 1.9997 1.9940 1.8884 1.9874 
C2 
 
1.9997 1.9917 1.9998 
C3 
  
2.0000 1.8637 
C4       2.0000 
a)  C1 - Built-up area; C2 - Vegetation area; C3 - Waterbody; C4 - Bare land; C5 - Shadow. 
 
      The proposed integrative framework includes five steps (Figure 3.2): (1) a pre-classifier (here SVM is 
chosen due to its popularity) is used to classify a Landsat image into a land cover map with five land 
cover classes (built-up area, vegetation area, waterbody, bare land, and shadow). In order to sufficiently 
utilize the spectral information (i.e., to obtain a land cover map with relatively high accuracy from a 
selected image purely based on spectral data), training samples of each land cover class need to be 
obtained by visual interpretation from multispectral bands of the Landsat image. (2) The classified 
shadows and waterbodies in the preclassified image are merged into one waterbody class, and then 
postclassification by the SS-coMCRF model is conducted on the preclassified image using expert 
interpreted sample data without the shadow class. In the postclassified image, most noise and 
misclassified built-up area pixels are removed. (3) Shadows are differentiated by overlap analysis of the 
preclassified image and the postclassified image. (4) A morphological operator based on spatial logic 
reasoning is used to estimate MTBs from identified shadows. (5) The obtained MTB map and built-up 
area map are finally used for grid cell analysis to represent the changes of MTBs and built-up areas within 
each grid cell area.  
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Figure 3.2: A flowchart of the integrative framework for estimating horizontal and vertical urban growth 
using medium resolution remotely sensed imagery.   
 
      In order to select proper training samples for preclassifications, Jeffries–Matusita distance analysis 
was conducted. Values of Jeffries–Matusita distance analysis greater than 1.9 indicate that the 
corresponding land cover pairs have relatively good separability (Richards and Jia, 1999). In this study, 
the Jeffries–Matusita distance values of the finally selected training data for the three selected Landsat 
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images ranged from 1.55 to 1.99 (Table 3.2). As expected, the lowest values occur between waterbody 
and shadow classes due to their spectral confusion. Spectral separability values are quite ideal for other 
class pairs, except the values between built-up area and bare land for training samples for the 1993 and 
2013 images due to spectral confusion. 
 
3.3.2 SS-coMCRF model 
The Bayesian coMCRF model has proven to be an effective method for land cover postclassification (Li 
et al., 2015; Zhang, Li, and Zhang, 2016). The Bayesian Markov chain random field (MCRF) theory was 
initially proposed by Li (2007a) as the supporting theory for Markov chain geostatistics and further 
described with emphasis of the sequential Bayesian updating view in Li et al. (2013) and Li et al. (2015). 
Spatial statistical models have the capability to incorporate spatial correlation information into 
classification. However, due to the impact of spatial data within a usually circular neighbourhood, spatial 
statistical models tend to have the smoothing effect that usually ignores or removes the geometric features 
of classes (e.g., narrow linear features, regular linear/curvilinear boundaries) while eliminating the noise 
and some details in the classified images. The recent presented SS-coMCRF model modified the 
coMCRF model for land cover postclassification by adding a spectral similarity-based constraining factor 
and it has proven to be capable of reducing the geometric feature loss caused by the smoothing effect 
(Zhang et al., 2017).  
      The spectral similarity-based constraining factor is based on the following understanding: At a local 
scale, the spectral reflectance values (i.e., digital numbers) of two pixels tend to be similar if they belong 
to the same class in real world, but tend to be very different if they belong to different classes in real 
world. Two mutually complementary similarity measures, the Jaccard index and the spectral correlation 
measure (SCM), were used as spectral similarity measures to construct the spectral similarity-based 
constraining factor used in the SS-coMCRF model. When a transition probability for a neighbourhood 
involves two different classes (i.e., cross transition), the constraining factor is assigned to 1.0; but when a 
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transition probability involves the same class (i.e., autotransition), the constraining factor is applied to 
update the transition probability in estimating the local probability distribution. By this way, the 
contribution of the spectrally similar nearest data within a neighbourhood is enhanced and the 
contribution of the spectrally dissimilar nearest data is reduced. The spectral similarity-based constraining 
factor is expressed as: 
 
𝑆𝑖𝑙𝑖𝑘 = {
1.0                                    , 𝑖𝑙 ≠ 𝑖𝑘
 
𝜌𝑖𝑙𝑖𝑘(𝒙𝑙, 𝒚𝑘) × 𝐽𝑖𝑙𝑖𝑘(𝒙𝑙, 𝒚𝑘), 𝑖𝑙 = 𝑖𝑘  
                                          (13)      
 
where 𝑖𝑙 is the land cover class of pixel l; 𝜌𝑖𝑙𝑖𝑘 and 𝐽𝑖𝑙𝑖𝑘are the SCM and Jaccard index of the spectral 
vectors (i.e., spectral values of different bands) 𝒙𝑙 and 𝒚𝑘 of pixel l and pixel k, respectively. The spectral 
similarity-enhanced coMCRF (i.e., SS-coMCRF) model (Zhang et al., 2017) is given as: 
 
𝑝[𝑖0(𝒖0)|𝑖1(𝒖1), … , 𝑖4(𝒖4); 𝑟0(𝒖0); 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚] =  
𝑞𝑖0𝑟0𝑝𝑖1𝑖0(𝐡10)𝑆𝑖1𝑖0 ∏ 𝑝𝑖0𝑖𝑔(𝐡0𝑔)
4
𝑔=2 𝑆𝑖0𝑖𝑔
∑ [𝑞𝑓0𝑟0𝑝𝑖1𝑓0(𝐡10)𝑆𝑖1𝑓0 ∏ 𝑝𝑓0𝑖𝑔(𝐡0𝑔)𝑆𝑓0𝑖𝑔]
4
𝑔=2
𝑛
𝑓0=1
      (14) 
 
where 𝒖 represents the location vector of a pixel, 𝑖0 refers to the land cover class of the unobserved pixel 
at location 𝒖0; 𝑖1 to 𝑖4 are the states of the four nearest neighbours around the unobserved location 𝒖0 
within a quadrantal neighbourhood; the left hand side of the equation is the posterior probability of state 
or class 𝑖0 ; 𝑝𝑖0𝑖𝑔(𝐡0𝑔)  is a specific transition probability over the separation distance 𝐡0𝑔  between 
locations 𝒖0  and 𝒖𝑔 , which can be fetched from a transiogram model 𝑃𝑖0𝑖𝑔(𝐡)  (Li, 2007b); 𝑞𝑖0𝑟0 
represents the cross-field transition probability from class 𝑖0 at the location 𝒖0 in the random field being 
simulated to class 𝑟0 at the co-location in the covariate field of the preclassified image (Li et al., 2015); 
and Spectrum here means the spectral data of the original remotely sensed image for preclassification, 
which are used to calculate the spectral similarity-based constraining factor.  
      The above SS-coMCRF model is built on a simplified MCRF model based on the conditional 
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independence assumption of nearest data within a neighbourhood, and a quadrantal neighbourhood (i.e., 
seek one nearest datum from each quadrant sectoring the circular search area if there are nearest data in 
the quadrant) is used in a random-path sequential simulation algorithm for conducting stochastic 
simulation (Li and Zhang, 2007). See Zhang et al. (2017) for a detailed description of the SS-coMCRF 
model.  
 
3.3.3 Postprocessing and shadow detection 
SVM classifier was used to preclassify the Landsat images to obtain preclassified image datasets.  After 
the shadow class and the waterbody class were merged as one waterbody class, preclassified images were 
used in the SS-coMCRF model for postclassification operations. For each postclassification case, 100 
simulated realizations were generated, and finally an optimal classification map was further obtained 
according to the maximum probabilities estimated from the set of simulated realizations. The accuracy of 
the optimal classification map was calculated using the expert-interpreted validation data in order to make 
sure it was accurate enough for shadow detection.  
      In shadow detection, it is assumed that waterbodies from preclassification happening in built-up areas 
from postclassification are supposed to be shadows, as we mentioned before. During preclassification, 
most of shadows are misclassified as waterbodies because of spectral confusion between shadow and 
waterbody. This kind of misclassifications is expected to occur widely in the central area of a large city 
where more MTBs exist. After postprocessing with SS-coMCRF, a majority of those misclassifications 
are corrected. By overlap analysis (Figure 3.3), shadows misclassified in the preclassification step are 
distinguished from waterbodies (Figure 3.3e). First of all, waterbodies in preclassification are selected as 
water objects (i.e. one pixel or multiple neighbouring pixels) (Figure 3.3b) out of the preclassification 
map (Figure 3.3a). Each waterbody object is then reclassified as a shadow object (Figure 3.3e) if its 
corresponding location in the postclassification map belongs to a built-up area (Figure 3.3d). Finally, the 
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detected shadow objects are mapped (Figure 3.3f). Those misclassified shadows and waterbodies outside 
urban areas won’t have a chance to be reclassified as shadows of buildings.  
 
 
 
Figure 3.3: The process of detecting shadows by overlap analysis with SVM preclassification and SS-
coMCRF postclassification. (a) the preclassification map after the shadow class and waterbody class are 
merged as one waterbody class; (b) waterbodies from the preclassification map, with other land cover 
classes being represented as background; (c) the postclassification map; (d) built-up areas from the 
postclassification map, with other land cover classes being represented as background; (e) after overlap 
analysis, shadows are detected and outputted; (f) detected shadows are shown in the postclassification 
map.  
 
3.3.4 Mid-rise or taller buildings estimation 
Shadows can be detected with help of combining SVM preclassification, SS-coMCRF postprocessing, 
and overlap analysis, as described above. According to the spatial relationships among the sun, the 
satellite and the buildings, a morphological operator based on spatial logic reasoning was developed to 
estimate high-rise building areas from detected shadows. The basic idea of this morphological operator is 
to build the spatial logic relationship between a shadow and its corresponding MTB (i.e. neighbouring 
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pixels of a detected shadow at the sun side are classified as a MTB). A pixel (or a group of pixels) is 
considered as a MTB if a shadow occurs as its neighbour in the dark side of the building. To be specific, 
we first confirm the sun azimuth angle and the sun elevation for the Landsat image used. Then we locate 
the neighbouring pixels at the sun side of a shadow and label them as a high-rise building. For example, 
for the Landsat image of 2013, only neighbouring pixels at the south and southeast sides of shadow pixels 
(Figure 3.4) are recorded due to the sun azimuth angle (154.8°). The number of the pixels of a shadow 
object could be one to more than one (i.e., multiple connected shadow pixels). MTBs are estimated 
regardless of the shapes of shadow objects. When multiple high buildings have their shadows overlapped, 
only the high building at the sun side is identified. This may have some impact on the estimation of 
MTBs in terms of building-occupied areas.  
      MTBs can be estimated automatically by the following steps: (1) Labelling of shadows: All identified 
shadows are labelled orderly; (2) Estimation of high-rise buildings from labelled shadows: According to 
the locations of pixels of shadow objects, neighbouring pixels at the south and southeast sides of shadow 
pixels are recorded as MTBs; (3) Assignment of high-rise building areas: All estimated MTBs are 
assigned to the postclassification map produced by SS-coMCRF model. 
 
 
Figure 3.4: The process of estimating MTBs based on the spatial logic relationship between a shadow 
and its corresponding MTB (i.e. neighbouring pixels at the proper side of detected shadows are classified 
as MTBs). Given that the sun azimuth angle of the image is 154.8°, neighbouring pixels (a, c, e, g) at the 
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south and southeast sides of a group of shadow pixels are recorded as MTBs (b, d, f, h).  Note that the 
estimation ignores shadow overlap of clustered high buildings.  
 
3.3.5 Grid cell analysis  
Combining RS data and socioeconomic statistical data to perform grid cell analysis is a promising way 
for analysing urban growth patterns (Bagan and Yamagata, 2012; Bagan and Yamagata, 2014). Grid cell 
analysis at the resolution of 990m (i.e., the length of 33 Landsat image pixels) was conducted to explore 
the horizontal change and vertical change of urban built-up areas. First of all, two empty raster data layers 
(cell size 990m×990m) are created. One is for horizontal urban growth analysis, and the other is for 
vertical urban growth analysis. Secondly, by overlaying operation, the number of 30m × 30m built-up 
area pixels in each grid cell is counted from the final postprocessed map and the proportion of built-up 
area is calculated and assigned to the grid cell of the empty raster data layer; and similarly, the number of 
30m × 30m MTB pixels in each grid cell is counted and the proportion of MTB area is calculated and 
assigned to the grid cell of the other empty raster data layer. By overlap subtraction between results for 
different years, horizontal spatial-temporal changes in built-up area and vertical changes in built-up area 
can be calculated and visualized. 
 
3.4 Results and Analyses 
3.4.1 Classification accuracy 
Figure 3.5 and Figure 3.6 show the preclassification maps by the SVM classifier and the postclassification 
maps by the SS-coMCRF model, respectively. The overall accuracies (OAs) and kappa coefficients (KCs) 
of the preclassifications (after the waterbody class and the shadow class were merged as one waterbody 
class) and those of the corresponding postclassifications were calculated using the corresponding expert-
interpreted validation datasets, as given in Table 3.3. The postclassifications by SS-coMCRF all made 
improvement in OA and KC over the corresponding preclassifications by SVM. The OA improvements 
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range from 0% to 5%, with corresponding KC improvements ranging from 0.003 to 0.084. Among all of 
the postclassifications based on datasets of different years, the postclassification for the 2013 image 
obtains the highest OA improvement (5%). Although the overall accuracy improvements made by 
postclassifications are not much due to the high accuracies of preclassifications in this study, the land 
cover patterns in postclassification maps are much more reasonable (e.g., noise is removed, patterns 
become less fragmented, and most of misclassifications are corrected) than those in preclassification maps 
(Zhang, Li, and Zhang, 2016). 
 
Table 3.3 Accuracy assessment of land cover preclassifications by SVM and corresponding 
postclassifications by SS-coMCRF for Guangzhou on three different dates (i.e., 1993, 2001, and 2013).   
Year Classification 
Overall 
accuracy 
(%) 
Kappa 
coefficient 
Producer’s accuracy 
(%) 
  User's Accuracy (%) 
C1 C2 C3 C4   C1 C2 C3 C4 
1993 
Preclassification 94.3 0.907 94 100 94 33   98 94 96 47 
Postclassification 94.3 0.910 92 97 98 86 
 
99 98 98 44 
             
2001 
Preclassification 92.9 0.882 91 96 91 77 
 
97 100 60 59 
Postclassification 94.8 0.914 91 100 97 100 
 
100 100 94 37 
             
2013 
Preclassification 91.7 0.857 90 96 94 63 
 
98 99 55 39 
Postclassification 96.7 0.941 95 100 100 88   100 97 78 88 
 
a)  C1 - Built-up area; C2 – Vegetation area; C3 – Waterbody; C4 –Bare land. 
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Figure 3.5: Land cover preclassification maps of the main city area of Guangzhou (with the shadow 
class): (a) in 1993, (b) in 2001 and (c) in 2013. 
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Figure 3.6: Land cover postclassification maps of the main city area of Guangzhou: (a) in 1993, (b) in 
2001 and (c) in 2013. 
 
      For specific land cover classes, the SS-coMCRF postclassification operation apparently increased the 
producer accuracies and user accuracies of the waterbody class for all three years, while, to some extent, 
decreasing the producer accuracies of the built-up area class and the vegetation class for 1993. In 
addition, SS-coMCRF largely increased the producer accuracies of the minor class - bare land for all three 
dates. As a very minor class, the classification accuracies of bare land are sensitive. However, because the 
spectral separability of bare land from waterbody and shadow has high values, the classification 
accuracies of this minor class have little impact on the identification of MTBs. In general, although some 
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classes obtained lower producer accuracies or user accuracies in postclassifications than they did in the 
preclassifications, the negative effects are less obvious in comparison with the positive effects achieved 
by postclassifications. 
 
3.4.2 Estimation accuracy of MTBs 
Due to the lack of high spatial resolution imagery of the study area, accuracy assessment of MTBs was 
only performed for the 2013 classification. 549 among the 5454 estimated MTB patches were selected 
randomly for validation. Visual validation of selected MTBs was conducted carefully by comparing them 
with corresponding buildings in high spatial resolution images (see Figure 3.7) from ESRI world imagery, 
Bing Maps, Baidu Maps, Google Maps, and Google earth history imagery, because none of the high 
resolution images mentioned above can provide the best viewing angle without cloud coverage for the 
whole study area at the time. The ranges of sun elevation angles and sun azimuth angles for all three 
Landsat image scenes used are from 41° to 49° and from 129° to 150°, respectively. Because medium-
resolution Landsat images (spatial resolution of 30m) were used, shadows that are not sufficiently long 
(assuming shadows are sufficiently wide) may not be captured based on the following equation, which 
represents the sun–building–shadow relationships: 
   𝐿 = 𝐻/ tan(𝜃)                                                                   (3) 
where H is the height of a building, L is the length of the building’s shadow, and θ is the sun elevation 
angle. Building story is commonly 2.8m high in China (Ministry of housing and urban rural development 
of China, 2012). Then, for the image acquired in 1993, whose sun elevation angle is 49.6°, shadows of 
buildings with a height lower than 12-story (i.e., 33.6m high for buildings = 28.57 long for shadows) may 
not be sensed technically, unless they are longer than 15m and completely fall into one single pixel; and 
for the images acquired in 2001 and 2013, whose sun elevation angles are 41.8° and 41.4°, respectively, 
shadows of buildings with a height lower than 9-story (i.e., 25.2m high for buildings = 28.54m long for 
shadows) may not be sensed, unless they are longer than 15m and completely fall into one single pixel. 
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According to the general rules for civil building design (Ministry of Construction of China, 2005), 7-story 
to 9-story buildings are considered as mid-rise buildings, and 10-story or taller buildings are considered 
as high-rise buildings. Therefore, we can safely assume that most high-rise buildings and part of mid-rise 
buildings in Guangzhou were sensed by the selected 2001 and 2013 RS images, and most high-rise 
buildings were sensed by the selected 1993 RS image.   
      If we consider only high-rise buildings, the highest identification accuracy is 80.2% in Tianhe district, 
followed by 72.2% in Haizhu district. For Yuexiu district and Baiyun district, the accuracies are 69.3% 
and 65.2%, respectively. Huangpu and Liwan districts get the lowest accuracies of identification, 46.4% 
and 41.8%, respectively. The overall identification accuracy is 65.2% for the study area (Table 3.4). This 
means that 34.8% of captured shadows are not from high-rise buildings and some of them may be false 
shadows. However, if mid-rise buildings are also taken into account, the identification accuracies for 
individual districts, except for Baiyun district, increase significantly. For Yuexiu district, the proposed 
method is even able to make detection with up to 97.3% identification accuracy. The corresponding 
overall accuracy is 78.1% (Table 3.4). This means that among the 549 MTB patches randomly selected 
for validation of the 2013 image detection, 65.2% are high-rise buildings, 12.9% are mid-rise buildings, 
and 21.9% are false MTBs. Those false MTBs are mostly distributed in the less developed urban areas 
outside the city’s central urban area. For example, paddy fields (i.e., watered farmlands) and some 
farmlands covered by black shade nets in rural–urban fringes have very similar spectral values to 
shadows. In general, the proposed method is able to capture most of high-rise urban buildings and part of 
mid-rise urban buildings by their shadows, and the identification accuracy is acceptable. It should be 
pointed out that here the identification accuracy of MTBs is the accuracy of the captured shadows in 
built-up areas to be MTBs, which are mostly high-rise buildings and partly mid-rise buildings. Some very 
narrow high-rise buildings and many mid-rise buildings may not be identified because their small-size 
shadows cannot be effectively reflected in the Landsat image or cannot be captured in preclassification. 
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Figure 3.7: Examples of mid-rise or taller buildings (MTBs) and the corresponding identified MTBs by 
shadows. (a), (d), (g), (j), (m), and (p): identified MTBs by shadows; (b), (e), (h), (k), (n), and (q): 
corresponding portions of the Landsat image in 2013; (c), (f), (i), (l), (o), and (r): corresponding portions 
of enlarged aerial images from ArcGIS Imagery basemap as visual references; and (s) their locations in 
the study area.  
 
Table 3.4 Accuracy assessment for identified MTBs in Guangzhou in 2013. 
Year Building Accuracy 
Jurisdictional district 
Baiyun Tianhe Yuexiu Huangpu Liwan Haizhu Total 
2013 
Considering  
only high-rise 
buildings 
Number of correctly 
classified samples 
75 101 52 32 28 70 358 
Number of total 
samples 
115 126 75 69 67 97 549 
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Accuracy (%) 65.2 80.2 69.3 46.4 41.8 72.2 65.2 
          
2013 
Considering 
MTBs 
Number of correctly 
classified samples 
76 114 73 44 35 87 429 
Number of total 
samples 
115 126 75 69 67 97 549 
Accuracy (%) 66.1 90.5 97.3 63.8 52.2 89.7 78.1 
 
3.4.3 Horizontal and vertical urban growth 
The proposed framework proved to be capable of detecting horizontal and vertical urban growth from 
Landsat images. For land cover/use classification, the overall accuracies range from 94.3% to 96.7%. For 
identifying MTBs from captured shadows within built-up areas, the overall identification accuracy is 
78.1%, but the specific accuracies are around 90% for the city’s central urban area - Tianhe, Yuexiu, and 
Haizhu districts (Table 3.4), though we only examined the 2013 results due to the lack of high spatial 
resolution images for earlier years (i.e., 1993 and 2001). Therefore, the estimation of horizontal and 
vertical urban growth of Guangzhou over time using the proposed integrative framework for land cover 
mapping and MTB estimation is expected to be valuable.  
      During the period of 1993-2013, the total built-up area in Guangzhou doubled (Table 3.5), with most 
area increase occurring in the southern and western regions of Guangzhou (Figures 3.8a and 3.8b). There 
are two horizontal urban expansion directions from the city centre – Yuexiu district: one is toward north 
and one is toward east (Figures 3.8a and 3.8b, and also see Figure 3.6). However, there is much more area 
increase during 2001-2013 (Figure 3.8b) than during 1993-2001 (Figure 3.8a), especially in Baiyun, 
Tianhe, and Huangpu districts (Table 3.5).  
 
Table 3.5. Areas of estimated built-up areas and estimated MTBs for Guangzhou and its six districts for 
three different years (1993, 2001, and 2013) 
Class Year 
Area in each jurisdictional district (km2) Total area in 
Guangzhou 
(km2) 
Total change from 
1993 (km2) Baiyun Tianhe Yuexiu Huangpu Liwan Haizhu 
Built-up 
areas 
1993 69.54 35.18 23.61 28.60 30.98 37.42 225.33   
2001 99.72 46.20 22.84 37.71 37.51 45.30 289.28 +63.95 
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2013 217.30 70.24 22.90 84.38 46.81 55.04 496.68 +207.39 
          
 MTBs 
1993 0.52 0.33 0.47 0.35 0.70 0.50 2.87 
 
2001 1.32 1.29 1.72 0.99 1.64 1.40 8.36 +5.49 
2013 2.66 2.51 1.65 1.36 1.59 1.98 11.74 +3.38 
 
       In terms of vertical urban growth, an increase of 3.38 km2 took place during 2001-2013 (Figure 3.8d) 
while an increase of 5.49 km2 occurred during 1993-2001 (Figure 3.8c) (Table 3.5). Geographically, the 
areas with vertical urban growth were concentrated in and around Yuexiu district (Figures 3.8c and 3.8d). 
During 1993-2001, vertical urban growth mainly occurred within the central area of the city, which means 
most high buildings were built in the city central area to reform the city centre during that economic 
development period. During 2001-2013, urban vertical growth mainly occurred around the old centre of 
the city, which means that the previous city central area had already been well built and reformed during 
earlier periods, and the highly developed urban area of the city was expanding toward surrounding areas. 
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Figure 3.8: Area increase of built-up areas ((a) from 1993 to 2001, (b) from 2001 to 2013) and area 
increase of estimated MTBs ((c) from 1993 to 2001, (d) from 2001 to 2013) in Guangzhou.  
 
      In order to better understand the urban growth in the central area of Guangzhou, information for 
Yuexiu district was provided in Figure 3.9. Yuexiu had a slight change in built-up area during 1993-2013. 
Obviously, as the commercial, political and cultural centre of Guangzhou, this district had already been 
well urbanized before 1993. Besides Guangdong provincial government and Guangzhou city government, 
almost all of state agencies and related state-owned companies are located in Yuexiu district. This can 
explain why Yuexiu district as a small district is the centre of Guangzhou. Except for several green spaces 
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(three parks and the green area around Mr. Sun Yat-sen’s Memorial Hall), the only left non-urbanized 
area before 1993 was an island in Huangpu River, which had been mostly urbanized during 2001-2013 
(Figure 3.9c). In terms of the vertical growth of Yuexiu district, the number of MTBs increased largely 
across the whole district from 1993 to 2001, but changed little during 2001-2013 (see Figures 3.9a-f).  
 
 
 
Figure 3.9: Land cover maps of Yuexiu district with MTB areas: (a) in 1993, (b) in 2001, and (c) in 
2013; and corresponding Landsat images (R: near infrared, G: red, B: green) of Yuexiu district: (d) in 
1993, (e) in 2001, and (f) in 2013. 
 
3.4.4 Relationships between urban growth and socioeconomic variables 
Over the entire study period (1993-2013), the overall population density of the study area increased to 
14,950 per km2 from 10,915 per km2, and most of the increase happened during 2001-2013. With the 
rising population density, overall real GDP density increased quickly over the same period, from 10.64 
million yuan per km2 in 1993 to 149.15 million yuan per km2 in 2001 and finally to 370.34 million yuan 
per km2 in 2013. Similar increases occurred to overall fixed investment density in the study area, from 
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2.99 million yuan per km2 in 1993 to 49.56 million yuan per km2 in 2001 then to 65.10 million yuan per 
km2 in 2013 (Table 3.6).  
      To investigate the relationships between horizontal and vertical urban growth and socioeconomic 
variables, we calculated the linear correlation coefficients (r) between each of two urban growth indices 
(i.e., the area of built-up areas and the area of estimated MTBs) and each of the three socioeconomic 
variables (i.e., overall population density, overall real GDP density, and overall fixed investment density) 
in Guangzhou for the years of 1993, 2001, and 2013 (Figure 3.10). As Figure 3.10 shows, the r values are 
0.9968 between the area of built-up areas and population density, 0.9865 between the area of built-up 
areas and real GDP, 0.8381 between the area of built-up areas and fixed investment, 0.8714 between the 
area of estimated MTBs and population density, 0.9640 between the area of estimated MTBs and real 
GDP, and 0.9897 between the area of estimated MTBs and fixed investment. Apparently, there are strong 
positive associations between urban growth indices and the three socioeconomic variables. Real GDP has 
strong correlations with both horizontal urban growth and vertical urban growth. However, compared 
with the correlation between population density and vertical urban growth, the correlation between 
population density and horizontal urban growth is much stronger. Inversely, fixed investment has a much 
stronger correlation with vertical urban growth than with horizontal urban growth.  
 
Table 3.6 Changes in population density, real GDP density, and fixed investment density in Guangzhou 
and its six districts from 1993 to 2001 and to 2013.   
Socioeconomic 
variable 
Year 
Jurisdictional district population density (Persons km-2) Population density 
of Guangzhou 
(Persons km-2) 
Total change in 
population density 
from 1993 (Persons 
km-2) 
Baiyun Tianhe Yuexiu Huangpu Liwan Haizhu 
Population 
density  
1993 717.64 3470.91 39436.78 1395.42 12619.49 7851.85 10915.35 
 
2001 822.03 5181.39 39815.71 1696.73 12789.76 9017.11 11553.79 +638.44 
2013 2847.11 15408.49 33754.44 5131.39 15045.69 17515.49 14950.43 +3396.65 
    Jurisdictional district real GDP (106 Yuan km-2) 
Total real GDP of 
Guangzhou (106 
Yuan km-2) 
Total change in 
real GDP from 
1993 (106 Yuan 
km-2) 
Real GDP  
1993 1.60 5.07 30.55 2.70 14.87 9.09 10.64 
 
2001 8.50 78.64 544.43 69.59 124.34 69.39 149.15 +138.50 
2013 27.29 475.04 1148.07 126.01 240.07 205.54 370.34 +221.19 
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    Jurisdictional district fixed investment (106 Yuan km-2) 
Total fixed 
investment of 
Guangzhou (106 
Yuan km-2) 
Total change in 
fixed investment 
from 1993 (106 
Yuan km-2) 
Fixed 
investment 
1993 0.80 4.70 5.77 1.24 3.46 1.99 2.99 
 
2001 3.45 54.54 161.05 10.07 31.32 36.91 49.56 +46.56 
2013 10.67 119.22 106.05 21.59 64.45 68.63 65.10 +15.55 
 
 
 
Figure 3.10: Correlation analyses between horizontal and vertical urban growth and three major 
socioeconomic variables for the data of 1993, 2001, and 2013 in Guangzhou.  (a) between area of built-up 
areas and population density; (b) between area of built-up areas and real GDP; (c) between area of built-
up areas and fixed investment; (d) between area of estimated MTBs and population density; (e) between 
area of estimated MTBs and real GDP; and (f) between area of estimated MTBs and fixed investment . 
The three socioeconomic variables all use overall density values in the study area. 
 
3.5 Discussions 
3.5.1 Relationship between horizontal and vertical urban expansions 
The proposed integrative framework provides another perspective to examine the urban expansion in 
Guangzhou over the past two decades by effectively detecting built-up areas and MTBs. Urban area has 
expanded horizontally from Yuexiu District along two main directions, northward and eastward, 
especially during 2001-2013 (Figure 3.8b). In contrast, over the period of 1993-2001, vertical urban 
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growth (Figure 3.11b) mainly happened within Yuexiu district and its surroundings, which had been 
already highly urbanized before 1993 (Figure 3.11a), and then during 2001-2013, the areas with vertical 
urban growth (Figure 3.11d) emerged by following the horizontal urbanization footprint of 1993-2001 
(Figure 3.11c). It is apparent that vertical urban growth follows horizontal urban growth subsequently. 
This also means that high buildings were usually built to replace low buildings, a typical city reforming 
process occurring in China during last two decades. It should be noted that the city central area - Yuexiu 
district and its surroundings had been fully urbanized long before. Subsequent horizontal urban expansion 
spread out from this well urbanized area. This reveals a fact that the urbanization footprint of Guangzhou 
started from its political centre.   
      As shown in Figure 3.10, horizontal urban growth has greater correlation with population density and 
real GDP than with fixed investment. In contrast, vertical urban growth is more correlated with fixed 
investment and real GDP than with population density. This means that population density and real GDP 
together are the major force to drive the urbanization process (i.e., expansion of urban built-up areas), 
while fixed investment tend to be spent on high-rise profitable commercial buildings instead of low-rise 
residential or commercial buildings at the post-urbanization stage. Our results indicate that the 
combination of the area of built-up areas and the area of MTBs is a better approach to facilitate a 
thorough understanding of urban growth and local economic development in comparison to the traditional 
approach – using only the area of built-up areas. 
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Figure 3.11: The patterns of vertical urban growth in Guangzhou during different periods and their 
relationships with built-up area and horizontal urban growth. (a) Built-up area in 1993; (b) area increase 
of estimated MTBs from 1993 to 2001; (c) area increase of built-up areas from 1993 to 2001;  (d) area 
increase of estimated MTBs from 2001 to 2013. 
 
3.5.2 Pros and cons of using Landsat images for detecting MTBs 
It is challenging to detect MTBs from shadows using Landsat images. The main reason is the medium 
resolution of Landsat images, which causes the shadow areas of most buildings to be very small (usually 
smaller than half pixel), difficult to be captured by spectral difference in classification due to the mixed-
pixel issue (Shao, Taff, and Walsh, 2011). Only most high-rise buildings and some mid-rise buildings 
have shadows large enough in length and width (e.g. one or multiple pixels) to be captured by spectral 
difference in classification in our study area. Those mid-rise and high-rise buildings with shadows that are 
98 
 
too small (or narrow) to be captured have to be ignored. In addition, those shadow-overlapped buildings 
also cannot be identified. Moreover, the identified pixels of a specific MTB may not exactly reflect the 
real size or occupied area of the MTB. Therefore, the MTBs identified from Landsat images are just a 
portion of the MTBs (i.e., most high-rise buildings and a part of mid-rise buildings, of which the shadows 
are sufficiently large to be detected) in a city, and their total occupied area can only be approximately 
estimated. Nevertheless, as long as the identification method is the same and the Landsat images used 
have similar quality, sun elevation angles and sun azimuth angles, the area of identified MTBs should be 
representative (or largely proportional to the real area) to reflect the vertical growth situation of a city at 
different development periods.   
      While the medium resolution of Landsat images seems a disadvantage for identifying high buildings 
from their shadows, Landsat images including the medium resolution do have their unique advantages for 
urban vertical growth study. Landsat imagery has covered a long time history since 1972 and the Landsat 
program is expected to function continuously in the future. These make the Landsat imagery very suitable 
for detecting urban growth during the last several decades. In addition, Landsat images are free and 
widely available now, and their medium resolution means that one Landsat image may cover a large area 
(e.g., a whole megacity or the main city area of a megacity like Guangzhou). These are all advantages of 
Landsat imagery for urban growth study. High resolution images, such as QuickBird images and LIDAR-
derived images, are good for identifying single buildings and their shapes more accurately in a small area. 
However, they are not practical for urban vertical growth study in a large area, because they do not cover 
a long time history and are usually not free and widely available, and more restrictively, they are very 
demanding in the number of images for studying the urban growth of a large city (maybe hundreds of 
images or more are needed for covering a large city). Therefore, Landsat images should be the major data 
source for studying urban growth of large cities over a long time period. Consequently, being able to 
utilize Landsat images to detect MTBs should be a unique merit of our method. This is essentially also a 
novelty of our research. Probably, the approach presented in this paper is the only existing technology and 
also the first such kind of studies that use Landsat images for urban vertical growth study.  
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3.5.3 Other imperfections 
Even though Landsat images are available, it is still not easy to obtain perfect images for the same time of 
different years with exactly the same sun elevation angles and sun azimuth angles. Thus, the estimated 
MTB area data from shadows for different years may not be completely identical in terms of the image 
parameters. In this study, due to the relatively larger sun elevation angle of the Landsat image for 1993, 
the detected MTBs for 1993 in Guangzhou are limited to high-rise buildings. This means that the MTB 
area data for 1993 are relatively underestimated when compared with the data for other two dates.  
      We only validated the estimated MTB area data for 2013 with an overall accuracy of 78.1%, due to 
the lack of high spatial resolution imagery of the study area at earlier dates (i.e. 1993 and 2001). 
However, it can be approximately deduced that the overall accuracy of MTB estimation for 2001 should 
be around 78% and the value for 1993 should be about 65%, according to the sun elevation angles of 
corresponding RS images used in this study (assuming the RS images for the three dates have similar 
quality). Nonetheless, the approximate amount or area of high buildings (i.e. MTB area data) and its 
change with time we obtained for Guangzhou are still very interesting, and they reflect the vertical urban 
growth process of the main city area of Guangzhou quite reasonably.  
      The MTB detection needs postclassified land cover images by the SS-coMCRF model, which needs to 
use expert-interpreted sample data for cosimulation. However, the sample data interpretation process from 
multiple sources could be time consuming. This burden may be partially relieved in further efforts by 
leveraging advanced algorithms or developing a new algorithm for the sample data interpretation process. 
There are some other imperfections with the method, which are minor. For example, if a building is 
located exactly on the south bank of a waterbody and its shadow falls into the waterbody, it cannot be 
identified using our method; if a building is located on a slope its shadow size may be impacted. These 
minor imperfections shouldn’t have large impacts on the results of detected MTBs in most situations. The 
information we want to know about the urban vertical growth in a megacity is not the exact height 
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changes of all buildings or the exact area of high buildings; rather, it is the approximate amount or area of 
high buildings and its overall change in local areas (i.e., 990m×990m grid cells in this study) over a 
period, which are sufficient to reflect the urban vertical change situation of a large city in several decades 
or a longer time. On this point, our results are quite reasonable and also very reflective to the urban 
development footprints of Guangzhou city.  
 
3.6 Conclusions 
An integrative framework for detecting urban horizontal and vertical growth using medium spatial 
resolution Landsat imagery is presented with grid cell analysis of detected urban growth data, and it is 
demonstrated to be promising by a case study of the main city area of Guangzhou. The case study shows 
that: (1) the final land cover/use classifications for three years all have an overall accuracy of over 90%; 
(2) the overall accuracy of MTB identification from detected building shadows, for a specific year of 
2013, is 78.1%; (3) over the period of 1993-2013, the total area of built-up areas in Guangzhou got 
doubled, and most of the increase happened in the southern and western regions of the city; and (4) in 
terms of vertical urban growth, increase in MTBs took place mainly in the central area of the city during 
1993-2001, and then mainly in surrounding areas of the previous city central area during 2001-2013, 
generally following the urbanization footprint subsequently. The temporal successive characteristic of 
vertical urban expansion following horizontal urban expansion, demonstrated in the case study of 
Guangzhou, may be an important finding for urban growth study, especially in China or other developing 
countries. 
      Correlation analyses on the relationships between urban horizontal and vertical growth and three 
major socioeconomic variables in Guangzhou show that both the urban horizontal growth and the urban 
vertical growth of the city are strongly associated with the increases of population density, real GDP, and 
fixed investment during 1993 to 2013. While population density is the major driving force of horizontal 
urban expansion, fixed investment is the major driving force of vertical urban expansion for the city as a 
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whole. In general, the integrative framework for urban growth detection and the case study results 
provided in this paper may be very helpful to better understanding urban growth and its relationship with 
local economic development of a large city. 
      While being able to utilize the widely available medium resolution Landsat images to detect MTBs is 
an outstanding merit, the suggested integrative method has some imperfections at present as discussed. 
For example, the MTBs identified from Landsat images are just a portion of existing MTBs (i.e., those 
MTBs with detectable shadows) in the area of a whole large city and their total occupied area can only be 
approximately estimated; it is still not easy to obtain high quality images for the same time of different 
years with the same sun elevation angles and sun azimuth angles; the sample data expert-interpretation 
needed by SS-coMCRF could be time consuming. Further study is necessary to reduce or eliminate these 
imperfections.  
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