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Biochemical oscillations are prevalent in living organisms. Systems with a small number of con-
stituents cannot sustain coherent oscillations for an indefinite time because of fluctuations in the
period of oscillation. We show that the number of coherent oscillations that quantifies the precision
of the oscillator is universally bounded by the thermodynamic force that drives the system out of
equilibrium and by the topology of the underlying biochemical network of states. Our results are
valid for arbitrary Markov processes, which are commonly used to model biochemical reactions. We
apply our results to a model for a single KaiC protein and to an activator-inhibitor model that con-
sists of several molecules. From a mathematical perspective, based on strong numerical evidence,
we conjecture a universal constraint relating the imaginary and real parts of the first non-trivial
eigenvalue of a stochastic matrix.
PACS numbers: 87.16.-b, 05.40.-a, 05.70.Ln
I. INTRODUCTION
Circadian rhythms [1], the cell cycle [2] and gene ex-
pression in somitogenesis [3] constitute examples of bio-
chemical oscillations that are of central importance for
the functioning of living systems. While older observa-
tions of biochemical oscillations were made with glycosis
[4], more recent advances include the observation of 24-h
oscillations of the phosphorylation level of the Kai pro-
teins that form the circadian clock of a cyanobacterium
[5, 6]. Synthetically engineered genetic circuits can also
display oscillatory behavior [7]. On the theoretical side,
the basic conditions for biochemical oscillations to set in
are well understood for deterministic rate equations that
ignore fluctuations [8]. Such rate equations correspond to
an effective description of an underlying set of chemical
reactions that is fully described by a stochastic chemical
master equation.
In principle, biochemical oscillations can happen in
a small system with large fluctuations in the chemical
species that oscillates, leading to variability in the period
of oscillations. Hence, stochastic biochemical oscillations
cannot be coherent for an indefinite time. The number
of coherent oscillations, which quantifies the precision of
the biochemical oscillator, is given by the time for which
oscillations remain coherent divided by the period of os-
cillation [9, 10]. In such a context, a relevant question is
as follows: Given a biochemical system with significant
fluctuations, what is the number of coherent oscillations
that can be sustained?
In a recent work related to this question, Cao et al. [10]
have investigated several stochastic models that display
biochemical oscillations. They demonstrated that this
number of coherent of oscillations increases with a larger
rate of entropy production, which quantifies the free en-
ergy consumption of the biochemical system. Their work
can be seen as part of the recent effort to understand
the relation between a certain kind of precision and free
energy consumption in biological systems, which include
studies on kinetic proofreading [11], adaptation [12], cel-
lular sensing [13–19], information processing [20–24], and
cost of precision in Brownian clocks [25]. In particular,
we have recently shown a general relation that establishes
the minimal energetic cost for a certain precision associ-
ated with a random variable like the output of a chemical
reaction. This thermodynamic uncertainty relation [26–
28] can be used to infer an unknown enzymatic scheme
in single molecule experiments [29] and yields a bound
on the efficiency of a molecular motor [30].
In this paper, we obtain a universal bound on the num-
ber of coherent oscillations that can be sustained in any
biochemical system that can be modelled as a Markov
process with discrete states. This universal bound de-
pends on the thermodynamic forces that drive the sys-
tem out of equilibrium and on the topology of the net-
work of states. Our results are derived from a conjecture
about the first non-trivial eigenvalue of a stochastic ma-
trix that we support with thorough numerical evidence.
Specifically, we obtain a bound on the ratio of the imagi-
nary and real parts of this eigenvalue that quantifies the
number of coherent oscillations. We illustrate our results
with a model for a single KaiC protein [31] and with an
activator-inhibitor model with several molecules [10].
The paper is organized as follows. We consider the
simple case of a unicyclic network in Sec. II. Our gen-
eral bound for arbitrary multicyclic networks is formu-
lated in Sec. III. In Sec. IV we apply our results to the
two models. We conclude in Sec. V. In Appendix A we
provide evidence for the bound for the case of unicyclic
networks. The relation between the number of coherent
oscillations and the Fano factor is discussed in Appendix
B. Numerical evidence for our conjecture is presented in
Appendix C. Appendix D is dedicated to the model for
a single KaiC. The relation between number of coher-
ent oscillation and the entropy production in analyzed
in Appendix E. Finally, Appendix F is dedicated to the
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FIG. 1. (Color online) Correlation function C1,1(t). The num-
ber of states is N = 100, A = 200, and the transition rates
are uniform with k− = 1. For this case XI ≃ 0.401, which
gives a period of 15.66, and XR ≃ 0.01655, as indicated by
the red solid line.
activator-inhibitor model.
II. UNICYCIC NETWORK
As a simple model for a biochemical oscillation we
start with a single enzyme E with the unicyclic reaction
scheme
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where k±i are transition rates. A generic transition from
state Ei to Ei+1 can represent, for example, a confor-
mational change, binding of substrate to the enzyme or
the release of a product from the enzyme. The thermo-
dynamic force driving this system out of equilibrium is
given by the affinity [32]
A ≡ ln
N∏
i=1
k+i /k
−
i , (2)
where Boltzmann’s constant kB multiplied by the tem-
perature T is set to kBT = 1 throughout in this paper.
For example, if one ATP is consumed and ADP + Pi
generated in the cycle in Eq. (1), then the affinity is the
chemical potential difference A = µATP − µADP − µPi .
The model from Eq. (1) follows the mas-
ter equation dP(t)/dt = LP(t), where P(t) =
{P1(t), P2(t), . . . , PN (t)}T is the vector of probabilities
to be in a certain state. The stochastic matrix L is de-
fined by
Lj,i ≡ k
+
i δi,j−1 + k
−
i δi,j+1 − (k
−
i + k
+
i )δi,j , (3)
where δi,j is the Kronecker delta, j − 1 = N for j =
1, and j + 1 = 1 for j = N . Let us assume that the
enzyme is phosphorylated only in state E1. The precision
of oscillations in the phosphorylation level of an enzyme
that is phosphorylated at time t = 0 is characterized
by the number of coherent oscillations in the correlation
function C1,1(t) plotted in Fig. 1, which is the probability
that the enzyme is in state E1 at time t given that the
enzyme was in state E1 at time 0, i.e.,
C1,1(t) ≡ [exp(Lt)P(0)]1 , (4)
where P(0) = {1, 0, 0, . . . , 0} and the subscript 1 indi-
cates the first component of the vector exp(Lt)P(0). For
large t, this correlation function tends to P st1 , which is
the stationary distribution for state 1. This stationary
distribution is the right eigenvector of the stochastic ma-
trix L that is associated with the eigenvalue 0.
The first nontrivial eigenvalue of the stochastic matrix
λ = −XR±XIi, gives the decay time X
−1
R and the period
of oscillations 2π/XI in Fig. 1. We characterize the
coherence of oscillations by the ratio [33]
R ≡ XI/XR, (5)
where the number of coherent oscillations [9, 10] is
XI/(2πXR) = R/(2π) .
For general Markov processes that fulfill detailed bal-
ance, which corresponds toA = 0 for the unicyclic model,
XI = 0 and there are no oscillations in correlation func-
tions. Hence, a non-zero driving affinity A is a necessary
condition for biochemical oscillations. In particular, for
the case of uniform rates in Eq. (1) given by k−i = k
− and
k+i = k
−eA/N , we obtain XR = [1−cos(2π/N)](k++k−)
and XI = sin(2π/N)(k+ − k−).
For the general unicyclic scheme in Eq. (1) with fixed
affinity A and number of states N , the ratio R is max-
imized for uniform transition rates, which leads to our
first main result
R ≤ cot(π/N) tanh[A/(2N)] ≡ f(A, N). (6)
Thus, the maximal number of coherent oscillations in
a unicyclic network is bounded by the thermodynamic
force A and by the network topology through the num-
ber of states N . The evidence for this bound is as follows.
For N = 3 we can show analytically that uniform rates
correspond to a maximum of R, whereas for larger N
we rely on extensive numerical evidence as shown in Ap-
pendix A. Specifically, we have confirmed this conjecture
up to N = 8 with both numerical maximization of R and
evaluation of R at randomly chosen rates. Similar to the
ratio R, the Fano factor associated with the probability
current is extremized for uniform rates [26, 29]. However,
as discussed in Appendix B, the bound in Eq. (6) and
this earlier bound on the Fano factor are different results,
i.e., one does not imply the other.
III. MULTICYCLIC NETWORKS
Biochemical networks are typically more complicated
than a single cycle. We now extend the bound from
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FIG. 2. (Color online) Multicyclic network. (a) Network of
states, with the three-state cycle marked with a magenta cir-
cle, the four-state cycle with the dashed red links and the
five-state cycle with the solid blue links. (b) Numerically eval-
uated R for randomly chosen rates against the bound (solid
red line). The points were generated according to the method
explained in Appendix C.
Eq. (6) to general multicyclic networks. As an exam-
ple, we consider an enzyme E that consumes a substrate
S and generates a product P . The enzyme has two bind-
ing sites, leading to the network of states shown in Fig.
2(a), which is a common model in enzyme kinetics [29].
The affinity that drives the system out of equilibrium is
the chemical potential difference between substrate and
product ∆µ = µS − µP .
This network of states has four types of cycles, as
shown in Fig. 2(a). There are cycles with three states
and affinity ∆µ, like the cycle E + S → ES → EP →
E+P ; cycles with four states and affinity 0, like the cycle
E + S +P → ES +P → ESP → EP + S → E + S +P ;
cycles with five states and affinity ∆µ, like the cycle
ES+S → ESS → ESP → EPP → EP +P → ES+P ;
and one cycle with six states and affinity 2∆µ, which is
the outer cycle in Fig. 2(a) that goes through all states.
Among all these cycles, the last one with A = 2∆µ
and N = 6 leads to the largest value of the func-
tion f(A, N). We have verified numerically that indeed
f(2∆µ, 6) bounds the ratio R with numerical maximiza-
tion and numerical evaluation at randomly chosen rates,
as shown in Fig. 2(b). The bound is saturated if the tran-
sition rates for the cycle with six states are uniform and
much faster than the rates associated with the three links
in the middle that are not part of the six-state cycle. In
this way, the multicyclic network corresponds effectively
to a unicyclic network with six states. In Appendix C,
we perform similar numerical tests for several multicyclic
networks that do not share any symmetry, and in all cases
the ratio R follows a similar bound.
Based on this numerical evidence we conjecture the
following universal bound on the ratio R. Consider an
arbitrary Markov process with a finite number of states
N on an arbitrary multicyclic network. The cycles are
labeled by α, with a number of states Nα ≤ N and affin-
ity Aα, where e
Aα is the product of forward transition
rates divided by backward transition rates over all links
in the cycle (see Appendix C). The affinity and number of
states of the cycle with the maximal value of f(Aα, Nα),
defined in Eq. (6), are denoted by A∗ and N∗, respec-
tively, i.e., f(A∗, N∗) = maxαf(Aα, Nα). The ratio R is
then bounded by
R ≤ f(A∗, N∗) ≤ A∗/(2π). (7)
The basic idea behind this bound is that the simple uni-
cyclic network in Eq. (1) is a building block for a generic
multicyclic network: any two point correlation function
cannot have a larger number of coherent oscillations than
the bound determined by its “best” cycle. Hence, the
number of coherent oscillations is bounded by the ther-
modynamic force A∗ and the topology of the network
of states, as characterized by N∗. Our bound in Eq. (7)
leads to two general necessary conditions for a large num-
ber of coherent oscillations, a large number of states and a
large maximal affinity. For biochemical models with irre-
versible transitions, e.g., the models in [9, 31], the affinity
A∗ formally diverges, and the bound in Eq. (7) becomes
R ≤ cot(π/N∗) ≤ cot(π/N). The weaker second inequal-
ity involving the total number of states N ≥ N∗ follows
from a known result about the eigenvalues of a discrete
time stochastic matrix [34–36]. For the case of a com-
plex network of states where identifying the large number
of states in a cycle is not feasible, like in the activator-
inhibitor model below, we can use the second inequality
in Eq. (7), based on limN→∞ f(A, N) = A/(2π). We
now proceed to illustrate this second main result in two
models.
IV. CASE STUDIES
A. Model for a single KaiC
First, we consider a model for a single KaiC hexamer
along the lines of the model proposed in [31]. The as-
sumptions entering the model, which is depicted in Fig.
3(a), are the following. A phosphate can bind to each one
of the six monomers, hence the phosphorylation level of
the hexamer varies from i = 0, with no phosphate, to
i = 6, with all monomers phosphorylated. Each of the
six monomers can be either active or inactive. However,
either all monomers are active or all monomers are in-
active, since the energetic cost of having two monomers
with different conformations is high enough to avoid such
configurations. There are a total of 14 states, denoted
by Ci for i phosphorylated active monomers and C˜i for i
phosphorylated inactive monomers. If the hexamer is ac-
tive, phosphorylation reactions occur and if the hexamer
is inactive only dephosphorylation reactions occur.
The transition rates of this model for a single KaiC
protein are given in the caption of Fig. 3(a). The pa-
rameter ∆µ is the chemical potential difference of ATP
hydrolysis. The parameter E sets the energy of a state
that depends on the hexamer activity and on the phos-
phorylation level. If the hexamer is active the energy of
a state Ci is Ei/6 and if it is inactive the energy of an
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FIG. 3. (Color online) Model and results for a single KaiC
protein. (a) For the vertical arrows, the transition rates are
γe∆µ/2 for the larger arrow and γeE/6 for the small arrows.
For the horizontal arrows, the transition rate from Ci to
C˜i is ke
χE(i−3)/3 and the transition rate from C˜i to Ci is
keχ˜E(3−i)/3, where χ (χ˜) is an indicator function that is zero
(one) for i = 0, 1, 2, 3 and one (zero) for i = 4, 5, 6. (b) Ratio
R as a function of ∆µ. The dots were obtained by numerical
maximization of R with respect to the parameters γ and E,
where k = 1. The dotted red line represents R for k = 1,
γ = e5, and E = 10. The blue solid line is the bound f(A, N)
for A = 6∆µ and N = 14.
state C˜i is E(6− i)/6. This parametrization implies that
the transition rate from C6 to C˜6 and the transition rate
from C˜0 to C0 are both larger than the rates for the re-
spective reversed transitions. The parameters k and γ
are related the time-scales of changes in the phosphory-
lation level and conformational changes between active
and inactive, respectively.
The phosphorylation level of the KaiC protein oscil-
lates with the number of coherent oscillations given by
R/(2π), as shown in in Appendix D. The cycle with the
largest value of the function f(A, N) is the cycle that
goes through all N = 14 states with A = 6∆µ, which is
marked with the red arrows in Fig. 3(a). Hence, for this
model we have R ≤ f(6∆µ, 14), as shown in Fig. 3(b).
For fixed E and γ we obtain the red dashed curve in
Fig. 3(b) for R as a function of ∆µ. Interestingly, while
the number of coherent oscillations has a maximum, af-
ter which it decreases to zero with increasing ∆µ, the
entropy production from stochastic thermodynamics [32]
is an increasing function of ∆µ. Hence, the number of
coherent oscillations can also decrease with an increase
of the rate of free energy consumption, which provides
a counter example to the relation between the number
of coherent oscillations and energy dissipation inferred in
[10]. We discuss the relation between R and the entropy
production further in Appendix E.
The maximal number of coherent oscillations R/(2π)
that can be achieved in this model is strictly speaking
less than 1. If a single molecule does not have a large
number of states, several coherent oscillations can only be
sustained in a system with many molecules as we discuss
next in our second example.
B. Activator-inhibitor model
We consider the activator-inhibitor model from [10],
see Fig. 4(a). The main components of this model
are inhibitors X , activators R and enzymes M that can
be in four different states. The enzyme goes through a
phosphorylation cycle over these four states, hydrolyzing
one ATP thus liberating a free energy ∆µ. The enzyme
M in its phosphorylated form (Mp) activates R and X ,
whereas X inhibits R. Furthermore, the enzymeM must
bind an R in order to phosphorylate. Hence, R activates
the production of R and X , while X inhibits R. This
feedback loop leads to oscillations in, for example, the
number of species X . Finally, there is a phosphatase K
that must bind to the enzyme M for the dephosphoryla-
tion reaction. Further details of the model are given in
Appendix F.
Two important aspects about the behavior of this
model are the following. First, the number of oscillations
increases with ∆µ and saturates for large enough ∆µ.
Second, in order for different enzymes M to synchronize
their cycles, they must compete for the smaller number
of phosphatase NK < NMT , where NMT is the total num-
ber of enzymes, as explained in Appendix F. However, if
NK is too small, the number of enzymes that synchronize
is also too small to generate oscillations. Hence, there is
an optimal value for NK . These features are shown Fig.
4(b).
Due to the complex network of states of this model we
bound the ratio R with the second inequality in Eq. (7).
The largest affinity A∗ is given by A∗ = ∆µNMT , which
corresponds to a cycle where all enzymes M go through
their cycles in a synchronized way.
As shown in Fig. 4(b), the values of R obtained with
numerical simulations are approximately one order of
magnitude below the fundamental limit set by our bound
of NMT∆µ/(2π), which gives R ≃ 796 for ∆µ = 10.
This result is reasonable, as saturating the bound in a
multicyclic network requires transition rates such that
an optimal cycle dominates, which is not the case for the
present model. The realization of this optimal cycle in a
stochastic trajectory would require an unlikely sequence
of events that all enzymesM go through their own cycles
in a synchronized way.
For the case of a close to optimal value of NK that
maximizes R, the number of enzymes M that synchro-
nize is roughly NK . Hence, cycles with an affinity ∆µNK
should be typical. Guided by our bound, it is then in-
teresting to compare the value of R with the estimate
∆µNK/(2π). As shown in Fig. 4(b), indeed this number
can give an approximate value of R, typically overesti-
mating R. The estimate is best for NK = 30 and for
∆µ = 10. For large ∆µ the bound grows linearly, while
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FIG. 4. (Color online) The activator-inhibitor model. (a)
Scheme representing the chemical reactions in the model,
where a blue arrow represents activation and the red lines with
an square at the end represents inhibition. The four forms of
the enzyme are free enzyme M , the species R bound to the
enzymeMR, phosphorylated enzymeMp and phosphorylated
enzyme bound to a phosphatase MpK. (b) Numerical results
for the ratio R. The number of enzymes is NM = 500. The
points were obtained from numerical simulation as explained
in Appendix F and the solid lines represent the estimate of
the R given by NK∆µ/(2pi). The optimal number of oscilla-
tions takes place close to NK = 30, with NK = 20 there were
practically no oscillations and with NK = 50 the number of
oscillations gets considerably smaller.
R saturates. Our results then indicate that this esti-
mate works well in the regime where ∆µ is close to its
saturation value and NK is close to its optimal value.
Even though this heuristic argument is restricted to this
model, if competition for some scarce molecule that lead
to synchronization is present in the biochemical system,
e.g., in the model for the Kai system from [31], a simi-
lar reasoning that leads to an estimate of the number of
coherent oscillations should be valid.
V. CONCLUSION
In summary, we have conjectured a new bound on the
number of coherent biochemical oscillations for systems
with large fluctuations. Our universal result depends
only on the thermodynamic forces that drive the system
out equilibrium and on the network topology through the
cycle with the largest function f from Eq. (6). Knowl-
edge of the chemical potential differences and the network
of states of a biochemical system thus leads to a bound
on the number of coherent oscillations. As illustrative
examples, we obtained the largest number of oscillations
that can be sustained by a single KaiC hexamer and an-
alyzed the activator-inhibitor model, showing that our
bound is also valid in models with a number of molecules
that is large enough to make the network of states com-
plicated but small enough to keep fluctuations relevant
and, therefore, make a description in terms of determin-
istic rate equations inappropriate.
It remains to be seen whether and how our bound can
be used as a guiding principle to understand how systems
like circadian clocks have evolved and to engineer systems
with precise oscillations in synthetic biology. Our results
apply to autonomous biochemical oscillators. Analyzing
the relation between precision and thermodynamics for
biochemical oscillators that are coupled to an external
periodic signal is an interesting direction for future work.
Finally, a rigorous mathematical proof of our conjecture
about the first excited eigenvalue of a stochastic matrix
is an open problem for the theory of Markov processes.
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Appendix A: Evidence for unicyclic network
We discuss the evidence for the bound in Eq. (6) for
the unicyclic scheme. The mathematical problem is to
calculate the first non-trivial eigenvalue of the stochastic
matrix
Lj,i ≡ k
+
i δi,j−1 + k
−
i δi,j+1 − (k
−
i + k
+
i )δi,j , (A1)
where δi,j is the Kronecker delta, j−1 = N for j = 1, and
j+1 = 1 for j = N . The absolute value of the imaginary
(real) part of this eigenvalue is denoted XI (XR).
For the case N = 3 this eigenvalue can be exactly
calculated with some algebra, leading to
R ≡ XI/XR =
√
4C1/C22 − 1, (A2)
where
C1 ≡k
−
1 k
−
2 + k
−
1 k
−
3 + k
−
2 k
−
3 + k
+
1 k
+
2 + k
+
1 k
+
3 + k
+
2 k
+
3
+ k−1 k
+
2 + k
−
2 k
+
3 + k
−
3 k
+
1 (A3)
and
C2 ≡ k
+
1 + k
+
2 + k
+
3 + k
−
1 + k
−
2 + k
−
3 . (A4)
If 4C1 < C
2
2 , there are no oscillations in correlations func-
tions. We want to find the transition rates that maximize
R for a fixed affinity
A ≡ ln
(
N∏
i=1
k+i /k
−
i
)
. (A5)
This maximum can be found with the Lagrange function
Λ({k+i }, {k
−
i }, α) = 4C1/C
2
2 −α(k
+
1 k
+
2 k
+
3 − k
−
1 k
−
2 k
−
3 e
A),
(A6)
6FIG. 5. (Color online) Scatter plot for the unicyclic model
with N = 4. The bound in Eq. (6) is represented by the solid
red line. The rate k+1 was set to k
+
1 = e
Ak−1 k
−
2 k
−
3 /(k
+
2 k
+
3 ),
the other seven rates were randomly chosen as 10x, with x
uniformly distributed between −3 and 3. For this figure, we
have evaluated R for 107 sets of rates.
where α is a Lagrange multiplier. The derivatives of Λ
with respect to the transition rates are given by
dΛ
dk+1
=
4(k+2 + k
+
3 + k
−
3 )
C22
− 8
C1
C32
− k+2 k
+
3 α (A7)
and
dΛ
dk−1
=
4(k−2 + k
+
2 + k
−
3 )
C22
− 8
C1
C32
+ eAk−2 k
−
3 α. (A8)
Due to symmetry, it is easy to deduce the derivatives
with respect to k±2 and k
±
3 from the above expressions.
If we substitute uniform rates k−i = k
− and k+i = e
A/3k−
in the above expressions, we obtain that both derivatives
become zero with a Lagrange multiplier
α =
4e−2A/3(eA/3 − 1)
9(eA/3 + 1)3(k−)3
. (A9)
Hence, we have proved that R is extremized for uniform
rates. We can easily evaluate R for specific rates and
check that uniform rates indeed correspond to a maxi-
mum.
For larger N , up to N = 8, we have calculated this
eigenvalue numerically. We have maximized the ratio R
numerically and observed that it is maximized for uni-
form rates in all cases, providing convincing evidence for
the bound in Eq. (6). As an independent check we have
also evaluated R numerically for randomly chosen rates.
As an example, we show a scatter plot obtained with this
method in Fig. 5.
Appendix B: Relation between R and the Fano
factor
We now explain the difference between the bound in
Eq. (6) and a bound on the Fano factor F obtained
in [26, 29]. This Fano factor is given by F = 2D/J ,
where J is the average probability current and D the dif-
fusion constant associated with the current [26]. This
bound on the Fano factor can be written as F−1 ≤
N tanh[A/(2N)], where the quantity F−1 is also max-
imized for uniform rates. Furthermore, for uniform rates
2D = (k+ + k−)/N
2 and J = (k+ − k−)/N , implying
XI = sin(2π/N)NJ and XR = [1 − cos(2π/N)]N22D.
Nevertheless, for arbitrary transition rates there is no
such simple relations, with a prefactor that only depends
on N , between XI (XR) and J (D).
For uniform rates R = F−1N−1 cot(π/N). Since R
can be zero even out of equilibrium and F−1 becomes zero
only in equilibrium, we know that F−1N−1 cot(π/N) can
be larger than R. Evaluating R and F at different rates
we find thatR can also be larger than F−1N−1 cot(π/N).
Hence, the bound on the Fano factor from [26, 29] does
not imply our result in Eq. (6). Their main similarity is
that both the Fano factor F and the ratio R are extrem-
ized for uniform rates: it is common to find a function of
several variables that is extremized at a symmetric point.
Appendix C: Evidence for multicyclic networks
In this appendix we explain the numerical evidence for
the bound in Eq. (7) for multicyclic networks. For all
cases, we have confirmed our bound with numerical cal-
culation of the first nontrivial eigenvalue of the stochastic
matrix. We have confirmed the bound with both numer-
ical maximization of R and by evaluating R at randomly
chosen transition rates.
As a first example of a multicyclic network, we con-
sider the network with four states shown in Fig. 6(a).
The numbers represent states and the links between them
represent transition rates that are not zero. A transition
rate from state i to j is denoted kij . This network has
three cycles: two cycles with three states C1 = (1, 2, 4, 1)
and C2 = (1, 3, 4, 1), and one cycle with four states
C3 = (1, 2, 3, 4, 1). The affinity of cycle C1 is
A1 ≡ ln
k12k24k41
k21k42k14
, (C1)
and the affinity of cycle C2 is
A2 ≡ ln
k13k34k41
k31k43k14
. (C2)
The affinity of C3, which is not independent of A1 and
A2, can be written as
A3 = A1 −A2. (C3)
For the results shown in Fig. 6(b), which confirm our
bound for this network, we have set the affinities of the
cycles as A1 = 3∆µ/2 and A2 = ∆µ, which leads to
A3 = ∆µ/2. As shown in Fig. 6(b), the cycle with the
73
2
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FIG. 6. (Color online) First example of a multicyclic network.
(a) Network of states. (b) Numerical evidence of the bound.
The dashed red line is the function f(3∆µ/2, 3) and the solid
red line the function f(∆µ/2, 4). The large blue dots were
obtained with numerical maximization of R and the black
dots were obtained by evaluating R at randomly generated
transition rates. We have generated two sets of 107 points
each. For one set we have chosen eight independent rates as:
k24, k43, and k31 were set to e
∆µ/810x; k21, k34, and k42 were
set to 10x ; k14 was set to e
−5∆µ/410−510x and k41 as set to
10−510x; where x is uniformly distributed between −3 and
3. The remaining rates k12 and k13 were determined by the
relations (C1) and (C2), respectively. For the other set the 8
independent rates were chosen as 10x.
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FIG. 7. (Color online) Second example of a multicyclic net-
work. (a) Network of states. (b) Numerical evidence of the
bound. The solid red line is the function f(∆µ, 4). The
large blue dots were obtained with numerical maximization
of R and the black dots were obtained by evaluating R at
randomly generated transition rates. We have generated 107
points, choosing 9 independent transition rates as 10x, with x
uniformly distributed between −2 and 2. The remaining tran-
sition rates k12, k13, and k42 were determined by the affinities
in Eqs. (C4) , (C5) , and (C6).
largest value for the function f(Aα, Nα), where Nα is
the number of states of cycle α, depends on the value
of ∆µ. For ∆µ < 10.38 the cycle with largest value for
this function is C1 with f(3∆µ/2, 3). For ∆µ > 10.38
the cycle with largest value for this function is C3 with
f(∆µ/2, 4).
The second multicyclic network has four states and is
fully connected, as shown in Fig. 7(a). For this network
we have one cycle four states and four cycles with three
states. We fix the affinities of these cycles as
A1 = ln
k12k23k34k41
k21k32k43k14
= ∆µ, (C4)
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FIG. 8. (Color online) Third example of a multicyclic net-
work. (a) Network of states. (b) Numerical evidence of the
bound. The solid red line is the function f(∆µ, 6). The
large blue dots were obtained with numerical maximization
of R and the black dots were obtained by evaluating R at
randomly generated transition rates. We have generated 107
points, choosing 12 independent transition rates as 10x, with
x uniformly distributed between −2 and 2. The two remain-
ing transition, k25 and k36, were determined by the affinities
in Eqs. (C9) and (C10).
A2 = ln
k12k23k31
k21k32k13
= 0, (C5)
A3 = ln
k12k24k41
k21k42k14
= 0, (C6)
where from now on we define the cycles through their
affinities. These three affinities determine the values of
the two remaining affinities as
A4 = ln
k13k34k41
k31k43k14
= ∆µ, (C7)
A5 = ln
k23k34k42
k32k43k24
= ∆µ. (C8)
The cycle leading to the maximal value of f(Aα, Nα) is
the cycle with four states and affinity A1 = ∆µ. The
numerical results illustrating the bound R ≤ f(∆µ, 4)
for this network is shown in Fig. 7(b).
Our third example is the network with six states and
three cycles shown in Fig. 8(a). The affinity of the cycle
with six states is fixed as
A1 = ln
k12k23k36k65k54k41
k21k32k63k56k45k14
= ∆µ. (C9)
We also fix the affinity
A2 = ln
k12k25k54k41
k21k52k45k14
= ∆µ. (C10)
These two affinities determine the affinity of the third
cycle as
A3 = ln
k23k36k65k52
k32k63k56k25
= 0. (C11)
The dominant cycle is the one with affinity A1 = ∆µ
and six states. The numerical evidence for the bound
R ≤ f(∆µ, 6) is shown if Fig. 8(b)
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FIG. 9. (Color online) Fourth example of a multicyclic net-
work. (a) Network of states. (b) Numerical evidence of the
bound. The solid red line is the function f(∆µ, 5). The
large blue dots were obtained with numerical maximization
of R and the black dots were obtained by evaluating R at
randomly generated transition rates. We have generated 107
points, choosing 11 independent transition rates as 10x, with
x uniformly distributed between −2 and 2. The three remain-
ing transition rates, k51, k52 and k42, were determined by the
affinities in Eqs. (C12), (C13) and (C14).
The fourth and last example is the network with five
states and five cycles shown in Fig. 9(a). The affinity of
the five states cycle is set to
A1 = ln
k12k23k34k45k51
k21k32k43k54k15
= ∆µ. (C12)
There are two four states cycles with affinities
A2 = ln
k23k34k45k52
k32k43k54k25
= ∆µ, (C13)
and
A3 = ln k12k24k45k51k21k42k54k15 = 0. (C14)
These three affinities determine the affinity of the two
remaining three states cycles,which are
A4 = ln
k23k34k42
k32k43k24
= ∆µ, (C15)
and
A5 = ln
k12k25k51
k21k52k15
= 0. (C16)
The dominant cycle has affinity A1 = ∆µ and five states.
The numerical evidence for the bound R ≤ f(∆µ, 5) is
shown in Fig. 9(b).
For the multicyclic network given in Fig. 2 we
have performed a similar analysis. This network
has a total of 11 cycles. We identify the states
E,ES,EP,ESS,ESP,EPP in Fig. 2 as 1, 2, 3, 4, 5, 6,
respectively. We have generated two sets of points. The
first set has 109 points and we just accepted results ful-
filling R ≥ tanh(∆µ/8). For this set we have chosen
the rates k12, k31, k45, and k56 as e
∆µ/610(2+x)/2; the
rates k21, k25, k32, k35, k36, k42, k52, k53, k54, k56, and
k65 as 10
x; with x uniformly distributed between −2 and
2. The four remaining rates k13, k23, k24, and k63 were
determined by the constraints set by the affinities. The
second set has 107 points and the 14 independent rates
were chosen as 10x, with x uniformly distributed between
−2 and 2.
In summary, we have confirmed our bound numerically
for four different networks aside from the one displayed in
Fig. 2. Since these networks do not share any symmetry,
our full numerics provides strong evidence for our bound
conjectured in Eq. (7).
Appendix D: Phosphorylation level in the model for
a single KaiC
We show that the phosphorylation level of the KaiC
protein displays oscillations, with the number of coherent
oscillations characterized by the ratio R.
For the single KaiC model we analyze in Sec. IVA,
the stochastic matrix reads


−r1 eE/6γ 0 0 0 0 0 0 0 0 0 0 0 eEk
e∆µ/2γ −r2 e
E/6γ 0 0 0 0 0 0 0 0 0 e2E/3k 0
0 e∆µ/2γ −r2 eE/6γ 0 0 0 0 0 0 0 eE/3k 0 0
0 0 e∆µ/2γ −r2 eE/6γ 0 0 0 0 0 k 0 0 0
0 0 0 e∆µ/2γ −r3 e
E/6γ 0 0 0 k 0 0 0 0
0 0 0 0 e∆µ/2γ −r4 eE/6γ 0 k 0 0 0 0 0
0 0 0 0 0 e∆µ/2γ −r5 k 0 0 0 0 0 0
0 0 0 0 0 0 eEk −r1 eE/6γ 0 0 0 0 0
0 0 0 0 0 e2E/3k 0 e∆µ/2γ −r2 eE/6γ 0 0 0 0
0 0 0 0 eE/3k 0 0 0 e∆µ/2γ −r2 eE/6γ 0 0 0
0 0 0 k 0 0 0 0 0 e∆µ/2γ −r2 eE/6γ 0 0
0 0 k 0 0 0 0 0 0 0 e∆µ/2γ −r3 eE/6γ 0
0 k 0 0 0 0 0 0 0 0 0 e∆µ/2γ −r4 eE/6γ
k 0 0 0 0 0 0 0 0 0 0 0 e∆µ/2γ −r5


(D1)
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FIG. 10. (Color online) Phosphorylation level of the KaiC
protein. The parameters of the model are set to k = e0.48097 ,
γ = e10.3475, E = 19.86 and A = 20. Numerical calculation
of the first eigenvalue gives XR ≃ 6.82×10
7 and XI ≃ 29.8×
107, which gives R ≃ 4.37. The red solid line represents an
exponential function with decay exponent XR.
where r1 ≡ k + γe∆µ/2, r2 ≡ k + γeE/6 + γe∆µ/2, r3 ≡
keE/3+γeE/6+γe∆µ/2, r4 ≡ ke
2E/3+γeE/6+γe∆µ/2, and
r5 ≡ keE+γeE/6. The first seven states are related to the
inactive form of the protein, with state 1 corresponding
to C0 and state 7 corresponding to C6. The last seven
states are related to the active form of the protein, with
state 8 corresponding to C˜6 and state 14 corresponding
to C˜0.
The phosphorylation level of the protein is a state func-
tion. Its average is given by the expression
G(t) =
6∑
i=0
i[PCi(t) + PC˜i(t)], (D2)
PCi(t) is the probability of configuration Ci at time t.
Initially the phosphorylation level is zero with the protein
in state C0, i.e., PC0(0) = 1. The probabilities at time t
can be calculated with the expression
P(t) = exp(Lt)P(0), (D3)
where P(0) = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T and L
given in Eq. (D1). We have calculated the phospho-
rylation level of the KaiC protein as a function of time
from Eq. (D2) and Eq. (D3). The result is shown in
Fig. 10. Clearly the exponential decay of the amplitude
and the period of oscillation are determined by the first
eigenvalue of the matrix in Eq. (D1) (see caption of Fig.
10).
Appendix E: Relation between R and entropy
production
In this appendix, we discuss the relation between the
ratio R and the entropy production from stochastic ther-
modynamics [32], which we denote by σ.
For a unicyclic network with uniform rates k+ =
0 0.5 1
∆Q
0
0.05
0.1
0.15
0.2
R
(a)
150 200 250 300
∆Q
1
2
3
4
R
(b)
FIG. 11. Relation between energy dissipation and number
coherent oscillations. (a) Unicyclic model with N = 3, k−1 =
k−2 = k
−
3 = 1, k
+
1 = k3+ = e
A/4 and k+2 = e
A/2. (b) Model
for a single KaiC with k = 1, γ = e5, and E = 10.
eA/Nk− this entropy production is given by
σ = (A/N)(eA/N − 1)k−. (E1)
For large N , we obtain R = A/2π, as in Eq. (6),
and, from XI = (e
A/N − 1)k− sin(2π/N), we obtain
∆Q ≡ 2πσ/XI = A. If σ is interpreted as the rate
of heat dissipated to the environment [32], ∆Q is the
dissipated heat per period of oscillation. Hence, for a
unicyclic network with large number of states N , we find
R−1 = 1/∆Q. (E2)
This expression is a particular case of the relation found
in [10], which states that after some critical value ∆Qc,
for which oscillations set in, the inverse of the number
of biochemical oscillations decay to some plateau with
(∆Q−∆Qc)−1. For our particular case both ∆Qc and the
plateau are zero. In [10] this relation was demonstrated
to be fulfilled for several different models.
While this relation is true for an unicyclic network with
uniform rates that maximize R, for arbitrary rates R
can also decrease with an increase in ∆Q. The entropy
production for the generic unicylic model in Eq. (1) reads
σ = A(PNk
+
1 − P1k
−
1 ), (E3)
where Pi is the stationary probability of state i. As an
example, we consider the unicyclic model for N = 3 with
k−1 = k
−
2 = k
−
3 = 1, k
+
1 = k
+
3 = e
A/4 and k+2 = e
A/2. In
Fig. 11(a) we show thatR as a function of∆Q = 2πσ/XI
has a maximum, where we vary the affinity A. Therefore,
the number of coherent oscillations can also decrease with
an increase in energy dissipation. A similar behavior has
been observed in [33], with the main difference that in-
stead of varying ∆µ the authors vary the temperature.
The maximum of R as a function of temperature was
identified as stochastic resonance.
The same maximum was also observed for the single
KaiC model, as shown in Fig. 11(b). In this case, the
entropy production can be written as
σ = ∆µγ
5∑
i=0
(
e∆µ/2PCi − e
E/6PCi+1
)
, (E4)
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where PCi is the stationary probability of state Ci. In
this expression we used the Schnakenberg cycle decom-
position of the entropy production [32].
Appendix F: Activator-inhibitor model
In this appendix, we define the activator-inhibitor
model from [10]. The model has four different chemi-
cal species: the activator R, the inhibitor X , the enzyme
M and the phosphatase K. An enzymeM can be in four
different states, which form the phosphorylation cycle
M +R+K +ATP
k+
1−−⇀↽−
k−
2
MR+K +ATP
k+
2−−⇀↽−
k−
3
Mp +ADP +K +R
k+
3−−⇀↽−
k−
4
MpK +ADP +R
k+
4−−⇀↽−
k−
1
M +ADP + Pi +K +R. (F1)
The concentrations of ATP , ADP and Pi are assumed to
be fixed. From the generalized detailed balance relation,
the rates in Eq. (F1) fulfill
e∆µ = k+1 k
+
2 k
+
3 k
+
4 /(k
−
1 k
−
2 k
−
3 k
−
4 ) (F2)
where ∆µ is the free energy liberated in one ATP hy-
drolysis. The activator R catalyzes the phosphorylation
of the enzyme M and the phosphatase K catalyzes the
dephosphorylation of M .
The enzyme in the phosphorylated state Mp catalyzes
the creation of both the activator R with rate l0 and the
inhibitor X with rate l3. The activator R can also be
spontaneously created with a rate l1. The inhibitor X
catalyzes the degradation of R with rate l2 and can be
spontaneously degraded with a rate l4. Hence, we have
the following chemical reactions
Mp
l0−⇀↽−
ǫ
Mp +R,
∅
l1−⇀↽−
ǫ
R,
X +R
l2−⇀↽−
ǫ
X,
Mp
l3−⇀↽−
ǫ
Mp +X,
X
l4−⇀↽−
ǫ
∅. (F3)
These are equilibrium reactions and a cycle that involves
only them must have zero affinity. The only way to get
a cycle with nonzero affinity in this model is to use the
chemical reactions in Eq. (F1). The reversed rates ǫ
are assumed to be very small so that we can set them to
zero. Formally, they must be nonzero for thermodynamic
consistency, however, in a numerical simulation we can
just set them to zero, instead of using a very small ǫ that
will lead to the same results.
The total number of enzymes NMT = NM +NMpK +
NMp + NMR, and that of phosphatases NK are con-
served. The number of activators R fulfills NR ≥ 1
and the number of inhibitors X fulfills NX ≥ 1. A
state of the system is then determined by the vector
N = (NR, NX , NM , NMpK , NMp , NMR). The volume
of the system is written as V and the concentration
of the chemical species X , for example, is denoted by
nX ≡ NX/V . The master equation that defines this
model reads
d
dt
P (N) = (l0NMp + l1)P (NR − 1, . . .) + l2nX(NR + 1)P (NR + 1, . . .)
+ (l3NMp)P (. . . , NX − 1, . . .) + l4(NX + 1)P (. . . , NX + 1, . . .)
+ k−1 (NM + 1)(nK − nMpK + δ)P (. . . , NM + 1, NMpK − 1, . . .)
+ k+1 (NM + 1)(nR − nMR + δ)P (. . . , NM + 1, . . . , NMR − 1)
+ k−2 (NMR + 1)P (. . . , NM − 1, . . . , NMR + 1) + k
+
2 (NMR + 1)P (. . . , NMp − 1, NMR + 1)
+ k−3 (NMp+1)(nR − nMR + δ)P (. . . , NMp + 1, NMR − 1) + k
+
3 (NMp + 1)(nK − nMpK + δ)P (. . . , NMpK − 1, NMp + 1, . . .)
+ k−4 (NMpK + 1)P (. . . , NMpK + 1, NMp − 1 . . .) + k
+
4 (NMpK + 1)P (. . . , NM − 1, NMpK + 1, . . .), (F4)
where P (N) is the probability to be in state N at time
t and δ ≡ 1/V . Note that the rates l2, k
±
1 , k
±
3 have
dimension V −1t−1, whereas the other rates have dimen-
sion t−1. In the above equation, we set to zero the
probability of configurations that violate the constraints
NR ≥ 1, NX ≥ 1, NMT = NM + NMpK + NMp + NMR
and NK ≥ NMpK .
We have performed continuous time Monte Carlo simu-
lations of this model and calculated the correlation func-
tion
C(t) ≡ 〈(NX(t)− 〈NX〉)(NX(0)− 〈NX〉)〉, (F5)
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FIG. 12. (Color online) Numerical simulation of the activator-
inhibitor model. Parameters are set to ∆µ = 12 and NK =
30. The variable n in (b) labels the the peak in (a). The solid
red line in (b) is an exponential fit to the data that gives
R ≃ 2pi/0.12301 ≃ 51.1.
where the brackets denote an average over stochastic tra-
jectories and 〈NX〉 is the average number of X in the
stationary state. The initial condition NX(0) was sam-
pled from the stationary distribution: in a simulation we
let the system reach the stationary state before the time
t = 0.
The oscillating correlation function is shown in Fig.
12(a). The results presented in Fig. 4 were obtained
in the following way. We have adjusted an exponential
function to the peaks of the oscillation as shown in Fig.
12(b). The exponent gives T/τ , where T is the period of
oscillation and τ the decay time. The ratio R was then
estimated as R = 2πτ/T . The parameters of the model
are similar to the parameters used in [10]. They were set
to V = 50, NMT = 10V , l0 = l2 = l3 = 1, l1 = 0.4,
l4 = 0.5, k
+
2 = k
+
4 = k
−
2 = k
−
4 = 15, k
+
1 = k
+
3 = 100, and
k−1 = k
−
3 = 100e
−∆µ/2. For the number of phosphatases
we took NK = 30, 40, 50 and for the driving force ∆µ =
10, 12, 14, 16, 18, 20.
An important aspect of this model from Sec. IVB is
that the competition for a small number of phophatase
K synchronizes the cycles of different enzymesM . If NK
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FIG. 13. (Color online) Stochastic trajectories of the
activator-inhibitor model. The black trajectory shows the
number of enzymes in state M , the red in state MR, the
green in state Mp, and the blue in state MpK. Parameters
are set to ∆µ = 20 and for (a) NK = 30 and (b) NK = 150.
is too small we have no oscillations in Mp. If NK is too
large, the lack of competition for the phosphatase K hin-
ders oscillations in Mp. This feature is demonstrated in
Fig. 13, where we show two time series of the four dif-
ferent states of the enzyme for NK = 30 and NK = 150.
For NK = 30 we see clear oscillations, with the number
NMpK oscillating roughly between 0 and 30. Whenever
NMpK(t) = 30, there is no phosphatase left and several
enzymes get stuck in state Mp, synchronizing the phos-
phorylation cycles of these enzymes. For NK = 150, the
number NMpK stays below 150. Hence, there is always
free phosphatase in the system, resulting in no synchrony
between different enzymes.
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