Abstract-The usage of wireless sensor networks (WSNs) to monitor a region is an important functionality in defense and security applications. In these applications, a fundamental issue is to determine the minimum degree of coverage in the concerned region. The past researches focus on the binary disk sensing model, where sensors are assumed to be accurate in detecting targets within their sensing ranges. In this paper, we investigate the coverage problem under a more realistic model, the probabilistic sensing model, in which the probability of detection by a sensor decays with the distances. We generalize the coverage problem to the probabilistic sensing model and propose an algorithm to calculate the minimum degree of coverage. The accuracy of the proposed algorithm is verified via simulations.
I. INTRODUCTION
As the wireless communication and micro electro sensing systems continue to advance, low-cost and tiny sensor devices are widely adopted in various applications. The sensors are equipped with capabilities of environmental sensing, data processing, and communications. Due to the constraints in power and hardware, a single sensor monitors only a small neighboring area, while the large scale monitoring requires the construction of a wireless sensor network (WSN) composed of multiple sensors. The studies of WSN coverage can be applied to military surveillance, geological exploring, and biological monitoring, etc. In recent research [1] , WSN is combined with cloud computing for real time data collection and resource conservation.
The physical limitations and resources such as power supply impose severe constraints on the operation of sensors. The desired functionalities of WSNs include monitoring the region with desired degree of coverage, communicating without obstruction, and operating with low power consumption. Therefore, numerous research interests have been devoted to the deployment of WSNs and their coverage, communications, and cooperative data processing. Among various issues in WSNs, the coverage problem and the connectivity problem have been regarded as crucial foundations, which many applications rely upon. The coverage problem focuses on the surveillance of the region of interest by using the WSNs. The connectivity problem concerns the information gathering and propagation among nodes within the WSN. The WSN resource conservation is also widely discussed and is usually modeled as an optimization problem.
A. Related Works on WSN Coverage
A detailed survey can be found in [2] . A brief review is presented in the following.
B. Contributions in this Paper
The existing works use the binary disk model, where the target is detected by sensor s with probability one if it is within a given distance to s, and zero otherwise. In physical scenarios, the energy emitted by the target attenuates with the increase of the distance, and therefore the probability of detection decreases with the increase of distance. The binary disk sensing model is unable to model the attenuation of detection probability. A more realistic model, the probabilistic sensing model, was proposed by Zou and Chakrabarty [17] . In the probabilistic sensing model, the detection probability ρ of a sensor is a decreasing function of distances. The formal description of the probabilistic sensing model is given in Section II.
In this paper, we generalize the k-coverage problem proposed by Huang and Tseng [3] to the probabilistic sensing model. The conventional k-coverage problem is a decision problem which determines if every point in a region is 2012 IEEE Wireless Communications and Networking Conference: Mobile and Wireless Networks 978-1-4673-0437-5/12/$31.00 ©2012 IEEEmonitored by at least k sensors under the binary disk sensing model. Applications often demand k > 1 to achieve high reliability in detecting malicious targets [18] - [20] . The main contributions of this paper include the following.
1) The k-coverage problem is generalized from the binary disk sensing model to the probabilistic sensing model. Under the probabilistic sensing model, the uncertainty of sensor detection can be explicitly considered. In the probabilistic sensing model, the minimum expected number of sensors covering points in the region is to be calculated. The formal definition of the generalized k-coverage problem is given in Section II. 2) An algorithm is proposed to approximate the solution for the generalized k-coverage problem. We consider the generalized k-coverage problem as an optimization problem and search for the minimum (expected) number of sensors on point coverage among all points in the given region. 3) Simulation results are conducted to verify the effectiveness of the proposed algorithm. The accuracy of the proposed algorithm is compared among various settings.
II. THE k-COVERAGE PROBLEM UNDER THE PROBABILISTIC SENSING MODEL
In this section, we review the formulations of existing sensing models, and then formally define the k-coverage problem under the probabilistic sensing model.
A. Sensing Models
We consider the region of interest in a two dimensional plane. Let the Euclidean distance between a sensor s i and a point p in the given region be d(s i , p). There are two sensing models, i.e., the binary disk model and the probabilistic sensing model. In the the binary disk model, the sensing radius of the sensor s is parameterized by r s . The target at point p can be detected by the sensor s if and only if d(s, p) ≤ r s . Formally, the binary disk model is formulated as sensing function ρ(s, p), where
If ρ(s, p) = 1, it means that the target at point p can be detected by sensor s. Otherwise, the target at p cannot be detected by s.
In the probabilistic sensing model, ρ(s, p) is parameterized by r u and r s and expressed as
where λ and β are sensor-dependent parameters that reveal different detection probabilities among different types of sensors. Sensing functions of (1) and (2) 
B. The Generalized k-Coverage Problem
With the definition of the sensing functions (1) and (2), the generalized definition of k-coverage is defined as follows. Definition 1. (Generalized k-coverage problem) Given a region R and a set of sensors S = {s 1 , s 2 , . . . , s n } deployed in R, the set S is a k-cover WSN with respect to R if
Under the probabilistic sensing model, given a target at the point p, the event of the target at point p detected by s i is independent of the event of the same target detected by s j for j = i. Therefore, conceptually, the si∈S ρ(s i , p) in (3) represents the expected number of covering sensors at the point p. A region R is k-covered by the sensor set S if, among all points in R, the minimum expected number of covering sensors is k. This concept is formally described and proven in Lemma 1.
Lemma 1. For a point p and sensor set S = {s 1 , s 2 , . . . , s n }, the si∈S ρ(s i , p) in (3) represents the expected number of covering sensors for the point p, i.e.,
where X i,n is the event in which p is monitored by exactly i sensors in S Proof: By inclusion-exclusion principle, we have
where k i = k j for all i, j. The principle of induction will be performed on n in the following. For n = 1, the equality holds by simply manipulating (4) . Supposing that the equality holds for n = k, we have
For n = k + 1,
In the above derivation, the first equality holds according to (4) , and the last equality holds according to (5) . By mathematical induction, Lemma 1 is proven.
Lemma 1 asserts the interpretation of generalized kcoverage defined in (3) as the minimum expected number of covering sensors in R. In this paper, we name
as the coverage level provided by sensor set {s 1 , s 2 , . . . , s n } at p. Intuitively, the generalized k-coverage problem can be divided into multiple non-convex mathematical programming problems, as illustrated in Fig. 2. (ℓ, t) In Fig. 2 , there are three sensors, whose coordinates are (x 1 , y 1 ), (x 2 , y 2 ), and (x 3 , y 3 ), deployed in region R. The region R is identified by its four corner points ( , b),(r, b),( , t), and (r, t). The minimum coverage level in subregion R 1 can be obtained by solving the following non-convex optimization problem.
Observing (6), we see that a subregion can be specified by the inequalities. By alternating the inequalities in (6), all the subregions in the Fig. 2 can be specified. Although certain alternations of the inequalities may not define a region, e.g.,
> r s , the number of subregions is exponentially increasing with respect to the input size in the worst-case scenario. Furthermore, as shown in Fig. 2 , subregion R 1 is non-convex, which renders the minimum k-coverage problem in this subregion as a non-convex optimization problem. Therefore, the usage of mathematical programming is infeasible to solve the generalized k-coverage problem because of the non-convexity and the exponential growth of number of subproblems. In the following section, we propose a polynomial-time algorithm to approximate the solution.
III. THE PROPOSED APPROACH FOR THE GENERALIZED
k-COVERAGE PROBLEM
In this section, we propose an algorithm to solve the generalized k-coverage problem. The proposed algorithm generalizes the approach given by Huang and Tseng [14] . The algorithm in [14] , abbreviated as HT-algorithm in this paper, computes the minimum coverage level under the binary disk sensing model. In the generalized k-coverage problem, our proposed approach solves the minimum coverage level under the probabilistic sensing model.
A. Discretize the Probabilistic Sensing Function
In our proposed approach, the sensing function is converted to a discrete function, and then the minimum coverage level is computed with respect to the discretized sensing function. For a positive integer , let r 0 = r u ,
and
Three discrete probabilistic sensing functions are proposed to approximate the original probabilistic sensing function. The three discrete probabilistic sensing functions are described as follows.
1) Upper Bound Approximation: For a sensor s and a point p, function ρ is quantized into an -value function ρ o , where
An illustration of (9) is shown in Fig. 3(a) . It is noticed that approximation (9) overestimates the probability sensing function, and therefore the result by using (9) is an upper bound of the solution. The upper bound is proven in the following. Let {s 1 , s 2 , . . . , s r } and {s 1 , s 2 , . . . , s t } be the sets of sensors which causes the minimum with respect to ρ and ρ o . We have
which states the assertion on the upper bound. 2) Lower Bound Approximation: Function ρ is quantized into an -value function ρ u , where
The illustration of (11) is shown in Fig. 3(b) . Similar to the overestimation in (9), the approximation (11) underestimates the probabilistic sensing function, and therefore the result by using (11) is a lower bound of the desired minimum coverage level. To prove this lower bound, let {s 1 , s 2 , . . . , s r } and {s 1 , s 2 , . . . , s t } be the sets of sensors which cover the minimum coverage point in the region with respect to ρ and ρ u . The inequality
holds and therefore guarantees that the solution by using (11) is the lower bound of the original generalized kcoverage problem. 3) Average: Function ρ is quantized into an s-value function ρ a , where
An illustration of (13) is given in Fig. 3(c) .
The approximations converge to the solution as approaches infinity. We call the approximation level and the sensing model using the discrete sensing functions the discrete probabilistic sensing model. By applying these three schemes, we can get an upper bound and a lower bound on the minimum coverage level. In the following, the details of the algorithm are shown.
(c) 
B. Approximation by the Discrete Sensing Function
In this subsection, we show how HT-algorithm is generalized with the discrete sensing functions ρ o , ρ u , and ρ a . The generalized algorithm is independent of the form of the sensing function. For completeness, we briefly review HT-algorithm and then generalize the algorithm to approximate the coverage level under the probabilistic sensing model. 1) Algorithm for Computing the Minimum Coverage Level under the Binary Disk Sensing Model: HT-algorithm can be applied to the scenario where all sensors are deployed at different locations, and the sensing radius of the sensors can be different. More specifically, HT-algorithm requires that there exists no two sensors deployed at the same location. For each sensor, the algorithm performs the following.
• Determine the arcs intersected by all the adjacent sensors;
• Map the intersection points onto an array;
• Sort the array, and compute the coverage level by a linear scan on the array.
Readers can refer to [14] for detailed illustrations.
2) Algorithm for Approximating the Minimum Coverage Level under the Probabilistic Sensing Model: To generalize HT-algorithm, the following factors have to be considered.
• The generalized k-coverage problem is based on the probabilistic sensing model while the HT-algorithm is developed under the binary disk sensing model. Due to the differences between the two models, theoretical bases have to be revised for the quantized probabilistic sensing function.
• Under the probabilistic sensing models, the coverage level provided by a sensor decreases with the increase of distances. A proper assignment on coverage levels has to be given.
For the consistency of presentation, we adopt similar terminologies used in [14] . The approximation level is denoted as . The generalized versions of terminologies and theorems are given below.
Definition 2. (Perimeter of a sensor) In a two dimensional plane, the perimeters of a sensor deployed at (x 0 , y 0 ) are the circles described by
In the following, we denote the perimeter of a sensor with respect to sensing radius r i by ψ i , and the coverage level at point between ψ i−1 and ψ i by ρ i .
Definition 3. (k-perimeter covered)
A sensor is k-perimeter covered if the coverage level at each point on ψ i is greater than or equal to k + ρ i , for 0 ≤ i ≤ .
Theorem 2.
Under discrete probabilistic sensing model, a region R is k-covered with respect to sensor set S if and only if all sensors in S are k-perimeter covered.
Proof:
Therefore, the concave part of each perimeter has coverage level at least k. For sufficiency, according to the discretization of probabilistic sensing function, the coverage levels at all points in a subregion are the same. If all sensors in R are k-perimeter covered, the points in all subregions divided by the perimeters have coverage level k. Thus, the theorem follows.
According to Theorem 2, the original problem is equivalent to the calculation of the perimeter coverage level. To apply HT-algorithm, each ψ i can be viewed as an independent perimeter while the coverage level provided by ψ i is no longer one. In our approach, each perimeter ψ i is appended with value c i , where
With the above argument, the algorithm obtains the correct minimum coverage level under the discrete probabilistic sensing model. Since each perimeter is manipulated in the algorithm independently, the time complexity of the algorithm is O ( nN log N ) , where N is the maximum number of perimeters that may intersect a perimeter.
IV. SIMULATION RESULTS
In this section, performance of the proposed approach is evaluated via simulations. The scenario is set to be a 100m by 100m square region. We use similar settings in [14] , and the sensing radii r u and r s are set to be 15m and 25m, respectively. Simulations with respect to different sensordependent parameters λ and β are shown. As in [17] , the pair (λ, β) is set to be (0.5, 0.5), (1, 0.5), (0.5, 1), and (1, 1). The accuracy of the proposed approximation is measured by the difference between the exact coverage level and the approximated coverage level.
To show the speed of convergence in the proposed algorithm, we deploy the sensors such that the minimum coverage level is e −λ(rs−ru) β . Under this setting, the approximation algorithm with sensing function ρ u is able to obtain the exact coverage level in all cases of simulation. For highquality sensors, i.e., those with greater sensing functions, the approximation algorithm converges to the exact coverage level more quickly. The reason is that, for high-quality sensors, the difference between the maximum and the minimum of the sensing function is relatively small, which achieves better approximation. Demonstrations are shown in Fig. 4 . In Fig. 5 , we average the results of 10 randomly generated deployments with 300 sensors. For approximation level 10, the differences between the overestimated and the underestimated approximation for (λ, β) equal to (0.5, 0.5), (1, 0.5), (0.5, 1), and (1, 1) are 0.51, 0.71, 0.74, and 0.79, respectively. Compared with Fig. 4 , it can be observed that the error increases with the increase of the minimum coverage level. As a result, the proposed approximation achieves better accuracies on WSNs with sparser sensor deployments.
V. CONCLUSION
We generalize the coverage problem to the probabilistic sensing model, where uncertainties in sensor detection are explicitly described by the probabilistic sensing function. Compared with the conventional binary disk model, the probabilistic sensing model is capable of capturing the sensing uncertain- ties often encountered in real-world WSN applications. Under the probabilistic sensing model, the generalized k-coverage problem is formulated, and the generalized k-coverage is physically interpreted as the minimum expected number of covering sensors among all points in the region of interest. We proposed a polynomial-time algorithm to approximate the solution of the generalized k-coverage problem. The accuracy of the proposed algorithm is evaluated through simulations. Simulation results show that the proposed approach accurately approximates the minimum coverage level in WSNs.
