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1. Introduction
Human languages are extremely rich and am-
biguous resulting in the fact that the same
information can be expressed employing dif-
ferent words and linguistic structures. In ot-
her words, an ambiguous text might repre-
sent several distinct meanings and a concre-
te meaning might be expressed in different
ways. However, controlling language variabi-
lity is something which as yet has not been at-
tained. In terms of reasoning, there are many
inferences easily detected by humans but ex-
tremely difficult for computers to address.
While the problem of language variability
is the context of this work, it has been con-
cretely focused on textual entailment. Tex-
tual entailment has been defined as a generic
framework for modelling semantic variability,
which appears when a concrete meaning is
described in different manners. Hence, lan-
guage variability can be addressed by defi-
ning the concept of textual entailment as a
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one-way meaning relation between two text
snippets. Two coherent fragments of text are
defined and according to the definition of tex-
tual entailment, the meaning of one of them
must entail the meaning of the other, should
this not occur the entailment does not hold.
Since a lot of applications in many Na-
tural Language Processing (NLP) areas are
highly influenced by the problem of langua-
ge variability, solving textual entailment re-
lations would help many NLP applications to
increase their final performance by means of
correct language variability disambiguation.
This thesis exposes the major topics in
textual entailment by means of examples to-
gether with thorough discussions. As a re-
sult, an end-to-end textual entailment system
was developed following the idea that textual
entailment relations can be recognised from
different linguistic levels. Specifically, lexical,
syntactic and semantic, each performing a set
of useful inferences to determine entailments.
The final entailment decision is taken by a
machine learning classifier which uses as fea-
tures the set of inferences. Extensive evalua-
tions over the PASCAL Recognising Textual
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Entailment datasets have been carried out
throughout this thesis. Furthermore, another
motivation as well as a contribution of this
thesis consisted of applying our system to ot-
her Natural Language Processing tasks su-
ch as Question Answering, Automatic Text
Summarization and the particular semantic
task of linking Wikipedia categories to Word-
Net glosses.
2. Thesis Overview
Chapter 1 introduces the concept of textual
entailment within the field of Artificial Inte-
lligence and NLP.
Chapter 2 is intended to provide the re-
lated work relevant to this thesis. Apart from
detailing the most up-to-date textual entail-
ment systems, this chapter also describes re-
sources used within the system development
and testing as well as the two main competi-
tions and/or workshops in this field.
Chapter 3 comprises the detailed des-
cription of our system. Carefully explaining
each inference and how they assist in solving
entailment relations.
Chapter 4 discusses the framework in
which the system is evaluated as well as
analysing the results obtained.
Chapter 5 presents the applicability of
our system in other NLP tasks rather than
puristic textual entailment recognitions. It
permits us to make an extrinsic system eva-
luation, assessing the gain of applying our
system to QA and SUM among others.
Chapter 6 gives conclusions together
with some thoughts for future work.
Chapter 7 presents the software develop-
ments carried out in this thesis.
Appendix A illustrates the official re-
sults regarding each PASCAL Recognizing
Textual Entailment challenge.
Appendix B shows the official results
corresponding to the different Answer Vali-
dation Exercise competitions.
Appendix C presents the bar graphs for
the information gain values of each feature.
Appendix D gives a brief bio-sketch of
the author and a summary of the research
projects relative to this thesis.
3. Thesis Contributions
With the ideas, reasoning and experiments
exhibited in this thesis, we demonstrate that
the combination of lexical, syntactic and se-
mantic knowledge is the correct way to tackle
the entailment recognition. As our main con-
tributions, we would like to highlight:
We have measured the impact of trivial
lexical and syntactic inferences within
the task of detecting entailments. Con-
cluding that these deductions play a cru-
cial role in the final entailment decision.
Dealing with complex analyses (i.e. the
semantic perspective), we have evalua-
ted the benefits of using linguistic re-
sources in order to recognise entailments.
For instance, WordNet, FrameNet, Verb-
Net and VerbOcean allowed: (i) the
use of semantic inferences based on sy-
nonyms, antonyms, etc; (ii) more abs-
tract semantic deductions using Frame
Analysis; and (iii) to measure the im-
portance of finding out correspondences
between verbs and entities.
Furthermore, we have implemented so-
me new linguistic resources based on
FrameNet: the Frame-to-Frame simila-
rity metric and the FrameNet-WordNet
alignment measure. Although in this the-
sis they have been used in order to disco-
ver entailments, they could also be useful
in other NLP tasks and/or applications.
Regarding the applicability of our
textual entailment system in other
NLP tasks. It was successfully applied
to Summarization, Question Answering
and the task of linking Wikipedia cate-
gories to WordNet glosses.
In a nutshell, the investigations posed
throughout this thesis reveal the impor-
tance of combining linguistic features de-
rived from distinct perspectives, analyses
and/or resources. It results in the implemen-
tation of a textual entailment system capa-
ble of making use of these variety of featu-
res (Ferra´ndez, Mun˜oz, and Palomar, 2008;
Ferra´ndez, Mun˜oz, and Palomar, 2009).
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