The purpose of this paper is to introduce and investigate a more generalized hybrid shrinking projection algorithm for finding a common solution for a system of generalized mixed equilibrium problems. A accelerated strong convergence theorem of common solutions is established in the framework of a non-uniformly convex Banach space. These new results improve and extend the previously known ones in the literature.
Introduction
The equilibrium problem, which was introduced by Fan [11] in 1972, has been intensively investigated by many authors (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] ) and they have captured lots of applications in various disciplines such as in economics, finance, image reconstruction, ecology, transportation, network, elasticity and optimization see ( [2, 6, 8, 12, 14, 19, 23] , and the references therein). The projection method which was first introduced by Haugazeau [13] has been investigated for the approximation of fixed points of nonlinear operators. The advantage of projection methods is that strong convergence of iterative sequences can be guaranteed without any compact assumptions imposed on mappings or spaces.
Let E be a Banach space, C be a nonempty convex and closed subset of E. Let F : C × C → R be a bifunction, ϕ : C → R be a real valued function and S : C → E * be a nonlinear mapping. We use Sol(F, S, ϕ) to denote the solution set of the following generalized mixed equilibrium problem, F (x, y) + Sx, y − x + ϕ(y) − ϕ(x) ≥ 0, ∀y ∈ C.
(1.1) If F = 0, then the problem (1.1) is equivalent to find x ∈ C such that Sx, y − x + ϕ(y) − ϕ(x) ≥ 0, ∀y ∈ C, (1.2) which is called the mixed variational inequality of Browder type and the solution set of (1.2) is denoted by V I(F, S, ϕ). If S = 0, then the problem (1.1) is equivalent to find x ∈ C such that F (x, y) + ϕ(y) − ϕ(x) ≥ 0, ∀y ∈ C, (1.3) which is called the mixed equilibrium problem and the solution set of (1.3) is denoted by Sol(F, ϕ). If ϕ = 0, then the problem (1.1) is equivalent to find x ∈ C such that F (x, y) + Sx, y − x ≥ 0, ∀y ∈ C, (1.4) which is called the generalized equilibrium problem and the solution set of (1.4) is denoted by Sol(F, S). If S = 0 and ϕ = 0, then the problem (1.1) is equivalent to find x ∈ C such that F (x, y) ≥ 0, ∀y ∈ C.
(1.5)
The problem was first introduced by Fan [11] and called the equilibrium problem and the solution set of (1.5) is denoted by Sol(F ).
In this paper, we introduce and investigate a more generalized hybrid shrinking projection algorithm for finding a common solution for a system of generalized mixed equilibrium problems. A accelerated strong convergence theorem of common solutions is established in the framework of a non-uniformly convex Banach space.
Preliminaries and lemmas
Let E be a real Banach space and let E * be the dual space of E. Let S E be the unit sphere of E. E is said to be strictly convex, if and only if x+y 2 < 1 for all x, y ∈ S E and x = y. E is said to be uniformly convex, if for any ∈ (0, 2] there exists δ > 0 such that for any x, y ∈ S E , x−y ≥ implies x+y ≤ 2−2δ. It is known that a uniformly convex Banach space is reflexive and strictly convex. Then the Banach space E is said to be smooth, if lim t→0 x − x+ty t exists for each x, y ∈ S E . It is also said to be uniformly smooth, if and only if the above limit is attained uniformly for x, y ∈ S E . It is known that a uniformly smooth Banach space is reflexive and smooth, and E is uniformly smooth, if and only if E * is uniformly convex.
In this paper, we use → and to denote the strong convergence and weak convergence, respectively. Recall that E is said to have the Kadec-Klee property, if lim n→∞ x n − x = 0, for any sequence {x n } ⊂ E, and x ∈ E with lim n→∞ x n x and lim n→∞ x n → x . It is known that every uniformly convex Banach space has the Kadec-Klee property (see [9] and the references therein).
Recall that the normalized duality mapping J from E to 2 E * is defined by
where ·, · denotes the generalized duality pairing. It is known that if E is uniformly smooth, then J is uniformly norm-to-norm continuous on every bounded subset of E; if E is a smooth Banach space, then J is single-valued and demi-continuous, i.e., continuous from the strong topology of E to the weak star topology of E; if E is smooth, strictly convex and reflexive Banach space, then J is single-valued, one-to-one and onto. Let E be a smooth Banach space which means the mapping J is single-valued, consider the following functional defined on E, φ(x, y) = x 2 + y 2 − 2 x, Jy , ∀x, y ∈ E.
In a Hilbert space H, the equality is reduced to φ(x, y) = x − y 2 , for all x, y ∈ H. As we all know that, if C is a nonempty closed convex subset of a Hilbert space H and P C : H → C is the metric projection of H onto C such that x − P C x ≤ x − y , for all y ∈ C, then P C is firmly nonexpansive. In [1] , Alber studied a new mapping Π C in a Banach space which is an analogue of P C . The generalized projection Π C : E → C is a mapping that assigns to an arbitrary point x ∈ E the minimum point of φ(x, y), that is, Π C = x, where x is the solution to the minimization problem φ(x, x) = min y∈C φ(y, x). Obviously, in Hilbert space, Π C = P C .
Let T : C → C be a mapping on C. T is said to be closed, if for any sequence {x n } ⊂ C such that lim n→∞ x n = x 0 and lim n→∞ T x n = y 0 , then T x 0 = y 0 . A point p is said to be a fixed point of T , if and only if T p = p. In this paper, we use F ix(T ) to denote the fixed point set of T . A point p is said to be an asymptotic fixed point of T , if and only if x n p such that lim n→∞ x n − T x n = 0. The set of asymptotic fixed points of T will be denoted by F ix(T ).
Recall that T is said to be relatively nonexpansive [5] , if and only if
T is said to be quasi-φ-nonexpansive [17] , if and only if
The class of quasi-φ-nonexpansive mappings is more desirable than the class of relatively nonexpansive mappings because of strong restriction F ix(T ) = F ix(T ).
For solving the above equilibrium problems, the following restrictions on bifunction F are essential in this paper.
(A4) for each x ∈ C, y → F (x, y) is convex and weakly lower semi-continuous.
Remark 2.1. F is said to be monotone, if and only if
In addition, we also need the following lemmas in this paper.
Lemma 2.2 ([20]
). Let r be a positive real number and let E be uniformly convex. Then there exists a convex, strictly increasing and continuous function g : [0, 2r] → R such that g(0) = 0 and
for all a, b ∈ B r := {a ∈ E : a ≤ r} and t ∈ [0, 1].
Lemma 2.3 ([1])
. Let E be a strictly convex, reflexive, and smooth Banach space and let C be a nonempty, closed, and convex subset of E. Let x ∈ E, then
, ∀y ∈ C, and x 0 = Π C x, if and only if y − x 0 , Jx − Jx 0 ≤ 0, ∀y ∈ C.
Lemma 2.4 ([18])
. Let E be a strictly convex and uniformly smooth Banach space which also has the Kadec-Klee property. Let T be a closed quasi-φ-nonexpansive mapping on C. Then F ix(T ) is closed and convex.
Lemma 2.5 ([4, 17])
. Let E be a strictly convex, smooth, and reflexive Banach space and let C be a closed convex subset of E. Let F : C × C → R be a function with restrictions (A1), (A2), (A3), and (A4). Let x ∈ E and r > 0. Then there exists z ∈ C such that
Define a mapping C F,r by
The following conclusions hold:
(1) C F,r is single-valued quasi-φ-nonexpansive;
is closed and convex.
Main results
We now prove the following theorems.
Theorem 3.1. Let E be a strictly convex and uniformly smooth Banach space which also has the KadecKlee property. Let C be a convex and closed subset of E and let F be a bifunction from C × C to R with (A1), (A2), (A3) and (A4). Let S : C → E * be a continuous and monotone mapping and let ϕ : C → R be a lower semi-continuous and convex function. Let T be a quasi-φ-nonexpansive mapping on C. Assume that Sol(F, S, ϕ) ∩ F ix(T ) is nonempty and T is closed. Let {α n } be a real sequence in (0, 1) such that lim inf n→∞ α n (1 − α n ) > 0 and {β n } be a real sequence such that lim inf n→∞ β n > 0. Let {x n } be a sequence generated by
Then the sequence {x n,i } converges strongly to a common solution x i and the sequence {x n } converges strongly to a special common solution
Proof. First, we define
Next, we prove that bifunction G satisfies (A1), (A2), (A3) and (A4). Therefore, generalized mixed equilibrium problem is equivalent to the following equilibrium problem find (x ∈ C) such that G(x, y) ≥ 0, ∀y ∈ C.
Next we prove G is monotone. Since S is a continuous and monotone operator, we find from the definition of G that
It is clear that G satisfies (A2). Next, we show that for each x ∈ C, y → G(x, y) is convex and lower semicontinuous. For each x ∈ C, for all t ∈ (0, 1) and for all y, z ∈ C, since ϕ is convex, we have
so, for each x ∈ C, y → G(x, y) is convex. Similarly, we find that y → G(x, y) is also lower semicontinuous. Next, we show G satisfies (A4). That is, lim sup
Since S is continuous and ϕ is lower semicontinuous, we have lim sup
By using Lemma 2.5, one sees that Sol(G) = Sol(F, S, ϕ) is closed and convex. By using Lemma 2.4, one sees that F ix(T ) is also convex and closed. Hence, Sol(F, S, ϕ) ∩ F ix(T ) is convex and closed. Now, we show that C n is closed and convex. To show C n is convex and closed, it suffices to show that, for each i = 1, 2, .., N, C n,i is convex and closed. It is easy to see that C n,i is closed. We only show that C n,i is convex. It is obvious that C 1,i = C is convex. Assume that C m,i is convex and closed for some m ≥ 0. Let ω 1 , ω 2 ∈ C m+1,i . It follows that ω = sω 1 + (1 − s)ω 2 ∈ C m,i , where s ∈ (0, 1). Since By using the above two inequalities, we obtain that φ(ω, y m,i ) ≤ φ(ω, x m,i ). This shows that C m+1,i is closed and convex. Hence, 1, 2, 3 , ..., N ) is a convex and closed set. This implies that C n is convex and closed. Next, we prove Sol(F, S, ϕ)
where
This shows that z ∈ C m+1,i . This implies that Sol(F, S, ϕ)
C n,i = C n , this completes the proof that Sol(F, S, ϕ) ∩ F ix(T ) ⊂ C n . By using Lemma 2.3, we find
It follows that
By using Lemma 2.3, one has
which shows that{φ(x n,i , x 1,i )} is bounded. Hence, one obtains the boundedness of {x n,i }. Without loss of generality, we assume x n,i x i . Since every C n,i is convex and closed, so x i ∈ C n,i . Since x i ∈ C n,i , one has φ(x n,1 , x 1,i ) ≤ φ(x i , x 1,i ). This implies that
Hence, one has lim n→∞ φ(x n,i , x 1,i ) = φ(x i , x 1,i ). It follows that lim n→∞ x n,i = x i . By using the KKP, one obtains that {x n,i } converges strongly to x i as n → ∞.
Since x n+1,i ⊂ C n+1,i ⊂ C n,i , we find that φ(x n+1,i , x 1,i ) ≥ φ(x n,i , x 1,i ), which shows that {φ(x n,i , x 1,i )} is nondecreasing. It follows that lim n→∞ φ(x n,i , x 1,i ) exists. Since
one has lim n→∞ φ(x n+1,i , x n,i ) = 0. Since x n+1,i ∈ C n+1,i , one obtains φ(x n+1,i , y n,i ) ≤ φ(x n+1,i , x n,i ).
It follows that lim n→∞ φ(x n+1,i , y n,i ) = 0. Therefore, lim n→∞ ( y n,i − x n+1,i ) = 0. This implies that
This implies that {Jy n,i } is bounded. Without loss of generality, we assume that {Jy n,i } converges weakly to y * i ∈ E * . Since E is reflexive, we see that J(E) = E * . This shows that there exists an element y i ∈ E such that Jy i = y * i . It follows that
By taking lim inf n→∞ , one has
that is, x i = y i , which implies that Jx i = y * i . Hence Jy n,i Jx i ∈ E * . Since E is uniformly smooth, E * is uniformly convex and it has the KKP, we obtain lim n→∞ Jy n,i = Jx i . Since J −1 : E * → E is demi-continuous and E has the KKP, one gets that y n,i → x i , as n → ∞.
On the other hand, we find from Lemma 2.2 that
This implies lim n→∞ Jz n,i − JT x n,i = 0. Hence, one has JT x n,i → Jx i as n → ∞. Since J −1 : E * → E is demi-continuous, one has T x n,i x i . By using the fact
one has T x n,i → x i as n → ∞. Since E has the KKP, one has lim n→∞ x i − T x n,i = 0. By using the closedness of T , we find T x i = x i . This proves x i ∈ F ix(T ). Similarly, {z n,i } converges strongly to x i . Since G is a monotone bifunction, one has β n G(z, z n,i ) ≤ z − z n,i Jz n,i − Jx n,i . Since lim inf n→∞ β n > 0, we may assume there exists γ > 0 such that β n ≥ γ. It follows that
Hence, one has G(z,
It follows that G(x i , z) ≥ 0, for all z ∈ C. This implies that x i ∈ Sol(G) = Sol(F, S, ϕ). By using Lemma 2.3, we find
Letting n → ∞, one has x i −z, Jx 1,i −Jx i ≥ 0. It follows that x i = Π F ix(T )∩Sol(F,S,ϕ) x 1,i . By the convexity of F ix(T ) ∩ Sol(F, S, ϕ), one has
This completes the proof.
In the framework of Hilbert space, we have the following result.
Corollary 3.2. Let E be Hilbert space. Let C be a convex and closed subset of E and let F be a bifunction from C × C to R with (A1), (A2), (A3) and (A4). Let S : C → E be a continuous and monotone mapping and let ϕ : C → R be a lower semi-continuous and convex function. Let T be a quasi-nonexpansive mapping on C. Assume that Sol(F, S, ϕ) ∩ F ix(T ) is nonempty and T is closed. Let {α n } be a real sequence in (0, 1) such that lim inf n→∞ α n (1 − α n ) > 0 and {β n } be a real sequence such that lim inf n→∞ β n > 0. Let {x n } be a sequence generated by , 2, 3 , ..., N ),
Then the sequence {x n,i } converges strongly to a common solution x i and the sequence {x n } converges strongly to a special common solution x = N i=1 λ i x i , where x i = P Sol(F,S,ϕ)∩F ix(T ) x 1,i and x ∈ Sol(F, S, ϕ)∩ F ix(T ).
Proof. In Hilbert space, the generalized projection is reduced to the metric projection and the class of quasi-φ-nonexpansive mappings is reduced to the class of quasi-nonexpansive mappings. By using Theorem 3.1, we find the results of Corollary 3.2.
From Theorem 3.1, we also have the following result on the generalized equilibrium problem (1.4). Corollary 3.3. Let E be a strictly convex and uniformly smooth Banach space which also has the KadecKlee property. Let C be a convex and closed subset of E and let F be a bifunction from C × C to R with (A1), (A2), (A3) and (A4). Let S : C → E * be a continuous and monotone mapping and let T be a quasi-φ-nonexpansive mapping on C. Assume that Sol(F, S) ∩ F ix(T ) is nonempty and T is closed. Let {α n } be a real sequence in (0, 1) such that lim inf n→∞ α n (1 − α n ) > 0 and {β n } be a real sequence such that lim inf n→∞ β n > 0. Let {x n } be a sequence generated by 1 , x 0,2 , x 0,3 , . .., x 0,N ∈ C, chosen arbitrarily, C 1,i = C, 1, 2, 3 , ..., N ),
From Theorem 3.1, we also have the following result on the mixed equilibrium problem (1.3).
Corollary 3.4. Let E be a strictly convex and uniformly smooth Banach space which also has the KadecKlee property. Let C be a convex and closed subset of E and let F be a bifunction from C × C to R with (A1), (A2), (A3) and (A4). Let ϕ : C → R be a lower semi-continuous and convex function and let T be a quasi-φ-nonexpansive mapping on C. Assume that Sol(F, ϕ) ∩ F ix(T ) is nonempty and T is closed. Let {α n } be a real sequence in (0, 1) such that lim inf n→∞ α n (1 − α n ) > 0 and {β n } be a real sequence such that lim inf n→∞ β n > 0. Let {x n } be a sequence generated by 1, 2, 3 , ..., N ),
Finally, we give a result on equilibrium problem (1.5).
Corollary 3.5. Let E be a strictly convex and uniformly smooth Banach space which also has the KadecKlee property. Let C be a convex and closed subset of E and let F be a bifunction from C × C to R with (A1), (A2), (A3) and (A4). Let T be a quasi-φ-nonexpansive mappings on C. Assume that Sol(F ) ∩ F ix(T ) is nonempty and T is closed. Let {α n } be real sequence in (0, 1) such that lim inf n→∞ α n (1 − α n ) > 0 and {β n } be real sequence such that lim inf n→∞ β n > 0. Let {x n } be a sequence generated by 1 , x 0,2 , x 0,3 , . .., x 0,N ∈ C, chosen arbitrarily, C 1,i = C, 1, 2, 3 , ..., N ),
βn z n,i − z, Jz n,i − Jx n,i , ∀z ∈ C n , Jy n,i = α n JT x n,i + (1 − α n )Jz n,i , C n+1,i = {z ∈ C n : φ(z, x n,i ) ≥ φ(z, y n,i )},
Then the sequence {x n,i } converges strongly to a common solution x i and the sequence {x n } converges strongly to a special common solution x = N i=1 λ i x i , where x i = Π Sol(F )∩F ix(T ) x 1,i and x ∈ Sol(F )∩F ix(T ).
Remark 3.6. Now, we give an example to show that, the multidirectional iteration algorithm can accelerate the convergence speed of iterative sequence. Let X = R 2 , C n = {(x, y) ∈ R 2 : x 2 + y 2 ≤ 1}, x 1,1 = (1, 1), x 1,2 = (−1, 1), F = {0}. Case 1, take only one initial x 1,1 , x n = P Cn x 1,1 = (
2 ), then d(x n , F ) = 1. Case 2, take two initials x 1,1 , x 1,2 , x n = 1 2 P Cn x 1,1 + 1 2 P Cn x 1,2 = (0,
2 . It is obvious, the inequality " √ 2 2 < 1" show that, the multidirectional iteration algorithm can accelerate the convergence speed of iterative sequence {x n }.
