The chemical content of the planetary nebula NGC 3918 is investigated through deep, highresolution (R∼40000) UVES at VLT spectrophotometric data. We identify and measure more than 750 emission lines, making ours one of the deepest spectra ever taken for a planetary nebula. Among these lines we detect very faint lines of several neutron-capture elements (Se, Kr, Rb, and Xe), which enable us to compute their chemical abundances with unprecedented accuracy, thus constraining the efficiency of the s-process and convective dredge-up in NGC 3918s progenitor star. We find that Kr is strongly enriched in NGC 3918 and that Se is less enriched than Kr, in agreement with the results of previous papers and with predicted s-process nucleosynthesis. We also find that Xe is not as enriched by the s-process in NGC 3918 as is Kr and, therefore, that neutron exposure is typical of modestly subsolar metallicity AGB stars. A clear correlation is found when representing [Kr/O] vs. log(C/O) for NGC 3918 and other objects with detection of multiple ions of Kr in optical data, confirming that carbon is brought to the surface of AGB stars along with s-processed material during third dredge-up episodes, as predicted by nucleosynthesis models. We also detect numerous refractory element lines (Ca, K, Cr, Mn, Fe, Co, Ni, and Cu) and a large number of metal recombination lines of C, N, O, and Ne. We compute physical conditions from a large number of diagnostics, which are highly consistent among themselves assuming a three-zone ionization scheme. Thanks to the high ionization of NGC 3918 we detect a large number of recombination lines of multiple ionization stages of C, N, O and Ne. The abundances obtained for these elements by using recently-determined state-of-the-art ICF schemes or simply adding ionic abundances are in very good agreement, demonstrating the quality of the recent ICF scheme for high ionization planetary nebulae.
INTRODUCTION
About half of the heavy elements (Z > 30) in the Universe are formed by slow neutron(n)-capture nucleosynthesis (the "sprocess") in the asymptotic giant branch (AGB) phase, when neutrons are released in the intershell region between the H-and He-burning shells through the 13 C(α, n) 16 O reaction or, in more massive AGB stars (M > 4 M ⊙ ), the 22 Ne(α, n) 25 Mg reaction. Fe-peak nuclei in this layer, exposed to the neutron flux, experience n-captures interlaced with β-decays that transform them into studied through nebular spectroscopy of PNe. PNe are excellent laboratories for such investigations: they are easily observed in the optical region, which is home to a multitude of s-process element transitions, including lines from multiple ions of Br, Kr, Rb, and Xe; in addition, nucleosynthesis and dredge-up is complete in these objects, whereas the composition of AGB stars is evolving. On the downside, the emission lines of s-elements are intrinsically very weak even in the brightest PNe, so that deep, high-resolution spectroscopy is required to detect them. Because of these stringent technical requirements, only a few detailed abundance analysis have been published so far (see, e.g. Péquignot & Baluteau 1994; Sharpee et al. 2007; Sterling & Dinerstein 2008) . The determination of total abundances is often limited by the fact that only one ion of each element is detected, leading to large and uncertain corrections for unobserved ions.
To improve the accuracy of s-element abundance determinations in PNe, we embarked on an ambitious observational program aimed at detecting multiple ions of several n-capture species in a small sample of about 8 PNe. The data gathered will enable us to compute accurate total abundances for the object of the sample, as well as verify the consistency of current ICFs based on photoionization modelling for future, less in-depth studies. In addition, the comparison of different lines of the same ionization species will enable us to assess the quality of the (as yet poorly-tested) atomic data for heavy elements. Both aspects are crucial to hone nebular spectroscopy into an effective tool for studying s-process nucleosynthesis.
Two further scientific goals depend crucially on the availability of a sample of several PNe. On one side, we intend to study the correlation, predicted by current AGB models, between the C/O ratio and the s-process enrichment factors. Additionally, we want to explore the correlation between the pattern of s-element abundances and the mass of the progenitor star, which, according to theory, is modulated by the nuclear reaction activated in each mass range (van Raai et al. 2012; Karakas et al. 2012) .
Given the deep, high-resolution spectroscopy required to detect optical n-capture element emission lines, such studies naturally reveal numerous weak features of other species. We have detected more than 750 emission lines in NGC 3918, making ours one of the deepest spectra of a PN ever obtained at such a high spectral resolution. These include forbidden lines of several irongroup and other refractory elements, a multitude of permitted features, and a host of diagnostic lines. We determine abundances for all species for which atomic data are available in addition to ncapture elements. For comparison, available very deep PNe spectra at a comparable high-resolution in the literature are those of e. g. Sharpee et al. (2003) who detected ∼800 lines in the PN IC 418, and Sharpee et al. (2007) who detected between ∼600 and ∼900 lines in 4 Galactic PNe.
In this paper, we describe the results for the first PN of our sample, NGC 3918. The paper is organized as follows: in Sect. 2 we describe the observations and the data reduction; in Sect. 3 we present the table of identified lines as well as the reddening correction; in Sect. 4 and 5 we compute the physical conditions and the ionic and total chemical abundances. Finally, in Sect. 6 we discuss our results and draw some conclusions. The work is summarized in Sect. 7. 
OBSERVATIONS AND DATA REDUCTION
The spectra of NGC 3918 were taken with the Ultraviolet-Visual Echelle Spectrograph (UVES, D'Odorico et al. 2000) , attached to the 8.2m Kueyen (UT2) Very Large Telescope at Cerro Paranal Observatory (Chile) in service mode on 2013 March 8. The observations were taken under clear/dark conditions and and the seeing remains below 1.5 ′′ during the whole run (see Table 1 ). We used two standard settings, DIC1 (346+580) and DIC2 (437+860), in both the red and blue arms of the telescope, covering nearly the full optical range between 3100-10420 Å. In the setting DIC1 (346+580) the dichroic splits the light beam in two wavelengths ranges: 3100-3885 Å in the blue arm and 4785-6805 Å in the red arm; in the setting DIC2 (437+860) the dichroic configuration change to split the light beam in the wavelength ranges: 3750-4995 in the blue arm and 6700-10420 Å in the red arm. The wavelength regions 5773-5833 Å and 8540-8650 Å were not observed because of the gap between the two CCDs used in the red arm. Additionally, there are small gaps at the reddest wavelengths which were not observed because the redmost orders do not fit completely within the CCD. The journal of observations is shown in Table 1 . The atmospheric dispersion corrector (ADC) was used to compensate for atmospheric dispersion at the large airmasses the object was observed (between 1.5 and 1.7). The spectra are divided in four spectral ranges (B1, B2, R1 and R2; see Table 1 ) because the central wavelengths of the two arms were set to two different values to cover the whole optical-NIR range. We obtained 6 exposures of 850 s each in each configuration that were taken consecutively following the sequence DIC1 (346+580) → DIC2 (437+860), giving a total exposure time of 1.42 h in each configuration. We have to emphasize that at the end of the observing period, only 42.8% of the total observing time requested was completed. Fortunately, the spectrum was deep enough to reach part of our scientific goals (detection of faint n-capture element lines). Additional single short exposures of 60 s each were taken to obtain non-saturated flux measurements for the brightest emission lines. The slit length was fixed to 10 ′′ in the two bluest spectral ranges (B1 and B2) and 12 ′′ in the two reddest ones (R1 and R2), obtaining an adequate interorder separation. The slit width was set to 1 ′′ , which gives an effective spectral resolution of ∆λ/λ∼ 40,000 (6.5 km s −1 ), which is needed to deblend some important neutron-capture emission lines from other spectral features (Sharpee et al. 2007 ). The final onedimensional spectra analysed in this paper cover an area of 9.35 arcsec 2 common to all spectral ranges. In Figure 1 we show a high spatial resolution Hα image from the HST archive of NGC 3918. The slit center was set 3.8 ′′ north to the central star of NGC 3918 oriented E-W (PA=90
• ), covering the brightest area of NGC 3918. The raw frames were reduced using the public ESO UVES pipeline (Ballester et al. 2000) under the GASGANO graphic user interface, following the standard procedure of bias subtraction, aperture extraction, background subtraction, flat-fielding and wavelength calibration. The final products of the pipeline were 2D wavelength calibrated spectra; our own IDL scripts were used thereafter to collapse the spectra in the spatial direction and obtain our final 1D-spectra. The standard star LTT 3218 (Hamuy et al. 1992 (Hamuy et al. , 1994 was observed to perform the flux calibration and was also fully reduced with the pipeline. The flux calibration and radial velocity correction were performed using the standard procedures with IRAF 1 (Tody 1993) .
LINE FLUXES, IDENTIFICATIONS, AND EXTINCTION CORRECTION
We used the splot routine of the IRAF package to measure the line intensities. The expansion velocity field of the PN is mapped in the line profile pattern, which evolves from the double-peaked line profile of the lowest ionization species to the simpler profile of the highest ionization species. Hence, the total flux of each line was measured by integrating the profile between two given limits, over a local continuum estimated by eye. Owing to the small area covered by our slit, we could not extract a sky spectrum. However, taking into account the peculiar profile of the emission lines in each range of ionization, it was easy to distinguish telluric emission features from nebular emission lines. The cases in which nebular emission lines are severely blended with sky emission features are labelled in the table of line identifications (Table 2) . Finally, several lines are strongly affected by atmospheric features in absorption or by internal reflections by charge transfer in the CCD, rendering their intensities unreliable. In some cases, where we consider we could deblend the line from the non-nebular feature, we decided to report the line flux anyway, and included a label in the line identification table as a note of caution. In Fig. 2 , we present an example of the line profiles for different ionic species of several elements to show the effect of the expansion velocity field on the line profiles. The four different spectral ranges covered in the spectra have overlapping regions at the edges. To produce a homogeneous data set of line flux ratios, all the lines fluxes of a given spectrum were normalized to a particular non-saturated bright emission line located in such overlapping region. The selected lines were H9 λ3835 for the B1 and B2 spectra, [S ii] 6731 Å for R1 and R2, and Hβ for B2 and R1. All line fluxes were eventually referred to Hβ. Some lines that were saturated in the long exposures were measured in the short ones and rescaled to the Hβ flux in a similar way.
The final intensity of a given line in the overlapping regions is the average of the values obtained in both spectra. The differences in the fluxes measured for each line in overlapping spectra do not show any systematic trend and, for the brightest lines, are always lower than 10%. The differences found for the faintest lines in the overlapping regions can be slightly larger (∼20-25%), and the final adopted errors for each line take into account these uncertainties. Therefore, the final adopted uncertainties are always larger than the differences found between both ranges. These differences are probably caused by the fact that these lines are in the red and blue extremes of the CCDs, where the flat-field correction might be less reliable. We do not expect our final results to be substantially affected by these effects because only line ratios are used in our analysis.
Thanks to the high ionization of NGC 3918, we detect multiple lines of different excitation stages. More than 750 emission lines were measured; most of the lines are permitted lines of H i, He i and He ii, but there is also a large number of permitted lines of heavier ions, such as O ii, O iii, O iv, N ii, N iii, N iv, C ii, C iii, C iv, Ne ii, Ne iii, Si ii, Si iii, Mg i and Mg ii (and, possibly, N v, O v and S ii, see Table 2 ). We also detect several forbidden and semi-forbidden lines from ions such as [N i] The depth of our spectra allows us to detect lines as fainter as 10 −5 ×I(Hβ). The identification and adopted laboratory wavelengths of the lines are based on several previous identifications in the literature (see Baluteau et al. 1995; Clegg et al. 1987; García-Rojas et al. 2009 Péquignot & Baluteau 1994; Sharpee et al. 2007; Zhang et al. 2005 , and references therein). We also made use of Peter van Hoof's atomic line list v2.05B18
2 . Details on the identification of neutron-capture element emission lines are given in Sect. 3.2.
For the reddening correction, we assumed the standard extinction law for the Milky Way parametrized by Seaton (1979) , with R v =3.1. We selected this parametrization of the extinction law to be consistent with the analysis of Clegg et al. (1987) which is the deepest study of this object in the optical range. The use of other parametrizations of the standard extinction law would have no significant effects on the results of this paper, as the obtained c(Hβ) is fairly low (see below). The logarithmic redddening coefficient, c(Hβ), was derived by fitting the observed Balmer lines, F(H i Balmer)/F(Hβ) (from H25 to H3), and the observed F(H i Paschen)/F(Hβ) lines (from P25 to P9) to the theoretical values computed by Storey & Hummer (1995) for T e =11000 K and n e =5000 cm −3 , as derived for NGC 3918 by Clegg et al. (1987) . We only used those lines neither contaminated by tel- Figure 2 . Portions of the echelle spectrum of NGC 3918 showing selected collisionally escited lines of different ionic species of Ne, Ar, and Cl, and recombination lines of N. The effect of the expansion velocity field is clearly shown. As expected, the effect is larger in the lowest ionization species whose lines are formed in the external parts of the PN, than in the highest ionization species, which form in the inner parts of the PN.
luric emission/absorptions nor by other nebular emissions. We obtained an averaged value of c(Hβ)=0.26±0.06. This value is lower than those obtained by Tsamis et al. (2003b) , Clegg et al. (1987) and Peña & Torres-Peimbert (1985) , which amount to 0.44, 0.43 and 0.40, respectively. However, our value is consistent with the value obtained by Clegg et al. (1987) from the Balmer decrement, which amounts to 0.33±0.14, and with the value obtained by Torres- Peimbert & Peimbert (1977) (c(Hβ)=0.30).
To determine the line flux uncertainties, we considered individually each spectral range (B1, B2, R1, and R2). Several lines were chosen in each of these ranges so as to cover the whole intensity ranges, and the statistical errors associated to the uncertainties in the continuum measurement were computed using the IRAF splot task. Error propagation and a logarithmic interpolation of F(λ)/F(Hβ) vs. σ(F(λ)/F(Hβ)) were used to determine σ(F(λ)/F(Hβ)) for each line. Finally, the final percentile errors (1σ) of the I(λ)/I(Hβ) ratios were computed taking into account the uncertainties in the determination of c(Hβ). The result is presented in column 8 of Table 2 . Colons indicate errors higher than 40%. 
Unidentified lines.
There are 18 lines that could not be identified with the available sources, amounting to ∼2.5% of the measured lines. There are also about 30 dubious identifications, labelled in Table 2 with a quotation mark. We checked that these lines are not telluric lines, nor ghosts or charge transfer features. Given the strong dependence of the line profiles (velocity field) with the excitation of the ion, we can at least tentatively classify these lines as low or high ionization ions, with low ionization species having a clear double-peaked line profile and high ionization lines a single-peaked or slightly doublepeaked profile. In Table 3 we show the list of unidentified lines with a rough estimation of the laboratory wavelength and the profile type.
Identification of neutron-capture lines
The detection of neutron-capture element emission lines in the optical spectra of photoionized nebulae is a hard task, since these lines are intrinsically very faint. However, since the first identification of neutron-capture elements lines twenty years ago by Péquignot & Baluteau (1994) in the optical spectrum of the PN NGC 7027, the reported detections of these lines in the optical spectra of Galactic PNe and H ii regions have grown significantly (e. g. Baldwin et al. 2000; García-Rojas et al. 2009 Otsuka et al. 2010 Otsuka et al. , 2011 Otsuka & Tajitsu 2013; Peimbert et al. 2004; Sharpee et al. 2007; Sterling et al. 2009; Zhang et al. 2005) . Other studies have reported the detection of neutron-capture element lines in the near-infrared spectra of Galactic PNe and H ii regions (e. g. Dinerstein 2001; Sterling & Dinerstein 2008; Blum & McGregor 2008) and in other galaxies (e. g. Vanzi et al. 2008) .
We report the detection of several neutron-capture element lines in NGC 3918. In our analysis, we use all the certain and probable line identifications by Péquignot & Baluteau (1994) and Sharpee et al. (2007) as a reference. The complex velocity structure of NGC 3918 is a double-edged sword. On the one hand, it does not allow us to easily use automatic identification algorithms such as EMILI (Sharpee et al. 2003) ; on the other hand, it helps us to detect the presence of line blends with ions with different ionization potentials. Additionally, the large number of ghosts and charge-transfer features, as well as the "wiggling" of the continuum which is typical of deep echelle spectra, do not allow us to properly use the PySSN spectrum synthesis code, except in some cases (see below). The PySSN code is a python version of the X-SSN code (Péquignot et al. 2012) and is still in development. PySSN uses a database of emission lines containing identifications, wavelengths and relative intensities for lines of the same multiplets (or emitted by the same process as atmospheric emission and absorption lines). It generates a synthetic spectrum by summing the contributions of all the individual lines, taking into account different profiles for dif- In the upper panel we show the observed spectrum (red line) and the different fits (magenta dashed line for He i, cyan for [Se iii], and blue for the total spectrum); flux is in arbitrary units. Note that a model of the telluric emission is included in the fit. In the lower panel, we show the residuals of the fit. ferent ions and/or emission processes, and the continuous nebular emission. Reddening and instrumental response are also taken into account. Therefore, in most of the cases, we identify the lines by eye, following several criteria: i) the line profiles agree with what is expected for the ionization potential of the ion; in some cases, this criterion allows us to discard possible blends with other faint lines; ii) the radial velocities of different lines of the same ion agree; iii) the relative intensities of lines arising from the same ion agree with what is expected from the collision strengths and spontaneous emission coefficient calculations for these transitions (this applies to the [Kr iv] and [Xe iv] lines); iv) finally, in some cases of very tight blends we use the PySSN spectrum synthesis code, which makes use of all the previous conditions to perform the line fitting. When the first three criteria are fullfilled we consider the identification to be robust. In Fig. 3 we show some of the neutron-capture element lines detected in our spectrum.
Se line identifications
Several authors reported that the identification of the [Se iii] λ8854.00 line is quite difficult because of blending with a weak He i λ8854.11 line which is at nearly the same wavelength (Péquignot & Baluteau 1994; Sharpee et al. 2007 ). We used the PySSN spectral synthesis code to fit the nearby He i lines and estimate the contribution of the He i line to the blend. In Figure 4 we show the best fit we have found. From this fit, a contribution of ∼75% of the line was considered to come from the [Se iii] emission. Another possible contaminant of this line is the [Mn iii] λ8854.2 line, but we discarded this line because we do not detect any other [Mn iii] line in the spectrum of NGC 3918.
Kr line identifications
We identify lines of three ionization stages of Kr. Péquignot & Baluteau (1994) high ionization of NGC 3918, we discarded the presence of C i emission. We tentatively assume that the He i line is contributing to the measured flux of the line, given the radial velocity measured. We detect other 3s-np transitions of He i in our spectrum, but several of them are strongly affected by telluric absorptions and/or emissions and their intensities are unreliable. Therefore, we used the spectrum synthesis code PySSN to check how this line can affect the measured flux. In Sharpee et al. (2007) report that this line could also be potentially affected by [Fe iv] λ6826.50. However, we do not detect other multiplet members that should be brighter than this line in our spectrum and therefore, this possibility was discarded.
In Fig. 5 We identify the [Kr v] λ6256.1 line in our spectrum. Péquignot & Baluteau (1994) and Zhang et al. (2005) claim that this line can be affected by the C ii λ6257.18 line and/or the dielectronic C ii λ6256.52 line. Given our spectral resolution, the expected line profile and the radial velocities measured for other C ii lines, we can discard the presence of the C ii λ6257.18 line. Additionally, we discard the presence of the dielectronic C ii λ6256.52 line because we do not detect the brightest component of the multiplet at 6250.76 Å. Unfortunately, we could not detect the [Kr v] λ8243.39 line to compare the expected theoretical intensity ratio with [Kr v] λ6256.1 line with the observed one because this line falls in a zone of the spectrum with a strong telluric absorption feature. Therefore, although the radial velocity is somewhat lower than expected, we consider the identfication of the [Kr v] λ6256.1 line as quite robust.
Rb line identifications
We identify two lines of Rb in the spectrum of NGC 3918. These identifications are complicated by blending with other features, especially the [Rb iv] λ5759.55 one. We reported the detection of this line as an excess intensity in the He ii 5-47 λ5759.74 line. We have assumed He ii I(λ5759.55)/I(Hβ)=0.0082 for T e =12000 K and n e =1000 cm −3 (Storey & Hummer 1995) to correct for the contribution of this line. This give us a contribution of ∼36.4% of the [Rb iv] line to the total measured flux. Moreover, we used PySSN to check this by fitting the expected profile of a He ii line to this line, finding an excess of ∼35% at the wavelength where we expect to find the [Rb iv] emission (see Fig. 6 ). Therefore, we consider that this is a quite robust identification. Unfortunately, we could not detect the [Rb iv] λ9008.74 line, which arises from the same upper level as λ5759.74 line and that could give us an additional constraint for [Rb iv] line identification, because it falls in a zone with a strong telluric absorption band.
Some authors report the identification of the [Rb v] λ5363.37 line in the spectra of PNe (Péquignot & Baluteau 1994; Sharpee et al. 2007 5361.74, 5363.80 or 5375.57 were not detected in our spectrum. Additionally, the O ii line profiles are different to the profile observed and, therefore, the [Rb v] λ5363.37 identification is tentatively adopted.
Xe line identifications
Several Xe identifications are considered probable in the spectrum of NGC 3918. Péquignot & Baluteau (1994) (Storey & Hummer 1995) to correct for the contribution of this line, we find a contribution of ∼8% of the [Xe iii] line to the total measured flux. As this is a rather uncertain estimation, and it lies within the uncertainties of the measured flux, we used the emission line spectral synthesis code PySSN to fit the expected profile of an He ii line finding that, in principle, there is no substantial contribution of the [Xe iii] line to the measured flux. Therefore, we cannot conclude that [Xe iii] λ5846.77 is detected in our spectrum. Nevertheless, we do the exercise of computing an upper limit to the Xe 3 P 1,2 -1 D 2 transitions. In the first case, no emission was detected and in the second case, telluric absorption lines preclude the identification of any emission line. Péquignot & Baluteau (1994) and Sharpee et al. (2007) report the detection of [Xe vi] λ6408.89 line in the spectrum of NGC 7027 on the red wing of the He ii 5-15 λ6406.38 line. We also detect two extremely faint features at a similar position. We discard the identification of these lines in terms of a double-peaked line of [Fe iii] λ6408.50, owing to the low number of [Fe iii] identifications in our spectrum and to the different line profile of [Fe iii] lines. Alternative identifications could be the C iv λλ6408.1, 6408.8 lines. Sharpee et al. (2007) discard these identifications owing to the high excitation of these lines, although they report the detection of other C iv lines in the spectrum of NGC 7027. Since we detect other brighter lines of the 9g − nh series, we confirm the identification of the C iv 9g 2 G-17h 2 H 0 λ6408.1. However, the second line can hardly be C iv 9h 2 H 0 -17i 2 I λ6408.8, since there are no other lines of the 9h − ni series in our spectra. The identification of this line as [Xe vi] λ6408.90 is also highly questionable, given the faintness of the line; however, when we compute the Xe 5+ abundance from this line, we find a reasonable result (see Sect. 5.1).
Since the intensities of several n-capture element lines are corrected by deblending other nebular or telluric lines, in Table 4 we show the detected n-capture element lines with line intensities corrected for contamination from other features. In the following, we comment on identifications of individual neutron-capture elements.
PHYSICAL CONDITIONS
The large number of emission lines identified and measured in the spectrum of NGC 3918 allows us to derive physical conditions using multiple emission-line ratios. The computations of physical conditions were carried out with PyNeb v1.0.9 (Luridiana et al. 2015 ), a python-based package dedicated to the analysis of emission line spectra. The methodology followed for the derivation of the electron density, n e , and the electron temperature, T e , has been described in previous papers of our group. We have updated the atomic data set to state-of-the-art atomic data, presented in Tables 5  and 6 for collisionally excited lines (CELs) and optical recombination lines (ORLs), respectively. Errors in the diagnostics were computed via Monte Carlo simulations. We generate 1500 random values for each line intensity using a Gaussian distribution centered in the observed line intensity with a sigma equal to the associated uncertainty. For higher number of Monte Carlo simulations, the errors in the computed quantities remain constant. The electron temperatures and densities are presented in Table 7 .
For the calculation of ionic abundances (see Section 5) we assumed a three-zone ionization scheme. assumed as representative of the medium-ionization zone (17 eV < IP < 39 eV) and designated T e (mid). Finally, the electron temperature from [Ar v] (see below) was adopted as representative of the high-ionization zone (IP > 39 eV) and designated T e (high) (see Table 7 ).
Following Eqs. (1) and (2) Given the high ionization degree of NGC 3918, the recombination contribution to the auroral λ4363 line may also be non-negligible; we estimated it using Eq. (3) of Liu et al. (2000) Table 8 ), this contribution amounts to ∼1%, which has almost no effect on the determination of T e ([O iii]) and therefore, was not considered.
In Figure 7 we show the diagnostics diagrams obtained for each ionization zone in NGC 3918. It is worth noting the agreement between the different diagnostics except for the high-ionization zone, where [Ar iv] temperature diagnostic gives a very high T e . We discarded T e ([Ar iv]) because we notice in a previous paper (see section 4.3 of García-Rojas et al. 2013 ) that the ratio between collisional strengths for [Ar iv] λλ7170+263 and λλ4711+40 lines might be unreliable. Therefore, only the [Ar v] diagnostic was considered for the high-ionization zone.
The electron temperature can also be derived from the ratio between the Balmer discontinuity end the H i lines belonging to the Balmer serie. We use the expression given by Liu et al. (2001) to compute the electron temperature T e (BJ) from the ratio of the Balmer discontinuity to I(H11).
The physical conditions reported in Table 7 agree within the uncertainties with the physical conditions reported by Clegg et al. (1987) and Tsamis et al. (2003b) .
CHEMICAL ABUNDANCES

Ionic abundances from CELs
Ionic abundances from CELs were computed using PyNeb (Luridiana et al. 2015 ) and the atomic data in Table 5 . To perform the computations required for this paper, we updated PyNeb by including several new ions; the updated version of PyNeb (v1.0.9) Diagnostic
[Ar iv] λ4711/λ4741 6500 +1300 −1200
Adopted 6200±1250
T e (K)
T e (low) (adopted) 11000±1350
T e (mid) (adopted) 12100±300
T e (high) (adopted) 15400±800
T e (BJ) 11750±1400
was uploaded to the PyNeb website 3 . For highly ionized Fe ions, we adopt the data recommended by Delgado-Inglada & Rodríguez (2014) , and for neutron-capture elements we use the atomic data references compiled by Sharpee et al. (2007) . Errors in the line fluxes and the physical conditions were propagated via Monte Carlo simulations. As pointed out in Sect. 4, we use a three-zone scheme of the nebula, adopting a unique n e value in the three zones and T e (low) for ions with IP<17 eV (i. e. N + , O + , S + and Fe 2+ ), Table 8 , along with the lines used to compute them. We avoid using auroral lines in abundance computations because they do not affect significantly the computed abundances but can introduce some scatter. Since transition probabilities and effective collision strengths for several of the detected Fe-peak species
, and [Cu vi]) are unknown, we are unable to determine the ionic or elemental abundances of these species. Most of these ions require large model atoms (30-50 levels), as used for Fe ions (e. g. Rodríguez & Rubin 2005; Delgado-Inglada & Rodríguez 2014) in order to accurately determine the fractional populations of the upper levels of the observed transitions. Gas-phase abundances of these species would provide valuable information regarding the chemical content of dust grains in PNe and AGB star winds. New atomic data determinations are needed to make such investigations possible.
Ionic abundances from recombination lines
In the following subsections, we present ionic abundances for He, C, N, O and Ne derived from ORLs. We adopt the physical conditions derived from CELs to compute the abundances, as ORLs depend only weakly on electron temperature and are essentially independent on the electron density under the low density conditions of NGC 3918. We detect several He i emission lines in the spectrum of NGC 3918. These lines arise mainly from recombination, but some of them can be affected by collisional excitation and self-absorption effects. We use the effective recombination coefficients compiled in Table 6 for H i and He i. Both collisional contribution effects and the optical depth in the triplet lines are included in the computations. Using PyNeb, we determine the He + /H + ratio from the three brightest He i emission lines: λλ4471, 5876 and 6678.
We measure multiple He ii emission lines in the spectrum of NGC 3918, but, to compute the He 2+ /H + ratio, we use only the 11 brightest ones among those not affected by telluric features or line blending (λλ3203, 4100, 4200, 4339, 4542, 4686, 4859, 5412, 6560, 7593 and 8237 Å) . The computation adopts the recombination coefficients computed by Storey & Hummer (1995) . The adopted He + /H + and He 2+ /H + ratios are presented in Table 9 .
Ionic abundances from C, N, O and Ne recombination lines
A well known problem of nebular astrophysics is the difference between the chemical composition of photoionized plasmas as derived from collisionally excited lines and from recombination lines (ORLs). This discrepancy is parametrized in terms of an abundance discrepancy factor (ADF), which is defined as:
where X i+ /H + is the abundance of i-times ionized element X relative to H + . ADFs may reach values of 2-3 in H ii regions (García-Rojas & Esteban 2007) and up to 120 in PNe, with an average value of about 3 (McNabb et al. 2013; Corradi et al. 2015) .
Thanks to the high quality of our data, we could measure a large number of permitted lines of heavy-element ions such
and Mg ii, many of them detected for the first time in NGC 3918, and compute the ADF for several ions. Unfortunately, many of these permitted lines are affected by fluorescence or blended with telluric emission lines, making their measured intensities unreliable. A discussion on the mechanisms of formation of permitted lines can be found in Esteban et al. (1998 Esteban et al. ( , 2004 , and references therein). We could not estimate the Mg 2+ /H + ratio because the pure RL of Mg ii λ4481 is affected by charge transfer in the CCD and its flux is unreliable.
The abundances are derived using the atomic data compiled in Table 6 . For C 3+ , N 3+ , N 4+ , and O 3+ we take also into account the contribution of dielectronic recombination computed by Nussbaumer & Storey (1984) . We selected the lines formed by pure recombination to compute ionic abundances from ORLs in PNe (see Liu et al. 2000; Tsamis et al. 2004 ). For C iv, N iii and N iv lines and some multiplets of O iii and O iv, we adopt the log(g f )s given by the computations in the Atomic Line List v2.05b18 4 . The log(g f ) values necessary to compute abundances from the remaining lines for which we have assumed LS-coupling have been adopted from the local thermodynamic equilibrium (LTE) computation predictions from Wiese et al. (1996) .
C ORLs.
Owing to the high ionization of NGC 3918, we detect lines of C ii, C iii and C iv that are excited by pure recombination and therefore are suitable for abundance determinations (see García-Rojas et al. 2009 , and references therein). In Table 10 we show the ionic abundances from recombination lines of C. The results obtained for the different multiplets of each given ion clearly show the excellent agreement between the different lines, strengthening the hypothesis of the recombination origin of these lines. Tsamis et al. (2004) computed the ADF for C 2+ and C 3+ by comparing the abundances obtained from C ii and C iii ORLs with the abundances obtained from IUE UV data of the C iii] λλ1906+09 CELs and the C iv λ1549 resonant doublet, respectively. Our ORL C 2+ abundances are in good agreement with those obtained by Tsamis et al. (2004) but, on the other hand, we obtain C 3+ and C 4+ abundances that are somewhat higher than those obtained by Tsamis et al. (2004) . In our case the comparison between UV CELs and optical ORLs is meaningless because optical and IUE UV observations do not cover the same volume of NGC 3918.
N ORLs.
Several permitted lines of N ii, N iii and N iv are detected in our spectrum. We compute the N 2+ /H + ratios from N ii permitted lines of multiplets 3, 12, 39 and 48, which are mainly excited by recombination and are not sensitive to optical depth effects ). We assume the recombination coefficients by Fang et al. ( , 2013 except in the case of multiplets Fang et al. ( , 2013 . For multiplet 12 recombination coefficients by Kisielius & Storey (2002) . For multiplet 48, recombination coefficients by Escalante & Victor (1992 12 and 48, for which Fang et al. ( , 2013 do not compute recombination coefficients and, therefore, we adopt the recombination coefficients by Kisielius & Storey (2002) for multiplet 12 and Escalante & Victor (1992) for multiplet 48. Lines belonging to multiplets 1 and 2 are the brighest N iii lines detected in our spectrum, but they are not reliable for abundance determinations because they appear to be excited by the Bowen mechanism (Grandi 1976 ). However, other N iii lines are detected in our spectrum but the recombination coefficients are only available for the multiplet 18 N iii λ4379.11 line (see Péquignot et al. 1991) . This is a 4 f -5g transition that cannot be excited by mechanisms other than recombination. Unfortunately, this line is probably blended with the O iii λ4379.6 Å line; as the relative strength of this O iii line with other detected lines belonging to the same multiplet is not available, we can only give an upper limit to the N 3+ /H + ratio. We detect several N iv in the spectrum of NGC 3918, but only a handful of them have available recombination coefficients (Péquignot et al. 1991 ). These lines give relatively similar results for the N 4+ /H + ratio and most of them are transitions between high levels and, therefore, are probably excited by pure recombination. The 3s-3p transition gives very similar results to the other lines and, therefore, recombination is its most probable excitation mechanism. Similarly to the case of C ions, although there are IUE UV CELs data available for N 3+ and N 4+ ions for NGC 3918, a comparison with our ORL abundances would not be meaningful since optical and UV observations do not cover the same volume of the nebula. 
O ORLs.
We detect a large number of O ii permitted lines in our spectrum. Esteban et al. (2004) argue that the best lines to compute O 2+ abundances from ORLs are those belonging to multiplets 1, 2, 10, 20, and from the 3d-4 f transitions, which are mainly excited by recombination. However, we detect other multiplets that, at the excitation of NGC 3918, are not expected to be affected by any fluorescence effects. In Fig. 8 we show the region of the multiplet 1 O ii ORLs, which are the brightest O ii ORLs in the spectrum of NGC 3918 (of order 10 −3 × I(Hβ)). The upper levels of the transitions of this multiplet may be affected by departures from local thermodynamic equilibrium (LTE) for densities n e <10 4 cm −3 (Tsamis et al. 2003a; Ruiz et al. 2003 ). In such a case, the abundances derived from the various lines assuming LTE may differ from each other by large factors. To account for such effect, we apply the non-LTE corrections estimated by Peimbert et al. (2005) , obtaining abundances from individual lines in good agreement; we also derive the abundance using the sum of all lines of the multiplet following the recipe given by Esteban et al. (1998) . This abundance, which is not affected by non-LTE effects, agrees with those derived from individual lines. In Table 12 we present the values obtained for the individual lines, as well as those derived from the sum of all the lines of a given multiplet. We only consider lines with errors lower than 40%; for 3d − 4 f transitions, when available, we average lines with errors <40%, otherwise, we average all available lines and quote the final value with an uncertainty higher than 40%. For 3s-3p transitions we use the recombination coefficients assuming LS-coupling by Storey (1994) . In all the other cases (3p-3d and 3d-4 f transitions) we use the intermediate-coupling scheme by Liu et al. (1995) .
As seen in Table 12 , the abundances computed from multiplets 1, 5, 10, 20, and 3d-4 f transitions (averaged value) agree within a ∼15% uncertainty. However, multiplets 2 and 19 give abundances that are a factor of ∼1.7-2 lower and multiplet 12 give an abundance that is ∼10% higher than the abundances derived from the other lines. Liu et al. (2000) report a similar behavior for multiplet 2 and claim that departure from case B to case A could resolve this discrepancy. However, considering case A we obtain abundances that are a factor of ∼1.4 higher but still too low compared to the other multiplets. Taking into account that multiplet 1 is the most widely used proxy of the O 2+ /H + ratio from ORLs and that the derived abundance from this multiplet agrees with the one derived from multiplets 5, 10, 20, and 3d − 4 f transitions, we finally adopt the average abundance weighted by the uncertainties of multiplets 1, 5, 10, 20, and 3d − 4 f lines as representative of the O ++ abundance from ORLs. From this value, we compute an ADF(O 2+ )=1.8±0.3, which is in good agreement with the value obtained by Tsamis et al. (2004) for NGC 3918 for their comparison between optical CELs and ORLs (ADF(O 2+ )=1.85). We detect several lines of O iii in the spectrum of NGC 3918. We do not consider the brighest O iii lines (i. e. those belonging to multiplets 2 and 5) because they are probably excited by other mechanisms than recombination (see Grandi 1976; Clegg & Walsh 1985) . We compute the O 3+ /H + ratio from ORLs from multiplet 8 of O iii, which has contributions from both radiative and dielectronic recombination (Liu & Danziger 1993) .
Several O iv lines are detected in our spectrum. We use the 5g 2 G-6h 2 H 0 O iv λ4631.89 and the 6g 2 G-7h 2 H 0 O iv λ7677.40 lines to compute the O 4+ /H + ratio since they are hardly excited by other mechanisms than recombination.
Ne ORLs.
We detect several permitted lines of Ne ii, belonging to multiplets 1, 7, 39, 55, and 57. To derive Ne ++ abundances, we adopt the effective recombination coefficients by Kisielius et al. (1998) for multiplets 1, 7, and 39 and the computations by Kisielius & Storey (unpublished) , assuming LS-coupling for multiplets 55 and 57. Transitions from multiplet 1 and 55 are probably the result of recombination because they correspond to quartets and their ground level has a doublet configuration . Transitions from multiplets 7 and 57 correspond to doublets and give abundances similar (m57) or lower (m7) than those derived from the multiplet 1 and 55 lines; however, given the high uncertainty in the flux of multiplet 7 λ 3323.74, we do not include this line in the final average abundance. Taking into account that the multiplet 55 lines correspond to 3d − 4 f transitions, whose upper levels are unlikely to be populated by fluorescence, it seems that in NGC 3918 all these lines are excited mainly by recombination. The multiplet 39 Ne ii λ3829.77 line corresponds to an intercombination transition (3p 2 P 0 -3d 4 D) and the abundance derived from it agrees with that derived from other multiplets, so this multiplet is probably mainly excited by recombination. Therefore, we adopt the averaged value from all multiplets as representative of the Ne ++ abundance. From our derived Ne 2+ /H + ratio from ORLs and CELs, we compute an ADF(Ne 2+ )=2.54±0.37, which is somewhat higher than that derived for O 2+ , but is within the typical range of PNe. A similar result was found by Tsamis et al. (2004) .
Total abundances
To correct for the unseen ionization stages and then derive the total gaseous abundances of chemical elements in NGC 3918, it is necessary to adopt a set of ionization correction factors (ICFs). For most elements, we adopted the ICFs recently developed by from a large grid of photoionization models and applied them to the ionic abundances computed from CELs, but also provided alternative computations when possible. The ICFs derived in were designed for large aperture observations (that cover the whole nebulae) as well as for small aperture observations across the central regions of the nebulae. Our observations avoid the central star but the slit is located sufficiently close to cover different ionization zones in the nebula. (Liu et al. 1995) . we feel justified the adoption of these ICFs. The total abundances discussed in this section are shown in Table 14 and the specific criteria adopted in each particular case are discussed in the following. Uncertainties in the total abundances were computed through Monte Carlo simulations that take into account uncertainties in line fluxes, physical conditions and ionic abundances For C, N, O, Ne, S, Cl, and Ar, we include in the Monte Carlo simulations the uncertainties in the ICFs reported by .
The total C abundance is computed only from ORLs. The ICF proposed by Table 14 . Alternatively, we also compute the C abundance by adding all the ionic abundances from C ii, C iii, and C iv ORLs and taking into account the contribution of C + by re-scaling the C + /C 2+ obtained by Tsamis et al. (2003b) from CELs. The latter value is only 7% higher than the value derived from an ICF (see Table 14 ). When computing the O abundance from CELs, we apply the ICF by Fig. 2 ). We need to correct for the contribution of Ne + to the total abundance. Therefore, we compute the total abundance in two ways: i) by adding the ionic chemical abundances, and ii) by using a classical ICF scheme that corrects the observed ionic abundances for the unseen ionization species. We use the ICFs given by Eqs. (17) and (20) Similarly to Ne, we detect several ionization stages of Ar in the spectrum of NGC 3918 (see Fig. 2 ). We compute the total Ar abundance by adding the ionic chemical abundances and by using the ICF proposed by when only [Ar iii] lines are detected (Eq. 36). The uncertainties associated with the ICF reported by these authors are very high (see their Table 3 and Figure 13 ). Note that these uncertainties are likely overestimated since they are derived from the maximum dispersion in the ICF given by the grid of photoionization models. This is the reason why we obtain high errors on the Ar/H determination based on this ICF (see Table 14 ). Given that the ICFs for Kr and Xe are based on Ar abundances, we have tried to find a value for Ar/H with lower uncertainties. We select from the 3MdB models ) the ones corresponding to the PNe 2014 reference (used by , to compute their ICFs), adding as a selection criteria the fact that the models must reproduce simultaneously the Ar 2+ /Ar, Ar 3+ /Ar, Ar 3+ /Ar, and O 2+ /O ionic fractions (within ±5%). These models then reproduce well the ionization structure of the nebula. The total Ar/H abundance for these models is found to be very close to the sum Ar 2+ /H + Ar 3+ /H + Ar 3+ /H, with an error being less than 2%. Therefore, we will use from now on the sum of these three ionic abundances as representative of the total Ar abundance.
As can be seen in Table 8 , we measure several lines of multiple ionization stages of Fe. In Fig. 9 we show some of the lines used to compute ionic chemical abundances. The [Fe iii] lines are usually the brightest iron lines in photoionized nebulae. However, as is shown in Fig 9, Rodríguez & Rubin (2005) , which is based on the detection of [Fe iii] lines and two ICFs, one from photoionization models (their Eq. 2) and one from an observational fit that takes into account all the uncertainties in the atomic data involved in the calculations and that allows us to constrain real iron abundances (Eq. 3); ii) in the second approach, we take advantage of the high ionization degree of the PN and simply compute the total abundance as the sum of all the observed ionic species. The results are shown in Table 14. As can be seen, the sum value is in very good agreement with the value derived from Eq. (2) of Rodríguez & Rubin (2005) . Delgado-Inglada & Rodríguez (2014) also find several objects with high-ionization Fe ions. In a similar exercise to ours, they compare the sum of the ionic Fe abundances with the results obtained from the ICFs, but their results do not allow them to conclude which ICF works better. It must be taken into account that their data are more limited than our data both in spectral resolution, which is lower and, thus, prevents deblending some of the lines from other closeby features, and in the S/N ratio of the high-ionization Fe lines, which is also lower. We agree with their conclusion that the inherent limitations of ionization correction schemes are responsible for the different behaviours found and that high-resolution, high-S/N ratio data are needed to improve the ionization correction scheme or to define a new and better one, especially for high ionization PNe.
To estimate the correction for the unseen ions of Ca, K and Na, for which no published ICFs exist, we compute a simple spherical photoionization model of the PN with Cloudy (v. 13.03; Ferland et al. 2013) , ionized by a blackbody with T e f f =190 kK. The inner and outer radius are set to log(r in )=15.0 and log(r out )=17.16 (in cm); at an assumed distance of 1 kpc, the projected radius equals the observed optical radius (19 ′′ ). Using pyCloudy (Morisset 2013) Cloudy's output has been corrected to account for the slit used to observe the nebula (9.35 ′′ × 1 ′′ : see Section 2). The density, chemical composition and total Hβ flux are set by design. The model thus computed reproduces the observed line ratios and the general ionization structure as given by O i through O iv and Ne iii through Ne v. According to the model, Na 3+ accounts for 35% of the total sodium; K 3+ and K 4+ together account for the 46% of the total potassium; and Ca 4+ accounts for 17% of the total calcium. This leads to an ICF of ∼2.9 for Na, ∼2.2 for K and ∼5.8 for Ca. The validity of the model is supported by the nice agreement between the K 3+ /K 4+ ratios predicted by our model (1.04) and the one derived from the observations (1.10±0.25).
An alternative method to compute the abundances of these three elements is the ICF scheme by Delgado-Inglada et al. (2014), based on the public database of photoionization models 3MdB developed by Morisset et al. (2015) . We preliminarly verify the overall agreement of our model with the predictions by Given the overall agreement between the two methods, we adopt as a representative value of the total abundance for each atomic species the average of the values returned by both methods. The results are shown in Table 14 .
The gaseous abundances of Ca, K, and Na relative to hydrogen in the interstellar medium are significantly lower than solar (Morton 1974) , which is generally attributed to depletion into dust grains. The reported abundances of K and Na in PNe are about 1 dex lower than solar and the Ca abundances are between ∼0.8 and ∼2.5 dex lower than solar (Aller 1978; Aller et al. 1981; Aller & Czyzak 1983; Bohigas et al. 2013; Shields et al. 1981; Keyes et al. 1990 ). The abundances of Ca, K, and Na obtained here are 1.6, 0.6, and 0.3 dex lower than solar respectively, suggesting a significant depletion of these elements (especially of Ca) into dust grains in NGC 3918.
The high depletion factors in NGC 3198 could be related to the dominant chemistry in the PN. Both the value of C/O ( 1, this work) and the broad feature at 30 µm found in the nebula (Delgado-Inglada & Rodríguez 2014) and often associated with MgS, reveal a carbon-rich environment. In the particular case of iron, Delgado-Inglada & Rodríguez (2014) found that the highest depletion factors are found in carbon-rich PNe. Sterling et al. (2007) constructed the first ionization correction scheme for Kr, using approximate atomic data. These authors propose ICFs based on detailed photoionization models and on the detection of multiple Kr ions in the optical and K-band. Very recently, Sterling et al. (2015) incorporated new photoionization and recombination data into the modeling code Cloudy ) . They compute a large grid of photoionization models to determine a new set of ICFs for calculating the Kr elemental abundance. This new set provides different ICFs depending on the detection of different Kr ionic lines: [Kr iii], [Kr iv], and [Kr v] and therefore, is perfectly fitted for our data. We note that the results obtained by using the different ICFs proposed by Sterling et al. (2015) display a relatively low dispersion, suggesting that the formulae proposed are quite robust. In Table 14 we show the total Kr abundances obtained by using the average of the ICFs proposed by Sterling et al. (2007) and the average of the ICFs obtained with Eqs. (4), (5) and (6) (which are the ones that use more than one ionization stage) of Sterling et al. (2015) . We rely more on the second set of ICFs because they were computed from models that incorporated ab initio atomic data calculations (Sterling 2011; Sterling & Stancil 2011) . Sharpee et al. (2007) also propose an ICF based on the similarity between the ionization potentials of the noble gases. This ICF scheme gives a result which is very similar (0.01 dex higher) to the sum of the observed ionic species, but is much lower than the other ICF schemes.
There are no reliable ICFs for Xe and Rb in the literature. Sharpee et al. (2007) propose a correction for Xe based on the similarity in the ionization potentials of noble gases. We used a similar scheme assuming that Xe/Ar≈(Xe 2+ + Xe 3+ )/(Ar 2+ + Ar 3+ ). This scheme yields an abundance that is slightly lower than the sum of the ionic abundances. Therefore, for Xe and Rb, the total abundance is simply computed as the sum of all the observed ionic species. This gives us a lower limit to the total abundance.
Comparison with elemental abundances in the literature
The first attempt to compute chemical abundances in NGC 3918 was made by Torres- Peimbert & Peimbert (1977) from optical photoelectric spectrophotometry using a wide long-slit. Torres- Peimbert et al. (1981) obtain IUE low dispersion spectra and construct ionization structure models to derive physical conditions and chemical content of the PN. Peña & Torres-Peimbert (1985) derive the physical conditions and chemical abundances from high-dispersion IUE spectra. The most detailed chemical analysis of NGC 3918 is the one by Clegg et al. (1987) , who use a combination of high-and low-resolution IUE and optical long-slit spectra covering different positions in the nebula. Using UV, optical and far-infrared spectrophotometric data covering the whole nebula, Tsamis et al. (2003b) and Tsamis et al. (2004) study the chemical content of NGC 3918 derived from CELs and ORLs. Finally, Ercolano et al. (2003) construct a realistic photoionization model of NGC 3918 using a three-dimensional Monte Carlo photoionization code.
From Table 14 it is clear that the agreement between our total abundances with those elements in common with Clegg et al. (1987) is very good. For He, C, N, O, and Ne, their derived total abundances agree with ours within 0.05 dex. For Ar, the difference is slightly larger (between 0.1 and 0.2 dex depending on the ICF assumed). The abundances derived by these authors are computed through a tailored photoionization model to constrain UV and optical observations. In Clegg et al. (1987) computations, only the S/H and Fe/H ratios are significantly higher, by 0.4 dex and more than 0.6 dex, respectively. In Table 14 we also include the abundances obtained by Tsamis et al. (2003b) from UV, optical and farinfrared CELs of C, N, O, S, Cl, Ne and Ar and those derived by Tsamis et al. (2004) from C and O ORLs. In this case the agreement between C ORLs abundances is also very good. In general, the abundances agree within 0.1-0.15 dex, with a larger scatter for O (∼0.2 dex). In the case of CELs O abundances, the difference can be attributed mainly to the fact that they compute a high O 3+ /H + ratio from the UV O iv] λ1401 line, which is very sensitive to both temperature and extinction effects and, to a lesser extent, to the fact that they use the classical ICF scheme of Kingsburgh & Barlow (1994) , which is based on a small grid of photoionization models. In the case of RL abundances, the differences are due to the fact that they scaled O 3+ /O 2+ from CELs, which is quite uncertain and is a factor of ∼4 higher than the ratio obtained from ORLs.
DISCUSSION
s-process enrichments of n-capture elements
The total abundances of Se, Kr, Rb, and Xe can be used to establish if the central star has undergone a substantial sprocess nucleosynthesis and convective dredge-up. As discussed in Sterling & Dinerstein (2008) , the enrichment must be measured against a reference element which is neither enriched nor depleted in the object studied; for a metal-rich, non-type-I PN such as NGC 3918, a suitable element seem to be O; in case of a type-I PNe, O can be affected by nucleosynthesis and then we use Ar as a reference (see Sterling & Dinerstein 2008) . In order to establish which level of [X/O], where X is a n-capture element, counts as significant, it is necessary to take into account the primordial scatter in the abundances of the progenitor gas. Based on stellar data by Travaglio et al. (2004) Table 15 . If we adopted the more recent solar composition of Asplund et al. (2009) , the derived abundances would change by less than 0.06 dex, with the exception of [Rb/O] which would be 0.11 dex larger. In the calculation, we assume the solar abundances by Asplund et al. (2005) for the sake of a direct comparison with the results by Sterling & Dinerstein (2008) threshold assumed by Sterling & Dinerstein (2008) . We can therefore conclude that Kr is strongly enriched in NGC 3918. It is interesting to note that our Kr data, which include all the relevant ionization stages, make it possible to test the predictions of theoretical ICFs; the results support the ICFs proposed by Sterling et al. (2015) .
For Se, owing to the difficulties detecting and measuring the line, the value we obtain, i. Sterling & Dinerstein (2008) in a large sample of PNe with both Kr and Se emission ([Kr/Se]=0.5±0.2) and with the predictions of theoretical models of s-process nucleosynthesis (Gallino et al. 1998; Goriely & Mowlavi 2000; Busso et al. 2001; Karakas et al. 2009 >0.21±0.11), so they do not allow us to draw any definite conclusion. It must be stressed, though, that these values are only lower limits to the real abundances, so we cannot exclude that these elements are actually enriched.
These two elements lie on opposite sides of the bottleneck in the s-process path corresponding to isotopes with the magic neutron number N = 50. This bottleneck occurs because species with closed neutron shells have very small n-capture cross sections, leading to peaks in the element-by-element distribution of s-process enrichments (e. g. Käppeler et al. 2009 ). In stellar spectroscopy, ncapture elements produced by the s-process are often categorized as 'light-s" or "heavy-s" elements if one of their isotopes has a magic number of N = 50 (e.g., the s-process peak near Zr) or N = 82 (the peak near Ba), respectively (e. g., Luck & Bond 2014) . The abundance ratio [hs/ls] is a measure of the neutron exposure (the time-averaged neutron flux experienced by Fe-peak nuclei) in AGB stars. Both Kr and Xe have isotopes with a magic number of neutrons, and can be used as nebular proxies for light-s and heavy-s elements, respectively. The ratio [Xe/Kr] −0.39 corresponds to a neutron exposure typical of modestly subsolar metallicity AGB stars, according to the models of Busso et al. (2001, see their Figures 3 and 4) . While this abundance ratio is a lower limit, it appears to be somewhat lower than the average [Xe/Kr] ≈ 0.0 value found by Sharpee et al. (2007) in their sample of PNe. Theoretical studies have shown that a spread in the sizes of 13 C pockets and in average neutron exposures are needed, even in stars with the same mass and metallicity, in order to reproduce observations of s-process enrichments in AGB stars (e. g., Busso et al. 2001; Herwig 2005; Karakas & Lattanzio 2014) . Herwig et al. (2003) showed that the interplay between convective overshoot and rotationally-induced mixing can naturally lead to a spread in neutron exposures in AGB stars of a given mass and metallicity. In order to draw more robust conclusions from these results, advances on two fronts are needed. First, a reliable ICF scheme is needed for Xe. This requires photoionization and recombination data such as Sterling & Witthoeft (2011) and Sterling (2011) (van Raai et al. 2012; Karakas et al. 2012) . In particular, the high neutron density of the 22 Ne source opens branchings in the sprocess path that lead to large enrichments of Rb relative to other n-capture elements, unlike the 13 C neutron source, which produces lower neutron densities. Therefore the modest Rb enrichment relative to Kr and Xe indicates that the progenitor mass of NGC 3918 is between 1.5 M ⊙ (the approximate lower limit for convective dredge-up to occur; Straniero et al. 2006 ) and 5-6 M ⊙ . The upper limit to the progenitor mass is consistent with the abundances of other species in NGC 3918, in particular N/O and C/O. NGC 3918 is not a Peimbert Type I PN (Peimbert 1978) , and thus its progenitor mass is expected to be less than 3-4 M ⊙ . The analysis of n-capture element abundances confirms this expectation, and additionally places a lower limit to the progenitor mass of this PN.
A more definite statement regarding Rb and Xe would require either observing all the relevant ionization stages or correcting the observed ones with an ICF. Although corrections for unseen ions of Se and Kr exist (Sterling et al. 2007 , no ICF expressions are available for Xe and Rb as yet, due to a lack of the atomic data required to derive such corrections. However, theoretical and experimental efforts to produce these atomic data are ongoing (Kerlin et al. 2015) , after which photoionization modeling can be used to determine analytical ICF formulae (e. g., Sterling et al. 2015) . As already noted above, photoionization models are especially productive if used in combination with data such as those presented in this paper, since the detection of several ionization Sterling et al. (2015) from Eqs. (4), (5) and (6). c Lower limits. Total Rb and Xe from the sum of the ionic abundances.
stages for each element makes it possible to test the predictions of theoretical ICFs.
Correlation of s-process enrichments with the C/O ratio
Nucleosynthesis models also predict that neutron-capture elements correlate with the C/O ratio, as carbon is brought to the surface of AGB stars along with s-processed material during third dredge-up episodes (Busso et al. 2001; Gallino et al. 1998; Karakas & Lattanzio 2014) . In the upper panel of Figure 10 we show the correlation found by Sterling & Dinerstein (2008) for PNe of their sample with known abundances of C (from UV lines) and their Kr abundances obtained from near IR [Kr iii] line detections (red squares). This correlation is marginal due to the large uncertainties in the Kr/O and C/O ratios. We have overplotted our result for NGC 3918 from optical data for both the C/O and the Kr/O ratios (big blue dot). We adopt C/O=0.87±0.25 from C ii and O ii recombination lines (see Fig 8 and the ICFs given by Kingsburgh & Barlow 1994) . C/O ratios from ORLs generally agree with those derived from UV/optical CELs Delgado-Inglada & Rodríguez 2014) and, additionally, they are not affected by aperture corrections and extinction uncertainties, which can potentially affect C/O ratios derived from CELs. Additionally, we also include some data from García-Rojas et al. We use PySSN to deblend this line from the charge transfer feature, the telluric emission lines and a close He i line (see Fig. 11 ). The fluxes we obtain are shown in Table 16 . We consider in all cases that the uncertainties in the flux measurements are larger than 40%. Then, to compute the total Kr abundance for these new objects we use Eq. (3) García-Rojas et al. (2012) where the C/O ratios are computed from optical recombination lines and using the ICF scheme by Kingsburgh & Barlow (1994) . The least squares fit to the Sterling & Dinerstein (2008) Sterling et al. (2015) find that Eq. (3) seems to produce larger Kr abundances than other equations, especially for low-ionization objetcs, and they do not recommend to use this equation when [Kr iii] emission is clearly detected. In Table 17 we show the total Kr abundances obtained from all equations of Sterling et al. (2015) for NGC 3918 and from Eqs. (2), (3) and (4) (2015) and Eq. (3) gave a very high abundance compared to other equations. The exception is NGC 3918, owing to its high ionization.
In the lower panel of Figure 10 we only include the objects with [Kr iii] and [Kr iv] lines detected and compute the C/O ratios using C ii and O ii recombination lines and the ICFs given by . We overplot our result for NGC 3918 adopting C/O=1.00±0.29 from C ii and O ii recombination lines and the ICFs given by , which is in excellent agreement with the result obtained from the sum of ionic abundances (C/O=1.02±0.12). A least squares linear fit taking into account uncertainties in both axis yields:
where the uncertainties include both the dispersion and the individual uncertainties for each object. The Spearman coefficient for the two variables is r(Spearman) =0.94±0.06 showing clearly that both quantities follow a monotonic relation. The Pearson coefficient is somewhat lower, but is also close to 1, r(Pearson)=0.86±0.07, indicating that the relation is probably linear; however, these values should be taken with caution given the low number of points in the correlation. Adding more points to the sample will strengthen even further our conclusions. It is important to remark that this fit is very similar to the ones obtained by Sterling & Dinerstein (2008) and Sterling et al. (2015) but with a much better correlation coefficient. As can be shown, our approach of utilizing multiple Kr ions to derive Kr abundances and determining C/O ratios from ORLs gives gives more precise results than the combined UV and near-IR data, and minimizes the uncertainties given by aperture effects in the different wavelength ranges as well as the uncertainties related to extinction. Similarly to what we have done for Kr, in Figure 12 we show the correlation found by Sterling & Dinerstein (2008) for a sample of PNe with known abundances of C (from UV lines) and Se abundances obtained from near IR [Se iii] line detections (red squares). The least squares fit to these data is shown as a blue line. We overplot the point for NGC 3918 where the C/O ratio was computed from optical recombination lines and using the ICF scheme by Kingsburgh & Barlow (1994) . Our result is consistent with the fit found by Sterling & Dinerstein (2008) . Sterling & Dinerstein (2008) where C/O ratios were computed from UV forbidden lines. The blue dot represent the result obtained for NGC 3918. For NGC 3918 the C/O ratio was computed from optical recombination lines and using the ICF scheme by Kingsburgh & Barlow (1994) . The least squares fit to the Sterling & Dinerstein (2008) data is shown as a blue line.
SUMMARY
In this work we develop a detailed study of the physical conditions and the chemical content of the planetary nebula NGC 3918, based on deep, high-resolution (R∼40000) spectrophotometric data obtained with the UVES echelle spectrograph at the VLT. We identify and measure more than 750 emission lines, making ours one of the deepest spectra ever taken for a planetary nebula.
Thanks to the high ionization of NGC 3918, we detect CELs of multiple ionization stages. In addition to the classical CELs of N, O, Ne, S, Cl, and Ar, we detect a large number of CELs of refractory element (Ca, K, Cr, Mn, Fe, Co, Ni and Cu). We also detect very faint CELs of several neutron-capture elements (Se, Kr, Rb, and Xe). ORLs of multiple ionization stages of C, N, O, and Ne are also detected in our spectrum.
We compute physical conditions from a large number of diagnostics, which are highly consistent among themselves assuming a three-zone ionization scheme.
We compute elemental abundances by using a state-of-theart ICF scheme or simply adding ionic abundances. When multiple ionization stages are detected, both abundance determinations are in very good agreement, demonstrating the quality of the recent ICF scheme for high ionization planetary nebulae. We also determine C/O ratios from pure recombination lines. These ratios derived from C ii and O ii ORLs and ICFs are consistent with those derived from the direct sum of all the ionic species detected, showing that C/O ratios from ORLs have a clear advantage over UV determinations Several refractory elements lines (Ca, K, Cr, Mn, Co, Ni and Cu) were detected in the spectrum of NGC 3918. We estimate the abundance of Ca and K making use of ICFs derived from simple photoinization models. For several Fe-peak species we could not compute abundances owing to the lack of atomic data. New atomic data (specifically, transition probabilities and effective col- lision strengths for transitions between the lowest 50 energy levels) for these species are urgently needed to compute gas-phase abundances of these species and provide valuable information about the dust grain chemistry in PNe and AGB winds. Chemical abundances of Se, Kr, Rb, and Xe are computed, in the case of Kr with unprecedented accuracy, thus constraining the efficiency of the s-process and convective dredge-up in NGC 3918's progenitor star. We find that Kr is strongly enriched in NGC 3918 and that Se is less enriched than Kr, in agreement with the results of previous papers and with predicted s-process nucleosynthesis. As we compute only lower limits to Rb and Xe enrichments we cannot draw definitive conclutions, but the results suggest that Xe is not as enriched by the s-process in NGC 3918 as is Kr and, therefore, that neutron exposure is typical of modestly subsolar metallicity AGB stars. The modest Rb enrichment relative to Kr and Xe seem to indicate that the progenitor mass of NGC 3918 is between 1.5 M ⊙ and 5-6 M ⊙ .
A clear correlation is found when representing [Kr/O] vs. log(C/O) for NGC 3918 and other objects with detection of multiple ions of Kr in optical data confirming that carbon is brought to the surface of AGB stars along with s-processed material during third dredge-up episodes, as predicted by nucleosynthesis models. Additional deep high-resolution spectrophotometric data are needed for [Br/O] 
