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ABSTRACT
A review of various aspects of superstrings in
background electromagnetic fields is presented. Top-
ics covered include the Born-Infeld action, spec-
trum of open strings in background gauge fields, the
Schwinger mechanism, finite-temperature formalism
and Hagedorn behaviour in external fields, Debye
screening, D-brane scattering, thermodynamics of D-
branes, and noncommutative field and string theories
on D-branes. The electric field instabilities are em-
phasized throughout and contrasted with the case of
magnetic fields. A new derivation of the velocity-
dependent potential between moving D-branes is pre-
sented, as is a new result for the velocity corrections
to the one-loop thermal effective potential.
I. INTRODUCTION
Superstring theory is a fundamental candidate
for a theory of quantum gravity because its ele-
mentary closed string spectrum naturally induces
background fields of ten-dimensional supergrav-
ity. Among the bosonic fields one finds, in ad-
dition to the metric tensor of ten-dimensional
spacetime, a torsion Neveu-Schwarz two-form
field as well as higher and lower degree differential
form Ramond-Ramond fields. The former field,
when it is closed or equivalently on-shell, is for-
mally equivalent to a background electromagnetic
field strength tensor in spacetime, while the latter
ones are the objects which couple to D-branes, the
extended hyperplanes in spacetime onto which
open strings attach (with Dirichlet boundary con-
ditions). Dp-branes are p-dimensional soliton-like
objects whose quantum dynamics are described
by the quantum theory of the open strings whose
ends are constrained to move on them. In the low-
energy limit, there are a finite number of mass-
less fields which survive whose dynamics are de-
scribed by a p+ 1-dimensional effective quantum
field theory. One of these fields is a U(1) gauge
field. Therefore, understanding the behaviour of
strings and D-branes in the presence of electro-
magnetic fields is important for the description
of non-perturbative vacuum states in superstring
theory. Furthermore, using duality, this problem
is also important for understanding various as-
pects of D-brane dynamics.
In this review article we shall focus on a par-
ticularly tractible problem, that of open strings
and D-branes in constant background electric and
magnetic fields. These models have attracted re-
newed interest very recently because they give an
explicit realization of some old conjectures about
the nature of spacetime at very short distance
scales. If one is to use string states as probes of
short distance structure, then one cannot probe
lengths smaller than the intrinsic length of the
strings. Therefore, below the string scale the no-
tion of geometry must drastically change, and an
old proposal is that the spacetime coordinates
become noncommuting operators. The deforma-
tion of D-brane worldvolumes to noncommutative
manifolds by the external electromagnetic field
has led to a revival of interest in these earlier
suggestions. In addition, the effective low-energy
dynamics can be described by new, noncommuta-
tive versions of ordinary quantum field and string
theories, and hence a wealth of new problems for
both field theorists and string theorists.
Motivated by these issues, in the following
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we will present an overview of some of the fun-
damental aspects of string theory in electromag-
netic fields. The qualitative effects can all be seen
at the level of the simpler bosonic string theory,
which we will confine most of our attention to in
this paper. As we indicate throughout, the re-
sults readily extend to the case of superstrings.
Many of the novel effects exhibited by strings
in background fields can be seen at the level of
free open strings, or equivalently (in Type IIB
superstring theory) for D9-branes which fill the
spacetime. This is the topic of section II. We
will derive the effective gauge field dynamics for
the open strings up to one-loop order in string
perturbation theory, and describe the spectrum
of the string theory. We shall also start seeing
here some important differences between electric
and magnetic backgrounds in superstring theory.
While strings in external magnetic fields possess
no more instabilities than the quanta of Yang-
Mills gauge theory, electric backgrounds play a
much different role in string theory. In addition
to the usual instability of the vacuum in an elec-
tric background that occurs in quantum electro-
dynamics, strong electric fields can tear apart a
string and render both the classical and quantum
theories physically meaningless.
As we have mentioned, string theory exhibits
a variety of novel effects at very high energies.
Non-trivial background fields may also have an
effect on the properties of strings in this regime.
In particular, one can examine how the external
fields modify the behaviour of strings at high tem-
peratures, where they are known to undergo a
phase transition into a sort of deconfining phase in
which the strings propagate as long string states
in the spacetime. Free strings at finite tempera-
ture and in background electromagnetic fields will
be analysed in section III.
One of the most important applications of
the external field problem for free open strings
is its interpretation in the T -dual picture, where
it maps onto the problem of moving D-branes.
This problem is dealt with at length in section IV.
Here we present a new derivation, which contains
some novel technical details that may be of use
for other calculations, of the well-known scatter-
ing amplitude between two D-branes travelling at
constant velocity. The corresponding thermody-
namic problem is particularly interesting in this
case. A special class of black holes in string the-
ory admits a dual description as a configuration
of D-branes. By using the quantum string the-
ory living on the D-brane, one can compute the
Bekenstein-Hawking entropy and the rate of ther-
mal radiation from the black hole. The corre-
sponding Hawking temperature is conjectured to
be the same in this case as the extrinsic tempera-
ture of a Boltzmann gas of D-branes. These fea-
tures of the thermal ensemble of D-branes can
be checked by computing the free energy using
the effective, low energy description of D-brane
dynamics in terms of supersymmetric Yang-Mills
theory with 16 supercharges. In section IV we
shall also present new results for the leading ve-
locity corrections to the one-loop thermal poten-
tial between D-branes.
The final instance of the constant external
field problem, which we address in section V, is
to study the properties of D-branes themselves in
the electromagnetic background. Here we shall
focus on the geometric modifications that are
caused by the external field. We shall see that,
generically, the D-brane worldvolume is not a con-
ventional manifold and is described by a noncom-
mutative space. This is again a particular effect
of the quantum open string theory that lives on
the D-branes. Here we shall see a particularly
drastic distinction between electric and magnetic
fields. In a particular low-energy limit, the effec-
tive dynamics of the noncommutative D-branes is
described in the magnetic case by a deformation
of the usual gauge field dynamics on the branes,
while in the electric case there is no field theory
limit and the effective theory is a deformation of
the usual open string theory on the D-branes. In
this latter case, the noncommutativity is given di-
rectly in terms of the string scale, and the most
intesting aspect of this open string theory on the
noncommutative manifold is that it does not con-
tain closed strings. In particular, it is a novel ex-
ample of a string theory which does not contain
gravity. We can expect that these theories cap-
ture many of the important features of the stan-
dard string theories, but without being plagued
by the conceptual problems that arise due to the
presence of gravitation.
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II. OPEN STRINGS IN BACKGROUND
GAUGE FIELDS
In this section we will start describing some of
the basic physical properties of strings in an exter-
nal electromagnetic field. An external gauge field
couples to an open string through Chan-Paton
factors at the string endpoints. Therefore, be-
cause of the Green-Schwarz anomaly cancellation
condition, all of our considerations in this section
and the next strictly speaking only apply to Type
I superstrings, since Type II superstring theory
has no gauge group. The gauge field is then as-
sociated with a subgroup of the SO(N) gauge
group of Type I string theory, where N = 2d/2
and d is the dimension of spacetime which we will
assume is even. By an electromagnetic field we
will mean one that is associated with an abelian
subgroup of this gauge group. However, we will
only write down explicit formulas which also per-
tain in principle to Type II superstrings, as they
will become relevant in sections IV and V when
the open strings will attach to D-branes which
can host electromagnetic fields in the guise of a
Neveu-Schwarz two-form field.
A. The Born-Infeld action
In this subsection we will derive the low-
energy effective action which governs the prop-
agation of free open strings in a slowly-varying
background electromagnetic field Fµν [25,1,16]
(See [57] for a review). In string perturbation the-
ory and in the RNS formulation, the vacuum en-
ergy may be computed in first quantization from
the Polyakov path integral
Z[F ] = −
∞∑
h=0
g2h−1s
∑
σ
∫
Dgab Dχab
×
∫
Dxµ Dψµ e −S[g,x,χ,ψ;A] , (2.1)
where gs is the string coupling constant whose
powers weight the genus h of the open string
worldsheet which has Euclidean metric gab (and
superpartner the two-dimensional gravitino field
χab), and the sum over spin structures σ with the
appropriate weights imposes the GSO projection
that leads to modular invariance, a tachyon-free
spectrum, and spacetime supersymmetry of the
string theory. We will assume in this section that
the target space has flat Euclidean metric δµν .
The first contribution to the partition function
(2.1) comes from the disc diagram Σ, which by
conformal invariance of the classical theory can
be parametrized by coordinates z = r e iϑ with
0 ≤ r ≤ 1 and 0 ≤ ϑ ≤ 2π. The bosonic part of
the tree level string action in the conformal gauge
is
S0[x,A] =
1
4πα′
∫
d2z ∂xµ ∂xµ
− ie
2π∫
0
dϑ x˙µAµ(x)
∣∣∣∣∣∣
r=1
, (2.2)
where here and in the following a dot will de-
note differentiation with respect to the world-
sheet boundary coordinate ϑ. The quantity Ts =
1/2πα′ is the string tension. The endpoints of the
open strings carry charges e which couple to the
electromagnetic vector potential Aµ(x). When
inserted into (2.1), the action (2.2) leads to the
expectation value, with respect to the free world-
sheet σ-model (the bulk term in (2.2)), of the Wil-
son loop operator for the gauge field Aµ over the
boundary of Σ. To evaluate it, we use the back-
ground field approach and expand the string em-
bedding fields as xµ = xµ0 + ξ
µ, where xµ0 are their
constant zero modes. The tree-level contribution
to (2.1) then involves the propagator Gµν(z, z′) =
〈0|T [ξµ(z)ξν(z′)]|0〉 = −2πα′ δµν N(z, z′), where
N(z, z′) =
1
2π
ln
∣∣∣z − z′∣∣∣ ∣∣∣z − z′−1∣∣∣ (2.3)
is the Neumann function for the disc which
satisfies the equation of motion ∇2N(z, z′) =
δ(z − z′) and the Neumann boundary condition
∂rN(z, z
′)|r=1 = 0.1 On the boundary of the
worldsheet, where z = e iϑ, the Green’s function
(2.3) becomes
1This Green’s function may be derived by us-
ing the method of images after mapping the disc
into the upper complex half-plane via a conformal
transformation.
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N(ϑ, ϑ′) =
1
2π
ln
(
2− 2 cos(ϑ− ϑ′)
)
= −1
π
∞∑
n=1
cosn(ϑ− ϑ′)
n
e −εn , (2.4)
where ε → 0+ is an ultraviolet cutoff which reg-
ulates the logarithmic short-distance ϑ → ϑ′ sin-
gularity of (2.4), N(ϑ, ϑ) = 1
π
ln ε. We will work
in the radial gauge ξµAµ(x0+ ξ) = 0, Aµ(x0) = 0,
and with slowly varying gauge fields which admit
an expansion Aµ(x0+ ξ) =
1
2
Fµν(x0) ξ
ν +O(∂F ).
In the following we will evaluate the vacuum
amplitude to leading orders in the expansion in
derivatives of the field strength tensor Fµν .
After integrating out the bulk values of the
string coordinates in the interior of the disc, the
bosonic sector of the Polyakov path integral (2.1)
at tree-level and in the conformal gauge becomes
Z0[F ] =
1
gs
∫
d~x0
∫
Dξµ e −S∂ [ξ,A] , (2.5)
where the effective boundary action is
S∂[ξ, A] =
1
2
2π∫
0
dϑ
(
1
2πα′
ξµN−1 ξµ
+ieFµν ξ
µ ξ˙ν
)
. (2.6)
Here N−1 denotes the coordinate space inverse of
the boundary Neumann function (2.4) which is
given explicitly by
N−1(ϑ, ϑ′) = −1
π
∞∑
n=1
n cosn(ϑ− ϑ′) , (2.7)
where we have used the completeness relation
1
π
∞∑
n=1
cos n(ϑ− ϑ′) = δ(ϑ− ϑ′)− 1
2π
(2.8)
for ϑ, ϑ′ ∈ [0, 2π]. The non-constant string modes
ξµ can be written on ∂Σ in terms of the Fourier
series expansion for periodic functions on the cir-
cle,
ξµ(ϑ) =
∞∑
n=1
(
aµn cosnϑ+ b
µ
n sin nϑ
)
. (2.9)
The low-energy string effective action is then
given by the renormalized value of (2.5).2
To evaluate the path integral (2.5), we use
Lorentz invariance to rotate to a basis in which
the antisymmetric d × d matrix Fµν(x0) is skew-
diagonal with skew-eigenvalues fℓ, ℓ = 1, . . . ,
d
2
.
Then, on substituting (2.6), (2.7) and (2.9) into
(2.5), the path integral factorizes into a product of
d
2
functional Gaussian integrations over the pairs
of coordinate modes a2ℓ−1n , a
2ℓ
n and b
2ℓ−1
n , b
2ℓ
n . The
result of this integration yields a functional deter-
minant and gives
Z0[F ] =
1
gs
∫
d~x0
d/2∏
ℓ=1
Z2ℓ−1,2ℓ[fℓ] (2.10)
where
Z2ℓ−1,2ℓ[fℓ] =
∞∏
n=1
(
4π2α′
n
)2 [
1 + (2πα′efℓ)
2
]−1
.
(2.11)
The divergent infinite product
∏
n
1
n2
in (2.11) can
be regulated using the ultraviolet cutoff ε and
may be absorbed into a renormalization of the
string coupling constant by using zeta-function
regularization [25]. The other factor in (2.11) is
also finite in zeta-function regularization
∞∏
n=1
c = c ζ(0) , (2.12)
where ζ(s) =
∑
n
1
ns
is the Riemann zeta-
function with ζ(0) = −1
2
. We thereby find that
Z2ℓ−1,2ℓ[fℓ] = 14π2α′
√
1 + (2πα′efℓ)2. By rotating
2It is a curious property of the Polyakov path in-
tegral that it computes directly the vacuum energy.
The reason becomes clearer in the effective action ap-
proach [1] whereby conformal invariance is used to de-
rive the variational equations of a spacetime effective
action for the background fields. The string partition
function is quite different from that of quantum field
theory, in that it is more like an S-matrix.
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back to general form, the regularized partition
function (2.10) can be written in a Lorentz in-
variant way and it leads to the effective string
action
SBI =
1
(4π2α′)d/2gs
×
∫
d~x0
√
det
1≤µ,ν≤d
[δµν + 2πα′eFµν ] , (2.13)
which describes a model of non-linear electrody-
namics for the field strengths that is governed by
the classic Born-Infeld Lagrangian [13].
The Euler-Lagrange equations for the action
(2.13) can be written as
√
det(1 + 2πα′eF )
(
1
1 − (2πα′eF )2
)
µν
βνA = 0
(2.14)
where
βµA =
∂
∂ ln ε
δAµ(ε)
= 2πα′e ∂νF
µ
λ
(
1
1 − (2πα′eF )2
)λν
(2.15)
is the one-loop worldsheet β-function [1,17], with
δAµ(ε) the cutoff dependent gauge field correc-
tion term that multiplies x˙µ in (2.2). The equa-
tions of motion for the gauge field are therefore
equivalent to worldsheet conformal invariance of
the quantum string theory. They are the stringy
O(α′) corrections to the Maxwell field equations
for Aµ. Notice that since det(1 + 2πα
′eF ) =
det(1 + 2πα′eF )⊤ = det(1 − 2πα′eF ), the Born-
Infeld action (2.13) contains only even powers of
the field strength F in an α′ expansion. The lead-
ing order term (the field theory limit) is given
by the Maxwell Lagrangian − e2T d/2−1s
4(2π)d/2gs
F 2µν . For
the uniform electromagnetic backgrounds that we
shall deal with in most of this article, the calcula-
tions will thereby produce on-shell string ampli-
tudes.
The Born-Infeld action is an example whereby
the contributions in the coupling constant α′,
representing the string corrections to the field
theory limit, can be summed to all orders of
σ-model perturbation theory. Born-Infeld the-
ory has many novel characteristics which dis-
tinguish it from the classical Maxwell theory of
electromagnetism. These novel features are pre-
dominant for a purely electric background field,
which in Minkowski space would have only non-
vanishing temporal components F0j = iEj . Then,
the electric field generated by a point-like charge
is regular at the source and its total energy is fi-
nite [13]. The effective distribution of the field
has a radius of the order of the string length
scale
√
α′, and the delta-function singularity is
smeared away. This is quite unlike the situation
in Maxwell theory, whereby the field of a point
source is singular at the origin and its energy is
infinite. The analogy with open string theory has
been used to suggest that the terms of higher or-
der in α′ in the string effective action may elimi-
nate Schwarzschild black hole singularities. Fur-
thermore, at the origin of the source the electric
field takes on its maximum value | ~E| = Ec. The
Born-Infeld Lagrangian in this case takes the form√
1− (2πα′e ~E )2, which shows that there is a lim-
iting value Ec = Ts/e such that for | ~E| > Ec
the action becomes complex-valued and ceases to
make physical sense [25,14,45]. This instability
reflects the fact that the electromagnetic coupling
of strings is not minimal [5] and creates a di-
vergence due to the fast rising density of string
states. For field strengths larger than the criti-
cal electric field value Ec, the string tension Ts
can no longer hold the strings together. We shall
encounter other novel aspects of strings in back-
ground electric fields throughout this paper. No-
tice, however, that such novel effects and instabil-
ities do not arise in purely magnetic backgrounds.
Going back to the case of Euclidean signature,
this calculation may be extended to the next or-
der in string perturbation theory, whose contri-
bution is the annulus diagram Σ which by scale
invariance can be taken to have outer radius 1
and inner radius a = e −πt ∈ [0, 1]. The vari-
able a is therefore the modulus of the annulus
and the path integration in (2.1) over metrics gab
on Σ reduces, after gauge fixing, to an integral
over Teichmu¨ller space. We may now couple one
endpoint of an open string to the boundary at
r = a with a charge e1, and the other end at
r = 1 with charge e2, so that the one-loop action
in the conformal gauge reads
S1[x,A] =
1
4πα′
∫
d2z ∂xµ ∂xµ (2.16)
5
+ ie2
2π∫
0
dϑ x˙µAµ(x)
∣∣∣∣∣∣
r=1
− ie1
2π∫
0
dϑ x˙µAµ(x)
∣∣∣∣∣∣
r=a
.
Here we shall consider only the case of neutral
strings, e1 = e2 = e.
3 Charged strings will be
dealt with later on.
Again, by using the method of images the
Neumann function on the annulus is found to be
given by the infinite series
N(z, z′) =
1
2π
[
ln |z − z′| (2.17)
+
∞∑
n=1
ln
∣∣∣∣∣1− a
2n
zz ′
∣∣∣∣∣
∣∣∣∣∣1− a2n−2 zz ′
∣∣∣∣∣
+
∞∑
n=1
ln
∣∣∣∣∣1− a
2n z
z′
∣∣∣∣∣
∣∣∣∣∣1− a
2n z′
z
∣∣∣∣∣
]
,
which satisfies the usual equation of mo-
tion and the Neumann boundary conditions
∂rN(z, z
′)|r=a = 0, ∂rN(z, z′)|r=1 = 12π [1]. At the
worldsheet boundaries where zk = e
iϑk , k = 1, 2,
the annulus Green’s function (2.17) can be writ-
ten as
N(ϑk, ϑ
′
l) = −
1
π
∞∑
n=1
[Gn]kl
n
cosn (ϑk − ϑ′l) ,
(2.18)
where k, l = 1, 2 and Gn is the 2× 2 matrix
Gn =

An Bn
Bn An

 (2.19)
with
An =
1 + a2n
1− a2n , Bn =
2an
1− a2n . (2.20)
The function (2.18) is easy to invert and proceed-
ing as before the one-loop effective action may
thereby be calculated to be [25,1]
Z1[F ] = Z1[0]
∫
d~x0 det
1≤µ,ν≤d
[δµν + 2πα
′eFµν ] ,
(2.21)
3Because of the orientation reversal between the two
string endpoints, the net charge of an oriented open
string is e1 − e2.
where
Z1[0] =
gs
2
∞∫
0
dt
t
(
4π2α′t
)−13
η
(
it
2
)−24
(2.22)
is the usual zero field vacuum energy for the an-
nulus in the bosonic critical dimension d = 26,
and η(τ) is the Dedekind function. The partition
function (2.22) contains the contribution from the
two conformal ghost fields which do not couple to
the external field Fµν .
This result may be straightforwardly extended
to fermionic strings by using the usual coupling of
a spinor particle to an electromagnetic field and
by using anti-periodic Fourier series expansions
on ∂Σ for the fermion fields and the correspond-
ing string propagator. At tree level, the only
effect of supersymmetry is to cancel the tachy-
onic divergence that arises in (2.11) [57]. The
final result is again the Born-Infeld action (2.13).
The extension to non-abelian gauge fields is also
straightforward [55] and yields the effective non-
abelian Born-Infeld action for open strings whose
endpoints transform in the fundamental repre-
sentation of the gauge group. The leading term
in the α′ expansion is the usual Yang-Mills La-
grangian for the non-abelian gauge field. De-
manding spacetime supersymmetry then leads to
the usual low-energy effective field theory descrip-
tion in terms of maximally supersymmetric Yang-
Mills theory in d = 10 spacetime dimensions (the
superstring critical dimension).
B. Open string spectrum
In this subsection we will describe the spec-
trum of open strings in a constant background
electromagnetic field in second quantization using
the operator formalism [1]. We will concentrate
again on bosonic strings, as we are merely inter-
ested here in some of the basic qualitative features
of the spectrum. We will assume that the string
worldsheet Σ is now an infinite strip with coor-
dinates (τ, σ), where τ ∈ R and σ ∈ [0, 1] (This
surface is conformally equivalent to the disc). The
Euclidean action is given by
6
Sstrip =
1
4πα′
∫
dτ dσ (∂τx
µ ∂τxµ + ∂σx
µ ∂σxµ)
+
e2
2
∫
dτ Fµν x
ν ∂τx
µ
∣∣∣∣σ=1
− e1
2
∫
dτ Fµν x
ν ∂τx
µ
∣∣∣∣σ=0 , (2.23)
and in the worldsheet canonical formalism we re-
gard τ as the time coordinate and σ as the space
coordinate (so that Σ now has Minkowski signa-
ture). Varying (2.23) gives the usual wave equa-
tion ✷xµ = 0 along with the mixed Neumann-
Dirichlet boundary conditions
(∂σx
µ − 2πα′e1F µν ∂τxν)σ=0 = 0 ,
(∂σx
µ − 2πα′e2F µν ∂τxν)σ=1 = 0 . (2.24)
We will again use Lorentz invariance to skew diag-
onalize the real-valued antisymmetric tensor Fµν .
Since the skew blocks are independent, it suffices
to concentrate on only one of them, and so we
assume that the only non-vanishing component
of the field strength tensor is F01 = −F10 = F .
In this plane of the field, we introduce the com-
plex target space coordinates x± = 1√
2
(x0 ± ix1),
in terms of which the boundary conditions (2.24)
become(
∂σx
+ + 2πiα′e1F ∂τx+
)
σ=0
= 0 ,(
∂σx
− + 2πiα′e2F ∂τx
−)
σ=1
= 0 , (2.25)
along with the standard free open string Neu-
mann boundary conditions in all of the directions
transverse to the 0–1 plane.
We will now write down mode expansions
which solve the equations of motion and satisfy
the requisite boundary conditions (2.25). Since
the only modification from the usual free string
case occurs for the harmonic string coordinates in
the 0–1 plane, we will focus our attention on their
contributions. For this, it is necessary to treat
neutral and charged open strings separately. As
we will see in the following, there are drastic dif-
ferences at both a qualitative and analytic level
between the two cases. Let us note, however, that
unitarity of the open string theory always requires
the existence of both charged and neutral strings
in the spectrum [3]. Consider a string scatter-
ing amplitude with the given charges e1, e2 at the
endpoints. An amplitude with an even number of
external legs can be sliced in many different ways
into intermediate states. Some of these interme-
diate states will consist of open strings with either
the charge e1 or e2 at both of its ends. An ampli-
tude with an odd number of external legs neces-
sarily involves at least one neutral string state in
the scattering process. Therefore, any amplitude
should be summed over all charges in the decom-
position of the fundamental representation of the
Chan-Paton gauge group under the embedding of
U(1) induced by the background electromagnetic
field.
1. Neutral strings
Let us begin with the case where the to-
tal charge of the open string vanishes, e1 =
e2 = e. In this case there is the freedom to
add to the coordinates x± terms proportional to
τ ∓ 2π2iα′eσ, which satisfy the boundary condi-
tions (2.25) when e1 − e2 = 0. The mode expan-
sions in the 0–1 plane can thereby be written as
x±(τ, σ) =
y± + q∓
[
τ ∓ 2π2iα′eF (σ − 1
2
)
]
√
1 + (2πα′eF )2
+ i
∞∑
n=1
(
a±n
n
e −inτ cos (nπσ ± arctan 2πα′eF )
− (a
∓
n )
†
n
e inτ cos (nπσ ∓ arctan 2πα′eF )
)
,
(2.26)
with (y±)† = y∓ and (q±)† = q∓. The expansions
(2.26) are defined in terms of an orthonormal sys-
tem of oscillation modes [1,14,45] which solves
the variational problem for the action (2.16) on
the infinite strip and which diagonalizes it. The
canonical momenta conjugate to the fields x± are
given by p± = ∂τx± and they lead to the canonical
commutation relations of the quantum string the-
ory in the usual way. Because of the Born-Infeld
factor in the denominator of the first line of (2.26),
one finds that the zero mode positions y± and
momenta q± obey canonical (Heisenberg) com-
mutation relations, respectively, and are mutually
commutative otherwise. The Fourier modes obey
the Heisenberg-Weyl algebra [a±m, (a
∓
n )
†] = n δnm.
They therefore satisfy the same harmonic oscilla-
tor commutation relations that they would in the
absence of the external field.
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The Hamiltonian density is
(∂τx
+ + ∂σx
+)(∂τx
− + ∂σx−) which leads to the
total worldsheet Hamiltonian
L
‖
0 = q+q− +
∞∑
n=1
(
(a−n )
† a+n + (a
+
n )
† a−n
)
(2.27)
in the 0–1 plane, with q+q− = 12 (q
2
1+q
2
2). We con-
clude that the spectrum of a neutral open string
is not affected by the electromagnetic field. How-
ever, as we saw in the previous subsection, the
vacuum-to-vacuum amplitude is modified because
the usual Born-Infeld factor appears in the mass-
shell condition [1].
2. Charged strings
When the total charge of the string is non-
vanishing, the entire structure of the external field
problem is different. The string fields no longer
have integer oscillator modes, and the zero modes
change completely. In particular, there is no func-
tion linear in τ and σ which can satisfy the bound-
ary conditions (2.25) when e1−e2 6= 0. The mode
expansion in this case is given by
x±(τ, σ) = y± ∓ i a±0
e ±iατ
α
(2.28)
× cos (πασ − arctan 2πα′e1F )
+ i
∞∑
n=1
[
a±n
n∓ α e
−i(n∓α)τ
× cos
(
(n∓ α)πσ ± arctan 2πα′e1F
)
− (a
∓
n )
†
n± α e
i(n±α)τ
×cos
(
(n± α)πσ ∓ arctan 2πα′e1F
)]
,
where
α =
1
π
(
arctan 2πα′e1F − arctan 2πα′e2F
)
.
(2.29)
We will assume in this subsection that e1 > e2
so that α > 0. The normal mode functions in
(2.28) again diagonalize the action (2.16), and
solve the wave equation and the boundary con-
ditions (2.25) [1,14,45]. Note that since their in-
tegrals are non-zero, the y± cannot be identified
with the center of mass coordinates of the open
strings, in contrast to the neutral case. Notice
also the appearence of the extra modes a±0 com-
pared to the α = 0 case, which by reality are
required to be Hermitian operators. Canonical
quantization now identifies the quantum commu-
tators [
a±n , (a
∓
m)
†] = (n± α) δnm , (2.30)[
y+ , y−
]
=
1
2α′F
1
e1 − e2 . (2.31)
The drastic change in the zero mode structure for
charged strings is apparent in the commutation
relation (2.31), which is ill-defined in the neutral
string limit e1 = e2.
The total worldsheet Hamiltonian in the 0–1
plane can be worked out to be
L
‖
0 =
∞∑
n=1
(a+n )
† a−n +
∞∑
n=0
(a−n )
† a+n +
1
2
α(1− α) .
(2.32)
The normal ordering constant in (2.32) depends
on the (arbitrary) choice of a+0 as an annihila-
tion operator and is required to put the Virasoro
algebra in standard form [1,45]. We see there-
fore that the external electromagnetic field has a
drastic effect on the spectrum of charged strings.
It shifts the oscillation frequencies by amounts
±α, it modifies the commutation relations of the
zero modes, and it changes the zero point energy.
Furthermore, the open string momentum oper-
ators q± no longer appear in the mode expan-
sions, while there are extra Fourier operators a±0
which create and annihilate quanta of frequency
α. In fact, the contribution from the coordinates
in the 0–1 plane is formally identical to that of
a twisted unprojected sector of an orbifold string
theory with twist angle α. This orbifold analogy
provides a computationally convenient character-
ization of the external field problem.
Normally, one would take the quantum states
to be eigenstates of definite momentum. However,
when e1 6= e2, it is instead the zero mode opera-
tors y± that commute with the Hamiltonian L‖0,
and so we may take the states to be eigenstates
of y+, for example. Note that the operator y− is,
according to (2.31), a conjugate momentum oper-
ator for y+. Since L
‖
0 does not depend on y
±, there
is an infinite degeneracy in the spectrum. In fact,
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the present physical situation is identical to that
of a charged particle moving in the plane under
the influence of a perpendicular uniform magnetic
field. The states form equally spaced Landau lev-
els of infinite degeneracy, with the energy differ-
ence between consecutive levels proportional to
(e1−e2)F . The operators a±0 move the string from
one Landau level to another, and their frequency
separation (2.29) is proportional to the quantity
(e1− e2)F when it is sufficiently small, i.e. in the
weak-field limit α = 2α′(e1 − e2)F +O(F 3)≪ 1.
Deviations from the field theoretic result at strong
fields F come from the non-minimality of the elec-
tromagnetic string coupling and are parametrized
by the non-linear function α of the field. Excited
states of the open string are then obtained by act-
ing on the ground state wavefunctions with os-
cillator creation operators. At the first excited
level, there are the states (a+1 )
†|y+〉 with tachy-
onic mass
√
−1
2
α(1 + α), and the states (a−1 )
†|y+〉
with mass
√
1
2
α(3 + α). This is reminescent of
the situation that occurs in Yang-Mills theory in
the presence of a chromomagnetic field conden-
sate, whereby one gluonic polarization becomes
unstable due to its tachyonic energy and the other
becomes massive [46].4 In fact, as we shall see in
the following, the charged string system possesses
many instabilities. Only the neutral open string
makes sense both physically and analytically.
C. The Schwinger mechanism
In this subsection we will compute the one-
loop vacuum energy for charged strings using the
operator formalism of the previous subsection and
elucidate somewhat on the instabilities that we
have thus far encountered. In particular, we will
examine the instability of the string vacuum in a
purely electric background [14,8]. This can be ob-
tained from the calculations of the previous sub-
section by the analytical continuations F = iE
and α = −iǫ corresponding to Wick rotations of
4In contrast to the usual bosonic string tachyon
state, this instability is not removed by supersym-
metry [24].
both the worldsheet and target space time coor-
dinate to Minkowski signature. The vacuum en-
ergy may be computed as the logarithm of the
partition function det(L0 − 1)−1/2 of the under-
lying free conformal field theory σ-model, where
L0 = L
⊥
0 + L
‖
0 + L
ghosts
0 is the total Hamiltonian
comprised of the contributions from the fields
transverse to the plane of the electric field, those
parallel to the 0–1 plane, and the conformal ghost
fields. The annulus amplitude is thereby given as
−i VdF(e1, e2) = 1
2
tr(e1,e2) ln (L0 − 1) , (2.33)
where Vd is the volume of spacetime and tr(e1,e2)
denotes the trace over all string states in the
(e1, e2) charge sector. The total annulus ampli-
tude is a sum over all allowed endpoint charges.
The trace (2.33) is straightforward to evaluate
by using the proper time representation
lnA = −
∞∫
0
dt
t
e −πtA , (2.34)
and the fact that for any set of oscillator oper-
ators an obeying Heisenberg-Weyl commutation
relations there is the formula
tr e
−πt
∑
n≥1
a†n an =
∞∏
n=1
tr e −πt a
†
n an (2.35)
=
∞∏
n=1
∞∑
m=0
e −πtmn =
∞∏
n=1
(
1− e −πtn
)−1
,
where we have used a basis of all possible multi-
particle states. For the transverse degrees of free-
dom the oscillator traces are accompanied by d−2
Gaussian momentum integrals, coming from the
analogs of the first term in (2.27), and an integra-
tion over the canonically conjugate zero modes y⊥
of the string fields which produces a volume fac-
tor Vd−2. These are also multiplied by a factor
(2π)d−2 which is the density of quantum phase
space states. For the fields along the 0–1 plane,
we can use the identity (2.35) with the appropri-
ate shifts of oscillation frequencies given in (2.30).
There is also an integration over the zero modes
y± which contribute, according to (2.31), a quan-
tum state density factor α
′
π
E (e1−e2), along with
the volume of the 0–1 plane.
By incorporating the ghost contributions and
putting all of these results together we arrive fi-
nally at
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F(e1, e2) = 1
2
∞∫
0
dt
t
(
4π2α′t
)−13
η
(
it
2
)−24
×CA(t, E) (2.36)
in the critical dimension d = 26, where
CA(t, E) = α
′(e1 − e2)E t e −πtǫ2/2
Θ′1
(
0
∣∣∣ it
2
)
Θ1
(
ǫt
2
∣∣∣ it
2
)
(2.37)
is a field dependent correction factor. Here
Θa(ν|τ) denote the standard Jacobi-Erderlyi
theta-functions and Θ′1(ν|τ) = ∂∂ν Θ1(ν|τ). In the
zero field limit the amplitude (2.36) reduces to
the expected result (2.22), since CA(t, 0) = 1. It
gives the modification of the neutral string effec-
tive action (2.21) to the charged case. In the limit
e1−e2 = δ → 0, we have πǫ = δ1−(2πα′e1E)2+O(δ2),
and the correction factor (2.37) takes the simple
t-independent form CA(t, E) = 1− (2πα′e1E)2 +
O(δ). Thus, for neutral strings the annulus am-
plitude (2.36) is proportional to the square of the
Born-Infeld Lagrangian for this case, as in (2.21).
The most interesting feature of the vacuum
energy (2.36) is that it is imaginary. The theta-
function appearing in the denominator of (2.37)
contains a trigonometric function, Θ1(
ǫt
2
| it
2
) ∝
sin(πtǫ
2
), and so the function CA(t, E) has sim-
ple poles on the positive t-axis at t = 2k/|ǫ|,
k = 1, 2, . . .. The amplitude thereby acquires an
imaginary part given by the sum of the residues
at the poles times a factor of π, since, as dictated
by the proper definition of the Feynman propa-
gator, the contour of integration in the complex
t-plane should pass to the right of all poles. What
this quantum instability represents is the sponta-
neous creation of charged strings from the vacuum
[14,8], in analogy to the instability of the vacuum
state in quantum electrodynamics [50]. By com-
puting the corresponding residues of the function
(2.37), the total rate of pair production is found
to be given by
wstr = −2 ImF
=
1
(2π)d
∑
e1,e2
∑
S
α′(e1 − e2)
ǫ
(2.38)
×
∞∑
k=1
(−1)k+1
( |ǫ|
k
)d/2
e
− 2πk
|ǫ|
(MS(ǫ)2+ ǫ
2
2
)
,
where the second sum runs through all physical
open string states of mass MS(ǫ) which may be
computed from the generating function
e (1−
ǫ2
2
)l
sin
(
ǫl
2
) ∞∏
n=1
(1− e −nl)−(d−4)
(1− e −(n+iǫ)l)(1− e −(n−iǫ)l)
=
∑
S
e −MS(ǫ)
2 l . (2.39)
Note that neutral string states do not contribute
to the pair production rate, as expected, and in-
deed the neutral string vacuum energy (2.21,2.22)
is real-valued.
The expression (2.38) represents the stringy
modification of the classic Schwinger probability
amplitude for pair creation of charged particles in
a uniform external electric field E [50]. In that
case the probability per unit volume and unit time
is given by
w0 =
2J + 1
(2π)3
∞∑
k=1
(−1)(2J+1)(k+1)
×
(
QE
k
)2
e −2πkM
2/|QE| , (2.40)
where Q, J and M are the charge, spin and
mass of the created particles. In this quantum
field theory calculation the imaginary part of
the vacuum energy comes from the determinant
det(−D2A)−1/2 of the massive gauge-covariant
Dirac operator DA, which at tree-level would pro-
duce the result πM
−1QE
sin(πM−1QE)
. In fact, the result
(2.38) coincides with (2.40) with Q = 2α′(e1−e2)
in the weak-field limit in d = 4 dimensions, since
a particle-antiparticle pair of spin J has 2(2J+1)
physical states.
However, in contrast to the field theory case,
the string theory deteriorates at strong external
fields. Since ǫ → ∞ as E → Ec = Ts/e1, the
total rate for pair production diverges at the crit-
ical electric field [8]. Thus the classical instability
of the string vacuum state in an electric field can
also be seen at the quantum level. At this criti-
cal value of the external field, the string tension
can no longer stop charged strings from nucle-
ating out of the vacuum. In fact, this limiting
instability also occurs for neutral strings. If we
concentrate on only the first line of (2.26) (the
zero mode contributions), then we see that the
open string can be thought of as a rod, of length
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proportional to E q, which behaves like an elec-
tric dipole whose ends carry equal and opposite
charges. When an open string is stretched along
the direction of the background electric field, the
field reduces its energy, and at E = Ec the energy
stored in the tension of the string is balanced by
the electric energy of the stretched string. For
E > Ec, virtual strings can materialize out of
the vacuum, stretch to infinity and destabilize the
ground state. In fact, from the first line of (2.26)
we see that for fixed worldsheet time τ the two
endpoints of the string are not at the same value
of x+, but they are always spacelike separated.
As the electric field becomes critical the two ends
at fixed τ become lightlike separated.
Of course, in the genuine Type I theory that
these considerations really pertain to, one should
add to the annulus amplitude the contribution
from its non-orientable counterpart, the Mo¨bius
strip diagram. This is straightforward to do and
the role of the Mo¨bius amplitude is to project out
the reflection-odd, neutral oriented string states
[8].5 One should also, for unitarity reasons, con-
sider the contributions from the one-loop closed
string diagrams, i.e. the torus and the Klein bot-
tle. Since closed string states do not couple to
the external field, their amplitudes are the same
as in the zero field limit. The four contributions
to the total vacuum energy now have an elegant
interpretation in terms of the worldsheet orbifold
construction that we mentioned earlier, whereby
the torus and annulus diagrams give the contri-
butions of untwisted and twisted sectors, respec-
tively, while the addition of the Klein bottle and
Mo¨bius strip diagrams takes care of the projec-
tions onto states which are even under the action
of the orbifold group. The extension of the calcu-
lation to open superstrings is also straightforward
and again one easily recovers the Schwinger for-
mula (2.40) in the weak-field limit [8,56,57].
5Since the Mo¨bius strip has only a single connected
boundary, only neutral string states contribute to the
Mo¨bius amplitude. Physical string states must also
be even under a worldsheet parity reflection of the
open strings.
III. THERMAL ENSEMBLES
In this section we will describe some properties
of strings in background electromagnetic fields at
finite temperature. For this, we are interested in
computing the thermodynamic partition function
Z = tr e −β(L0−1) , (3.1)
where β = 1/kBT with kB the Boltzmann con-
stant and T the temperature. Temperature rep-
resents another explicit supersymmetry breaking
mechanism and it leads to a variety of novel ef-
fects in string theory. At the forefront of these
exotic features is the influence of the density of
single particle states on the thermodynamic prop-
erties of the string gas. The number of states at
level N grows exponentially as e 4π
√
N , which is
so rapid that the thermodynamic partition func-
tion (3.1) of the free string gas converges only for
sufficiently small temperatures T < TH, where
TH =
1
2πkB
√
2α′
(3.2)
is known as the Hagedorn temperature [31]. Gen-
erally, models with an exponentially rising density
of states exhibit non-extensive thermodynamic
quantities and a pair of such systems can never at-
tain thermal equilibrium. However, in string the-
ory the Hagedorn temperature is not a limiting
temperature, because it requires a finite amount
of energy to reach it in the canonical ensemble.
Rather, it is associated with a phase transition,
analogous to the deconfinement transition that
occurs in Yang-Mills theory. The Hagedorn tem-
perature TH is the critical point at which infrared
divergences emerge due to a closed string state
becoming massless [34,48,6]. The Hagedorn tran-
sition may therefore be associated with the ap-
pearence of tachyonic winding modes. In the fol-
lowing we will examine how this picture is affected
by the presence of background fields.
Although the thermodynamic ensemble of su-
perstrings is interesting in its own right [39], the
inclusion of electromagnetic fields will allow us
in the next section to map the free string gas
onto a system of D-branes. Thermal states of su-
perstrings in electromagnetic fields thereby corre-
spond to non-extremal states of D-branes in su-
pergravity which have a natural Hawking radi-
ation and entropy. They are therefore relevant
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to the microscopic description of black holes in
string theory. Since the string theory univer-
sally contains gravity, the system destabilizes at
finite energy density in the thermodynamic limit.
This is due to the Jeans instability which occurs
because a relativistic thermal ensemble at suffi-
ciently large volume reaches its Schwarzschild ra-
dius and collapses into a black hole [6].
In the path integral approach to finite tem-
perature string theory, the spacetime is taken as
Euclidean space with time x0 compactified on a
circle of circumference β. Temperature affects the
string gas because the string can wrap around
the compact time direction with a given winding
number n ∈ Z, i.e. x0(r, ϑ+ 2π) = x0(r, ϑ) + nβ.
This affects only the zero modes of the bosonic
string embedding field x0 and can be incorpo-
rated by adding a term nβ
2π
ϑ to its mode ex-
pansion. In string perturbation theory, the disc
amplitude (2.13) is unmodified at finite temper-
ature, because the disc worldsheet cannot wrap
the cylindrical target space and so cannot distin-
guish between a compactified and an uncompact-
ified spacetime. The first corrections due to tem-
perature appear in the annulus amplitude. We
can evaluate the thermodynamic free energy F =
− ln(Z)/β as before by computing the Polyakov
path integral for the action (2.16) and enforcing
the periodicity constraint in Euclidean time via
the substitution
x0(r, ϑ) 7→ x0(r, ϑ) + nβ
2π
ϑ . (3.3)
We then sum the path integral over all tempera-
ture winding modes n ∈ Z.
For a uniform electromagnetic field, there are
two commonly used gauge choices, the static
gauge (A0, Ai) = (−~F · ~x, 12 Fij xj) and the tem-
poral gauge (A0, Ai) = (0, Fi x
0 + 1
2
Fij x
j). Here
the vector ~F denotes the temporal components
of the Euclidean field strength tensor, Fi = F0i,
i = 1, . . . , d − 1, which is related to the electric
field ~E in Minkowski space by ~F = i ~E. In the
temporal gauge, the gauge potential is only pe-
riodic in Euclidean time up to a gauge transfor-
mation, and in this case it is necessary to aug-
ment the usual coupling of the edge of a charged
open string to the gauge field by adding a general-
ized Wu-Yang term [3] in order to compensate the
gauge transformation. Here we shall choose the
periodic static gauge field configuration. On sub-
stituting (3.3) into (2.16) the action then reads
S1[x,A] =
1
4πα′
∫
d2z ∂xµ ∂xµ +
n2β2t
32πα′
(3.4)
+
ie2nβ
2π
2π∫
0
dϑ ~F · ~x
∣∣∣∣∣∣
r=1
− ie1nβ
2π
2π∫
0
dϑ ~F · ~x
∣∣∣∣∣∣
r=a
+ ie2
2π∫
0
dϑ x˙0 ~F · ~x
∣∣∣∣∣∣
r=1
− ie1
2π∫
0
dϑ x˙0 ~F · ~x
∣∣∣∣∣∣
r=a
+
ie2
2
2π∫
0
dϑ x˙i Fij x
j
∣∣∣∣∣∣
r=1
− ie1
2
2π∫
0
dϑ x˙i Fij x
j
∣∣∣∣∣∣
r=a
.
It is clear from (3.4) that electric and magnetic
backgrounds contribute very differently at finite
temperature, and so we shall analyse their cou-
plings separately.
A. Magnetic fields
Let us begin with the purely magnetic case
and set ~F = ~0 in (3.4). Let fℓ, ℓ = 1, . . . ,
d−2
2
,
be the skew-eigenvalues of the magnetic flux ten-
sor Fij. The zero temperature annulus ampli-
tude when Fij has only a single non-vanishing
skew-eigenvalue fℓ is given by (2.36,2.37) with
E = −ifℓ and ǫ = iα(fℓ), and it is real-valued.
Since the mode expansions of the string fields are
the same as before, it follows that the only ef-
fect of finite temperature comes from the con-
stant term in the first line of (3.4). By summing
the path integral over all thermal winding modes,
this inserts into the Teichmu¨ller integration defin-
ing the annulus amplitude the infinite series
∞∑
n=−∞
e −β
2n2t/32πα′ = Θ3
(
0
∣∣∣∣∣ iβ
2t
32π2α′
)
. (3.5)
The one-loop free energy per unit volume of the
string gas in the magnetic background is thereby
given as
Fmag = 1
2
∞∫
0
dt
t
(
4π2α′t
)−13
η
(
it
2
)−24
×Θ3
(
0
∣∣∣∣∣ iβ
2t
32π2α′
)
12∏
ℓ=1
CA(t,−ifℓ) . (3.6)
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We will now examine the convergence properties
of the Teichmu¨ller integral (3.6).
The open string ultraviolet behaviour is de-
termined by the t → 0 region of moduli
space. In this limit the theta functions appear-
ing in (3.6,2.37) have the asymptotics η( it
2
)−24 ∼
t12 e 4π/t, Θ1(
iαt
2
| it
2
) ∼ t−1/2 e −π/2t e πα2t/2 sin πα,
and Θ3(0| iβ2t32π2α′ ) − 1 ∼ t−1/2 e −32π
3α′/β2t. From
these behaviours it follows that the integral (3.6)
converges in the region t → 0 provided that
β > 1/kBTH, where TH is the Hagedorn temper-
ature (3.2).6 Note that the overall asymptotics
are completely independent of the external field,
and we therefore conclude that the presence of
a magnetic field does not change the value of the
Hagedorn temperature of the free open string gas.
The open string infrared behaviour, on the other
hand, comes from the t → ∞ region of mod-
uli space. In this limit the temperature depen-
dence of (3.6) disappears, Θ3(0| iβ2t32π2α′ ) ∼ 1, and
the conditions for convergence of the integral are
the same as at zero temperature. One encoun-
ters the infrared magnetic instability that was de-
scribed in section II.B.2 [56]. This instability in
the thermodynamic free energy is also present in
supersymmetric Yang-Mills theory at both zero
and finite temperature.
It is straightforward to repeat the analysis for
the fermionic string (where there is no zero tem-
perature tachyon mode). As spacetime bosons
are required to obey periodic boundary conditions
along the Euclidean time circle and spacetime
fermions to obey anti-periodic ones, supersymme-
try is explicitly broken and the GSO projection
must be accordingly modified. At the one-loop
level this may be achieved by inserting an ex-
tra weighting (−1)n in the sum over temperature
winding numbers for the (−,+) spin structure in
6Of course, the bosonic string theory has a tachy-
onic instability at any temperature. The Hagedorn
temperature is defined in this case as the tempera-
ture at which the one-loop free energy of the bosonic
string gas diverges even if the contribution from the
usual tachyon mode is ignored.
the Neveu-Schwarz sector of the worldsheet the-
ory [6]. Then one can compute that the insta-
bilities encountered above persist for superstrings
[56].
B. Electric fields
Now let us consider the case of a purely elec-
tric background and set Fij = 0 in (3.4). From
the second line of (3.4) we see that there is now
a non-trivial coupling between the electric field
and the temperature winding modes. This cou-
pling has several dramatic effects on the thermal
ensemble. The most glaring one is that it pre-
vents the formation of an equilibrium distribution
of charged strings in the electric field [3]. To see
this, we consider the zero modes xµ = xµ0 of the
string embedding fields on the annulus. In the
absence of an electric field, the action is indepen-
dent of them and integrating them out in the path
integral produces a volume factor βVd−1. In the
present case, however, they contribute the quan-
tity
β
∫
d~x0 e
i(e2−e1)nβ ~F ·~x0
= β (2π)d−1 δ
(
(e2 − e1)nβ ~F
)
. (3.7)
This result shows that thermal states of the string
are stable only either for neutral strings or in the
absence of the external field. All states except
the ground state n = 0 contain excitations of
charged particles and therefore have infinite en-
ergy. In fact, because of the Schwinger mecha-
nism that we described in section II.C, even the
ground state is unstable. The breaking of trans-
lational invariance forbids an equilibrium state of
charged strings in a constant background electric
field. In what follows we shall describe some ori-
gins of this instability.
1. Neutral strings
It is natural to consider the neutral string
case, e1 = e2 = e. In that case the zero modes ~x0
disappear from the action (3.4), but the second
line still contributes a linear term to the Gaus-
sian form for the oscillatory modes ~ξ(ϑ) of the
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string fields. On completing the square, this adds
an extra term β2n2tα′e2E2/8 to the argument of
the exponential in the infinite series (3.5), where
E = −i|~F |. The modification of the annulus am-
plitude (2.21,2.22) to finite temperature is there-
fore the free energy
Fel = 1
2
(
1− (2πα′eE)2
) ∞∫
0
dt
t
(
4π2α′t
)−13
(3.8)
× η
(
it
2
)−24
Θ3
(
0
∣∣∣∣∣iβ
2t [1− (2πα′eE)2]
32π2α′
)
.
By repeating the asymptotic analysis of the previ-
ous subsection, we find that the Teichmu¨ller inte-
gral (3.8) converges in the open string ultraviolet
regime provided that β > 1/kBTH(E), where
TH(E) =
√
1− (2πα′eE)2
2πkB
√
2α′
. (3.9)
Thus, in contrast to the magnetic case, an elec-
tric background modifies the Hagedorn tempera-
ture (3.2) of the neutral string gas by the familiar
Born-Infeld Lagrangian [23].
This result was to be expected because, un-
like magnetic fields, electric fields couple to the
temporal coordinate and therefore scale the mo-
mentum of the strings. In turn, they rescale the
proper time variable t. Note that the Hagedorn
temperature (3.9) decreases with increasing elec-
tric field and vanishes at the critical value E = Ec.
As is apparent in second quantization [45,23] (see
Eq. (2.26)), the field dependent rescaling factor
originates as a modification of the string tension
Ts = 1/2πα
′, which determines the critical tem-
perature (3.2), to an effective tension
Teff = Ts
[
1− (T−1s eE)2
]
(3.10)
which vanishes at the critical electric field. This
modification of the tension is the reason why the
thermodynamic properties of the neutral string
gas are altered by the electric background. Again
the same conclusions are reached for the full su-
perstring free energy [56].
2. Charged strings
Restricting the spectrum to neutral open
strings does not completely cure the electric field
instability, because we have to sum over all al-
lowed neutral and charged string states. We will
now examine the reasons why finite temperature
string theory forbids constant electric fields. This
instability can in fact be seen at the field theoreti-
cal level. The coordinate space diagonal elements
of the (un-normalized) thermal density matrix in
quantum electrodynamics for a charged (scalar)
particle of mass M and charge Q in a uniform
electric field ~E is given by the proper time inte-
gral [40,3]
ρ(~y, ~y; β) =
β
2
∞∫
0
dτ
τ
e −M
2τ/2
(2πτ)
d
2
−1
QE
4π sin QEτ
2
(3.11)
× Θ3

iβQ~E · ~y
2π
∣∣∣∣∣∣
iβ2QE
4π tan QEτ
2

 .
This result shows that the free energy of the sys-
tem is trivial, in that the integration of (3.11)
over ~y picks up only the ground state of wind-
ing number n = 0 (due to the occurence of the
theta-function Θ3). Note that the density matrix
(3.11) is complex-valued and its imaginary part
gives the Schwinger probability amplitude (2.40).
Naively, the translational symmetry which is bro-
ken by the external electric field could be restored
by choosing the temporal gauge for the gauge po-
tential rather than the static gauge. However,
this gauge choice ruins the global gauge invari-
ance of the system. The gauge potential in this
case is not a function on spacetime because it
is multi-valued under periodic shifts around the
temperature circle, and it can only be properly
defined with respect to a local covering of the
thermal direction. Requiring that the theory be
independent of the choice of covering requires the
addition of generalized Wu-Yang terms to the ac-
tion (The mathematical details of this construc-
tion can be found in [3]). These terms restore
gauge invariance, but they also reinstate precisely
the same ~y-dependent factor in (3.11). Therefore,
the gauge-invariant free energy remains trivial.
For a thermal state of charged strings, the con-
straint (3.7) forces us to take ~F = ~0. This selects
the constant gauge field configuration A0(x) = a0.
Although this field is pure gauge, it can only
be removed by a singular gauge transformation.
Therefore, charged states will still depend on a0,
or equivalently the canonical, gauge invariant mo-
mentum of the open strings depends on a0. The
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gauge field background cannot be removed be-
cause there is a non-trivial gauge invariant holon-
omy e i(e2−e1)na0 which arises from the boundary
terms in the action (2.16) in the sector of temper-
ature winding number n. This holonomy is simply
the Polyakov loop operator for the annular geom-
etry. We can therefore study the free energy for
this constant gauge field configuration and com-
pute the effective action for charged strings in a
generic, time-independent background gauge field
a0(~x0). This yields the free energy that is re-
quired to introduce a heavy charged particle into
the system and thereby gives information about
confinement, which is the pertinent property of
the Hagedorn transition.
The action is now given by adding to the first
line of (3.4) the term i(e2−e1)na0. After summing
over all n ∈ Z, the appropriate modification of the
one-loop vacuum energy (2.22) is given by
F0 = 1
(8π2α′)13
∞∫
0
ds η(2is)−24
×Θ3
(
(e2 − e1)β
2π
a0
∣∣∣∣∣ iβ
2
32π2α′s
)
, (3.12)
where we have made a modular transformation
t = 1/s (mapping the one-loop open string an-
nulus diagram onto the tree-level closed string
cylinder diagram) and used the Poisson resumma-
tion formula η(− 1
τ
) =
√−iτ η(τ). The integral
(3.12) can be evaluated explicitly by expanding
the Dedekind function using the formula
∞∏
n=1
(
1− e −nl
)−(d−2)
=
∞∑
N=0
dbN e
−Nl , (3.13)
where dbN is the degeneracy of bosonic string
states at level N . For the first two levels we have
db0 = 1 and d
b
1 = d − 2. By expanding the theta-
function Θ3 in an infinite series we can thereby
perform the integral (3.12) and arrive at
F0 = 2β
(8π2α′)14
∞∑
N=0
dbN√
N
∞∑
n=1
nK1

nβ
√
N
2α′


× cosnβ(e1 − e2)a0 , (3.14)
where K1(z) is the irregular modified Bessel func-
tion of order 1. The N = 0 contribution to
(3.14) of course diverges because of the tachy-
onic instability. The next contribution is from the
level N = 1, corresponding to the 26-dimensional
Yang-Mills multiplet, which is well-defined. From
the asymptotic expansion K1(z) ∼ e −z
√
π/2z for
|z| → ∞, it follows that its contribution is sup-
pressed in the low-temperature limit β ≫ √α′ by
terms of order e −β/
√
α′ .
Nevertheless, this calculation illustrates the
general feature whose instabilities are cured by
computing the one-loop free energy of the super-
string gas [3]. Then the lowest N = 0 level yields
a finite contribution in the low temperature limit
which corresponds to the ten dimensional Yang-
Mills supermultiplet. By including the tree-level
Born-Infeld actions for the disc amplitudes of the
charged string endpoints, we arrive at the total
(normalized) effective action for the gauge field
a0(~x0) up to one-loop order in the form
Γ[a0] =
1
(2πα′)2gs (e21 + e22)
×
∫
d~x0

 ∑
k=1,2
√
1 +
(
2πα′ek∇a0(~x0)
)2
+
µ2
β2(e1 − e2)2 cos β(e1 − e2)a0(~x0)
+O
(
g4s , e
−β/
√
α′
)]
, (3.15)
where
µ2 = 3π2 · 222g2s(α′)3β−8
(
e21 + e
2
2
)
(e1 − e2)2 .
(3.16)
Thus the low temperature modification of the
Born-Infeld action is a generalization of the sine-
Gordon theory representation of the classical
Coulomb gas where the standard kinetic term for
the gauge field is replaced by the Born-Infeld La-
grangian. The main feature of this field theory
is that the linearized equation of motion for the
minima of the free energy (3.15) takes the form
(−∇2 + µ2)a0(~x0) = 0, which has exponentially
decaying solutions a0(~x0) ∼ e −µ|~x0| for |~x0| → ∞.
In this approximation the constant (3.16) appears
as a mass term for the gauge field in (3.15) and
acts like a Debye screening mass. It is clear for
this reason that constant electric fields cannot be
extrema of the effective action, i.e. the existence
of uniform electric fields is inconsistent with the
existence of a Debye mass. Note that (3.16) van-
ishes for neutral string states.
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As expected, the Debye mass (3.16) is the
same as the one that would arise in ordinary
ten dimensional Yang-Mills theory. The contri-
butions from massive string states are exponen-
tially suppressed by terms of order e −β/
√
α′ . Since
µ2 ∝ T/TH(0), for temperatures well below the
critical Hagedorn temperature the Debye mass is
small and electric fields become more and more
long-ranged. Stringy effects essentially only play
a role at temperatures near the Hagedorn tran-
sition. Furthermore, the Born-Infeld generaliza-
tion (3.15) of the sine-Gordon model has solitons
which generalize the solitary waves of the plasma
phase of the ordinary Coulomb gas [3]. In gauge
field theories these solitons exist as ZN domain
walls. This characterization could prove useful
for other aspects of the Hagedorn transition in
background fields.
IV. D-BRANE DYNAMICS
T -duality maps free open strings to open
strings whose endpoints are attached to D-branes.
It replaces the quantities ∂ax
i by iǫab∂bx
i and
Neumann boundary conditions for the string em-
bedding fields xi with Dirichlet ones. The results
of the previous sections may be interpreted di-
rectly as the appropriate contributions to the ten-
sion of a D9-brane with some background field
distribution. T -dualizing these expressions in
9 − p of the spacetime directions is then tanta-
mount in string perturbation theory to adding
an extra open string mass factor t−p/2 e −r
2t/2πα′
to the Teichmu¨ller integration measure, reflecting
the Dirichlet nature of the 9− p transverse direc-
tions, where r is the separation between parallel
branes. If the background field is constant, then
its components which do not lie along the Dp-
brane can be gauged away. The open string an-
nulus amplitude then becomes the one-loop effec-
tive potential between two Dp-branes with generic
background fields on each brane. Such a config-
uration describes a boundary condensate of the
stretched open strings between the branes in the
electromagnetic field. By keeping the transverse
electric field component non-vanishing, we may
also describe the interaction potential between
moving branes. Much of the analysis we have
made thus far for the problem of open strings
in electromagnetic fields has dual analogs for D-
brane dynamics. However, in the D-brane picture
many of the stringy effects that we have unveiled
for the external field problem have very natural
dynamical explanations. In this section we will
use the external field problem to describe the dy-
namics of D-branes. We will restrict our attention
to D0-branes for simplicity.
Under T -duality, electric fields map onto the
trajectories of D-branes as follows. The coupling
exp ie
∮ ~A(x0) · ∂‖~x of a time-varying, spatially
constant electric field ~E = ∂0 ~A to a boundary
that carries charge e is replaced by the vertex op-
erator exp 1
2πα′
∮
~y(x0)·∂⊥~x for a moving D0-brane
[21,38] travelling with velocity ~v = ∂0~y = 2πα
′e ~E.
The β-function equations for this coupling can be
interpreted as the classical equations of motion for
the 0-brane. Constant electric field thereby cor-
responds to uniform motion of the branes while
a neutral string would represent a pair of branes
moving with zero relative velocity. In string per-
turbation theory the electric field and moving D-
brane problems are identical because of the per-
turbative duality between Neumann and Dirich-
let boundary conditions on the string fields [38].
In the former case the effective dynamics for a
slowly varying electric field is governed by the
Born-Infeld action. Under T -duality this action
simply maps onto the usual action for a relativis-
tic point particle,
SD0 =
∫
dτ T0
√
1− ~v(τ)2 , (4.1)
where T0 = 1/gs
√
α′ is the 0-brane tension, i.e.
the BPS mass of the D-particles. The Born-Infeld
action is the non-trivial result of a resummation of
all stringy order α′ corrections, and among other
things it leads to a limiting value Ec = (2πα
′e)−1
of the external electric field, above which the sys-
tem becomes unstable. In the dual picture, this
is simply a consequence of the laws of relativistic
particle mechanics for the 0-brane, with the crit-
ical velocity corresponding to the speed of light.
At this velocity, we can make a large boost to
bring the brane to rest, so that in the T -dual pic-
ture of the original string theory this amounts to
boosting to large momentum. Thus the string
theory with the electric background near the crit-
ical limit is equivalent to the string theory in the
infinite momentum frame, or equivalently in the
formalism of discrete light-cone quantization.
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A planar static D-brane is a BPS defect that
preserves half of the original spacetime supersym-
metries. D-branes in supersymmetric configura-
tions exert no static force on each other because
supersymmetry ensures that the Casimir energy
of the stretched open strings vanishes [47]. Uni-
form motion of a single D-brane cannot have any
non-trivial consequences, because it depends on
the choice of an inertial frame. However, setting a
pair of branes in relative motion breaks the super-
symmetry of the system and a velocity dependent
potential appears between them.
Another non-BPS configuration of D-branes is
that which lives in a thermal state of the theory.
In the supergravity picture, non-extremal branes
have a natural temperature and entropy. The
Hawking radiation of a certain class of near ex-
tremal black holes with Ramond-Ramond charge
may be interpreted in terms of the emission of
closed string modes by a thermal state of D-
branes [54,15,42]. It has been suggested [9] that
the gravitational Hawking temperature and the
temperature of a Boltzmann gas of D0-branes
should be identified. This is based on the con-
jecture [41] that the black hole free energy result-
ing from classical supergravity is described accu-
rately by the large ’t Hooft coupling limit of the
supersymmetric matrix quantum mechanics de-
scribing the dynamics of N D-particles [10]. In
this model, which comes from the leading Yang-
Mills reduction of the (non-abelian) Born-Infeld
action, the brane coordinate fields are N×N Her-
mitian matrices whose eigenvalues represent the
collective coordinates of the D-particles, while the
off-diagonal fluctuations represent the Higgs fields
corresponding to short open string excitations be-
tween the parallel branes [58]. The breaking of su-
persymmetry is then explicit in the fact that the
thermal partition function is computed with peri-
odic temporal boundary conditions for the boson
fields and anti-periodic ones for the fermion fields.
The model accurately describes the leading veloc-
ity corrections to the tree-level action (4.1) [22],
so it is natural to use it to describe the thermo-
dynamics of moving D-branes. In this section we
will describe some new calculations which com-
pute these corrections to the static D-brane am-
plitudes.
A. Velocity dependent forces
In this subsection we will present a novel
derivation, using the Polyakov path integral, of
the known formula [7,12] for the one-loop vac-
uum energy of D-branes moving with uniform ve-
locity. Path integral treatments of D-branes can
also be found in [32]. Consider a D-string in the
presence of a boundary condensate of constant
electric field E in Type IIB superstring theory.
The one-loop correction to the effective Born-
Infeld action at tree-level comes from the annu-
lus string diagram which describes two D1-branes
with an open string stretching between them.
Neumann boundary conditions are taken along
the axes 0,1, and Dirichlet ones along the trans-
verse axes 2, . . . , d − 1. These latter directions
will be labelled collectively in what follows by the
superscript ⊥. The open string parametrization
is 0 ≤ σ ≤ 1, 0 ≤ τ ≤ t, where ln t is the Te-
ichmu¨ller parameter of the annulus. The string
carries charges eσ at the worldsheet boundaries
σ = 0, 1. The Euclidean action is analogous to
(2.23),
SD1 = S − ie0E
t∫
0
dτ x1 ∂τx
0
∣∣∣∣∣∣
σ=0
+ ie1E
t∫
0
dτ x1 ∂τx
0
∣∣∣∣∣∣
σ=1
, (4.2)
where the bulk action S is given by
S =
1
4πα′
t∫
0
dτ
1∫
0
dσ (∂τx
µ ∂τxµ + ∂σx
µ ∂σxµ) .
(4.3)
Varying the action (4.2) leads to the boundary
conditions(
∂σx
0 − 2πiα′e0E ∂τx1
)
σ=0
= 0 ,(
∂σx
0 − 2πiα′e1E ∂τx1
)
σ=1
= 0 ,(
∂σx
1 − 2πiα′e0E ∂τx0
)
σ=0
= 0 ,(
∂σx
1 − 2πiα′e1E ∂τx0
)
σ=1
= 0 ,
∂τx
⊥
∣∣∣
σ=0
= 0 or x⊥
∣∣∣
σ=0
= y⊥0 ,
∂τx
⊥
∣∣∣
σ=1
= 0 or x⊥
∣∣∣
σ=1
= y⊥1 . (4.4)
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1. Bosonic case
If the coordinate x1 ≡ x1N is compactified on
a circle of circumference LN, then we can make a
T -duality transformation along the 1-axis which
interchanges the Neumann and Dirichlet bound-
ary conditions for the open string. The new coor-
dinate x1D takes values on a dual circle of circum-
ference LD = 4π
2α′/LN with ∂τx1N = ∂σx
1
D and
∂σx
1
N = ∂τx
1
D. The boundary conditions (4.4) can
be rewritten as
∂σ
(
x0 − u0x1
)∣∣∣
σ=0
= 0 ,
∂σ
(
x0 − u1x1
)∣∣∣
σ=1
= 0 ,
∂τ
(
x1 + u0x
0
)∣∣∣
σ=0
= 0 ,
∂τ
(
x1 + u1x
0
)∣∣∣
σ=1
= 0 ,
∂τx
⊥
∣∣∣
σ=0
= 0 or x⊥
∣∣∣
σ=0
= y⊥0 ,
∂τx
⊥
∣∣∣
σ=1
= 0 or x⊥
∣∣∣
σ=1
= y⊥1 , (4.5)
where we have simply denoted x1 ≡ x1D, and
uσ = ivσ = 2πiα
′eσE , σ = 0, 1 (4.6)
are the analytic continuations of the velocities of
the two string endpoints from Minkowski to Eu-
clidean space arising from Wick rotation of both
x0 and τ .
In the case of static D0-branes (vσ = 0), the
mode expansions of the string fields which diag-
onalize the action and solve the boundary condi-
tions are well-known to be given by [43]
x0(0)(τ, σ) =
∞∑
m=−∞
∞∑
n=0
amn e
2πimτ/t cosπnσ ,
x1(0)(τ, σ) = y
1
0 +
(
y11 − y10
)
σ
+
∞∑
m=−∞
∞∑
n=1
bmn e
2πimτ/t sin πnσ ,
x⊥(0)(τ, σ) = y
⊥
0 +
(
y⊥1 − y⊥0
)
σ (4.7)
+
∞∑
m=−∞
∞∑
n=1
x⊥mn e
2πimτ/t sin πnσ ,
where a−mn = a∗mn, b−mn = b
∗
mn, and x
⊥
−mn =
(x⊥mn)
∗. The mode expansions which solve the
boundary conditions (4.5) may then be obtained
by rotating the fields (4.7) through angle πα0 +
πασ in the 0–1 plane to get
x0(τ, σ) = cos (πα0 + πασ)x
0
(0)(τ, σ)
+ sin (πα0 + πασ)x
1
(0)(τ, σ) ,
x1(τ, σ) = − sin (πα0 + πασ)x0(0)(τ, σ)
+ cos (πα0 + πασ) x
1
(0)(τ, σ) ,
x⊥(τ, σ) = x⊥(0)(τ, σ) . (4.8)
The fields (4.8) obey the boundary condi-
tions (4.5) with the identifications of the rotation
angles as the rapidities of the Euclidean boost,
πασ = arctan uσ , σ = 0, 1 , α = α1 − α0 .
(4.9)
The mode expansion (4.8) diagonalizes the action
(4.3) which enters the Euclidean path integral
F = 2 (2α
′)−d/2
π
×
∞∫
0
dt
t
∫
Dxµ D(ghosts) e −S−Sghosts (4.10)
with the boundary conditions (4.5). Here an extra
factor of 2 has been inserted to account for the
symmetry under interchange of the two endpoints
of an oriented string [47].
Let us begin by evaluating the contributions
from the non-zero modes of the fields x0 and x1 to
the path integral (4.10). The modes with indices
(m,n) and (m′, n′) are orthogonal for m′ 6= −m,
and so their contribution to the action (4.3) is
Sq =
πt
8α′
∞∑
m=−∞
∞∑
n=1
[(
α2 + n2 +
4m2
t2
)
×
(
amna−mn + bmnb−mn
)
− 2αn
(
amnb−mn + a−mnbmn
)]
, (4.11)
where we have used the fact that the modes with
either sine or cosine functions are orthogonal over
the semi-period of σ, while the cross terms which
mix sine and cosine functions do not occur. Eval-
uating the resulting Gaussian functional integral
in (4.10) over these non-zero modes produces the
determinant
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∏
m,n
∣∣∣∣∣∣
(α2 + n2)t+ 4m
2
t
−2αnt
−2αnt (α2 + n2)t+ 4m2
t
∣∣∣∣∣∣
−1/2
=
∞∏
m=−∞
∞∏
n=1
(
(n+ α)
√
t+ 2im/
√
t
)−1
×
(
(n− α)√t+ 2im/√t
)−1
=
∞∏
n=1
1
4 sinh π(n+α)t
2
sinh π(n−α)t
2
, (4.12)
where we have used the formula
∞∏
m=−∞
(
my + x
)
= sin
πx
y
. (4.13)
In arriving at (4.12) we have ignored an overall
constant factor which may be set equal to unity
by using zeta-function regularization (2.12) of the
infinite product.
Analogously, the contribution to (4.3) from
the zero modes of the fields x0 and x1 is
S0 =
πt
4α′
∞∑
m=−∞
(
α2 +
4m2
t2
)
am0 a−m0 (4.14)
− αt
2α′
a00
(
y11 − y10
)
+
t
4πα′
(
y11 − y10
)2
.
The corresponding Gaussian functional integral
gives
∞∏
m=−∞
(
α2t + 4m2/t
)−1/2
=
1
2 sinh παt
2
. (4.15)
For any non-vanishing α the distance y11 − y10 be-
tween the ends of the string along the direction of
motion can be absorbed into the quantity a00 and
disappears from the final result, as it should. If
α = 0 the integral over a00 produces the volume
along the 0-axis and the last term on the right-
hand side of Eq. (4.14) remains just as for the
transverse directions which contribute the usual
quantity
∞∏
n=1
1(
2 sinh πnt
2
)d−2 e − t4πα′ (y⊥1 −y⊥0 )2
=
1
η
(
it
2
)d−2 e − t4πα′ (y⊥1 −y⊥0 )2 . (4.16)
We now multiply the three quantities (4.12),
(4.15) and (4.16) together, take into account the
contributions from the conformal ghost fields, and
use the identity
1
2 sinh παt
2
∞∏
n=1
sinh2 πnt
2
sinh π(n+α)t
2
sinh π(n−α)t
2
=
1
2π
Θ′1
(
0
∣∣∣ it
2
)
Θ1
(
iαt
2
∣∣∣ it
2
) . (4.17)
In this way we find that the vacuum energy func-
tional (4.10) is given by
F = 1
2π
∞∫
0
dt
t
e −
t
4πα′
(y⊥1 −y⊥0 )2
Θ′1
(
0
∣∣∣ it
2
)
Θ1
(
iαt
2
∣∣∣ it
2
) 1
η
(
it
2
)24
(4.18)
in the critical dimension d = 26. This co-
incides with the result of Refs. [7,12] for the
bosonic string which is expressed in terms of the
Minkowski space rapidity ǫ = iα. Note that, in
the present derivation, we have simply used the
action (4.3) without explicitly adding boundary
terms to correctly reproduce the bosonic ampli-
tude for moving D0-branes.
2. RNS formulation
We will now turn to the superstring vacuum
amplitude. The open string is again parametrized
by the worldsheet coordinates (τ, σ). On the
annulus there are four standard spin structures,
(+,−), (+,+) in the R-sector (associated with
spacetime fermions) and (−,−), (−,+) in the
NS-sector (associated with spacetime bosons),
which represent the periodicities of the worldsheet
fermion fields with respect to (τ, σ). The GSO
projection dictates that the physical amplitude is
obtained by summing over the contributions from
the four spin structures. The fermionic part of the
superstring action is given by
SF =
i
2
t∫
0
dτ
1∫
0
dσ
(
ψµ(∂τ + i∂σ)ψ
µ
+ ψ˜µ(∂τ − i∂σ)ψ˜µ
)
(4.19)
where ψµ and ψ˜µ are Grassmann-valued fields
which transform as SO(8) vectors.
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In the absence of an external field, or for static
D-branes, the fermion fields obey the standard
superstring boundary conditions
ψµ(0)(τ, 0) = ψ˜
µ
(0)(τ, 0) ,
ψµ(0)(τ, 1) = (−1)a ψ˜µ(0)(τ, 1) , (4.20)
where a = 0 for the R-sector and a = 1 for the
NS-sector. The mode expansions in the (±,−)
sectors are given by
ψµ(0)(τ, σ) =
∞∑
m,n=−∞
ψµmn e
πi(2m+1)τ/t e πi(n+
a
2
)σ ,
ψ˜µ(0)(τ, σ) =
∞∑
m,n=−∞
ψµmn e
πi(2m+1)τ/t e −πi(n+
a
2
)σ ,
(4.21)
while in the (±,+) sectors they are
ψµ(0)(τ, σ) =
∞∑
m,n=−∞
ψµmn e
2πimτ/t e πi(n+
a
2
)σ ,
ψ˜µ(0)(τ, σ) =
∞∑
m,n=−∞
ψµmn e
2πimτ/t e −πi(n+
a
2
)σ .
(4.22)
For moving branes we rotate the fields ψµ(0) with
respect to ψ˜µ(0) by the orthogonal matrix [29]
Mµν(σ) = e
(πα0+πασ)Σ01µν (4.23)
where Σρλµν = δ
ρ
µ δ
λ
ν − δλµ δρν are the generators of
SO(8) rotations in the vector representation and
the rapidities α are given by Eq. (4.9). Since
Mµν(0) = e
πα0Σ01µν =
(
1 + u0Σ
01
1 − u0Σ01
)
µν
,
Mµν(1) = e
πα1Σ01µν =
(
1 + u1Σ
01
1 − u1Σ01
)
µν
, (4.24)
the rotation of the fermion fields by (4.23) solves
the boundary conditions
ψµ(τ, 0)− ψ˜µ(τ, 0)
= u0Σ
01
µν
(
ψν(τ, 0) + ψ˜ν(τ, 0)
)
,
ψµ(τ, 1)− (−1)a ψ˜µ(τ, 1)
= u1Σ
01
µν
(
ψν(τ, 1) + (−1)a ψ˜ν(τ, 1)
)
, (4.25)
which extend (4.20) to finite velocity provided
that (4.9) is satisfied. The mode expansions are
thereby given from (4.21,4.22) as
ψµ(τ, σ) = Mµν(σ)
1/2 ψν(0)(τ, σ) ,
ψ˜µ(τ, σ) = Mµν(σ)
−1/2 ψ˜ν(0)(τ, σ) , (4.26)
where here only the 0 and 1 components of the
fields are rotated since the boost is in the 0–1
plane. The mode expansions (4.26) diagonalize
the action (4.19) in each of the four worldsheet
sectors. We shall analyse the contributions first
from each sector separately.
(+,−) sector : Using (4.21) with a = 0 and sub-
stituting (4.26) into (4.19) leads to the action
SF = −π
∞∑
m=−∞
∞∑
n=−∞
ψµ−m−n
×
(
2m+ 1 + t(in + αΣ01)
)
µν
ψνmn . (4.27)
The functional Gaussian integral over the Grass-
mann variables ψµmn thereby produces the deter-
minant
∞∏
m,n=−∞
det

 2m+ 1 + int αt
−αt 2m+ 1 + int


1/2
×
(
2m+ 1 + int
)4
=
∞∏
m=−∞
∞∏
n=−∞
(
2m+ 1 + it(n + α)
)1/2
×
(
2m+ 1 + it(n− α)
)1/2 (
2m+ 1 + int
)4
= 25 cosh
πtα
2
∞∏
n=1
4 cosh
πt(n + α)
2
× cosh πt(n− α)
2
(
2 cosh
πtn
2
)8
=
Θ2
(
iαt
2
∣∣∣ it
2
)
η
(
it
2
)

Θ2
(
0
∣∣∣ it
2
)
η
(
it
2
)


4
, (4.28)
where we have used the formula
cosπx =
∞∏
k=0
[
1− 4x
2
(2k + 1)2
]
. (4.29)
(+,+) sector : For a = 0 the fermion fields (4.22)
have a zero mode, and so the contribution from
this sector vanishes as usual due to the integration
over the fermionic zero mode.
(−,−) sector : Setting a = 1 in (4.21) and substi-
tuting (4.26) into (4.19) leads to the action
SF = −π
∞∑
m=−∞
∞∑
n=−∞
ψµ−m−n (4.30)
×
[
2m+ 1 + t
(
i(n+ 1
2
) + αΣ01
)]
µν
ψνmn .
20
The functional Gaussian integral over the Grass-
mann variables ψµmn gives
∞∏
m=−∞
∞∏
n=−∞
(
2m+ 1 + it(n + 1
2
+ α)
)1/2
×
(
2m+ 1 + it(n + 1
2
− α)
)1/2
×
(
2m+ 1 + it(n + 1
2
)
)4
=
∞∏
n=1
4 cosh
πt(n− 1
2
+ α)
2
cosh
πt(n− 1
2
− α)
2
×
(
2 cosh
πt(n− 1
2
)
2
)8
=
Θ3
(
iαt
2
∣∣∣ it
2
)
η
(
it
2
)

Θ3
(
0
∣∣∣ it
2
)
η
(
it
2
)


4
. (4.31)
(−,+) sector : Finally, by setting a = 1 in (4.22)
the action reads
SF = −π
∞∑
m=−∞
∞∑
n=−∞
ψµ−m−n (4.32)
×
[
2m+ t
(
i(n+ 1
2
) + αΣ01
)]
µν
ψνmn .
The functional Gaussian integral over the Grass-
mann variables ψµmn yields
∞∏
m=−∞
∞∏
n=−∞
(
2m+ it(n + 1
2
+ α)
)1/2
×
(
2m+ it(n + 1
2
− α)
)1/2 (
2m+ it(n + 1
2
)
)4
=
∞∏
n=1
4 sinh
πt(n− 1
2
+ α)
2
sinh
πt(n− 1
2
− α)
2
×
(
2 sinh
πt(n− 1
2
)
2
)8
=
Θ4
(
iαt
2
∣∣∣ it
2
)
η
(
it
2
)

Θ4
(
0
∣∣∣ it
2
)
η
(
it
2
)


4
. (4.33)
We now take into account the contributions
from the conformal anti-ghost fields in each of
the three non-vanishing sectors above, sum over
the spin structures with weight 1
2
, and multiply
by the bosonic amplitude in the superstring crit-
ical dimension d = 10. In this way we arrive at
the known formula [7] for the superstring vacuum
energy functional,
F = 1
2π
∞∫
0
dt
t
e −
t
4πα′
(y⊥1 −y⊥0 )2
Θ′1
(
0
∣∣∣ it
2
)
Θ1
(
iαt
2
∣∣∣ it
2
) 1
η
(
it
2
)12
× 1
2
[
Θ3
(
iαt
2
∣∣∣∣ it2
)
Θ3
(
0
∣∣∣∣ it2
)3
−Θ4
(
iαt
2
∣∣∣∣ it2
)
Θ4
(
0
∣∣∣∣ it2
)3
− Θ2
(
iαt
2
∣∣∣∣ it2
)
Θ2
(
0
∣∣∣∣ it2
)3]
. (4.34)
By using the formula
1
2
[
Θ3 (ν |it)Θ3 (0 |it)3 −Θ4 (ν |it) Θ4 (0 |it)3
−Θ2 (ν |it) Θ2 (0 |it)3
]
= Θ1
(
ν
2
∣∣∣∣ it
)4
(4.35)
which is a consequence of the Riemann identity
for Jacobi theta-functions, we arrive at the result
of Refs. [29,12] after a modular transformation
t 7→ 1/t of the annular Teichmu¨ller parameter.
B. D-brane scattering
After analytical continuation to Minkowski
space, the quantity (4.34) can be interpreted
as the forward scattering amplitude for two
D-particles moving with relative velocity v =
tanh πǫ and impact parameter b = |y⊥1 − y⊥0 |. It
is a semi-classical result, in that the D-branes are
treated as classical sources and higher worldsheet
topologies are neglected, i.e. both the Compton
wavelength and the Schwarzschild radius of the D-
branes are taken to vanish. The branes interact
via virtual pairs of open oriented strings which are
stretched by the relative motion. The integrand
of (4.34) has an infinite number of poles along the
real t-axis at t = 2π(2n+ 1)/ǫ, where n is an in-
teger. These poles arise from the zeroes of the
trigonometric sine function in the product rep-
resentation of the theta-function Θ1. As a conse-
quence, the vacuum energy acquires an imaginary
part which is given by the sum over the residues
of the poles and which gives the probability that
the virtual strings materialize. This phenomenon
is simply the dual counterpart of the open string
pair production in a uniform background electric
field that we described in section II.C. In the
present case the result has a much simpler in-
terpretation. As the two D-particles move away
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from each other, they continuously transfer their
energy to any open strings that stretch between
them. A virtual pair of open strings can there-
fore nucleate out of the vacuum and slow down
or even completely stop the relative motion.
The real part of the scattering amplitude
also reveals a striking feature of the low veloc-
ity dynamics of D-particles. The theta-functions
Θa(ν|τ) are even functions of ν, and in the low
velocity limit Θ1(
ǫt
2
| it
2
)4 ∼ O(v4). The absence
of a constant term in the velocity expansion of
(4.34) is due to the cancellation of the gravita-
tional attraction and the Ramond-Ramond repul-
sion for static D-branes [47]. However, not only
the static, but also the order v2 force between
two D-particles vanishes, i.e. identical Type II
D-branes do not scatter at non-relativistic veloc-
ities. Generally, the order v2 scattering of heavy
solitons can be described by geodesic motion in
the moduli space of zero modes. Therefore, the
moduli space of a pair of D-particles, which at
tree level is the flat quotient space R9 × R9/Z2,
remains completely flat to all orders in the α′ ex-
pansion. This is the dual statement of the fact
that for maximally supersymmetric gauge theo-
ries the Maxwell F 2 term in the effective action is
not renormalized. The next contribution comes
at order v4 in the velocity expansion. The expan-
sion of the effective action for two D-particles in
their velocities divided by powers of their separa-
tion r is thereby given as
SD0 =
∫
dτ
[
T0
2
(
(y˙⊥0 )
2 + (y˙⊥1 )
2
)
− 15
16
(α′)3
v4
r7
+ . . .
]
. (4.36)
The v4 potential in (4.36) is the standard inter-
action term for D0-branes in ten dimensional su-
pergravity [22].
The vacuum energy functional (4.34) could ac-
tually have been determined using standard for-
mulas for the partition functions of free mass-
less fields with twisted boundary conditions. The
spectrum of an open string stretched between two
moving D-branes can be determined from the op-
eratorial mode expansions of the light-cone fields
x± = 1√
2
(x0 ∓ x1) which are given by
x±(τ, σ) = −i
√
α′
2
√
1± v0
1∓ v0
×
∞∑
n=−∞
(
a±n
n± iǫ e
−πi(n±iǫ)(τ+σ)
+
a∓n
n∓ iǫ e
−πi(n∓iǫ)(τ−σ)
)
. (4.37)
It is easy to verify that x0 and x1 then obey
the boundary conditions (4.5). In particular,
x±(τ, 1) = e ±πǫ x±(τ, 0), so that the two string
endpoints have relative velocity v = tanh πǫ.
Reality requires (a±n )
† = a±−n, while canonical
quantization implies the commutation relations
[a+n , a
−
m] = (n + iǫ) δn+m,0. The D-brane motion
modifies the vacuum energy as can be read off
from the light-like component of the total world-
sheet Hamiltonian
L
‖
0 =
b2
4π2α′
+
∞∑
n=1
(a+n )
†a−n +
∞∑
n=0
(a−n )
†a+n
+
iǫ(1 − iǫ)
2
, (4.38)
where we have included the dependence on the
impact parameter. Analogous mode expansions
arise for the worldsheet fermion fields. The rele-
vant effect of the brane motion on the stretched
strings is to shift their oscillation frequencies by
±iǫ in the boost plane and their energy by an
overall velocity dependent term. Similar expan-
sions arise in the twisted sectors of orbifold con-
formal field theories, with iǫ identified as a real-
valued rotation angle. Therefore, in the opera-
tor formalism, the problem of moving D-branes is
formally identical to that of the stretched strings
between the branes belonging to a twisted sector
of an orbifold string theory with imaginary twist
angle corresponding to the rapidity of the boost.
All of this is again completely analogous to the
spectrum of free open strings in a uniform elec-
tric field background, except for some important
changes. The expression (4.9) for the twist pa-
rameter ǫ = iα has no obvious interpretation in
the electric field case, while here it is recognized
as the relativistic sum of the two brane velocities.
Consistent with Lorentz invariance, the spectrum
only depends on the velocity v of one brane in
the rest frame of the other. Furthermore, zero
modes are omitted in the light-cone mode expan-
sions (4.37) to account for the fact that D-branes
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interact locally in transverse space and in time.
Keeping this and the orbifold analogy in mind, it
is straightforward to arrive at the annulus ampli-
tude (4.34). The orbifold interpretation further
enables a very simple calculation of the velocity
dependent potential in (4.36). In the quasi-static
approximation, which is valid to leading order
in the inverse separation, the potential is given
simply as the sum of the ground state energies
of the corresponding harmonic oscillators as in
(4.38). There are ten complex bosonic oscillators
of frequencies ω⊥b =
√
r2 with multiplicity eight
and ω±b =
√
r2 ± 2iv with multiplicity one each,
where r =
√
b2 + v2τ 2 is the distance between the
branes at time τ . There are also two ghost os-
cillators each of frequency ωghosts =
√
r2, and 16
fermionic oscillators of frequencies ω±f =
√
r2 ± iv
with multiplicity eight each. The velocity depen-
dent potential is then given by
V (r) = 8ω⊥b + ω
+
b + ω
−
b
− 2ωghosts − 4ω+f − 4ω−f . (4.39)
For v = 0 the frequencies cancel and the static
potential vanishes. For v 6= 0 we can expand
each frequency as a power series in r−1. At the
first three orders in v/r2 the potential vanishes,
while at fourth order the energy between the 0-
branes gives the expected leading result V (r) =
−15v4/16r7 + . . ..
C. Thermodynamics
Just as we did with the thermal configuration
of free open strings in background electric fields,
it is possible to demonstrate that there are no
excited states of a pair of moving D-branes with
v 6= 0 at finite temperature [3]. Again the parti-
tion function picks up only the temperature inde-
pendent piece, and we may conclude that D-brane
dynamics forbid uniform velocity motion at finite
temperature. The triviality comes from the same
zero mode operators, associated with the presence
of a Wu-Yang term, as in the electric field prob-
lem. Using T -duality, we may therefore attribute
this property of D-brane dynamics to the Debye
screening of electric fields that we discussed in
section III.B.2. Just as Debye screening forbids
constant electric fields in open superstring theory,
it also forbids the uniform motion of D-branes.
This implies that there is a damping of their mo-
tion analogous to Debye screening. Recall that,
in the dual picture, this is not the case for con-
stant magnetic fields. At one-loop order this cor-
responds to a relative disalignment between a pair
of branes, which is an allowed configuration at fi-
nite temperature.
To investigate further the properties of D-
brane dynamics at finite temperature, one must
consider appropriate non-uniform motion. This
is a difficult problem to treat using the usual, di-
rect methods of string perturbation theory, as is
the dual problem for time-dependent background
fields. However, one can compute the thermo-
dynamic free energy for moving D0-branes by us-
ing the low-energy effective Yang-Mills theory de-
scription of the D-brane dynamics [58,10]. Then,
a perturbative calculation will be valid in the do-
main where g1/3s
√
α′ ≪ r. We can therefore effec-
tively describe the thermodynamics in the limit
of weak string coupling, or equivalently when
the branes are well separated. Since the D0-
branes have mass T0 = 1/gs
√
α′ and are there-
fore very heavy in this limit, this calculation will
take into account the thermal fluctuations of the
stretched superstrings but not of the D-particles
themselves.
The action is obtained from the dimensional
reduction of ten-dimensional maximally super-
symmetric Yang-Mills theory to one temporal and
zero spatial dimensions,
SYM[A,Ψ] =
1
g2YM
∫
dτ tr
(
1
4
F 2µν +
i
2
ΨγµDµΨ
)
(4.40)
where the Yang-Mills coupling constant gYM is
related to the string coupling gs by g
2
YM =
gs/4π
2(α′)3/2. The gauge fields Aµ(τ) and the
Majorana spinor fields Ψ(τ) depend only on the
time coordinate τ . The diagonal components
~y b = 2πα′~a b ≡ 2πα′ ~A bb (4.41)
of the gauge fields are interpreted as the position
of the b-th D0-brane and are treated as collective
variables. The thermal partition function defines
the statistical mechanics of the gas of D0-branes
through the path integral
ZYM =
∫
D~y a e −Seff [~y
a] (4.42)
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with the Euclidean time coordinate τ compacti-
fied on a circle of circumference β = 1/kBT . The
effective action for the D-particle coordinates is
constructed by integrating out the off-diagonal
components of the gauge fields, the fermion fields,
and the Faddeev-Popov ghost fields required for
gauge fixing,
Seff [~y
a] = − ln
∫ ∏
a6=b
Dab0 DA
ab
µ (4.43)
×
∫
DΨ D(ghosts) e −SYM−Sghosts ,
with periodic boundary conditions for the gauge
and ghost fields and anti-periodic ones for the ad-
joint fermion fields around the compact temper-
ature direction. We will consider again only the
case of a single pair of D0-branes whose worldlines
lie along the periodic temporal direction.
The integration in (4.43) can be done in a si-
multaneous loop expansion in the gauge theory
and in a velocity expansion in the brane configu-
rations. This will produce meaningful results in
the limit where r ≡ |~y 1 − ~y 2| is large and where
~v a = ~˙y
a
are small (Dot denotes differentiation
with respect to τ). The one-loop contribution can
be obtained by expanding the action (4.40) to sec-
ond order in the off-diagonal components of the
gauge fields, and in the ghost and fermion fields.
The result of this standard Gaussian functional
integration produces a ratio of determinants of
the form [2]
Seff =
β∫
0
dτ
1
4g2YM
(
(~˙a
1
)2 + (~˙a
2
)2
)
+
1
2
trB ln
[
δµν D2 + 2i(f 1µν − f 2µν)
]
+
1
2
trB ln
[
δµν D2 − 2i(f 1µν − f 2µν)
]
− 2 trB lnD2 − 8 trF lnD2 , (4.44)
where we have introduced the second order differ-
ential operator on the temperature circle,
D2 = (−i∂τ + a0)2 + |~a|2 , (4.45)
which arises from the gauge covariant derivatives.
Here aµ = a
1
µ − a2µ, and we have included the
tree-level term which gives the non-relativistic ki-
netic energies of the D0-branes. The subscript B
(resp. F ) indicates that the determinant is to
be evaluated with periodic (resp. anti-periodic)
boundary conditions corresponding to the contri-
butions from the gauge and ghost (resp. adjoint
fermion) fields, respectively. The abelian field
strength tensors f bµν have non-vanishing compo-
nents f b0i = a˙
b
i . The temporal components a
b
0 of
the gauge fields may be taken to be independent
of the compactified time variable via the resid-
ual abelian gauge invariance of the problem, and
by periodicity to lie in the interval (−π
β
, π
β
]. The
determinants in (4.44) have been evaluated for
static D-brane configurations in [2]. In what fol-
lows we shall extend this computation to leading
orders in the velocity expansion for moving D-
branes.
By using the proper time representation (2.34)
we are led to first evaluate the trace
tr e −tD
2
=
β∫
0
dτ lim
τ ′→τ
e −tD
2
δ(τ − τ ′) . (4.46)
We will begin by computing the determinant in
(4.44) with bosonic boundary conditions on the
temporal circle. For this, we insert the periodic
delta-function
δB(τ − τ ′) = 1
β
∞∑
n=−∞
e −2πin(τ−τ
′)/β (4.47)
into (4.46), which incorporates the proper Mat-
subara frequencies and gives
trB e
−tD2 =
1
β
∞∑
n=−∞
β∫
0
dτ e −t(An+Bn) · 1 , (4.48)
where we have introduced the operators
An =
(
2πn
β
+ a0
)2
+ |~a|2 ,
Bn = −i∂τ
(
−i∂τ + 2πn
β
+ a0
)
. (4.49)
The expression (4.48) is viewed as operating on
a constant 1, and the derivatives only contribute
when they encounter terms involving |~a|2. Note
that generally the position variables ~a b(τ) are
only periodic up to a permutation of the identi-
cal D-particles, which ensures that the configura-
tion of the coordinates is periodic. In the present
case this means that the relative coordinate ~a(τ)
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can be either periodic or anti-periodic. In both
of these sectors, the distance |~a(τ)| is a periodic
function, and hence so is the operator An.
To unravel the expression (4.48), we use the
generalization of the Baker-Campbell-Hausdorff
formula
e −t(An+Bn) = e −tAn e Cn e −tBn (4.50)
where
Cn = − t
2
2!
[An,Bn] (4.51)
− t
3
3!
(
[An, [An,Bn]] + [[An,Bn],Bn]
)
+ . . . .
In the loop expansion we expand around the tree-
level configuration whose equation of motion is
~¨a = 0. The only non-vanishing time derivatives
of the operator An are then A˙n = 2~a · ~˙a and
A¨n = 2|~˙a|2. Moreover, since the integrand of
(4.48) is a periodic function, we can freely in-
tegrate by parts and drop surface terms. Using
(4.50,4.51) and the equations of motion, we may
compute the functional determinants in (4.44) to
second order in the expansion in time-derivatives
of |~a|. After some tedious algebra, we arrive fi-
nally at
trB lnD2 =
β∫
0
dτ
[
1
β
ln
1
2
(
cosh β|~a| − cos βa0
)
+
|~˙a|2
96|~a|
sinh β|~a|
cosh β|~a| − cos βa0 (4.52)
×
{
7
|~a|2 −
7β
|~a| sinh β|~a|
1− cosh β|~a| cosβa0
cosh β|~a| − cos βa0
+ β2
cos βa0(cosh β|~a|+ cos βa0)− 2
(cosh β|~a| − cos βa0)2
}
+ . . .
]
.
where the ellipses denote terms which are of third
and higher orders in time-derivatives of An. In
arriving at (4.52) we have evaluated the sum∑
n lnAn using the formula (4.13),7 and the sums∑
nA−kn may then be computed from the formula
7The equality (4.13) is valid up to a function of x
which is unity at all of the zeroes x = −my. This
would produce different asymptotic behaviour in the
(k − 1)!A−kn = −(−∂/∂|~a|2)k lnAn. There are
eight contributions of the form (4.52), one for each
of the directions transverse to the plane of mo-
tion. From this result we must also subtract the
fermionic contribution which comes from evaluat-
ing the determinant with anti-periodic boundary
conditions. The net effect of inserting the anti-
periodic delta-function into (4.46) is to replace a0
by a0+
π
β
everywhere, i.e. cos βa0 → − cos βa0 in
(4.52).
The final quantity we need is the velocity cor-
rected determinant (the first two determinants of
(4.44)). This can be straightforwardly evaluated
by using the description given in the previous
subsection of how the oscillator frequencies are
modified in the velocity-dependent potential be-
tween two D0-branes. The leading order term
8 ln coshβ|~a|−cos βa0
coshβ|~a|+cos βa0 with no time derivatives is cor-
rected at finite velocity to
6 ln(cosh β|~a| − cos βa0)
+ ln
(
cosh β
√
|~a|2 + 2i|~˙a| − cos βa0
)
+ ln
(
cosh β
√
|~a|2 − 2i|~˙a| − cos βa0
)
− 4 ln
(
cosh β
√
|~a|2 + i|~˙a|+ cos βa0
)
−4 ln
(
cosh β
√
|~a|2 − i|~˙a|+ cos βa0
)
. (4.53)
By summing the expansion of (4.53) to second or-
der in the velocity |~˙a| and the eight order |~˙a|2 con-
tributions of (4.52), and subtracting the eight or-
der |~˙a|2 terms in (4.52) with cos βa0 → − cos βa0,
we arrive finally at the effective action
complex plane. Here we have defined it so that it is
odd under reflection of x but not periodic under the
shift x 7→ x+ y. There is no way to preserve both of
these symmetries, and this gives a simple example of
an anomaly.
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Seff =
β∫
0
dτ
{
T0
4
v2 +
8
β
ln
cosh βr
2πα′
− cos βa0
cosh βr
2πα′
+ cos βa0
+
v2
12r
1
cosh2 βr
2πα′
− cos2 βa0
×
[
38
2πα′
r2
sinh
βr
2πα′
cos βa0
− 38β cosh
βr
2πα′
cos βa0
r
2− cosh2 βr
2πα′
− cos2 βa0
cosh2 βr
2πα′
− cos2 βa0
+
2β2
2πα′
sinh βr
2πα′
cos βa0(
cosh2 βr
2πα′
− cos2 βa0
)2
(
cosh4
βr
2πα′
− cos2 βa0
(
2− cos2 βa0
)
− 6 cosh2 βr
2πα′
sin2 βa0
)]
+ . . .
}
, (4.54)
where the D0-brane separation r is time-
dependent and obeys periodic boundary condi-
tions on the temperature circle. The quantity
T0
2
is the reduced mass of the two D-particle sys-
tem, while r
2πα′
is the energy of a string which has
Dirichlet boundary conditions on hypersurfaces a
distance r apart. Note that the effective action is
an odd function of the variable x = cos βa0. The
action (4.54) simplifies in the limit βr ≫ 2πα′,
and to leading orders in the low-temperature ex-
pansion we have
Seff =
β∫
0
dτ
[
T0
4
v2 − 16
β
e −βr/2πα
′
cos βa0
+
v2
6r
cos βa0 e
−βr/2πα′
(
19
2πα′
r2
+
19β
r
+
β2
2πα′
)
+O
(
e −3βr/2πα
′
cos3 βa0
)
+ . . .
]
. (4.55)
The second term in (4.54) has a direct inter-
pretation in string perturbation theory. One can
compute the annulus diagram for the open super-
string, in compactified Euclidean time of circum-
ference β, whose ends lie on two stationary D0-
branes separated by distance r. The charges at
the endpoints of the string couple to a constant
U(1) gauge field which is parametrized by ν ∈
(−1, 1], and which enters the problem through the
quantized temporal momentum p0 = 2π(n−ν)/β,
n ∈ Z+ a−1
2
, of the open string whose worldsheet
winds around the spacetime cylinder. Then, the
one-loop thermal partition function of the string
gas can be written as [28]
Zstr(β, r, ν) =
∞∏
N=0
∣∣∣∣∣1 + e
−βEN+iπν
1− e −βEN+iπν
∣∣∣∣∣
2dN
, (4.56)
where the superstring spectrum is given by
√
α′EN =
√
r2
4π2α′
+N , (4.57)
with N the oscillator occupation number, and dN
is the degeneracy of superstring states at level
N which may be computed from the generating
function
8
∞∏
n=1
(
1 + e −nl
1− e −nl
)8
=
∞∑
N=0
dN e
−Nl . (4.58)
For the lowest level we have d0 = 8 and E0 =
r/2πα′. The factor of 2 in the power of (4.56) is
again due to the exchange symmetry of the string
endpoints. The partition function (4.56) is equal
to the ratio of the Fermi and Bose distributions
with power (twice) the degeneracy of states and
the parameter iν playing the role of a chemical
potential. The static limit v = 0 of (4.54) coin-
cides with lnZstr truncated to the massless modes
(N = 0) with the identification πν = βa0.
As stressed in [2], the integration over a0 of
the effective action is required for gauge invari-
ance of the free energy, or equivalently to enforce
Gauss’ law for the charges at the ends of the open
string which are induced on D-branes. The effec-
tive potential (4.43) between D0-branes is thereby
given from (4.54) as Seff [~y
a] = − ln ∫ 1−1 dν e −Seff .
The reason has a natural explanation in the closed
string formulation, obtained by mapping the open
string annulus diagram onto the cylinder diagram
via the standard modular transformation. Then,
the path integral describes the closed string prop-
agator corresponding to the interaction between
two D0-branes, rather than the thermal partition
function as in the case of an open string. When
two D0-branes interact, they can exchange sev-
eral closed strings, not only one. As all such ex-
changes are of the same order in the string cou-
pling constant, they exponentiate since the closed
strings are identical and naturally produce the
result (4.56) in the closed string language. Fur-
thermore, in this formulation it is clear that there
is only a single gauge field parameter ν for each
multi-string term, because now the system is com-
posed of just two interacting D0-branes rather
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than a gas of D-particles. These facts result in
the effective potential as claimed.
In the static limit, this potential is logarith-
mic and attractive at short distances. The sin-
gularity occurs as the D0-branes fall on top of
one another, in which case the non-abelian gauge
symmetry which is broken by separated branes
is restored [58]. Then, the one-loop approxima-
tion breaks down, and this demonstrates that the
thermodynamics of D0-branes must be treated as
a problem in quantum statistical mechanics, de-
fined by the path integral (4.42) over both peri-
odic and anti-periodic trajectories ~y(τ). On the
other hand, the leading velocity corrections to the
static thermal potential are repulsive at short dis-
tances. Note that these corrections are of order
v2 and vanish in the zero temperature limit, as
expected. This illustrates that the moduli space
of the two D-particle system is curved in a very
non-trivial way by thermal effects. The calcula-
tion presented in this subsection can be extended
to compute the thermal corrections to the order
v4 gravitational interaction between moving D-
branes, and thereby to shed more light on the
dynamical role of D0-branes in black hole ther-
modynamics.
V. NONCOMMUTATIVE D-BRANE
GEOMETRIES
A recent surge of activity in string theory and
quantum field theory has come with the real-
ization that D-branes in certain background su-
pergravity fields lend an explicit realization to
some old ideas that the classical notions of space-
time and general relativity at very short dis-
tances must be drastically altered. At these
length scales quantum gravitational fluctuations
cannot be ignored and spacetime is no longer
described by a differentiable manifold. Follow-
ing earlier suggestions, noncommutative geome-
try has been proposed as the appropriate math-
ematical framework to describe the short scale
structure of spacetime, and in particular non-
perturbative properties of string theory. The fact
that quantum field theory on a noncommutative
space arises naturally in string theory [51] and
M-theory [20] suggests that spacetime noncom-
mutativity is a general feature of a unified theory
of quantum gravity.
D-brane worldvolumes become noncommuta-
tive manifolds when there is a constant Neveu-
Schwarz two-form field Bµν on them. This field
can be coupled to the usual open string σ-model
(2.23) in the neutral limit e1 = e2 = e by adding
the topological action −i ∫Σ x∗B. This term is a
total derivative and so it only contributes to the
boundary conditions on the string fields, not to
their equations of motion. The endpoints of the
string (the boundaries σ = 0, 1 of Σ) are now in-
terpreted as ending on a D-brane of a certain di-
mensionality. The B field only appears in a gauge
invariant combination with the U(1) gauge field
on the brane as Bµν = Bµν−eFµν . Therefore, the
uniform Neveu-Schwarz background field is equiv-
alent to a constant electromagnetic field on the
D-brane and so the following analysis will unify
our discussions from earlier sections. Since the
background fields can be gauged away in the di-
rections transverse to the D-brane worldvolume,
we shall only study the quantities associated with
the worldvolume hyperplane itself.
When the target space has Euclidean signa-
ture, the noncommutativity of the string endpoint
coordinates can be understood through the anal-
ogy, discussed in section II.B.2, between the ex-
ternal field problem for open strings and the clas-
sic Landau problem. The σ-model action describ-
ing the coupling of strings to a magnetic field on
the branes is formally equivalent to the Landau
action
SL =
∫
dτ
(
M
2
~˙y
2 −Q ~˙y · ~A
)
, (5.1)
which describes the motion of a particle of charge
Q and mass M in the plane ~y = (y1, y2) and in
the presence of a uniform perpendicular magnetic
field of magnitude B. Here Ai = −B2 ǫij yj is the
corresponding vector potential. In the limit of a
strong magnetic field B ≫ M (with M fixed),
the action (5.1) is already expressed in phase
space with the spatial coordinates y1, y2 being
the canonically conjugate variables. In canonical
quantization, the position variables become non-
commuting operators with [yi, yj] = (i/QB) ǫij .
The mass gap between Landau levels is QB/M ,
so that the limit of strong magnetic field projects
the quantum mechanical spectrum of this system
onto the lowest Landau level and the spatial co-
ordinates live in a noncommutative space. As we
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will see in the following, this is precisely what
happens to the string endpoints when there is a
constant magnetic field on the D-branes, and the
D-brane worldvolume becomes a noncommutative
manifold. However, as one can anticipate from
our earlier analyses, the picture changes drasti-
cally in Minkowski signature corresponding to an
electric field on the branes.
A. Magnetic fields and noncommutative field
theory
We will start with the case of Euclidean space-
time, so that Bµν represents a uniform magnetic
field on the D-branes, which we assume is of
maximal rank. The open string boundary condi-
tions are given by (2.24) with the replacements of
−ekFµν by Bµν everywhere. To see how noncom-
mutative geometry arises on the D-brane world-
volume, we will use the operatorial, covariant
quantization formalism of section II.B.1, but now
in full generality and with a more careful analysis
of the canonical quantization. The mode expan-
sions which solve the bulk equations of motion
✷xµ = 0 and the boundary conditions (2.24) are
given by the familiar expressions
xµ(τ, σ) = yµ
+2α′
(
G−1
)µν (
qν τ − 2π2α′B λν qλ σ
)
+
√
2α′
∑
n 6=0
e −inτ
n
(
i aµn cosnπσ
−2πα′Bµν aνn sinnπσ
)
, (5.2)
where
G = 1 − (2πα′B)2 (5.3)
is the usual Born-Infeld factor. As is evident from
the expression for the string propagator in the
background field [51], the symmetric tensor (5.3)
is the open string metric, i.e. the metric seen by
the endpoints of the string, while 1 is the bulk,
closed string metric that defines the σ-model ac-
tion.
We can now straightforwardly compute the
equal-time, canonical commutation relations as
described in section II.B.1. Those involving the
worldsheet momentum density uniquely fix the
usual Heisenberg commutation relations for the
zero modes xµ, qν and the standard Heisenberg-
Weyl commutation relations for the oscillatory
modes aµn in the metric G. The subtle re-
lation comes from the equal-time commutator
[xµ(τ, σ), xν(τ, σ′)] = 0 [4,19]. By using the
Heisenberg-Weyl commutation relations and the
mode expansion (5.2), this commutator is readily
seen to be given by[
xµ(τ, σ) , xν(τ, σ′)
]
= [yµ, yν]− i θµν (σ + σ′)
− i θµν ∑
n 6=0
1
n
sinnπ (σ + σ′) , (5.4)
where
θ = −(2πα′)2G−1B (5.5)
is the open string external field. By integrating
the completeness relation (2.8) we may arrive at
the Fourier series expansion
∑
n 6=0
1
n
sin nπ (σ + σ′) = 1− (σ + σ′) (5.6)
for σ + σ′ ∈ (0, 2). From (5.4) we see that for
σ, σ′ ∈ (0, 1) in the bulk of the string worldsheet,
the canonical commutation relations may be sat-
isfied by fixing the commutators of the zero mode
position operators to be
[yµ, yν] = i θµν . (5.7)
The yµ therefore generate a noncommutative al-
gebra of operators and are interpreted as coordi-
nates on a noncommutative space. They guaran-
tee that the equal-time commutators are unmod-
ified in the bulk of the worldsheet. This must be
the case, since the coupling to the external field
only modifies the boundaries of the string world-
sheet, not the interior.
However, from (5.4) and (5.7) it now follows
that the open string endpoint coordinates become
noncommuting operators,[
xµ(τ, 0) , xν(τ, 0)
]
= i θµν ,[
xµ(τ, 1) , xν(τ, 1)
]
= −i θµν , (5.8)
with all other embedding field commutators van-
ishing. The commutation relations (5.8) arise
from the compatibility of the open string bound-
ary conditions with the standard commutators,
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and they imply that the presence of the B-field
deforms the D-brane worldvolume to a noncom-
mutative manifold. Note that the noncommuta-
tivity of the worldvolume coordinates cannot be
probed by any closed string objects (such as su-
pergravity fields). This is because of the flip in
sign between the commutators (5.8) at the two
ends of the string which arise from the change
of orientation. The left and right moving modes
receive equal and opposite contributions from the
B field and the noncommutativity averages out in
the region between the two D-branes. In fact, one
can explicitly calculate that the open string cen-
ter of mass coordinates xµcm(τ) =
∫ 1
0 dσ x
µ(τ, σ)
commute. Thus the transverse space remains an
ordinary (commutative) manifold. Indeed, we re-
call that the external field in the neutral case does
not change the physical spectrum of the theory.
The only effect of the magnetic field is the change
the metric 1 to the open string metric (5.3). Re-
call also from section II.C that the open string
is not point-like, but rather behaves like a neu-
tral magnetic dipole whose two endpoints are at
different positions. The dipole grows in the di-
rection transverse to the motion by an amount
proportional to Bµν q
ν , and the fuzziness of space
originates from its size [53,11].
It is also possible to see noncommutativity in
the charged string case [18], which formally corre-
sponds to different external fields Bk = B−ekF on
the two D-branes between which the open strings
stretch. By using the mode expansions (2.28) and
the canonical commutation relations (2.30,2.31)
we find
[
x+(τ, σ) , x−(τ, σ′)
]
=
1
2α′(B1 − B2)
+
∞∑
n=−∞
1
n− α cos
(
(n− α)πσ + arctan 2πα′B1
)
× cos
(
(n− α)πσ′ + arctan 2πα′B1
)
. (5.9)
By using the identity
∞∑
n=1
2α
α2 − n2 +
1
α
= π cotπα (5.10)
for α /∈ Z, we may infer the noncommutativity
relations[
x+(τ, 0) , x−(τ, 0)
]
= i θ1[
x+(τ, 1) , x−(τ, 1)
]
= −i θ2 (5.11)
with all other embedding field commutators
vanishing [18], where θk = (2πα
′)2Bk[1 −
(2πα′Bk)2]−1. Thus the noncommutativity is lo-
calized at the string endpoints and is determined
by the field strengths on the D-branes. Exactly
the same noncommutativity factors are obtained
as if one quantized an individual open string end-
ing on the same D-brane. This simply reflects the
fact that noncommutativity is an intrinsic prop-
erty of the brane worldvolume and not of the
short-distance probe that is used. Notice also
that the noncommutativity parameters are pro-
portional to the string scale α′ and thereby rep-
resent genuine stringy effects. The results are in
fact exact to all orders in α′ and the string cou-
pling constant gs, because noncommutativity is a
short distance effect which doesn’t care about the
worldsheet topology. The loop corrections to the
above results have been analysed in [35] with the
same conclusions.
These same results can be reached by study-
ing operator product expansions of open string
vertex operators [49,51]. In this analysis one can
identify a particular regime of the string theory
in which the vertex operator algebra reduces to a
deformation of the ring of functions f(y) on the
D-brane worldvolume [36,51]. It corresponds to
taking the correlated limits α′ → 0 (the field the-
ory limit), gs → 0 (weakly coupled strings), and
Bµν →∞ (strong magnetic field), with the quan-
tities (α′)2Bµν and gs
√
detα′B finite. The open
string metric (5.3) is given by G = −(2πα′B)2 in
this limit, since the closed string metric effectively
scales out of the problem. Furthermore, from
(5.2) it follows that the massive string modes are
also scaled away from the endpoint zero modes.
Thus all closed string states are completely de-
coupled from the problem, i.e. the gravitational
modes are removed and an effective field theory
remains. However, this is not a conventional field
theory, because the noncommutativity parame-
ter is also finite in this limit, θ = 1/B. Indeed,
because of (5.7), the resulting projection of the
vertex operator algebra is not an ordinary func-
tion algebra, but rather that which is obtained by
deforming the pointwise multiplication f(y)g(y)
of two functions to a product defined by a bi-
differential operator of infinite order [36,51]. This
is is given by the classic Moyal star-product
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f(y) ⋆ g(y) = exp
(
i
2
θµν
∂
∂yµ
∂
∂y′ν
)
f(y)g(y′)
∣∣∣∣∣
y′=y
(5.12)
which is associative, but non-local and noncom-
mutative. The commutation relations (5.7) may
then be satisfied by replacing ordinary operator
products with star-products of the coordinates yµ.
Note that in this decoupling limit the σ-model
action (2.23) reduces to a sum of two quantum
mechanical, boundary actions for the endpoint
charges which are each formally equivalent to the
Landau action (5.1) in the limit B → ∞. This
limit is thereby analogous to the projection onto
the lowest-lying Landau level. The effects of non-
commutativity from the string zero modes is em-
phasized in [33].
Proceeding as before, it can be shown that
the effective field theory is given by a noncommu-
tative generalization, obtained by replacing ordi-
nary (commutative) products of fields with the
Moyal product (5.12), of the Dirac-Born-Infeld
action [38] on the D-brane worldvolume which de-
scribes non-linear electrodynamics on a fluctuat-
ing membrane [37]. This can be used to identify
the effective open string coupling constant as [51]
Gs = gs
√
det(1 + 2πα′B) . (5.13)
After supersymmetrization, the low-energy effec-
tive field theory of noncommutative D-branes is
noncommutative supersymmetric Yang-Mills the-
ory with 16 supercharges (the number of super-
symmetries preserved by the D-branes in the B
field background) and spacetime metric Gµν . The
Yang-Mills coupling constant in the decoupling
limit described above is given by g2YM ∝ Gs =
gs
√
det 2πα′B.
Quantum field theory on a noncommutative
space appears to be the unique consistent defor-
mation of ordinary quantum field theory. These
theories exhibit a variety of novel effects which
lead to new physics that are not encountered in
conventional quantum field theories. Many of
these effects have counterparts in string theory,
and noncommutative field theories are believed
to lie somewhere between ordinary field theory
and string theory. For instance, one of the most
important results is that infrared and ultravio-
let effects do not decouple in a noncommutative
field theory [44], which can be understood from
the fact that the open string dipoles grow in size
with their energy. The larger the momentum,
the larger is the spatial extension of the object.
Furthermore, noncommutative scalar field theo-
ries can contain stable soliton solutions even if
their commutative counterparts don’t [26], and
these noncommutative solitons can be realized as
D-branes in string field theory. Because of these
striking features, intensive studies have been ini-
tiated which use noncommutative quantum field
theory to study D-branes in the presence of a
background magnetic field.
B. Electric fields and noncommutative open
string theory
Let us now Wick rotate to Minkowski signa-
ture and consider a uniform electric field E = | ~E |
on the branes, i.e. Bij = 0 and Ei = −iB0i 6= 0.
Then θ0i 6= 0 and the D-brane worldvolume is
space/time noncommutative. There are several
reasons why one is interested in such a noncom-
mutative theory. First of all, the lack of com-
mutativity of time is in conflict with our current
understanding of quantum mechanics, where time
is not an operator but rather a parameter which
labels the evolution of the system. Understanding
space/time noncommutativity may therefore shed
light on the role of time in string theory and quan-
tum gravity. Secondly, the space/time commuta-
tor implies the uncertainty relation ∆y0∆yi ∼ θ0i
between time and space. This is simply the string
space/time uncertainty principle that has been
advocated as a generic property of string theory
[59]. Finally, in the absence of external fields
the effective supersymmetric Yang-Mills theory
on the four-dimensional worldvolume of coinci-
dent D3-branes is known to possess an exact
Montonen-Olive S-duality gYM ↔ 1/gYM. In the
presence of a background electromagnetic field
we expect this symmetry to act as an electric-
magnetic duality exchanging electric and mag-
netic degrees of freedom. Naively then, we expect
that the strong coupling dual of spatially noncom-
mutative Yang-Mills theory in four dimensions to
be a temporally noncommutative gauge theory.
This latter line of reasoning is, however, in-
correct. Noncommutative quantum field theory
with a noncommuting time direction is neither
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unitary nor causal. It suffers from severe acausal
effects such as events which precede their causes
and objects which grow instead of Lorentz con-
tract as they are boosted. For example, the open
string electric dipoles extend longitudinally by an
amount proportional to ~E ·~q. However, the string
theory in a background electric field is, at least
perturbatively, unitary and causal, as is evident
in first quantization. Stringy effects eventually
conspire to cancel the acausal effects that arise
(for instance in the zero mode dipoles), and the
model at the level of string theory is perfectly
well-defined. Therefore, while the S-dual of the
electric field problem for open strings is certainly
the corresponding magnetic one, the noncommu-
tative Yang-Mills theories cannot be related in
such a manner. What has gone wrong is that the
electric field problem does not possess a noncom-
mutative field theory limit [52,27]. Recall from
the previous subsection that one of the decou-
pling limits involved making the external mag-
netic field arbitrarily large. In the electric case,
the system destabilizes above the critical value
Ec. This instability is now reflected in the sin-
gularities that arise at E = Ec in the open string
parameters (5.3), (5.5) and (5.13). It prevents the
correlated limit of the previous subsection from
being taken. The electric field cannot be scaled
to infinity, and so one cannot reach the field the-
oretic limit α′ → 0 in which all string oscillator
modes decouple.
The key point though is that the effective ten-
sion of an open string stretched along the direc-
tion of the electric field is given by (3.10). One
can take a limit in which α′ → 0, and the the-
ory is space/time noncommutative and decouples
the bulk modes, including gravity, off the branes.
However, the effective string scale α′eff = 1/2πTeff
is finite in this limit and the effective theory will
be a string theory, not a field theory. For this,
we rotate so that the electric field lies along the
1-axis, and rescale the coordinates so that the di-
agonal elements of the closed string metric in the
0–1 plane are proportional to [1 − (2πα′E)2]−1.
We then take the limit whereby the electric field
becomes critical, 2πα′E → 1, and α′ → 0 with
α′eff fixed. For finite α
′, the open strings are ef-
fectively tensionless in the limit E → Ec and
the open string metric (5.3) is finite. The closed
string metric scales to infinity, and the Moyal
phases are determined by the effective string scale
as θ = 2πα′eff and are therefore finite. Recall now
that the neutral open string spectrum is unaltered
by the electric field, and so the open string states
are of finite mass. Thus we are left with an open
string theory on the D-brane worldvolume which
is a space/time noncommutative manifold. The
fact that the noncommutativity scale is intrinsi-
cally tied to the string scale means that in order
to make sense of a noncommutative space/time
manifold, one needs to make precise the notion of
an Einstein spacetime at the string scale.
The main property of this string theory is
that, unlike ordinary string theory which requires
closed string states for its consistency, it is com-
pletely decoupled from the bulk worldsheet states.
To see this, suppose that a light open string state
tries to escape to the bulk by turning into a closed
string state (via a modular transformation). For
this to occur, the stretched open string has to
bend over in order for its endpoints to touch each
other. Part of it will stretch against the elec-
tric field and will thereby become very heavy
as E → Ec. Thus the closed string modes be-
come infinitely massive, and energetics prevent
the open strings which live on the branes from
turning into closed strings and propagating into
the bulk. Note that, according to (5.13), this
string theory is interacting provided we scale the
closed string coupling gs → ∞. Therefore, these
open strings describe a particular limit of strongly
coupled closed strings in a critical electric field.
We conclude that in the low energy limit con-
sidered above, the effective theory includes in-
teracting open strings on the D-branes together
with decoupled free closed strings in the bulk re-
gion. The open string theory is decoupled from
gravity, and the underlying spacetime on the D-
branes is noncommutative. This theory is known
as noncommutative open string theory [52]. In
the case of D3-branes it is the strong coupling
dual of supersymmetric noncommutative Yang-
Mills theory in four dimensions [27]. The action
involving these open strings is related to the ac-
tion of ordinary open string theory by the replace-
ment of all ordinary products of string fields with
the appropriate noncommutative Moyal products
(5.12). The thermal ensembles, and in partic-
ular the Hagedorn behaviour [30], of this string
theory are particularly interesting since this the-
ory does not contain closed strings and decouples
from gravity. In the conventional superstring the-
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ory, which is difficult to study because of the ther-
modynamic instabilities that arise in gravitating
systems, there is a first order phase transition be-
low the Hagedorn temperature [6]. In the present
case, one finds that, in the scaling limit and as
the temperature is increased, a massless closed
string state appears in the bulk at precisely the
Hagedorn temperature (3.9) arising from the open
string density of states. The Hagedorn transition
in this case is a second order phase transition, and
the high temperature phase involves long funda-
mental strings separating from the D-branes on
which the noncommutative open string theory is
defined [30].
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