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1. INTRODUCTION 
The demand structure for housing and neighborhood characteristics has been a 
subject of interest to researchers for a long period of time. This special interest arises 
mainly because the significant social and economical impact that these demand structures 
could potentially have on the society, and the consequent constraints they impose on the 
government's policy planning. The significance of these characteristics' demand structures 
are easy to understand. Housing units are probably one of the most (if not the most) 
valuable assets owned by the majority of this society. A policy that affects a set of housing 
or neighborhood characteristics in a region are likely to push up or pull down the value of 
housing units in that region (that has all or some of those characteristics), depending on the 
demand structure behind these characteristics. Consequently the composition of the 
community, among many other things, would be affected. Therefore, these structures 
could potentially affect the distribution of wealth in an economy, as well as the ability of 
low-income households to find dwelling spaces. The study of demand structures is 
important. It is the main objective of this paper to find out some characteristics demand 
structures using Cleveland area housing data. 
The traditional approach in the empirical analysis of the demand structures for 
housing and neighborhood characteristics has been mainly a two-step approach following 
the seminal paper by Rosen [1974]. In its first step, a hedonic pricing function is estimated 
to yield prices for different housing and neighborhood attributes. Hedonic price is the 
implicit or shadow price of a characteristic of a commodity.l Then, in the second step, 
combined with various demand shifters, such as the household's income, age, sex, race, 
and marital status, the structures of demand for those characteristics are estimated. 
The estimation techniques in both stages has often been parametric.2 By 
parametric it means that specific mathematical functional forms are chosen for the 
relationships being estimated. In other words, the traditional two-step approach specifies 
functional relationships to represent the hedonic price function and the demand structure, 
whose parameters and functional form we are trying to find out. The most popular 
parametric form has been the linear functional form, since it can be easily estimated and 
interpreted. 
1 The quantity of a particular commodity may be resolved into a number of constituent 
characteristics which determine its quality. A part of the price of that commodity may be associated with 
each characteristic and variations in quality may thus be evaluated. 
2Meese and Wallace [1991] is only one study that estimated the demand system semi-
parametrically. 
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The conventional approach has many drawbacks. Follain and Jimenez [1985] 
discussed many of those in detail. One of which I try to address in this paper is the 
functional form "pre-selection". As pointed out in the last paragraph, researchers often 
specify, in one way or another, specific functional forms that embody assumptions about 
the preferences of households. This renders researchers much discretion on the underlying 
relationships that are under studying. 
A better approach would be to use nonparametric 'estimation approach in both stages 
so as to avoid those unnecessary errors in functional form selection. By nonparametric 
estimation, it means that the underlying functional relationship is estimated without ex ante 
functional form selection. A "double nonparametric" approach to estimate the demand 
structures has been proposed by Mr. Stephen Sheppard. It is the second order objective of 
this paper.to pursue his proposed "double nonparametric" approach. 
Following Mr. Sheppard's suggestion, the first stage involves applying 
nonparametric Kernel regression method, which will be discussed later, to estimate the 
characteristic or marginal prices for observed housing and neighborhood characteristics 
from a hedonic price function.3 The second stage uses estimation technique developed by 
Varian [1982, '85, '90 and '93] to estimated the demand structures nonparametrically. 
However, as it turned out in the second stage of the actual process of the project, 
the crucial element of the estimation process - the Mathematica code for processing the 
Varian estimation - was unavailable at that stage. As an alternative, I estimated the demand 
structures of housing characteristics using the Almost Ideal Demand System model by 
Deaton and Meullbauer [1980]. In the empirical estimation of the Almost Ideal Demand 
System, I followed closely the earlier work done by Parson [1986] who used the Almost 
Ideal Demand System to estimate demand structures for housing and neighborhood 
attributes. This semi-parametric study eliminates the need for subjective judgment in the 
first stage estimation, but the second stage still involves choosing a specific functional form 
prior to estimation. However, the Almost Ideal Demand System is capable of providing a 
flexible first-order approximation of any demand system; therefore, although the problem 
of possible problem of misspecification is not totally solved, this paper would still be a big 
improvement from a straight forward parametric analysis. 
3Due to limited sample size, only the prices for major housing attributes were estimated. For 
detail see Silverman [1986], p.91-94. 
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In light of my primary and secondary objectives, the organization of the paper is as 
follows. I will first review what have been done in terms of finding characteristic prices 
and characteristics demand structures. Section 2 will start off by reviewing the existing 
literature on the estimation of prices and demand structure for housing and neighborhood 
characteristics. The amount of literatures on these topics are rich. Reviewing all of the 
papers done on these topics is impossible; therefore I simply reviewed those in our library 
that I found in a relatively short period of time. Section 3 will outline, in relative detail, 
Rosen's [1974] theoretical model for the structural analysis of demand and supply for 
commodities with many characteristics since this theory has been the basis for the majority 
of recent empirical studies.4 It might be a good idea to go through this section before 
proceeding to read section 2 because the materials in section 3 will provide a good 
background knowledge for the reviews in section 2. Two sub sections of 3 will discuss 
some noted problems with parametric estimations.5 This leads to section 4's discussion on 
Kernel estimators of density functions and its application in nonparametric estimation of 
regression functions6 In the same section I will also discuss briefly the Almost Ideal 
Demand System (AIDS). Section 5 describes the data, the empirical model of this paper, 
and the results. The last section summarizes and concludes this paper. 
4To do this I will draw heavily on materials in Rosen [1974], Witte, Sumka, and Erekson [1979], 
and FoUain and Jimenez [1985]. 
5This section will draw heavily on the material in Follain and Jimenez [1985]. 
6This part will draw heavily on materials in UUah and Singh [1990], Ullah and Vinod [1988]. 
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2 REVIEW OF LITERATU RE 
In studies about the housing markets, researchers are typically interested in 
examining from which attributes of housing the consumer derives utility and whether these 
can be ranked in any meaningful way. Basically, the idea behind this is that if one house 
has more desirable attributes than another, this higher consumer valuation will be reflected 
in a higher market price for the unit. Consequently, by examining prices of houses and 
their associated attributes, some measure can be derived of how much, on average, each 
particular attribute has been valued and what kind of demand structure it has. Considerable 
difficulties have been encounter in isolating and thus quantifying these attributes 
particularly those associated with environmental quality. Equally difficult is the 
identification of the demand structures for these characteristics. Muth [1966] and Lancaster 
[1966] made significant contribution to solve the later problem. However, the major break-
through came from Rosen [1974]. 
To give the reader of this paper a greater idea of the type of studies researchers have 
done, their methods of approach, and their results, this section reviews a few papers in the 
existing literature. 
(1) Kain and Quigley [1970] examined the relative valuation of quality variables in 
house prices. 39 variables on quality attributes were collected, from which five factors 
were extracted by factor analysis, which accounted for 60% of the variance (see Table 2.1). 
Factors 
Basic residential quality 
Dwelling unit quality 
Table 2.1 
Quality of proximate properties 
Non-residential use (in neighborhood) 
Average structure quality 






The five factors plus other attributes of housing, were regressed on house price and 
monthly rent respectively.7 A linear form was found to give the best fit for the renter 
equation, and a semi-log form for the owner-occupiers. Table 2.2 gives a summary of 
those significant variables in the owner equation since in my project I only looked at house-
owners. 
7 Over half of the data set consisted of rented property rather than owner-occupiers. 
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Table 2.2 Regression Results for Owner Equation 
Variables 
Basic residential quality 
Dwelling unit quality 
Quality of proximate properties 
Non-residential usage 
Average structure quality 
Proportion of White in census tract 
Median schooling of adults in census tract 
Public school achievement 
Number of major crimes 
Age of structure 
Number of rooms (natural log) 
Number of bathrooms 
Parcel area (hundreds of square feet) 
First floor area (hundreds of square feet) 
Constant 
R-squared 
Number of observations 



















(2) Wabe [1971] was interested in the relationship between house values within the 
London Metropolitan Region and housing attributes. Wabe divided the housing attributes 
into two categories: locational and house type. Due to the particular data set he had, the 
location of each house was only known down to the borough level. Thus the analysis was 
done using 93 cases of grouped data. The best OLS regression result in Wabe [1971] is 
shown in the Table 2.3. One has to be caution though in using Wabe's results because the 
group data will inflate the R -square considerably. 
(3) Massell and Stewart [1971] was a significant paper in that it introduced a number of 
theoretical points which are of interest in empirical studies of housing attribute. Firstly, 
they questioned the likelihood of a linear relationship between explanatory variables and 
house prices as estimated by most other studies. A linear relationship implicitly assumes 
that the valuation of an attribute is independent of the quantity consumed and also to the 
quantity of other attributes embodied in the house. It is highly unlikely that all the cross-
partial second derivatives in the house price equation will be zero, as valuation of an 
attribute can be expected to vary depending on the bundle of attributes present, which 
points to the need for a multiplicative relationship rather than a simple linear one. In terms 
of the regression results, this argument implies that a log linear relationship is likely to give 
a better fit than a linear one. Consequently, they estimated a Cobb-Douglas relationship in 
addition to the standard linear form. However, both regressions ended up giving equally 
high R-squares of 0.8. The significant variables were the structure size factors, a 
neighborhood quality factor, the lot size and the zoning variable. 
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Table 2.3 Regression Results of Wabe [19711 
Variables Coeff Std. Error Sig. at 5% 
Rail journey time (min.) -20.50 5.76 Yes 
Cost of rail fare (pence) -18.65 5.49 Yes 
Social class 3.44 0.44 Yes 
Population density -23.38 5.10 Yes 
GreenBelt 277.76 70.95 Yes 
Floor area 3.60 0.24 Yes 
Date of construction 16.67 4.96 Yes 
Central heating -285.95 103.40 Yes 
Garage 26.48 89.25 No 
Constant 3166.47 589.88 Yes 
R-sQuared 0.90 
(4) Apps [1971] examined relative house prices following an approach which was 
basically a combination of the Lancaster's approach8 to consumer theory and Strotz's utility 
tree concept9 . Apps split housing demand into 3 expenditure decision levels: (1) the 
allocation from a consumer's budget to housing in general; (2) the disaggregation of 
housing expenditure into space, location and internal services; (3) a further disaggregation 
of categories, e.g. space into plot area and floor area, location into distance from CBD, 
distance to work and distance to school. The method used to test his model was a single 
equation multiple regressions with house price as the dependent variable and characteristics 
as independent explanatory variables. Some of regression estimates for the data set are 
shown in Table 2.4 below. 
Table 2.4 Regression Results of Apps [19711 
Variables Codf Std. Error Sig. at 5% 
Accessibility to employment per 
sq. m. of plot area 0.014 0.000 Yes 
Accessibility to schools per sq. m. 
of plot area 0.002 0.000 Yes 
Floor area sq. m. 6.325 0.010 Yes 
Storey height 15.328 0.090 Yes 
Age 1.166 0.005 Yes 
Plot area sq. m. 0.482 0.001 Yes 
Structure type 311.447 0.504 Yes 
Garage space 360.091 0.684 Yes 
Intercept 1090.555 15.000 Yes 
Number of Observations 2630 
Average dwelling price 2875.370 
R-sQuared 0.52 
8Lancaster, K., 1966, A New Approach to Consumer Theory, Journal of Political Economy, 
Vo1.74. 
9 According to Strotz's utility tree concept, goods are not demanded for themselves but for the 
characteristics they embody. It assumes that consumers allocate their budgets on a hierachical basis. 
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(5) Even [1973] was particularly interested in examining the house price/distance 
relationship. Using housing data from central London area and extending outward in two 
radial lines, he estimated many relationships. Among them, he found a log relationship 
described below to give the best fit (R-squared = 0.84) to the data he had. 
LogP = 1.2018 + 0.2808 LogA - 0.6534LogD - 0.0179T 
(0.1762) (0.0776) (0.0053) 
(Eq. 2.1) 
where P, A, D, and T are the asking price, floor area of rooms, distance from CBD and 
number of years of lease that had expired respectively. Standard errors are presented in 
parenthesis. The results were quite different from earlier study by Wabe. For example, 
floor area is not significant at the 5 % level. Distance explains almost three quarter of the 
variation asking price, compared with the low impact Wabe found it had on prices. 
(6) Judd [1980] evaluated the effects of urban zoning on the price of single-family 
residential property in the City of Charlotte, North Carolina using a variation of hedonic 
housing price model: 
P. = bo + ~ bz Z .. + ~ bL L .. + ~ bN N. + ~ bQ Q .. + ~ bs S .. + bLSLS. + u. ] L., i'] L., ilJ L., i '] L., i lj L., i'] 'J J (Eq.2.2) 
where P is the market price of property per square foot of structure; Z is a vector of dummy 
variables describing the zoning classification of the property; L is a vector of variables 
describing the land-use pattern of the neighborhood; N is a vector of variables describing 
the socioeconomic condition of the neighborhood; Q is a vector of variables indicating the 
quality of the structure; S is a vector of variables measuring the size of the structure; LS is 
lot size of the property; bls are model coefficients, and u is a stochastic disturbance. 
The basic model was estimated using both a linear and semi-log formulation. The 
results of this study suggested that 1) residential zoning classification has a strong, positive 
effect on the price of single-family residential property, 2) large-lot zoning reduces the cost 
of single-family homes, and 3) neighborhood land-use patterns affect residential property 
values. 
(7) Li and Brown [1980] estimated the influence of micro-neighborhood factors, such 
as visual quality, noise pollution or proximity to industries, thruways, and commercial 
establishments, on housing prices. In their estimation, they reframed themselves to the 
linear model stated below: 
S = a + {3X + yZ + oT + u (Eq.2.3) 
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where S was the sales price of a residential unit; X was a vector of attributes excluding the 
micro-neighborhood accessibility-externality variables and the tax variable; T was the actual 
property tax paid (or estimated'equalized tax); u was the random error term; and Z was a 
vector of micro-neighborhood accessibility-externality which was defined as 
(Eq.2.4) 
where Zj is the distance from the non-residential activity j (measured in 10 meters); e is the 
constant 2.781; A, Band k are parameters to be estimated. 
Through their study, Li and Brown established that bias was introduced in 
estimates of housing prices when micro-neighborhood factors were not included. In 
particular :-the higher the on-site visual quality index, the higher the sales price - the implied 
price differential between the highest and the lowest index amounts to $2,520. The effect 
of noise pollution is to reduce sales price by an average of $460 for each doubling of the 
perceived level of loudness, etc. Table 2.5 gives the results on some regression 
coefficients. 
Table 2.5 Regression Results of Li and Brown [1980] 
Variables 
Number of rooms 
Number of rooms squared 
Number of bathrooms 
Number of bathrooms squared 
Age of structure 
Age of structure squared 
Basement (O=no; l=yes) 
Land area (in 1,000 sq. ft.) 
Land area squared 
Distance to CBD (miles) 
On-site visual quality (1-5) 
Distance to ocean 
Distance to river 
Distance of expressway interchange 
Distance to industry (log) 
Distance to commercial (log) 



















(8) Ellickson [1981] criticized that the existing approaches to hedonic price theory 
contained major flaws. He argued that the estimation of hedonic price functions itself 
provide little information about consumer behaviors. He related much of this to the 
confusion in early hedonic literature that attempts to interpret the estimated coefficients of a 
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hedonic function as somehow representing either demand or supply. To surmount this 
problem, Ellickson proposed to translate the hedonic theory of housing markets into a 
statement about the conditional probability that dwelling unit will be occupied by a 
household of a particular type given the characteristics of the housing structure. 
Consequently, he estimated the following logit equations through maximum likelihood: 
(Eq. 2.5) 
where z is a vector of housing characteristics belonging to a finite set of housing types; t 
denotes a type of consumer belong to a set of consumer types; a~ are parameters to be 
estimated. 
Empirical results, using data from San Francisco, provided strong confirmation of 
the theory. Almost all of the housing characteristics introduced have the effect of predicted 
by the theory. The most important implication of his empirical results was that no one or 
two characteristics dominate to the exclusion of the rest. 
(9) Blomquist and Worley [1981] used the Rosen's two-step hedonic price-trait 
demand approach to estimate demand functions for a vector of urban amenities. 
Furthermore, Blomquist and Worley paid particular attention to the functional form of the 
hedonic equation. Using a modified Box-Cox procedure, Blomquist and Worley found 
that the widely used linear form of the hedonic housing price was inferior to the power 
transformation where all variables are raised to the 0.1 power. But, the difference between 
0.1 transformation and regular log form of the hedonic was not significantly different. 
With implicit prices calculated from the best hedonic price function using block 
group data from the 1970 U.S. Census, demands were estimated for each trait by 
regressing the quantity of each trait on its own price, prices of other traits, income and taste 
variables treating the price as exogenous.lO 
(10) Anderson [1981] studied particularly the multicollinearity problem inherent by 
housing characteristic data. He suggested using a biased estimation called ridge regression 
to obtain estimated characteristic prices. Through empirical testing, Anderson showed that 
lOBlomquist and Worely assumed that in fast developing regions like San Francisco, trait prices 
are exogenous to the individual though he may face different prices. 
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Table 2.6 Regression Results of Anderson [19811 
Characteristics 
Year built 
Lot size in square feet 
Number of room 
Number of bedroom 
Number of other room 
Number of bathroom 
Square feet of living area 








(11) Murray [1983] critically analyzed Rosen's [1974] two-step procedure for estimating 
hedonic pricing models. Rosen [1974] assumed that income elasticity of demand for each 
attribute is zero. However, in the real world this is hardly so. Ignoring them would bias 
the estimates one obtains of demand parameters .11 
(12) Diamond and Smith [1985] examined the nature of simultaneity in the implicit 
markets for housing characteristics. Simultaneity arises from the non linearity of the 
hedonic price function for housing since the nonlinearity implies that the marginal price 
paid for a unit of a characteristics is a function of the amount consumed or produced of that 
characteristic and other characteristics. This simultaneity does not involve interactions 
between individual fIrms and households. Therefore, consistent estimation of the structural 
parameters of demand requires sufficient restrictions to identify the demand function. 
However, the authors criticized that this approach relies heavily on the choice of utility 
function, while providing no independent statistical means to test that choice. They 
suggested three alternative approaches. (1) Assume that segmented markets exist in a 
single urban area; (2) combine observations from different urban markets; and (3) observe 
one or more areas over time. 
(13) Parsons [1986] used a restricted version of Rosen's [1974] model in the form of 
Deaton and Muellbauer's [1980] Almost Ideal Demand System (AIDS)12 to estimate 
demand function in budget share form for four attributes of housing -- housing size, 
housing features, housing quality, and neighborhood quality: 
. 4 4 
Wi = ai + LYijlogEi +f3ilog(x/H) + LAijfi +~i 
i-I i-I 
(Eq.2.6) 
llIn my empirical estimation, however, the coefficients of the household income variables are all 
insignificantly different from zero which I believe supports Rosen's [1974] assumption. 
l2See Appendix C for notes on AIDS. 
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This is the ith estimate in AIDS where wP!!,j,(x/H), and fl are (N x 1) vectors of 
observations, and Xi is an (N x 1) disturbance vector which accounts for omitted taste 
variables and measurement and reporting errors in the share data. The fl includes family 
size, race of household head, and age of the household head. The attribute prices Pi were 
found by estimating the first partial of a linear hedonic price function. The implicit share 
Wi of attribute i in the total expenditure, x, on attributes studied were calculated from 
observed attribute quantity and estimated Pi' Finally· H was the price index used to 
calculate the real housing expenditure. 
2.1 Remarks on Literature Review 
As stated in the introduction, there have been many papers written on characteristic 
price and-demand structure for housing and neighborhood. It is certainly impossible to 
review all of them in this paper but through those essays reviewed in this section one could 
appreciate the garden variety of issues embedded in this subject; the efforts that researchers 
have put into the study of them; and the variety of econometric techniques being used. 
One should have also noticed by now that the main idea behind most studies have 
been that of hedonic pricing. A hedonic price is the implicit or shadow price of a 
characteristic of a commodity. The quantity of a particular commodity may be resolved into 
a number of constituent characteristics which determine its quality. A part of the price of 
that commodity may be associated with each characteristic and variations in quality may 
thus be evaluated. A hedonic pricing model is therefore a structural model based on the 
idea of hedonic price for the structural analysis of demand and supply structure of 
commodities with many characteristics. 
The notion of hedonic price first appeared in Court [1939], and then in Stone 
[1956]. The application of hedonic price theory to quality changes in empirical studies of 
composite commodities (like automobile, electric apparatus, house prices, diesel engines 
and washing machines) did not proliferate until two crucial papers, i.e. Griliches [1961], 
and Adelman and Griliches [1961]. Their multiple regression approach to the construction 
of price indexes, had been followed quite closely by researchers early on. However, these 
earlier studies following Griliches and Adelman typically lack of structural background. 
Early contributors to the theoretical basis for sound analysis were Lancaster [1966] and 
Muth [1966]. Both of them made significant contributions in providing an implicit 
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theoretical model for the empirical estimates of hedonic pricing models. Unfortunately their 
ideas were not closely followed or indeed thoroughly explored.13 
Ro~en [1974] proposed a theoretical model for the structural analysis of hedonic 
prices that incorporated both demand and supply. This model made it clear that most 
existing hedonic price estimates reveal only the market information available to consumers 
and suppliers and reveals nothing about the underlying market structure. A point long 
noted by Ball in his survey paper in 1973.14 Rosen's theoretical model appealed greatly to 
researchers in large. But, just like any other economic theory, it has also received many 
criticisms. In the next section, I will outline in relative detail Rosen's theory and its related 
estimation problems. To achieve this end, it is helpful to have a typical study that uses the 
Rosen [1974] model. Therefore, I will present in detail a study done by Witte, Sumka and 
Erekson [1979], which is the fIrst empirical paper that utilized the Rosen model. 
I3Witte, Sumka and Erekson [1979], p.l152. 
14BaU [1973], p.232. 
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3 HEDONIC PRICING MODEL 
Let Z = (Zl'Z2 , ... ,zn) be a vector of commodity characteristics, with Zi measuring 
the amount of eh characteristic contained in each good. Each Zi is objectively measured 
and subjectively valued.1 5 Next let p(Z) = P(Zl'Z2,,,,,Zn) be a hedonic price function 
defined by some market clearing conditions, relating prices and characteristics. It guides 
both consumer and producer in locating choices regarding packages of characteristics 
bought and sold. Assume that p( Z) possesses continuous second derivatives and is not 
necessarily linear. 
The consumer's decision is described by his utility function U(X,ZpZ2, ... ,zn;a), 
assumed strictly concave, where x is all other goods consumed whose price is unity; where 
a is a p,!!ameter that differs from consumer to consumer. It could be tastes or taste 
affecting characteristics. Thus we can measure income, y, in terms of units of x: 
y = p(Z) + x. Consumers maximize their utilities subject to a non-linear budget constraint 
y = p(Z) + x, which requires choosing a mixture of x and Z satisfying the first-order 
conditions: 
(Eq. 3.1) 
where i = (1, ... ,n) representing n different characteristics. Optimality is achieved by 
purchasing a good that offers the desired combination of characteristics. Second-order 
conditions are fulfilled on the usual assumptions regarding U. 
To stress the essential spatial context of the problem, Rosen [1974J defined a bid 
function e(ZpZ2, ... ,Zn;u,y,a) according to 
(Eq.3.2) 
Solving for e gives an indifferent schedule ei on which a consumer i will be indifferent 
to. The expenditure a consumer is willing to pay for alternative values of attributes at a 
given utility index and income level is thus represented by e(z;u,y,a). It defines a family 
of indifference surfaces relating the Zi with money forgone (or x forgone). Differentiating 
e with respect to any commodity characteristic, ae/ aZi ' reveals the consumer's implicit 
15Furthermore, the existence of product differentiation implies that there is a spectrum of products 
among which consumers can choose from. 
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bid or shadow price, Oz. , for the corresponding characteristics, Zj' And, it can be shown , 
that 
Uz· o =-' >0 Zi U ' 
x 
-1 o =-<0 
u U ' 
x 
o = 1 y 





where Oz. = ~ is the marginal price a consumer is willing to pay for another unit of Zj , U 
x 
and will be equally well off, which is in turn equal to compensated demand curve. 
C~~cavity of U(X,Zl ,Z2"" ,zn;a) implies that these implicit bids, 0Zi ' for attributes 
will decrease with an increase in the quantity of the attributes consumed. Given p(Z) and 
a, the consumer's utility is maximized when 
O(Z*;U· ,y,a) = p(Z*), and 
(Eq. 3.4) 
where * denotes optimum quantities of characteristic mixture. 
However, p( Z) is also simultaneously being determined by the market, therefore it 
is equally important to consider the supply side. Let the cost for producing a unit of 
commodity be c( Zl ,Z2"" ,zn;f3) where f3 denotes factor prices and production function 
parameters. Therefore, Rosen [1974] also introduced an offer function for producers, 
(Eq. 3.5) 
where J"C = ¢ - C(Zl'Z2"",Zn;f3) represents the profits. Under the assumption of profit 
maximization, the additional cost of producing that extra unit of the ith characteristic, 




The market equilibrium points are those points where supply equals demand. 
Therefore, p(Z) really represents a function consisting of the various tangency where the 
consumer's bid function is tangent to producer's offer function: 
8(Z*;U* ,y,a) = p(Z*) = ¢(Z*;n* ,p) (Eq. 3.7) 
It is also necessary that each of the n markets for the characteristics also be in 
equilibrium, therefore 
(Eq. 3.8) 
The n markets for the n characteristics form a system of 2n simultaneous equations (supply 
plus demand) and the simultaneous solution to these 2n equations guarantees that the 
market for the composite bundles is in equilibrium. 
To bring about discussions of the problems exist in the estimation of structural 
demand and supply of characteristics following Rosen's model, I will next present the 
paper by Witte, Sumka and Erekson [1979]. 
3.1 An Empirical Example 
Witte, Sumka and Erekson [1979] was the first empirical study, as far as I know, 
to apply Rosen's [1974] model on the structure analysis of the housing market. It uses one 
of the most widely used procedure for inferring the demand structures. They estimated a 
simultaneous system of hedonic price equations using a two-step approach proposed in 
Rosen [1974]. The study used data collected from the rental housing markets in non-
metropolitan cities throughout North Carolina. The system consisted of n bid and offer 
functions for each of five housing attributes - dwelling quality, dwelling size, lot size, 
neighborhood quality and accessibility. 
To make empirical estimation plausible, WSE made the following assumptions. (1) 
suppliers do not have true offer curves for neighborhood quality and accessibility as they 
are the result of multiple independent decisions rather than the actions of any single 
supplier; (2) that homeowners do not bid directly for neighborhood quality and 
accessibility, but rather these factors shift their bid curves for basic housing attributes, 
dwelling and lot size, and dwelling quality; (3) that input costs and thus the position of 
offer curves may vary by neighborhood. Therefore, implicit markets do not exist for 
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neighborhood quality and accessibility. These factors serve as shifters of both bid and 
offer curves. 
In the first-stage estimation of a hedonic price function, WSE employed the 
following hedonic functional form: 
s S S 2 
R = a + ~/3iXi + ~ L 0ijXiXj + 2; YiDi + Ui 
i-I i-I j-I 1-1· 
CEq. 3.9) 
where R is the annual contract rent; the a ,/3i' 0ij' and Yi are parameters to be estimated; the 
Xi ( Xj) are continuous measures of dwelling quality, dwelling size, lot size, neighborhood 
quality and accessibility, respectively; the Di represent two dummy variables which 
indicate whether or not charges for heat and furnishings were included in the rent; and Ui is 
a normally distributed stochastic error term)6 
To find the implicit marginal prices for the housing attributes, Witte, Sumka and 
Erekson differentiated their equation with respect to dwelling quality, dwelling size, and lot 
size. The average mean marginal price for these variables in North Carolina are 



























The second-stage demand structure estimation combined the equations and 
parameters for marginal prices obtained from the first-stage equation, and consumer and 
supplier characteristics in the estimation of the following system: 
p{(Z)D = P(Zl'Z2'Z3,y,a'Z4'ZS) 
p{(Z)S = P(Zl'Z2,Z3,M,/3,Z4,ZJ 
CEq. 3.10) 
16Notice that in the equation rent value is regressed on composite characteristics instead of actually 
obervesed ones (except dwelling size and lot size variables). This practice had previously been used by Kain 
and Quigley [1970] and King [1976] in their analysis of housing market. The rational behind this is quite 
simple. Consumers typically do not evaluate individual characteristics (with the exception of major 
characteristics such as unit square footage), instead they value a group of attributes together. 
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where i=(1,2,3) are indices referring to three characteristics: dwelling quality, dwelling size 
and lot size; y is the household's income and a is a vector of taste determining 
characteristics. M is the supplier's level of output and f3 is a vector containing measures of 
factor prices and production function. 
Witte, Sumka and Erekson's results were consistent with a priori expectations in 
signs. The bid price for dwelling quality decreases about $9 for every unit increase in 
dwelling quality, other things being equal. The bid price for dwelling size and lot size falls 
by about $7 and $0.03 respectively for each 100 square foot increase, other things equal. 
All ofthem are significant at the 10 per cent level. 
3.2 Empirical Estimation Problems 
Ro-sen's model, however, is not problem free when it comes to empirical 
estimation. Follain and Jimenez [1985] critically analyzed various estimation approaches, 
especially the two-step approach since it was the most widely applied method. They 
discussed in considerable detail two econometric problems for the two-step approach -- (i) 
possible simultaneous biases inherent in the approach, and (ii) the identification of the 
structural parameters. 
3.2.1 Simultaneity 
There are two sources for the simultaneity problem. The first one is the traditional 
simultaneity problem in which error terms are correlated with right-hand side variables in 
either supply or demand equations because of the fact that price and quantity are 
simultaneously determined. The second one is quite different from the traditional one. It 
stems from the nonlinearity of the price function. The nature of the data set and the 
particular hedonic price functional form determines whether one or both of these problems 
is confronted by the researcher. The resolution of the problem depends upon assumption 
about the supply curves in the first case and estimation techniques in the second case. 
The traditional simultaneity problem may arise if one is using aggregate data. In 
this case, it is possible that the unit of observation is large enough to influence the hedonic 
price function that clears the market. I7 The parameters of the price function used to 
calculate the marginal prices may be dependent upon the error terms in either the supply or 
I7This problem also applies to grouped data. Therefore, for studies such as Wabe [1971], 
Wilkinson [1971] and Judd [1980] reviewed in Section 2, their results - high R-squared value - should be 
interpreted with caution. 
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demand equations being estimated. Therefore, using OLS to estimate the demand 
equations leads to biased and inconsistent parameter estimates. To resolve this problem 
many researchers had turned to micro-level studies (see Table 3.2)18. This approach is 
quite safe if the study is about single market micro level one which focus on the behavior of 
individuals. This is because the hedonic price function and its parameters are independent 
of the error terms associated with individual demand equations. Others have tried to use 
supply side restrictions/assumptions to circumvent the simultaneity problem with the use of 
aggregate data. However, this begs the difficult question of where to find good variables 
that affect supply side of the market. 
Using micro-level instead of macro-level data in estimations can help resolve the 
traditional simultaneity problem, however, the simultaneity problem of the second kind 
may exist-even if micro-level data are being used. This is because the price function 
depends upon the vector of characteristics consumed by households. In other words, the 
consumer faces a given price function, but is free to choose points along the function. 
Since the derivative of the function varies as one moves along the function, so does the 
marginal price. In this sense, then, the marginal price paid by a consumer is 
simultaneously determined along with the choice of the quantity of the characteristic 
consumed.19 This problem exists if p( Z) is nonlinear in Z. The standard approach had 
been to replace the marginal price by an instrumental variable. This was used by Quigley 
[1982], Linneman [1981], and Follain and Jimenez [1983]. The instrumental variable is 
obtained via regression fo the marginal price against a set of variables thought to be 
correlated with the marginal price but not correlated with the error term in individual 
consumer's demand equation.2o 
An alternative is to replace the marginal price by its definition in terms of hedonic 
price function parameters and the characteristics. Then, the system (Eq. 3.4 and 3.6) 
reduces to one of m endogenous characteristic variables. Yet another approach is to use 
nonlinear three-stage least squares with a linearized version of the demand system. One 
obvious problem with this approach is the lack of good instruments. Others attempt to 
resolve this non linearity issue in ad-hoc ways.21 
18Taken from Follain and Jimenez [1985]. 
19Such problem has been discussed earlier by Diamond and Smith [1985]. See Section 2's review 
on their paper. 
20For example, Follain and Jimenez [1983] used household current income, permanenet income 
and household size. 
21Harrison and Rubinfeld [1978] used a Box-Cox transformation, Bajic [1983] specified a fixed 
supply system and Mendelsohn [1984] adopted the flexible Box-Cox functional form proposed by Halvorsen 
and Pollakowski [1981]. Witte, Sumka and Erekson [1979] circumvent this problem by using data which 
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Table 3.2 Categorization of two-step applications 
No. of Type of No. of Level of Supply side 
Author and year Attributes' data" markets analysis * assumption 
Bajic (1983) Multiple Micro Multiple CD Fixed supply 
Bartik (1983) Single Micro Multiple CD Price-structure taken 
Blomquist and Multiple Census tract Single CD Various 
Worley (1981) 
Follain and Jimenez Multiple Micro Single UFP Price-structure taken 
(1983) 
Harrison and Single Census tract single CD Fixed supply 
Rubinfeld (1978) 
Judd (1982) Single Micro Single CD Simultaneous 
Kaufman and Multiple Micro Single UFP Fixed supply 
Quigley, Quigley 
(1982) 
Linneman (1981) Multiple Micro Single CD 
McMillan et.al Single Micro Single UFP Price-taken/only one 
(1980) type of supplier 
Nelson (1978) Single Census tract Single CD Simultaneous 
Witte et al. (1979) Multiple Micro Multiple CD Simultaneous 
1 The types of characteristics included in each study vary greatly. 
" Micro stands for dwelling-unit level observations. 
- Multiple markets indicate that various hedonic price structures estimated in the first step were used 
to generate the marginal price terms used in the second step. 
* CD = compensated demand estimate; UFP = utility function parameters. 
3.2.2 Identification 
Besides simultaneity problem Brown and Rosen [1981] raised the problem of 
identification. The estimated attribute prices, which are dependent variables in the system 
of equation (Eq. 3.4 and 3.6), are functions of all the attribute variables on the right-hand 
side and comes from the same data base, then the variation that enables the system's 
estimation is caused by the functional forms of the behavioral relationships. For some 
functional forms, the coefficients of the behavioral demand relationships between attribute 
prices and attributes can be derived exactly from the hedonic coefficients. Thus, estimation 
of (Eq. 3.4) and (Eq. 3.6) is unnecessary. One way to surmount this problem is to ensure 
that the observations in (Eq. 3.4 and 3.6) come from different markets. The estimation of 
the behavioral relationships in (Eq. 3.4 and 3.6) would thus use new information provided 
by inter-market price variation. The other way is to specify a functional form for the 
hedonic price function that is different and generally more complex than the functional 
forms of the demand and supply equations.22 
they assume to be from different markets, so that they can fit different hedonic regressions to the data from 
each market. 
22For examples see Quigley [1982], and Follain and Jimenez [1983]. 
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There also exist some relatively rare issues concerning the two-step approach, 
which I am not going to discuss here. 
The Nonparametric Alternative 
The various methods proposed to deal with the problems caused by simultaneity 
and identification in last two sub sections are not carefree. Their major drawback is that 
they all end up imposing furthermore subjective and restrictive constraints on the demand 
structure that we are interested to find out. Therefore none of them are really satisfactory. 
The estimation problems encountered by economists in analyzing the demand 
structure of housing attribute have been a problem for researchers in large who study 
commodities (or subjects, in general) with many characteristics. In natural sciences, 
researchers have employed nonparametric estimation techniques to resolve this problem. 
One of the most oftenly used nonparametric method is called the Kernel regressio~ method. 
It uses Nadaraya-Watson type of estimator, which is in turn derived from density function 
estimation techniques, called kernel, pioneered by Rosenblatt [1956], extended by Parzen 
[1962] in univariate case and Cacoullos [1966] in the multivariate case. There has been an 
extending amount of literature on this subject. The number of researchers using 
nonparametric kernel regression techniques been increasing as well. In the study of 
housing and neighborhood characteristics, we yet have to see this approach to proliferate. 
By definition, nonparametricregression does not specify functional forms to be 
estimated. It estimates (extracts) the relationship between the dependent and independent 
variables from and only from the data set. Therefore, by default, the simultaneous and 
identification problems that have been troubling researchers does not exist in nonparametric 
studies . 
. It is my secondary objective in this project to apply nonparametric regression 
methods to analyze housing attributes' price and applying them to the analysis of structure. 
In the first stage, I used nonparametric Kernel regression method to estimate attribute 
prices. The plan was to analyze the demand structure for those characteristics using the 
nonparametric approach suggested by Hal Varian as well. Unfortunately, I was unable to 
obtain the Mathematica code for the analysis. So, instead, the Almost Ideal Demand 
System (AIDS) by Deaton and Muellbauer [1980] was used to estimate the demand 
structure. The next section introduces both the kernel regression method and the Almost 
Ideal Demand System. 
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4. ESTIMATION TECHNIQUES 
The usual practice in the construction of an econometric regression model is to 
specify a parametric family for the response function. The most popular parametric family 
is the linear model. However, this practice has received scrutiny by econometricians and 
statisticians alike since choosing a parametric functional form from a continuum of possible 
functional forms is analogous to sampling from a continuous distribution. Therefore, the 
probability that we pick the true functional. form in this' way is zero or least very close to 
zero. 
The only way to avoid model misspecification, suggested by some 
econometricians, is to specify no functional form at all. But then the problem arises how 
information about the functional form of the model can be derived from the data. Before 
Gallant's [1981] paper on Fourier flexible form, this problem has not been rigorously 
addressed in the econometric literature.23 Of course, econometricians have dealt with 
flexible functional forms before, but mainly in the framework of the well known Box-Cox 
transformation.24 However, there is no guarantee that this transformation will yield the 
true functional form either. 
Gallant's [1981] method is based on the fact that under mild conditions a real 
function on a bounded domain can be expanded in an infinite Fourier series. Estimating the 
coefficients of this Fourier series after suitable truncation gives a direct estimate of the 
functional form of the model without need to specify a parametric family. This approach is 
reminiscent of the orthogonal series expansion approach in estimating probability density 
functions of unknown form, proposed by Cencov [1962] and others. 
The idea of Gallant's [1981] -- utilizing techniques for estimating unknown 
probability density functions in estimating unknown regression functions -- received 
significant attention. Since then, there is a growing extent ofliterature. Most ofthem deals 
with the Kernel method (Nadaraya-Watson type of nonparametric estimator) and its variant 
mainly because it is easy to use.25 
Before I jump into explaining how this type of estimator can be used in the 
estimation of hedonic pricing equations, let us first consider briefly the density function 
23Bierens [1986]. 
24See Box and Cox [1964] 
25Bierens [1986] 
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estimators that is the fundamental of the nonparametric regression estimator to be used 
later. 
4.1 Estimators of a Probability Density Function 
Consider the density function of a random variable X at a point x as 
F(x), F(x) C!: O. Further, let XI ,x2 , ••• xn be "independent and identically distributed random 
observations on X, thus with continuous density function F(x). Rosenblatt [1956] 
suggested a general class of estimators - Kernel estimators - of F( X ) , 
f( x) = l.. i K( Xi - X) , 
nh i-I h 
(Eq.4.1) 
where h ~s called the window-width. Furthermore, h = h(n), a positive function of n 
approaching to zero as n approaches infinity, i.e. 
(Eq.4.2) 
Thus h(n) is called the window-width function. K(w) is the non-negative Kernel 
satisfying 
fK(w)dw = 1 (Eq.4.3) 
where W = Xi - x. The estimator in (Eq. 4.1) is known to be asymptotically unbiased and 
h 
consistent.26 
Parzen [1962] extended Rosenblatt's estimator to cases where the weight function 
need not be non-negative. For any Borel measurable function K( w) satisfying 
fK(w)dw = 1 
Sup IK(w)1 < 00 
-oo<w<co 
flK{ W )Idw < 00 
limlwK(w)1 = 0 
1wI ..... "" 
(Eq.4.4) 
26The proofs for the asymptotic and consistent property are beyond the level of my study. For 
detail see Parzen [1961]. 
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he showed that f{x) in (Eq. 4.1) is asymptotically unbiased and mean square consistent at 
every continuity point of F{x). The asymptotic distribution of [f{x) - Ef{x) JlVar[f(x)] 
is shown to be standard normaI.27 In the case of dependent observations the density 
estimation has been considered by Ahmad [1979] and Robinson [1983] among others.28 
The Kernel estimator of a univariate density function in (Eq. 4.1) was first 
generalized to the multivariate density function by Cacoullos (1966). Let XI' t = 1,2, ... ,n 
be n independent and identically distributed m x 1 random vectors generated from an 
unknown m-variate density function. Consider X to be a class of all Borel-measurable real 
valued bounded functions K on the m-dimensional Euclidean space Rm such that 
fK(w)dw = 1 
flK{ W )Idw < co 
Ilwr IK( w )1-- 0 as Ilwll-- co 
(Eq.4.5) 
where Ilwll is the usual Euclidean norm of w in Rm. The estimation of F( x) at a point x in 
Rm by 
(Eq.4.6) 
where, as before, h = hn,h -- 0 as n -- co. n is the number of observations. h is the 
window-width. Cacoullos showed that the estimator f{x) is asymptotically unbiased and 
mean square consistent. Further for Xl ,xz, ... xj , distinct continuity points of F{x) in Rm, 
the vector (f(xl),f(xZ )' ••• ,f( xj )) is j-variate normaI.29 
For the estimators of marginal and conditional densities of F{x), let us write the m 
components of the m x 1 vector of XI as 
I 
xt = [y:,z:] , t=1,2, ... ,n (Eq.4.7) 
where Yt is a p x 1 vector and Zt is a q x 1 vector such that p + q = m. Let KI and K z be p 
and q variate functions obtained after integrating K( WI' wz , ... , W m) with respect to 
27See Parzen [1961]. 
28Ullah and Singh. 
29For details on the asymptotic properties, in the independent observations case, see Prakasa Rao 
[1983] and Devroye and Gyorfi [1986] and the reference therein. For dependent observations case, see 
Robinson [1983], Castellana and Leadbetter [1986], and Collomb and HardIe [1986]. 
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(WP+I' Wp+2···' wm ) and (WI' w2 ••• ,wp) respectively. Further consider x = [y' ,z']' be a point 
in Rm at which the density is to be estimated. Now the estimator of the joint density is 
1 n (X - X) f(x) = -m:LK _I - = f(y,z). 
nh I-I h 
(Eq.4.8) 
Using (Eq. 4.8), the estimator for the marginal density of Zl at z can be written as 
f(z) = f f(y,z)dy 
=1. }:, ~fK(XI - X\dy 
n I-I h h ) 
(Eq.4.9) 
= 1. }:, ~ f K2 ( Zl - Z). 
n 1=1 h \ h 
Similarly, the estimator for the marginal density of YI at Y can be written as 
(Eq.4.10) 
The estimator of the conditional density of YI given ZI = Z can then be easily obtained. 
}:, 1 K(YI - Y ZI - Z) 
f(Ylz) = f(Y,z) = I-I ~ -h-'-h-
f(z) }:, J.- K (ZI - Z\ 
1=1 hq 2 h) 
(Eq.4.11) 
These estimators of conditional and marginal densities are asymptotically unbiased and 
mean squared consistent. These and other distributional properties have been discussed in 
Rosenblatt [1969] for independent observations. In next sub section I will investigate the 
application of Kernel estimators of density function to estimation problems in 
econometrics. 
4.2 Application 
Let us consider an amorphous model: 
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(Eq.4.12) 
where y is an n x 1 vector of unspecified conditional expectation on the dependent variable, 
z" ... ,zp which are each n x 1 vectors of observations on p regressors. Together, y and z, 
form a set of p + 1 independent and identically distributed random variables. The function 
M shows the change of the average value an of y given the values of Zl , ... ,zp . 
The parameters of M are our interest. Instead of using the least square method, an 
alternative way is to estimate directly the underlying multivariate joint density function, 
F( Y ,Z"Z2 , ... ,Zp), and marginal density function, F( Z"Z2 , ... ,Zp), using the multivariate 
Kernel estimators developed by Cacoullos [1966] presented in last section. 
From CEq. 4.11) we can get30 
! iK(Yt -Y Zt -z\ 







&fez) is simply the weighted average of Yt' with weights rt(z) once z is given. The &fez) 
in (Eq. 4.14) is the Nadaraya (1964) and Watson (1964) type of estimator which can be 
used in the current econometric analysis. 
30In our current consideration m=p+q= 1 +q. 
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K" - K'(w,)[~K(w')l 
-\ 
-2 
Ko, - K(w,)~K'(w,)[~K(w')l 
K'(w
t
) = BK(wt ) 
BZj 
(Eq.4.16) 
Z -z W =_t __ 
t h 
The asymptotic properties of the partial derivatives of M(z) are derived in Vinod and Ullah 
[1988]. It is quite obvious that this Kernel estimator can be applied nicely to the estimation 
of hedonic price equation in this paper. 
4.3 Almost Ideal Demand System (AIDS) 
Deaton and Muellbauer [1980] proposed a new model for estimating a demand 
system that is comparable in generality to the Rotterdam and translog models. According to 
the authors, AIDS gives an arbitrary first-order approximation to any demand system; it 
satisfies the axioms of choice exactly; it aggregates perfectly over consumers without 
invoking parallel linear Engle curves; it has a functional form which is consistent with 
known household-budget data; it is simple to estimate, largely avoiding the need for non-
linear estimation; and it can be used to test the restrictions of homogeneity and symmetry 
through linear restrictions on fixed parameters. 
Deaton and Muellbauer (DM) started from a specific class of preferences (known as 
PIGLOG class), which by the theorems of Muellbauer [1975, 1976] permit exact 
aggregation over consumers: the representation of market demands as if they were the 
outcome of decisions by a rational representative consumer. These preferences were 
represented via the cost or expenditure function which defines the minimum expenditure 
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necessary to attain a specific utility level at given prices. DM denoted this function c(u,p) 
for utility u and price vector p, and defined the PIGLOG c1ass31 by 
logc(u,p) = (1- u )log{ a(p)} + ulog{ b(p)} (Eq.4.17) 
with u lies between 0 and 1 so that the positive linearly homogeneous functions a(p) and 
b(p) could be regarded as the costs of subsistence and bliss, respectively. In order to make 
the resulting cost function flexible in form, they took 
(Eq.4.18) 
log b(p) = log a(p ) + f30 Il p~k 
k 
(Eq.4.19) 
so that the AIDS cost function is written as: 
where a i ,f3i' and Y;j are parameters with restrictions: 
The demand functions can be derived directly from equation (Eq. 4.20). It is a 
fundamental property of the cost function that its price derivatives are the quantities 
demanded: ac( u,p) _ q, . Therefore, multiplying both sides by t) we have the 
api c u,p 
following relationship: 
alogc(u,p) = Piqi = w. 
a log Pi c(u,p) I 
(Eq. 4.21) 
where Wi is the budget share of good i. Hence, logarithmic differentiation of (Eq. 4.20) 
gives the budget shares as a function of prices and utility: 
31For a more detailed description see the Appendix of Deaton and Muellbauer [1980]. 
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a ao + )' ak logpk +! )' L Y;j logpk logpj + uf30 IT pfk 
alogc(u,p) = ---,-__ ~ ____ 2_~~j ________ k_--,-
alogpi a log Pi 
a( ~ a, IOgp,) 1 a( ~ f r~ logp, IOgPj) a( up, IJ I.' ) 
= + + --'---"----'- (Eq. 4.22) 
a log Pi 2 alogpi a log Pi 
where 
= ai + LYij logpj + f3iu{30 IT pfk 
j 
(Eq.4.23) 
For a utility maximizing consumer, total expenditure x is equal to c(u,p) and this 
equality can be inverted to give u as a function of p and x, the indirect utility function. 
Apply this to equation (4.20) and substitute the result into equation (4.22), DM derived the 
budget share function of p and x: 
Wi = ai + LYij logpj + f3i log(x/P) 
j 
where P is a price index defined by 
and the restrictions on the parameters are that 
n 





Provided equation (4.26) hold, equation (4.24) represents a system of demand functions 
which add up to total expenditure (L Wj = 1) , are homogeneous of degrees zero in prices 
and total expenditure taken together, and which satisfy Slutsky symmetry. Given these, 
the AIDS is simply interpreted: in the absence of changes in relative prices and "real" 
expenditure (x/P) the budget shares are constant. Changes in relative prices work through 
the term Y ij; each Y ij represents 100 times the effect on the th budget share of a 1 percent 
increase in the /h price with (xlP) held constant. Changes in real expenditure operate 
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through the f3i coefficients; these add to zero and are positive for luxuries and negative for 
necessities. 
Using the aggregation theory developed in Muellbauer [1975, 1976], equation 
(4.24) can be extended to represent the demand structure if each individual household's 
behavior is described by equation (4.24).32 
32For a more detailed disscussion, see Deaton and Muellbauer [1980], p.314-315. 
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5. DATA, EMPIRICAL MODEL AND RESULTS 
Data 
This study uses 1988's American Housing Survey (MSA) data. AHS provides 
information on housing and neighborhood characteristics as well as information on 
individual households. The universe of the data set consists of all own-occupied housing 
units in Cleveland. Statistics in the data set focus on characteristics of housing 
inventory ,33 
The original data set contains 2,274 character logical cases, out of which 1,162 
cases are used in estimating the window-width -- the parameter 'h'. The reduction is 
mainly due to the elimination of cases with missing values. 
As I described earlier, the AHS provides a large amount characteristics about the 
dwelling unit and the neighborhood. Ideally, we should run the nonparametric kernel 
regression using all available information (i.e. all available characteristics on the dwelling 
unit and neighborhood), however, to do so requires resources beyond the level of my 
study. Also, the goodness of nonparametric Kernel estimation is largely dependent on the 
sample size and the number of dimensions included in the relationship to be estimated.34 
Besides, to assume all of these information contribute to an individual's valuation about an 
unit that he or she is going to purchase is unrealistic. Most people look at large or 
physically significant attributes, such as dwelling unit square feet and number of 
bedrooms. Thus I believe it is reasonable to select a subset of all characteristics for 
analysis. In fact this is the methodology used by all researchers in this area of study. 
Furthermore there seems to be a general consent over what attributes should be included in 
the subset of variables; therefore I used a set of most commonly used attributes. Table 5.1 
and 5.2 give the definition and summary statistics of the final set of variables that I chose to 
use. It contains the square foot of the lot, square foot of the unit, number of bedrooms and 
bathrooms and the age of the unit. 
33For a more detailed description of the data set see Appendix A. 
34See Silverman [1986], p.91-94. 
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Table 5.1 First Stage Variable Definitions 
Variable Definition 
yl The value of the unit as estimated by the owner. 
xl Total square foot of the lot on which the unit stands. 
x2 Total internal space in square foot of the unit. 
x3 Number of bedrooms in the unit. 
x4 Total number of bathrooms (full + O.5*half). 
x5 Age of the unit. 
Table 5.2 First Stage Variable Summary Statistics 
Var Mean StdDev Minimum Maximum Sum 
xl 29829.89 53391.60 736 261360 34662334 
x2 2391.83 955.09 120 4800 2779307 
-~ 
x3 3.23 0.81 1 9 3748 
x4 1.78 0.65 0 6 2069 
x5 36.21 18.67 0 69 42077 
yl 82697.93 45994.41 4000 235000 96095000 
The Empirical Model 
Following Parsons [1986], the empirical model I used in estimating the demand 
structure was a version of Rosen's [1974] model in the flexible form of Deaton and 
Muellbauer's [1980] Almost Ideal Demand System (AIDS). Using notations developed in 
Section 3, Rosen's model of household behavior can be reinstated as 
Max{U(x,Z;a)ly = x + p(Z)} 
x,z 
(Eq.5.1) 
Using the result developed in Section 4.3, I estimate the following equation for 
each attribute 
5 6 
Wi = a i + 2: Yij logpj + f3i log(T/ p) + 2: AUCj + Vi (Eq. 5.2) 
j=l j=l 
This is the ilh estimate in Almost Ideal Demand System where Wi 'Pj ,( T/ p), and cj are (N 
x 1) vectors of observations, and Vi is an (N x 1) disturbance vector which accounts for 
omitted taste variables and measurement and reporting errors in the share data. The cj 
includes household incomes, number of persons living in the housing unit, the age, sex, 
education level and marital status of the household head, and the neighborhood condition. 
The attribute prices Pi were found by estimating the first partial of a linear hedonic price 
function. The implicit share Wi of attribute i in the total expenditure, T, on attributes 
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studied were calculated from observed attribute quantity and estimated Pi' Finally P was 
the price index used to calculate the real housing expenditure. ·It is approximated by using 
Stone index -- logP = ~ Wi log Pi . Parsons [1986] imposed a series of restrictions 
besides those original restrictions introduced in Deaton and Muellbauer [1980]. In my 
empirical estimation, I maintained Parson's restrictions (1) through (3)35 but relaxed most 
of Deaton and Muellbauer's restrictions, i.e. symmetry and adding up restrictions. 
The First Stage Results 
In estimating the marginal attribute prices for each house owner, a suitable value for 
the window-width, h, needs to be determined. This was done by using nonparametric 
estimation (NPE) procedure contained in GAUSSX, which uses Least Square Cross 
ValidatiOllmethod. The following table gives the summary of estimation. 
Table 5.3 
Endogenous Variables ... 
Method .. 
Number of iterations 





Number of Observations 










The 'goodness' of the window-width value was tested by nonparametric regression of the 
hedonic pricing function at the sample mean. This was done by using the nonparametric 
regression (NPR) procedure contained in GAUSSX. The approximately achieved is 
staggering. The correlation coefficient between the actual and estimated values stands at 
0.7916. While the nonparametric goodness of fit statistic, correlation coefficient squared 
stands at 0.6266. The following graphs show the relationship between the predicted and 
actual value against observation, unit's lot size and unit's interior space measured in square 
feet, and the unit's age. Tables 5.4 gives a summary of the results. As we can see from 
the table, all of the estimated coefficients are significant at the 1 % level. The sign of the 
coeficients are as expected. The value of the coefficeints are within the range of those 
obtained in previous studies. 
35See Appendix B. 
36BHHH stands for Bemdt-Hall-Hall-Hausman algorithm. It gives exact maximum likelihood 
estimates of the standard errors. BFGS stands for Broyden, Fletcher, Goldfarb and Shanno - an 
approximation of the hessian is updated each iteration of estimation. 
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The S e-c 0 n d S tag eRe suI t s 
With the estimated window-width, marginal price of each characteristics for each 
household in the data set were then estimated nonparametrically. This was done by 
repeating the NPR procedure used earlier for each household in the data set. 
AIDS requires taking the natural log of the attribute prices. Some of the estimated 
marginal prices are negative. Thus by fulfilling the requirement of using log price, I 
deleted some of the observations. The number of observation points in the data set used in 
estimating the Almost Ideal Demand System is 863. The definition of the variables used in 












Second Stage Variables Definitions 
Definition 
Constant 
Implicit share of lot size in the total expenditure on 
housing attributes studied 
Implicit share of lot size in the total expenditure on 
housing attributes studied 
Implicit share of lot size in the total expenditure on 
housing attributes studied 
Implicit share of lot size in the total expenditure on 
housing attributes studied 
Implicit share of lot size in the total expenditure on 
housing attributes studied 
Natural log of the marginal price of unit's lot size faced 
by a household 
Natural log of the marginal price of unit's interior space 
faced by a household 























Table 5.5 (cont.) 
Definition 
Natural log of the marginal price of a bathroom faced by 
a household 
Natural log of the marginal price of the age of the unit 
faced by a household 
Real expenditure on housing calculated using the Stone 
Index for approximating the actual price index. 
Number of persons living in the unit 
Total Household income 
The age of the reference person 
The marital status of the reference person (1 = married, 2 
= not married, including single, divorced and 
widowed) 
The sex of the reference person (1 = male, 2 = female) 
Neighborhood index (1 = problematic, 2 = somewhat 
problematic, 3 = no problem) 
Summary Statistics of Second Stage Variables37 
StdDev Minimum Maximum Sum Variance 
0.056946 0.000012948 0.61552 26.41479 0.0032429 
0.11110 0.0036597 0.73067 215.60506 0.012343 
0.11907 0.00020872 0.70904 202.09801 0.014177 
0.10519 0.0065820 0.87060 128.23400 0.011066 
0.15072 0.011272 0.79520 290.64813 0.022718 
27361.9113 800 234000 3.5399D+7 7.4867D+8 
15.52513 22 91 44777 241.02975 
1.37985 1 9 2532 1.90399 
Table 5.7 Results of Covariance Matrix38 
ZINC2 PER MAR AGE SEX EDU 
ZINC2 1.00000 
PER 0.35051 1.00000 
MAR 0.34223 0.46031 1.00000 
AGE -0.29937 -0.35852 -0.18103 1.00000 
SEX 0.30177 0.33659 0.71896 -0.17551 1.00000 
EDU 0.28786 0.14817 0.10277 -0.29490 0.11356 1.00000 
37In this table I omitted the variables such as MAR, SEX and EDU, whose values though relavent 
but less meaningful. 
38Prom table 5.7, one can see that besides sex (SEX) and marriage (MAR), no two variables are 
highly correlated. Other conclusions about the data set can also be drawn from the casual observations of 
the Covariance matrix. The table tells us that, in the sample, (1) the reference person's age and the 
household income is negativly related. This mildly suggests that young adults tend not to live with their 
parents; (2) the reference person's age and the number of person living in the housing unit is negativly 
related. This mildly supports the suggestion in (1) that young adults tend not to live with their parents; (3) 
the negative relationship between education level and age mildly suggests that the older generation is in 
general less educated than the younger generation. 
37 
The five equations to be estimated in the Almost Ideal Demand System are: 
WLOT == C + YllLPLOT + Y12LPUNIT + Y13LPBED + Y14LPBATH + Y15LPBAGE 
+f31H + 2: A1jCj 
WUNIT = C + YzlLPLOT + YzzLPUNIT + YZ3LPBED+ YZ4LPBATH + YZ5LPBAGE 
+f32H + 2: A2jCj 
WBED == C + Y31LPLOT + Y3zLPUNIT + Y33LPBED + Y34LPBATH + Y35LPBAGE 
+f33H + 2: A3jCj 
WBATH = C + Y 41 LPLOT + Y 42LPUNiT + Y 43 LPBED + Y 44 LPBATH + Y 45 LPBAGE 
+f34H + 2: A4jCj 
WBAGE = C + Y 51LPLOT + Y 5Z LP UNIT + Y 53 LPBED + Y 54 LPBATH + Y 55 LPBAGE 






As one can see, cj has not been specified in the above equations. Ideally, cj should be the 
same for all equations and includes all the shifter variables, i.e. ZINC2, PER, SEX, AGE, 
MAR, NEIGH. However, it seems to me that some of these shifter variables are 
meaningful only in some equations but not all of them. Therefore I decided to let the data 
to determine the right number of shifters to be included in each equation. Household 
income is a major shifter variable for household consumption in generally; therefore, 
ZINC2 was included in all five equations for estimation. All possible combination of the 
rest five variables were determined. The five equations were estimated using all different 
combinations. The following five tables report the best regression results. 
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Table 5.8 Best Regression Results for Eguation (1) 
Dependent Variable = WLOT 
#1 #2 #3 #4 #5 #6 
C -0.01495 -0.01076 -0.01025 -0.01469 -0.02238 0.018446 
-0.26964 -0.19459 -0.18532 -0.26501 -0.40415 0.346958 
LPLOT 0.038562 0.038396 0.038731 0.03944 0.039507 0.039537 
10.5217 10.4874 10.5933 ·10.793 10.7952 10.7691 
LPUNIT -0.01433 -0.01432 -0.01406 -0.01362 -0.0137 -0.01367 
-4.2904 -4.28749 -4.21215 -4.07749 -4.09499 -4.07218 
LPBED -0.01715 -0.01723 -0.01735 -0.01763 -0.01776 -0.0179 
-7.25556 -7.29701 -7.34603 -7.4536 -7.50134 -7.53914 
LPBATH -0.01062 -0.01063 -0.01041 -0.01042 -0.01072 -0.01041 
-4.36946 -4.37627 -4.29057 -4.28516 -4.40693 -4.27097 
LPBAGE -0.03808 -0.03839 -0.03832 -0.03833 -0.03805 -0.0372E 
-12.6516 -12.8274 -12.7955 -12.7648 -12.6687 -12.4323 
REAL 0.069881 0.070114 0.069365 0.06852 0.068522 0.068609 
13.0465 13.1026 13.0154 12.8493 12.8303 12.8059 
ZINC2 3.8IE-09 -3.70E-10 -1.87E-08 -4.40E-08 -1.58E-08 -4.89E-09 
0.058239 -5.66E-03 -0.29216 -0.69368 -0.25497 -0.07915 
AGE -4.84E-04 -5.09E-04 -4.65E-04 -3.94E-04 -4.13E-04 -3.97E-04 
-4.313 -4.66556 -4.43499 -3.91032 -4.10395 -3.94533 
PER -2.62E-03 -3.00E-03 -2.94E-03 0.016712 
-2.03398 -2.44303 -2.39553 2.5044 
MAR 1.73E-03 
0.993537 
NEIGH 0.017425 0.01696 0.016083 0.017003 
2.60098 2.5378 2.41498 2.54483 
EDU -3.90E-04 -3.69E-04 
-1.522 -1.44605 
SEX -0.01129 -9.44E-03 -9.42E-03 -7.15E-03 
-2.62386 -2.43352 -2.42761 .-1.89498 
Adj. R2 0.431944 0.431952 0.431224 0.428061 0.426323 0.422645 
F-stat 51.4196 55.6232 60.4123 65.5152 72.1765 79.8768 
Log 1499.59 1499.09 1498.03 1495.13 1493.32 1490.05 
First thing to be noticed in this table is that none of the constant terms are statistically 
significant. This implies that the share of expenditures on the lot size by households is 
indifferent from zero initially. Real expenditure has a statistically significant influence on 
the share of expenditure on lot size. In considering the effect of prices of housing 
attributes, besides the log price LPUNIT, all other attribute prices have statistically 
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significant coefficients. From the size of these coefficients, one could notice that the effects 
these prices have on the expenditure share is not quite significant -- all of the coefficients 
are less than 0.1 in absolute value. In sum, the presented results here seem to suggest that 
the expenditure share by lot size does not change in that much when other affecting 
variables changes. 
Table 5.9 Best Regression Results for Equation 2 
Dependent Variable = WUNIT 
#1 #2 #3 #4 #5 #6 
C 0.420201 0.420291 0.421014 0.420014 0.421649 0.416779 
4.99343 4.9978 5.01673 5.01038 5.05292 4.99323 
LPLOT .. 4.42E-03 4.45E-03 4.37E-03 4.36E-03 4.33E-03 3.79E-03 
0.794709 0.801651 0.790925 0.790241 0.78531 0.687966 
LPUNIT 0.140518 0.140542 0.140501 0.140494 0.140515 0.139954 
27.7185 27.7808 27.8261 27.8394 27.8641 27.7938 
LPBED -0.03633 -0.03634 -0.03632 -0.03638 -0.0364 -0.03629 
-10.128 -10.1441 -10.151 -10.185 -10.2005 -10.1619 
LPBATH -0.03992 -0.0399 -0.0399 -0.03998 -0.03997 -0.03984 
-10.8263 -10.8485 . -10.8549 -10.9021 -10.906 -10.8639 
LPBAGE -0.02589 -0.02589 -0.02591 -0.02592 -0.02603 -0.02609 
-5.66766 -5.67043 -5.681 -5.68633 -5.75067 -5.75859 
REAL 0.03413 0.034066 0.034166 0.034206 0.034251 0.035859 
4.19796 4.21064 4.23856 4.24612 4.25552 4.48601 
ZINC2 -2.90E-08 -3.07E-08 -2.85E-08 -2.32E-08 -2.74E-08 -7.64E-08 
-0.29151 -0.31493 -0.29574 ~0.24409 -0.29385 -0.86797 
AGE 2.61E-04 2.65E-04 2.56E-04 2.47E-04 2.44E-04 
1.5346 1.61069 1.65481 1.62066 1.60724 
PER 3.06E-04 3.07E-04 
0.156874 0.157548 
MAR 1.04E-03 1.02E-03 8.93E-04 4.79E-04 
0.393065 0.387628 0.356971 0.218214 
NEIGH 0.024343 0.02426 0.02417 0.02416 0.024044 0.025018 
2.39387 2.39812 2.39442 2.39472 2.38783 2.48678 
EDU -3.32E-05 
-0.08546 
SEX -2.18E-03 -2.16E-03 -2.25E-03 
-0.33442 -0.33162 -0.34563 
Adj. R2 0.656131 0.656532 0.656926 0.657281 0.657663 0.657028 
F-stat 127.521 138.308 151.052 166.318 184.999 207.416 
Log 1139.45 1139.45 1139.43 1139.37 1139.35 1138.04 
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Similar to the previous table, the constant term in table 5.9 is not statistically significantly 
different from zero in all best regression results. All log price variables have statistically 
significant coefficients. However, it is worth noticing that the coefficient for real 
expenditure is statistically insignificant from zero. 
Table 5.10 Best Regression Results for Equation 3 
Dependent Variable = WBED 
#1 #2 #3 #4 #5 #6 
C -0.07406 -0.07384 -0.07205 -0.07333 -0.07 -0.067 
-0.92337 -0.92381 -0.94271 -0.92102 -0.91922 -0.87779 
LPLOT -0.03051 -0.03052 -0.03052 -0.0308 -0.0308 -0.02983 
-5.75409 -5.76516 -5.76819 -5.83762 -5.84087 -5.66141 
LPUNIT 7.15E-03 7.15E-03 7.15E-03 6.94E-03 6.94E-03 7.85E-03 
1.47916 1.48015 1.48158 1.44059 1.44172 1.63105 
LPBED 0.126274 0.12627 0.126263 0.126381 0.12637 0.126141 
36.9364 36.9817 37.012 37.0964 37.1236 36.9813 
LPBATH -0.02771 -0.02772 -0.0277 -0.02786 -0.02783 -0.02799 
-7.88492 -7.88998 -7.90305 -7.96822 -7.97549 -8.00114 
LPBAGE -0.04183 -0.04185 -0.04181 -0.04194 -0.04187 -0.04188 
-9.60642 -9.66955 -9.71953 -9.70994 -9.75347 -9.73239 
REAL -0.0366 -0.03659 -0.03659 -0.03598 -0.03597 -0.0384 
-4.72279 -4.72849 -4.73124 -4.67681 -4.67844 -5.0295 
ZINC2 7.72E-08 7.69E-08 7.73E-08 8.89E-08 8.98E-08 1.39E-07 
0.814261 0.814077 0.819206 0.975872 0.989932 1.57594 
AGE -3.10E-04 -3.l1E-04 -3.10E-04 -3.46E-04 -3.45E-04 
-1.91065 -1.9728 -1.97353 -2.28603 -2.28305 
PER 5.11E-03 5.09E-03 5.09E-03 4.98E-03 4.98E-03 6.14E-03 
2.74758 2.86966 2.87043 2.90052 2.89902 3.73324 
MAR 9.16E-05 
.0.036483 
NEIGH 7.69E-04 7.44E-04 1.39E-03 
0.079292 0.076977 0.144167 
EDU 2.88E-04 2.89E-04 2.91E-04 
0.776075 0.782085 0.792805 
SEX 7.22E-04 8.2IE-04 8.07E-04 
0.116092 0.146322 0.144052 
Adj. R2 0.728007 0.728327 0.728644 0.728763 0.729074 0.727738 
F-stat 178.477 193.578 211.422 232.603 258.743 289.008 
Log 1180.85 1180.85 1180.84 1180.53 1180.51 1177.89 
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Table 5.11 Best Regression Results for Equation 4 
Dependent Variable = WBA TH 
#1 #2 #3 #4 #5 #6 
C -0.39329 -0.37832 -0.37843 -0.37516 -0.38019 -0.37921 
-6.84773 -6.8939 -6.89585 -6.83758 -6.95351 -6.9264 
LPLOT -7.94E-03 -7.93E-03 -7.54E-03 -7.64E-03 -7.51E-03 -7.87E-03 
-2.09158 -2.08977 -1.99733 -2.02339 -1.98777 -2.085 
LPUNIT 4.88E-03 4.90E-03 5.22E-03 5.15E-03 5.07E-03 4.88E-03 
1.41054 1.41706 1.51461 1.49461 1.47213 1.41393 
LPBED -0.01193 -0.01199 -0.01206 -0.01186 -0.0118 -0.01165 
-4.87477 -4.90037 -4.92962 -4.85261 -4.83051 -4.76549 
LPBATII 0.124756 0.124882 0.124886 0.1251 0.125058 0.12497E 
49.5711 49.7065 49.7077 49.8472 49.8313 49.7383 
LPBAGE -0.02243 -0.02216 -0.02208 -0.02208 -0.02167 -0.02161 
-7.19261 -7.14169 -7.11739 -7.11148 -7.03146 -7.00234 
REAL -0.03545 -0.03543 -0.03635 -0.03623 -0.03631 -0.03609 
-6.38864 -6.38665 -6.6422 -6.61675 -6.63055 -6.58346 
ZINC2 2.50E-07 2.53E-07 2.64E-07 2.49E-07 2.57E-07 2.91E-07 
3.6854 3.72777 3.96079 3.77621 3.91263 4.62441 
AGE -1.22E-04 -1.17E-04 
-1.05261 -1.00654 
PER 1.57E-03 1.51E-03 1.95E-03 1.72E-03 2.16E-03 
1.17969 1.13255 1.55237 1.37788 1.82875 
MAR -3.09E-03 -3.20E-03 -2.78E-03 -1.72E-03 
-1.7194 -1.78579 -1.59441 -1.08368 
NEIGH 6.14E-03 
0.884719 
EDU 6.65E-04 6.88E-04 7.55E-04 7.29E-04 6.94E-04 7.17E-04 
2.50634 2.60353 2.95175 2.85558 2.74138 2.83252 
SEX 6.94E-03 6.95E-03 6.43E-03 
1.55711 1.55894 1.45191 
Adj. R2 0.821341 0.821386 0.821384 0.821151 0.821115 0.820624 
F-stat 305.833 331.339 361.363 396.772 440.637 493.943 
Log 1469.11 1468.71 1468.2 1467.13 1466.53 1464.85 
Different from tables 8 and 9, both tables 10 and 11 have statistically significant constant 
terms. The coefficient of the real expenditure term in both equations are also statistically 
significant. Another worth noting point is that the coefficients for LPUNIT in both 
equations are statistically indifferent from zero. 
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Table 5.12 Best Regression Results for Equation (5) 
Dependent VariabIe = WBAGE 
#1 #2 #3 #4 #5 #6 
C 1.0621 1.06268 1.06952 1.07027 1.06699 0.948267 
9.45955 9.49785 9.59125 9.59794 9.5528 8.80627 
LPLOT -4.53E-03 -4.55E-03 -4.72E-03 -424E-03 -3.11E-03 -3.20E-03 
-0.61043 -0.61455 -0.63751 -0.57407 -0.42196 -0.43072 
LPUNIT -0.13822 -0.13822 -0.13822 -0.13785 -0.1371 -0.13719 
-20.4344 -20.4463 -20.4522 -20.4264 -20.3111 -20.1787 
LPBED -0.06087 -0.06088 -0.06073 -0.0609 -0.06129 -0.06088 
-12.7198 -12.7383 -12.7204 -12.7623 -12.8327 -12.6579 
LPBATII -0.04651 -0.04651 -0.04627 -0.04596 -0.04583 -0.04673 
-9.45241 -9.45862 -9.43117 -9.38492 -9.34362 -9.47089 
LPBAGE 0.128227 0.128183 0.127966 0.128075 0.127909 0.125603 
21.0368 21.1593 21.1512 21.172 21.1094 20.6909 
REAL -0.03196 -0.03193 -0.0318 -0.03287 -0.03425 -0.03451 
-2.94651 -2.94807 -2.93663 -3.04965 -3.17927 -3.17981 
ZINC2 -3.02E-07 -3.03E-07 -3.21E-07 -3.47E-07 -4.04E-07 -4.35E-07 
-2.27715 -2.28761 -2.46832 -2.72485 -3.23844 -3.47492 
AGE 6.55E-04 6.51E-04 6.54E-04 7.18E-04 8.43E-04 7.98E-04 
2.88285 2.94753 2.96337 3.39 4.15451 3.9124 
PER -4.37E-03 -4.43E-03 -4.90E-03 -4.81E-03 
-1.67952 -1.78255 -2.03316 -2.00054 
MAR 2.40E-04 
0.068278 
NEIGH -0.04868 -0.04874 -0.04907 -0.05033 -0.04945 
-3.58767 -3.60335 -3.63037 -3.73864 -3.66888 
EDU -5.30E-04 -5.27E-04 -5.28E-04 
-1.0209 -1.01932 -1.0219 
SEX 5.8IE-03 6.07E-03 
0.6668 0.772664 
Adj. R2 0.667417 0.667807 0.667964 0.667947 0.666778 0.66191E 
F-stat 134.064 145.406 158.646 174.397 192.651 211.958 
Log 890.591 890.589 890.286 889.756 887.734 880.978 
In the regression results presented in this last table, the constant again turned out to be 
statistically insignificant as in tables 8 and 9. The coefficient for real expenditure is also not 
statistically significantly different from zero. The rest of the log price variables are all 
statistically different from zero. 
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From all the results presented in the last five tables, I then used both adjusted R-
square and Log-liklihood as a rating measure to objectively choose the final set of five 
demand equations for calculating elasticities. The five equations are as follows: 
Table 5.13 Final Set of Demand Equations 
WLOT WUNIT WBED WBAlli WBAGE 
C -0.01495 0.420291 -0.07384 -0.37832 1.06268 
-0.26964 4.9978 -0.92381 -6.8939 9.49785 
LPLOT 0.038562 4.45E-03 -0.03052 -7.93E-03 -4.55E-03 
10.5217 0.801651 -5.76516 -2.08977 -0.61455 
LPUNIT -0.01433 0.140542 7.15E-03 4.90E-03 -0.13822 
-4.2904 27.7808 l.48015 l.41706 -20.4463 
LPBED -0.01715 -0.03634 0.12627 -0.01199 -0.06088 
-7.25556 -10.1441 36.9817 -4.90037 -12.7383 
LPBAlli -0.01062 -0.0399 -0.02772 0.124882 -0.04651 
-4.36946 -10.8485 -7.88998 49.7065 -9.45862 
LPBAGE -0.03808 -0.02589 -0.04185 -0.02216 0.128183 
-12.6516 -5.67043 -9.66955 -7.14169 21.1593 
REAL 0.069881 0.034066 -0.03659 -0.03543 -0.03193 
13.0465 4.21064 -4.72849 -6.38665 -2.94807 
ZINC2 3.81E-09 -3.07E-08 7.69E-08 2.53E-07 -3.03E-07 
0.058239 -0.31493 0.814077 3.72777 -2.28761 
AGE -4.84E-04 2.65E-04 -3.1lE-04 -1.17E-04 6.51E-04 
-4.313 1.61069 -1.9728 -1.00654 2.94753 
PER -2.62E-03 3.07E-04 5.09E-03 1.51E-03 -4.43E-03 
-2.03398 0.157548 2.86966 1.13255 -1.78255 
MAR 1.73E-03 1.02E-03 -3.20E-03 
0.993537 0.387628 -1.78579 
NEIGH 0.017425 0.02426 7.44E-04 -0.04874 
2.60098 2.39812 0.076977 -3.60335 
EDU -3.90E-04 2.89E-04 6.88E-04 -5.27E-04 
-1.522 0.782085 2.60353 -1.01932 
SEX -0.01129 -2.16E-03 8.2lE-04 6.95E-03 6.07E-03 
-2.62386 -0.33162 0.146322 1.55894 0.772664 
Adj. R2 0.431944 0.656532 0.728327 0.821386 0.667807 
F-stat 51.4196 138.308 193.578 331.339 145.406 
Log 1499.59 1139.45 1180.85 1468.71 890.589 
The interpretation of household behavior is quite straightforward. The effect of increased 
real expenditure on housing attributes is reflected in the ~ coefficients, where ~ > 0 implies 
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the corresponding that attribute is a "luxury" item, and ~ < 0 implies it is a "necessity." 
The effect of implicit price is analyzed in the y terms. Since the share equations are income 
compensated, own and cross compensated price elasticities and real expenditure elasticity 
may be derived.39 
From the coefficients of real expenditures in table S .13, we can conclude that both 
lot size and unit size are "luxuries" while the number of bedrooms, bathrooms and age of 
the unit are "necessities"" The results are consistent with our intuitions. 
Expenditure and own price elasticities may be estimated from the Almost Ideal 
Demand System estimation results. The following derivations gives the equations for 
calculating the expenditure elasticity and compensated own price and cross price 
elasticities_.4o 
Expenditure elasticity: 
dWi T/P e.= '--
I d(T/P) Wi 
5 6 
Wi = a i + 2 Yij logpj + f3)og(T/ p) + 2 AijCj + Vi 
j=! j=! 
Compensated own price and cross price elasticity: 
dWi Pj eij =-d "-
Pj Wi 
5 6 
Wi = a i + 2 Yijlogpj +f3ilog(T/P) + 2 AijCj +Vi 
j=! j=! 
eij = Yij/wi -l 
CEq.S .3) 
CEq.S.4) 
where Wi is the share of total household expenditure on attribute i, and Ws and y's are the 
Almost Ideal Demand System estimates.41 Table lO.1S presents the relevant elasticities at 
sample mean values for Wi' Elasticities at other share levels may also be calculated using 
equations 5.3 and 5.4. 
39Parsons [1986], p.351. 
40Here, I merely quoted the result given in the Parson [1986]. 
41 All other prices and real expenditures are held constant in the estimated own price or cross price 
elasticities. 
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Table 10.15 Expenditure. Compensated Own and Cross Price Elasticities 
Attributes 
Elasticity Lot Size Unit Size Bedrooms Bathrooms Unit Age 
Expenditure 3.283 1.137 0.847 0.761 0.905 
Price -
LPLOT 0.260 -0.982 -1.130 . -1.053 -1.014 
LPUNlT -1.468 -0.438 -0.969 -0.967 -1.410 
LPBED -1.560 -1.145 -0.461 -1.080 -1.181 
LPBATH -1.347 -1.160 -1.118 -0.160 -1.138 
LPBAGE -2.244 -1.104 -1.179 -1.151 -0.619 
Using calculations at the sample share mean values, lot size and unit size are lUxury 
attributes... with an expenditure elasticity of approximately 3.283 and 1.137 Not 
surprisingly, as household expenditures increase, we would expect a greater share of 
expenditures devoted to such attributes as lots and units. The value of the expenditure 
elasticity of lot size is almost three times as large as that of unit size. The number of 
bedrooms, bathrooms and unit age are expenditure inelastic with unit age being slightly 
more elastic than the number of bedrooms and bathrooms. The reason that an unit's age 
turns out to be inelastic can be readily explained by the fact that the general condition of the 
unit declines with the age of the unit. And, a relatively new unit is a lot more safer than an 
older unit. 
From the overall inelastic own-price elasticity figures we can summarize a common 
feature about these characteristics, that is the amount of money a household spends on them 
is largely related to the total amount the household is spending on housing unit. A 




In this project, I used nonparametric Kernel regression method to estimate the 
attribute price or the parameters of a hedonic price function of housing. This approach 
avoided various econometric problems previously faced by researchers, such as 
simultaneity and identification problems. Furthermore, using the Kernel regression method 
I was able to obtain estimates of the marginal price faced by each individual households for 
each housing characteristics in my data set. Using this derived set of marginal prices, I 
was then able to estimate the Almost Ideal Demand System to find out the underlying 
demand structure for different housing attributes. For the size of the lot on which the unit 
stands, and the interior space of the unit, I found them to be "luxury" items since the 
expenditu!e on these characterisitcs increases elastically as the total expenditure devoted to 
housing increases. They have an expenditure ealsticity of 3.283 and 1.137 respectivley. 
The number of bedroom, the number of bathrooms, and the age of the unit, however, are 
found to be "necessity" since a change in total expenditure on housing does not alter the 
expenditure share by these characteristics significantly. 
The results found by this project are sound and reasonable although the analysis of 
the results is far from complete. This should act as an encouragement for further studies in 
housing and neighborhood attributes applying nonparametric estimation techniques. A 
further study that compares the results of demand structures using different estimation 
techniques would be most beneficial in establishing the best way to empirically estimate 
demand structures so as to provide the most accurate information for policy makers in their 
planning. 
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Appendix A - American Housing Survey 
The American Housing Survey (AHS) is a detailed register about the U.S. people 
and their home. The AHS also gives in depth surveys of major metropolitan areas, going 
back to each area about once every four years. 
The AHS gives data on high-rises, houses, mobile homes, vacant homes, wage and 
non-wage income, housing and neighborhood quality, etc. The AHS asks homeowners 
about repairs and mortgages, renters about rent control and rent subsidies, recent movers 
about the home they left and why they moved, workers about their commute. For each 
person, whether adult or child, the AHS shows: age, sex, relationships, education, wages, 
and the date they moved into their home. 
To see homes and households changing over long periods of time, the survey goes 
back to the same housing units year after year (plus new construction). 
Missing data are the scourge of most surveys. There are three sources of missing 
data in AHS: omitted units, questions that did not apply to the unit, and unanswered 
questions that did apply to the unit. The combination of omitted units and unanswered 
questions usually totals at least 10% of the sample, and sometimes 30%. 
For the data set on Cleveland, it includes the year structure built, type and number 
of living quarters, occupancy status, presence of commercial or medical establishments on 
the property, and property value. Additional data focus on kitchen and plumbing facilities, 
type of heating fuel used, source of water, sewage disposal and heating and air-
conditioning equipment. Data concerned with housing quality include condition of the 
walls and floors, adequacy of heat in Winter, information on heating equipment 
breakdowns, availability of room electrical outlets, concealed wiring, basement and roof 
water leakage, and exterminator service for mice or rats. Data relating to housing expenses 
include mortgage or monthly rent payments, utility costs, fuel costs, property insurance 
costs, real-estate taxes, and garbage collection fees. Residents indicate the presence of any 
objection to neighborhood conditions such as street noise and crime. 
In addition to housing and neighborhood characteristics, data for each household 
member are available on age, sex, race, marital status, income, and relationship to the 
householder. Additional data on years of school completed, Spanish origin, length of 
residence, and tenure are provided for the householder. Income sources identified in the 
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data set include wages, farm self-employment, nonfarm self-employment, rent, dividends, 
social security, unemployment and workmen's compensation, government and private 
pensions, veterans payments and alimony and child support. The amount on each source is 
also given. 
Appendix B • Parson Assumptions 
1 . Housing markets are segmented by city of location and year and are in equilibrium; 
the hedonic price function parameters in the budget constraint vary across markets. 
Variations in the parameters are due to either variable supply conditions fro 
attributes or variable distributions of preferences across markets; hence, variations 
in parameters are exogenous to individual households. 
2 . H6usehold preferences are weakly separable in (1) housing attributes and all other 
goods, (ii) city of location and all other housing attributes, and (iii) individual 
housing attributes in the attribute groups defined in the following sections and all 
other attributes not included in the particular group. 
3 . Preferences for attributes are approximated by an AIDS. 
4 . Hedonic price functions are linear. 
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Regression Results for Eguation 1 (cont.) 
WLOT 
C -0.0214 -0.02087 0.028685 -0.01469 0.019006 -0.02238 
-0.38713 -0.37746 0.540612 -0.26501 0.358045 -0.40415 
LPLOT 0.038656 0.038988 0.038729 0.03944 0.038995 0.039507 
10.5324 10.6377 10.5629 10.793 10.6074 10.7952 
LPUNIT -0.01431 -0.01405 -0.01404 -0.01362 -0.01403 -0.0137 
-4.27179 -4.19716 -4.19545 -4.07749 -4.17941 -4.09499 
LPBED -0.01747 -0.01758 -0.01747 -0.01763 -0.01771 -0.01776 
-7.38104 -7.42965 -7.37701 -7.4536 -7.46391 -7.50134 
LPBATH -0.011 -0.Q1077 -0.01011 -0.01042 -0.01047 -0.Q1072 
-4.52166 -4.43662 -4.15977 -4.28516 -4.30525 -4.40693 
LPBAGE -0.03805 -0.03798 -0.03758 -0.03833 -0.0372 -0.03805 
0-
-12.6913 -12.6601 -12.5789 -12.7648 -12.4313 -12.6687 
REAL 0.069903 0.069159 0.069481 0.06852 0.069272 0.068522 
13.0272 12.9412 13.0009 12.8493 12.9236 12.8303 
ZINC2 2.84E-08 1.o0E-08 -8.32E-09 -4.40E-08 2.17E-08 -1.58E-08 
0.439813 0.158526 -0.12958 -0.69368 0.343721 -0.25497 
AGE -5.14E-04 -4.70E-04 -4.52E-04 -3.94E-04 -4.57E-04 -4.13E-04 
-4.69886 -4.47313 -4.31067 -3.91032 -4.34582 -4.10395 
PER -2.27E-03 -2.21E-03 -3.06E-03 0.016712 -2.31E-03 
-1.90115 -1.85376 -2.48562 2.5044 -1.93006 
MAR 
NEIGH 0.017473 0.016599 0.017003 
2.60828 2.48663 2.54483 
EDU -3.67E-04 
-1.43458 
SEX -9.72E-03 -7.15E-03 
-2.49892 -1.89498 
Adj. R2 0.428667 0.427957 0.427998 0.428061 0.424481 0.426323 
F-stat 59.7956 65.488 65.4988 65.5152 71.6421 72.1765 
Log 1496.09 1495.05 1495.08 1495.13 1491.93 1493.32 
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Regression Results for Eguation 1 (cant.) 
WLOT 
C 0.025647 0.018446 -0.01413 0.03087 
0.482018 0.346958 -0.25296 0.575998 
LPLOT 0.039468 0.039537 0.040422 0.040289 
10.7674 10.7691 10.9648 10.9276 
LPUNIT -0.01359 -0.01367 -0.01275 -0.01271 
-4.05466 -4.07218 -3.78539 -3.77308 
LPBED -0.01776 -0.0179 -0.01795 -0.0179 
-7.4896 -7.53914 -7.51286 -7.48988 
LPBATH -0.01011 -0.01041 -0.01093 -0.01028 
-4.14887 -4.27097 -4.45511 -4.18742 
LPBAGE -0.03756 -0.03726 -0.03795 -0.03759 
-12.5357 -12.4323 -12.5202 -12.4518 
REAL 0.068605 0.068609 0.065797 0.06611 
12.8261 12.8059 12.3028 12.3621 
ZINC2 -3.42E-08 -4.89E-09 6.74E-08 3.54E-08 
-0.53853 -0.07915 1.14366 0.577628 







SEX -7.37E-03 -8.71E-03 
-1.94713 -2.29372 
Adj. R2 0.424526 0.422645 0.415681 0.415721 
F-stat 71.655 79.8768 77.6527 77.6653 
Log 1491.97 1490.05 1484.88 1484.91 
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Regression Results . for Eguation 2 
WUNIT 0.24983 
C 0.420201 0.42092 0.420291 0.419127 0.421014 0.41992E 
4.99343 5.01227 4.9978 4.9869 5.01673 5.00591 
LPLOT 4.42E-03 4.34E-03 4.45E-03 4.43E-03 4.37E-03 4.34E-03 
0.794709 0.783992 0.801651 0.797326 0.790925 0.784063 
LPUNIT 0.140518 0.140477 0.140542 0:140523 0.140501 0.140474 
27.7185 27.7641 27.7808 27.7339 27.8261 27.7779 
LPBED -0.03633 -0.03631 -0.03634 -0.03639 -0.03632 -0.03637 
-10.128 -10.1351 -10.1441 -10.165 -10.151 -10.1703 
LPBATH -0.03992 -0.03992 -0.0399 -0.03999 -0.0399 -0.04 
-10.8263 -10.8327 -10.8485 -10.87 -10.8549 -1O.877E 
LPBAGE -0.02589 -0.02591 -0.02589 -0.0259 -0.02591 -0.02592 
-5.66766 -5.67823 -5.67043 -5.67192 . -5.681 -5.68344 
REAL 0.03413 0.034231 0.034066 0.034142 0.034166 0.034261 
4.19796 4.22593 4.21064 4.20163 4.23856 4.2321 
ZINC2 -2.90E-08 -2.68E-08 -3.07E-08 -2.45E-08 -2.85E-08 -2.17E-08 
-0.29151 -0.27234 -0.31493 -0.24885 -0.29574 -0.22335 
AGE 2.61E-04 2.52E-04 2.65E-04 2.55E-04 2.56E-04 2.44E-04 
1.5346 1.57029 1.61069 1.50679 1.65481 1.53608 
PER 3.06E-04 3.07E-04 3.59E-04 
0.156874 0.157548 0.184574 
MAR 1.04E-03 9.12E-04 1.02E-03 6.55E-04 8.93E-04 4.92E-04 
0.393065 0.362958 0.387628 0.275715 0.356971 0.22322E 
NEIGH 0.024343 0.024255 0.02426 0.024337 0.02417 0.024232 
2.39387 2.39022 2.39812 2.39451 2.39442 2.38929 
EDU -3.32E-05 -3.36E-05 -2.83E-05 -2.86E-05 
-0.08546 -0.08657 -0.0729 -0.07363 
SEX -2.18E-03 -2.27E-03 -2.l6E-03 -2.25E-03 
-0.33442 -0.34842 -0.33162 -0.34563 
Adj. R2 0.656131 0.656525 0.656532 0.65649 0.656926 0.65688 
F-stat 127.521 138.304 138.308 138.282 151.052 151.022 
Log 1139.45 1139.44 1139.45 1139.39 1139.43 1139.37 
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Regression Results for Eguation 2 (cont.) 
WUNIT 
C 0.419212 0.421538 0.420014 0.422868 0.421649 0.417575 
4.99132 5.04811 5.01038 5.0511 5.05292 4.99874 
LPLOT 4.46E-03 4.37E-03 4.36E-03 4.32E-03 4.33E-03 3.67E-03 
0.803503 0.789458 0.790241 0.782925 0.78531 0.665288 
LPUNIT 0.140543 0.14054 0.140494 0'.140527 0.140515 0.139891 
27.7955 27.8102 27.8394 27.8488 27.8641 27.7525 
LPBED -0.0364 -0.03641 -0.03638 -0.03638 -0.0364 -0.03624 
-10.1798 -10.1897 -10.185 -10.1845 -10.2005 -10.1382 
LPBATH -0.03998 -0.03996 -0.03998 -0.03992 -0.03997 -0.03986 
-10.8947 -10.8976 -10.9021 -10.8656 -10.906 -10.8638 
LPBAGE -0.0259 -0.02604 -0.02592 -0.02608 -0.02603 -0.02607 
-5.67481 -5.74802 -5.68633 -5.75033 -5.75067 -5.74904 
REAL 0.034087 0.034204 0.034206 0.034251 0.034251 0.035937 
4.21557 4.23844 4.24612 4.25308 4.25552 4.49207 
ZINC2 -2.60E-08 -2.93E-08 -2.32E-08 -3.18E-08 -2.74E-08 -6.52E~08 
-0.26977 -0.30636 -0.24409 -0.33226 -0.29385 -0.70302 
AGE 2.58E-04 2.48E-04 2.47E-04 2.46E-04 2.44E-04 
1.58184 1.56191 1.62066 1.61801 1.60724 
PER 3.59E-04 1.63E-04 -6.65E-04 
0.184955 0.090343 -0.38545 
MAR 6.42E-04 4.79E-04 
0.271327 0.218214 
NEIGH 0.024266 0.024073 0.02416 0.023997 0.024044 0.024828 




Adj. R2 0.656892 0.657265 0.657281 0.657277 0.657663 0.656686 
F-stat 151.03 166.306 166.318 166.315 184.999 184.203 
Log 1139.39 1139.35 1139.37 1139.37 1139.35 1138.12 
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Regression Results for Eguation 2 (cont.) 
WUNIT 
C 0.416932 0.479377 0.477058 0.416779 
4.99287 5.98568 5.94776 4.99323 
LPLOT 3.67E-03 4.37E-03 3.63E-03 3.79E-03 
0.666072 0.790882 0.655639 0.687966 
LPUNIT 0.139874 0.140561 0-.139867 0.139954 
27.7526 27.7971 27.6658 27.7938 
LPBED -0.03624 -0.0366 -0.03642 -0.03629 
-10.1409 -10.2314 -10.1613 -10.1619 
LPBATH -0.03996 -0.03953 -0.03941 -0.03984 
-10.8692 -10.7702 -10.7211 -10.8639 
LPBAGE -0.02613 -0.02491 -0.0249 -0.02609 
-5.76314 -5.51773 -5.50642 -5.75859 
REAL 0.036089 0.034375 0.036238 0.035859 
4.50572 4.25925 4.5168 4.48601 
ZINC2 -6.28E-08 -1.20E-08 -5.04E-08 -7.64E-08 











Adj. R2 0.656732 0.655778 0.654648 0.657028 
F-stat 184.24 206.275 205.251 207.416 
Log 1138.18 1136.47 1135.06 1138.04 
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Regression Results for Eguation 3 
WBED 0.23418 
C -0.07406 -0.07384 -0.07219 -0.07484 -0.07205 -0.07292 
-0.92337 -0.92381 -0.94236 -0.93334 -0.94271 -0.91563 
LPLOT -0.03051 -0.03052 -0.03051 -0.03076 -0.03052 -0.03054 
-5.75409 -5.76516 -5.75728 -5.81166 -5.76819 -5.7752 
LPUNIT 7.15E-03 7.15E-03 7.15E-03 6.94E-03 7.15E-03 7.15E-03 
1.47916 1.48015 1.48063 1.43925 1.48158 1.4808 
LPBED 0.126274 0.12627 0.126267 0.126373 0.126263 0.12629 
36.9364 36.9817 36.9687 36.9992 37.012 37.0397 
LPBATH -0.02771 -0.02772 -0.0277 -0.02788 -0.0277 -0.02768 
-7.88492 -7.88998 -7.89763 -7.95091 -7.90305 -7.90049 
LPBAGE -0.04183 -0.04185 -0.0418 -0.04186 -0.04181 -0.04188 
-9.60642 -9.66955 -9.6485 -9.61609 -9.71953 -9.69241 
REAL -0.0366 -0.03659 -0.0366 -0.03604 -0.03659 -0.03657 
-4.72279 -4.72849 -4.72532 -4.67204 -4.73124 -4.72946 
ZINC2 7.72E-08 7.69E-08 7.75E-08 9.l8E-08 7.73E-08 7.44E-08 
0.814261 0.814077 0.818951 0.988282 0.819206 0.801281 
AGE -3.l0E-04 -3.l1E-04 -3.09E-04 -3.42E-04 -3.l0E-04 -3.1lE-04 
-1.91065 -1.9728 -1.91026 -2.18152 -1.97353 -1.97152 
PER 5.l1E-03 5.09E-03 5.l0E-03 5.l0E-03 5.09E-03 5.03E-03 
2.74758 2.86966 2.74902 2.74304 2.87043 2.92404 
MAR 9.l6E-05 7.77E-05 2.50E-04 
0.036483 0.031039 0.099905 
NEIGH 7.69E-04 7.44E-04 1.49E-03 6.99E-04 
0.079292 0.076977 0.154479 0.072442 
EDU 2.88E-04 2.89E-04 2.91E-04 2.91E-04 2.89E-04 
0.776075 0.782085 0.787771 0.792805 0.782097 
SEX 7.22E-04 8.2lE-04 7.23E-04 5.40E-04 8.07E-04 
0.116092 0.146322 0.116306 0.086805 0.144052 
Adj. R2 0.728007 0.728327 0.728325 0.728135 0.728644 0.728639 
F-stat 178.477 193.578 193.576 193.391 211.422 211.417 
Log 1180.85 1180.85 1180.84 1180.54 1180.84 1180.84 
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Regression Results for Eguation 3 (cont .} 
WBED 
C -0.07183 -0.07092 -0.07333 -0.07077 -0.07 -0.07142 
-0.93896 -0.92744 -0.92102 -0.92641 -0.91922 -0.93183 
LPLOT -0.03051 -0.03076 -0.0308 -0.03078 -0.0308 -0.0297 
-5.76151 -5.81936 ~5.83762 -5.831 -5.84087 -5.63006 
LPUNIT 7.15E-03 6.94E-03 6.94E-03 6.94E-03 6.94E-03 7.79E-03 
1.4812 1.44117 1.44059 1.44107 1.44172 1.61896 
LPBED 0.126288 0.126376 0.126381 0.12635 0.12637 0.126181 
37.0475 37.1015 37.0964 37.0647 37.1236 36.9751 
LPBATH -0.02767 -0.02784 -0.02786 -0.02786 -0.02783 -0.028 
-7.90899 -7.97206 -7.96822 -7.96479 -7.97549 -8.00338 
LPBAGE -0.0418 -0.0418 -0.04194 -0.04184 -0.04187 -0.04154 
-9.65371 -9.65593 -9.70994 -9.72869 -9.75347 -9.57873 
REAL -0.0366 -0.03603 -0.03598 -0.03599 -0.03597 -0.0385 
-4.72861 -4.67673 -4.67681 -4.67736 -4.67844 -5.03995 
ZINC2 7.60E-08 9.15E-08 8.89E-08 9.22E-08 8.98E-08 1.44E-07 
0.811142 0.999415 0.975872 0.99796 0.989932 1.62071 
AGE -3.07E-04 -3.40E-04 -3.46E-04 -3.45E-04 -3.45E-04 
-1.91078 -2.18761 -2.28603 -2.28399 -2.28305 
PER 5.09E-03 5.07E-03 4.98E-03 5.04E-03 4.98E-03 6.50E-03 
2.75022 2.74379 2.90052 2.84426 2.89902 3.74925 
MAR 2.04E-04 3.19E-04 1.45E-03 







Adj. R2 0.72864 0.728763 0.728763 0.728763 0.729074 0.727559 
F-stat 211.418 232.603 232.603 232.603 258.743 256.776 
Log 1180.84 1180.52 1180.53 1180.52 1180.51 1178.11 
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Regression Results for Eguation 3 (cont.) 
WBED 
C -0.06962 -0.06879 -0.067 -0.06688 
-0.91237 -0.89951 -0.87779 -0.87019 
LPLOT -0.02955 -0.03197 -0.02983 -0.03058 
-5.60715 -6.05376 -5.66141 -5.76807 
LPUNIT 8.04E-03 6.17E-03 7.85E-03 7.49E-03 
1.67211 1.27743 1.63105 1.54765 
LPBED 0.126034 0.126783 0.126141 0.126451 
36.9609 37.1168 36.9813 36.8375 
LPBATH -0.02768 -0.02798 -0.02799 -0.02791 
-7.90386 -7.98373 -8.00114 -7.91356 
LPBAGE -0.04184 -0.04174 -0.04188 -0.04166 
-9.72601 -9.68194 -9.73239 -9.61709 
REAL -0.03899 -0.03455 -0.0384 -0.03839 
-5.10213 -4.48261 -5.0295 -4.98794 
ZINC2 1.05E-07 1.47E-07 1.39E-07 2.01E-07 
1.15153 1.65532 1.57594 2.28026 
AGE -4.74E-04 
-3.27428 
PER 6.02E-03 6.14E-03 
3.66094 3.73324 
MAR 
EDU 4.92E-04 5.57E-04 
1.39303 1.5668 
SEX 
Adj. R2 0.728038 0.726725 0.727738 0.724088 
F-stat 257.395 287.542 289.008 283.773 
Log 1178.87 1176.28 1177.89 1172.14 
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Regression Results for Eguation 4 
WBATII 
C -0.39329 -0.3896 -0.37832 -0.39244 -0.37843 -0.38939 
-6.84773 -6.79202 -6.8939 -6.83325 -6.89585 -6.78031 
LPLOT -7.94E-03 -8.36E-03 -7.93E-03 -7.53E-03 -7.54E-03 -7.63E-03 
-2.09158 -2.20991 -2.08977 -1.99432 -1.99733 -2.02023 
LPUNIT 4.88E-03 4.67E-03 4.90E-03 S.21E-03 5.22E-03 5.15E-03 
1.41054 1.35048 1.41706 1.51247 1.51461 1.4925<: 
LPBED -0.01193 -0.01183 -0.01199 -0.01201 -0.01206 -0.01181 
-4.87477 -4.8329 -4.90037 -4.90662 -4.92962 -4.82983 
LPBATII 0.124756 0.124752 0.124882 0.124768 0.124886 0.12498 
49.5711 49.5581 49.7065 49.5733 49.7077 49.7103 
LPBAGE -0.02243 -0.02254 -0.02216 -0.02232 -0.02208 -0.02232 
-7.19261 -7.2298 -7.14169 -7.1625 -7.11739 -7.15775 
REAL -0.03545 -0.03493 -0.03543 -0.03641 -0.03635 -0.03629 
-6.38864 -6.31379 -6.38665 -6.65062 -6.6422 -6.62548 
ZINC2 2.50E-07 2.61E-07 2.53E-07 2.63E-07 2.64E-07 2.47E-07 
3.6854 3.88857 3.72777 3.92903 3.96079 3.74509 
AGE -1.22E-04 -1.67E-04 -1.17E-04 
-1.05261 -1.52077 -1.00654 
PER 1.57E-03 1.51E-03 2.03E-03 1.95E-03 1.80E-03 
1.17969 1.13255 1.61157 1.55237 1.43974 
MAR -3.o9E-03 -3.73E-03 -3.20E-03 -2.66E-03 -2.78E-03 -1.60E-03 
-1.7194 -2.17119 -1.78579 -1.51827 -1.59441 -1.004 
NEIGH 6.14E-03 5.69E-03 5.75E-03 5.83E-03 
0.884719 0.820419 0.829164 0.840426 
EDU 6.65E-04 6.63E-04 6.88E-04 7.37E-04 7.55E-04 7.11E-04 
2.50634 2.49784 2.60353 2.86994 2.95175 2.7736 
SEX 6.94E-03 6.51E-03 6.95E-03 6.40E-03 6.43E-03 
1.55711 1.46631 1.55894 1.44484 1.45191 
Adj. R2 0.821341 0.821258 0.821386 0.821318 0.821384 0.82109 
F-stat 305.833 331.051 331.339 331.185 361.363 360.642 
Log 1469.11 1468.4 1468.71 1468.55 1468.2 1467.49 
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Regression Results for Eguation 4 (cont.) 
WBAlli 
C -0.37583 -0.37516 -0.39555 -0.37488 -0.38 -0.38015 
-6.85299 -6.83758 -6.9273 -6.83151 -6.94121 -6.95351 
LPLOT -8.33E-03 -7.64E-03 -7.51E-03 -7.91E-03 -8.19E-03 -7.51E-03 
-2.20422 -2.02339 -1.98734 -2.0976 -2.16213 -1.98777 
LPUNIT 4.70E-03 5.l5E-03 5.07E-03 5.09E-03 4.57E-03 5.07E-03 
1.35906 1.49461 1.47178 1.47632 1.32053 1.47213 
LPBED -0.01188 -0.01186 -0.01175 -0.01194 -0.01158 -0.0118 
-4.85914 -4.85261 -4.80798 -4.87879 -4.73612 -4.83051 
LPBAlli 0.124869 0.1251 0.124928 0.124869 0.124996 0.125058 
49.6936 49.8472 49.7 49.6604 49.7511 49.8313 
LPBAGE -0.02229 -0.02208 -0.02198 -0.02222 -0.02162 -0.02167 
-7.18544 -7.11148 -7.09012 -7.15858 -7.00778 -7.03146 
REAL -0.03494 -0.03623 -0.03637 -0.03613 -0.0352 -0.03631 
-6.31597 -6.61675 -6.64005 -6.59811 -6.3531 -6.63055 
ZINC2 2.63E-07 2.49E-07 2.54E-07 2.86E-07 2.73E-07 2.57E-07 
3.92142 3.77621 3.86827 4.38113 4.20469 3.91263 
AGE -1.60E-04 -1J9E-04 
-1.46275 -1.10062 
PER 1.72E-03 2.21E-03 2.16E-03 
1.37788 1.87528 1.82875 
MAR -3.81E-03 -1.72E-03 -3.43E-03 
-2.22097 -1.08368 -2.02181 
NEIGH 6.45E-03 
0.933949 
EDU 6.84E-04 7.29E-04 6.77E-04 7.86E-04 6.36E-04 6.94E-04 
2.58953 2.85558 2.66464 3.07918 2.41166 2.74138 
SEX 6.54E-03 5.55E-03 
1.47183 1.26355 
Adj. R2 0.821327 0.821151 0.821088 0.821088 0.820668 0.821115 
F-stat 361.224 396.772 396.601 396.602 439.304 440.637 
Log 1468.06 1467.13 1466.98 1466.98 1465.46 1466.53 
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Regression Results for Eguation 4 (cont. ) 
WBATII 
C -0.37238 -0.3773 -0.37649 -0.37921 
-6.78798 -6.87391 -6.86186 -6.9264 
LPLOT -7.96E-03 -8.74E-03 -7.90E-03 -7.87E-03 
-2.11051 -2.30523 -2.08613 -2.085 
LPUNIT 5.04E-03 4.13E-03 4.80E-03 4.88E-03 
1.46299 1.19284 1.38703 1.41393 
LPBED -0.01177 -0.0114 -0.01165 -0.01165 
-4.81736 -4.65173 -4.75194 -4.76549 
LPBATII 0.125059 0.124642 0.124632 0.124976 
49.8081 49.5555 49.5683 49.7383 
LPBAGE -0.0222 -0.02169 -0.02174 -0.02161 
-7.1504 -7.00886 -7.02739 -7.00234 
REAL -0.03605 -0.03393 -0.03547 -0.03609 
-6.58132 -6.13467 -6.46315 -6.58346 
ZINC2 2.71E-07 3.05E-07 3.04E-07 2.91E-07 








EDU 7.60E-04 7.17E-04 
2.98607 2.83252 
SEX 
Adj. R2 0.820963 0.819657 0.81975 0.820624 
F-stat 440.183 490.722 491.031 493.943 
Log 1466.17 1462.53 1462.75 1464.85 
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Regression Results for Eguation 5 
WBAGE 
C 1.0621 1.06268 1.06353 1.06496 1.0634 1.06952 
9.45955 9.49785 9.47278 9.49505 9.50427 9.59125 
LPLOT -4.53E-03 -4.55E-03 -4.08E-03 -4.56E-03 -4.08E-03 -4.72E-03 
-0.61043 -0.61455 -0.55088 -0.615 -0.55117 -0.63751 
LPUNIT -0.13822 -0.13822 -0.13784 -0.13823 -0.13784 -0.13822 
-20.4344 -20.4463 -20.4086 -20.4429 -20.4206 -20.4522 
LPBED -0.06087 -0.06088 -0.06105 -0.0607 -0.06105 -0.06073 
-12.7198 -12.7383 -12.766 -12.7064 -12.7803 -12.7204 
LPBATII -0.04651 -0.04651 -0.04619 -0.04631 -0.04619 -0.04627 
-9.45241 -9.45862 -9.40673 -9.43264 -9.41275 -9.43117 
LPBAGE 0.128227 0.128183 0.128284 0.128243 0.128293 0.12796(; 
21.0368 21.1593 21.0463 21.0463 21.1803 21.1512 
REAL -0.03196 -0.03193 -0.03299 -0.03199 -0.033 -0.0318 
-2.94651 -2.94807 -3.0543 -2.95037 -3.06094 -2.93663 
ZINC2 -3.02E-07 -3.03E-07 -3.29E-07 -3.l4E-07 -3.29E-07 -3.21E-07 
-2.27715 -2.28761 -2.53021 -2.38953 -2.53405 -2.46832 
AGE 6.55E-04 6.51E-04 7.14E-04 6.72E-04 7.15E-04 6.54E-04 
2.88285 2.94753 3.25108 2.9811 3.3725 2.96337 
PER -4.37E-03 -4.43E-03 -4.36E-03 -4.51E-03 -4.34E-03 -4.90E-03 
-1.67952 -1.78255 -1.67261 -1.73961 -1.75014 -2.03316 
MAR 2.40E-04 . -5.l6E-05 1.25E-03 
0.068278 -0.01474 0.395542 
NEIGH -0.04868 -0.04874 -0.05001 -0.04866 -0.04999 -0.04907 
-3.58767 -3.60335 -3.70258 -3.58762 -3.7111 -3.63037 
EDU -5.30E-04 -5.27E-04 -5.43E-04 -5.28E-04 
-1.0209 -1.01932 -1.04723 -1.0219 
SEX 5.81E-03 6.07E-03 6.l5E-03 6.09E-03 
0.6668 0.772664 0.705922 0.775724 
Adj. R2 0.667417 0.667807 0.667401 0.667634 0.667791 0.667964 
F-stat 134.064 145.406 145.142 145.294 158.523 158.646 
Log 890.591 890.589 890.062 890.365 890.061 890.286 
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Regression Results for Eguation 5 (cont.) 
WBAGE 
C 1.06659 1.07027 1.05655 1.05684 0.949362 1.06699 
9.51003 9.59794 9.4219 9.43951 8.8291 9.5528 
LPLOT -4.l0E-03 -4.24E-03 -2.92E-03 -3.03E-03 -4.26E-03 -3.1lE-03 
-0.55408 -0.57407 -0.39494 -0.4102 -0.57251 -0.4219<:: 
LPUNIT -0.13784 -0.13785 -0.13723 -0.1372 -0.1379 -0.1371 
-20.415 -20.4264 -20.3282 -20.3312 -20.2803 -20.3111 
LPBED -0.06088 -0.0609 -0.06115 -0.06147 -0.0605 -0.06129 
-12.7504 -12.7623 -12.8 -12.8677 -12.5873 -12.8327 
LPBATH -0.04598 -0.04596 -0.04593 -0.04621 -0.04687 -0.04583 
-9.38391 -9.38492 -9.36273, -9.40614 -9.51062 -9.34362 
LPBAGE 0.128301 0.128075 0.128624 0.128272 0.125721 0.127909 
21.0556 21.172 21.0936 21.1513 20.7392 21.1094 
REAL -0.03305 -0.03287 -0.03454 -0.03425 -0.03321 -0.03425 
-3.06084 -3.04965 -3.2052 -3.18002 -3.0584 -3.17927 
ZINC2 -3.42E-07 -3.47E-07 -3.77E-07 -3.66E-07 -3.83E-07 -4.04E-07 
-2.66172 -2.72485 -2.96461 -2.85738 -2.98914 -3.23844 
AGE 7.34E-04 7.l8E-04 8.66E-04 8.l9E-04 6.80E-04 8.43E-04 
3.3723 3.39 4.24507 4.01841 3.19039 4.15451 
PER -4.50E-03 -4.81E-03 -4.52E-03 
-1.73562 -2.00054 -1.86543 
MAR 1.01E-03 3.06E-03 
0.320924 1.04212 
NEIGH -0.05002 -0.05033 -0.0487 -0.04906 -0.04945 




Adj. R2 0.667597 0.667947 0.666811 0.666987 0.662895 0.666778 
F-stat 158.385 174.397 173.512 173.649 189.341 192.651 
Log 889.809 889.756 888.284 888.511 882.735 887.734 
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Regression Results for Eguation 5 (cont.) 
WBAGE 
C 1.05878 0.948267 0.943443 1.05014 
9.44143 8.80627 8.72858 9.31984 
LPLOT -6.26E-03 -3.20E-03 -6.18E-03 -4.98E-03 
-0.84463 -0.43072 -0.82786 -0.67015 
LPUNIT -0.13973 -0.13719 '-0.13968 -0.13904 
-20.6491 -20.1787 -20.5028 -20.454 
LPBED -0.0604 -0.06088 -0.06005 -0.06091 
-12.5875 -12.6579 -12.4319 -12.6349 
LPBATH -0.04568 -0.04673 -0.04656 -0.04539 
-9.27247 -9.47089 -9.40067 -9.16952 
LPBAGE 0.127998 0.125603 0.125745 0.127704 
21.0306 20.6909 20.6327 20.8785 
REAL -0.02784 -0.03451 -0.02843 -0.02869 
-2.59247 -3.17981 -2.62918 -2.65841 
ZINC2 -4.52E-07 -4.35E-07 -4.80E-07 -5.73E-07 
-3.6274 -3.47492 -3.84056 -4.82382 
AGE 7.98E-04 
3.9124 
PER -7.21E-03 -6.81E-03 
-3.11631 -2.92584 
MAR 




Adj. R2 0.663862 0.661916 0.659272 0.660433 
F-stat 190.158 211.958 209.484 210.566 
Log 883.975 880.978 877.616 879.09 
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