We develop an optimal dispatching controller for elevator systems during uppeak traffic. Uppeak traffic arises when the passengers are moving from the first floor up into a building, e.g., the start of the day. We show that the structure of the policy minimizing the average passenger waiting time is a threshold-based policy. The analysis uses a Markov decision problem formulation with a batch service queueing model consisting of a single queue served by multiple finite-capacity bulk servers. Dynamic programming is used to obtain the structure of the optimal policy and to derive some of its properties.
I. INTRODUCTION
Elevator systems form a class of Discrete Event Systems (DES) whose complexity makes them difficult to model, analyze, and optimize. In multiple-car elevator systems, particularly those designed to serve large buildings, a major challenge is that of developing a dispatching control policy, i.e., a scheme for systematically deciding when and where each car should move, stop, or switch direction based on the current state and available past history. While, in general, the objective of an elevator dispatching policy depends on the particular building, for office buildings, the usual goal is to minimize the average passenger waiting time [ll] . Achieving this objective is difficult for a number of reasons, including the need to:
(a) coordinate multiple cars, (b) satisfy constraints on elevator movement (e.g., a car must stop at a floor where a passenger wants to exit), (c) operate with incomplete state information (e.g., while it is known whether an elevator has been called to a particular floor, it is generally not known how many passengers are waiting at that floor), (d) make decisions in the presence of uncertainty (e.g., passenger arrival times and destinations are uncertain), and (e) handle nonstationary passenger traffic (e.g., for an office building, passenger traffic varies continuously throughout the day, from morning uptraffic, to heavy two-way lunchtime traffic, to evening down-traffic). Even without difficulties (d) and (e), the * This work was supported in part by the National Science Foundation under grants ECS-93-11776 and EID-92-12122, by , and by a grant from United Technologies/OTIS Elevator. dispatching control problem is combinatorially explosive due to the enormous size of the state space.
A systematic study of the elevator dispatching control problem begins by decomposing passenger traffic into four different modes: (a) uppeak traffic, (b) lunchtime traffic, (c) downpeak traffic, and (d) interfloor traffic [ 111. The uppeak traffic mode arises when all passengers are moving up from the first floor (e.g., the start of the business day in an office building). Lunchtime traffic is a characterization in which passengers are going to and returning from the first floor (e.g., as they go to and return from lunch in an office building). The downpeak traffic mode is observed when all passengers are moving down to the first floor (e.g., the end of the business day when an office building is emptied). Finally, interfloor traffic is a characterization in which passengers are moving equally likely between floors.
In this paper we limit ourselves to the uppeak traffic mode and develop the theory for optimal dispatching. During uppeak, passengers arrive only at the first floor. The elevators carry them up to their requested destinations and then make an express run back down to the first floor to serve more passengers. For the uppeak mode, the dispatching objective is reduced to the question of when to dispatch an elevator from the first floor. The main contribution of this paper is to show that the structure of the optimal dispatching policy, minimizing the discounted or average passenger waiting time for uppeak traffic, is a threshold-based policy. That is, the controller should dispatch an elevator from the first floor when the number of passengers inside the car reaches or exceeds a certain threshold.
Our analysis is based on modeling the dispatching problem in uppeak traffic as a Markov Decision Problem (MDP) [3, 101 and applying dynamic programming techniques to derive the structural properties of the optimal control policy. The basic model is that of a queueing system consisting of a single queue (representing the first floor lobby where arriving passengers wait for a car) served by multiple, finite capacity bulk servers (representing the cars). In . In this paper, however, we consider a multiple-server system in which each server is limited to a finite capacity.
PROBLEM FORMULATION
In this section, we first present a queueing model for the uppeak traffic situation (Section 11.1) and then develop a MDP for the corresponding dispatching control problem (Section 11.2). We consider the case of an elevator system with two cars to keep the analysis manageable. As will be seen, however, extensions to the N > 2 car case follow naturally and in a straightforward way.
The Queueing Model
For the elevator system we consider, we assume that the uppeak traffic originates from a single floor (the first floor), and that each elevator serves every floor (i.e.. 
II.2. The Markov Decision Problem
A Markov Decision Problem (MDP) formulation is now introduced to rigorously define the uppeak dispatching problem (see [3, 4, 103 for a general background on MDPs). The state space X for the model is given by X = [(y, z) :
where y is the lobby queue length and z is the number of cars available at the first floor lobby. State transitions in this model are the result of event occurrences; in particular, passenger arrival events (pa) or car arrival events (ca). Control actions are taken only when any such event occurs and they define a setU= (0, 1,2) where:
hold all available cars at the first floor, load one car and dispatch it, load both cars and dispatch them simultaneously.
Since cars returning to the lobby are assumed to be empty, each available car can serve up to C passengers from the lobby. If we define, Observe that not all actions are admissible at every state.
In particular, let U(y,z) (a subset of U ) denote the set of admissible actions from the state x = (y, z) and we have:
cannot dispatch when no cars are available, U(y,l) = (O,l]: two cars cannot be dispatched when only one is available, and U(y,2) = (0,1,2]: when both cars are available, all actions in U are admissible.
To implement the control action U = 1 when both cars are available implies the ability to load one car before loading the other car. This is typically implemented using the popular 'next car' feature [Z] . Since returning cars are empty, they do not need to open their doors when they reach the main lobby; thus, to force passengers to load one car at a time, only one car opens its doors. This car is referred to as the 'next car' to be dispatched. Note, even when a car returns to the first floor with down passengers and must open its doors to discharge them, it is still possible to implement the 'next car' feature by discouraging passengers from entering the car by dimming its lights and making it appear as if the car is out of service.
Next, we use the standard uniformization technique [3, 4] to convert the continuous-time MDP above into an equivalent discrete-time MDP. This is accomplished by choosing a uniform rate y= A + 2p, the total event rate in our two-car model (this obviously extends to y= A + Np for an N-car model). In this uniformized model, a control action is taken at the beginning of each time step, immediately after an event has taken place. Fictitious events (causing no change in the current state) are included to account for states where the feasible event rate is less than y. Without loss of generality, we can assume the time scale has been normalized so that y = 1. Let Pij(u) denote the state transition probability for the uniformized model, with i, j E X and U a feasible control action at state i. These state transition probabilities are given by:
For each equation (2.2a-f), the first row corresponds to a state transition induced by a p a event. All remaining transitions are induced by a ca event, including fictitious ca events introduced by uniformization.
To complete the MDP formulation, we introduce the following cost structure. We will take the one-step cost to be proportional to the queue length resulting from the control action taken at the beginning of the time step.
Letting P be some given positive and bounded holding cost, we have:
where the actions U = 1,2 reduce the lobby queue length in accordance with (2.1). This cost structure is motivated by the fact that the minimization of the average queue length is equivalent to the minimization of the average passenger waiting time in the sense that at steady state: by Little's Law [4, p. 3451. Our objective now is to obtain the optimal stationary policy rr* that minimizes the total discounted cost to be incurred over the infinite-horizon
Obtaining the optimal stationary policy minimizing the average cost will be considered later in Section V.
The following lemma establishes the fact that any policy ~r yields a finite cost:
provided a E (0,l) and p < 00.
Proof: Since customers arrive one at a time, for any initial queue length yo < 00 and any policy x, the lobby queue length at time step k satisfies yk I yo + k. Hence, ya(i) < 00 for i E X and all policies a, a
THE DYNAMIC PROGRAMMING EQUATIONS
Given that all policies yield a finite cost we wish to find the one that gives the least cost. In this section we develop the dynamic programming equations satisfied by such a policy. Let Ya(i) denote the optimal cost-to-go over n time steps starting with state i. Then, since the one-step costs defined in (2.3) are nonnegative and the action set U = (0, 1, 2) is finite, it is well known (see for example [3, 41) that, for (YE (O,l), the dynamic programming algorithm, Using the state transition probabilities (2.2) and the state transition costs (2.3), we can obtain dynamic programming equations of the form (3.1) as follows. First, for states of the form (y,O), no cars are available so the only admissible action is U = 0 (do nothing), and we get (3.4a). In (3.4a), as will be the case in all the dynamic programming equations to follow, the first term is the one-step cost, the second term corresponds to a pa event, and all remaining terms correspond to ca events.
Similarly, for states of the form (y,l), there is one car available and the control action is to either hold it waiting for more passengers to arrive (U = 0) or dispatch it (U = l), and we get (3.4b). The first term in the bracket in (3.4b) corresponds to holding the car, and the second corresponds to dispatching the car.
<:,(y,1) = min(py+ aAyu(y+ 1,1)
Finally, for states of the form (y,2), all actions are admissible, i.e., hold both cars (U = 0), load and dispatch one of them (U = l), or load and dispatch both of them (U = 2), and we get (3.4~).
(3.4c)
IV. STRUCTURE OF THE OPTIMAL POLICY
In this section we use the dynamic programming equations (3.4) to show that the structure of the optimal policy minimizing the total discounted cost is a threshold policy. Section IV.l presents some properties of the optimal value function V:((x). The optimality of a threshold policy is presenGd in Section IV.2. Lacking space, no proofs are included. The proofs can be found in the full version of this paper 183.
IV.1. Properties of the Value Function
We begin by presenting five lemmas concerning the properties of the optimal value function.
Lemma4.1 V':(y+l,z)2VK~(y,z) f o r d l y ,~. These lemmas highlight three crucial properties of the optimal value function: It is nondecreasing (Lemma 4.1),
there is an ordering imposed by z (Lemmas 4.2), and there is a relationship between the number of available cars z and the car capacity C (Lemmas 4.3-4.5). A set of corollaries can be derived from the above lemmas. These corollaries serve to reveal the structure of the optimal dispatching policy. In the corollaries we use a simplified notation for the optimal value function. Let
The first two corollaries give the structure of the optimal policy for states of the form ty,l). lengths greater than the car capacity, i.e., y 2 C, Corollary 4.2 simply asserts that u*Cy) = 1, i.e., a car should always be dispatched in this case.
The next five corollaries give the structure of the optimal policy for statcs of the form (y,2). states of the form (y,2) also admit a threshold policy. These states, however, have two thresholds, one for dispatching one car, and another for dispatching both cars. When the queue length is less than the car capacity C , Corollary 4.3 asserts that B2(y) 2 C2(y), i.e., C2(y) is never the smallest term in (4.1~). By Corollary 4.4, we also have that A2(y)-B2(y) is increasing in y. This implies the existence of a threshold e:,, below which A2(y) is the smallest term in (4.1~) and u*(y) = 0 (Region I), and above which, Bz(y) is the smallest and u*(y) = 1 (Region 11). For queue lengths in the range C I y < 2C, we have by Corollary 4.5 that B2(y) is always smaller than A2(y), and by Corollary 4.6 that B2(y)-C2(y) is increasing in y.
This gives a threshold e;, below which B 2 ( y ) is the smallest term in (4.1~) and u*(y) = 1 (Region 111), and above which C2(y) is the smallest and u*Q = 2 (Region IV). Finally, by Corollary 4.7, when the queue length exceeds twice the elevator capacity, we have A2(y) 2 C2(y) and B2(y) 2 C2(y), which implies that Cz(y) is the smallest term, i.e., u*(y) = 2 (Region V).
The proof of (4.4) follows directly from Corollaries 4.1-4.7. To prove (4.5), we note that the threshold e,*,l is the value of y corresqonding to the zero crossing of ( y ) , and e,, is the value of y corresponding to the zero crossing of B,(y) -C,(y) 
IV.2. Optimality of a Threshold Policy
Based on the lemmas and their corollaries above, we are now in a position to formally state the optimality of a threshold policy for the discounted cost criterion. nothing more than the dynamic programming equation (3.1) for the discounted cost case with a discount factor a = 1 and a constant c added to the left hand side. Since each of the corollaries, which give the structure of the optimal policy, involve taking differences, it is not hard to see that h(i) also satisfies Corollaries 4.1-4.7. We conclude, therefore, that the structure of the optimal policy for the average cost case is also threshold-based.
VI. CONCLUSIONS
In this paper we represented the uppeak elevator dispatching problem as a batch service queueing system and used dynamic programming to show that the optimal policy minimizing the discounted or average passenger waiting time is a threshold-based policy. An attractive property of the policy is that the number of thresholds that must be determined is linear in the number of cars. Also attractive is that the threshold policy requires only knowledge of the number of available cars at the first floor and the number of passengers inside one car. Since most elevator systems have sensors giving the locations of the cars, and since many also have sensors to estimate the number of passengers inside each car, the threshold policy can be easily implemented. Of course the threshold policy is of little value unless we have an efficient way to determine the thresholds. The method we suggest is a scheme based on perturbation analysis and sample path constructability [4, 5, 73 . In [91, we present such a scheme and show that it can be used to rapidly determine the optimal thresholds on-line in a model-free manner that uses only observable state information. Finally, we note that since many transportation systems can be modeled as multiple bulk server queuing systems (for example, airport shuttle busses, or the shipment of parcels or military supplies) our results can also be applied to those systems.
