When multiple source node nodes need to transmit their data packets through a single relay to a common destination, distributed rateless codes can be employed. In this paper, a new kind of completely random rateless codes and its distributed encoding process is proposed based on random matrices theory. The proposed method is very easy to implement. The decoding performance is determined by the rank property of random matrices. Both theoretical analysis and simulation results show that the proposed method is effective.
Introduction
Rateless codes are new class of erasure correcting codes. These codes have the property that, for a fixed number of data packets, any number of code packets can be generated, and the data packets can be recovered with high probability from any subset of the code packets that is only slightly large than the data packets itself.
Up to now, rateless codes such as LT codes [1] , Raptor codes [2] etc. have been used in many applications. But most of these application patterns are centralized. It means that all the data packets are first centralized in one location and then encoded into code packets and transmitted to one or more receivers.
In this paper, we focus on the distributed encoding scheme of rateless codes. In this scheme, there are k, k >1 source nodes and each has m data packets. All the km data packets are need to be transmitted to a same destination T through a common relay node N.
To solve this problem, several distributed schemes [3] [4] [5] [6] [7] based on LT codes have been proposed. But due to the asymptotic performance of LT codes, all proposed schemes require the value of km must be large enough. Specially, the schemes in [3] [4] [5] are only suitable for k ∈{2, 4}.
Different from previous work, in this paper, we first propose a new kind of rateless codes based on random matrices and then the distributed encoding scheme is given. Our method is easy to implement than all other proposed method and does not have parameter limitation.
Rateless Codes based on Random Matirces
We describe the encoding process of our new rateless system codes as algorithm 1 (k, alnk/k), where k and alnk/k are parameters.
Algorithm 1 (k, alnk/k)
For i = 1 to m 1. Generate a random 0-1sequence p 1 , p 2 , …, p k where Pr{p j = 1} = alnk/k, Pr{p j = 0} = 1-Pr{p j = 1}; 2. Generate code packet C i
⊕means XOR operation End

A. ML Decoding Peformance Analysis
Assuming that the decoder receives arbitrary k + ε, ε > 0 code packets from erasure channel. For convenience, we express these k + ε code packets as C 1 ，C 2 , … , C k + ε .
Since each code packet is a linear combination of some data packets, so each C i ，i = 1, 2, … , k + ε can be represented as follows:
Wherein, D 1 , … , D k represent k unknown data packets, g i is the generator row vector of C i over F 2 k . According to algorithm 1, each element g ij , j = 1, … , k of g i is valued independently and identically as
The k + ε generator row vectors of k + ε code packets constitute the (k + ε) × k generator matrix G (k + ε)×k of such k + ε code packets, i.e. G (k + ε)×k = [g 1 , g 2 , …, g k+ε ] T . Thus, such k + ε code packets can be represented as follows:
According to ML decoding theory, if generator matrix G (k + ε)×k is full column rank, the system of equations defined in (3) (D 1 , …, D k are unknown) has unique solution. By adopting ML decoding algorithm, D 1 , … , D k can be recovered. Thus, the probability of recover k unknown data packets from any k + ε code packets is equal to the probability that the generator matrix G (k + ε)×k of such k + ε code packets is full column rank.
Let p failure denote the probability that G (k + ε)×k is not full column rank. When equation (3) stands, we have following Theorem l.
Theorem 1: If every element of G (k + ε)×k is valued independently and identically according to equation (2), the upper bound of p failure is:
Proof: If the column vectors of G (k + ε)×k is linearly dependent, the matrix G (k + ε)×k will not be full column rank, so:
Pr , :
Let R be an arbitrary row vector of G (k + ε)×k and w be the number of 1's of vector x. Since every element of R is independently and is valued 1 according to equation (2), so:
Because every row vector of G (k + ε)×k is independent, so the probability of G (k + ε)×k ·x T = 0 is 
There 
Distributed Encoding Scheme Figure 1 shows the communication network considered in this paper. There are k ≥ 2 source nodes-{S i : 1 ≤ i ≤ k }, each has m data packets with fixed size. The total number of data packets at all source nodes is n = km.
The k source nodes want to transmit their data packets to the destination T via the relay N. The relay node N is assumed to have limited capability for processing and storage. Also, the communication between the source nodes is not allowed. Further, the link between N and T is lossy, and hence erasure correction capability built into the sequence of packets transmitted to T is needed. Figure 1 . A k-source single-sink network.
In following section, we will describe how to realize above communication requirement by our scheme.
In our scheme, the value of k can be arbitrary odd or even. Else, no matter the value of km is large or small, our scheme has similar performance. Because that our scheme relies on the rank property of random matrix. So we call this scheme Distributed Encoding based on Random Matrices (DERM).
B. DERM Scheme
We conclude the distributed encoding process at each source nodes and the transmission process of DERM scheme as following steps. /* Step 1: */ For i = 1 to k Each source node generates one code packet C i according to algorithm 1 (m, alnk/k) and transmits it to relay N. End /* Step 2: */ Relay N accepts k different coding packets C 1 ,…, C k from k source nodes and then computes the sum (bitwise XOR) of C 1 ,…, C k . The computing result is denoted by X j . /* Step 3: */ Relay N transmit X j to destination T over erasure channel. /* Step 4: */ Destination T try to recover km data packets from n > km received packets X 1 , X 2 , …, X n based on ML decoding algorithm. If Decoding process is succeed Relay N inform every source node of stopping encoding process. Else Go to step1. End
C. Performance Analysis
For convenience, we assume that destination T receive n > km packets from relay N which are denoted as X 1 , X 2 , … , X n .
We also assume that the packets set in source node S i is
Because packet C i is generated by source node S i based on algorithm 1 (m, alnk/k). So ,1 ,2 , , , ,
In (9), g i is the generator row vector of C i over F 2 m . Each element of g i is valued independently and identically according to (2) .
Further, we assume that packet X 1 received by destination T is the sum (bitwise XOR) of C 1 ,…, C k , so we have Just like the network model illustrated in figure 6 , we assume that source node S want to transmit its n data packets {d 1 , d 2 , … , d n } to receiver T 1 , T 2 , … , T k . In order to reduce the work load of encoding and to improve the generating rate of coding packets, source nodes S first transmit its data packets to node N 1 and N 2 , then the encoding process is performed parallelly in N 1 and N 2 . We further assume that node N 1 and N 2 have limited storage space, each of them can only store about n/2 data packets transmitted from nodes S. 
Information Technology Applications in Industry, Computer Engineering and Materials Science
We expect that every receiver T i , i = 1, 2, … , k can recover the n data packets {d 1 , d 2 , … , d n } from any n + ε code packets generated in N 1 and N 2 .
One possible way is that source node S transmits n/2 data packets {d 1 , d 2 , … , d n/2 } to N 1 and another n/2 data packets {d n/2 + 1 , d 2 , … , d n } to N 2 , then N 1 and N 2 employ encoding algorithm 1 for its data packets respectively. In this way, every receiver T i , i = 1, 2, … , k need to totally receive (n/2 + ε) + (n/2 + ε) = n + 2ε code packets to recover the original n data packets. But we hope that n + ε received code packets are enough, so this way can't attain our expectation. In future work, we want to solve this problem. Figure 6 . A single-source two-sink network.
Conclusion
In this paper, design of distributed encoding scheme of rateless nodes is considered. We first provide a new kind of rateless codes based on random matrices. Then we give and analyze the distributed encoding scheme of new rateless code. Our scheme has no limitation to the number of source nodes and the number of total data packets needed to transmit compared to previous relative work. Simulation results show that our scheme fulfill the expected performance.
