Activity preserving bijections between spanning trees and orientations in graphs  by Gioan, Emeric & Vergnas, Michel Las
Discrete Mathematics 298 (2005) 169–188
www.elsevier.com/locate/disc
Activity preserving bijections between spanning
trees and orientations in graphs
Emeric Gioana, Michel Las Vergnasb,c
aUniversité Bordeaux I, 351 Cours de la Libération, 33405 Talence, France
bUniversité Pierre et Marie Curie (Paris 6), case 189, Combinatore, 4 Place Jussieu, 75005 Paris, France
cCNRS, Paris, France.
Received 10 March 2003; received in revised form 17 February 2005; accepted 14 April 2005
Available online 12 July 2005
Abstract
The main results of the paper are two dual algorithms bijectively mapping the set of spanning trees
with internal activity 1 and external activity 0 of an ordered graph onto the set of acyclic orientations
with adjacent unique source and sink.More generally, these algorithms extend to an activity-preserving
correspondence between spanning trees and orientations. For certain linear orderings of the edges,
they also provide a bijection between spanning trees with external activity 0 and acyclic orientations
with a given unique sink. This construction uses notably an active decomposition for orientations of
a graph which extends the notion of components for acyclic orientations with unique given sink.
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1. Introduction
The Tutte polynomial t (G; x, y) of a graphG is a two variable polynomial equivalent, up
to simple algebraic transformations, to the generating function of cardinality and number of
connected components of subsets of edges of G. Numerous important numerical invariants
of G such as the numbers of spanning trees, of q-colorings, of acyclic orientations of G,
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etc. are evaluations of t (G; x, y). We refer the reader to [2] for a comprehensive survey of
properties and applications of Tutte polynomials of graphs, and, more generally, matroids.
Suppose the edge-set of G is linearly ordered. Tutte [17] has shown
t (G; x, y)=
∑
i,j
ti,j x
iyj ,
where ti,j is the number of spanning trees of G such that i edges are smallest in their
fundamental cocycle and j edges are smallest in their fundamental cycle. On the other hand,
Las Vergnas [14] has shown that
t (G; x, y)=
∑
i,j
oi,j2−i−j xiyj ,
where oi,j is the number of orientations ofG such that i edges are smallest in some directed
cocycle and j edges are smallest in some directed cycle. This last formula generalizes a well-
known result of Stanley [16]: the number of acyclic orientations of G is equal to t (G; 2, 0).
Note that this result is a special case of counting theorems in hyperplane arrangements resp.
oriented matroids due to Winder [19], Zaslavsky [23] resp. Las Vergnas [24].
Comparing these two expressions for t (G; x, y) we get oi,j = 2i+j ti,j for all i, j . A
natural question arises of a bijective proof for this formula [14]. The problem is to deﬁne
a correspondence between spanning trees and orientations, preserving parameters (i, j),
called activities in the literature, and compatible with the above formula. More precisely,
the desired correspondence should associate with an (i, j)-active spanning tree of G, a
set of 2i+j (i, j)-active orientations of G, in such a way that each orientation of G is the
image of a unique spanning tree. The main object of the present paper is to describe such a
correspondence, called here the active tree-orientation correspondence.
Spanning trees and orientations with (1, 0) activities—or, dually, (0, 1) activities—
constitute the main case of our construction. Several papers of the literature deal with
(1, 0)-orientations of graphs, i.e. acyclic orientations with adjacent unique source and sink.
Enumerations of (1, 0)-orientations are studied by Greene and Zaslavsky [12] for graphs,
zonotopes and hyperplane arrangements. In particular, they prove that the number of acyclic
orientations of a graph with adjacent unique source and sink is 2(G), where (G)= t1,0.
Equivalently, we have o1,0 = 2t1,0 (implying that this number does not depend on the par-
ticular source and sink). In [6] bijective proofs are given of a result of [12] on acyclic
orientations with unique sink (see below, and Section 6). Orientations with (1, 0) activities
are studied in [5] for their relevance in several graph algorithms. On the other hand, the
external activity of a spanning tree has recently retained some attention in relation with the
chip-ﬁring game and the sandpile model [3] (see also [1] for the particular case of Kn and
parking functions).
Section 3 contains the main results. Two dual algorithms establish a bijection between
spanning trees and orientations with (1, 0) activities. In Section 4, we obtain as a corollary, a
bijection for (0, 1) activities. In Section 5, these bijections are extended to a correspondence
between spanning trees and orientations consistent with the formula oi,j = 2i+j ti,j , thus
answering the above question. We point out that this correspondence not only preserves
activities but also active elements. The construction uses reductions from general activities
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to the (1, 0) case. In Section 6, we show that the correspondence of Section 5 produces a
bijection between internal spanning trees and acyclic orientations with a unique sink at a
given vertex.
A bijection between acyclic orientations with a unique ﬁxed sink and internal spanning
trees has recently appeared in [6]. We observe that this bijection is not activity-preserving,
whereas the bijection in Section 6 is activity-preserving. The correspondence of Section 3
answers a question of [6] (see (a) p. 145). Several years ago, one of the present authors
deﬁned in an extended abstract [15]—not quoted in [6]—a different activity-preserving
correspondence between spanning trees and orientations in graphs. This correspondence
may probably not be generalized beyond regular matroids. The present one generalizes in
a natural way to any oriented matroid [11]. The main results have been presented in the
Ph.D. Thesis [7]. Some particular cases are studied in [8,10] (see also [9] for a survey). The
graphical case is the object of the present paper (extended from FPSAC02 Proceedings). In
this case, interesting speciﬁc properties involving vertices can be established (see Sections
6 and 7). An enumeration of acyclic orientations with a unique sink in a graph, constructed
from a linear ordering of the vertices, and involving the coefﬁcients of the chromatic poly-
nomial, has been described by Lass [13], linked to constructions byViennot [18], P. Cartier,
D. Foata, and I. Gessel (see [13]). This construction appears in Section 7 to be a particular
case of the present one: for a linear ordering of the edges compatible with the ordering of
the vertices, we obtain the same partition for acyclic orientations with unique given sink.
Our point of view is matroidal: the correspondence depends on a linear ordering of the
edges and the cycle–cocycle duality allows, for instance, to consider all orientations—not
only the acyclic ones.
2. Notation and terminology
The present paper deals exclusively with graphs.We point out that deﬁnitions and results
of this section have extensions tomatroids and orientedmatroids.Throughout the paper, if no
confusion results, we will implicitly assume that graphs under consideration are connected,
and that cycles and cocycles are elementary (i.e. minimal for inclusion). Graphs considered
in the paper may have loops or multiple edges.
Let G be a graph with edge-set E, and T ⊆ E be a spanning tree of G. For e ∈ E\T ,
we denote by C(T ; e) the fundamental cycle of e with respect to T, i.e. the unique cycle
contained in T ∪ {e}, obtained from the unique path of T joining the two vertices of e.
For e ∈ T , we denote by C∗(T ; e) the fundamental cocycle of e with respect to T, i.e. the
unique cocycle contained in (E\T ) ∪ {e}. The cocycle C∗(T ; e) is the set of edges of G
joining the two connected components of T \{e}. For e ∈ E\T and f ∈ T , we have clearly
f ∈ C(T ; e) if and only if e ∈ C∗(T ; f ), and then C(T ; e) ∩ C∗(T ; f )= {e, f }.
We say that a graph G is ordered if its edge-set E is linearly ordered. The notion of
activities of a spanning tree T in an ordered graph G is due to Tutte [17]. The internal
activity (T ) is the number of edges e ∈ T smallest in their fundamental cocycle C∗(T ; e),
and the external activity (T ) is the number of edges e ∈ E\T smallest in their fundamental
cycle C(T ; e). We denote by ti,j (G), or simply ti,j , the number of spanning trees ofG such
that (T )= i and (T )= j .
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The Tutte polynomial t (G; x, y) has been introduced by Tutte [17], under the name
dichromate to generalize in a self-dual way the chromatic polynomial of a graphG=(V ,E),
as
t (G; x, y)=
∑
A⊆E
(x − 1)c(A)−c(E)(y − 1)|A|−|V |+c(A),
where c(A) denotes the number of connected components of the graph (V ,A) for A ⊆ E
(counting each isolated vertex for one component). Then, in order to give a combinatorial
interpretation of the coefﬁcients, Tutte has shown, by deletion/contraction of the greatest
element, that
t (G; x, y)=
∑
i,j0
ti,j x
iyj .
This formula implies that ti,j does not depend on the linear ordering.
A cycle resp. cocycle in a directed graph is directed if all its edges are directed consistently.
The (primal) orientation activity of an ordered directed graph G, or O-activity, denoted by
o(G), is the number of edges smallest in some directed cycle. The dual orientation activity
of G, or O∗-activity, denoted by o∗(G), is the number of edges smallest in some directed
cocycle.We denote by oi,j (G) the number of orientations
−→
G ofG such that o∗(−→G)= i and
o(
−→
G)= j . The deﬁnitions of O- and O∗-activities have been introduced in [14] in view of
the formula
t (G; x, y)=
∑
i,j
oi,j2−i−j xiyj .
This formula implies that oi,j does not depend on the ordering, and that oi,j = 2i+j ti,j .
The proof in [14] is by deletion/contraction of the greatest edge.
Internal and external activities of spanning trees, and also the two types of orientation
activities, are dual notions from the point of view of graph duality. If G is a planar graph
imbedded in the plane, andG∗ is a dual of G, we have G∗(T )= G(E\T ). If G is directed,
a directed dual of G is a planar dual G∗ directed such that all directions of correspond-
ing edges in G and G∗ deﬁne rotations of the same type, clockwise or counterclockwise.
Then, we have o∗(G) = o(G∗). The graph G is said to be acyclic if there is no directed
cycle, i.e. if o(G) = 0, and, dually, is said to be totally cyclic (or strongly connected)
if o∗(G)= 0.
In a directed graph, given an elementary cycle C and a direction along C, we deﬁne C+
as the set of edges of C directed consistently with the direction along C, and C− as the
set of edges directed in the opposite direction. An elementary cocycle D is the set of edges
joining two subsets partitioning the vertex-set of G into two connected subgraphs. Given
an elementary cocycle D and a direction between the two subsets of the partition induced
by D on V, we deﬁne D+ as the set of edges of D directed consistently with this direction
between subsets, andD− as the set of edges directed in the opposite direction. In a directed
graph, the notation C(T ; e) for e ∈ E\T resp. C∗(T ; e) for e ∈ T can be made precise by
choosing the cycle direction resp. cocycle direction consistent with the direction of e, i.e.
such that e is in the positive part.
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We make a crucial use in the proof of Theorem 4 (Step 9) of the (directed) graphical
orthogonality property |C+ ∩ D+| + |C− ∩ D−| = |C− ∩ D+| + |C+ ∩ D−| between a
cycle C and a cocycle D. In all other places, the weaker (directed) orthogonality property
C ∩ D = ∅ implies (C+ ∩ D+) ∪ (C− ∩ D−) = ∅ and (C− ∩ D+) ∪ (C+ ∩ D−) = ∅
sufﬁces for our purpose. A more general proof for Theorem 4 using only this last orthogo-
nality property is made in [11] (see also [7]). We mention that the graphical orthogonality
property characterizes regular matroids [20], whereas the orthogonality property character-
izes oriented matroids [21]. See for instance [2] for generalization of the Tutte polynomial
in matroids.
3. The bijection for (1, 0)-activities
We recall that t1,0(G) = 0 if and only if the graph G is 2-connected and has no loop [2].
Proposition 1. Let G be an ordered directed graph, with smallest edge e1 = s′s′′ directed
from s′ to s′′. Then o∗(G)= 1 and o(G)= 0 if and only if G is acyclic, with unique source
s′ and unique sink s′′.
Proof. A directed graph has orientation activity 0 if and only if it is acyclic by deﬁnition.
In an acyclic graph, e1 belongs to a cocycle, so it is the smallest element of a cocycle. An
acyclic graph has a source (otherwise one could construct easily a directed cycle). The set
of edges having this source as an extremity is then a directed cocycle.
If the graph has dual activity 1 then this source must be an extremity of e1 (because e1
is the only possible minimal element of a cocycle). The same properties holding for the
opposite orientation, the graph has a sink and any sink must be an extremity of e1. This
proves that the graph has unique source s′ and unique sink s′′.
Conversely, suppose G has a unique source s′ and a unique sink s′′. The two connected
subgraphs induced by the partition of V deﬁned by a cocycle are also acyclic. Hence, they
must have a source and a sink. If the cocycle is directed, there exist a source of G in one
component and a sink of G in the other. Necessarily these two vertices are s′ and s′′, and so
e1 belongs to the directed cocycle. 
Proposition 2. Let G be a loopless ordered graph with edge-set E and e1 =Min(E), and
letT be a spanning tree ofG. SetT={b1<b2< · · ·<br} andE\T={a1<a2< · · ·<an−r}.
(i) (T )= 0 if and only if bj =Min(E\⋃1 i<j C∗(T ; bi)) for j = 1, 2, . . . , r .
(ii) (T )= 1 if and only if aj =Min((E\{e1})\⋃1 i<j C(T ; ai)) for j = 1, 2, . . . , n− r .
Proof. (i) Let e =Min(E\⋃1 i<j C∗(T ; bi)), and suppose e <bj . We have e /∈ T , since
e /∈ {b1, . . . , bj−1} by deﬁnition. Set C = C(T ; e). If bi ∈ C, we have e ∈ C∗(T ; bi),
therefore C ∩ {b1, . . . , bj−1} = ∅. It follows that C ∩ T ⊆ {bj , . . . , br}, then e =MinC,
hence (T )> 0.
Conversely, suppose bj =Min(E\⋃1 i<jC∗(T ; bi)) for j = 1, 2, . . . , r . Let e ∈ E\T .
SetC=C(T ; e), and let bj=MinC∩T .We have e /∈⋃1 i<j C∗(T ; bi), otherwise bi ∈ C
for some i < j . Hence bj < e, and e is not externally active.
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(ii) Let e = Min((E\{e1})\⋃1 i<j C(T ; ai)), and suppose e <aj . We have e ∈ T ,
since e /∈ {a1, . . . , aj−1} by deﬁnition. SetD=C∗(T ; e). If ai ∈ D, we have e ∈ C(T ; ai),
therefore D ∩ {a1, . . . , aj−1} = ∅. It follows that D ∩ (E\T ) ⊆ {aj , . . . , an−r}, then
e =MinD, hence (T )> 1.
Conversely, suppose aj =Min((E\{e1})\⋃1 i<j C(T ; ai)) for j =1, 2, . . . , n− r . Let
e ∈ T \{e1}. Set D = C∗(T ; e), and let aj = MinD\T . We have e /∈⋃1 i<j C(T ; ai),
otherwise ai ∈ D for some i < j . Hence aj < e, and e is not internally active. 
The following proposition deﬁnes the active correspondence for (1, 0)-activities.
Proposition 3. Let G be an ordered graph, with edge-set E = {e1 = s′s′′<e2< · · ·<en},
and T be a spanning tree of G with internal activity 1 and external activity 0. The following
two algorithms produce the same acyclic orientation of G,with unique source s′ and unique
sink s′′.
Step 0 (in both algorithms): direct the smallest edge e1 from s′ to s′′.
Algorithm 1. Let E\T = {a1 = e2<a2< · · ·<an−r}.
Step i = 1, 2, . . . , n − r: direct the undirected edges of C(T ; ai) in the cycle direction
opposite to the direction of its smallest edge.
Algorithm 2. Let T = {b1 = e1<b2< · · ·<br}.
Step 1: direct all edges = e1 of C∗(T ; b1) in the cocycle direction deﬁned by e1.
Step i=2, . . . , r:direct the undirected edges ofC∗(T ; bi) in the cocycle direction opposite
to the direction of its smallest edge.
An example for Algorithms 1 and 2 applied to the 4-wheelW4 is given in Fig. 1.
Proof of Proposition 3. Since G has a spanning tree T with (1, 0) activities, it has no
isthmus or loop.
(1) Algorithm 1 directs all edges of G, and (1′) Algorithm 2 directs all edges of G.
We show inductively that all edges in
⋃
1 j i C(T ; aj ) are directed by Algorithm 1
for i = 1, 2, . . . , n − r . We have to check that before Step i the edge b =MinC(T ; ai) is
directed. This is clear for i=1 since then b=e1, so suppose i2.We have b ∈ T , otherwise
b = ai would be externally active. If b = e1, then ai is directed at Step i of Algorithm 1. If
b = e1, then b is not the smallest element of its fundamental cocycle since (T ) = 1. Set
aj =MinC∗(T ; b). We have aj < b<ai , hence aj is directed before Step i by induction.
Since b ∈ C(T ; aj ), the edge b has been directed byAlgorithm 1 at a Step j < i, hence ai
is directed at Step i. On the other hand, since G has no isthmus, we have
⋃
i C(T ; ai)=E,
hence all edges of G are directed by Algorithm 1.
The proof of (1′) is dual.
(2) Algorithms 1 and 2 produce the same orientation of G.
The proof is by induction on the rank in the ordering. Let a ∈ E\T , and set b =
MinC(T ; a), a′ = MinC∗(T ; b). We have b ∈ T , otherwise b = a is externally active,
contradicting (T ) = 0. The ﬁrst case is a′ ∈ T . Then the edge b = a′ is internally active,
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1
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1
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6
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1
2
3
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5
6
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1
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(2.3)
1
2
3
4
5
6
7
8
(1.4) = (2.4)
Fig. 1. Two dual algorithms for (1, 0) activities.
hence b = e1 since (T )= 1. In this case a and e1 have opposite directions in C(T ; a) for
Algorithm 1.We have a ∈ C∗(T ; e1). Orthogonality implies amust have the same direction
inC∗(T ; e1) as e1. This is the direction it is given in Step 1 ofAlgorithm 2. The second case
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is a′ ∈ E\T , and thus b = e1. We have a ∈ C∗(T ; b) and a′<b<a. By Algorithm 1, the
edges b and a have opposite directions in C(T ; a). We have C(T ; a) ∩ C∗(T ; b)= {a, b},
hence by orthogonality a and b have the same direction in C∗(T ; b). As b is the smallest
edge in T such that a ∈ C∗(T ; b), it follows that a is undirected when b is directed byAlgo-
rithm 2. Therefore a and b have the same direction in C∗(T ; b) for Algorithm 2, opposite
to the direction of a′. Since by induction, the directions of b agree in Algorithms 1 and 2,
the same conclusion holds for a.
The proof for b ∈ T is similar and left to the reader.
Let −→G be the orientation of G constructed by Algorithms 1 and 2.
(3) o∗(−→G)= 1 and (3′) o(−→G)= 0.
Suppose there is a directed cocycle D in −→G with MinD = e1, contradicting (3). Since
G has no isthmus, we have
⋃
i C(T ; ai) = E. Let i be the smallest integer such that D ∩
C(T ; ai) = ∅. Let b ∈ D ∩ C(T ; ai)\{ai}. Since b ∈ C(T ; ai)\{ai}, we have b ∈ T . By
the choice of i, the edge b is directed at step i of Algorithm 1. Set e =MinC(T ; ai). We
have e = ai otherwise ai would be externally active, contradicting (T ) = 0. If i = 1, we
have ai = e2 and e = e1, so e = b according to our assumption. If i2 then, by (1), the
edge e is directed before Step i of Algorithm 1 and since b is not we have e = b. Hence,
for any i, by deﬁnition of Algorithm 1, both b and ai are directed in the same direction of
C(T ; ai), opposite to the direction of e. It follows that all edges in D ∩ C(T ; ai) have the
same direction in both D and C(T ; ai), contradicting orthogonality.
Suppose there is a directed cycle C in −→G , contradicting (3′). Since G has no loop, we
have
⋃
i C
∗(T ; bi) = E. Let i be the smallest integer such that C ∩ C∗(T ; bi) = ∅. Let
a ∈ C ∩ C∗(T ; bi)\{bi}. By the choice of i, the edge a is directed at step i of Algorithm 2.
If i = 1, i.e. b1 = e1, then a and bi have the same direction in C∗(T ; bi) by deﬁnition of
Step 1 ofAlgorithm 2. Suppose i2. Set e=MinC∗(T ; bi). By (1′), the edge e is directed
after Step i − 1 of Algorithm 2 and since a is not, we have e = a. On the other hand,
e = bi otherwise bi would be internally active, implying i = 1 since (T ) = 1. Hence, by
deﬁnition of Step i2 in Algorithm 2, both a and bi are directed in the same direction of
C∗(T ; bi), opposite to the direction of e. It follows that all edges in C ∩C∗(T ; bi) have the
same direction in both C and C∗(T ; bi), contradicting orthogonality. 
Theorem 4. Let G be an ordered graph. The mapping deﬁned by Algorithms 1 and 2 is a
bijection from the set of spanning trees of G with (1, 0) activities onto the set of orientations
of G with (1, 0) activities such that the direction of the ﬁrst edge is ﬁxed.
Proof. Since 2t1,0 = o1,0 by [12], it sufﬁces to show that the mapping is injective. Sup-
pose there exist two different spanning trees T = {b1<b2< · · ·<br} and T ′ = {b′1< · · ·
<b′r} with (1, 0) activities such that Algorithms 1 and 2 produce the same directed
graph.
(1) Let k be the smallest integer such that C∗(T ; bk) = C∗(T ′; b′k). By Proposition 2,
we have bi = b′i for all ik. Set b= bk = b′k ,D=C∗(T ; b) andD′ =C∗(T ′; b). We have
b ∈ D+ ∩D′+.
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(2) T ∩D′ ⊆ {b = bk, . . . , br}, and (2′) T ′ ∩D ⊆ {b = b′k, . . . , b′r}. If i < k, by (1) we
have bi = b′i /∈C∗(T ′; b′k)=D′.
(3) T ∩D′ ⊆ D′+, and (3′) T ′ ∩D ⊆ D+.
Let bi ∈ T ∩D′. By (2), we have ik. If i = k, then bi = bk = b′k = b ∈ D′+. Suppose
i > k. Since bi ∈ D′ = C∗(T ′; b′k), the edge bi is directed at a step jk of Algorithm 2
applied to T ′. If j < k, we have b′j = bj ∈ T , hence bi /∈C∗(T ; bj ) = C∗(T ′; b′j ), so that
bi cannot be directed at Step j.
Therefore j = k. If k > 1, the edges b = b′k and bi are directed by Algorithm 2 in the
same cocycle direction of D′ (opposite to the direction of the smallest edge of D′), hence
bi ∈ D′+. If k = 1, then, by deﬁnition of Step 1 in Algorithm 2, we have D′ =D′+.
(4) |T ∩D′|2 and (4′) |T ′ ∩D|2.
SinceT is a spanning tree andD′ a cocycle, we have |T ∩D′|1. If |T ∩D′|=1, thenD′ is
a fundamental cocycle of T, and necessarily, since b=bk ∈ T , we haveD′ =C∗(T ; b)=D,
contradicting the deﬁnition of k. Therefore |T ∩D′|2.
(5) Let a be the smallest element of the set
⋃
e∈(T∩D′)\{b}
C∗(T ; e) ∪
⋃
e∈(T ′∩D)\{b}
C∗(T ′; e),
which is not empty by (4). By symmetry, we may suppose that a=MinC∗(T ; e) for some
e ∈ (T ∩D′)\{b}. We have e = b! for some !> k by (2). In particular !> 1.
(6) a /∈ T . If a ∈ T , then a=e and a=MinC∗(T ; a) is internally active. Hence a=e1=b1,
contradicting !> 1 (5).
Set C = C(T ; a).
(7) a /∈ T ′. Suppose a ∈ T ′. We have a >b by (6). If a ∈ D, we have a ∈ (T ′ ∩D)\{b},
hence aMinC∗(T ′; a) by (5). Therefore a is internally active, hence a=e1, contradicting
(6). So a /∈D. Since a >b, we have also a /∈D′.
Let x ∈ C ∩ D′. We have x = b since a /∈D, and x = a since a /∈D′. Therefore,
x ∈ ((C\{a}) ∩ D′)\{b} ⊆ (T ∩ D′)\{b}. Hence aMin(C∗(T ; x)), and in fact a =
Min(C∗(T ; x)) since x ∈ C=C(T ; a) implies a ∈ C∗(T ; x). ByAlgorithm 2 applied to T,
the edge x is directed in the cocycle direction opposite to a in the cocycle C∗(T ; x), hence
by orthogonality a and x have the same cycle direction on C, i.e. x ∈ C+. On the other
hand, we have x ∈ D′ = C∗(T ′; bk) and x /∈C∗(T ′; b′i ) = C∗(T ; bi) for i < k, since x in
T. Hence, the edge x is directed at Step k of Algorithm 2 applied to T ′. Since x >bk = b,
the edges b and x have the same cocycle direction in D′, i.e. x ∈ D′+. It follows that
C ∩D′ ⊆ C+ ∩D′+.
By (5), we have a ∈ C∗(T ; e), hence e ∈ C(T ; a) = C, and also e ∈ D′. We have
e ∈ C ∩D′ and C ∩D′ ⊆ C+ ∩D′+, contradicting the orthogonality property.
Set C′ = C(T ′; a). We have a ∈ C+ ∩ C′+.
(8) (C ∩D′)\{a, b} ⊆ C+ ∩D′+ and (8′) (C′ ∩D)\{a, b} ⊆ C′+ ∩D+.
We have C\{a} ⊆ T , hence (C ∩ D′)\{a, b} ⊆ T ∩ D′ ⊆ D′+ by (3). Let x ∈
(C ∩D′)\{a, b}. We have x ∈ (T ∩D′)\{b}, hence aMinC∗(T ; x) by (5). On the other
handx ∈ C=C(T ; a), hencea ∈ C∗(T ; x). It follows thata=MinC∗(T ; x).Wehavex=bi
with i > k. By Algorithm 2 applied to T, at Step i the edge x = bi is directed in the cocycle
direction of C∗(T ; x) opposite to the direction of a. Now C(T ; a) ∩ C∗(T ; x) = {x, a},
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hence by orthogonality the edges x and a have the same cycle direction in the cycle C, i.e.
x ∈ C+.
(9) C ∩D′ ⊆ {a, b} and (9′) C′ ∩D ⊆ {a, b}.
Suppose C ∩ D′\{a, b} = ∅. By (8) and graphical orthogonality, we have a ∈ D′− or
b ∈ C−, and both hold if {a, b} ⊆ C ∩D′.
Suppose a ∈ D′−. Then a ∈ C′ ∩ D′ ⊆ {a, b}, hence by orthogonality, we have
C′ ∩ D′ = {a, b} and b ∈ C′+. By (8) and graphical orthogonality applied to C′ ∩ D, we
have a ∈ D−. Then a ∈ C∩D ⊆ {a, b}, hence by orthogonality, we haveC∩D={a, b} and
b ∈ C+. Therefore {a, b} ⊆ C ∩D′, both a ∈ D′− and b ∈ C− should hold: contradiction.
The case b ∈ C− is similar, and left to the reader.
(10) By (5), we have a=MinC∗(T ; e), with e= b! ∈ (T ∩D′)\{b} and !> k. We have
e ∈ C =C(T ; a), hence e ∈ C ∩ ((T ∩D′)\{b}) ⊆ (C ∩D′)\{b} ⊆ {a} by (9). Therefore
a = e. Hence a =MinC∗(T ; a), i.e. a is internally active. Then, necessarily, a = e1 = b1,
since T and T ′ have internal activity 1, contradicting e = b! with !> 1 (5). 
Note. We point out that the converse algorithm, from (1, 0)-active orientations to (1, 0)-
active spanning trees, is more involved. It has been obtained in the geometric and general
context of oriented matroids.A possible construction is by deletion/contraction of the great-
est element [11] (see also [7]). But overall its main deﬁnition in [11] is in terms of extensions
of linear programming.
4. The bijection for (0,1)-activities
The case of (0, 1)-activities can be reduced to (1, 0)-activities by the following Proposi-
tion, whose proof is straightforward.
Proposition 5. Let G be an ordered graph with edge-set {e1<e2 . . .}.
(i) If T is a spanning tree with (1, 0) activities, then T \{e1} ∪ {e2} is a spanning tree with
(0, 1) activities. The mapping deﬁned by T → T \{e1}∪ {e2} is a bijection between the sets
of spanning trees of G with (1, 0) resp. (0, 1) activities.
(ii) If−→G is an orientation of G with (1, 0) orientation activities, then the orientation of G,
denoted −e1−→G , obtained by reversing the direction of e1, has (0, 1) orientation activities.
The mapping deﬁned by −→G → −e1−→G is a bijection between the sets of orientations of G
with (1, 0) resp. (0, 1) activities.
A bijection for (0, 1) activities can be obtained either from the bijection for (1, 0) activities
in G by means of Proposition 5, or from the bijection for (1, 0) activities in the dual graph
G∗ when G is planar (or in the dual oriented matroid in general). It can be shown that these
two bijections are identical, providing a strong duality property for the correspondence, see
[11] for details (or also [7]).
Fig. 2 shows an application of Proposition 5 to the planar graph W4 considered in
Fig. 1. We observe that the (0, 1)-orientation associated with the spanning tree T = 2368
is different from the orientation associated with the same tree by the algorithm of [15]: the
edge 8 of [12, Fig. 4] is reversed in Fig. 2.
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Fig. 2. (0, 1) activities.
5. The general correspondence
In this section, we construct the active (tree-orientation) correspondence associatingwith
a general spanning tree of activities (i, j) a set of 2i+j orientations with the same activities,
such that each orientation is the image of a unique spanning tree.
The main content of this section is that the construction of the active correspondence can
be reduced to the (1, 0) case by means of active partitions of the edge-set. It turns out that,
contrasting with Sections 3, 4, 6, where speciﬁc properties of graphs are used, Section 5
is a mere specialization to graphs of properties holding in matroids and oriented matroids.
In consequence, we will only sketch the main results, and refer the reader to [11] (see also
[7]) for details and proofs.
Active partitions can be described either in terms of spanning trees in an ordered graph,
or of orientations in an ordered directed graph. One main point is that if a spanning tree and
an orientation are related by the active correspondence, then the two deﬁnitions produce
the same active partition. The deﬁnition of an active partition in terms of spanning trees is
much more involved than its deﬁnition in terms of orientations. However, in both cases, the
ﬁrst step is to separate the two dual types of activities, and the second step is to reduce the
construction to (1, 0) activities.
Let G be an ordered graph with edge-set E, and T be a spanning tree of G with activities
(i, j). The ﬁrst step is to construct a set F ⊆ E whose elements are called external. Then
E\F is the set of internal elements. For the reader’s convenience, we sketch the construction
of F (see [4] for more details and proofs).
For X ⊆ E set
f (X)=X ∪
⋃
e∈T∩X
C∗(T ; e) ∪ {e ∈ E | ∅ ⊂ C∗<(T ; e) ⊆ X},
where C∗<(T ; e) is the set of elements of C∗(T ; e) strictly smaller than e, and
fˆ (X)=
⋃
i1
f i(X).
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Let a1< · · ·<ai be the internally active elements of T, and let F = E\fˆ ({a1, . . . , ai}).
Then F separates the internal and external activities: T \F is a spanning tree with (i, 0)
activities of the contraction G/F of G by F, and T ∩ F is a spanning tree with (0, j)
activities of the subgraph G(F) [4].
Let −→G be an orientation associated with T by the active correspondence. By a classical
result of Minty [22], in a directed graph an edge belongs either to a directed cycle or to a
directed cocycle, but not to both. Then F is the totally cyclic part of −→G , i.e. the union of
all directed cycles of −→G , and E\F is the acyclic part of G, i.e. the union of all directed
cocycles of −→G .
It follows from this ﬁrst reduction that without loss of generality, we may restrict the
construction to (i, 0) or (0, j) activities. Furthermore, internal and external elements, and
also totally cyclic parts and acyclic parts, being related by duality (cycles and cocycles play
dual parts), we may restrict ourselves to spanning trees with external activity 0, or internal
spanning trees, and acyclic orientations. The second step reduces the construction to (1, 0)
activities.
For an internal spanning tree T with internally active elements a1< · · ·<ai , for j =
1, 2, . . . , i set
Aj = fˆ ({aj , . . . , ai})\fˆ ({aj+1, . . . , ai}).
The active partition for T is the partition
E = A1 + · · · + Ai .
Set
Tj = T ∩ Aj ,
then T = T1 + · · · + Ti . And set
Gj =G/(A1 ∪ A2 ∪ · · · ∪ Aj−1)\(Aj+1 ∪ Aj+2 ∪ · · · ∪ Ai),
where, as usual \ denotes the deletion, and / denotes the contraction.
Let −→G be an acyclic orientation of the ordered graph G with o∗(−→G) = i, and let
a1< · · ·<ai be its O∗-active edges. Then, for j = 1, 2, . . . , i, set
Aj =
⋃
D directed cocycle
Min D=aj
D
∖ ⋃
D directed cocycle
Min D>aj
D.
The active partition of −→G for the orientation is the partition
E = A1 + A2 + · · · + Ai .
The activity class of orientations of−→G is the set of 2i orientations obtained by reversing
all edge directions in the 2i possible unions of some of the Aj ’s. As easily seen, these 2i
orientations have the same active partition.
Set
−→
Gj =−→G/(A1 ∪ A2 ∪ · · · ∪ Aj−1)\(Aj+1 ∪ Aj+2 ∪ · · · ∪ Ai).
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Fig. 3. Active bijections.
Theorem 6. The sets Tj are spanning trees with (1, 0) orientation activities in the graphs
Gj on the edge-sets Aj . The graphs
−→
Gj on the edge-sets Aj have (1, 0) orientation activ-
ities. The number of acyclic orientations with given active partition is 2i times the number
of spanning trees with same active partition.
Using the bijection of Section 3 on each tree Tj for j = 1, 2, . . . , i, we associate with
each Tj a directed graph
−→
Gj and its opposite with (1, 0) activities. Then let
−→
G be the
directed graph obtained by directing the edges of G with respect to the directions in the i
minorsGj . Then
−→
G has (i, 0) activities.We deﬁne the active correspondence by associating
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Fig. 4. Decomposition of an orientation.
the directed graph −→G with the spanning tree T, and the spanning tree T with all graphs in
the activity class of −→G . This active correspondence associates the same spanning tree with
all orientations in an activity class, and moreover preserves active elements and active
partitions.
The proofs of Theorem 6 and all the results mentioned above, and the statements and
proofs of the mixed case, when both F and E\F are not empty, can be found in [11] (see
also [7]) in the more general context of oriented matroids. We will illustrate its content in
Section 6 on an example (Figs. 3 and 4).
The activity classes constitute a partition of the set of orientations of a graph. The active
correspondence induces an activity preserving bijection between spanning trees and activity
classes of orientations.
6. A bijection for acyclic orientations with a unique sink
Greene and Zaslavsky [12] have shown that the number of acyclic orientations of a graph
G with a unique sink at a given vertex is equal to t (G; 1, 0). Gebhard and Sagan [6] give
three bijective proofs of this result. The third one [6] Theorem 4.1 is by means of an explicit
bijection between acyclic orientations with a given unique sink and internal spanning trees,
as suggested by the relation t (G; 1, 0)=∑i ti,0.
It turns out that the correspondence deﬁned in Section 5 provides another bijection be-
tween internal spanning trees and acyclic orientations with a given unique sink, which
moreover preserves active edges. The internally active edges of an internal tree become
O∗-active edges of the orientation.
Lemma 7. In an ordered graph, the smallest edge of any cocycle belongs to the lexico-
graphically smallest spanning tree.
Proof. Let G be an ordered graph, and T0 be its lexicographically smallest spanning tree.
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(1) Let e ∈ T0 and D be the fundamental cocycle of e with respect to T0. Then e is the
smallest element of D. Otherwise there is a ∈ D such that a < e, and the spanning tree
T0 − e + a is lexicographically smaller than T0.
(2) Conversely, let X be an elementary cocycle of G with smallest element a. Suppose
a /∈ T0. Let e ∈ X∩T0, and D be the fundamental cocycle of e with respect to T0. Since e is
the smallest element of D by (1), we have a /∈D. By elimination there is a cocycle Y such
that a ∈ Y ⊆ (D ∪X)− e. Since a is smallest in X and e smallest in D, we have a smallest
in Y. We have Y ∩ T0 ⊆ (X ∩ T0) − e, hence |Y ∩ T0|< |X ∩ T0|. Applying inductively
this property, we obtain that there is X with X ∩ T0 =∅, a contradiction since cocycles and
spanning trees always meet. Hence a ∈ T0. 
We say that a spanning tree T in an ordered graph is increasing with respect to a vertex s
if the edges increase for the ordering along any path of T beginning at s.
Proposition 8. LetGbeanordered graph such that the lexicographically smallest spanning
tree is increasing with respect to a vertex s. Then there is exactly one acyclic orientation
with a unique sink at s in each activity class of acyclic orientations of G, namely the unique
orientation in the class deﬁned by reversing or not all edge directions in subsets of the active
partition in order to obtain that active edges are directed towards s on T0.
Note that the hypothesis implies s is an extremity of the smallest (non loop) edge of G.
Proof of Proposition 8. Let T0 denote the lexicographically smallest spanning tree of
G= (V ,E). By hypothesis T0 is increasing with respect to s.
(1) The edges of a directed (elementary) cocycle D deﬁned by a 2-partition V =V1+V2
in an acyclic orientation −→G of G with a unique sink at s ∈ V1 are directed from V2 to V1.
Since −→G is acyclic, −→G(V2) contains at least one sink s′. If the edges of D were directed
from V1 to V2, then s′ would be a sink of G with s = s′, contradicting the uniqueness.
(2) If −→G is an acyclic orientation of G with a unique sink at s, then the O∗-active edges
of T0 are directed towards on T0.
Let a be a O∗-active edge of −→G , and D be a directed cocycle with smallest edge a. By
Lemma 7, we have a ∈ T0. Since T0 is increasing and a smallest in D, there is no edge of
D on the path of T0 from s to the closest vertex of a. Hence, with notation of (1), this path
is in V1, and by (1) a is directed towards s.
(3) Conversely, let−→G be the (unique) graph in a given activity class of acyclic orientations
of G such that the O∗-active edges of this class are directed towards s on T0. The graph
−→
G
exists and is unique by the properties stated in Section 5. The graph −→G has a unique sink
at s.
Since −→G is acyclic, it has at least one sink s′. The smallest edge a of −→G incident to s′
is in T0 by Lemma 7. Since the edge a is directed towards s in T0 by construction of
−→
G ,
and T0 is increasing with respect to s, if s = s′ then there exists another edge b<a on T0
incident to s′, contradicting the minimality of a. 
Theorem 9. Let G be an ordered graph, such that the lexicographically smallest spanning
tree is increasing with respect to a vertex s.
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Then the mapping sending an internal spanning tree T of G to the unique acyclic ori-
entation with a unique sink at s belonging to the activity class of orientations associated
with T by the correspondence of Theorem 6, is an activity-preserving bijection from the set
of internal spanning trees of G onto the set of acyclic orientations of G with a unique sink
at s.
Theorem 9 is a straightforward corollary of Theorem 6 and Proposition 8. Note that
given any spanning tree T in a graph G, and a vertex s, it is always possible—and easy—to
linearly order the edges of G so that T is the lexicographically smallest spanning tree and
is increasing with respect to s. Label the edges of T by consecutive integers 1, 2, . . . in
successive layers deﬁned by their distance to s. After T has been labelled, label arbitrarily
the edges not in T.
The bijections provided by Theorem 9 are different from the Gebhard–Sagan bijec-
tions. We observe that these bijections are activity-preserving by construction, whereas
Gebbard–Sagan bijections are not in general. The orientation in Fig. 1 of [9, p. 139] has
O∗-activity 2, but the spanning tree constructed by the algorithm has internal activity 3.
Fig. 3 illustrates Theorem 9 on the graph W4, already used in Figs. 1 and 2. The Tutte
polynomial ofW4 is
t (W4; x, y)= x4 + y4 + 4x3 + 4x2y + 4xy2 + 4y3 + 6x2
+ 9xy + 6y2 + 3x + 3y.
The graphW4 has t (W4; 1, 0)= 14 internal spanning trees.
The lexicographically smallest spanning tree 1236 is increasing with respect to the NE
(north–east) vertex. For each acyclic orientation with unique sink at the NE vertex, we have
indicated the internal spanning tree T given by Theorem 9 (its edges are drawn in heavy
lines). We have also indicated the active partition. The internal activity is the number of
parts of the active partitions, and the active edges are the ﬁrst element of each part. By
reversing all edge directions in arbitrarily chosen parts of the active partition, we get the
activity class associated with T. By Proposition 8, in each activity class exactly one acyclic
orientation has a unique sink at the NE vertex: this orientation is shown in Fig. 3.
Hence Fig. 3 also illustrates the bijection from internal spanning trees to activity classes
of acyclic orientations (a restriction of the active correspondence) deﬁned in Section 5.
Fig. 4 gives details of the construction of Section 5 for the spanning tree T = 1246.
The active partition is 134 + 25 + 678. The graphs of Theorem 6 are G1 = G\25 678,
G2 =G/134\678, G3 =G/12 345. The spanning trees with (1, 0) activities being unique
in these very simple graphs one can check easily that we have T1= 14, T2= 2, T3= 6, and,
of course, 1246= 14+ 2+ 6.
7. Link with components obtained from linear vertex ordering
Anenumeration of acyclic orientationswith a unique sink in a graph, using the coefﬁcients
of the chromatic polynomial, has been described by Lass [13], in relation with results by
Cartier, Foata, Gessel and Viennot [18]. We prove in this section that the decomposition of
an acyclic orientation with a unique sink into V-components, constructed in [13] by means
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of a linear ordering of the vertices, is a particular case of the active partition of the present
paper, for some suitably deﬁned linear ordering of the edges.
The following deﬁnitions and results are introduced in [13].We say that a linear ordering
of V = v1< · · ·<vr+1 reﬂects the connectivity of G if for all i, 1< ir + 1, the vertex vi
is adjacent to at least one vertex vj with j < i.
Let−→G be an acyclic orientation ofGwith set of vertices V =v1< · · ·<vr+1.We say that
w ∈ V is accessible from v ∈ V if there exists a directed path from v to w. Let W1 be the
set of vertices of G accessible from w1= v1, and inductively, if V \(W1 ∪ · · · ∪Wi−1) = ∅,
let wi be the smallest vertex in V \(W1 ∪ · · · ∪ Wi−1) and let Vi be the set of vertices in
V \(W1 ∪ · · · ∪Wi−1) accessible from wi . Then let k be the integer such that V = (W1 +
· · · +Wk).
The sets W1, . . . ,Wk are called the V-components of
−→
G , and k is the number of V-
components of −→G . Note as an example that, by deﬁnitions, the acyclic orientation of G
deﬁned by (vi, vj ) directed from vj to vi when vi < vj , has exactly r + 1 V-components
V = {v1} + · · · + {vr+1}.
A central result in [13] is that, for a connected graph G= (V ,E) with a linear ordering
of V = v1< · · ·<vr+1 reﬂecting the connectivity of G, the coefﬁcient ti,0 is the number of
acyclic orientations of G with unique sink v1 with i + 1 V-components. This result can be
seen as a corollary of the next Proposition.
LetG= (V ,E) be a connected graph, with a linear ordering of V =v1< · · ·<vr+1 and a
linear ordering ofE.We say that these two linear orderings are connectivity-tree-compatible,
or ct-compatible for short, if
(i) the linear ordering of V reﬂects the connectivity of G,
(ii) the minimal spanning tree T0 = b1< · · ·<br of G with respect to the linear ordering
of E is increasing with respect to v1,
(iii) for all i, 1 ir , bi = (vi+1, vj ) with vj < vi+1.
Note that the property (iii) can be replaced by
(iii′) for all i, 1 ir , the subgraph spanned by {v1, . . . , vi+1} is the subgraph spanned by
{b1, . . . , bi}.
Lemma 10. Let G= (V ,E) be a connected graph.
(i) for any linear ordering on V which reﬂects the connectivity of G, there exists a linear
ordering on E ct-compatible with this ordering.
(ii) for any linear ordering on E for which the minimal spanning tree T0 = b1< · · ·<br
of G is increasing with respect to a vertex v, there exists one and only one linear ordering
on V ct-compatible with this ordering.
(iii) there exist ct-compatible linear orderings on V and E.
Proof. (i) We build T0 by induction with b1 = (v1, v2) and, for 2 ir , the edge bi in the
subgraph induced by {v1, v2, . . . , vi+1}, not in the subgraph induced by {v1, v2, . . . , vi}.
Then we order the edges in T0 by b1<b2< · · ·<br , and the edges inE\T0 arbitrarily with
e >br for e ∈ E\T0.
(ii) Necessarily v = v1 is the smallest vertex, the second vertex v2 is the other vertex of
b1, and, for all 3 ir + 1, the vertex vi such that v1< · · ·<vi is the vertex of bi−1 not
previously deﬁned.
186 E. Gioan, M.L. Vergnas / Discrete Mathematics 298 (2005) 169–188
(iii) Obvious in view of (i), the existence of a linear ordering of the vertices reﬂecting the
connectivity being clear. 
Lemma 11. LetG= (V ,E) be a connected graph with ct-compatible linear orderings on
V and E. Then for any connected subgraph H of G induced byW ⊆ V , the minimal edge in
T0 which is not an edge of H has an extremity equal to min(V \W).
Proof. Let bi be the minimal edge of T0 = b1< · · ·<br which is not an edge of H. If
bi =b1 then the result is obvious.We assume now i > 1. LetG′ be the graph induced by the
connected component of T0\bi containing b1. Let j be such that 1j i − 1. Since T0 is
increasing with respect to v1, the edge bj is an edge ofG′, and since bi is smallest not inH,
we have bj in H. Then, since the linear orderings are ct-compatible, the vertices v1, . . . , vi
are all vertices of G′ and H. On the other hand vi+1, an extremity of bi by deﬁnition of
compatibility between orders, is not a vertex of G′ nor H since bi is not an edge of G′ and
since the linear ordering of V reﬂects the connectivity of G. So vi+1 =min(V \W). 
Proposition 12. LetG= (V ,E) be a connected graph with ct-compatible linear orderings
on V and E. Let −→G be an acyclic orientation of G with unique sink v1 = min(V ). Let
V =W1 + · · · +Wk be the partition of V into V-components, and E = A1 + · · · + Ai the
active partition of E, with respect to −→G (where the indices respect the linear ordering of
the parts in the deﬁnitions).
We have k = i + 1,W1 = {v1}, and for all j, 1j i,W1 +W2 + · · · +Wj+1 is the set
of vertices of G(A1 + · · · + Aj).
Proof. FirstW1={v1} since v1 is a sink. Let a1< · · ·<ai be theO∗-active elements of−→G .
Let 1j i. We prove the assertion by induction on j: assume that it is true for all j ′<j .
Let aj = (vh, v!) with vh < v!. It follows from the deﬁnition of the active partition that at
aj is the smallest edge of T0 which is not an edge of G(A1 + · · · +Aj−1). It follows from
the deﬁnition of V-components and the induction hypothesis that vh ∈ W1 + · · · +Wj−1.
By Lemma 11, we have v! = min(V \(W1 + · · · + Wj−1)). Hence by deﬁnition of the
V-components, v! =min(Wj )= wj .
Let v be a vertex ofG(A1+· · ·+Aj)with v /∈W1+· · ·+Wj−1. By deﬁnition of active
partitions, −→G(A1 + · · · +Aj)/(A1 + · · · +Aj−1) has a unique source v! and unique sink
vh, so there exists a directed path in
−→
G from v! to v, so v ∈ Wj .
Conversely, let v ∈ Wj . There exists a directed path in −→G from v! = wj to v. On the
other hand, since v1 is the unique sink of
−→
G , there exists a directed path from v to v1. If v is
not a vertex ofG(A1 + · · · +Aj), since v! and v1 are vertices ofG(A1 + · · · +Aj), these
paths induce a cycle in −→G/(A1 + · · · + Aj), but this is impossible since E\(A1 + · · · +
Aj)= Aj+1 + · · · + Ai is a union of directed cocycles of −→G and so −→G/(A1 + · · · + Aj)
is acyclic.
Since ﬁnally W1 +W2 + · · · +Wj+1 is the set of vertices of G(A1 + · · · + Aj) for all
1j i, it follows that k = i + 1. 
This result states that for ct-compatible vertex and edge orderings the two constructions
have the same outcome. It is remarkable that originally their respective inductive deﬁnitions
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used reverse orders: the active partition is built from the greatest active element to the
smallest one, whereas V-components are built from the ﬁrst vertex to the last one.
Consider the upper right orientation ofW4 in Fig. 3, for which the active decomposition is
shown in Fig. 4. The ct-compatible linear ordering of the vertices is a <b<c<d <e with
a, b, c, d, e, respectively, the north–east, central, south–east, north–west and south–west
vertices. The active partition is E = 134 + 25 + 658, the V-components are V = {a} +
{b, d}+ {c}+ {e}. Indeed {a}=W1 is the unique sink, {a, b, d}=W1+W2 are the vertices
ofG(134)=G(A1), {a, b, c, d}=W1+W2+W3 are the vertices ofG(12345)=G(A1+A2)
and of course {a, b, c, d, e}=W1+W2+W3+W4=V are the vertices ofG(12345678)=
G(A1 + A2 + A3)=G.
Finally, for ct-compatible linear orderings on V and E, an acyclic orientation −→G of G
with unique sink v1 has k + 1 V-components if and only if −→G has dual activity k, thus
the partition of the set of acyclic orientations with a unique given sink—which produces
an enumeration with respect to the coefﬁcients of the Tutte polynomial—is the same when
built fromV-components or from activity classes of orientations. However, the second point
of view, based on edges and duality instead of vertices, (1) extends to all orientations and
all linear orderings on E, (2) is related to a similar decomposition for spanning trees, and
(3) generalizes to hyperplane arrangements and oriented matroids.
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