Exclusive neutral-pion electroproduction (ep → e p π 0 ) was measured at Jefferson Lab with a 5.75-GeV electron beam and the CLAS detector. Differential cross sections d 4 σ/dtdQ 2 dxBdφπ and structure functions σT + σL, σT T and σLT as functions of t were obtained over a wide range of Q 2 and xB. The data are compared with Regge and handbag theoretical calculations. Analyses in both frameworks find that a large dominance of transverse processes is necessary to explain the experimental results. For the Regge analysis it is found that the inclusion of vector meson rescattering processes is necessary to bring the magnitude of the calculated and measured structure functions into rough agreement. In the handbag framework, there are two independent calculations, both of which appear to roughly explain the magnitude of the structure functions in terms of transversity generalized parton distributions.
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I. INTRODUCTION
Understanding nucleon structure in terms of the fundamental degrees of freedom of Quantum Chromodynamics (QCD) is one of the main goals in the theory of strong interactions. The nucleon is a many-body system of quarks and gluons. How partons move and how they are distributed in space is still an open question on which new theoretical and experimental developments are starting to shed a new light. The study of deep inelastic scattering provides the distribution of longitudinal momentum and polarization carried by quarks and antiquarks within the fast moving hadron. However, the spatial distribution of the partons in the plane perpendicular to the hadron motion is not accessible in these experiments. The role of the partons' orbital angular momenta in making up the total spin of the nucleon is one more unresolved question. In recent years it became clear that exclusive reactions may provide such information encoded in so-called Generalized Parton Distributions (GPDs) [1, 2] . The GPDs describe the simultaneous distribution of partons with respect to both the partons' transverse positions and longitudinal momenta. In addition to the information about transverse spatial density (form factors) and momentum density, these functions reveal the correlation of the spatial and momentum distributions, i.e. how the spatial shape of the nucleon changes when probing quarks of different longitudinal momenta. GPDs give access as well to the total angular momentum carried by partons, comprising the spin and orbital parts [1] .
The possibility to study GPDs in exclusive scattering processes rests on factorization theorems, which are proven for virtual Compton scattering [3] and light meson electroproduction [4] in the limit is the square of the 4-momentum transferred to the hadronic system by the scattered electron, −t is the 4-momentum transferred to the recoiling proton and x B is the Bjorken variable. These proofs are based on the properties of matrix elements represented by Feynman diagrams colloquially referred to as handbags [1, 2, 5] . The reaction is factorized into two parts. One part treats the elementary interaction with one of the partons in the nucleon perturbatively, while the non-perturbative remainder is embodied in GPDs. While the perturbative process between the virtual photon and the quark is reaction dependent, the information contained within the GPDs is universal. Figure 1 indicates the lowest order handbag mechanism applied to three reactions: elastic scattering, deeply virtual Compton scattering (DVCS) and deeply virtual meson electroproduction (DVMP), which is the subject of this article.
While the handbag mechanism should be mostly applicable at asymptotically large photon virtuality Q 2 , there is some experimental evidence [6] that the DVCS reaction at Q 2 as low as 1.5 GeV 2 appears to be applicable by the handbag mechanism. This is not unexpected since both vertices of the Compton scattering reaction from a single quark involve perturbative electromagnetic processes. On the other hand, for DVMP, the second vertex (πqq in the right plot of Fig. 1 ) involves the exchange of at least one gluon, and the kinematic range of leading-order applicability of the handbag formalism is not as clearly determined.
There are eight GPDs. Four correspond to parton helicity-conserving (chiral-even) processes, denoted by H q ,H q , E q andẼ q , and four correspond to parton helicity-flip (chiral-odd) processes [7, 8] , H q T ,H q T , E q T andẼ q T . At a given Q 2 the GPDs depend on three kinematic variables: x, ξ and t. In a symmetric frame, x is the average longitudinal momentum fraction of the struck parton before and after the hard interaction and ξ (skewness) is half of the longitudinal momentum fraction transferred to the struck parton. The skewness can be expressed in terms of the Bjorken variable x B as ξ x B /(2−x B ). γ * γ * γ * γ π ,ρ,φ... Here x B = Q 2 /(2p · q) and t = (p − p ) 2 , where p and p are the initial and final four-momenta of the nucleon. The GPDs encode both the longitudinal momentum distributions through their dependence on x and the transverse position distributions through their dependence on t.
In the forward limit where t → 0, H q and H q reduce to the parton density distributions q(x) and parton helicity distributions ∆q(x), respectively. The first moments in x of the chiral-even GPDs are related to the elastic form factors of the nucleon: the Dirac form factor F q 1 (t), the Pauli form factor F q 2 (t), the axial-vector form factor g q A (t) and the pseudoscalar form factor h q A (t) [9] . The DVMP process specifically for π 0 production is shown in more detail in Fig. 2 . It was shown early-on [10] that for pion electroproduction the leading handbag approach is valid at large Q 2 for longitudinal helicity-conserving virtual photons. Using Regge phenomenology as a guide for parametrization of the four longitudinal GPDs, Refs. [11, 12] calculated cross-section structure functions for longitudinal helicity-conserving virtual photons. Simultaneously, the CLAS Collaboration as well as other groups [13] [14] [15] , measured the differential cross sections for pion electroproduction and extracted structure functions, which are the subject of the present paper. When the theoretical calculations for longitudinal virtual photons were compared with the JLab data, as well as with HERMES data, they were found to underestimate the measured cross sections by more than an order of magnitude in their accessible kinematic regions, even after including finite-size corrections through Sudakov form factors [12] . At JLab, sizeable beamspin asymmetries for exclusive neutral pion electroproduction off the proton were measured [16] above the resonance region. These non-zero asymmetries imply that both transverse and longitudinal amplitudes participate in the process.
The failure to describe the experimental results with quark helicity-conserving operators [9, 11] stimulated a consideration of the role of the chiralodd quark helicity-flip processes. Pseudoscalar meson electroproduction, and in particular π 0 production in the reaction ep → e p π 0 , was identified [12, 17, 18] as especially sensitive to the quark helicity-flip subprocesses. The produced meson has no intrinsic helicity so that the angular momentum of the incident photon is either transferred to the nucleon via a quark helicity-flip or involves orbital angular momentum processes. Evidence of the contribution of helicity-flip subprocesses, especially H T , to π + electroproduction in transverse target spin asymmetry data [15] was noted in Ref. [12] . A disadvantage of π + production is that the interpretation is complicated by the dominance of the longitudinal π + -pole term, which is absent in π 0 production. In addition, for π 0 production the structure of the amplitudes further suppresses the quark helicityconserving amplitudes relative to the helicity-flip amplitudes [12] . On the other hand, π 0 cross sections over a large kinematic range are much more difficult to obtain than for π + since the clean detection of π 0 s requires the measurement of their two decay photons.
During the past few years, two parallel theoretical approaches - [17, 19] (GL) and [12, 18] (GK) have been developed utilizing the chiral-odd GPDs in the calculation of pseudoscalar meson electroproduction. The GL and GK approaches, though employing different models of GPDs, lead to transverse photon amplitudes that are much larger than the longitudinal amplitudes.
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At the same time the most successful theoretical approaches for describing exclusive reactions in the past have been those based upon the Regge model, which was introduced in the 1960's. The Regge model [20] has continued to provide insights into the nature of hadrons and their interactions.
The comparison of the results of GL and GK with each other and with the results obtained by the analysis of some of the CLAS data was discussed in Ref. [13] .
This paper presents the complete results of that experiment and a comprehensive description of the data analysis, following the description of the experiment. The experimental results will be compared with those of G-L and G-K as well as with the most advanced Regge model predictions [20] for the π 0 exclusive production over a wider range of kinematic intervals than previously available.
The main goal of the experiment was to measure the differential cross section
dQ 2 dx B dtdφπ of the reaction ep → e p π 0 in bins of Q 2 , x B , t and φ π , where φ π is the angle of the final-state hadronic plane relative to the electron scattering plane. Fits to the φ π dependence (see Appendix B Eq. B1), in each bin of Q 2 , x B and t, give access to the structure functions (σ T + σ L ), σ T T and σ LT .
II. EXPERIMENTAL SETUP
The measurements reported here were carried out with the CEBAF Large Acceptance Spectrometer (CLAS) [21] located in Hall B at Jefferson Lab. A three-dimensional view of CLAS with the different subsystems labeled is shown in Fig. 3 . The data were taken with a 5.75-GeV electron beam and a 2.5-cmlong liquid-hydrogen target. The target was placed 66 cm upstream of the nominal center of CLAS inside a solenoid magnet to shield the detectors from Møller electrons. The spectromenter was operated at an instantaneous luminosity of 2 × 10 34 cm −2 s −1 . The scheme of the CLAS geometry, as coded in the GEANT3-based CLAS simulation code GSIM, is shown in Fig. 4 . CLAS consisted of six identical sectors with an approximately toroidal magnetic field. Each sector was equipped with three regions of drift chambers (DC) [22] to determine the trajectory of charged particles, gas threshold Cherenkov counters (CC) [23] for electron identification, a scintillation hodoscope [24] for time-of-flight (TOF) measurement of charged particles and an electromagnetic calorimeter (EC) [25] which was used for electron identification as well as detection of neutral particles. To detect photons at small polar angles (from 4.5
• up to 17
• ) an inner calorimeter (IC) was added to the standard CLAS configuration, 55 cm downstream from the target. entations were projected somewhat upstream of the target. Each crystal had a 13.3 ×13.3 mm 2 square front face, a 16 × 16 mm 2 rear face and 160 mm of length. The light from each crystal was collected with an avalanche photo-diode followed by a lownoise preamplifier. The temperature of the IC was stabilized with < 0.1
• C precision. The toroidal magnet was operated at a current corresponding to an integral magnetic field of about 1.36 T-m in the forward direction. The magnet polarity was set such that negatively charged particles were bent inward towards the electron beam line. The scattered electrons were detected in the CC and EC, which extended from 21
• to 45
• . The lower limit was defined by the IC calorimeter located just after the target. A totally-absorbing Faraday cup was used to determine the integrated beam charge passing through the target.
In the experiment, all four final state particles of the reaction ep → e p π 0 , π 0 → γγ were detected. The kinematic coverage for this reaction is shown in Fig. 6 , and for the individual kinematic variables in Fig. 7 . For the purpose of physics analysis an additional cut on W > 2 GeV was applied as well, where W is the γ * p center-of-mass energy. The basic configuration of the trigger included the coincidence between signals from two detectors in the same sector: the CC and the EC with a threshold ∼ 500 MeV. Out of a total of about 7 × 10 9 recorded events, about 1 × 10 5 events for the reaction of interest were finally retained. The specific experimental data set ("e1-dvcs") used for this analysis was collected in 2005. The integrated luminosity collected was 31.4 fb −1 . However, not all data were used for the measurement of the cross section. After applying strict run-to-run stability criteria, the integrated luminosity corresponding to the data presented here was was 19.9 fb −1 .
III. PARTICLE IDENTIFICATION

A. Electron Identification
An electron was identified by requiring the track of a negatively charged particle in the DCs to be matched in time and space with hits in the CC, the EC and the SC in the same sector of CLAS. This electron selection effectively suppresses π − contam- The accepted region (yellow online) is determined by the following cuts: W > 2 GeV, E > 0.8 GeV, 21
• < θ < 45
• . W is the γ * p center-of-mass energy, E is the scattered electron energy and θ is the electron's polar angle in the lab frame. The dotted grid represents the kinematic regions for which the cross sections are calculated and presented.
ination up to momenta ∼2.5 GeV. Additional requirements were used in the offline analysis to refine electron identification and to suppress the remaining pions. Geometric "fiducial" cuts were applied in such a way that only regions in the CC and EC that had high electron efficiency were used.
Energy deposition cuts on the electron signal in the EC also play an important role in suppressing background. An electron propagating through the calorimeter produces an electromagnetic shower and deposits a large fraction of its energy in the calorimeter proportional to its momentum, while pions typically lose a smaller fraction of their energy primarily by ionization. For an electron, the observed energy to momentum ratio E cal /p is known as the sampling fraction. The observed sampling fraction vs. momentum is shown in Fig. 8 . The electron events are broadly clustered near E cal /p ∼ 0.25. A cut was then applied to select events within the cluster area. As shown in Fig. 8 , a ±3.5σ sampling fraction cut was used in this analysis.
The distribution of the number of the photoelectrons in the CC is shown in Fig. 9 . The upper panel shows the distribution before the various cuts such as EC sampling fraction, and angle and geometry matching between the electron track and the hits in the CC. The peak around N phe = 1 represents the pion contamination. The lower panel shows the same distribution after these cuts and the selection of the exclusive reaction (see Section IV B). The single photoelectron peak becomes negligibly small.
The charged particle tracks were reconstructed by the drift chambers. The vertex location was calculated by the intersection of the track with the beam line. A cut was applied on the z-component of the electron vertex position to eliminate events originating outside the target. The vertex distribution and cuts for one of the sectors is shown in Fig. 10 . The left plot shows the z-coordinate distribution before the exclusivity cuts, which are described below in Section IV B, and the right plot is the distribution after the exclusivity cuts. The peak at z = −62.5 cm exhibits the interaction of the beam with an insulating foil. It is completely removed after the exclusivity cuts, demonstrating that these cuts very effectively exclude the interactions involving nuclei of the surrounding non-target material.
B. Proton identification
The proton was identified as a positively charged particle with the correct time-of-flight. The quantity of interest (δt = t SC − t exp ) is the difference in the time between the measured flight time from the event vertex to the SC system (t SC ) and that expected for the proton (t exp ). The quantity t exp was computed from the velocity of the particle and the track length. The velocity was determined from the momentum assuming the mass of the particle equals that of a proton. A cut at the level of ±5σ t was applied around δt = 0, where σ t is the time-of-flight resolution. Such a wide cut is possible because the exclusivity cuts very effectively suppressed the remaining pion contamination.
C. Photon identification
Photons were detected in both calorimeters, the EC and IC. In the EC, photons were identified as neutral particles with β > 0.8 and E > 0.35 GeV. Fiducial cuts were applied to avoid the EC edges. When a photon hits the boundary of the calorimeter, the energy cannot be fully reconstructed due to the leakage of the shower out of the detector. Additional fiducial cuts on the EC were applied to account for the shadow of the IC (see Fig. 4 ). The calibration of the EC was done using cosmic muons and the photons from neutral pion decay (π 0 → γγ). In the IC each detected cluster was considered a photon. The assumption was made that this photon originated from the electron vertex. Additional geometric cuts were applied to remove lowenergy clusters around the beam axis and photons near the edges of the IC, where the energies of the photons were incorrectly reconstructed due to the electromagnetic shower leakage. The photons from π 0 → γγ decays were detected in the IC in an angular range between 5
• and 17
• and in the EC for angles greater than 21
• . The reconstructed invariant mass of two-photon events was then subjected to various cuts to isolate exclusive π 0 events, with a small residual background, as discussed in the section on exclusivity cuts in Sec. IV B below.
D. Kinematic corrections
Ionization energy-loss corrections were applied to protons and electrons in both data and MonteCarlo events. These corrections were estimated using the GSIM Monte Carlo program. Due to imperfect knowledge of the properties of the CLAS detector, such as the magnetic field distribution and the precise placement of the components or detector materials, small empirical sector-dependent corrections had to be made on the momenta and angles of the detected electrons and protons. The corrections were determined by systematically studying the kinematics of the particles emitted from well understood kinematically-complete processes, e.g. elastic electron scattering. These corrections were on the order of 1%.
IV. EVENT SELECTION A. Fiducial cuts
Certain areas of the detector acceptance were not efficient due to gaps in the DC, problematic SC panels, and inefficient zones of the CC and the EC. These areas were removed from the analysis as well as the simulation by means of geometrical cuts, which were momentum, polar angle and azimuthal angle dependent.
B. Exclusivity cuts
To select the exclusive reaction ep → e p π 0 , each event was required to contain an electron, one proton and at least two photons in the final state. Then, so called exclusivity cuts were applied to all combinations of an electron, a proton and two photons to ensure energy and momentum conservation, thus eliminating events in which there were any additional undetected particles.
Five cuts were used for the exclusive event selection (see Fig. 11 ):
• A cut, θ X , on the angle between the reconstructed π 0 momentum vector and the missing momentum vector for the reaction ep → e p X, in which θ X < 2 o .
• The missing mass squared of the ep-system
• The missing mass of the eγγ-system (ep → e γγX), with |M x (eγγ) − M p | < 3σ.
• The missing energy (ep → e p γγX), with |E x (epπ 0 ) − 0| < 3σ.
• γγ invariant mass -
Here σ is the observed experimental resolution obtained as the variance from the mean value of the distributions of each quantity. Three sets of resolutions were determined independently for each of the three photon-detection topologies (IC-IC, IC-EC, EC-EC). The effects of these cuts on the various distributions and the positions of the applied cuts are shown in Fig. 11 for the case where both photons were detected in the IC. These distributions were generally broader than in the Monte Carlo simulations so that the cuts for the data were typically broader than those used for the Monte Carlo simulations. Similar results were obtained for the topology in which one photon was detected in the IC and one in the EC, as well as the case where both photons were detected in the EC.
C. Background subtraction
The M (γγ) distribution contains a small amount of background under the π 0 peak even after the application of all exclusivity cuts shown in Fig. 11 . The background under the π 0 invariant mass peak, typically 3-5%, was subtracted for each kinematic bin using the data in the sidebands (−6σ, −3σ)∪(3σ, 6σ) in the M (γγ) distributions (lower right distribution in Fig. 11 and in greater detail in Fig. 12 ). The same cuts were applied to all the kinematic bins.
D. Kinematic binning
The kinematics of the reaction are defined by four variables: Q 2 , x B , t and φ π . In order to obtain differential cross sections the data were divided into four-dimensional rectangular bins in these variables. There are 8 bins in x B , Q 2 and t as shown in Tables  I-III. For each of these kinematic bins there are 20 bins in φ π of equal angular width. The binning in x B and Q 2 is shown in Fig. 6 .
V. MONTE CARLO SIMULATION
The acceptance for each (Q 2 , x B , t, φ π ) bin of the CLAS detector with the present setup for the reaction ep → e p γγ was calculated using the Monte Carlo program GSIM. The event generator used an empirical parametrization of the cross section as a function of Q 2 , x B and t. The parameters were tuned using the MINUIT program to best match the simulated π 0 spectra, including radiative effects, with the measured electroproduction cross section. Two iterations were found to be sufficient to describe the cross section with reasonable accuracy. The comparison of the experimental data and Monte Carlo simulated data is shown in Fig. 7 for the variables Q 2 , x B , −t and W .
Additional smearing factors for tracking and timing resolutions were included in the simulations to provide more realistic resolutions for charged particles. The Monte Carlo events were analyzed by the same code that was used to analyze the experimental data, and with the additional smearing and somewhat different exclusivity cuts, to account for the leftover discrepancies in calorimeter resolutions. Ultimately the number of reconstructed Monte Carlo events was an order of magnitude higher than the number of reconstructed experimental events. Thus, the statistical uncertainty introduced by the acceptance calculation was typically much smaller than the statistical uncertainty of the data.
The efficiency of the event reconstruction depends on the level of noise in the detector, the greater the noise the lower the efficiency. It was found that the efficiency for reconstructing particles decreased linearly with increasing beam current. To take this into account the background hits from random 3-Hz-trigger events were mixed with the Monte Carlo events for all detectors -DC, EC, IC, SC and CC. The acceptance for a given bin i was calculated as a ratio of the number of reconstructed events to the number of generated events, including the random background events as
Only areas of the 4-dimensional space with an acceptance equal to or greater than 0.5% were used. This cut was applied to avoid the regions where the calculation of the acceptance was not reliable.
VI. RADIATIVE CORRECTIONS
Radiative processes which modify the observed cross section were taken into account. Some of these, The invariant mass distribution M (γγ) for all events in which all selection criteria were applied, where both decay photons were detected in the IC (note the log scale). The shaded regions were used to estimate the residual background on a kinematic bin-by-bin basis.
illustrated in Fig. 13 , include radiation of real photons, vacuum polarization and lepton-photon vertex corrections. Vacuum polarization refers to the process where the virtual photon temporarily creates and annihilates a lepton-anti-lepton pair. The lepton-photon vertex corrections are for processes where a photon is emitted by the incoming electron and is absorbed by the outgoing electron. These processes give the largest contribution to the cross section at the next-to-leading-order level and can be calculated exactly from QED [26] . Thus, the measured cross section can be corrected to extract the Born term. The radiative correction, δ RC , connects the experimentally measured cross section to the basic non-radiative (Born) cross section as follows
Here, σ meas is the observed cross section from experiment and σ Born is the desired cross section after corrections. The corrections were obtained using the software package EXCLURAD [26] which uses theoretical models as input for the hadronic current. The same analytical structure functions were implemented in the EXCLURAD package as were used to generate the π 0 electroproduction events in the Monte-Carlo simulation. The corrections were computed for each kinematic bin (Q 2 , x B , t, φ π ). They vary from 5% to 10%, depending on the kinematics. For example, Figure 14 shows the radiative corrections calculated for the first kinematic bin as a function of the φ π angle. Note that the correction increases near φ π = 0
• and φ π = 360
• .
VII. NORMALIZATION CORRECTION
To check the overall absolute normalization the cross section of elastic electron-proton scattering was measured using the same data set. The measured cross section was lower than the known elastic cross section by approximately 12% over most of the elastic kinematic range. Studies made using additional other reactions where the cross sections are well known, such as π 0 production in the resonance region, and Monte Carlo simulations of the effects of random backgrounds, indicate that this was approximately true over a wide range of kinematics. Thus, a normalization factor δ N orm ∼ 0.89 was applied to the measured cross section. This value includes the efficiency of the SC counters which was estimated to be around around 95%, as well as other efficiency factors which are not accounted for in the analysis, such as trigger and CC efficiency effects. This correction comprises the largest single contribution to the systematic uncertainties in the extracted cross section.
VIII. SYSTEMATIC UNCERTAINTIES
The determination of the differential cross section of the reaction ep → e p π 0 requires the knowledge of the yield and the acceptance, including various efficiency factors and radiative effects, for each kinematic bin (Q 2 ,x B ,t,φ π ), as well as the integrated luminosity of the experiment. These quantities are subject to systematic uncertainties which contribute to the uncertainty of the measured cross section in each kinematic bin. Each of these factors is subject to systematic uncertainty. The size of these systematic uncertainties was estimated by repeating the calculation of the cross section varying each of the cut parameters within reasonable limits. Table IV contains a summary of the information on all the studied sources of systematic uncertainties. Some sources of uncertainty vary bin-by-bin, others are global.
The systematic uncertainty on the proton identification was studied by removing the cut on the difference between the measured and predicted flight times. The systematic uncertainty was estimated in each (Q 2 , x B , t, φ π ) bin to be on average ∼ 2.5 %. To estimate the systematic uncertainty introduced by the electron and proton fiducial cuts, we varied the cuts applied to the φ angles accepted in each sector. The φ acceptance of each of the six sectors was less than 60
• , depending on θ, due to the thickness of the toroid magnet coil cryostats. In order to avoid tracks which are too close to the coils, a fiducial cut in ∆φ was applied of nominally 40
• (±20
• from the sector mid-plane) at larger angles θ, tapering down to smaller ∆φ for smaller θ as the φ acceptance decreases. For electrons an additional cut of ±3
• from the mid-plane was applied to avoid known inefficiencies of the Cherenkov detector in the sector mid-plane. The average systematic uncertainty arising from the placement of these cuts was estimated to be around 4.7%. The lower limit on the photon's energy in the EC calorimeter was varied from 350 MeV to 300 MeV for the evaluation of the systematic uncertainties due to this selection criteria. The uncertainties were calculated for each bin and on average were estimated to be ∼ 1.6%.
The systematic uncertainties due to the exclusivity cuts on M x (eγγ), E x (epπ 0 ), and M(γγ) were studied in detail for each cut independently. The cuts were changed from 3σ to 2σ and systematic uncertainties were calculated in each bin. The average uncertainties for each cut, shown in Table IV , varied between 2.5-3.2%.
The systematic uncertainty of the radiative corrections was estimated as follows. The missing mass of the ep system M x (ep) exhibits a radiative tail. Thus, when making a cut on M x (ep) there is a loss of radiated events, which was corrected using the routine EXCLURAD [26] , which depends on the value of the cut. The correction procedure was applied with varied cuts on M x (ep) from 0.1 GeV to 0.25 GeV in the data analysis program, and the same value of this cut was applied to the simulated data. The obtained cross sections were compared to the original ones bin-by-bin. On average the uncertainty was estimated to be 2.9%.
The systematic uncertainty in the cross section due to the normalization correction factor was estimated by the comparison of the normalization factors extracted from the six independent measurements of the elastic cross section in the six different CLAS sectors. The absolute normalization correction reflects systematic uncertainties which were not accounted for and which may lead to normalization errors. This systematic uncertainty was estimated to be 6%.
The uncertainty in the incident electron beam energy was determined to be about 0.017 GeV and its contribution to the overall cross section is small. Finally, the overall systematic uncertainty was estimated by adding all contributions in quadrature and is about 10%.
IX. CROSS SECTIONS FOR
The four-fold differential cross section as a function of the four variables (Q 2 , x B , t, φ π ) was obtained from the expression
The definitions of the kinematic variables are given in Appendix A. The definitions of the other quantities in Eq. 3 are: • N (Q 2 , x B , t, φ π ) is the number of ep → e p π 0 events in a given (Q 2 , x B , t, φ π ) bin;
• L int is the integrated luminosity (which takes into account the correction for the dataacquisition dead time);
• (∆Q 2 ∆x B ∆t∆φ π ) is the corresponding bin width (see Tables I-III) . For bins not completely filled, because of cuts in θ e , W and E , as seen in Fig. 6 , the phase space (∆Q 2 ∆x B ∆t∆φ π ) includes a 4-dimensional correction to take this into account. The specified Q 2 , x B and t values are the mean values of the data for each variable for each 4-dimensional bin, as if the cross sections in each bin vary linearly in each variable in the filled portion of the accepted kinematic volume.
• ACC is the acceptance calculated for each bin (Q 2 , x B , t, φ π );
• δ RC is the correction factor due to the radiative effects calculated for each (Q 2 , x B , t, φ π ) bin;
• δ N orm is the overall absolute normalization factor calculated from the elastic cross section measured in the same experiment (see Sec.VIII above);
is the branching ratio for the π 0 → γγ decay mode.
The reduced or "virtual photon" cross sections were extracted from the data through:
The Hand convention [27] was adopted for the definition of the virtual photon flux Γ V (see Eq. B2 in Appendix B A. Integrated virtual photon cross section σU = σT + σL
The total virtual photon cross section is defined as the reduced differential cross section integrated over φ π and t:
where σ T and σ L are due to transverse and longitudinal photons respectively. σ U depends on two variables Q 2 and x B . The variable is the ratio of fluxes of longitudinally and transversely polarized virtual photons (see Eq. B3 in the appendix). Since the CLAS acceptance has limited coverage in some areas of the 4-dimensional phase space (Q 2 , x B , t, φ π ), the integral could be carried out over a finite range of the total phase space. For example, at high Q 2 and x B , the acceptance around φ π = 180
• is near zero, so the φ π integral cannot be fully calculated using the present data. To account for regions with small acceptance, a model that was developed for the Monte Carlo generator to describe d 2 σ M C /dtdφ π was used. This generator was tuned using our own π 0 experimental data. Thus the integrated cross sections have an additional factor 1/η, where
in which Ω is the full phase space and Ω is the phase space where CLAS has non-zero acceptance. Only data points were included for partially covered kinematic volumes in which η was greater than 0.45 to avoid extrapolation to the regions where the acceptance is low. The value of η is model dependent, which introduces an additional systematic uncertainty of ∼ 15%. The integration over the variable |t| extends from |t min | to 2 GeV 2 . Fig. 15 shows the integrated cross section σ U as a function of Q 2 for different values of x B . The cross sections were fit by the simple expression σ U ∼ 1/Q n to estimate the Q 2 dependence. The weighted mean of the exponent parameters is n = 4.7 ± 0.7. Reference [14] finds n = 4.78±0.16 based upon two values of Q 2 (1.9 and 2.3 GeV 2 ). The asymptotic prediction of the conventional GPD models is σ L ∼ 1/Q 6 and σ T ∼ 1/Q 8 . The parameters of the fit are given in Table VI. The total cross section σ U = σ T + σ L as a function of W for different values of Q 2 is shown in Fig. 16 . The cross sections were fitted with the function σ ∼ 1/W n . The weighted mean value of the exponent is n = 3.7±0.3. Ref. [14] finds n = 3.48±0.11 based upon two values of W . The W dependence is consistent with what was observed for ρ electroproduction [29] , i.e. the cross section decreases with W compatibly with the Regge-model predictions [20] for the exclusive reactions. The parameters of the fit are given in Table VII .
B. The t-dependent differential cross section dσU /dt
Integrating only over φ π yields the t-dependent differential cross section
The correction factor for the region where the CLAS detector has zero acceptance was calculated as
in which Ω is the full phase space and Ω * is the phase space where CLAS has non-zero acceptance. Fig. 17 shows the cross section dσ T /dt + dσ L /dt for intervals of Q 2 for the different values of x B . The presented cross sections were calculated only for the kinematics where the factor η was greater than 0.45. The general feature of these distributions is that in a small interval near |t| = |t| min they are not diffractive. There, the cross sections cannot be described by simple exponential functions. However, for somewhat larger values of |t|, the cross sections appear to fall off exponentially with −t, and thus were fit by the function e bt , where the exponential functions appears to fit the data with a good χ 2 . This provides a qualitative description of the |t|-dependence by a slope parameter b. The curves in Fig. 17 are the results of these fits. Fig. 18 shows the slope parameter b as a function of x B for different values of Q 2 . The values of b are between 1 and 2.5 GeV −2 . The data appear to exhibit a slope parameter decrease with increasing x B for each Q 2 over much of the measured range, except at the highest measured regions of x B and Q 2 . However, the Q 2 −x B correlation in the CLAS acceptance does not permit one to make a definite conclusion about the Q 2 dependences of the slope parameter for fixed x B . What one can say is that at high Q variables (Q 2 = 1.2 GeV 2 , x B =0.12). The b parameter in the exponential determines the width of the transverse momentum distribution of the emerging protons, which, by a Fourier transform, is inversely related to the transverse size of the interaction region from which the proton emerges. From the point of view of the handbag picture, it is inversely related to the separation, r ⊥ , between the active quark and the center of momentum of the spectators (see Ref. [30] ). Thus the data implies that the separation is larger at the lowest x B and Q 2 and becomes smaller for increasing x B and Q 2 , as it must.
C. Structure functions
The reduced cross sections can be expanded in terms of structure functions dσ T /dt, dσ L /dt, dσ LT /dt, and dσ T T /dt as follows:
from which the three combinations of structure functions, ( The physical significance of the structure functions is as follows:
-dσ L /dt is the sum of structure functions initiated by a longitudinal virtual photon, both with and without nucleon helicity-flip, i.e. respectively ∆ν = ±1 and ∆ν = 0.
-dσ T /dt is the sum of structure functions which are initiated by a transverse virtual photon of positive and negative helicity (µ = ±1), with and without nucleon helicity flip, respectively ∆ν = ±1 and 0.
-dσ LT /dt corresponds to interferences involving products of amplitudes for longitudinal and transverse photons.
-dσ T T /dt corresponds to interferences involving products of transverse positive and negative photon helicity amplitudes. Figure 19 shows a typical φ π -distribution of the virtual photon cross sections with a fit using the form of Eq. 9. These data are listed in Table V Table C . The results of a Regge-based calculation [20] are also shown in Fig. 20. A number of observations can be made independently of the model predictions. The dσ T T /dt structure function is negative and |dσ T T /dt| is comparable in magnitude with the unpolarized structure function (dσ T /dt + dσ L /dt). However, dσ LT /dt is small in comparison with dσ U /dt and dσ T T /dt. This reinforces the conclusion that the asymptotic leading-order handbag approach for which dσ L /dt is dominant is not applicable at the present values of 
X. COMPARISONS WITH THEORETICAL MODELS A. Regge model
The Regge model with charge exchange and π ± final state interactions, in addition to pole terms and elastic π 0 rescattering, had been successfully applied in Refs. [31, 32] to π 0 electroproduction at DESY at Q 2 = 0.25, 0.50 and 0.85 GeV 2 . This mechanism, which is illustrated schematically in Fig. 21 , includes a charged-pion rescattering amplitude (see Fig. 22 ). Schematically, the amplitude can be written as a product of two terms:
2 . The first term in the integral is the amplitude for production of a charged off-shell meson by a virtual photon and the second characterizes its rescattering. The amplitudes are largest where the intermediate mesons become onshell.
However, when this scheme was applied to the Jefferson Lab Hall A kinematics [14] at Q 2 = 2.35 GeV 2 , the calculated cross sections were found to be an order of magnitude too low (see Ref. [20] ). In fact, it was very difficult to understand why the experimental cross section at Q 2 =2.35 GeV 2 is comparable in magnitude to the cross section at much lower Q 2 values.
Then, Ref. [20] included a vector-meson rescattering amplitude (see Fig. 22 ) taking the form
It was found that the contributions of the ρ + ∆ 0 and ρ − ∆ ++ rescattering (Fig. 22 lower-right) are the most important, far more important than the ωp or ρ 0 p terms because the cross section of the N (ρ + , π)N reaction is larger than the N (ω, π)N cross section, and N (ρ 0 , π 0 )N cannot occur. These comparisons were only carried out in a narrow range of kinematics corresponding to the available Hall A data.
The comparison of the present data with the predictions of the Regge model [20] is shown in Fig. 20 . Although the Regge model managed to describe the Hall A cross-section data in a narrow region of Q 2 and t, the situation here, with the large kinematic acceptance, is much more complex. In some regions of Q 2 and t the predictions appear better than in others. This model does predict the correct signs and values of σ T T and the small value of σ LT in almost all the data intervals. 
FIG. 20: (Color online)
Structure functions dσU = dσT /dt + dσL/dt (black circles), dσT T /dt (blue triangles) and dσLT /dt (red squares) as a function of −t for different Q 2 and xB for the reaction γ * p → p π 0 . All the structure functions are numerically given in Appendix C. The error bars are statistical only. The point-by-point propagated systematic uncertainties for all the structure functions are given in Appendix C. The curves are the results of a Regge-based calculation [20] : black (positive)-dσU /dt, blue (negative)-dσT T /dt, and red (small)-dσLT /dt. Note that in the higher-xB/lower-Q 2 bins that the black curves (dσU ) from the model are much higher than the data and become off-scale.
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The The first inelastic cut that may play a role is the Charge Exchange (CEX) pion rescattering cut (Fig. 3) . The charged pion electroproduction [19] , around Q 2 = 2.3 GeV 2 , is larger (∼ 3 µb/GeV 2 ) than the π 0 one (∼ 0.4 µb/GeV 2 ) at low t. Neglecting its principal part, the corresponding rescattering matrix element reduces to [15] :
where For the p(γ * , π + )n amplitude, I use the VGL model [20] which reproduces fairly well the experimental data [19] around Q 2 =2.3 GeV 2 and √ s = 2.2 GeV, at least the Longitudinal part. The expression of the CEX amplitude is: 
FIG. 4: (Color on line)
The πN CEX at √ s = 2.4 GeV [21] .
The (black) line, marked "lin", corresponds to the use of a linear Regge trajectory, while the (red) line, marked "sat", corresponds to the use of a saturating Regge trajectory.
Since the πN ∆ and ρN ∆ coupling constants are comparable to and even larger than the πNN and the ρN N ones (see for instance ref. [22] ), the π + ∆ 0 and π − ∆ ++ intermediate states play also a role (Fig. 3) . The rescattering matrix element is a straightforward extension of eqs. (6) and (7), using the relevant coupling constants as well as the relevant isospin coefficients, and replacing the σ matrices by the N → ∆ spin transition matrices S. Fig. 5 shows that the coupling to these CEX channels is not enough to account for the large experimental cross section at Q 2 = 2.3 GeV. The next cuts are the vector meson cuts shown in Fig. 6 . The generic amplitude is:
where Since the ρ 0 cannot decay into two π 0 's, only the ωp, the ρ + n and the ρ ± ∆ cuts have to be taken into account. In the ωp cut, the amplitude of the p(γ * , ω)p reaction is based on the exchange of the Regge trajectories of the Pomeron, the π, the f 2 in the t-channel and of the proton in the u-channel. The model is described in ref. [23] and reproduces well the experimental data [24] in the JLab energy and momentum range. The amplitude of p(ω, π 0 )p has the same structure [13] as the ρ exchange part of the Regge amplitude of the reaction p(γ, π 0 )p, to which it is related under the Vector Meson Dominance assumption: The contribution of the ρ + n cut is far more important (Fig. 1) . The first reason is that the cross section of the N (ρ, π)N reaction is larger than the cross section of the N (ω, π)N reaction at low t (compare Fig. 3 of [15] and Fig. 7 ): The former reaction is driven by π exchange while the latter is driven by ρ exchange. The second reason is that the cross section of the p(γ, ρ + )n, which is very small at the real photon point, becomes large at large Q 2 . This is shown in Fig. 8 which compares the cross sections The results of two GPD-based models which include transversity GPDs [19, 33] are superimposed in Fig. 23 . The primary contributing GPDs in meson production for transverse photons are H T , which characterizes the quark distributions involved in nucleon helicity-flip, and E T (= 2 H T + E T ) which characterizes the quark distributions involved in nucleon helicity-non-flip processes [34, 35] . As a reminder, in both cases the active quark undergoes a helicity-flip.
Reference [33] obtains the following relations (see the Appendix for more details):
Here κ (Q 2 , x B ) is a phase space factor, t = t−t min , where |t min | is the minimum value of |t| corresponding to θ π = 0, and the brackets H T and Ē T denote the convolution of the elementary process with the GPDs H T andĒ T . The GPDĒ T describes the spatial density of transversely polarized quarks in an unpolarized nucleon [34, 35] .
Note that for the case of nucleon helicity-non-flip, characterized by the GPDĒ T , overall helicity from the initial to the final state is not conserved. However, angular momentum is conserved, the difference being absorbed by the orbital motion of the scattered π 0 − N pair. This accounts for the additional t (= t − t min ) factor multiplying theĒ T terms in Eqs. 10 and 11.
In both calculations the contribution of σ L accounts for only a small fraction (typically less than a few percent) of the unseparated structure functions dσ T /dt + dσ L /dt in the kinematic regime under investigation. This is because the contributions from H andẼ, the GPDs which are responsible for the leading-twist structure function σ L , are very small compared with the contributions fromĒ T and H T , which contribute to dσ T /dt and dσ T T /dt. In addition, the transverse cross sections are strongly enhanced by the chiral condensate through the param-
, where m u and m d are current quark masses [12] .
With the inclusion of the quark-helicity nonconserving chiral-odd GPDs, which contribute primarily to dσ T /dt and dσ T T /dt and, to a lesser extent, to dσ LT /dt, the model of Ref. [33] agrees rather well with the data. Deviations in shape become greater at smaller −t for the unseparated cross section dσ U /dt. The behavior of the cross section as |t| → |t| min is determined by the interplay between H T andĒ T . For the GPDs of Ref. [33] the parameterization was guided by the lattice calculation results of Ref. [35] , while Ref. [19] used a GPD Reggeized diquark-quark model to obtain the GPDs. The results in Fig. 23 for the model of Ref. [33] (solid curves), in whichĒ T is dominant, agree rather well with the data. In particular, the structure function σ U begins to decrease as |t| → |t| min , showing the effect ofĒ T . In the model of Ref. [19] (dashed curves) H T is dominant, which leads to a large rise in cross section as −t becomes small so that the contribution ofĒ T relative to H T appears to be underestimated. One can make a similar conclusion from the comparison between data and model predictions for σ T T . This shows the sensitivity of the measured π 0 structure functions for constraining the transversity GPDs. From Eq. 10 for dσ T /dt and Eq. 11 for dσ T T /dt one can conclude that |dσ T T /dt| < dσ T /dt < dσ U /dt. One sees from Fig. 23 that −dσ T T /dt is a sizable fraction of the unseparated cross section while dσ LT /dt is very small, which implies that contributions from transversity GPDs play a dominant role in the π 0 electroproduction process. Fig. 24 shows the extracted structure functions vs. t for all kinematic bins, but this time compared to the GPD calculations of Ref. [33] . While σ LT is very small in all kinematic bins, σ T T remains substantial, which is what one would expect for a transverse pho- 
XI. CONCLUSION
Differential cross sections of exclusive neutral-pion electroproduction have been obtained in the fewGeV region at more than 1800 kinematic points in bins of Q 2 , x B , t and φ π . Virtual photon structure functions dσ U /dt, dσ T T /dt and dσ LT /dt have been obtained. It is found that dσ U /dt and dσ T T /dt are comparable in magnitude with each other, while dσ LT /dt is very much smaller than either. The tdependent distributions of the structure functions have been compared with calculations based upon the Regge trajectory and handbag approaches. In each case, it is found that the cross sections are dominated by transverse photons.
In the Regge model [20] , in order to account for the magnitude of the cross section, it has been necessary to add vector meson rescattering amplitudes (Fig. 22) to the original pole terms and pseudoscalar rescattering amplitudes (Fig. 21) .
Within the handbag interpretation, there are two independent theoretical calculations [19, 33] . They confirm that the measured unseparated cross sections are much larger than expected from leadingtwist handbag calculations which are dominated by longitudinal photons. The same conclusion can be made in an almost model independent way by noting that the structure functions dσ U /dt and dσ T T /dt are comparable to each other while dσ LT is quite small in comparison. In the calculation of Ref. [19] the dominant GPD is H T , which involves a nucleon helicity-flip, while that of Ref. [33] has a larger contribution ofĒ T , which involves a nucleon nonhelicity-flip. The data at t near t min appear to favor the calculation of Ref. [33] . In Eqs. B21, B22 and B23 one can make two observations. First, note that cross section contributions due toĒ T vanish as |t| → |t| min . There is no such constraint on terms involving H T . The observed dσ U /dt does ap- Fig. 20 for all kinematic bins. The data and curves are as follows: black (positive)-dσU /dt = dσT /dt + dσL/dt, blue (negative)-dσT T /dt, and red (small)-dσLT /dt. All the structure functions are numerically given in Appendix C. The error bars are statistical only. The point-by-point propagated systematic uncertainties are given in the table in Appendix C. The curves are theoretical predictions for these structure functions obtained in the framework of the handbag model by Ref. [33] . As before, black (positive)-dσU /dt = dσT /dt + dσL/dt, blue (negative)-dσT T /dt, and red (small)-dσLT /dt.
pear to turn over as |t| → |t| min , which is expected when the contribution ofĒ T is relatively large, as in Ref. [33] . Second, the structure function dσ T T /dt, which depends onĒ T , is relatively large in the data. However, one must be very cautious not to overinterpret the results at this time. Detailed interpretations are model dependent and quite dynamic in that they are strongly influenced by new data as they become available. In particular, calculations are in progress to compare the theoretical models with the beam-spin asymmetries obtained earlier with CLAS [16] and longitudinal target spin asymmetries, also obtained with CLAS, which are currently under analysis [36] .
In the near future new data on η production and ratios of η to π 0 cross sections are expected to further constrain GPD models. Extracting dσ L /dt and dσ T /dt and performing new measurements with transversely and longitudinally polarized targets would also be very useful, and are planned for the future Jefferson Lab at 12 GeV.
where Γ(Q 2 , x B , E) is the flux of transverse virtual photons and σ T , σ L , σ T T and σ LT are the structure functions. They depend in general on the variables Q 2 , x B and t. The Hand convention [27] was adopted for the definition of the virtual photon flux factor Γ(Q 2 , x B , E):
and α is the standard electromagnetic coupling constant. The variable represents the ratio of fluxes of longitudinally and transversely polarized virtual photons and is given by
with y = p · q/q · k = ν/E.
The reduced cross section is defined as
Six independent helicity amplitudes M µ ν µν describe the π 0 electroproduction process γ * p → π 0 p . With reference to Fig. 2 , µ and µ label the helicities of the virtual photon (µ=0,+1,-1) and π 0 (µ = 0). The helicities of protons before and after the interaction are labeled ν and ν , respectively. We will denote " + " for the ν = 1/2 and " − " for ν = −1/2. The unmeasured helicities of the emitted and absorbed quarks are denoted λ and λ as in Fig. 2 . Four of these amplitudes describe the reaction initiated by transversely polarized photons: M 0−++ , M 0−−+ , M 0+++ , M 0+−+ . The first two correspond to nucleon helicity flip and the latter two to nucleon helicity non-flip. There are two amplitudes which describe the reaction due to longitudinally polarized photons (M 0+0+ , M 0−0+ ), with nucleon helicity non-flip and helicity flip, respectively. It is convenient to introduce two new amplitudes with so-called natural M 
The former does not change sign upon photon helicity reversal, and the latter changes sign upon photon helicity reversal. The inverse equations are
For t → 0 a helicity amplitude vanishes (at least) as M µ ν µν ∝ √ −t |µ−ν−µ +ν | as a consequence of angular momentum conservation, where t = t − t min . Thus, for transverse photons, for nucleon helicity flip (ν = −ν) the cross sections may remain finite at t → 0, while for nucleon helicity non-flip (ν = ν), the cross section should approach 0 as t → 0. According to the findings in Refs. [12] , [18] and the HERMES measurement of the transverse-spin asymmetry A U T , as well as the CLAS measurement of the π 0 cross section [13] , it seems that the following hierarchy of the amplitudes for transversely polarized photons holds
The structure functions can be written in terms of the helicity amplitudes, neglecting the smallest amplitudes: in Eq. B9 above.
The longitudinal structure function σ L is connected to longitudinally polarized photons:
The structure function σ T involves transversely polarized photons:
