An efficient algorithm for constructing restricted Boltzmann machine (RBM) architecture of arbitrary stabilizer group is presented. Some partial results of this problem have been given in arXiv:1802.03738 [1] , in this work we give a complete solution via a different approach. We show that by transforming a stabilizer group into the standard form, every stabilizer code state can be efficiently represented by RBM architecture and we can explicitly get the RBM parameters in this algorithmic way.
Introduction.-To conquer one of the main challenges, the dimensionality problem (also known as Hamiltonian complexity [2, 3] ), in condensed matter physics, many different representations of quantum many-body states are developed. For example, the well-known tensor network representations [4] [5] [6] including density-matrix renormalization group (DMRG) [7] , matrix product states (MPS) [8] , projected entangled pair states (PEPS) [8, 9] , folding algorithm [10] , entanglement renormalization [11] , timeevolving block decimation (TEBD) [12] and string-bond state [13] etc. have gradually became a standard method in solving quantum many-body problems. The efficiency of the tensor network representations is partially based on the entanglement properties of the state.
Recently, a new representation based on a special kind of stochastic recurrent neural network, restricted Boltzmann machine (RBM) is introduced by Carleo and Troyer [14] , they validate the power of the representation by calculating the ground states and unitary evolution of the transverse-field Ising model and the antiferromagnetic Heisenberg model. Later, many different aspects of the representation are investigated. Deng et al. analyze the entanglement properties of the RBM states [15] . Gao and Duan extend the representation to the deep Boltzmann machine [16] . The connection between tensor network and RBM representation is investigated in Refs. [16] [17] [18] [19] . Many other neural networks call also be used to efficiently represent quantum many-body states, see Ref. [20] for a review of the quantum neural network states. Since RBMs allow efficient sampling, which makes it much more useful in practice, we will focus on the RBM representation in this work.
One central problem in studying RBM states is to understand their representational power. Although many numerical results have been given, There are very few analytical results about the exact representational power * Two authors are of equal contributions.
of RBM states. In Ref. [21] the exact analytic RBM parameters of toric code states and 1D symmetry-protected topological cluster state are given. RBM architecture for graph state is given in [16] . In Ref. [1] , we try to prove the representational power of RBM states in stabilizer formalism which is much more general and subsumes the above results as special cases. We prove that there exits sparse RBM architecture for many special type of stabilizer groups for which the generators only contain the tensor products of X or Z (hereinafter, we denote Pauli matrices by X,Y and Z as conventionally done in errorcorrecting code theory). And we apply the result to give an exact RBM architecture for surface code with boundary and defect.
In this work, we comprehensively investigate the RBM representation for stabilizer code [22, 23] . An algorithmic way to construct RBM parameters of arbitrary given stabilizer group is given, which, together with the result of [1] , give a complete solution of the problem to understand the representational power of RBM in stabilizer formalism. We begin by recalling some basic notions of RBM states and stabilizer code.
Preliminary notions.-A restricted Boltzmann machine is a neural network consists of two layers, the hidden one and the visible one. Hidden and visible neurons are neurons contained in hidden layer and visible layer respectively and are denoted by h j and v i respectively. Hidden neurons h j and visible neurons v i are connected with each other by weight W ij , but there is no intra-layer connections. Each neuron has its own bias, denoted by b j for hidden neuron h j and a i for visible neuron v i . To represent a quantum many-body state, we assume the local freedoms are represented by visible neurons. To characterize a quantum state |Ψ = v Ψ(v)|v (where v represents v 1 · · · v n and |v = |v 1 ⊗ · · · ⊗ |v n ), we only need to give the value of function Ψ(v 1 , · · · , v N ) for all series of of input values. For RBM states it is given by where
is the partition function and Ω represents the set of all involved parameters {W i,j , a i , b j }. The state is determined by Eq. (1) up to a normalization factor. See [1, 14, 20] for more details.
A stabilizer group S is defined as an Abelian subgroup of the Pauli group P n = {I, X, Y, Z} ⊗n × {±1, ±i} that stabilizes an invariant subspace C of the total space H = (C 2 ) ⊗n with n physical qubits. The space C is called the code space of the stabilizer group S, more precisely, ∀T ∈ S, ∀|Ψ ∈ C, the equation T |Ψ = |Ψ is always satisfied. Suppose S is generated by m independent operators, S = T 1 , T 2 , · · · , T m . It is easy to check the following properties for the stabilizer operators:
Our goal is to find the RBM representation of the code states |Ψ L ∈ C. We will present an algorithm to explicitly construct a set of basis code states {|Ψ L } that span the code space C for an arbitrary stabilizer group. To summarize, we will solve the problems as follows: Problem 1. For a given stabilizer group S generated by m independent stabilizer operators T 1 , · · · , T m , do there exist an efficient RBM representations of code states |Ψ L ? And if exist, how can we find the corresponding RBM parameters?
To reach this, we first introduce the standard form for a stabilizer code [22] [23] [24] .
Binary representation of Stabilizer operators, check matrices and standard form of stabilizer code.-As defined in Ref. [25] , every Pauli operator that squares to identity can be written as ±P (
In this way, every stabilizer operator T k can be written as the combination of a phase factor and a binary vector
It is easy to prove that if T l = T j T k , then a l = a j ⊕a k , where ⊕ denotes for bitwise addition modulo 2.
For the set of stabilizer generators {T 1 , · · · , T m }, we can stack all the binary vectors a k together to form an m × n matrix A, called the check matrix [24] . Each row of A is a vector a k that corresponds to a stabilizer operator
generates the same stabilizer group, one can add one row of A to another row of A (modulo 2) without changing the code space C. Meanwhile, swapping rows and columns of A corresponds to relabelling stabilizer generators and qubits. This indicates that we can perform Gaussian elimination to the check matrix A [24, 25] .
We start from the original check matrix A = (A 1 |A 2 ). Performing Gaussian elimination to A 1 , we obtain
where I p is a p×p identity. Note that we must keep track of the phase factors during this procedure. Further performing Gaussian elimination to F , we can get another identity I q :
Finally, we can use I q to eliminate D 1 :
Eq. (4) is called the standard form of a stabilizer code. There are p + q independent stabilizer generators, and the number of qubits encoded is k = n − p − q. If the stabilizer generators we start with are not independent with each other, zero rows will be encountered during the elimination, which we can simply discard and finally reaching a set of independent generators.
One advantage of Eq. (4) is that it is easy to construct logical X and Z operators from it. The check matrix for logical X and Z operators can be chosen as AX = (0 F [24] . One can verify that these operators all commute with the stabilizer generators and commute with each other except thatX j anti-commutes withZ j .
Construction of RBM representation for an arbitrary stabilizer group.-In this section, we illustrate how to construct the RBM representation for any given stabilizer group.
Suppose the set of stabilizer generators have already been brought into the standard form like Eq. (4). To begin with, we need to specify one code state in the code space C. As an example, we choose the logical Z eigenstate with eigenvalue 1, i.e.,Z i |Ψ = |Ψ , 1 ≤ i ≤ k. We can see that we are actually treating the logical Z operatorsZ i as new independent stabilizer operators, and the stabilized subspace is narrowed down to containing one state only. The set of independent stabilizer generators now becomes {T 1 , · · · , T m ,Z 1 , · · · ,Z k }, with the new check matrix being 
Add a visible connection between vj and v k with weight iπ. if There is a minus sign inTj then Add a hidden neuron hj with bias 0.
21:
Add a connection between vj and hj with weight iπ.
22:
for k = 1 to p do 23:
Add a connection between v k and hj with weight iπ. Upon introducing new independent stabilizer operators, Eq. (5) can be further simplified. Eliminating D 3 and F 1 with I k , we obtain the final form of the check matrix:
where r = q + k, and p + r = n. Denote the n stabilizer generators corresponding to Eq. (6) as {T 1 , · · · ,T n }. We callT 1 , · · · ,T p x-type stabilizers, denoted byT x , andT p+1 , · · · ,T n z-type stabilizers, denoted byT z . It is worth mentioning that exact RBM representations of this kind of stabilizer groups have been given in Ref. [1] in a slightly different way.
SinceT z only consists of Z and I, in the computational basis,T z can only bring an additional phase and cannot change basis kets. Suppose |Ψ = v Ψ(v)|v , in order forT
Meanwhile, since we already have put the stabilizer generators into standard form, the I r in Eq. (6) indicates that there is a one-to-one correspondence between the r z-type stabilizers and the last r qubits. Given the first p qubits of a basis ket, in order for the coefficient of that basis ket not to be 0, the last r qubits are uniquely determined by the r equationsT j |v = |v , j = p + 1, · · · , n. Because of this property, we denote basis kets with nonzero coefficients as |v 1 v 2 · · · v p × · · · × , where × means that we currently don't care about that qubit, and that it can be uniquely determined by the equationT j |v = |v , j ∈ {p + 1, · · · , n}.
Note that the check matrix for the x-type stabilizers T 1 , · · · ,T p is (I p B|C 0). I p means that eachT j only flips the jth qubit, and every qubit among the first p qubits has a corresponding operator that flips it. Starting from the basis ket |00 · · · 0 × · · · × , |v 1 v 2 · · · v p × · · · × can be reached by successively applyingT 1 , · · · ,T p , in which each operatorT j is applied only when v j = 1. Expanding T j |Ψ :
where c j is the phase factor created whenT j acts on |v , andv j = 1 − v j . Recalling the check matrix (I p B|C 0), the 0 indicates that when applying the operatorT j , the last r qubits do not contribute to the phase factor, confirming that we can currently ignore them. Using T j |Ψ = |Ψ , we obtain:
Start from Ψ(00 · · · 0 × · · · ×) and use Eq. (7) repeatedly, we obtain:
For an unnormalized quantum state, we can multiply an arbitrary overall constant to it. Without loss of generality, we set Ψ(00 · · · 0 × · · · ×) = 1, so that
The first part of the RBM representation of |Ψ relies on Eq. (8) . Constructing a procedure
the phase factorc j on each step can be easily calculated and efficiently represented by RBM. To be specific, on the jth step, we multiply the factor
1. When v j = 0, we don't need to apply the operator T j , and accordingly exp(v j f j (v 1 , v 2 , · · · , v j−1 )) = exp(0) = 1.
2. When v j = 1, we need to compute c j from the equationT
). This is a simple task, since the operatorT j only contains Z or identity on sites 1 to j − 1. Denoting the Pauli matrix on site k inT j asT
* means we add v k to the sum only wheñ
2 is an additional constant phase factor, indicating there might be a minus sign inT j or a Y on the jth site.
In this procedure, we introduced terms like exp(iπv j ) and exp(iπv j v k ). In the RBM representation, the former simply corresponds to setting the bias for the visible neuron v j , and the latter means that we introduced a connection between visible neurons v j and v k . Using the conclusion in [16] , this is corresponding to adding a hidden neuron that connects to v j and v k , with the connection weights computed from Eq. (9):
One solution is:
Then we treat the last r qubits. In order for the equationsT z j |Ψ = |Ψ , j = p + 1, · · · , n to hold, we need to set the coefficients Ψ(v) to be 0 for all the basis kets |v withT z j |v = −1|v . Using the conclusion in [1] , this can be done by adding one hidden neuron in the RBM that connects with all the v k with a Z on the kth site inT z j with connection weight iπ. The bias for the hidden neuron is either 0 or iπ, corresponding to a plus or minus sign inT z j , respectively. This is corresponding to multiplying the factor 1 + exp(iπ * In this way, we have finished the construction of the logical Z eigenstate of an arbitrary stabilizer group, and the eigenstate of other logical operators can be constructed in the same way. The number of hidden neurons is at most p(p−1)/2+r, meaning that the representation is efficient. In summary, our method can be organized into Algorithm 1.
Examples.-We take the [ [5, 1, 3] ] code as an example to illustrate the construction procedure. The stabilizer generators are:
After Gaussian elimination, the stabilizer generators become:
As an example, we construct the eigenstate for the logical X operator with eigenvalue 1. The logical X operatorX = ZIIZX. SinceX|Ψ = |Ψ , treatingX as the fifth stabilizer operator T 5 and further carry out Gaussian elimination using T 5 , we obtain the final form of the stabilizers:T The structure of the RBM is shown in Fig. 1 . Conclusion and discussions.-We investigate the RBM representations of stabilizer code states and give an algorithmic way to construct the RBM parameters for a given stabilizer group S. With the explicit construction of RBM architecture, we show that the representation is efficient. Our results pave the way to carry out quantum error-correcting code using RBM, where we need to know the exact RBM parameters for the code states. And the result can also be applied to build RBM architectures for local a large number of local commutative Hamiltonians.
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