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In dieser Arbeit werden Daten der Si−-Messungen ausgewertet, die im Jahr 2015
am Kryogenen Speicherring (CSR) am Max-Planck-Institut für Kernphysik durchge-
führt wurden. Das Si−-Ion hat vier metastabile Feinstrukturzustände, deren
Strahlungsübergänge in den Grundzustand durch bestimmte Lebensdauern charak-
terisiert sind. Bisher konnten keine dieser Lebensdauern experimentell bestimmt
werden.
Im Experiment am CSR wurde der Ionenstrahl in regelmäßigen Zeitabständen von
Laserstrahlen gekreuzt um im Anschluss die Photodetachment-Produkte zu detek-
tieren. Um die physikalischen Prozesse zu verstehen, die zu den gemessenen Zählraten
führen, wird zunächst ein Modell aufgestellt. Die Lösung der Modellgleichungen
zeigt, dass die Zählraten durch eine Summe von Exponentialfunktionen beschrieben
werden können, welche den verschiedenen Strahlungszerfällen entsprechen.
Zur Auswertung wird zunächst eine Fitfunktion an die gemessenen Daten angepasst
um daraus Werte für die Lebensdauern abzuleiten. Dann wird das Modell genutzt um
die theoretisch berechneten Lebensdauern aus zwei verschiedenen Publikationen zu
überprüfen. Es stellt sich heraus, dass mindestens ein metastabiler Zustand sehr lan-
glebig ist und dass mindestens zwei Zustände kurze, unterscheidbare Lebensdauern
besitzen. Dies widerspricht einer der beiden theoretischen Berechnungen; bezüglich
der zweiten kann keine eindeutige Aussage getroffen werden.
Metastable states of Si− observed in a cryogenic storage ring
This thesis deals with the analysis of data from the Si− measurements performed in
2015 at the Cryogenic Storage Ring (CSR) located at the Max Planck Institute for
Nuclear Physics. The Si− ion has four metastable fine-structure levels which decay to
the ground state with certain radiative lifetimes. So far, none of these lifetimes have
been determined experimentally.
In the CSR experiments, the ion beam was sampled by two lasers at regular intervals
and the photodetachment products were detected. To understand the physical pro-
cesses behind the observed count rates, a model is constructed. The model equations
are then solved to demonstrate that the count rates can be described by a sum of
several exponential decay functions corresponding to the different radiative decays.
For the analysis, a fit function is first applied to the measured data in order to derive
values for the radiative lifetimes. The model itself is then used to try and verify the
radiative lifetimes available from two theoretical calculations. It is found that at
least one metastable state is very long-lived and at least two have short, but distinct,
lifetimes. This contradicts one set of theoretical lifetimes; the results regarding the
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Measuring decay rates and lifetimes at ion storage rings is no new concept. For ex-
ample, nuclear half-lives of stored bare and highly charged ions have been measured
at the storage ring ESR in Darmstadt [1]. At the TSR in Heidelberg, the lifetimes of
different ions were measured. Although some decay rates could be determined with
high precision [2], most of the measured lifetimes were in the order of milliseconds
[3, 2] due to the conditions in the storage ring. The longest lifetime measured at the
TSR was a dielectronic recombination lifetime of 52.2± 5.0 s for the 23S level of Li+ [4].
At the heavy-ion storage ring CRYRING in Stockholm, lifetimes up to several seconds
were measured for metastable states of different positive [5, 6] and negative [7, 8] ions.
Recent experiments at cryogenic temperatures have demonstrated that much longer
lifetimes can be measured under these improved conditions: At the electrostatic double
storage ring DESIREE in Stockholm, a lifetime of 15.1±0.4 s was measured for the
bound excited level in Ni− [9], while the 2P01/2 level of
32S− was even found to have
a lifetime of 503±54 s [10]. In the latter experiment, the ion beam was stored for
more than an hour at a residual-gas pressure of¦ 10−14 mbar and a temperature of 13 K.
The Cryogenic Storage Ring (CSR) located at the Max Planck Institute for Nuclear
Physics in Heidelberg is an electrostatic storage ring operated at very low pressures
and cryogenic temperatures. Allowing for storage times up to several hours, it can be
used for a wide range of experiments on atomic, cluster, and molecular ions. During
its commissioning in 2015, a variety of ions were studied, one of which was the silicon
anion Si−. Aside from silicon being very important for the semiconductor industry, this
particular ion is of special interest since it has two excited states, with two fine-structure
levels each, which decay to the ground state with certain radiative lifetimes. None of
these lifetimes have previously been experimentally established. The aim of this thesis
is to analyze the Si− data acquired during the CSR commissioning in order to try and
find indications for the decay of excited state ions and, if possible, propose some values
or constraints for their radiative lifetimes.
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1.1 Atomic negative ions
Neutral atoms and atomic cations are structurally quite similar: In both cases the
valence electron is bound by the relatively strong force of the core’s Coulomb potential,
a long-range 1r potential. In anions, on the other hand, this is not possible since a
neutral atom does not have a charge or a permanent electric dipole moment which
could bind an additional electron. However, similar to the Van der Waals interaction
between neutral atoms, an electron can polarize the atomic core, inducing a dipole
moment that in many cases is sufficiently strong to bind the electron. The resulting
potential is generally shallow and the induced short-range force is quite weak. The
binding energies in anions are therefore typically an order of magnitude smaller than
the first ionization potentials of the corresponding atoms [11].
The induced dipole potential in a negative ion often supports only one bound state,
with some rare exceptions where excited bound states exist. Most anions only have
quasi-bound excited states, i.e. discrete states embedded in the continuum above the
first detachment threshold. These states decay spontaneously via autodetachment and
give rise to resonance structures in detachment cross sections [12]. When multiple
bound excited states exist, they often belong to the same fine-structure multiplet and
thus have low transition rates since the transitions are dipole forbidden.
In fact, almost no negative ions are known to have electric-dipole allowed transitions
to bound excited states. The first bound-bound electric-dipole transition in an atomic
anion was discovered for Os− in 2000 [13]. This transition later became the first
transition in an atomic anion for which the hyperfine structure was measured by high-
resolution optical spectroscopy [14]. More recently, bound-bound transitions were also
observed in Ce− [15] and La− [16]. The hyperfine structure of one of the transitions in
La− is considered a promising candidate for anion laser cooling and has recently been
investigated by means of high-resolution laser spectroscopy [17].
Since the additional electron in negative ions is only weakly bound, it can easily be
detached. The two detachment processes relevant in our case will be discussed in the
following sections.
1.1.1 Collisional detachment
In negative ion beams, collisional detachment is often the main inelastic collision
channel – and therefore an important destruction mechanism – of ions. It denotes the
process where a free electron is produced by a collision of a negative ion A− with a
neutral atom B or molecule BC:
A− + B→ A+ B + e−
Champion [18] lists several distinct mechanisms of collisional detachment:
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1. Direct detachment without any excited states:
A− + B→ A+ B + e−
2. Detachment involving excited states X ∗ of one of the reactants or products:
a) A− + B→ (A−)∗ + B→ A+ B + e−
b) A− + B→ A+ B∗ + e− or A∗ + B + e−
c) A− + B→ A+ (B−)∗→ A+ B + e−
d) A− + B→ A+ + B + 2e−
3. Detachment with molecular products:
a) A− + B→ AB + e−
b) A− + BC → AB + C + e−
The rate constant k(T ) of such a collisional detachment reaction, assuming that all









with the total collisional detachment cross section
σCD(E) = 2pi
∫
σCD(θ , E) sinθdθ , (1.2)
where σCD(θ , E) is the differential cross section for a given collision energy E.
In experimental environments such as ion traps or storage rings, collisional detach-
ment by residual or buffer gas is often the limiting factor for the storage time which
can be achieved. If neutral particle detectors are involved in beam experiments, it may
also produce a significant count rate R:
R= nGNionvησCD (1.3)
The rate is proportional to the collisional detachment cross section σCD; nG is the gas
density, Nion the initial number of ions, η a detector-specific geometry factor, and v the






Photodetachment of negative ions is the process where an electron is detached by one
or more incident photons of sufficient energy E:
A− + hν→ A+ e−
Photodetachment is only possible if the photon’s energy is larger than a certain energy
Eth, the photodetachment threshold. The probability of photodetaching an electron
from a negative ion is [20]
P(E) = 1− e−kPD(E)τ
where kPD(E) = gσPD(E)ρ(E)
(1.4)
Here, τ is the time an ion spends in the photon beam and kPD(E) is the photodetachment
rate constant with a geometric overlap factor g, the photodetachment cross section
σPD(E) and the photon flux ρ(E). In the first-order Taylor series approximation for
sufficiently small kPD(E)τ (i.e. no saturation) this becomes:
P(E)∝ σPD(E) (1.5)
A more detailed description of the photodetachment cross section as a function of
photon energy [12] is given by the Wigner threshold law,
σPD∝ k2l ′+1 , (1.6)
where k and l ′ are the linear and angular momentum, respectively, of the detached
electron. With the electron’s kinetic energy E − Eth this can be transformed into:
σPD(E)∝ (E − Eth)l ′+ 12 when E > Eth
σPD(E) = 0 when E < Eth
(1.7)
The Wigner threshold law is only valid within the threshold region; however, the exact
range of validity is not known.
Outside of the threshold region, the photodetachment cross section cannot be ana-
lytically described as a function of photon energy. It first rises with increasing photon
energy and then drops off towards zero, reaching a maximum at a certain photon
energy [21]. Explicitly calculating the photodetachment cross section of an certain
ionic state is highly non-trivial. However, if several fine-structure levels are present
in a certain state of the ion and/or atom, the relative intensity for each fine-structure
component J → J ′ of a specific transition from an ionic 2S+1L term to an atomic 2S′+1L′
term can be calculated. The following relation has been derived for cases where the
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ion state can be well described by L-S coupling and statistical degeneracy is assumed
for the ion’s fine-structure levels [22, 23]:
I(J ′, J ′′)∝
l+1/2∑
j=l−1/2
(2J ′ + 1)(2J + 1)(2 j + 1) ·




The {...} term is a Wigner 9-j symbol which can be found in tables or solved accordingly;
l and j are the orbital and total angular momentum of the electron which will be de-
tached. The angular momentum l ′ of the detached electron, although determining the
shape of the threshold (see equation (1.7)), does not influence the relative intensities.
Equation (1.8) has been applied to the transitions between the fine-structure levels
of the 2D state of Si− and the 3P state of Si, yielding results which are in very good
agreement with the measured relative transition strengths [23].
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1.2 The silicon anion Si−
Si− in the stable 3s23p3 configuration has three bound terms: The 4S ground state and
the metastable excited 2D and 2P states which decay radiatively to the ground state





The binding energies for 4S, 2D and 2P have been reported to be 1.385 eV, 0.523 eV









Figure 1.1: Energy level diagram of Si−.
1.2.1 Radiative lifetimes: theory
The radiative lifetimes of the metastable states have not been measured so far. Two
theoretical calculations have been published, though, the results of which will be briefly
outlined in this section.
O’Malley and Beck [25] applied relativistic configuration interaction calculations
based on multiconfigurational Dirac-Fock equations to transitions between the 4S3/2,
2D3/2,
2D5/2 and
2P1/2 states. Two different gauges (lenght and velocity) were applied.
The transition probabilities were calculated for all allowed transitions (see table 1.1 on
the next page), resulting in radiative lifetimes of 23.6 s, 27.3 h and 162 s for 2P1/2,
2D5/2
and 2D3/2, respectively. It is worth mentioning that the same lifetimes were obtained
for both gauges, even though the branching ratios were found to be different.
Andersson et al. [8] used Breit-Pauli calculations to find lifetimes of 25.1 s and 28.1 s
for 2P3/2 and






M1 [s−1] E2 and M1 combined [s−1]
4S3/2→ 2D3/2 4.38 · 10−5 / 4.37 · 10−5 6.04 · 10−3 6.08 · 10−3 / 6.08 · 10−3
4S3/2→ 2D5/2 / 9.70 · 10−7 9.17 · 10−6 / 1.01 · 10−5
2D3/2→ 2D5/2 / 7.13 · 10−18 3.02 · 10−8 / 3.02 · 10−8
4S3/2→ 2P1/2 9.30 · 10−3 / 2.85 · 10−3 2.50 · 10−3 1.18 · 10−3 / 5.35 · 10−3
2D3/2→ 2P1/2 1.51 · 10−2 / 2.13 · 10−2 9.23 · 10−4 1.60 · 10−2 / 2.22 · 10−2
2D5/2→ 2P1/2 1.48 · 10−2 / 1.48 · 10−2 1.48 · 10−2 / 1.48 · 10−2
Table 1.1: Si− transition probabilities for E2 and M1 calculations. The radiative lifetime of an
excited state can be calculated from the total transition probabilities pi (E2 and M1
combined) of all possible transitions Ti between that state and all other states that
are lower in energy: τrad =
1∑
pi
. (Adapted from table 3 in [25])
State O’Malley and Beck [25] Andersson et al. [8]
2P3/2 – 25.1 s
2P1/2 23.6 s 28.1 s
2D5/2 27.3 h 12.2 h
2D3/2 162 s 14.5 h
Table 1.2: Radiative lifetimes of the metastable states of Si− as calculated by O’Malley and
Beck [25] and Andersson et al. [8].
calculated energies are closer to spectroscopic results than the energies calculated by
O’Malley and Beck, the authors claim to have treated correlation more completely.
Detailed transition probabilities were not reported in this publication.
The radiative lifetimes from both calculations are summarized in table 1.2.
1.2.2 Previous experiments
So far, most experiments where Si− was studied were concerned with photodetachment
thresholds and binding energies. The binding energies of the ground state and the
excited states were established in 1975 by Kasdan et al. using laser photodetachment
electron spectroscopy [24]. In 1998, the accuracy for the 4S and 2D states could be
improved and the binding energies of the fine-structure levels of the 2D state were
measured by Scheer et al., who also measured and calculated the relative transition
probabilities between the fine-structure levels of the ionic 2D term and the atomic 3P
term (see section 1.1.2 on page 5) [23]. A summary of experimental results concerning
Si− can be found in Andersen’s review paper [26].
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Not many experiments have dealt with the radiative lifetimes of the metastable
states of Si−. One attempt to measure them was made by Andersson et al. at the
heavy-ion storage ring CRYRING [8]. A beam of ions produced in a sputter source
was intersected by a laser beam (laser output power: 4.7 W) at a fixed wavelength
of 1064 nm (1.17 eV), an energy high enough to detach the excited states, but not
sufficient for detaching the ground state. The neutral atoms produced in this way were
detected by a neutral-particle detector to track the evolution of the population of the
metastable states.
A strong background signal was present due to collisional detachment of both ex-
cited and ground state ions. Several different ring pressures were used to estimate
the contribution of collisional detachment to the metastable state decay. A possible
redistribution of populations caused by collisions was also investigated.
The maximum ion storage time, determined by the collisional detachment rate, sets
an upper limit for the radiative lifetimes which can be measured. In this case, the
lifetime was found to be “very long” with a lower limit of >1 min. This lifetime was
interpreted as the lifetime of the 2D term since ions in the 2P levels were not expected
to come out of the source, owing to their low binding energy compared to typical ion
source temperatures. The 2D5/2 and
2D3/2 levels could not be resolved. Both calculated
lifetimes for these states (see table 1.2 on the facing page) are consistent with this result.
Aside from this experiment, two other publications are worth mentioning with regard
to the question whether significant amounts of ions in excited states are produced by
an ion source. In one experiment published by Feldmann in 1971 [27], the photode-
tachment threshold was measured and compared to a theoretical description. A second
strong threshold at lower energies was found, showing that the 2D state, which hat
previously only been theoretically predicted, was indeed strongly populated. In a more
recent experiment by Lindahl et al. [28] dealing with depletion of the excited state
population using photodetachment, the results indicate that not only the 2D level, but
also the 2P level was populated.
Since none of these experiments monitored the temporal behavior of the excited states,
no lifetimes can be inferred from the measurements.
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1.3 The Cryogenic Storage Ring
The experiments analyzed in this thesis were conducted in June 2015 at the Cryogenic
Storage Ring (CSR) located at the Max Planck Institute for Nuclear Physics in Heidel-
berg. It has a circumference of 35 m and has reached temperatures as low as 6 K and
pressures below 10−14 mbar (room-temperature equivalent) [19].
The CSR is an electrostatic storage ring. Compared to magnetic storage rings it
has the advantage that the mass-to-charge ratio of particles at a given energy is not
restricted. This makes it possible to store ions of heavy atoms or even of clusters and
large molecules such as biomolecules.
1.3.1 Overview
Figure 1.2 on the next page shows the CSR at the time when the Si− measurements
were performed. In the injection beamline, which is connected to the top left cor-
ner as indicated by the arrow, the ion beam is accelerated and then deflected and
mass analyzed by two 45◦ magnets. The storage ring itself consists of four deflection
quadrants and four straight sections. A deflection of 90◦ in each of the four corners
is accomplished by two 6◦ deflectors (2 m bending radius) and two 39◦ deflectors
(1 m bending radius). For focusing the beam, each corner additionally contains two
quadrupole doublets, one of which is placed before and the other after the deflectors.
Several components are installed for monitoring the beam. Three beam viewers have
an aluminum plate which can be moved into the CSR orbit. When hit by the ion beam,
secondary electrons are produced and can be directed onto a screen to obtain an image
of the beam which can then be recorded by a CCD camera. Six beam-position monitors
measure the closed orbit of an ion beam. The time structure of the circulating beam is
diagnosed by two capacitive pickups: The current pickup is used for determining the
charge associated with circulating ion pulses and the Schottky pickup for measurements
of charge-density fluctuations. Weak stored ion beams can be detected after rebunching
them using a radiofrequency system.
The extremely low pressure in the CSR – below 10−14 mbar – is achieved in part
due to the cryogenic temperatures. Liquid helium is used for cooling the storage
ring, with some spots even being cold enough to freeze out any residual H2. This
inner experimental vacuum chamber with temperatures down to 6 K is surrounded
by another, outer vacuum chamber with a pressure in the order of 10−6 mbar. Two
radiation shields, one at a temperature of 80 K and one at 40 K, and many layers of
























Figure 1.2: Overview of the Cryogenic Storage Ring (CSR) showing the main components
available during its commissioning in 2015. Steering components are highlighted
in magenta, focusing components in yellow and diagnostics elements in cyan.
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The experiments discussed in this thesis were performed in the laser interaction
section shown in figure 1.2. The laser was directed into the CSR in such a way that
it intersected the stored ion beam at a grazing angle of 3.4◦. Several different laser
systems were used depending on the experiments; in the case of Si−, two continuous
wave lasers were installed (see section 2.1.2 on page 17). In addition to photodissocia-
tion and photodetachment experiments, the laser was also used to create a measurable
photodetachment signal since, due to the low pressure, the collisional detachment
background was not sufficient to monitor the number of stored ions.
1.3.2 Commissioning and first experiments
The CSR was first put into operation in March 2014. In this first run, an 40Ar+ ion
beam was stored at room temperature. Since the vacuum system was still unbaked, a
relatively high pressure of 10−7 mbar limited the storage time to a few milliseconds.
The main purpose of this run was to test the particle counters and perform some beam
diagnostics measurements.
In 2015, the CSR inner vacuum system was baked. After this, a pressure of 2 ·
10−10 mbar was reached at room temperature. When the CSR was then cooled down
to ≈6 K in the inner vacuum chamber, the residual-gas density was below 140 cm−3,
corresponding to a pressure below 10−14 mbar. Depending on the ion species, storage
lifetimes in the range of several hundred to ≈2600 s were achieved. More details
about the first CSR experiments can be found in the publication by von Hahn et al. [19].
The beam lifetimes, despite being very long compared to those in room-temperature
storage rings, are too short to be explained by collisional detachment alone due to the
very low residual-gas density. In fact, there were so few collisions with residual gas
particles that the number of ions in the beam could not be monitored by detecting the
neutrals created by collisional detachment. Instead, the beam was probed by a laser
which created neutrals by photodetaching ions.
The nature of the effect limiting the beam lifetime is not yet completely understood,
but it is thought to arise from a broadening of the momentum distribution of the stored
ions which can be described by a diffusion equation. For example, in the case of Co−2 , a
relative momentum change of < 10−6 after 1000 s can be estimated. The origins of this
momentum distribution broadening will be studied further in future beamtimes.
During the first run at cryogenic temperatures, the beam energies were in the range
of 60 keV – 90 keV. Different ion species, including Ar+, C−, O−, Si−, OH−, CH+, C−2 ,
Co−2 , Ag
−
2 , and Co
−
3 , were produced in ion sources mounted on a high-voltage accelera-
tion platform designed for a maximum voltage of 300 kV. Two standard ion sources
were installed for this purpose: a Penning ion source (positive Heinecke type) and a
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Middleton type sputter source (MISS) for anionic species [29].
1.3.3 Future plans
After some basic measurements performed during the CSR commissioning in 2015,
there are many plans for more complex future experiments. A number of components
will also be added to the storage rings within the next years to make these experiments
possible.
One instrument which is currently under construction and will be available during
the next beamtime is the electron cooler (see figure 1.3 on the next page). In addition
to efficiently cooling the stored ion beam, it will also allow exeriments to study the
interaction between ions and electrons at very low relative velocities.
In the section opposite to the one with the electron cooler, a reaction microscope will
be installed. Interactions between the stored ions and a supersonic gas jet or intense
focused laser beams create electrons and heavy particles which can then be detected.
Reactions between the stored ions and neutral atoms or molecules will be possible
in the injection section of the CSR (see figure 1.4 on page 15). The neutral beam is
created by photodetaching ions from a second ion source platform. With this setup,
rates of reactions occurring in the interstellar medium can be studied under realistic
outer-space conditions by measuring the production rate of reaction products.
To allow for all of these more advanced experiments, custom ion sources are be-
ing developed, namely a laser vaporization source (LVAP) as well as an electrospray
ion source (ESI) for complex biomolecules. In addition, a radiofrequency quadrupole
























Figure 1.3: Overview of the CSR including the electron cooler.
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To ion source platform 1
(up to 300 kV)
Ion source platform 2 










Figure 1.4: Overview of the CSR and the injection beamline. For the neutral beam experiments,
an ion beam (yellow) will first be produced and injected into the CSR. Once this
beam is stored, a second ion beam (magenta) will be created on a second ion
source platform and photodetached by a strong laser. Remaining ions are deflected
and dumped while the newly created neutral beam gets injected into the CSR and
passes straight through the left-hand section of the storage ring. In this section,
the neutral particles interact with the stored ions, allowing for the detection of
reaction products in the bottom left corner of the CSR.
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As discussed in chapter 1.2 on page 7, the Si− ion has two metastable states with two
fine-structure levels each, but the lifetimes for all four levels have only been calculated
theoretically so far. While the theoretical lifetimes of the 2P1/2 level have been found
to be quite similar in both calculations and the lifetime of the 2D5/2 level is much
longer than the storage time according to both, the lifetime of the 2P3/2 level was only
calculated in one of the discussed publications and the calculated lifetimes for the
2D3/2 level differ greatly (see table 1.2 on page 8). The only experimental result to
date confirmed that the lifetime of the 2D state must be greater than the storage time
of > 1 min, which is consistent with both calculations.
Since much longer storage times can be achieved in the CSR, the objective of the
Si− experiments was to try and measure more precise lifetimes (or at least to find a
new lower limit) for the 2D states. This might make it possible to confirm or disprove
the calculated 162 s lifetime of the 2D3/2 level. Additionally, if the
2P states are indeed
short-lived and the source produces a significant number of ions in these states, their
lifetimes should also appear in the measured signal.
2.1.2 Experimental setup at the CSR
The Si− measurements at the CSR were performed over the course of several days in
June 2015. With storage times up to >40 min, the decreasing number of ions in the
storage ring could be monitored almost to the point where the count rates reached
background level.
For the Si− experiments, ions were created in a sputter source and accelerated to
≈ 60 keV, resulting in an orbital frequency inside the CSR of ≈18 kHz. The number
of injected ions differed between runs (see section 2.1.3 on the next page), but was
always in the order of ≈108.
Similar to the experiment discussed in section 1.2.2 on page 8, two continuous wave
lasers were used: a 635 nm (1.95 eV) visible laser (referred to as “laser A”) which was
able to detach all states of the Si− ion, including the ground state, and a 1380 nm
(0.90 eV) infrared laser (referred to as “laser B”) which selectively detached only the
excited states (see figure 2.2 on page 19). The laser setup guiding the beams into the
CSR is shown in figure 2.1 on the following page.
The two lasers had different output powers (4 mW for laser A, 15 mW for laser B).
The intensity of laser A was reduced roughly by a factor of 6 when reflected by the
beam sampler. Laser B passed straight through the beam sampler and its intensity
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Figure 2.1: Double continuous wave laser setup used in the Si− photodetachment experiments.
The path guiding laser A into the CSR is indicated in orange, the one for laser B in
red.
was reduced to a much lesser extent. The intensities of both lasers were additionally
reduced by a factor of about 10 when passing through the window into the CSR. As a
result, the intensity of laser B was about 20 times as high as the intensity of laser A
inside the storage ring. This leads to a higher count rate for laser B, which will later be
discussed in detail (see section 4.1.1 on page 46).
The experiment itself was performed in the laser interaction section shown in fig-
ure 1.2 on page 11. The produced neutrals were counted by the COMPACT detector in
time bins of 100 ms.
2.1.3 Data acquisition
36 separate runs (numbered 0 through 35) were performed in total, with most of
them consisting of several injections. For the data analysis, three runs with statistically












Figure 2.2: Energy level diagram of Si− and Si. The arrows indicate the laser energies (yel-
low= laser A, blue= laser B), showing which transitions between ionic and atomic










Laser B 1 s 1.0057 s 1 s 1.0071 s
No laser 1 s 1.0057 s 5 s 5.0071 s
Laser A 1 s 1.0057 s 1 s 1.0071 s
No laser 1 s 1.0057 s 5 s 5.0071 s
Cycle length 4 s 4.0228 s 12 s 12.0284 s
Table 2.1: Uncorrected and corrected laser schemes and cycle lengths for the analyzed runs.
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Run 26 27 35
Injected ions 108 1.0 · 108 2.8 · 108
Table 2.2: Number of injected ions in each run (based on initial laser B count rates). An
uncertainty of a factor of 2 is assumed.
these runs was 2800 s with the ions stored for 2500 s before the beam was dumped.
The laser scheme followed the same principle for all three of the analyzed runs, with
one duty cycle consisting of the sequence “laser B – no laser – laser A – no laser”. The
lasers were switched on for 1 s each per cycle in all of the runs; however, the breaks
were for 1 s long in runs 26 and 35 and 5 s long in run 27. One complete cycle length
is therefore 4 s in runs 26 and 35 and 12 s in run 27.
This ideal cycle length differs slightly from the actual one since it takes a certain time
to switch the lasers on and off. This time is in the order of milliseconds, but over the
entire measurement duration of 2500 s, the effect plays a significant role. For the data
analysis, the cycle length was corrected by comparing the number of cycles to the
measured time difference between the beginning and the end of an injection:
corrected cycle length =
actual measurement duration
number of cycles
Assuming that the switching time is equally distributed over the four parts of a cycle,
the laser scheme can be corrected for this error.
Both the uncorrected and the corrected laser schemes are summarized in table 2.1 on
the previous page.
The number of ions injected in run 26, determined by capacitive pickup measure-
ments, was 1 · 108, with an uncertainty of a factor of 2 [30]. For the other analyzed
runs, the number of stored ions was not documented. However, assuming that the
initial count rate is proportional to the number of injected ions, an estimate can be
made by comparing the initial count rate for laser B1 in the other runs to that in run
26. This yields the (approximate) numbers of injected ions listed in table 2.2.
1Laser B was chosen since it was the first laser to be switched on immediately after injecting the ions.
The initial laser B count rates are also the only photodetachment count rates detected at the same
time for all runs despite the different laser duty cycles, making them the only ones which can directly




The data was stored in raw data files during the measurements; an example of such a
file is given in appendix A on page 118. In order to use the data for analysis, it first
had to be found in those files and extracted.
Each data file begins with a header containing information about the run. The
following numbers are important for the data reduction:
• CLK_FREQ: The frequency (in kHz) of the system clock. The times recorded in
the data line of each single measurement are given in “clock ticks”, referring to
this clock.
• MEAS_TIME: The length (in ms) of one single measurement. As mentioned
above, 100 ms bins were used in the Si− experiments.
• CYCLE_LENGTH: The total storage time, in units of MEAS_TIME. In the
analyzed runs, CYCLE_LENGTH = 28000, i.e. the total storage time was
CYCLE_LENGTH ·MEAS_TIME= 2800 s.
• DUMP_BEAM_AT: The time when the beam was dumped, also in units of
MEAS_TIME. (In this case: DUMP_BEAM_AT=25000.)
After the header, the files list the measurement data, organized hierarchically:
“NewScan” counts the current injection number, starting from 1. “LaserA” and “LaserB”,
the laser states (0 for off, 1 for on), are recorded each time they change, i.e. after 1 s
or 5 s (see table 2.1 on page 19). “BeginCycle” and “EndCycle” mark the beginning
and ending of each measurement time bin and are counted, starting from 0, for each
injection separately. In the case of the analyzed runs, this means that there are 28000
cycles of 100 ms each per injection (note that “cycle” in this context does not mean
the same as in “CYCLE_LENGTH” in the header). At the end of each of these lines, the
current storage time “tstore” is given in seconds.
The lines beginning with “SCALER” are the ones where the actual data of each
single measurement is recorded. The following numbers in these lines contain relevant
information:
• 3rd number: Ungated clock in units of clock ticks, a continuous count of the time
elapsed since the beginning of the injection. (This is the time measurement used
for the time axis in the histograms and for correcting the durations given in the
laser schemes.)
• 11th number: Gated clock in units of clock ticks. This counts the clock ticks from
the beginning to the end of a measurement, i.e. its duration.
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• 12th number: COMPACT counts, i.e. the total number of counts registered by the
COMPACT detector during the current measurement.
• (13th number: NICE counts. Not relevant here since only COMPACT was used.)
• 15th number: Veto counts, i.e. counts caused by external sources. Measurements
with veto counts > 0 were ignored in the analysis to avoid errors introduced by
counting events triggered by external noise sources.
• 16th number: Counts (including an offset) corresponding to the intensity of laser
A. Due to a certain time delay during switching, this may be a more accurate
indicator of whether the laser is off than the laser state (0 or 1) recorded when
switching lasers on or off.
• 17th number: Counts corresponding to the intensity of laser B.
2.2.2 Parser for raw data
Both the data reduction and the analysis were performed in Python. During the ex-
periments, the data was stored in a format which cannot be directly imported into
a Python script. Before being able to analyze the data, a parser had to be written to
extract only the relevant information and store it in a Python-compatible format. As
the raw data files are essentially text documents, scanning them for certain keywords
and extracting numbers at certain positions relative to those keywords was the main
principle of the parser.
In a first data reduction step, the relevant information, regardless of the various dif-
ferent units, was extracted literally from the raw data and stored in Python lists or
dictionaries. The following steps could then easily be performed by Python scripts
without having to use the original data files again.
Most of the numbers extracted from the raw data files cannot be used as they are,
with some exceptions such as 0 or 1 for the laser states. Times, for example, were
given in three different units (seconds, milliseconds and clock ticks). All of them were
therefore converted into seconds, except for the gated clock counts, which are not
directly required for the analysis and were converted into milliseconds since all of
them are ≈ 100 ms. In addition, the time information was used to convert the detector
counts into count rates (in s−1).
The counts corresponding to the laser intensities come from photodiode measure-
ments and can be converted into a voltage. Since switching the lasers on or off takes a
certain time, this voltage was used in addition to the laser status to determine whether
a laser had actually been completely switched on or off when indicated by the laser
status number.
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Finally, the data was stored in HDF5 files. This file format works very well with large
files and also allows easy access and filtering, which is a great advantage during analysis.
2.2.3 Histograms
With the data prepared as described above, it can be imported into a Python script for
plotting and analysis. Histograms are created for this purpose, combining the data from
all injections of a run for better statistics. Data from different runs was not combined
due to certain conditions, such as the number of injected ions, varying between runs.
Applying adequate filter conditions, it is easily possible to create histograms for only a
certain subset of the data, e.g. only for laser B.
A time range and a bin width are required for the histograms. For the purpose of
some more advanced fitting techniques used later (see section 4.3.2 on page 57), the
start time can be chosen freely, with 0 s being the beginning of the run. The end time
is by default set to be the time when the beam was dumped (2500 s in the case of the
analyzed runs), which can be changed in the code if required.
The bin width can be any multiple of the laser cycle length. This prevents any effects
caused by having more data points from one part of the laser cycle than from another
one in a bin – for instance, a bin width of 1.5 ·4 s in run 26 or 35 would mean that one
bin contains 20 data points (2 · 1 s) from laser A and 10 (1 · 1 s) from laser B, while the
next bin contains 20 from laser B and 10 from laser A.
This means that the minimum possible bin width is 4 s for runs 26 and 35, and 12 s for
run 27. In practice, the corrected cycle lengths are used and the minimum bin widths
are 4.0228 s and 12.0284 s, respectively. For improved legibility, the bin widths will be
given in terms of the uncorrected cycle lengths, though.
The error bars in the histograms are derived from statistical errors in the counts
(
p
counts). In run 35, the errors in the laser A data were 0 in two instances; both were
changed to 0.2, matching the errors of comparable count rate values, in order to make
fitting possible. No time error was assumed since the time measurement was much
more precise and any error would be negligible compared to the statistical fluctuations
in the counts.
The histograms show the average count rate in each time bin. An example histogram
is presented in figure 2.3 on the following page. Unlike the other histograms shown
throughout this thesis, this one also includes the counts measured after the beam was
dumped (indicated by the box). These counts are due to the detector noise which
will later be discussed in detail (see section 4.1.2 on page 48); here it should only be
pointed out that the noise level is very low and the count rates visibly stay above noise
level during the entire storage time of 2500 s.
23
Figure 2.3: A Si− data histogram. The x axis shows the storage time, starting at injection, and
the y axis shows the average count rate in each time bin. The bin width is given
as a multiple of the laser cycle length, in this case (run 26, 1 cycle) it is 4 s. The
legend states that in this plot all counts are shown (laser A, laser B, and no laser).
This histogram shows not only the count rates while the beam was stored, but also
after dumping the beam (indicated by box). Since at this point there are no ions
left in the ring, these counts cannot originate from any detachment events and
must be due to the detector noise.
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3 Theory and Modeling
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3.1 Constructing a model
There have been two theoretical calculations for the radiative lifetimes of the metastable
states of Si− (see section 1.2.1 on page 7), but none of them have been confirmed
experimentally. With the long storage time of 2500 s achieved at the CSR, it might be
possible to find out whether the theoretical lifetimes are consistent with the experi-
mental data. A function including the lifetimes is therefore required for modeling the
measured count rates. To find such a function which accurately describes the physical
processes behind the observed data, these processes must first be understood.
In this chapter the populations of the different ion states and their evolution are
discussed. Based on this, a model for the photodetachment-induced count rates will
be constructed. There are two possible approaches to this: One can either begin with
the simplest case and then expand the model to make it more realistic, or one can first
take all effects into account and then eliminate those that are not significant. Here, the
second method has been chosen for two reasons: Firstly, it provides a better overview
of all mechanisms involved, making it easier to compare them and decide which ones
to neglect. Secondly, with the complex model at hand, it is very easy to choose from
case to case whether to include a certain simplification or not.
3.1.1 Influences on the state populations
When the ions are extracted from the source and injected into the storage ring, each
state has a certain initial population (this will be discussed in detail in section 5.1.2 on
page 95). As a result of multiple processes, these populations are subject to change
over the course of the storage time.
The most prominent feature in the observed data is a continuous decrease of the
count rate resulting in a specific beam lifetime. As explained before (see section 1.3.2
on page 12), this is not caused by inelastic collisions with the residual gas, but rather
seems to arise from a broadening of the momentum distribution of stored ions. It
can be assumed that this process is independent of an ion’s internal excitation and is
therefore the same for ions in all states.
Another important contribution to the overall evolution of the populations is the
radiative decay of the excited states. Ions in the 2P1/2 or
2P3/2 states can decay into the
2D3/2 or
2D5/2 states or the
4S3/2 ground state, those in the
2D3/2 or
2D5/2 states into
the 4S3/2 ground state. The radiative lifetimes of the metastable states result from the
combination of these different decay pathways.
Even though collisional detachment is not the limiting factor for the beam lifetime
in the CSR experiments, it still neutralizes a small fraction of stored ions and thus
removes them from the beam. This depends mainly on the residual gas density in the
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storage ring; furthermore, Si− has two excited states in addition to the ground state
and it appears that they have different collisional cross sections [28]: In an experi-
ment where Si− ions passed through an ion guide filled with helium gas (10−2 – 10−1
mbar), a significant fraction of ions in the excited states was unaffected by collisional
detachment. When the same experiment was performed with C− which has only one
excited state (2D, 33(1) meV) with a binding energy similar to that of the 2P state of
Si− (29(5) meV), a total depletion of the excited state could be achieved. This implies
that in the Si− experiment the 2P state was probably completely depleted while the 2D
state with its much higher binding energy (0.527 eV) was only partially depleted and
caused the observed signal of ions in the excited state.
In addition to neutralizing ions, it has been suggested that collisions may also lead to a
redistribution of the populations between the excited and ground states [8].
Finally, the number of ions in the storage ring is monitored by photodetaching a
fraction of the ions at regular time intervals and then detecting the neutrals. This
means that each time the beam is probed, a certain number of ions is removed, either
from all states (laser A) or from the metastable states only (laser B). A possible state
excitation by laser B can be ruled out as there are no dipole-allowed transitions.
In this section, the aim was to describe the system as completely as possible. However,
a model based on this would not be suited for fitting the data due to its complexity.
Since some of the effects are a lot less relevant than others, they can be neglected to
construct a simpler, but still reasonably accurate model. This will be done in the next
section.
3.1.2 Simplified assumptions
Collisions barely play a role at the extremely low residual gas density achieved in the
CSR, ruling out the possibility of any measurable collisional population redistribu-
tion and making ion loss due to collisional detachment negligible. In fact, even the
much stronger photodetachment by the probing lasers does not significantly reduce
the number of stored ions. In the analyzed runs the number of injected ions was in
the order of 108 while the initial count rates were in the order of 102 s−1 – 103 s−1.
Summed up over the entire storage time of 2500 s, the counts add up to < 1h of the
injected ions. Even when considering that only about 9 % of the detached ions are
counted by the COMPACT detector [19], < 1 % of all ions are removed from the beam
due to photodetachment and collisional detachment. Both collisional detachment and
photodetachment can therefore be neglected in the description of a state’s population.
The beam lifetime, on the other hand, must be included in the model to describe
the dominant ion loss process. In the histogram shown in figure 2.3 on page 24, only
≈ 1h of the injected ions remain in the storage ring at the end of the storage time.






























Figure 3.1: The decay pathways and CSR-induced loss processes considered in the state evolu-
tion model.
a loss of almost 99 % of all ions to be explained by other processes. Since the count
rates in the histogram include the ground state, this ion loss cannot be explained by
radiative decays and must be attributed to the effects causing the beam lifetime.
As mentioned in the previous section, a dependency on the state of an ion is not
assumed for the beam lifetime.
Radiative decay of course needs to be included in the model as well if the goal is
to determine the radiative decay lifetimes. In fact, it is expected to have a significant
influence on the state populations: The data shown in the histogram is plotted on a
logarithmic scale, but it does not resemble a straight line. This implies that it cannot
be described by a simple exponential decay law, which would be the case if the beam
lifetime was the only lifetime present in the data.
Since the possibility of collisional redistribution of the populations or state excitation
by laser B have been ruled out, any lifetimes beyond the beam lifetime are assumed to
result only from radiative decays.
3.1.3 Evolution of the populations
The CSR-induced losses causing the beam lifetime (which are assumed to be the
same for all states) and the radiative decay pathways are shown in figure 3.1 to-
gether with their associated decay constants. The transitions between fine-structure
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levels within a state have been neglected since they are expected to be extremely
slow. The 2D5/2→ 2D3/2 transition probability, for instance, has been calculated to be
3.02 · 10−8 s−1 [25], which corresponds to a lifetime of more than a year.




= −  k2P3/2(1) + k2P3/2(2) + k2P3/2(3) · [2P3/2]− kCSR · [2P3/2] (3.1)
d[2P1/2]
d t
= −  k2P1/2(1) + k2P1/2(2) + k2P1/2(3) · [2P1/2]− kCSR · [2P1/2] (3.2)
d[2D5/2]
d t
= k2P3/2(1) · [2P3/2] + k2P1/2(1) · [2P1/2]




= k2P3/2(2) · [2P3/2] + k2P1/2(2) · [2P1/2]




= k2P3/2(3) · [2P3/2] + k2P1/2(3) · [2P1/2] + k2D5/2 · [2D5/2]
+k2D3/2 · [2D3/2]− kCSR · [4S3/2]
(3.5)
The radiative lifetime τS of each excited state S results from all possible radiative
decay pathways of this state:
τ2P3/2 =
1




















3.1.4 Model for the measured count rates
Each laser detaches ions in a particular state with a certain probability (that probability
being 0 for laser B for ions in the ground state since the photon energy is not sufficient
to detach them). In addition, only a fraction of the neutrals created is detected (see
section 1.3.2 on page 12). Taking this into account, the detector count rates RA for
laser A and RB for laser B can be written as follows
1:
RA = a1 · [2P3/2] + a2 · [2P1/2] + a3 · [2D5/2] + a4 · [2D3/2] + a5 · [4S3/2] (3.11)
RB = b1 · [2P3/2] + b2 · [2P1/2] + b3 · [2D5/2] + b4 · [2D3/2] + b5 · [4S3/2] (3.12)
The prefactors ai and bi are proportional to the detection efficiency (which depends
on the laser intensity) and the photodetachment cross section for the respective ion
state / laser combination (b5 is obviously 0, eliminating the last term in equation
(3.12)).
The model now contains everything required for describing the data. With the free
parameters ki, ai, and bi a “fit” function
2 can be defined as follows:
1. Let Python solve the set of differential equations describing the state evolution
(equations (3.1) – (3.5)). This introduces five more free parameters since the
initial population [S]0 of each state S is required for the integration constants.
1An analogous equation can be used to describe the count rate when both lasers are turned off. This
will not be dealt with at this point, though, since the signal is caused by collisional detachments
which do not significantly increase the laser count rates due to the near-perfect CSR vacuum and
have been ignored.
2Actually using this function as a fit function has been tried, but has not succeeded due to its complexity
and the large number of parameters.
30
2. Insert the solution for each state into equations (3.11) and (3.12) to get the
model count rates RA and RB.
3. Simultaneously fit the laser A data with RA and the laser B data with RB.
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3.2 Deriving a fit function
A fit function directly derived from the model, as defined in section 3.1.4 on page 30,
is in principle the most precise one which can be used. Unfortunately, it contains 23
free parameters: k2P3/2(1), k2P3/2(2), k2P3/2(3), k2P5/2(1), k2P5/2(2), k2P5/2(3), k2D5/2, k2D3/2,
kCSR; a1, a2, a3, a4, a5, b1, b2, b3, b4; [2P3/2]0, [2P1/2]0, [2D5/2]0, [2D3/2]0, and [4S3/2]0.
This means that the model, although accurate, is not suitable as a fit function.
For all practical purposes, not all of these parameters are required – in fact, the
desired results are only the lifetimes. One way to reduce the number of free parameters
is to not let the program solve the state evolution equations within the fit function, but
to explicitly solve those equations, insert the solution into equations (3.11) and (3.12),
simplify the results and use them as separate fit functions for laser A and laser B. This
will be demonstrated in this chapter.
3.2.1 Solving the decay model equations
There are several ways to solve a set of differential equations. In the approach outlined
here, one starts by solving the simplest equation(s), inserting the result into the next
equation(s) to be solved, and so on. Each solved equation can first be simplified before
inserting it into another one. Hence, the final result may not allow for reproducing all
original information. In this case this does not matter, though – after all, the purpose is
to reduce the amount of unnecessary information (i.e. the number of free parameters).
The simplest equations in this case, equations (3.1) and (3.2), are trivial to solve:
[2P3/2] = [
2P3/2]0 · e−(k2P3/2(1)+k2P3/2(2)+k2P3/2(3))·t · e−kCSR·t








2P1/2]0 · e−(k2P1/2(1)+k2P1/2(2)+k2P1/2(3))·t · e−kCSR·t







Their solutions can be inserted into into equations (3.3) and (3.4):
d[2D5/2]
d t

































− (k2D3/2 + kCSR) · [2D3/2]
(3.16)














































with an analogous result for [2D3/2].
The prefactors are becoming very complicated at this point. In the following steps,
they are combined into fi for simplicity.








































Finally, equations (3.13), (3.14), (3.18), and (3.19) can be inserted into equation (3.5),
which in turn can then be solved:


























+ f11 · e− 1τbeam ·t
(3.20)
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Every prefactor fi is a complex combination of different decay constants and initial
populations. When treated as one single parameter, it is not possible to draw any
conclusions whatsoever about the different original parameters making this factor up.
This must be kept in mind when these equations are used in a fit function – the only
information that has remained unchanged and can still be deduced at this point is
the sum of all decay constants associated with each state (i.e. its radiative lifetime
combined with the beam lifetime as found in the exponents).
3.2.2 Count rate functions
Functions describing the measured data (the count rates) for laser A and laser B can be
constructed by inserting the solved equation for each state from the previous section
into equations (3.11) and (3.12), combining the prefactors into Ai for laser A and Bi
for laser B:
RA =: (A1 · e−
1
τ2P3/2




+ A3 · e−
1
τ2D5/2
·t + A4 · e−
1
τ2D3/2
·t + A5) · e− 1τbeam ·t
(3.21)
RB =: (B1 · e−
1
τ2P3/2




+ B3 · e−
1
τ2D5/2
·t + B4 · e−
1
τ2D3/2
·t) · e− 1τbeam ·t
(3.22)
It can be seen that the explicit function describing the laser A data is a sum of five
exponential decays, whereas the one describing laser B is a sum of four since this laser
is not able to detach the ground state. This means that a function used to fit the data
must be a sum of several exponential decay functions.
Note that the decay associated with the beam lifetime has only been written sep-
arately to make the equations more comprehensible; as a fit function there are only
five / four exponentials Ai / Bi · e−
1
τi, f i t
·t
with one prefactor and one exponent each. In
every exponent, 1τi, f i t represents not the radiative lifetime
1
τi
of the corresponding state,
but the sum 1τi +
1
τbeam
which can be interpreted as a fitted lifetime. (In the case of A5
in equation (3.22), the radiative lifetime of 4S3/2 can be considered infinite, i.e. the
exponent contains only the beam lifetime.)
As pointed out in the previous section, the parameters in the prefactors Ai and Bi
are degenerate and do not allow for any information about their original constituents
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to be extracted from them. Since equations (3.21) and (3.22) explicitly describe the
count rates as functions of time3, i.e. the measured data, parameters such as the initial
state populations, the branching ratios or the photodetachment cross sections cannot
be inferred from the data.
3.2.3 Fit functions and fitted lifetimes
A fit function should be as simple as possible in order to produce satisfactory results.
While equations (3.21) and (3.22) were written in terms of the radiative lifetimes and
the beam lifetime to demonstrate how the lifetimes are encoded in the count rates,
the fit functions will be defined in terms of the combined decay constants to a avoid
having fractions in the exponents. The resulting fit function for each laser is then the
sum of five (laser A) or four (laser B) exponential decay functions (plus a constant
offset accounting for the detector noise):
Laser A:


















As lifetimes are more intuitive than decay constants and the fitted values should be
easily comparable to the actual radiative lifetimes, the inverse of a fitted decay constant
bi can be defined as a “fitted lifetime” τi, f i t which is a combination of the radiative
lifetime τi and the beam lifetime τbeam (as explained in the previous section):
bi =
1








Comparing equation (3.23) to equation (3.21) reveals that one of the fitted decay
constants for laser A is the inverse of the beam lifetime. Since the beam lifetime is the
longest possible fitted lifetime 4 , the corresponding fitted decay constant bmin is the
3as opposed to equations (3.11) and (3.12) which describe the rates as a function of the state popula-
tions.
4This can easily be shown by defining the radiative lifetime in terms of the beam lifetime,
τi = x ·τbeam (x > 0),
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smallest one of the five bi. Introduced in equation (3.20) on page 33, this particular
exponential represents the 4S3/2 ground state which can only be detected by laser A.
Unless one of the radiative lifetimes is very long (this case will be discussed in detail in
the following chapter), the longest fitted lifetime for laser A (the beam lifetime) will
therefore be longer than the longest fitted lifetime for laser B (not the beam lifetime).
and applying equation (3.24):
τi, f i t =
x
x+1 ·τbeam < τbeam
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3.3 Fit result interpretation
In the previous chapters, a model was constructed and then solved to derive fit functions
for the photodetachment count rates. Before putting those considerations into practice
and applying the fit functions to the measured data, it is important to understand how
the fit results need to be interpreted and which information can be extracted from
them. This will be outlined in this chapter.
3.3.1 Dependence of the fit functions on the radiative
lifetimes
The fit functions (equation (3.23)) were derived without any assumptions about the
radiative lifetimes. This resulted in a sum of five exponential decay functions for laser
A and a sum of four for laser B. However, under certain circumstances the number of
exponentials in the fit functions may be reduced:
Very similar radiative lifetimes
If several radiative lifetimes are very similar, they cannot be distinguished from each
other in a fit and appear as one single decay. For n similar lifetimes corresponding to
essentially the same fitted decay constant bsame, the number of exponentials in the fit






























Thus, when several radiative lifetimes are very similar, the data can be fitted with
a sum of fewer exponentials, but the fit function for laser A still contains one more
exponential (corresponding to the beam lifetime, i.e. the ground state) than the fit
function for laser B.
Very long radiative lifetimes
If a state’s radiative lifetime τi is much longer than the beam lifetime, the state virtually
does not decay during the storage time and its measured lifetime τi, f i t is only the beam
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lifetime:















For n very long lifetimes, the fitted decay constants each become 1τbeam = bbeam and






























Note that in this case the fit functions for both lasers are sums of the same number
of exponential decay functions (up to four for n = 1) with exactly the same decay
constants for both lasers. This is because the original fit function for laser A already
contained a term corresponding to the beam lifetime which now can no longer be
distinguished from the term(s) corresponding to the very long radiative lifetime(s).
Aside from both fit functions containing the same number of exponential decays,
it is noteworthy that a decay directly corresponding to the beam lifetime is now also
present in the laser B data, even though laser B cannot detect the ground state. With
the beam lifetime being the longest possible fitted lifetime, it is now impossible to fit a
longer lifetime to the laser A data than to the laser B data.
Very short radiative lifetimes
If a state which is not constantly being repopulated has a very short radiative lifetime,
this state decays very quickly compared to the beam lifetime. This means that at storage
times several times larger than its radiative lifetime, virtually no ions are expected
to be in this state anymore. In a fit beginning only at the time t f i tstar t required for a
short-lived state to decay completely, no ions are left to decay with this lifetime and
the exponential term corresponding to this state can be ignored as it has essentially
dropped down to zero.
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For n≤ 2 very short lifetimes5, the fit functions are reduced by n exponentials for








































ai · e−bi ·t

+ c
for t f i tstar t  τshor t
(3.28)
In this case, the fit function for laser A still contains one more exponential than the
one for laser B.
If, on the other hand, a very short-lived state is repopulated by higher lying states, it
may still be present in the beam after long storage times, provided that at least one
state repopulating it has an accordingly long lifetime. In this case the short-lived state
decays almost instantly when it is repopulated and its population can be described by a
steady state approximation, remaining roughly constant. The beam lifetime is then the
only measurable lifetime of this state and the fit functions resemble those in equation
(3.27) at storage times much longer than the state’s radiative lifetime, but not much
longer than the radiative lifetime of the state repopulating it.
3.3.2 Computing the radiative lifetimes
If the beam lifetime is known from fitting the laser A data and finding the smallest
fitted decay constant (see section 3.2.3 on page 35), the radiative lifetimes can easily




τi, f i t
− 1τbeam
=
τbeam ·τi, f i t
τbeam −τi, f i t (3.29)
5Since this relation is valid for states which are not repopulated, which is only the case for 2P3/2 and
2P1/2, n cannot be any larger than 2.
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However, as discussed in the previous section, there is a chance that a radiative
lifetime τi is too long to be distinguished from the beam lifetime. In this case it is only
possible to give a lower limit for how long this radiative lifetime must be in order to
appear equal to the beam lifetime in the fit results. With some uncertainty ∆τbeam of
the beam lifetime, a fitted lifetime τi, f i t with an uncertainty ∆τi, f i t is considered equal
to the beam lifetime if its own uncertainty range overlaps with the one of the beam
lifetime:
τi, f i t +∆τi, f i t > τbeam −∆τbeam (3.30)
where the signs are due to τi, f i t ≤ τbeam. Rearranging this yields:
1
τi, f i t
<
1
τbeam −∆τbeam −∆τi, f i t (3.31)
This can be inserted into equation (3.24) on page 35:
1









τbeam −∆τbeam −∆τi, f i t (3.32)
Solving this for τi sets a lower limit for the radiative lifetime(s) τi which cannot be
distinguished from the beam lifetime:
τi >
τ2beam
∆τbeam +∆τi, f i t
−τbeam (3.33)
3.3.3 Longest fitted lifetime vs. beam lifetime
The equations presented in the previous section for computing the radiative lifetimes
are based on the assumption that the beam lifetime is known. In theory, it can be
determined by fitting the laser A data and assuming that the longest fitted lifetime is
the beam lifetime. This may not be the case, though – the only definitely true statement
which can be made is that no fitted lifetime can be any longer than the beam lifetime.
This in turn only means that the beam lifetime cannot be any shorter than the longest
fitted lifetime, but it is not necessarily equal to the longest fitted lifetime.
If the longest radiative lifetime is not long enough to go unnoticed, but its fitted
lifetime and the beam lifetime are so close together that the fitting routine combines
them into a single, average one for laser A, the resulting combined lifetime should be
longer than the fitted lifetime of the excited state alone. The longest fitted lifetime for
laser A would then be longer than the one for laser B, which is also expected according
to the fit functions where the longest fitted lifetime for laser A is indeed the beam
lifetime – but in this case both fitted lifetimes would be shorter than the beam lifetime.
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To differentiate between both cases, the number of exponentials in the fit functions
would have to be compared: When the beam lifetime and the longest fitted radiative
lifetime are combined into one for laser A, the number of exponentials is the same
for both lasers, otherwise one more is required for laser A. In practice, this might be
difficult to discern, though, due to the complexity of the fit functions.
It is also possible that, for some reason, the ground state’s signal is not (or only very
faintly) present in the laser A data. The fitted lifetime alone would then be indistin-
guishable from a combination of itself and the beam lifetime. In this case, the longest
fitted lifetime would be the same for both lasers, creating the appearance of both lasers
detecting the beam lifetime when in reality they would both detect something shorter
than the beam lifetime.
The fact that the longest fitted lifetime may only be a lower limit for the beam lifetime
must be taken into consideration when applying the equations from the previous section.
If the supposed beam lifetime τbeam is incorrect, the real beam lifetime τbeam,real can
be written in terms of the incorrectly fitted beam lifetime τbeam:
τbeam,real = x ·τbeam
(x > 1)
(3.34)
Inserting both the incorrect and the real beam lifetime into equation (3.29) to
calculate the radiative lifetimes and dividing one result by the other to compare them




τbeam,real ·τi, f i t
τbeam,real −τi, f i t ·
τbeam −τi, f i t
τbeam ·τi, f i t
=
x ·τbeam ·τi, f i t
x ·τbeam −τi, f i t ·
τbeam −τi, f i t
τbeam ·τi, f i t
=
τbeam −τi, f i t
τbeam − τi, f i tx
(3.35)
If the beam lifetime is longer than the longest fitted lifetime, the actual radiative
lifetimes are shorter than the calculated ones.
The results for the true lower limit τ∗i of a very long radiative lifetime can be compared
by deriving an expression analogous to equation (3.33) for τbeam,real . This can easily
be done by replacing τbeam by τbeam,real = x ·τbeam in equation (3.30)6 and following
the same steps as before:
τi, f i t +∆τi, f i t > x ·τbeam −∆τbeam (3.36)
6while the uncertainty ∆τbeam is assumed to stay the same
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This can be rearranged as before and inserted into equation (3.24) on page 35:
1









x ·τbeam −∆τbeam −∆τi, f i t (3.37)
At this point it is helpful to write out an intermediate step encountered while rearranging
equation (3.32) to derive equation (3.33):
τi >
τbeam ·τbeam −τbeam(∆τbeam +∆τi, f i t)
(τbeam −τbeam) + (∆τbeam +∆τi, f i t) (3.38)
An analogous relation is obtained for τ∗i :
τ∗i >
τbeam · x ·τbeam −τbeam(∆τbeam +∆τi, f i t)
(τbeam − x ·τbeam) + (∆τbeam +∆τi, f i t) (3.39)
Equations (3.38) and (3.39) can easily be compared, keeping in mind that x > 1.
Comparing the numerators of both fractions yields:
τbeam · x ·τbeam > τ2beam
=⇒ τbeam · x ·τbeam −τbeam(∆τbeam +∆τi, f i t)> τ2beam −τbeam(∆τbeam +∆τi, f i t)
(3.40)
Comparing the denominators yields:
τbeam − x ·τbeam < τbeam −τbeam
=⇒ (τbeam − x ·τbeam) + (∆τbeam +∆τi, f i t)< (τbeam −τbeam) + (∆τbeam +∆τi, f i t)
(3.41)
In equation (3.39), the numerator is larger and the denominator smaller than in
equation (3.38). For the complete fractions, this results in:
τ∗i > τi (3.42)
Thus, when assuming that the longest fitted lifetime is not the beam lifetime, the lower
limit of the lifetime increases – this does not contradict equation (3.33) which merely
states that τi must be larger than a certain value. Equation (3.33) can therefore be
used to calculate a mininum lifetime for the long-lived state(s), regardless of whether
τbeam actually is the beam lifetime.
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3.4 Summary: Fit functions and result
interpretation
In the previous sections, various scenarios concerning the fit functions and the in-
terpretation of the fit results were discussed. Since, for the sake of exactness, some
lengthy derivations could not be avoided and it is easy to lose track, an overview of the
important information is very useful before discussing the actual fits and their results in
the next part of this thesis. The following points are essential for understanding the fits:
1. The complete fit functions for the measured count rates are sums of five (laser A)
or four (laser B) exponential decay functions, plus a constant offset to account
for the detector noise. The prefactors of the exponentials contain no valuable
information since the parameters constituting them are degenerate; the exponents




(where τi are the radiative lifetimes and τbeam is the beam lifetime). In the
fit function for laser A, the shortest fitted decay constant corresponds only to
the beam lifetime due to laser A also detecting the ground state which has no
radiative lifetime.
2. If certain conditions apply to the radiative lifetimes, they lead to distinct modifi-
cations of the original fit functions. Trying to fit the data with the fit functions
expected for each case can therefore provide qualitative information about the
radiative lifetimes:
• If the data can be fitted with sums of fewer than five / four exponentials, but
one more for laser A than for laser B, this implies that all radiative lifetimes
can be detected within the storage time, but several of them are too similar
to be distinguished.
• If the data for both lasers can be fitted with the same number of exponentials,
this implies that there is at least one very long-lived state which cannot
be distinguished from the beam lifetime. In this case, a decay constant
corresponding only to the beam lifetime can also be found in the fit function
for laser B.
• If fewer exponentials are required for fitting the data at long storage times
than at short storage times, this implies that at least one state is very short-
lived and has completely decayed before the end of the storage time.
3. Radiative lifetimes short enough to be measured can be computed according to
equation (3.29) on page 39. A lower limit for very long radiative lifetimes is
given by equation (3.33) on page 40.
4. If, for some reason, the longest fitted lifetime for laser A is not the beam lifetime,
it can be considered a lower limit for the true beam lifetime. The real short
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radiative lifetimes are then shorter than the calculated ones whereas the lower
limit for the long radiative lifetimes would be higher if the real beam lifetime
were known. This means that the short radiative lifetimes, which are explicitly
calculated, are incorrect in this case, while the lower limit for the long radiative




4.1 First look at the data
In this part of the thesis, the model and its solution presented in the previous part
will be applied: Fits using the exponential fit functions will be performed and their
results will be discussed. At this point, it is helpful to first give an overview over the data.
4.1.1 Laser count rates
Figure 4.1 on the next page shows the laser count rate histograms obtained for the
three analyzed runs. It can clearly be seen that the curves do not resemble straight lines
on a logarithmic scale, which would be the case if they could be described by a single
exponential decay function. This indicates that the decays of the metastable states can
indeed be detected and have a noticable influence on the count rates, suggesting that
a significant number of ions is in excited states.
Two more things immediately catch the eye: The count rate for laser B is constantly
higher than the one for laser A, and the two curves look approximately parallel to each
other (on a logarithmic scale), especially at longer storage times. Since parallel curves
correspond to equal fitted lifetimes, the curves looking parallel at long storage times
can be interpreted as the longest fitted lifetime being equal for both curves, which
implies that there is at least one very long-lived state (see section 3.3.1 on page 37).
This will be discussed in detail in section 4.3.1 on page 56.
The count rate being higher for laser B than for laser A is no surprise since laser B
was stronger and able to detach more ions. However, when comparing the initial count
rates for both lasers, they differ only by about a factor of 2, whereas the laser intensities
inside the CSR differed by about a factor of 20 (see section 2.1.2 on page 17). If both
lasers had had the same intensity, laser A could have detached 10 times as many ions as
laser B. Assuming that this discrepancy does not originate from the photodetachment
cross sections of the excited states being different for both lasers, it can be attributed
to ions in the ground state which are not detected by laser B. A factor of 10 between
the sum of ions in the ground and excited states and ions in only the excited states
corresponds to ≈ 90% of ions being in the ground state when injected into the storage
ring. This is only a very rough estimate, though, due to the many uncertainties in the
estimation.
Between the runs, the two main differences are the initial count rates (which were
used to estimate the numbers of injected ions listed in table 2.2 on page 20) and the
different bin widths used in creating the histograms because of the different laser duty
cycles. The histograms with a bin width of 4 s (runs 26 and 35) look denser and less
smooth than the one with a bin width of 12 s (run 27). In run 35 there also seems to
be a sharper bend in the curve at a storage time of ≈ 200 – 300 s, with a steeper slope
before this time compared to the other runs. This could be due to a decay being more
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Figure 4.1: Overview of the histograms for all analyzed runs, showing the laser A and laser B
count rates. The time bin width is 4 s in runs 26 and 35 and 12 s in run 27. The
varying number of injected ions is reflected in the different initial count rates.
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Table 4.1: Constant detector noise level (offset) in the analyzed runs.
pronounced in this run, but with the higher number of injected ions there might also
be additional effects, such as intra-beam scattering, which were not included in the
model.
4.1.2 Background signal and noise
There are two types of background signals that are relevant to the discussed measure-
ments: Detector noise and a background signal induced by collisional detachment
events.
In some fits, a certain value for the detector noise level will be subtracted. This
noise level is computed by averaging over the count rates measured during the 300 s
between dumping the beam and the end of the run, i.e. between 2500 s and 2800 s
(see figure 2.3 on page 24). Since no ions were left in the storage ring at that time, the
count rate must be due to the detector noise. Thus, simply averaging over the count
rates during this time yields the average detector noise level; the error is based on the
assumption of a statistical error in the counts. The results are listed in table 4.1.
The other type of background is due to collisional detachment. It is constantly
present while there are ions in the ring and causes most of the count rate which was
measured while no laser was turned on (figure 4.2 on the facing page). In this case,
there is no constant offset level as the rate of collisional detachment depends on the
number of ions in the storage ring. If this background is to be subtracted from the data,
the actual measured signal must be subtracted instead of an average value.
Equation (1.3) on page 4 can be used together with the initial collisional detachment
count rates to estimate the residual gas density inside the CSR: With initial count
rates in the order of 10 s−1, about 108 injected ions with a kinetic energy of 60 keV, a
geometry factor η= 0.12 · 0.3 and a collisional detachment cross section in the order
of 10−15 cm2, the residual gas density is computed to be in the order of 101 – 102 cm−3.
Considering the large uncertainties associated with some of the factors, this is in very
good accordance with the residual gas density estimate of < 140 cm−3 given in the CSR
commissioning paper [19].
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Figure 4.2: The count rate detected while both lasers were switched off. These counts are
caused by the collisional detachment background and the detector noise. The
detector noise level is marked by the horizontal line.
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4.2 Fitting procedure
4.2.1 Fitting routine and initial parameters
The fits are performed in Python using the function curve_fit
from the scipy.optimize package. As a wrapper around
scipy.optimize.least_squares and scipy.optimize.leastsq, it applies
least-squares minimization to a curve fitting problem, i.e. it tries to minimize the





D is the measured data, F is the theoretical data (i.e. the fit function) and σ2 is the
variance of the observation (which in this case is the error in the data). Dividing χ2 by
the number of degrees of freedom (= the number of free parameters) P yields χ2red ,







A fit where the modeled values are in accordance with the measured values within
their errors produces values of χ2red ≈ 1.
curve_fit offers a choice of several optimization methods. The default one, which
is used in this case, is the Levenberg-Marquardt algorithm for nonlinear least-squares.
It combines two optimization methods, one of which is used far from the minimum
and the other one close to it, to produce optimal results [31]. Given a set of starting
parameters, or initial guesses, it iteratively follows a gradient towards a minimum.
However, this method finds only a local minimum which may or may not be the global
minimum.
Certain arguments must be provided when fitting data using curve_fit. In addition,
there is a number of optional arguments from both curve_fit and the underlying
functions. The complete list can be found in the documentation [32]; here only the
ones used in the Si− analysis will be briefly explained:
• f : The fit function, assuming ydata= f (xdata, *params) + eps.
• xdata: The independent variable. Here: the storage time.
• ydata: The dependent data. Here: the count rate.
• p0: Initial guess for the fit parameters. Different values are used in order to get
as many fit results as possible (see below).
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• sigma: The uncertainties in the data array, used as weights σ in the least-squares
problem (equation (4.1)).
• absolute_sigma: If True, sigma describes one standard deviation errors of the input
data points, otherwise it is treated as their relative weights. Here: absolute_sigma
= True.
• maxfev: The maximum number of calls to the function. If the default value is too
low and a fit cannot be achieved, this number can be increased.
If a fit has been successful, curve_fit returns the following information:
• popt: Optimal values for the parameters so that the sum of the squared error of
f (xdata, *popt)− ydata is minimized.
• pcov: The estimated covariance of popt in the form of a 2D array. One
standard deviation errors on the parameters can be computed using
error =
p
numpy.diag(pcov). numpy.diag is the diagonal of the ar-
ray which provides the variance of the parameter estimate.
All fits use the same initial guesses for the parameters. For a fit function∑n
i=1
 
ai · e−bi ·t

+ c, the initial value for all ai is the count rate in the first time bin and
the initial value for c is the detector noise offset. Since the fitted lifetimes are expected
to be in the order of about ten to several hundreds of seconds 1, an initial value of 1100
is first chosen for all bi. If this does not lead to a satisfactory result, e.g. if the fit yields
a number < n of different lifetimes, the fit is repeated with an initial guess of 110 for all
bi. The better result, i.e. the one with the larger number of distinct lifetimes, will then
be listed in the corresponding result table.
4.2.2 Data modification and combination
Of all the free parameters in the fit functions (ai, bi, and c in equation (3.23) on
page 35), only the fitted decay constants bi can be used to compute the lifetimes. Any
data modification which leaves those decay constants unaffected should therefore not
change the outcome of a fit, given that the fit function is modified in the same way as
the data. Significantly different fit results in this case would indicate that there is a
problem with the fitting routine or the initial parameters rather than with the altered
data.
The most trivial case of modifying the data is subtracting the detector noise level
and then fitting the data without an offset (c = 0 in the fit functions). This eliminates
1Longer lifetimes would be very difficult to detect within the storage time, shorter ones would be too
short compared to the bin width.
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one free parameter, possibly making it easier for the fitting routine to find a result.
However, it also means that the fitted offset cannot be compared to the expected value.
The count rate measured when both lasers were switched off is mainly due to colli-
sional detachment and was ignored in the model used to derive the fit functions for
the laser count rates. However, collisional detachment processes also detach ions in
each state (including the ground state) with a certain probability. Thus, the same
reasoning as for photodetachment can be applied and the corresponding count rate
can be described by an equation resembling equation (3.11) on page 30 (with the
prefactors being proportional to the collisional detachment cross section). The resulting
exponential fit function is therefore equivalent to the fit function for laser A with a
different set of prefactors and can be treated in the same way, including any applied
simplifications.
Since the exponential equations describing the three possible count rates (laser A,
laser B, and no laser) differ only in the prefactors, any linear combination of those
equations must still have the same exponents and yield the same lifetimes. One case
of such a linear combination is subtracting the collisional detachment background
from the laser count rates2. With both the detector noise and the collisional detach-
ment background removed, this leaves only the count rates which can be attributed
to photodetachment, i.e. the ones described by the model (equation (3.21) and equa-
tion (3.22) on page 34).
For fits using the count rates from both lasers, the laser A count rate is normalized
to the laser B count rate by multiplying it with a constant factor – another useful
linear combination of the original data. The normalization routine can be described as
follows:
1. Take only the section between 150 s and 800 s where the curves run roughly
parallel to each other and the count rates are still about two orders of magnitude
above noise level.
2. Divide the laser B data array by the laser A data array (i.e. divide the laser B
count rate in each time bin by the laser A count rate in the same bin).
3. Sum up the results and divide them by the number of bins. This yields an average
count rate quotient q, the normalization factor:
q =
∑
(laser B rate/laser A rate)
number of bins
(for storage times between 150 s and 800 s) (4.3)
2Since the count rate where both lasers were switched off already includes the detector noise, this
noise level does not need to be separately subtracted from the data. This also means that the fit
function without an offset parameter is to be used in this case.
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Figure 4.3: Histograms showing the normalized laser A count rates and the laser B count
rates. The almost perfectly matching curves confirm that equation (4.3) on the
facing page produces useful normalization factors. The plots on the right-hand
side are zoomed into the first 250 s of storage time. Some differences are visible,
especially in run 26 at times ®50 s where the upwards bend of the data curve is
more pronounced for laser B.
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Run 26 27 35
q 1.51 2.08 1.89
Table 4.2: Normalization factors according to equation (4.3) on page 52.
4. Multiply the entire laser A data (from 0 s to 2500 s) as well as the corresponding
errors by q.3
As a result, laser A now has count rates and errors comparable to those of laser B (see
figure 4.3 on the previous page). The normalization factors q are listed in table 4.2.
The differences between runs could be due to a varying fraction of ions in excited states
produced by the ion source.
The reasoning behind this normalization is that certain features are more pronounced
in some data sets than in others. For example, an upwards bend of the curve at very
short storage times is more evident for laser B than it is for laser A in run 26 (see the
right-hand side of figure (4.3)). Because those features correspond to certain decay
constants in the fits, this can lead to systematic deviations between the fit results. If
two different sets of data are to be used in the same fit, the results will be shifted
towards those obtained for the higher count rate data as the fitting algorithm tries
to minimize the residuals – that is, the absolute difference between the data and the
fit, not the relative difference. A higher weighting is thus given to data points with
higher count rates since the absolute deviation between data and fit is higher even if
the relative deviation is the same. By normalizing one set of data to the other one, it
can be ensured that the fitting routine weights both of them equally.
Normalizing the laser A data with respect to the laser B data provides another in-
teresting opportunity: One data set can be subtracted from the other one since this,
too, is a linear combination of data. The resulting rate is ≈ 0 in the storage time range
used for defining the normalization factor and also anywhere else where the curves
are roughly parallel. However, if a certain feature – such as the bend in the curve at
short storage times – is more pronounced in either the laser A data or the laser B data,
it remains visible in the difference. This enhances weak features and might help to
make them more noticeable to the fitting routine. Figure 4.4 on the next page shows
the rates obtained by subtracting the normalized laser A data from the laser B data.
3If any noise or background is to be subtracted from the laser A rates, this must be done before
normalization.
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Figure 4.4: Histograms showing the difference laser B - laser A (norm.). On the left-hand side, a
constant was offset added to show the negative data points despite the logarithmic
scale. The offset level equivalent to 0 is marked by the horizontal line. On the
right-hand side, the same difference is shown without an offset on a linear scale.
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4.3 Qualitative fit results
As discussed in detail in section 3.3.1 on page 37, certain conitions applying to the
radiative lifetimes can result in the data being described by sums of fewer than the
expected five (laser A) or four (laser B) exponential decays. Trying to fit sums of differ-
ent numbers of exponentials to the data can therefore provide qualitative information
about the radiative lifetimes, even without explicitly computing them. Moreover, if
it turns out that fewer exponentials are sufficient, the fit functions can be modified
accordingly before using them in the fits from which the lifetimes should be calculated.
With fewer free parameters, the fits become easier and less prone to only returning a
local minimum.
4.3.1 Trying different numbers of exponentials
To find out how many exponential decay functions are required to describe the laser
count rates, several fit attempts were made for each laser, starting with one expo-
nential and increasing the number until no improvement could be seen anymore. No
noise was subtracted in order to use the unaltered, original data for these qualitative fits.
While performing these first fit attempts, some weaknesses of the fitting routine
quickly became clear. Due to the increasing number of free parameters, finding a
fit became more difficult the more exponentials were used. In some fits with four
exponentials, the results were essentially identical to the ones from the corresponding
fits with three exponentials. For laser A, a fit with four exponentials differing from the
one with three was only found for run 27. Fit attempts with five exponentials did not
succeed to return any results at all. However, since the purpose of these fit attempts
is only to estimate how many exponentials should later be used in the actual fits, the
available results are sufficient.
The fit results obtained when using only one exponential decay in the fit function
are presented in figure 4.5 on page 58 and figure 4.6 on page 59. It is obvious that
it is not possible to fit the data with this function. This is no surprise since a single
exponential decay resembles a straight line on a logarithmic scale, which is clearly not
the case for the Si− data.
A sum of two exponentials was then attempted, the results of which are shown
in figure 4.7 on page 60 and figure 4.8 on page 61. Although the fits already look
much better, a systematic structure is present in every single one of the residuals. Two
exponentials are evidently not sufficient to describe the count rate for either laser.
Figure 4.9 on page 62 and figure 4.10 on page 63 show the fits where a sum of three
exponentials was used. There still seems to be a slight effect which is best visible in
the residuals of the laser B data, but overall, the residuals look quite satisfactory. In
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fact, they don’t improve significantly when increasing the number of exponentials to
four, as can be seen in figure 4.11 on page 64 and figure 4.12 on page 65.
It is especially noteworthy that the laser A data can apparently be fitted with the
same number of exponentials as the laser B data. This confirms the speculation from
section 4.1.1 on page 46 where it was mentioned that the curves look very parallel
towards long storage times: Both the parallel curves and the equal number of expo-
nentials describing both count rates indicate that there is at least one very long-lived
state (see section 3.3.1 on page 37). The longest fitted lifetime can then be interpreted
as the beam lifetime and should be the same for both lasers.
Overall, it appears as if a sum of three or four exponentials describes the count rates
for both lasers quite well. Since it is not entirely clear whether there still is some kind
of systematic structure in the residuals for the fits with three exponentials, both three
and four will be used in the fits. Four exponentials are the expected number if there
is only one long-lived state and the three short-lived states have sufficiently different
lifetimes. If three exponentials turn out to be enough, this means that there is either
more than one long-lived state or two short-lived states with similar radiative lifetimes.
4.3.2 Beginning the fit at different storage times
In the previous section it was demonstrated that a single exponential decay function
cannot be used to fit the entire data. However, the data curves look straight towards
long storage times, suggesting that one exponential decay could describe the behavior
of the data after a certain time. The principle of beginning the fit at a certain storage
time t f i tstar t can be applied in a systematic way to determine how many decay functions
are required to describe a certain portion of the data. This information can then help
to estimate when a short-lived state has essentially vanished from the storage ring,
providing an upper limit for its fitted lifetime.
The basic principle is simple: A single exponential decay fit is first attempted, starting
at a time t f i tstar t which is initially chosen to be very long. This time is decreased until
a single decay function can no longer be applied. A sum of two exponential decays will
then be used instead, again decreasing t f i tstar t until this fit function no longer describes
the data. This process is continued, increasing the number of decay functions in the
fit function whenever the current number is no longer sufficient, until the entire data
is included (t f i tstar t = 0) or until the fit function becomes too complex to find a solution.
There are two ways of finding the time where the number of decay functions needs
to be increased. The first one is to calculate χ2red for every attempted fit. When it
starts to become significantly worse, it is assumed that the current fit function is not
sufficient anymore. The second method is to try and fit a sum of as many exponential
decay functions as possible (up to four). If the data can only be fitted with fewer decay
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Figure 4.5: Result of fitting the laser A data with one exponential decay function. The given




Figure 4.6: Result of fitting the laser B data with one exponential decay function. The given




Figure 4.7: Result of fitting the laser A data with two exponential decay functions. The given




Figure 4.8: Result of fitting the laser B data with two exponential decay functions. The given




Figure 4.9: Result of fitting the laser A data with three exponential decay functions. The given




Figure 4.10: Result of fitting the laser B data with three exponential decay functions. The




Figure 4.11: Result of fitting the laser A data with four exponential decay functions. The given




Figure 4.12: Result of fitting the laser B data with four exponential decay functions. The given




Run 26 27 35
>1 exp. for t f i tstar t ® 800 s 680 s (no result)
>2 exp. for t f i tstar t ® 300 s 80 s 480 s
>3 exp. for t f i tstar t ® 60 s 60 s 400 s
Table 4.3: Storage times where the number of exponential decay functions in the fit function
needs to be increased, found by monitoring χ2red while going to shorter storage
times.
Run 26 27 35
>1 exp. for t f i tstar t ® 660 s 680 s 1000 s
>2 exp. for t f i tstar t ® 200 s 160 s 460 s
>3 exp. for t f i tstar t ® (no result) (no result) 30 s
Table 4.4: Storage times where the number of exponential decay functions in the fit function
can be increased, found by trying to fit a sum of as many exponentials as possible.
functions, curve_fit finds a solution where several decay constants are practically
equal. An increase in the number of actually different results means that from that
storage time on a larger number of decays is required in the fit function.
In practice, this process is unfortunately not as simple as it sounds. Monitoring χ2red
is easy, but since it only increases gradually, it is difficult to decide when it has become
so bad that the number of exponentials must be increased. Counting the number of
different lifetimes fitted to the data is also problematic since this number tends to
fluctuate over a certain time range before it permanently stays at the higher value.
Nevertheless, both methods were attempted. The results are listed in table 4.3 and
table 4.4. For better statistics, the histograms including all counts (laser A, laser B, and
no laser) were used in this case. t f i tstar t was first decreased in steps of 100 s, then in
steps of 20 s and finally in steps of 10 s for t f i tstar t <80 s.
Due to the difficulty of the methods, the results are rather inconsistent. However,
it seems that in runs 26 and 27, a single exponential decay is sufficient to describe
the count rates at storage times above ≈ 800 s. The corresponding lifetime should be
the beam lifetime and can be compared to the longest fitted lifetimes in the fits with
three or four exponential decays. For this reason, fits starting at a storage time of 800 s
will also be performed. In run 35, the fitting routine was able to find two different
decay constants up to about 1000 s. In order to keep the fitting procedure consistent
between runs, there will also be fits starting at 800 s for this run; however, both the
longer lifetime from two exponentials and the lifetime from a single exponential will
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be considered the potential beam lifetime.
For illustration, the results of fitting the data starting at 800 s with one and two
exponentials are shown in figure 4.13 on the next page and figure 4.15 on page 70
(laser A) as well as figure 4.14 on page 69 and figure 4.16 on page 71 (laser B). For
laser A, the second decay fitted to the data when using two exponentials is clearly
nonsensical, as continuing the fit towards shorter storage times shows. For laser B,
however, the fit with two exponentials does not deviate too strongly even from the
data at short storage times which were not considered in creating the fit. In the laser B
residuals of run 35 (and perhaps run 26), there indeed seems to be some systematic
structure when only one exponential decay is used. However, when two are used, this
structure does not change significantly. It is therefore difficult to say whether one or
two exponentials are required in this case.
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Figure 4.13: Result of fitting the laser A data with one exponential decay function, starting at




Figure 4.14: Result of fitting the laser B data with one exponential decay function, starting at




Figure 4.15: Result of fitting the laser A data with two exponential decay functions, starting at




Figure 4.16: Result of fitting the laser B data with two exponential decay functions, starting at




4.4 Quantitative fit results
Modifying the data in several different (but equally justified) ways and applying the
fit functions to the resulting data sets can help to assess whether the fit results can be
trusted: If the results obtained from different fits differ significantly, this is probably
due to the fitting routine finding different local minima. If the results are consistent, it
is more likely that the global minimum has been found. In this chapter, several fitting
methods will be applied so that the results can later be compared.
All results will be listed in tables containing “fitted lifetimes” and “real lifetimes”,
where the real lifetimes are calculated according to equation (3.29) on page 39.
Whether the “real” lifetimes are actually true depends on whether the correct number
of exponential decays was used in the fit function. Since it is not always clear which
number is correct, the obtained results for three and four exponentials will be listed
for comparison in fits starting at the beginning of a run; in fits starting from 800 s, the
results for one and two exponentials will be given.
4.4.1 Separate fits
This section contains all fits where only one fit function is applied to only one set of
data, as opposed to the simultaneous fits presented later. The minimum number of
free parameters is 2 (one prefactor and one decay constant when using only one decay
function without an offset), the maximum number is 9 (four prefactors, four decay
constants and an offset in the fit function with four decay functions and an offset) –
this should be kept in mind as it becomes more likely for the fitting routine to find only
a local minimum as the number of free parameters increases.
Not all fit attempts produce meaningful results. The ones that are assumed to be
correct and can be used to draw any conclusions will be discussed in chapter 4.5 on
page 85, but for the sake of completeness, the entire fit result tables can be found in
appendix B.1 on page 122. Representative plots with different numbers of exponentials
in the fit functions have already been shown in section 4.3.1 on page 56.
Laser A
For the laser A data, a fit with an offset starting from 0 s was first attempted (table B.1
on page 122). To compare how results differ between fits with and without an offset,
two fits without an offset were then performed: In table B.2 on page 123, only the
detector noise offset was subtracted, whereas table B.3 on page 123 shows the results
of the fits where both the collisional detachment background and the detector noise
were subtracted. Comparing the results from all three fits shows that the fitted lifetimes
are usually consistent within the error limits. Finally, to acquire values for the beam
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lifetimes, a fit starting at 800 s was performed. The results shown in table B.4 on
page 124 and table B.5 on page 124 are consistent with the longest fitted lifetimes
from the previous fits within the error limits.
Laser B
The same fits described above for the laser A data were also applied to the laser B
data. The results are listed in table B.6 on page 125 (fit with offset starting from
0 s), table B.7 on page 126 (detector noise level subtracted), table B.8 on page 126
(collisional detachment background and detector noise subtracted) and table B.9 on
page 127 and table B.10 on page 127 (starting from 800 s). The beam lifetime obtained
from the 800 s fits for run 26 almost perfectly match the ones from laser A, for run 27
both are consistent within their error limits.
Compared to laser A, the shortest fitted lifetimes in the fits with three or four ex-
ponentials are generally shorter for laser B. The reason might be that, as mentioned
before, the upwards bend of the curve at short storage times (which the fit function
interprets as a short lifetime) is more pronounced in the laser B data, especially in
run 26. Since the exponents in the fit function should, in theory, be the same for both
lasers, this shows that other fit parameters can somewhat compensate for errors in a
decay constant.
4.4.2 Fits to combined data
As comparing the results for laser A to those for laser B has revealed, the slightly differ-
ent shapes of both curves can lead to different fit results, especially for the shortest
lifetimes. One way of avoiding this is to fit the data for both lasers at once. In the next
section, this will be done by actually fitting the two separate data sets with two separate
fit functions; here, a different approach is chosen: Since every linear combination of
the count rates must have the same lifetimes, the fit function can be applied to any
such linear combinations. This allows for fitting several data sets together whilst using
only one fit function. The result tables can be found in appendix B.2 on page 128.
Sum
To fit the rates measured for both lasers at once with only one fit function, they can
be added and the fits applied to the resulting data. Since the count rates are higher
for laser B than they are for laser A, the results obtained from fitting both count rates
at once may be biased towards the results for laser B. The laser A data was therefore
normalized as described in section 4.2.2 on page 51. Note that in the fits including an
offset, it is expected to be higher than in the separate fits as it consists of the noise level
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multiplied by the normalization factor (from the laser A data) plus the unmodified
noise level (from the laser B data). The decay constants obtained for the normalized
laser A count rates were compared to those obtained with the same fitting method for
the unmodified laser A count rates and were always found to be the same, confirming
that the normalization indeed does not alter the relevant fit results.
Fits were performed starting at 0 s and 800 s, each of them both with and without
an offset. The results for the entire time range are listed in table B.11 on page 128 and
table B.12 on page 129, the fits with an offset are plotted in figure 4.17 on the next
page and figure 4.18 on page 76 for illustration. Table B.13 on page 129 and table B.14
on page 130 show the lifetimes found for t f i tstar t =800 s, i.e. the beam lifetimes; the
fits, again only the ones including an offset, are shown in figure 4.19 on page 77 and
figure 4.20 on page 78. While the beam lifetimes resemble those from the separate
fits, the shortest lifetimes from the fits with three exponentials lie between the ones
found for laser A and the ones found for laser B in runs 26 and 27, an effect of forcing
curve_fit to fit the same lifetimes to both sets of data.
Difference
Fits with one and two exponential decays, both including the offset parameter, were
applied to the difference laser B - laser A (norm.) (see figure 4.4 on page 55). The fit
results for this as well as for subtracting the laser B data from the normalized laser A
data can be found in table B.15 on page 130 and table B.16 on page 131.The results
should, of course, be the same for both differences, but since they proved rather difficult
to handle for the fitting routine due to many possible fits yielding the same χ2, both
were used to obtain more results. Furthermore, in some cases an offset was added to
make all data points positive when too many values < 0 lead to difficulties. Where the
fit had already been successful before adding the offset, the obtained lifetimes with and
without the extra offset could be compared and were always found to be identical. The
two fits which produced decent looking results are shown in figure 4.21 on page 79
and figure 4.22 on page 79.
4.4.3 Simultaneous fits
Up to this point, all fits had one thing in common: There was only one fit function,
applied to only one set of data. To fit the same lifetimes to both laser count rates,
they were added to combine them into one single new data set. There is another way,
though: Two data sets can simultaneously be fitted with two separate fit functions
where the decay constants are the same for both, but the prefactors and offsets are
independent. This has the advantage of being able to fit two data sets at once without
creating an artificial count rate by summing them up. The main disadvantage, however,
is the higher number of free parameters per fit – a minimum of 3 (one decay function
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Figure 4.17: Result of fitting the sum laser A (norm.)+ laser B with three exponential decay




Figure 4.18: Result of fitting the sum laser A (norm.)+ laser B with four exponential decay




Figure 4.19: Result of fitting the sum laser A (norm.)+ laser B with one exponential decay





Figure 4.20: Result of fitting the sum laser A (norm.)+ laser B with two exponential decay





Figure 4.21: Result of fitting the difference laser B - laser A (norm.) with one exponential decay
function for run 26. The given lifetime is the inverse of the fitted decay constant.
Left-hand side: data
Right-hand side: residuals
Figure 4.22: Result of fitting the difference laser A (norm.) - laser B with two exponential decay





with no offset) and a maximum of 14 (four decay functions with an offset). Surprisingly
many results were found despite this fact, even for the fits with offsets. Fits without
offsets were also always performed for comparison. The complete result tables can be
found in appendix B.3 on page 132.
Following the same line of reasoning as before, the laser A data was normalized
before fitting it together with the laser B data. The results for the fits starting at 0 s
are given in table B.17 on page 132 and table B.18 on page 133, the beam lifetimes
from the 800 s fits can be found in table B.19 on page 133 and table B.20 on page 134.
Figure 4.23 on the next page and figure 4.24 on page 82 show the results for fitting
three and four exponentials to the data where noise was subtracted (since the fits with
an offset produced no results for run 35), the fits with one exponential starting at 800 s
are shown in figure 4.25 on page 83 and figure 4.26 on page 84.
Compared to the results from the sum of both count rates, the beam lifetimes from
the 800 s fits are almost identical. Especially in run 26, the lifetimes in the fits with
three and four exponentials tend to be different, though, with the χ2red values also
being different. This might be due to the increased number of free parameters which
makes the fit more difficult.
4.4.4 Sorting out the results
A large number of results were produced by the many different fits described in the
previous section. Some of them, however, cannot be used to draw any meaningful
conclusions. All fit results were therefore checked and incorrect ones were sorted out
based on the following criteria:
• All results with a poor χ2red were discarded.
• Fits returning several very similar or clearly not sensible lifetimes (such as nega-
tive ones or unreasonably large ones) were ignored, as were those with extremely
large errors.
• For the fits including an offset, the fitted offset was compared to the detector
noise level. Results where the fitted offset was significantly different were dis-
carded (with the exception of the fits with four exponentials which are dealt with
separately).
• In all cases which were still unclear at this point, the residuals were plotted. If
any obvious systematic structure was visible, the results were discarded. This
method was also applied to the difference fits.
The results which are believed to be correct after this analysis are highlighted in blue
in the fit result tables in appendix B.
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Figure 4.23: Result of simultaneously fitting the count rates for laser A (norm.) and laser B





Figure 4.24: Result of simultaneously fitting the count rates for laser A (norm.) and laser B





Figure 4.25: Result of simultaneously fitting the count rates for laser A (norm.) and laser
B with one exponential decay function, starting at t f i tstar t = 800 s. The given




Figure 4.26: Result of simultaneously fitting the count rates for laser A (norm.) and laser B
with two exponential decay functions, starting at t f i tstar t = 800 s. The given




4.5 Discussion: Conclusions drawn from
exponential fit results
The following discussion of the exponential fit results (as well as using a sum of three or
four exponentials as a fit function in the first place) is strongly based on the assumption
that at least one very long-lived state cannot be detected and the longest fitted lifetime
is indeed the beam lifetime. Since the opposite cannot be definitely excluded, though,
the consequences of possibly not knowing the exact beam lifetime will also be pointed
out in each case.
4.5.1 Beam lifetimes
The beam lifetimes were determined in several ways: In all runs except for run 35,
it is quite certain that a single exponential fit describes the data very well at storage
times longer than 800 s, with the fitted lifetime most certainly being the beam lifetime.
In the case of run 35, the longer lifetime from a fit with two exponential decays was
also taken into consideration since it is not clear whether one single decay is sufficient.
In addition to determining only the beam lifetime from a fitting scenario constructed
solely for this purpose, the longest lifetimes in fits with several exponentials starting
from 0 s should also be the beam lifetimes.
The mean values of the beam lifetimes for each run, sorted by the type of fit, are
listed in table 4.5 on page 87. A visual representation of all individual values can
be found in figure 4.27 on the following page (with error bars) and figure 4.28 on
page 88 (error bars removed for a clearer appearance). Both the mean values and the
individual values show that the beam lifetimes from the fits with three exponential
decays are generally closer to those from the 800 s fits than the ones from the fits with
four exponentials, with the exception of run 35 where the beam lifetimes from the fits
with three and four exponentials are between those of the two possible fits starting
from 800 s.
For each type of fit, comparing the beam lifetimes between the runs shows that they
are longest for run 27. The longer beam lifetimes in run 27 imply that the laser cycle
could have an influence on the beam lifetime. Although photodetachment removes
only a small fraction of ions from the beam (see section 3.1.2 on page 27), it is not
impossible that the shorter beam lifetimes of the runs with a cycle length of 4 s are
caused by the lasers being active for 12 instead of
1
6 of the storage time.
As discussed in section 3.3.3 on page 40, it is not absolutely certain that the longest
fitted lifetimes are really the beam lifetimes. Strictly speaking, the values in table (4.5)
are only minimum values for the beam lifetimes. This must be remembered when
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Figure 4.27: All beam lifetimes found for each run. The different colors represent the different
fit methods.
using them to compute other radiative lifetimes.
4.5.2 Longest radiative lifetime(s)
With the beam lifetimes established, it is possible to estimate a lower limit for the
longest radiative lifetime (or lifetimes – since three exponential decays also seem to fit
the data quite well, it is possible that there are two long-lived states). Out of the many
800 s beam lifetime values listed in appendix B on page 121, the one for laser A in run
26 (fit with offset) is used for the calculations: τbeam ±στbeam = (359.3± 4.5) s. Run
26 was chosen since it has the least variation in the lifetime results and accidentally
using a rogue result is unlikely; the lifetime from laser A is used since this is the only
laser able to detect the ground state, i.e. the pure beam lifetime.
Table 4.6 on the next page shows the results for the longest lifetime when assum-
ing uncertainty ranges ∆τbeam = n · 4.5 s and ∆τi, f i t = n · 3.6 s. The fitted lifetime
necessary to fulfil the condition of not being distinguishable from the beam lifetime
was computed according to equation (3.30) on page 40, the minimum values for the
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Run 26 27 35
Beam lifetime [s]
(mean value)
from 800 s fits
(1 exp.)
358.3, σ = 1.6 374.2, σ = 3.8 336.0, σ = 2.9
Individual results 8 8 8
from 800 s fits
(2 exp.)
361.5, σ = 12.4
Individual results 7
from 3 exp. fits 363.4, σ = 6.3 380.6, σ = 3.5 350.8, σ = 9.3
Individual results 10 10 10
from 4 exp. fits 380.1, σ = 12.7 392.9, σ = 3.4 357.0, σ = 7.3
Individual results 7 7 6
Table 4.5: Mean values for the beam lifetimes of each run, sorted by fit methods. σ denotes
one standard deviation.









Table 4.6: Minimum values for the lifetime(s) of the long-lived state(s), calculated for different
uncertainties n·στbeam and n·στi, f i t . The beam lifetime used to compute the values
is τbeam±στbeam = (359.3±4.5) s, the error for the fitted lifetime is στi, f i t = 3.6 s.
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Figure 4.28: All beam lifetimes found for each run, plotted without the error bars to show
more details.
corresponding radiative lifetime according to equation (3.33). The uncertainty for
the beam lifetime is taken from the beam lifetime used for the calculations, while the
uncertainty for the fitted lifetime4 is taken from the longest fitted lifetime for laser B
where this lifetime is known to come from an excited state.
As explained in section 3.3.3 on page 40, the longest radiative lifetime cannot be any
shorter than the calculated values, even if the longest fitted lifetime for some reason is
shorter than the beam lifetime.
When an uncertainty range of 2σ is assumed, the radiative lifetime of any long-lived
states must be at least 7600 s, or just over two hours (126 min). This is a great im-
provement over the best lower limit available to date which states that the long-lived
states must have lifetimes of more than a minute [8].
4The “fitted lifetime” in the equation is of course only hypothetical and no error is available from an
actual fit yielding this lifetime.
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Run 26 27 35
Lifetimes [s]
(mean values)
Short lifetime 47.2, σ = 19.5 47.1, σ = 11.3 71.8, σ = 8.5
Long lifetime 237.7, σ = 21.6 251.9, σ = 12.4 253.8, σ = 26.4
Beam lifetime 363.4, σ = 6.3 380.6, σ = 3.5 350.8, σ = 9.3
Individual results 10 10 10
Table 4.7: Mean values for the radiative lifetimes and the beam lifetimes from the fits with
three exponential decay functions. σ denotes one standard deviation.
Run 26 27 35
Lifetimes [s]
(mean values)
Short lifetime 13.6, σ = 3.4 10.3, σ = 5.1 11.2, σ = 3.4
Medium lifetime 86.6, σ = 11.0 83.7, σ = 7.4 80.2, σ = 4.9
Long lifetime 331.3, σ = 49.9 308.7, σ = 10.9 281.7, σ = 22.9
Beam lifetime 380.1, σ = 12.7 392.9, σ = 3.4 357.0, σ = 7.3
Individual results 7 7 6
Table 4.8: Mean values for the radiative lifetimes and the beam lifetimes from the fits with
four exponential decay functions. σ denotes one standard deviation.
4.5.3 Fitted radiative lifetimes
The qualitative fits presented in chapter 4.3 on page 56 have shown two important
aspects of the radiative lifetimes: At least one seems to be very long-lived, leading
to the data curves being parallel at long storage times, and at least two must have
lifetimes short enough to detect since fits with sums of fewer than three exponential
decay functions do not succeed in describing the data. The results from beginning the
fit at different storage times, even though being subject to considerable uncertainties,
suggest that one short-lived state has practically vanished from the storage ring after
about 800 s and another one after about 200 – 300 s.
Besides the one or two very long-lived states, the remaining three or two have
lifetimes short enough to appear in the data. Ideally, they can be derived from the fits
where a sum of three or four exponentials was used starting from a storage time of
0 s. An overview of the fitted lifetimes is presented in figure 4.29 on the next page and
figure 4.30 on page 91; the mean values are listed in table 4.7 and table 4.8.
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Figure 4.29: All radiative lifetimes found for each run in the fits with three exponential decay
functions. The beam lifetime for each fit is also shown for comparison.
If the beam lifetimes gained from the fits starting at 800 s are believed to be correct
– which is probably a valid assumption (except in run 35 where it is not clear which
ones to use) – the beam lifetimes found in the fits with three exponential decays are
more accurate than the ones from the fits with four exponentials. The offset generally
also matched the detector noise better in the fits with three exponentials. On the
other hand, the fits with four exponentials generally produced better χ2red values. It
is therefore difficult to tell which fit method yields the better results. It is also not
unlikely that, due to the large number of free parameters, none of them are correct
and too short lifetimes were compensated for with too long ones.
The “real” radiative lifetimes given in the result tables were calculated according to
equation (3.29) on page 39. Whether or not they actually are the real lifetimes depends
not only on the fitting routine corretly fitting the data, but also on the beam lifetime
τbeam. If the true beam lifetime is shorter than the fitted one, the actual radiative
lifetimes are longer than the ones given in the tables. This could apply to the fits with
four exponentials where the fitted beam lifetimes seem to be too long. On the other
hand, if the real beam lifetime is longer than the fitted one, the actual radiative lifetime
is shorter than the one given in the tables. This might be the case if the longest fitted
90
Figure 4.30: All radiative lifetimes found for each run in the fits with four exponential decay
functions. The beam lifetime for each fit is also shown for comparison.
lifetime is not the beam lifetime (which has been discussed in detail in the introduction
to section 3.3.3 on page 40).
The fits with three exponential decays yield average lifetimes of ≈ 45 s and ≈ 230 s –
250 s (with slightly longer lifetimes found in run 27 where the beam lifetime is longer).
This is consistent with the speculation that one state decays practically completely
within 800 s and another one within ® 300 s. However, when looking closely at the
separate values instead of considering only the averaged ones, the shortest lifetimes
seem to be divided into two distinct groups: Almost all of them are either in the range
of ≈ 30 s – 45 s or in the range of ≈ 60 s – 80 s (in run 35, all of them fall into the latter
group). Interestingly, the shorter ones are longer in run 27 than in run 26 while the
longer ones are shorter.
The two groups of shortest lifetimes might indicate that there could in fact be two differ-
ent short-lived states and the fitting routine shifts the results towards the decay which
is more pronounced in the respective data. Since both lifetimes would still be present,
though, the shorter lifetime values would probably be too long and the longer ones
would be too short since the fitting routine would try to combine both lifetimes into one.
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In the fits with four exponentials, the values within each group of radiative lifetimes
are more consistent among each other than in the fits with three exponentials, with
average values of ≈10 s, ≈80 s and ≈300 s. It is worth mentioning that the medium
lifetimes are only slightly longer than the longer ones of the short lifetimes in the
fits with three exponentials. This further supports the assumption that two different
decays, with lifetimes ®30 s and ¦80 s, are present in those fits. The short and long
lifetimes in the fits with four exponentials are significantly shorter and longer than
those in the fits with three exponentials, though. It is not possible to say which ones, if
any, are correct.
Finally, there are also some results from the difference fits (see table B.15 on page 130
and table B.16 on page 131), albeit only very few. These lifetimes were calculated
using the average 800 s beam lifetimes for the respective runs since, due to the nor-
malization, no beam lifetime can be found in the difference fits. The lifetimes fall
roughly into the range of the short and medium lifetimes found in the fits with three
and four exponential decays. When looking at the plotted data, the strong feature at
short storage times in run 26, corresponding to the diverging curves in figure (4.3),
looks very straight on a logarithmic scale, suggesting a single exponential decay. It
is therefore quite likely that the fitted lifetime of ≈20 s is correct – provided that the
correct beam lifetime was used to derive this value. (While the ≈12 s signal in run
35 also seems to be visible in the plotted data, it consists of much fewer data points,
making it more prone to errors.) This would mean that the short lifetimes are too
long in the fits with three exponentials, but too short in the ones with four exponentials.
All in all, the results from the different fit methods are relatively consistent, but not
enough so to derive any definite values for the radiative lifetimes. The possibility of in-
correct beam lifetime values influencing the results can also not be excluded. However,
it seems quite likely that three decays were detected, with lifetimes somewhere in the
order of 10 s – 50 s, 60 s – 90 s and 200 s – 350 s.
92
5 Testing the Theoretical Lifetimes
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5.1 Model count rates
With 23 free parameters (listed in the introduction to chapter 3.2 on page 32), using
the model count rate functions derived in chapter 3.1 on page 26 in the fitting routine
is practically impossible, which is why the exponential fit functions were used. Never-
theless, they may still be useful for modeling the data curves since they still contain all
the original information which has become degenerate in the exponential fit functions.
Trying to simplify and use them is therefore worthwhile even if the result does not fit
the data as well as the exponential fits did.
The basic principle resembles a “fit” which is done manually: Values for the parame-
ters can be estimated and used in the model, simulating what the data would look like
in that case. For each set of calculated lifetimes, the corresponding decay constants are
used as fixed constants in the model while the other parameters are varied. This can be
compared to the actual data in the same way the fitting routine would compare the two,
but the values can be varied in a more systematic way. If the data can be reproduced
in this way, the calculated lifetimes might be correct; if not, they are probably false.
This method, although most certainly not producing the best possible fit, is still quite
useful to test whether the theoretically predicted lifetimes and branching ratios can
agree with the data.
5.1.1 Simplifications
Simplifying the model is difficult without making any detailed assumptions regarding
the values of the parameters, but any possible simplification is worth making use of in
order to make the manual “fitting” routine at least a little less complicated.
One thing which can be quite safely postulated are certain relations between the
fine-structure levels within a state. Firstly, a statistical initial population of the levels is





[2P3/2]0 = 2 · [2P1/2]0
(5.1)
Secondly, the relative intensities of all allowed fine-structure transitions can be
computed according to equation (1.8) on page 6. The validity of this equation has
already been experimentally confirmed for one transition [23]. When applied to all















= 2 · I  2P1/2]0→ atomic states (5.2)
This implies that these relative intensities result solely from the initial populations
of the states. The photodetachment cross section is therefore probably equal for the
two fine-structure levels of a state. Equations (3.11) and (3.12) can then be slightly







All in all, only 6 out of the 23 parameters can be expressed through others. This
leaves 17 free parameters, still too many to reasonably work with. Nonetheless, it pro-
vides a basis for modeling what the data would look like with certain initial conditions.
This will be further discussed in the following section.
5.1.2 Parameters
There are three distinct sets of free parameters in the model: Decay constants/lifetimes,
initial populations of the states, and the prefactors in equations (3.11) and (3.12)
which are proportional to the respective photodetachment cross sections. For the
manual “fits”, the decay constants are assumed to be known from theory and the other
parameters are varied in order to try and make the modeled count rates match the data.
What makes this approach difficult is the fact that none of the papers provides all
required lifetimes or decay constants. In Andersson et al. [8] only the total radiative
lifetime of each state is given. The 2P states have several possible decay paths, though,
and the model requires a value for each of them. When used in the “fit”, the branching
ratios must be guessed, possibly introducing errors.
In O’Malley and Beck [25], on the other hand, all decay constants (equivalent to the
branching ratios) for 2P1/2 are included, but the
2P3/2 level is entirely missing in the
calculations. For this state not only the branching ratios, but also the radiative lifetime
must be guessed. The last missing lifetime, the beam lifetime, can be taken from the
exponential fits starting at 800 s.
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The second set of parameters, the initial populations, are more difficult to guess
since it cannot be predicted how the populations are distributed when the ions are
extracted from the source. It seems plausible, though, that a significant fraction of ions
is in excited states, otherwise the data would resemble a simple exponential decay. As
discussed in section 4.1.1 on page 46, comparing the initial count rates for both lasers
implies that about 10% of the injected ions were in excited states, given that the laser
intensities inside the storage ring were correctly determined. A different number can
be estimated using results from Lindahl et al. [28]: The authors report a measured ion
current of typically 60 pA with the cooler1 turned off and 35 pA with the cooler turned
on. This result, which is not dependent on two lasers with different intensities, implies
that about 40 % of the injected ions were in excited states.
Lastly, the prefactors in the model require the photodetachment cross sections of
one state per laser. They were not measured in the experiment, but as they correspond
to the probability of a certain laser detaching a certain state and laser B detaches
more ions than laser A (except of course from the ground state), this relation will be
reflected in the prefactors: ai ≤ bi f or i 6= 5. Also, as with collisional detachment
(cf. section 3.1.1 on page 26), photodetachment becomes more likely the higher the
energy of a state is: a1(= a2)≥ a3(= a4)≥ a5 and b1(= b2)≥ b3(= b4).
According to equation (1.7) on page 5, the ratios between the cross sections can be




(E − Eth,1)l ′+ 12
(E − Eth,2)l ′+ 12
(5.4)
In this case, E is the laser photon energy, the thresholds Eth,i are the binding energies
of the respective states and l ′ is the angular momentum of the detached electron.
There are two problems with using this relation, though: Firstly, the laser energy
is most certainly not within the threshold region, especially not for all states of the
ion. Secondly, only the angular momentum l = 1 of the bound electron, i.e. prior to
detachment, is known. Since the photon has an angular momentum of lP = 1, the
total angular momentum of the system must change by ∆ltot = ±1. This change in
angular momentum can either lead to an excitation of the atom – in this case the
angular momentum of the detached electron remains l ′ = 1 – or it can change the
angular momentum of the electron to l ′ = 0 or l ′ = 2.
Even though equation (5.4) is not valid for laser energies beyond the threshold
region, it may still produce more accurate results than trying to guess the cross section
ratios without any guideline. With E = 1.95eV for laser A, E = 0.90eV for laser B,
1The “cooler” in this experiment was an ion guide filled with helium gas used for collisional detachment
of ions. There was also an option to turn on a laser for additional selective photodetachment of
excited states only.
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Eth,4S = 1.39eV , Eth,2D = 0.53eV and Eth,2P = 0.03eV , the following relations2 can be
estimated for the photodetachment cross sections and therefore for ai and bi:
For l ′ = 0 :
a1 ≈ 1.2 · a3 ≈ 1.9 · a5
b1 ≈ 1.5 · b3
(5.5)
For l ′ = 1 :
a1 ≈ 1.6 · a3 ≈ 6.3 · a5
b1 ≈ 3.6 · b3
(5.6)
For l ′ = 2 :
a1 ≈ 2.1 · a3 ≈ 21.8 · a5
b1 ≈ 8.5 · b3
(5.7)
In reality, not all detached electrons need to have the same angular momentum. The
actual ratios are probably somewhere in between the calculated ones – still assuming
that equation (5.4) can be applied at all, which may not be the case. For lack of a better
description of the separate photodetachment cross sections over the entire relevant
energy range, these results will nonetheless be used as a first guess. Together with
equation (5.3), this leaves only one completely unknown prefactor per laser.
5.1.3 Procedure
As mentioned above, the manual “fitting” procedure follows the same principle as the
algorithm used by curve_fit: Starting from initial guesses for the parameters, they
are varied in a way that optimizes χ2red . Additionally, by simply looking at the plot
it is sometimes possible to estimate whether a certain parameter is too large or too small.
Two “fits” are attempted for each run, one for each set of theoretical lifetimes and
branching ratios (see table 1.2 on page 8 and table 1.1 on page 8). In both cases, the
following initial guesses for the parameters are chosen:
• τbeam = 350s
This value can easily be adjusted by looking at the slope at long storage times.
2The binding energies refer only to the ground state of the atom. If the laser-induced photodetachment
also produces excited atomic states, the average threshold Eth increases. The actual values might
therefore differ slightly from the ones obtained here. This error should be small, though, compared
to all other uncertainties associated with applying equation (5.4) far from the threshold.
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• [2P3/2]0 + [2P1/2]0 + [2D5/2]0 + [2D3/2]0 + [4S3/2]0 = 1
Absolute initial populations are practically impossible to guess. Relative ones are
also more informative – while the absolute number of ions in the beam varies
between runs, it is interesting to see whether there is always the same fraction
of ions in excited states.
• [2P3/2]0 = 0.01, [2P1/2]0 = 12 · [2P3/2]0
It is assumed that there is only a small fraction of ions in these highly excited
states.
• [2D5/2]0 = 0.3, [2D3/2]0 = 23 · [2D5/2]0
In analogy to the experiment mentioned in section 5.1.2 on page 95, a relatively
high fraction of ions is assumed to be in the 2D states.
• a2 = a1, a3 = a12.1 , a4 = a3, a5 = a121.8
b2 = b1, b3 =
b1
8.5 , b4 = b3
The relative photodetachment cross sections for l ′ = 2 (equation (5.7) on the
preceding page) are used as initial guesses, keeping in mind that these values
most certainly need to be adjusted.
• a1 = 5000, b1 = 8000
A larger number is chosen for b1 because laser B has a higher intensity and is
able to detach more ions. These numbers are not absolute values since they
compensate for the relative initial populations.
If all lifetimes and branching ratios were known, the following “fitting” procedure
could then be followed:
1. Start with only laser B since this is the slightly simpler case (it does not include
the ground state).
2. Looking at the plot, adjust b1 until the “fit” is somewhere near the data.
3. Adjust τbeam until the “fit” runs parallel to the data (on a logarithmic scale) at
long storage times. Do not significantly change the obtained value anymore
afterwards.




the “fit” matches the data at long storage times.
5. Continue adjusting those parameters until the “fit” starts to resemble the data at
short storage times, making sure that it still works for long storage times.
6. When further adjusting the parameters at this stage, it is no longer sufficient to
only look at the plot. Try to optimize χ2red and plot the residuals to see whether
there are any systematic effects.
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7. When the fit does not seem to get any better, leave the obtained values for all
parameters fixed. Now adjust a1 and, if needed,
a1
a3
and a1a5 . If the beam lifetime
and the initial populations were correctly “fitted” before, no other values should
need to be adjusted at this point.
Unfortunately, this procedure is complicated by the fact that some lifetimes and/or
branching ratios must be guessed. If guessed incorrectly, which is probably the case,
they need to be adjusted at the same time as b1,
b1
b3
, [2P3/2]0 and [2D5/2]0 since all of
those parameters influence the amplitude of the curve. This makes things extremely
complicated and the best “fit” will most certainly still contain significant errors in most
of the parameters. The only information which can be obtained with some certainty is
whether or not the used set of theoretical lifetimes can be used to produce a fit which
at least remotely resembles the data.
5.1.4 Results
The results of the manual “fits”, i.e. the best parameter combinations that were found,
are presented in this section. It must be noted, though, that the best fits that were found
are most certainly not the best fits possible – with this large number of interrelated fit
parameters, getting stuck in a local minimum is not only a problem of computer fitting
routines.
It is also quite obvious in the results that the parameters were first optimized to fit
the laser B data. With only three parameters left to optimize for laser A, the fit for laser
A is usually not nearly as good. This is probably due to the fact that most parameters
are strongly correlated. If some parameters are wrong, the resulting errors are compen-
sated for by others (for example, some of the initial guesses for the parameters were
not changed at all while optimizing the “fit” for laser B). This may produce a good fit
for one laser, but not necessarily for both. However, since the objective of these “fits” is
merely to test whether a certain set of theoretical lifetimes can be applied to describe
the data, no attempts were made to improve the laser A fit by changing any of the
parameters which were previously optimized for laser B.
O’Malley and Beck
With the theoretical lifetimes calculated by O’Malley and Beck [25] (see table 1.1 on
page 8), the length gauge results were used because velocity gauge values were not
available for every transition.
For the missing lifetime, an initial guess of τ2P3/2 = 80s was first used since the
preliminary fits discussed in section 4.3.1 on page 56 indicated that such a lifetime
might be present in the data. The branching ratios were initially assumed to be equal.
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Run 26 27 35
















τbeam[s] 340 350 320











[2P3/2]0 0.038 0.018 0.11
[2D5/2]0 0.39 0.33 0.38
χ2red (laser A) 5.88 11.85 8.80
χ2red (laser B) 1.65 2.51 1.73
Table 5.1: Parameters for which the best “fits” were found when using the theoretical lifetimes
calculated by O’Malley and Beck [25]. The missing lifetime and decay constants of
the 2P3/2 state were also treated as free parameters.
When adjusting the lifetime or a branching ratio, at least one other value was also
changed so that equation (3.6) on page 29 was always fulfilled.
Table 5.1 lists the parameters found in this way, including the guessed lifetime and the
separate decay constants corresponding to the branching ratios. The best “fit” for this
approach was achieved for run 26 and is shown in figure 5.1 on the next page.
Since guessing the fourth radiative lifetime might compensate for errors in the other
three, a second “fitting” attempt was made where the 2P3/2 state was completely ig-
nored, i.e. [2P3/2]0 = 0. Note that with one state missing in the model, the “fit” and
especially the residuals are expected to exhibit some systematic effects similar to those
shown in figure 4.7 on page 60 and figure 4.8 on page 61. Since the model needs a
lifetime in order to work, a fixed value of τ2P3/2 = 100000s (again with equal branching
ratios for all three decay paths) was chosen. This does not have any effect, though, as
no ions are assumed to initially be in the [2P3/2]0 state and this state is not repopulated
in any way.
An initial value of [2P1/2]0 = 0.01 was used because in this case [2P1/2] cannot be
defined as a fraction of [2P3/2]. The results are listed in table 5.2 on the facing page,
the best fit is shown in figure 5.2 on page 102.
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Figure 5.1: The best model “fit” found for the theoretical lifetimes by O’Malley and Beck [25]
when treating the missing lifetime as another free parameter.
a) Data histogram and model curve.
b) Residuals (data-model).
Run 26 27 35
τbeam[s] 350 365 350











[2P1/2]0 0.05 0.02 0.18
[2D5/2]0 0.35 0.35 0.46
χ2red (laser A) 16.51 21.19 108.76
χ2red (laser B) 12.53 15.53 78.78
Table 5.2: Parameters found for the theoretical lifetimes from O’Malley and Beck [25] when
assuming [2P3/2]0 = 0 and τ2P3/2 = 100000.
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Figure 5.2: The best model “fit” found for the theoretical lifetimes by O’Malley and Beck [25]
when ignoring the state for which no lifetime was given.
a) Data histogram and model curve.
b) Residuals (data-model).
Andersson et al.
The results for the lifetimes calculated by Andersson et al. [8] are listed in table 5.3 on
the facing page. As before, the missing branching ratios were initially assumed to be
equal within each transition, i.e. ki(1) = ki(2) = ki(3). Figure 5.3 on the next page shows
the best “fit” which was, again, found for run 26.
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τbeam [s] 355 365 340











[2P3/2]0 0.09 0.07 0.16
[2D5/2]0 0.29 0.36 0.34
χ2red (laser A) 50.25 56.48 139.93
χ2red (laser B) 46.85 51.95 133.84
Table 5.3: Parameters for which the best “fits” were found when using the theoretical lifetimes
calculated by Andersson et al. [8].
Figure 5.3: The best model “fit” found for the theoretical lifetimes by Andersson et al. [8].
a) Data histogram and model curve.
b) Residuals (data-model).
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5.2 Exponential fits with theoretical lifetimes
In the previous chapter, the radiative lifetimes and branching ratios from the two avail-
able theoretical calculations were inserted into the original model to try and generate
artificial count rates which reproduce the data. The entire model was chosen over the
much simpler exponential count rate functions in order to use all of the parameters
provided in the publications – only the original model explicitly contains the branching
ratios. This made the “fits” extremely difficult due to the large number of free parame-
ters, though.
As a second, complementary approach to verifying the theoretical radiative lifetimes,
they can be inserted into the exponential fit functions. This has the advantage that the
number of free parameters is small enough for the fitting routine to handle, allowing
for a much better fit than when every free parameter had to be manually adjusted. The
branching ratios cannot be tested in this way, though.
5.2.1 Modified fit functions
In order to use the exponential fit functions with fixed values for the radiative lifetimes,
they need to be modified slightly. The modified fit functions are based on the fit func-
tions for at least one very long-lived state (equation (3.27) on page 38), i.e. the same
number of exponential decays is assumed for both lasers. Since theoretical lifetimes
are only given for three of the four excited states in both publications, a sum of three
exponentials is used. This should not noticeably change the results for the lifetimes
from Andersson et al. [8], though, as the missing 2P3/2 lifetime (25.1 s) is too similar
to the 2P1/2 one (28.1 s) to distinguish one decay from the other.
The fit function, which is identical for both lasers, is defined as:












·t + c (5.8)
The theoretical values from each publication are inserted for the radiative lifetimes
τi; the beam lifetime τbeam =
1
b is considered a free parameter, as are the prefactors ai
and the offset c.
5.2.2 Results
The fitted beam lifetimes and offsets are presented in table 5.4 on the next page. The
prefactors are not listed here since they do not provide any meaningful information.
The fits for the lifetimes from O’Malley and Beck [25] are shown in figure 5.4 on
page 106 and figure 5.5 on page 107, the ones for the values from Andersson et al. [8]
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Table 5.4: Parameters found in exponential fits when using the theoretical lifetimes calculated
by O’Malley and Beck [25] and Andersson et al. [8].
in figure 5.6 on page 108 and figure 5.7 on page 109.
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5.3 Discussion: Conclusions drawn from
modeling the count rates
5.3.1 Complete model
O’Malley and Beck
The three theoretical lifetimes calculated by O’Malley and Beck [25] together with
a free parameter for the fourth lifetime are able to produce models that fit the data
quite well with the parameters listed in table 5.1 on page 100. This suggests that these
lifetimes might be correct. However, there are some uncertainties. The main problem
with drawing any conclusions from these models is that one lifetime was guessed and
may compensate for any errors in the other three. When the 2P3/2 state is ignored to
avoid this problem, the “fits” get much worse (see χ2red in table 5.2 on page 101) and
give the impression that the model is incomplete with an additional lifetime is missing
at storage times ® 1000 s (see figure 5.2 on page 102). This implies that, if the given
lifetimes are correct, the missing one is probably shorter than the storage time, which
would mean that there are three short-lived states and only one long-lived one.
It is also unlikely that the parameters which produced the best “fits” make any
physical sense. For instance, while the initial guess for b1b3 almost never needed to be
changed to find a good fit, a1a3 and
a1
a5
differ greatly, both from the initial guesses and
between runs. This is probably due to the fact that most of the parameters were first
optimized to model the laser B data. When the laser A data was subsequently taken
into consideration, not many parameters were left that could be used to adapt the
model to the data.
The initial populations are another case where the parameters might not correctly
describe the underlying physics. [2P3/2]0 varies by up to an order of magnitude between
runs. While it is possible that the state distribution of ions produced in the sputter
source fluctuates, it seems rather unlikely that the effect would be of this magnitude.
[2D5/2]0 does not vary as strongly, but the values seem much too high, given that
[2D3/2]0 also exists: With [2D3/2]0 =
2
3[
2D5/2]0, the found values imply that 60 % –
80 % of the ions are initially in the excited states. It thus seems very likely that the
values found for the initial populations compensate for errors in some other parameters.
Andersson et al.
With the theoretical lifetimes from Andersson et al. [8], trying to make the model
match the data did not succeed. This is not only seen in the plots and in the extremely
high χ2red values in table 5.3 on page 103, but it is also reflected in the fact that many
of the parameters differ only slightly or not at all from the initial guesses. The reason
for this is not that the initial guesses were correct, but that altering these parameters
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simply did not make any difference to the quality of the “fit”.
Although the parameters presented here may not be the ones producing the best “fit”,
it is very unlikely that a model using these theoretical lifetimes can match the data at all.
In figure 5.3 on page 103, it can clearly be seen that while the data curve has a rather
rounded shape, the model curve (on a logarithmic scale) consists of two straight sections
separated by a sharp bend at t≈100 s. This can easily be explained by considering
the exponential count rate functions derived in chapter 3.2 on page 32, particularly
equation (3.25) on page 37 and equation (3.27) on page 38: The theoretical lifetimes
of the 2D states, τ2D5/2 and τ2D3/2, are much longer than the beam lifetime while
the theoretical lifetimes of the 2P states are very similar (25.1 s and 28.1 s) and the
corresponding decays cannot be resolved on this time scale: τ2P3/2 ≈ τ2P1/2 =: τ2P .
With these considerations, equation (3.21) and equation (3.22) on page 34 become:





·t +  A3 + A4 + A5 · e− 1τbeam ·t (5.9)





·t +  B3 + B4 · e− 1τbeam ·t (5.10)
The solution of the model for each laser is thus a sum of only two exponential decay
functions, one with a short lifetime and on with a much longer one (the beam lifetime).
This leads to the characteristic shape of the model curve. Changing the free parameters
can make the features more or less pronounced, but it does not influence the overall
shape.
In addition to the model curve not matching the data curve, the reasoning from
section 4.3.1 on page 56 still applies: A sum of two exponential decays does not
sufficiently describe the data. In this case it is even more obvious since the lifetimes
were defined as fixed values and not fitted to match the data as closely as possible.
It can therefore be claimed with some certainty that this particular set of theoretical
lifetimes as a whole is not correct. However, this does not exclude the possibility that
some of the lifetimes are correct. At least one lifetime must be much longer than the
beam lifetime, otherwise there would be no excited state ions left for laser B to detect
at long storage times. The data plots also imply that at least one lifetime is rather short.
There must be at least one additional intermediate lifetime to explain the shape of the
data curve between ≈ 100 s – 800 s, though.
5.3.2 Exponential fit functions
The results for the lifetimes from O’Malley and Beck yield decent χ2red values, but the
beam lifetimes are shorter than the ones found in the previous exponential fits (see
section 4.5.1 on page 85) and the offsets are higher than the detector noise level. The
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plots shown in figure 5.4 on page 106 and figure 5.5 on page 107 confirm that the fit
fails to describe the complete data: A systematic structure can be seen in all of the
residuals at shorter storage times, similar to the effect observed when fitting a sum of
only two exponentials to the data in figure 4.7 on page 60 and figure 4.8 on page 61.
If the theoretical lifetimes are correct, this means that the missing lifetime of the 2P3/2
level is significantly shorter than the storage time and is present in the data. If this is
not the case, the two short theoretical lifetimes cannot both be correct. Since fitting
the data with three exponentials generally seems to be possible but does not work with
the given set of lifetimes, both explanations – a missing short lifetime or an incorrectly
calculated one – could be true.
For the lifetimes from Andersson et al. [8], the beam lifetimes, the offsets and
the χ2red values are considerably worse. This is also reflected in the plots (figure 5.6
on page 108 and figure 5.7 on page 109). As discussed before (see subsection 5.3.1
on page 110), this is not surprising since the data is effectively fitted with only two




6.1 Summary and conclusions
In this thesis, results from the Si− measurements performed at the Cryogenic Storage
Ring (CSR) in 2015 were analyzed in order to acquire information about the radiative
lifetimes of the metastable states of the ion. Si− has two excited states with two fine-
structure levels each, the radiative lifetimes of which have so far only been calculated
theoretically in two different publications. In the CSR experiments, two lasers were
used to probe the ion beam in regular intervals: a visible laser (laser A) able to detach
ions in all states including the ground state, and an infrared laser (laser B) which could
only detach ions in the excited states.
After deriving fit functions from a model describing the radiative decays and the
storage ring-induced ion loss processes, two separate approaches were pursued: In the
first approach, the fit functions were applied to the measured count rates, yielding fitted
lifetimes and a beam lifetime which could then be used to derive radiative lifetimes
from the fitted lifetimes. In the second approach, both available sets of theoretical
lifetimes were inserted into both the original model and the exponential fit functions
in order to test whether the measured count rates could be reproduced in this way.
The data curve shape strongly implies that at least one radiative lifetime is too long
to be distinguished from the beam lifetime. The minimum radiative lifetime required
to fulfil this condition, assuming a 2 ·σ uncertainty range, has been estimated to be
slightly more than two hours (≈ 7600 s). This result is compatible with both sets
of theoretical lifetimes, each of which contains at least one radiative lifetime longer
than 7600 s. However, since both lasers were able to detach ions from every one of
the excited states, it is not possible to determine which state(s) this long lifetime is
associated with.
In addition to at least one very long-lived state, qualitative fits have revealed that at
least two short-lived states with distinguishable radiative lifetimes are present in the
measured data. This contradicts the lifetimes calculated by Andersson et al. [8] where
the two short lifetimes are extremely similar and the other two are both too long to be
detected. As a consequence, none of the attempts to use these theoretical lifetimes in
the model or in a fit have succeeded.
The three analyzed runs were found to have slightly different beam lifetimes, but
the radiative lifetimes obtained from the different runs are relatively consistent with
each other. Judging from the exponential fits, it seems more likely that there are
three short-lived states, but two are also possible. The results point to one or two
radiative lifetimes < 100 s and one ¦ 200 s, although those radiative lifetimes might be
inaccurate due to the large number of free parameters in the fit functions.
Depending on the interpretation of the exponential decay fit results, the shortest
measured radiative lifetime may be compatible with the 23.6 s computed by O’Malley
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and Beck [25] for the 2P1/2 level of Si−. However, a radiative lifetime in the order of
162 s, which is expected for the 2D3/2 level according to the same calculation, could
not be extracted from the exponential fits. Although the lifetimes from this publication
yield much better results than the ones from Andersson et al., modeling count rates
with these exact theoretical lifetimes also fails to completely reproduce the data. This
might be due to the 2P3/2 level having been omitted in the calculations, but it could
also imply that one of the theoretical lifetimes is incorrect. The exponential fit results
seem to favor the latter case, but due to the complex fitting routine, the results cannot
be trusted enough to draw any definite conclusions at this point.
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6.2 Outlook
Storing and monitoring a Si− beam in the CSR for over 40 minutes has lead to data
where the decays of at least two short-lived states are evident and at least one excited
state was found to be very long-lived. However, due to the complexity of the fit function
required to describe up to three detectable radiative decays in addition to another decay
corresponding to the beam lifetime, no conclusive values for the radiative lifetimes
could be found. Additional experiments are therefore necessary to further constrain the
results. It can also be hoped that a complete set of theoretical lifetimes and branching
ratios will be available in the future for applying a more complete model to the data.
This would be especially interesting in the case of the lifetimes calculated by O’Malley
and Beck [25] where it could not be determined whether the missing fourth lifetime
or an error in the calculation causes these lifetimes to not reproduce the data.
For future experiments, a good way to produce more comprehensive data would be
to add a third laser. With laser A detaching ions in all states (including the ground state)
and laser B detaching all excited state ions, this “laser C” could have a wavelength
¦2500 nm in order to only detach ions in the 2P state. With only two fine-structure
levels left, the data gained from laser C could then be fitted with only two exponential
functions, one for each decay. These fitted decay constants could then be used as fixed
values in the laser A and laser B fits, reducing the free parameters and making the
results less error-prone as no laser’s data would need to be fitted with more than two
unknown decay constants. This might make it possible to experimentally establish the
radiative lifetimes of all short-lived states – after all, their decays are already visible in
the present data.
When the effects limiting the beam lifetime inside the CSR are more extensively
studied in the future, it might become possible to reduce them and to further increase
the beam lifetime. One day this might allow for directly measuring even the longest




A Sample raw data file (excerpt)
––––––––––––––––––––
mileDAQ 0.4 raw data file
––––––––––––––––––––
Date: Fri Jun 12 17:49:12 2015
Run: 26




* Description of the experimental setup.
* @brief Experiment setup.
*
* @author Michael Lestinsky,
* Max Planck Institute for Nuclear Physics, Heidelberg
* @date May 2004

































* In Input mode 4, the channels are inhibited in groups of 8 with the
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* control input lines 1 to 4.
*/
enum { S_PERM_CLK = 0 // Ungated clock










int mpiorl_interrupt_handler (int ivec);
void switch_laser_a (int mode);
void switch_laser_b (int mode);
u_int32_t * sis3820_readout (int ivec);














#define LASER_A_STATES { 0, 0, 1, 0 }
#define LASER_B_STATES { 1, 0, 0, 0 }







DoInj 1 (time 1434124154.526208)
IO_Int 1025 (tstore 1434124154.542610)
InjDone 1 (time 1434124154.542656)
#
NewScan 1 (tstore 0.000000)
LaserA 0 (tstore 0.000008)
LaserB 1 (tstore 0.000016)
BeginCycle 0 (tstore 0.005022)
SCALER 0 32 16414 0 0 0 0 0 0 0 15625 89 0 0 1 2000 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 0 (tstore 0.105086)
BeginCycle 1 (tstore 0.105112)
SCALER 0 32 32051 0 0 0 0 0 0 0 15626 92 0 0 0 2000 2116 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 1 (tstore 0.205164)
BeginCycle 2 (tstore 0.205178)
SCALER 0 32 47687 0 0 0 0 0 0 0 15626 96 0 0 0 1999 2157 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 2 (tstore 0.305235)
BeginCycle 3 (tstore 0.305251)
SCALER 0 32 63323 0 0 0 0 0 0 0 15625 100 0 0 0 1999 2156 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 3 (tstore 0.405302)
BeginCycle 4 (tstore 0.405316)
SCALER 0 32 78958 0 0 0 0 0 0 0 15625 94 0 0 0 2000 2157 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 4 (tstore 0.505367)
BeginCycle 5 (tstore 0.505381)
SCALER 0 32 94593 0 0 0 0 0 0 0 15626 73 0 0 0 1999 2156 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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EndCycle 5 (tstore 0.605433)
BeginCycle 6 (tstore 0.605446)
SCALER 0 32 110228 0 0 0 0 0 0 0 15626 70 0 0 0 2000 2157 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 6 (tstore 0.705498)
BeginCycle 7 (tstore 0.705513)
SCALER 0 32 125864 0 0 0 0 0 0 0 15626 80 0 0 0 1999 2157 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 7 (tstore 0.805563)
BeginCycle 8 (tstore 0.805578)
SCALER 0 32 141499 0 0 0 0 0 0 0 15625 89 0 0 0 1999 2156 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 8 (tstore 0.905628)
BeginCycle 9 (tstore 0.905635)
SCALER 0 32 157134 0 0 0 0 0 0 0 15625 90 0 0 0 2000 2156 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 9 (tstore 1.005692)
LaserA 0 (tstore 1.005709)
LaserB 0 (tstore 1.005717)
BeginCycle 10 (tstore 1.010723)
SCALER 0 32 173554 0 0 0 0 0 0 0 15626 16 0 0 0 1999 2112 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 10 (tstore 1.110778)
BeginCycle 11 (tstore 1.110792)
SCALER 0 32 189189 0 0 0 0 0 0 0 15626 0 0 0 0 1999 2005 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 11 (tstore 1.210842)
BeginCycle 12 (tstore 1.210855)
SCALER 0 32 204824 0 0 0 0 0 0 0 15626 2 0 0 0 2000 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 12 (tstore 1.310913)
BeginCycle 13 (tstore 1.310931)
SCALER 0 32 220460 0 0 0 0 0 0 0 15626 1 0 0 0 1999 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 13 (tstore 1.410981)
BeginCycle 14 (tstore 1.410995)
SCALER 0 32 236096 0 0 0 0 0 0 0 15626 1 0 0 0 1999 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 14 (tstore 1.511047)
BeginCycle 15 (tstore 1.511061)
SCALER 0 32 251731 0 0 0 0 0 0 0 15625 1 0 0 0 2000 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 15 (tstore 1.611112)
BeginCycle 16 (tstore 1.611126)
SCALER 0 32 267366 0 0 0 0 0 0 0 15626 1 0 0 0 1999 2005 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 16 (tstore 1.711178)
BeginCycle 17 (tstore 1.711193)
SCALER 0 32 283002 0 0 0 0 0 0 0 15626 0 0 0 0 2000 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 17 (tstore 1.811243)
BeginCycle 18 (tstore 1.811257)
SCALER 0 32 298637 0 0 0 0 0 0 0 15626 1 0 0 0 1999 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 18 (tstore 1.911309)
BeginCycle 19 (tstore 1.911323)
SCALER 0 32 314272 0 0 0 0 0 0 0 15626 0 0 0 0 2000 2004 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
EndCycle 19 (tstore 2.011373)
...
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B Exponential fit result tables
The upper part of each fit result table lists the fitted lifetimes, i.e. the inverse of the
fitted decay constants. The lower part lists the “real” lifetimes. They were calculated
according to equation (3.24) on page 35, usually assuming that the longest fitted
lifetime is the beam lifetime, unless the longest fitted lifetime was obviously incorrect
but another one seemed sensible. In those cases where the fit results were clearly
nonsensical or where the fit returned no results, no “real” lifetimes are given.
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B.1 Separate fits












Offset [s] 0.19 ± 0.03 0.21 ± 0.05 0.12 ± 0.04















Offset [s] 0.19 ± 0.05 0.18 ± 0.11 0.12 ± 0.07
χ2red 1.20 0.95 1.17















Table B.1: Fit results: Laser A; fit with offset; t f i tstar t = 0 s; bin width = 1 laser cycle
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χ2red 1.21 0.95 1.18















Table B.2: Fit results: Laser A - offset; fit without offset; t f i tstar t = 0 s; bin width = 1 laser
cycle



























χ2red 1.20 0.97 1.20















Table B.3: Fit results: Laser A - no laser; fit without offset; t f i tstar t = 0 s; bin width = 1 laser
cycle
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Run 26 27 35
Fitted lifetime (1
exp.) [s]
359.3 ± 4.5 368.7 ± 8.6 336.0 ± 4.9
Offset [s] 0.23 ± 0.02 0.24 ± 0.04 0.19 ± 0.03









Offset [s] 0.22 ± 0.03 0.19 ± 0.08 0.14 ± 0.04
χ2red 1.22 0.92 1.23
Beam lifetime 364.0 ± 5.7 386.6 ± 32.2 354.5 ± 12.6
“Real” lifetime (2
exp.) [s]
23.2 ± 21.8 151.8 ± 304.5 100.7 ± 75.2
Table B.4: Fit results: Laser A; fit with offset; t f i tstar t = 800 s; bin width = 1 laser cycle
Run 26 27 35
Fitted lifetime (1
exp.) [s]
355.3 ± 2.8 368.8 ± 5.2 329.8 ± 3.2









χ2red 1.23 0.92 1.26




Table B.5: Fit results: Laser A - offset; fit without offset; t f i tstar t = 800 s; bin width = 1 laser
cycle
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Offset [s] 0.27 ± 0.03 0.28 ± 0.06 0.25 ± 0.04















Offset [s] 0.15 ± 0.06 0.19 ± 0.09 0.15 ± 0.06
χ2red 1.09 1.13 1.08





















Table B.6: Fit results: Laser B; fit with offset; t f i tstar t = 0 s; bin width = 1 laser cycle
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χ2red 1.09 1.13 1.08





















Table B.7: Fit results: Laser B - offset; fit without offset; t f i tstar t = 0 s; bin width = 1 laser
cycle



























χ2red 1.07 1.13 1.07





















Table B.8: Fit results: Laser B - no laser; fit without offset; t f i tstar t = 0 s; bin width = 1 laser
cycle
126
Run 26 27 35
Fitted lifetime (1
exp.) [s]
358.4 ± 3.6 376.6 ± 5.8 335.6 ± 3.5
Offset [s] 0.26 ± 0.03 0.28 ± 0.06 0.28 ± 0.03









Offset [s] -0.12 ± 1.00 -44.76 ± (105) 0.11 ± 0.10
χ2red 1.06 1.01 1.06




Table B.9: Fit results: Laser B; fit with offset; t f i tstar t = 800 s; bin width = 1 laser cycle
Run 26 27 35
Fitted lifetime (1
exp.) [s]
358.1 ± 2.3 379.9 ± 3.4 339.0 ± 2.3









χ2red 1.07 1.00 1.06
Beam lifetime 364.5 ± 10.1 371.6 ± 61.7 352.5 ± 7.0
“Real” lifetime (2
exp.) [s]
261.0 ± 492.1 176.5 ± 108.8
Table B.10: Fit results: Laser B - offset; fit without offset; t f i tstar t = 800 s; bin width = 1 laser
cycle
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B.2 Fits to combined data












Offset [s] 0.67 ± 0.05 0.80 ± 0.12 0.59 ± 0.09















Offset [s] 0.57 ± 0.07 0.68 ± 0.19 -144.82 ± (104)
χ2red 1.10 1.06 1.11




















Table B.11: Fit results: Laser A (norm.) + laser B; fit with offset; t f i tstar t = 0 s; bin width = 1
laser cycle
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χ2red 1.10 1.06 1.12





















Table B.12: Fit results: (Laser A - offset) (norm.) + (laser B - offset); fit without offset;
t f i tstar t = 0 s; bin width = 1 laser cycle
Run 26 27 35
Fitted lifetime (1
exp.) [s]
358.2 ± 2.9 371.9 ± 5.2 335.5 ± 3.0
Offset [s] 0.71 ± 0.04 0.86 ± 0.11 0.83 ± 0.06









Offset [s] 0.49 ± 0.22 0.77 ± 0.20 0.52 ± 0.14
χ2red 1.07 1.08 1.12
Beam lifetime 409.8 ± 111.7 380.3 ± 20.8 370.4 ± 20.0
“Real” lifetime (2
exp.) [s]
567.7 ± 961.9 169.6 ± 480.5 218.7 ± 126.9
Table B.13: Fit results: Laser A (norm.) + laser B; fit with offset; t f i tstar t = 800 s; bin width
= 1 laser cycle
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Run 26 27 35
Fitted lifetime (1
exp.) [s]
361.4 ± 1.8 376.7 ± 3.1 340.3 ± 2.0









χ2red 1.07 1.07 1.12
Beam lifetime 369.8 ± 6.5 383.2 ± 9.9 352.8 ± 5.2
“Real” lifetime (2
exp.) [s]
208.4 ± 193.2 192.4 ± 349.1 142.3 ± 67.8
Table B.14: Fit results: (Laser A - offset) (norm.) + (laser B - offset); fit without offset;
t f i tstar t = 800 s; bin width = 1 laser cycle
Run 26 27 35
Fitted lifetime (1
exp.) [s]
20.2 ± 1.8 121.5 ± 21.9 86.2 ± 8.6
Offset [s] -0.14 ± 0.02 -0.03 ± 0.06 -0.08 ± 0.04









Offset [s] -0.14 ± 0.02 -0.03 ± 0.06 118.5 ± 0.04
χ2red 1.13 0.99 1.09






















Table B.15: Fit results: Laser B - laser A (norm.) + offset if needed (to make all rates ≥ 0); fit
with offset; t f i tstar t = 0 s; bin width = 1 laser cycle. The mean values of the 800 s
fit beam lifetimes (see table 4.5 on page 87) were used for calculating the “real”
lifetimes.
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Run 26 27 35
Fitted lifetime (1
exp.) [s]
20.2 ± 1.8 121.5 ± 21.9 86.2 ± 8.6
Offset [s] 0.14 ± 0.02 0.03 ± 0.06 0.08 ± 0.04









Offset [s] 0.14 ± 0.02 7.44 ± 0.06 0.10 ± 0.04
χ2red 1.13 0.99 1.09






















Table B.16: Fit results: Laser A (norm.) - laser B + offset if needed (to make all rates ≥ 0); fit
with offset; t f i tstar t = 0 s; bin width = 1 laser cycle. The mean values of the 800 s




In the following result tables for the simultaneous fits, two offsets are given for fits
with an offset since the count rates of each laser were fitted with separate parameters
(except for the decay constants).












Offset A (norm.) [s] 0.39 ± 0.03 0.43 ± 0.06 0.31 ± 0.04
Offset B [s] 0.26 ± 0.02 0.28 ± 0.06 0.19 ± 0.04















Offset A (norm.) [s] 0.26 ± 0.05 0.36 ± 0.08 0.26 ± 0.05
Offset B [s] 0.16 ± 0.04 0.21 ± 0.08 0.18 ± 0.04
χ2red 1.22 0.98 1.16





















Table B.17: Fit results: Laser A (norm.) & laser B; fit with offset; t f i tstar t = 0 s; bin width = 1
laser cycle
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χ2red 1.22 0.99 1.18





















Table B.18: Fit results: (Laser A - offset) (norm.) & (laser B - offset); fit without offset;
t f i tstar t = 0 s; bin width = 1 laser cycle
Run 26 27 35
Fitted lifetime (1
exp.) [s]
358.7 ± 2.8 374.3 ± 4.8 335.7 ± 2.8
Offset A (norm.) [s] 0.35 ± 0.03 0.45 ± 0.07 0.37 ± 0.04
Offset B [s] 0.25 ± 0.02 0.30 ± 0.05 0.28 ± 0.03









Offset A (norm.) [s] 0.22 ± 0.15 0.45 ± 0.08 0.21 ± 0.08
Offset B [s] 0.13 ± 0.14 0.26 ± 0.07 0.13 ± 0.07
χ2red 1.23 0.94 1.24
Beam lifetime 436.8 ± 197.0 379.2 ± 10.0 373.9 ± 21.6
“Real” lifetime (2
exp.) [s]
677.0 ± 1109.3 131.1 ± 221.5 242.0 ± 135.7
Table B.19: Fit results: Laser A (norm.) & laser B; fit with offset; t f i tstar t = 800 s; bin width
= 1 laser cycle
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Run 26 27 35
Fitted lifetime (1
exp.) [s]
357.0 ± 1.8 376.6 ± 2.8 335.9 ± 1.9









χ2red 1.23 0.94 1.26
Beam lifetime 359.8 ± 3.4 380.4 ± 5.7 345.1 ± 4.3
“Real” lifetime (2
exp.) [s]
106.4 ± 143.9 177.2 ± 218.1 129.9 ± 69.5
Table B.20: Fit results: (Laser A - offset) (norm.) & (laser B - offset); fit without offset;
t f i tstar t = 800 s; bin width = 1 laser cycle
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