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Abstract
Pour un groupe alge´brique semi-simple simplement connexe sur un corps alge´briquement clos
de caracte´ristique positive, nous avons pre´ce´demment construit un scindage de l’endomorphisme de
Frobenius sur son alge`bre des distributions. Nous ge´ne´ralisons la construction au cas de des groupes
re´ductifs et en de´gageons les corollaires correspondants.
For a simply connected semisimple algebraic group over an algebraically closed field of positive
characteristic we have already constructed a splitting of the Frobenius endomorphism on its algebra
of distributions. We generalize the construction to the case of general reductive groups and derive
the corresponding corollaries.
Soient k un corps alge´briquement clos de caracte´ristique p > 0, G un k-groupe alge´brique
re´ductif suppose´ scinde´ sur Z, GZ une Z-forme de Chevalley scinde´e de G dont le rang
sera note´ ℓ et TZ un tore maximal scinde´ de GZ. Soit Dist(F ) l’endomorphisme de Frobe-
nius, de´fini sur Fp, de l’alge`bre des distributions Dist(G) de G. E´crivons Dist(TZ) =
Z[
(
H1
n1
)
, . . . ,
(
Hℓ
nℓ
)
|n1, . . . , nℓ ∈ N] [J, II.1.12] et soit µ0 =
∏ℓ
i=1
(
Hi−1
p−1
)
∈ Dist(T ) :=
Dist(TZ) ⊗Z k. Si T1 de`signe le noyau de Frobenius de T , µ0 est l’unique mesure invari-
ante de Dist(T1) qui soit idempotente [GK15, 4.7.1]. Nous allons montrer qu’il existe un
homomorphisme de k-alge`bres φ : Dist(G)→ µ0Dist(G)µ0 tel que Dist(F ) ◦ φ = idDist(G).
L’existence d’un tel homomorphisme pour G semi-simple simplement connexe a e´te´ e´tablie
dans [GK11, Thm. 1.3].
Soient R le syste`me de racines pour GZ relativement a` TZ et UZ,α le sous-groupe radiciel
de GZ correspondant a` α ∈ R. Notons R
+ une partie positive de R et Rs le sous-ensemble
des racines simples de R+. Soit E
(n)
α (resp. F
(n)
α ), n ∈ N, la base Z-line´aire standard de
Dist(UZ,α) (resp. Dist(UZ,−α)), α ∈ R
s. Pour m = (mi) ∈ N
ℓ, posons
(
H
m
)
=
∏
i
(
Hi
mi
)
.
Alors, Dist(GZ) est engendre´ par les E
(n)
α , F
(n)
α , α ∈ Rs, n ∈ N,
(
H
m
)
, m ∈ Nℓ. Nous
abre´vierons E
(n)
α ⊗ 1, F
(n)
α ⊗ 1,
(
H
m
)
⊗ 1 ∈ Dist(GZ) ⊗Z k = Dist(G) respectivement en
E
(n)
α , F
(n)
α ,
(
H
m
)
.
Le re´sultat principal de cet article est, plus pre´cise´ment, le
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The´ore`me. Il existe un homomorphisme de k-alge`bres φ : Dist(G) → µ0Dist(G)µ0 tel
que
F (n)α 7→ F
(pn)
α µ0, E
(n)
α 7→ E
(pn)
α µ0,
(
H
b
)
7→
(
H
pb
)
µ0 ∀α ∈ R
s, n ∈ N,b ∈ Nℓ,
et qu’on ait Dist(F ) ◦ φ = idDist(G).
Comme dans le cas semi-simple simplement connexe, nous en de´duisons ((2.3), Thm.)
la pre´servation par contraction par Frobenius des G-modules de l’existence de bonnes
filtrations et du caracte`re injectif ou de basculement pour ceux-ci. Par rapport a` [GK],
l’obtention de ces proprie´te´s requiert quelques ame´nagements (cf. (1.2), Rem) me´ritant
d’eˆtre explicite´s mais aussi un nouvel ingre´dient de nature diffe´rente. Le lecteur perspicace
remarquera en effet qu’il faut savoir pallier l’absence, dans le pre´sent cadre ge´ne´ral, de
module de Steinberg. Pour ce faire, nous passerons a` une extension centrale ade´quate de
G dont nous de´montrons l’existence dans (2.1), Lem.
1◦ Preuve
Pour tout α ∈ R, posons Uα = UZ,α ⊗Z k, U =
∏
α∈R+ U−α et U
+ =
∏
α∈R+ Uα.
Rappelons ([J73, Satz 7, p. 22]) que Dist(U+) (resp. Dist(U)) est engendre´ par les E
(n)
α
(resp. F
(n)
α ), α ∈ Rs, n ∈ N. Rappelons e´galement que la mesure µ0 commute avec
tous les e´le´ments de la forme E
(np)
α et F
(np)
α , α ∈ Rs, n ∈ N. Graˆce a` [GK11, 1.2], on
sait de´ja` que les homomorphismes de k-alge`bres de´sire´s φ± : Dist(U±)→ µ0Dist(G)µ0 et
φ0 : Dist(T ) → µ0Dist(G)µ0 existent. Il faut donc de´montrer que φ
± et φ0 s’e´tendent a`
Dist(G) tout entier.
(1.1) Montrons tout d’abord le
Lemme. Soient i ∈ [1, ℓ], a, c ∈ Z et b ∈ N. Dans Dist(T ), on a les e´galite´s suivantes :
(i)
(
aHi
b
)
µ0 = 0 sauf si p|b.
(ii) φ0
(
aHi
b
)
=
(
aHi
pb
)
µ0.
(iii) φ0
(
Hi+c
b
)
=
(
Hi+pc
pb
)
.
De´monstration. Pour alle´ger, on e´crira dans la suite H la place de Hi.
(i) Supposons que p ∤ b et soit b = pb′ + b′′ la divsion euclidienne de b par p avec donc
b′′ ∈]0, p[ . Remarquons tout d’abord que, T1 de´signant comme dans l’introduction le
noyau de Frobenius de T , on a(
aH
b′′
)
=
aH(aH − 1) . . . (aH − b′′ + 1)
b′′!
∈ Dist(T1),
et donc (
aH
b′′
)
µ0 =
(
0
b′′
)
µ0 car µ0 est une mesure invariante de Dist(T1)(1)
= 0.
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Si b′ > 0, alors
(
aH
pb′
)(
aH
b′′
)
=
b′′∑
i=0
(
pb′ + b′′ − i
b′′
)(
b′′
i
)(
aH
b− i
)
=
(
pb′ + b′′
b′′
)(
aH
b
)
=
(
aH
b
)
.
D’ou` l’assertion par (1).
(ii) On peut supposer a 6= 0. Si a = 1 l’assertion est claire par de´finition. Proce´dons
alors par re´currence. Si a > 1,
φ0
(
aH
b
)
= φ0(
b∑
i=0
(
(a− 1)H
b− i
)(
H
i
)
)
=
b∑
i=0
φ0(
(
(a− 1)H
b− i
)
φ0
(
H
i
)
car φ0 est multiplicative sur Dist(T )
=
b∑
i=0
(
(a− 1)H
p(b− i)
)(
H
pi
)
µ0 par hypothe`se de re´currence
=
pb∑
i=0
(
(a− 1)H
pb− j)
)(
H
j
)
µ0 par (i)
=
(
aH
pb
)
µ0.
Maintenant
φ0
(
−H
b
)
= φ0((−1)b
(
H + b− 1
b
)
) = (−1)bφ0(
b∑
i=0
(
b− 1
b− i
)(
H
i
)
)
= (−1)b
b∑
i=0
(
b− 1
b− i
)(
H
pi
)
µ0;
mais d’autre part
(
−H
pb
)
µ0 = (−1)
pb
(
H + pb− 1
pb
)
µ0 = (−1)
pb
pb∑
i=0
(
pb− 1
pb− i
)(
H
i
)
µ0
= (−1)b
b∑
i=0
(
pb− 1
pb− pi
)(
H
pi
)
µ0 par (i) de nouveau
= (−1)b
b∑
i=0
(
p(b− 1) + p− 1
p(b− i)
)(
H
pi
)
µ0 = (−1)
b
b∑
i=0
(
b− 1
b− i
)(
H
pi
)
µ0,
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et donc φ0
(
−H
b
)
=
(
−H
pb
)
µ0. On a alors
φ0
(
−(a + 1)H
b
)
= φ0(
b∑
i=0
(
−aH
b− i
)(
−H
i
)
)
=
b∑
i=0
(
−aH
p(b− i)
)(
−H
pi
)
µ0 par hypothe`se de re´currence
=
pb∑
j=0
(
−aH
pb− j
)(
−H
j
)
µ0 par (i)
=
(
−aH −H
pb
)
µ0 =
(
−(a + 1)H
pb
)
µ0.
(iii) On a
φ0
(
H + c
b
)
= φ0(
b∑
i=0
(
c
b− i
)(
H
i
)
) =
b∑
i=0
(
c
b− i
)(
H
pi
)
µ0 =
b∑
i=0
(
pc
pb− pi
)(
H
pi
)
µ0
=
pb∑
j=0
(
pc
pb− j
)(
H
j
)
µ0 par (i)
=
(
H + pc
pb
)
µ0.
(1.2) Posons maintenant B = UT and B+ = U+T . Alors Dist(B) (resp. Dist(B+)) est
engendre´ par les F
(n)
α (resp. E
(n)
α ), α ∈ Rs, et les
(
H
b
)
, b ∈ Nℓ. Prouvons maintenant le
Lemme. Les homomorphismes φ± et φ0 s’e´tendent respectivement en des homorphismes
de k-alge`bres φ≥0 : Dist(B+)→ µ0Dist(G)µ0 et φ
≤0 : Dist(B)→ µ0Dist(G)µ0.
De´monstration. Pour ve´rifier la premie`re assertion, il suffit de ve´rifier que les relations
[Hum, Lem. 26.3.D]
F (a)α
(
Hi + c
b
)
=
(
Hi − aα(Hi) + c
b
)
F (a)α , α ∈ R
s, i ∈ [1, ℓ], a, b ∈ N, c ∈ Z,(1)
sont pre´serve´es par application de φ, i.e.,
F (pa)α φ
0
(
Hi + c
b
)
= {φ0
(
Hi − aα(Hi) + c
b
)
}F (pa)α .
Le membre de gauche vaut
F (pa)
(
Hi + pc
pb
)
µ0 par (1.1.iii)
=
(
Hi − paα(Hi) + pc
pb
)
F (pa)µ0 par (1),
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qui est bien e´gal au membre de droite graˆce de nouveau a` 1.1 (iii) plus the fact that µ0
commutes with F
(pa)
α .
Il s’ensuit que φ≤0 est multiplicative ; de meˆme pour φ≥0.
Remarque. Le lecteur remarquera ici une diffe´rence avec le cas semi-simple simplement
connexe [GK11, Cor. 1.2] : il est ne´cessaire de mutiplier par µ0 de`s cette e´tape de la
construction.
(1.3) Notons φ le prolongement obtenu par k-line´arite´ de φ± et φ0 a` Dist(G) = Dist(U)⊗
Dist(T )⊗Dist(U+) tout entier. On veut maintenant de´montrer que ce prolongement est
multiplicatif. Posant Hα = [Eα, Fα] pour tout α ∈ R
s, il suffit de voir que les relations
[Hum, Lem. 26.2],
E(a)α F
(b)
α =
min{a,b}∑
r=0
F (b−r)α
(
Hα + 2r − a− b
r
)
E(a−r)α , a, b ∈ N,(1)
sont pre´serve´es par φ, i.e. que
E(pa)α F
(pb)
α µ0 =
min{a,b}∑
r=0
F (pb−pr)α {φ
(
Hα + 2r − a− b
r
)
}E(pa−pr)α .(2)
Le membre de gauche de (2) est e´gal a`
min{pa,pb}∑
r=0
F (pb−r)α
(
Hα + 2r − pa− pb
r
)
E(pa−r)α µ0 par (1)
=
min{pa,pb}∑
r=0
F (pb−r)α E
(pa−r)
α
(
Hα + 2(pa− r) + 2r − pa− pb
r
)
µ0 par [Hum, Lem. 26.3.D]
=
min{pa,pb}∑
r=0
F (pb−r)α E
(pa−r)
α
(
Hα + pa− pb
r
)
µ0.
E´crivons maintenant Hα =
∑ℓ
i=1 ciHi avec ci ∈ Z. Alors :(
Hα + pa− pb
r
)
µ0 =
(∑ℓ
i=1 ciHi + pa− pb
r
)
µ0(3)
=
r∑
j=0
(∑ℓ−1
i=1 ciHi + pa− pb
r − j
)(
cℓHℓ
j
)
µ0
=
∑
j∈N
pj≤r
(∑ℓ−1
i=1 ciHi + pa− pb
r − pj
)(
cℓHℓ
pj
)
µ0 par (1.1.i)
= . . .
=
∑
jℓ∈N
pjℓ≤r
. . .
∑
j1∈N
pj1≤r−pjℓ−···−pj2
(
pa− pb
r − p(jℓ + · · ·+ j2 + j1)
)(
c1H1
pj1
)
. . .
(
cℓHℓ
pjℓ
)
µ0,
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qui s’annule sauf si p|r. Il s’ensuit que le membre de gauche de (2) est e´gal a`
(4)
min{a,b}∑
r=0
F (pb−pr)α E
(pa−pr)
α
r∑
jℓ=0
· · ·
r−jℓ−···−j2∑
j1=0
(
a− b
r − (jℓ + · · ·+ j2 + j1)
)(
c1H1
pj1
)
. . .
(
cℓHℓ
pjℓ
)
µ0.
D’autre part, le membre de droite de (2) est e´gal a`
min{a,b}∑
r=0
F (pb−pr)α φ(
(
Hα + 2r − a− b
r
)
E(a−r)α ) par (1.2)(5)
=
min{a,b}∑
r=0
F (pb−pr)α φ(E
(a−r)
α
(
Hα + 2a− 2r + 2r − a− b
r
)
)
=
min{a,b}∑
r=0
F (pb−pr)α E
(pa−pr)
α φ
(
Hα + a− b
r
)
avec
φ
(
Hα + a− b
r
)
= φ
(∑ℓ
i=1 ciHi + a− b
r
)
= φ(
r∑
j=0
(∑ℓ−1
i=1 ciHi + a− b
r − j
)(
cℓHℓ
j
)
)
=
r∑
j=0
φ
(∑ℓ−1
i=1 ciHi + a− b
r − j
)
φ
(
cℓHℓ
j
)
=
r∑
j=0
φ
(∑ℓ−1
i=1 ciHi + a− b
r − j
)(
cℓHℓ
pj
)
µ0 par (1.1.ii).
Finalement, par applications re´pe´te´es de 1.1(ii), il s’ensuit que (4) et (3) sont e´gaux, ce
qui termine la preuve du the´ore`me.
2◦ Contraction
(2.1) E´tant donne´ un G-module M , sa contraction par Frobenius Mφ = µ0M admet une
structure canonique de (Dist(G), T )-module, et donc de G-module [J, II.1.20]. Lorsque
G posse`de un module de Steinberg St, Donkin a observe´ que Mφ est isomorphe a` ((St⊗
St⊗M)G1)[−1] comme G-modules, avec (St⊗ St⊗M)G1 les G1-invariants de St⊗ St⊗M
(ce qui implique que l’action de G sur (St⊗ St⊗M)G1 se factorise par G/G1, i.e., par le
morphisme de Frobenius G→ G), et ?[−1] la “de´torsion” via l’isomorphisme G/G1 ≃ G, ce
qui est pre´cise´ment l’action via φ (voir [GK] pour plus de de´tails). Les re´sultats principaux
de [GK] valent donc pour tout groupe alge´brique re´ductif G de`s qu’on dispose, sous nos
hypothe`ses, de modules de Steinberg.
L’existence de tels modules n’e´tant pas garantie pour les G comme dans l’introduction,
nous allons donc tout d’abord relever G en un groupe re´ductif Gˆ qui sera une extension
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centrale de G, admettra un “module de Steinberg” [J, II. 3.18, Rmk] et sera aussi tel que
l’idempotent µ′0 attache´ a` Gˆ se projette sur celui, µ0, attache´ a` G. De manie`re ge´ne´rale,
pour un e´pimorphisme G′ → G et T ′ un tore maximal de G′ relevant T , la condition
pre´ce´dente est garantie si Lie(T ′Z) s’envoie surjectivement sur Lie(TZ). Si Y(T
′′) de´signe
le groupe de co-caracte`res d’un tore T ′′, cette dernie`re condition est en fait e´quivalente
a` la surjectivite´ de l’application Y(Tˆ ) → Y(T ). La construction suivante, dite d’une z-
extension de G, est un cas particulier de [MS, Prop. 3.1]. Nous sommes reconnaissants a`
ABE Noriyuki de nous avoir signale´ cette re´fe´rence.
Lemme. Il existe une extension centrale Gˆ de G avec Gˆ reductif scinde´ sur Z et de
sous-groupe de´rive´ Gˆder semi-simple simplement connexe telle que, Tˆ de´signant un tore
maximal de Gˆ scinde´ sur Z, l’application Y(Tˆ )→ Y(T ) soit surjective.
De´monstration. Soient Z = ∩α∈R kerα le centre de G, G
der le sous-groupe de´rive´ de G et
T der = ∩
λ∈Λ
〈λ,α∨〉=0 ∀α∈R
ker λ un tore maximal scinde´ sur Z [J, II.1.18]. Alors, Zder = T der ∩Z
est le centre deGder. Soient maintenant π : Gsc → Gder un reveˆtement simplement connexe
de Gder de tore maximal T sc = π−1(T der) scinde´ sur Z [J, II.1.17] et Zsc = π−1(Zder) =
∩α∈R ker(α|Tder ◦ π) le centre de G
sc.
Conside´rons le morphisme π′ : Gsc × Z → G ; (g, z) 7→ π(g)z. Comme π′ induit un
isomorphisme (T sc × Z)/ ker π′ ≃ T , on a un isomorphisme (Gsc × Z)/ ker π′ ≃ G avec
ker π′ = {(g, π(g)−1)|π(g) ∈ T der ∩ Z = Zder} = {(g, π(g)−1)|g ∈ Zsc}. Si l’on introduit
Gsc ×Z
sc
Z := (Gsc × Z)/Zsc pour l’action (g, z)z′ = (gz′, π(z′)−1z), on obtient donc des
isomorphismes compatibles
Gsc ×Z
sc
Z
∼ // G
T sc ×Z
sc
Z ∼
//
?
OO
T.
?
OO(1)
Soit maintenant Zˆ = T sc ×Z et posons Gˆ := Gsc×Z
sc
Zˆ = (Gsc × (T sc×Z))/Zsc pour
l’action (g, (t, z′))z = (gz, (z−1t, π(z−1)z′)), g ∈ Gsc, t ∈ T sc, z′ ∈ Z, z ∈ Zsc. On a une
immersion ferme´e Zˆ →֒ Gˆ via (t, z) 7→ [1, (t, z)] [J, I.5.6]. De´finissons le morphisme η :
Gˆ→ G par [g, (t.z′)] 7→ π(g)z′; pour tout z ∈ Zsc, [gz, (z−1t.π(z−1)z′)] 7→ π(gz)π(z−1)z′ =
π(g)z′. Utilisant l’inclusion T sc →֒ Zˆ donne´e par t 7→ (t, 1), on voit que η se factorise
a` travers Gˆ/T sc ≃ Gsc ×Z
sc
Z via [g, (t, z)]T sc 7→ [g, z] d’inverse [g, z] 7→ [g, (1, z)]T sc.
On obtient donc a` partir de (1) un diagramme commutatif de suites exactes de groupes
alge´briques
(2) 1 // T sc // Gˆ // G // 1
1 // T sc // T sc ×Z
sc
Zˆ //
?
OO
T //
?
OO
1.
En particulier, Gˆ est connexe. Finalement, Gˆ est un groupe re´ductif de sous-groupe
de´rive´ isomorphe a` Gsc via le plongement Gsc →֒ Gˆ de´fini par g 7→ [g, (1, 1)].
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De plus, la suite exacte du bas de (2) se scinde : on a en effet une identification
T sc ×Z
sc
Zˆ ≃ T sc × (T sc ×Z
sc
Z) via [t1, (t2, z)] 7→ (t1t2, [t1, z]) d’inverse (t1, [t2, z]) 7→
[t2, (t1t
−1
2 , z)]. Ainsi, T
sc ×Z
sc
Zˆ est un tore maximal de Gˆ scinde´ sur Z et l’on a une
surjection Y(T sc ×Z
sc
Zˆ)։ Y(T ) comme cherche´.
(2.2) Conservons les hypothe`ses et notations de (2.1). Soit πˆ : Gˆ→ G l’extension centrale
du lemme pre´ce´dent et posons K = ker πˆ = T sc. De´finissons l’idempotent µˆ0 ∈ Dist(Tˆ1)
de la meˆme manie`re que pour T , et soit φˆ : Dist(Gˆ) → µˆ0Dist(Gˆ)µˆ0 le scindage de
Frobenius correspondant Fˆ sur Gˆ.
Lemme. (i) On a un diagramme commutatif de k-alge`bres
Dist(Gˆ)
Dist(πˆ)

φˆ // µˆ0Dist(Gˆ)µˆ0
Dist(πˆ)

Dist(G)
φ
// µ0Dist(G)µ0
avec Dist(πˆ)(µˆ0) = µ0.
(ii) Pour un un Gˆ-module M on a un isomorphisme de G-modules
(MK)φ ≃ (M φˆ)K .
De´monstration. (i) Soit (Hˆi|i ∈ [1, ℓ
′]) une Z-base de Lie(TˆZ) relevant la Z-base (Hi|i ∈
[1, ℓ]) de Lie(TZ) correspondant a` Y (Tˆ )։ Y (T ) ;
Dist(πˆ)(Hˆi) =
{
Hi si i ∈ [1, ℓ],
0 sinon.
Comme
(
−1
p−1
)
= 1, on a en particulier,
Dist(πˆ)(µˆ0) = µ0.(1)
Alors, pour tous i ∈ [1, ℓ′] et m ∈ N,
µ0Dist(πˆ)(φˆ
(
Hˆi
m
)
)µ0 =
(
Dist(πˆ)(Hˆi)
pm
)
µ0 =
{(
Hi
pm
)
µ0 si i ∈ [1, ℓ],
0 sinon
= φ(Dist(πˆ)
(
Hˆi
m
)
).
L’assertion s’ensuit.
(ii) L’ensemble sous-jacent a` ces deux G-modules est
(MK)T1 = (MK)Tˆ1 = MKTˆ1 = (M Tˆ1)K .
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D’apre`s (i), l’isomorphisme annonce´ est donc juste l’identite´.
(2.3) Rappelons ([J, I.6.11]) que pour tout λ ∈ Λ, on a
R•indGˆ
Bˆ
(λ ◦ πˆ) = {R•indGˆ
Bˆ
(λ ◦ πˆ)}K ≃ R•ind
Gˆ/K
Bˆ/K
(λ ◦ πˆ) ≃ R•indGB(λ).
et aussi ([J, I.6.4]) que si I est un Gˆ-module injectif, IK demeure injectif comme G-module.
Comme k[Gˆ]K = k[Gˆ/K] = k[G], on a k[G]φ ≃ (k[Gˆ]φˆ)K . Tout G-module injectif e´tant
un facteur direct d’une somme directe de copies de k[G] [J, I.3.9], du cas dans lequel G
admet un module de Steinberg [GK]/[A], on de´duit le
The´ore`me. La contraction par Frobenius pour les G-modules pre´serve l’existence de
bonnes filtrations et envoie modules de basculement sur modules de basculement et modules
injectifs sur modules injectifs.
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