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A b s t r a c t
In CDMA systems, interference is caused by the non-orthogonality of the users’ re­
ceived signatures that comprise the users’ information: the transmit spreading signa­
ture, transmit power, and channel impairments. By exploiting the cross-correlation be­
tween the users’ received signatures, Multiuser Detection (MUD) techniques have been 
proposed to suppress the interference. Nevertheless, if a linear dependency between 
at least two signatures exists, as 111 an overloaded condition, most existing MUDs fail 
even to meet the basic requirement of a reliable communication, i.e. the Bit-Error-Rate 
(BER) exponentially reduces as the SNR increases. The optimum signatures for the 
overloaded condition can be derived by following the Welch-Bound-Equality. However, 
its optimality can be achieved only with the optimum, yet impractical, MUD.
In this thesis, we propose a novel Low-Density Signature (LDS) structure that intelli­
gently manages the interference by switching-off a large number of spreading signature 
chips. This new LDS structure also allows an efficient implementation of the optimum 
MUD via Message Passing Algorithm. Because it operates at the Chip-Level and is 
iterative in nature, the resultant new class MUD technique is termed the Chip-Level 
iterated (CLi) MUD.
The performance of generic CLi MUD techniques that calculate the extrinsic informa­
tion for each chip by using the MAP-based detections: Log-MAP and Max-Log-MAP 
with brute-force search can be characterized by its convergence behavior. Our results 
confirm that the brute-force CLi MUD can very closely approach single-user bound 
(SUB), in high SNR regimes, even when the system is 300% overloaded.
Further to provide a greater flexibility in trading-off the performance and complexity, 
a Gaussian-Forcing (GF) soft Interference Cancelation (IC) is proposed and analyzed. 
However, since its performance depends too highly on the Gaussianity of the interfer­
ence, a more sophisticated grouped detection is introduced and is termed grouped-GF 
(G-GF) CLi MUD. Combined with the proposed dynamic user grouping strategy, the 
dynamic G-GF CLi MUD is shown to approach closely the performance of a brute force 
CLi MUD, with far lower complexity.
This thesis also extends the implementation of LDS structure to the Multi-Carrier (MC) 
CDMA systems for communication over multipath fading channels. Furthermore, the 
performance of a coded system employing an LDS structure is also investigated. We 
show that a partitioned turbo CLi Multiuser Detection/Decoding (MUDD) can ap­
proach the optimum MUDD with only a small number of turbo iterations. I11 addition, 
an Extrinsic Information Transfer (EXIT) chart analysis is used and is shown to have 
a good agreement with our simulation results.
K ey  words: Overloaded Condition, LDS structures, CLi MUD, Turbo CLi MUDD, 
Grouped Detection, MC-CDMA systems.
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C h a p te r
I n t r o d u c t i o n
1.1 Background
Wireless communication has been one of the most attractive technologies over the 
past few decades. It is driven by the ever-growing demand for reliable, affordable 
communication anywhere and anytime. With resource-hungry multimedia applications 
such as TV-Broadcasting, Internet, and Video-On-Demand being integrated into the 
device, a far better spectrum utilization and resource management are deemed top 
priorities to support it.
These applications would not have been supported without significant advances in 
multiple access technologies, signal estimation and detection, and infoimation theory in 
recent decades.
Multiple access technology allows multiple sources simultaneously to access the network. 
Code-Division Multiple Access (CDMA), whose single- and multi-carrier implementa­
tions are the systems of interest in this thesis, is a promising multiple access scheme 
for wireless systems due to its many advantages over Time-Division Multiple Access 
(TDMA) and Frequency-Division Multiple Access (FDMA). In CDMA systems, all 
sources’ (or users’) information are transmitted over the same bandwidth at the same 
time, as the sources are distinguished by codes; namely, spreading signatures.
Apart from its many advantages, CDMA also has several limitations. One of the most
1
1.1. Background 2
well-known disadvantageous is that CDMA is an interference limited system. This 
means that the capacity of CDMA systems is affected by the existing interferences: 
inter-symbol interference (ISI) and multiple-access interference (MAI). In other words, 
its performance (in terms of capacity) can be improved by mitigating these interfer­
ences.
A major breakthrough was achieved by Verdu in developing the optimum multiuser de­
tection (MUD) technique for multiple-access Gaussian channels. In reference [1], it was 
shown that the near-far problem associated with the conventional receiver is overcome 
by a more sophisticated receiver which accounts simultaneously for the presence of 
other interferers in the channel. This receiver was shown to attain an essentially single- 
user performance assuming that the receiver knows (or can acquire by any means) the 
following:
1. The Signature waveform of the desired user.
2. The Signature waveform of the interfering users.
3. The timing (bit-epoch and carrier phase) of the desired user.
4. The timing (bit-epoch and carrier phase) of the interfering users.
5. The received amplitudes of the interfering users (relative to that of the user of 
interest).
Unfortunately, the price being paid for utilizing this technique is that the computa­
tional complexity increases exponentially with the number of users. Moreover, not 
only it is highly laborious to establish these information in a dynamic environment, 
but it also requires intensive efforts to integrate them into the detector parameters. 
Trading-off performance and complexity, simpler, sub-optimum MUD techniques with 
an acceptable performance loss become very attractive alternatives to transmitting the 
information arbitrarily and reliably.
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1.2 M otivation, Problem s and Objectives
1 .2 .1  M o tiv a tio n
Achieving the theoretical capacity limit is an every-growing entity in the contemporary 
communications. More specifically, we are more interested in the user capacity, defined 
as the number of simultaneously admissible users [2].
In the interference-limited systems, such as CDMA systems, the system performance 
depends on the amount of interference it can handle. Consequently, the user capacity 
in CDMA systems is soft-limited by the processing gain, defined as bandwidth expan­
sion due to the spreading, for the transmission over an additive white Gaussian noise 
(AWGN) channel. The CDMA systems is said to be in underloaded, fully-loaded and 
overloaded conditions when the number of users is less than, equal to and more than 
the processing gain, respectively.
Working in an overloaded condition1, provides a better spectrum utilization. This 
condition is not only of practical interest especially when the bandwidth is at premium 
[3], but also poses a significant research challenge, where the amount of literature and 
research is substantially limited.
The optimum signatures that meet the Welch-Bound-Equality, devised in [4], have been 
shown to incur no capacity loss compared to that without spreading when implemented 
in an overloaded condition [5,6]. Later, several design algorithms for meeting the Welch- 
Bound Equality (WBE) have been proposed in [7-9].
It has been shown that the performance of optimum MUDD can be approached very 
closely by partitioning the MUD and single-user Forward-Error-Correction (FEC) de­
coder. This approach is termed turbo MUD that employs the turbo-style processing, 
which is proposed in [10]. Numerous investigations regarding turbo MUD have been 
reported in the literatures [11-21].
1In the context of Multiple Input and Multiple Output communication, overloaded condition or 
over-saturated condition or low-rank communication can be seen as transmission using a number of 
transmit antennas which is larger than the number of receive antennas.
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More recently, a performance loss due to partitioning the MUD and single-user FEC- 
decoder has been shown to be proportional to the multiuser efficiency [22]. Therefore, 
if a MUD can be designed so that its multiuser efficiency is approaching one, so, the­
oretically, there almost no loss in capacity due to partitioning MUD and single-user 
FEC-decoder.
Reference [23] shows the performance comparison of various MUD techniques. In par­
ticular, the Sphere Detector, devised in [24], and Branch-and-Bound MUD, devised 
in [25], techniques have been shown to approach the performance of the optimum 
MUD technique with typically2 lower computational complexity by limiting the search 
space. However, in an overloaded condition, the complexity of a Sphere Detector in­
creases exponentially to the number of excess users, defined as the difference between 
the number of users and the processing gain. Therefore, more affordable alternatives 
that approach a similar performance to the optimum MUD should be found.
1 .2 .2  P ro b le m  F orm ulations
The optimality the WBE-based signatures depends highly on the application of opti­
mum multiuser detection/decoding (MUDD) [26-29]. Moreover, the WBE-based sig­
natures also suffer from the scalability problem, as the signatures are only optimized for 
fixed number of users and processing gain. Therefore, the practicability of the W BE- 
based signatures is very limited due to the dynamic nature of mobile communications.
Later, several signature optimization techniques have been reported in the literatures 
[30-36]. However, the resultant signatures do not always optimum in many overloaded 
conditions.
Moreover, there exists a linear dependency at least two users’ signatures [29]. Conse­
quently the matrix becomes low-ranlc3. This is exactly the reason why the linear MUD 
technique simply fails to satisfy even the basic requirement of a reliable communication,
i.e. the Bit-Error-Rate (BER) performance of the system decays exponentially as the
2The performance of Sphere Detector depends on the choice of its search-radius. For this reason,
one can quantify that its worst performance is the same as that of optimum MUD techniques.
3The overloaded system is also known as rank-deficient system
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Signal-to-Noise Ratio (SNR) increases [37]. Later, it has been suggested that, in an 
overloaded condition, non-linear approaches should be used.
In addition, several turbo MUDD configurations have been made in recent decades. 
While they have been shown to approach a near-optimum performance, those tech­
niques require a large number of turbo iterations, which, in practical systems, demand 
a huge controlling overhead.
1 .2 .3  R esearch  O b jectiv es
Motivated by various facts outlined in the previous sub-sections, in this thesis, we 
specify complete transceiver links for synchronous4 CDMA systems to operate in an 
overloaded condition. In these communication links, the interference is managed intelli­
gently at the transmit-end. At the same time, an affordable signal estimation/detection 
can be carried out iteratively at the receive-end, so that reliable communication can be 
effected arbitrarily in an overloaded condition with more affordable complexity over­
head.
First, a new signature optimization technique will be investigated for an overloaded 
condition. The new structures are designed so that the capacity loss compared to the 
WBE-based signatures is made minimum. In addition, the new structure should not 
suffer from the scalability problem.
Second, the new signature should allow an efficient implementation of optimum MUD 
techniques. The resultant MUD algorithm must be shown to approach the performance 
of a single-user, i.e. its multiuser efficiency should approach closely to one. More 
desirably, the new MUD algorithm can provide a great flexibility in trading-off the 
performance and complexity.
Third, turbo MUDD technique that employs the proposed MUD algorithm should be 
able to achieve the near-optimum performance with a small number of turbo iterations.
4In this thesis, the system of interest is assumed to be symbol- and chip-synchronous.
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1.3 Research Contributions
Throughout the course of this PhD study, the following major contributions are made:
1. A novel spreading signature structure is proposed for CDMA systems. The new 
structure, termed a Low-Density Signature structure, is designed by switching-off 
a large number of spreading chips. Then, the chips are so arranged intelligently 
that the number of interferers per chip is far smaller than the number of total 
users. Consequently, a higher chip-level SINR, which leads to a better detection 
process, can be achieved.
2. The Chip-Level Iterated (CLi) Multiuser Detection (MUD) techniques are pro­
posed to exploit the LDS structure so that the optimum Maximum A Posteriori 
probability (MAP) detection can be approximated with far smaller complexity 
overhead.
3. A  thorough analysis of the performance behavior of the MAP-based CLi MUD 
techniques with brute-force search is also presented for various realizations of LDS 
structures.
4. A Non-Linear Smoothing process is introduced in order to minimize the detri­
mental effect of oscillatory behavior and the chaotic condition that often occurs 
in CLi MUD techniques, especially under higher system loading conditions.
5. The Bit-Flipping process is incorporated in order to further increase the detection 
capability of CLi MUD techniques, especially when the number of bit-errors is 
small.
6. The Gaussian-Forcing (GF) CLi soft Interference Cancelation (IC) technique is 
introduced further to reduce the computational complexity. By using a GF CLi 
soft-IC, the computational complexity is linear to the number of users and pro­
cessing gain. Despite its simplicity, its performance can approach the brute-force 
CLi MUD techniques in lightly overloaded conditions.
7. Trading-off the performance and complexity, the Grouped-GF (G-GF) CLi MUD
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technique that combines the brute-force MAP-based CLi MUD and GF CLi soft- 
IC is proposed and analyzed.
8. The dynamic user grouping strategy is proposed to improve the performance 
of the G-GF CLi MUD technique. It is confirmed by our simulation results that 
despite its simplicity, the performance loss of a dynamic G-GF CLi MUD is minor 
when compared to the brute-force MAP-based CLi MUD techniques.
9. The Turbo CLi MUDD has been investigated for communications over the frequency- 
selective fading channels for coded Multi-carrier CDMA (MC-CDMA) systems.
As shown by our results, the new turbo CLi MUDD can approach the performance 
of the single-user bound (SUB) with a small number of turbo iterations.
10. An Extrinsic Information Transfer (EXIT) chart analysis is provided to evaluate 
the turbo CLi MUDD. It is shown that the EXIT chart analysis provides a close 
agreement with the simulated results.
In addition, some minor research works were carried out during this PhD study, as 
follows [38]:
1. The performance of the successive Iterated MUD, which is based on Minimum 
Mean-Squared Error (MMSE) criterion,are compared to its parallel counterpart.
It is shown that, even though the successive version converges more quickly, the 
parallel MMSE-based iterated MUD performs the best.
2. A Kalman-based Blind MUD has been proposed for asynchronous CDMA sys­
tems. Benefiting from its capability to track the signal from the infinite past up 
to the present, a Kalman-based technique has been shown to outperform other 
Blind MUD techniques with a minor increase in complexity compared to other 
Recursive Least Squared (RLS) based blind MUD techniques.
3. Two strategies: independent and cooperative algorithms were investigated for 
Kalman-based blind MUD for multiple receive antennas.
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1.4 Thesis Outline
The rest of this thesis is organized as follows.
Chapter 2 presents the system model used throughout this thesis. On the receive-end, 
several classes of MUD techniques are reviewed and their potential strengths and weak­
nesses in an overloaded condition are discussed. Furthermore, some advanced MUD 
techniques that perform well in the overloaded condition are presented and analyzed. 
Furthermore, various MUDD techniques are introduced for evaluating the performance 
of a coded system and are classified based on their configurations. Specifically, while 
discussing these MUDD techniques, we put a greater emphasis on the practical turbo­
style processing scheme that separate MUD-decoding and a single-user FEC-decoding. 
Moreover, the coding-spreading saga in CDMA systems is also discussed as well as the 
recently proposed Interleave-Division Multiple Access (IDMA). On the transmit-end, 
several signature optimization algorithms are presented for the overloaded condition. 
In addition, some information-theoretic elements are given to provide the theoretical- 
bound of the algorithms presented in this chapter.
Chapter 3 discusses the proposed LDS structure for CDMA systems. The factor-graph 
of the employed LDS structure is introduced in order to describe the detection process 
in CDMA systems. Applying the Message-Passing algorithm (MPA) to the underlying 
factor graph of the employed LDS structure results in a new class of MUD, namely 
CLi MUD. The performance behavior of CLi MUD that employs the brute-force Log- 
MAP detection when observing the received chip is investigated thoroughly for different 
formats of LDS structures. Most of the research presented in this chapter can be found 
in [39-41],
Chapter 4 presents several implementations of more affordable CLi MUD techniques. 
Most notably is the GF-based CLi MUD techniques that assume that, the interference 
can be approximated by using a single symmetric Gaussian signal. Combined with 
the dynamic user grouping strategy, the G-GF CLi MUD provides an excellent trade­
off between performance and complexity. In this section, the message distribution 
and performance behavior of various CLi MUD techniques are investigated and are 
evaluated by using computer simulations. The non linear dynamics such as oscillatory
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behavior and the chaotic condition that often occurs in many iterative processes are 
also observable in CLi MUD, especially at the higher system loading condition. A 
simple non-linear smoothing process is proposed in order to minimize the detrimental 
effect of these non-linear dynamics. In addition, the Bit-flipping process is found to be 
advantageous in improving the system performance when the number of bit-errors is 
small. Most of the results presented in this chapter are also presented in [42,43].
Chapter 5 presents the applications of the LDS structure to MC-CDMA systems for 
the uplink channel. The performance of LDS MC-CDMA systems is investigated for 
frequency-selective fading channels. Furthermore, to evaluate the performance of a 
coded system, turbo CLi MUDD techniques are introduced and analyzed. In addition, 
an EXIT chart analysis is performed and is shown to have a close agreement with the 
simulation results. A  case study of the LDS structure when implemented by using the 
system parameters used in Mobile Worldwide Inter-operability for Microwave Access 
(W iM AX) is also given for a practical channel model.
Chapter 6 concludes this PhD thesis and some future work is suggested in order to 
improve the performance of the system employing an LDS structure.
C h a p te r
S y s t e m  M o d e l  a n d  T r a n s c e i v e r  D e s i g n
In this chapter, the system model used throughout this thesis is presented. The state- 
of-the-art of MUD techniques are reviewed and their applicabilities to an overloaded 
condition are discussed. Several performance metrics used to measure the detection 
techniques are also given in order to properly quantify the performance of the em­
ployed MUD techniques. Furthermore, various MUDD techniques are presented for the 
decoding of coded systems and are classified according to their configurations.
Also, since coding and spreading result in bandwidth expansion, the coding-spreading 
saga in coded CDMA systems is discussed in order to provide insightful information 
about whether or not the spreading is necessary. In addition, various existing signa­
ture optimization techniques designed in order to overcome the overloaded condition 
problem at the transmit-end are discussed.
2.1 C D M A -b ased  System  M odel
Consider an uplink communication channel with K  admissible users. Users are assumed 
to send their information bit sequences 6 {0, l } Mk independently, where is the 
number of information bits transmitted within a frame. The information bits are then 
encoded by using an FEC encoder, </>fec : {0 , l } Mk —>• A p PC such that
b  k =  4>f  e c  (dfc), (2.1)
1 0
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where b k, Ap^c , and Rk =  Mk/Mk represent the encoded codeword sequences, the
FEC-specific code-book of the k-th user that includes the interleaving process, and 
the coding rate, respectively. Furthermore, the encoded codeword is modulated by
concentrates on the equal-rate users so that the number of transmitted symbols per 
frame is the same for all users, i.e. Mk =  M,V/c G  [1,/C]. The constellation alphabet 
Xfc is normalized such that
where |X/,.j =  2rilk and mk denote the cardinality of X/. and the number of coded bits per
from all users are assumed to be taken from the same alphabet, i.e. X/g =  X, Vfc =  [1, K],
hi CDMA-based systems, users are assigned unique signatures of size N , which is 
termed as the processing gain, to spread their symbols. Let the signature sequence of 
the k-th user be sk{t) that is supported for t G  [0,TS), where Ts denotes the symbol 
duration. The spreading signature for the k-th user is given by
where {a k,n £ and Tc — (Ts/N) denote the spreading sequences assigned to the
k-th user and the chip period, respectively. Note that if the same spreading sequences 
is used to spread each symbols, i.e. by using periodic spreading sequences, the system 
is called deterministic CDMA otherwise it is random CDMA. The spreading signatures 
are normalized to have unit energy.
The chip waveform is represented by V ;(r),r G  [0,TC) and is designed so that the in­
terference between neighboring chips are minimized while taking the spectral efficiency 
into consideration (see [44] and references therein for a detailed survey) and is the 
same for all users. In CDMA systems, the chip waveform is a delayed version of each 
other [45] and, hence, only single chip waveform will normally be employed for all users
x-k =  Y,MOD(d/g), (2.2)
where {£&[«] } ^ j  is the encoded, modulated symbol for the k-th user. This thesis
and
symbol, respectively. Without loss of generality and for notation brevity, the symbol
N - 1
sitW =  X  -  r,Tc), (2.3)
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as in IS-95. Yet, recent investigation for multi-rate CDMA systems suggested that an 
employment of two different chip waveforms might be advantageous [46]. However, chip 
waveform design is not included in the scope of this thesis. Therefore, as the analysis 
will be presented on the basis of discrete numbers, a rectangular pulse is used as the 
chip waveform.
Definition 2.1 (System Loading). The system loading in synchronous CDMA systems 
is described as the ratio of the number of admissible users and the processing gain and 
is denoted as ft =  K/N. The system is said to be in underloaded, fully-loaded and 
overloaded conditions when (3 <  1, (3 — 1, and (3 > 1, respectively.
Let Nl be the total number of observable paths in the fading channel. The impulse 
response of the channel for the k-th user is given by
n l
9k{t) =  Y  9k,lS(t -  rkj), (2.4)
z=i
where gkii and 7 7 are the complex gain and its corresponding delay at the l-th path for 
the fc-th user, respectively. In the simulation, the channel gain gkj is always normalized 
such that \9k,i\2 — 1* Let M  be the number of coded symbols per frame. The com­
mon assumption that the channel is slowly varying such that the channel parameters 
{9k,l,rk>i) remain constant over at least one symbol period, i.e. t E [mTc, (m +N  — l)Tc), 
is taken throughout this thesis unless otherwise stated. Using (2.3) and (2.4), the re­
ceived signal at the base station is given by 
M —1 K
r(t) =  Y  T M M  ej9k V sm'ksk{t -  mTs -  f k) * gk{t) +  v(t) (2.5)
m= 0 k=l
M —l I< N - 1 Nl
=  E E  Xk[m) Y  [U6k\Zsnrfc Y  9k,i‘4>(t ~ jTc - f k -  r/Cji)j +  v(t), (2.6)
m = 0  k = l  j — 0  1=1
where the additive noise v is modeled as a circularly symmetric Gaussian complex 
random variable with zero mean and unit average energy, i.e. v ~  Cj\f{0,1}. The 
channel gain at l-th path, the transmit power, the user-unique phase-rotation1, and the
1The phase rotation is part of practical CDMA implementation as in IS-95 and is a useful quantity 
to allow better system analysis.
2.1. CDMA-based System Model 13
delay, respectively, for the k-th user are denoted as gk)i, snr/., Ok, and ffc. Let hk{t) be 
the effective signature for the k-th user. During the transmission of the '/n-th symbol, 
hk(t) is given by
N -1 L
hk(t -  mTs) =  <*?,k ej9kffsmk y ^  gk,if(t -  jTc -  f k -  rkj) . (2.7)
j = o  i= 1
Furthermore, without loss of generality and for notation brevity, the chip-synchronism 
is assumed such that the delay of the fading and users’ transmission is multiple of 
chip period. Therefore, at the base station receiver, the received signal r(t) is sampled 
sufficiently at the chip-period. Denote ik — [clk+ + Tc/ Ts] as the maximum number 
of overlapped symbols (due to multipath fading or user’s asynchronism). Then, the n-th 
received signal sampled during the ?n-th symbol period can be written as
r[m,n] =  [(mN-h n)Tc)
K  M - l
=  Xk W hk (mTs +  nTc ~ i Ts) +  v[m, n\
k= l  j = o
K  m
=  £  E  ^ hk ~ + nTc) + nl
k= 1  j=i—Lk
I< tk
=  ~  ni- (2-8)
/ c = l  j = 0
Equation (2.8) describes the transmission and reception of the signal over a generic 
multipath fading channel in discrete-form. In this thesis, the main contribution will be 
done in the flat-fading symbol-synchronous case, i.e. when their symbol-epoclis coincide 
at the receiver, and, only occasionally, in asynchronous case.
Throughout this thesis, a perfect symbol-synchronous system is assumed and the re­
ceived signal sampled at the ?r-th chip can be re-written in more sophisticated form, 
by dropping the symbol index m, as follows
I<
r [ n ]  =  rn =  ^  xkhk>n +  vn. (2.9)
k=l
By stacking N  successive chips of the ??i-th symbol together, the vector-matrix repre-
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Figure 2.1: System Model for CDMA Transceiver 
sentation can be obtained as
K
r = Xkhk + v
fc=i 
=  H x  +  v ,
(2.10)
(2.11)
where r  =  [ r 0 , . . . ,  r j v - i ] T , hk =  [hk ,0 , . . . ,  h k, N - 1] 1 and v  =  [v0 , . . . ,  v N - i ] 7 denote 
the vectors of the received signal, the effective signature for the k -th  user, and the 
noise, respectively. In equation (2.11), x  =  [&i,. . .  and H  =  [h i,. . . ,  h#]
denote the vector that comprising the transmitted symbols from all users and the 
vector representing the corresponding the effective signature matrix, respectively. The 
system model is depicted in Figure 2.1.
In CDMA systems, the demodulation of the signal of a user is typically done by re­
garding other users’ signal as interference. Let the k-th user be the user of interest. 
The received signal from (2.10) can be decomposed into
r  =  xkhk +  h ixt + v ,  
l k^
(2.12)
maifc
where m a i* .  denotes the MAI seen by the k-th user. The total received power of the 
A;-th user is characterized by £k =  snrfcE{|xfc|2}|hfc|2. Then, the instantaneous Signal 
to Interference and Noise Ratio (SINR) for the k-th user is given by
€ksinrfc =
+ 1
(2.13)
The conventional detection for CDMA systems achieves the optimum solution, in terms 
of the BER performance, when there is no interferer. It works by correlating the entire
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received signal with the user’s effective signature, given in (2.4). However, it should 
be expected, as evidence from (2.13), when the number of interferers increases, the 
performance loss is inevitable. The effect of MAI can be minimized by:
1. employing MUD techniques at the receiver. MUD works by exploiting the knowl­
edge of the user of interest as well as the interferers,
2. designing a suitable spreading signature so as the MAI can be decreased. It is 
typically done by designing the codes with good cross-correlation properties and
3. incorporating FEC coding. Note that FEC is designed to remove the noise instead 
of MAI. Nevertheless, when the MAI can be assumed as noise as in IS-95, a 
powerful FEC can be deployed to remove the MAI too [47].
2.2 M ultiuser Detection
In this section, several classes of multiuser detection (MUD) techniques are presented 
and discussed, in which their performance and the computational complexity will be 
compared. As the name infers, MUD requires some knowledge not only from the user 
of interest but also from the interferers. These knowledge are:
1. the spreading signatures of all users,
2. timing information that includes users’ delay and their corresponding channel’s 
delay and
3. the received amplitudes and phases of all active users.
Due to the complexity issue in meeting the requirements mentioned above, MUD is 
typically employed as the detection at the uplink channel.
2 .2 .1  P erform an ce M etrics
CDMA systems are interference-limited systems, the existence of other users can only 
increase the BER, unless the orthogonality can be maintained at the receiver. BER
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performance, Pe,k{snrk) [45], is commonly used as the main performance measure of 
interest when a target Quality of Service (QoS) is to be met. However, it is also 
important to see how big the performance loss, when compared to single-user bound 
(SUB), inflicted by the interferers when a particular MUD technique presented in the 
previous subsection is utilized.
M ultiuser Efficiency
Of particular interest is the multiuser efficiency that characterized the performance of 
the k-th user in multiuser channel by using some specific MUD technique [45].
Definition 2.2 (Effective energy). The effective energy; ek, is defined as the energy 
the k-th user would require to achieve the BER equal to Pe)k(snrk), when operating in 
a single-user communication over Gaussian channel with the same background noise 
level [45].
Furthermore, since the BER of any MUD techniques is always lower-bounded by the 
single-user BER:
Q (y e k )  >  Q (v^nr^), (2.14)
therefore, the effective energy is always upper-bounded by the actual energy, i.e. £k <  
snr/,.
Definition 2.3 (Multiuser Efficiency). The multiuser efficiency for the k-th user, rjk) 
is denoted as the ratio between the effective and the actual energies [45].
Consequently, multiuser efficiency falls within the interval of [0,1] in linear domain 
(or equivalently [—00,0] in dB). From equation (2.14), it is clear that the multiuser 
efficiency is dependent on the signature waveforms, the received snr, and the type of 
MUD utilized. Furthermore, it is important to quantify another metrics that measures 
the worst performance that might be experienced by a user when detected by using a 
specific MUD technique.
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Definition 2 .4  (Asymptotic Multiuser Efficiency). The asymptotic multiuser efficiency 
of a MUD technique, r)m u d >  is defined as the worst multiuser efficiency amongst its K  
users [45,48]. The effective energy that corresponds to this condition is called asymp­
totic effective energy (AEE).
Sym m etric Energy
Unlike multiuser efficiency that characterizes the per-user performance, symmetric en­
ergy describes the performance of the MUD of interest in terms of its average multiuser 
performance [48].
Definition 2.5 (Symmetric Energy). Symmetric energy is defined as the energy re­
quired by conventional detector in a single-user Gaussian channel to achieve, in high 
SNR regimes, the average joint BER of the MUD operating in multiuser channel [48].
2.2.2 O ptim um  M U D
The optimum MUD that yields the best performance in terms of the achievable proba­
bility of error for CDMA has been proposed in [1]. Unlike a conventional matched-filter 
detector, the optimum MUD requires all the aforementioned knowledge. It uses the 
maximum-likelihood (ML) cost function in order to execute the detection, hence it is 
named ML-detector. By using ML, the estimated optimal solution of (2.11), x, is given 
by
<t> m l : x  =  a rg  m a x  ( r Hx  — x h H x  ) . (2.15)
x <e x a' \  /
Furthermore, by integrating a priori knowledge into the ML function will lead to MAP 
detection. It can be implemented by using two strategies: individually and jointly 
optimum detection [45]. However, as already investigated in [49], there were relatively 
minor difference in performance (in terms of the average BER) with the individually 
optimal is more superior than its counterpart.
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Let Pk(xk) be the priori probability of symbol xk,k =  1,. . .  ,K.  The individually 
optimum MAP detection maximizes the a posteriori probability (APP), p(xk\r), of the 
transmitted symbol for the k-th user by evaluating r. Then, the estimated symbol xk 
can be written as [45]
0MAP : xk =  arg max pk (xk | r)
K
=  arg max V  p(r|x) TT Pl(xi), (2.16)
t i
xk
where the second equality is derived by using Bayes’ rule and p(r|x) =  f?Hx — xHH x j  
is the conditional probability of r when x  is evaluated. As shown in (2.16), the compu­
tation of APP includes a marginalization process, unless the signature matrix followed 
some particular structure, e.g. [31], which is NP-hard (nondeterministic polynomial­
time hard) [50]; its complexity is exponential with K  and |X|. This highlights one of 
the reasons why optimum MUD is not a popular choice in practical implementation.
2.2.3 Linear M U D
An important class of MUD is linear MUD due to its simplicity and effectiveness. This 
class of MUD applies a linear filtering to the soft-output of the conventional detector. 
Let y  be the soft-output of the bank of conventional detector for each users and is given 
by
y =  H hi\ (2.17)
The soft-output y is also known as the suffieient-statistics to demodulate users’ signal. 
The linear filtering for the fc-th user will apply the linear filter R such that
^ L — m u d  : Xk — 1 ]t y» (2.18)
The most popular variants in this class are the Decorrelator [50-52] and the linear 
MMSE detector [53].
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Decorrelator Detector
The Decorrelator detector, given that the effective signature matrix H  is not singular, 
will remove all the interference and can be written as
^ L —d e c  : Xk =  [ R - V
=  x k [R_1]fcHv , (2.19)
'Vl IIIIBHII^ Bill .
noise amplification
where l /  — [ a -1 ]* and R  — H hH  denote, respectively, the linear Decorrelator filter 
and the cross-correlation matrix of the effective received signatures and [•]*. denotes the 
k-th row of the matrix inside the bracket. While the Decorrelator detector guarantees 
that the MAI can be completely eliminated, however, as evidenced from (2.19), it 
results in the amplification of the background noise. This type of detector does not 
work in overloaded condition as the R  become rank-deficient, thus, singular.
Linear M M S E  D etector
Furthermore, by using the mean-squared error as the cost function, linear MMSE de­
tector can be designed. This detector takes into account the background noise as well as 
the received signal powers and consequently, generally, linear MMSE detector provides 
better BER performance compared to the Decorrelator. Nevertheless, as the linear 
MMSE detector depends on the received power of the interfering users, there is, hence, 
some performance loss due to the near-far effect problem [54].
The linear MMSE detector chooses ck that achieves
m i n B d K - l ^ y l l 2} , (2.20)
h
and the output decision is given by
<Pm m s e  ’ Xk — [B' +  l ] /JV )  (2.21)
where, in this case, the filter vector is given by 1/ =  [R +  I] 1.
It is easy to see from (2.19) and (2.21) that the performance of the Decorrelator and
the linear MMSE detector will become identical as the SNR increases.
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Later, it has been reported in [55] that the residual interferer plus noise from the output 
of linear MMSE detector can be well-approximated by using Gaussian distribution. 
Note that with linear MMSE, the cross-correlation matrix of the effective received 
signatures R  does not need to be non-singular. However, it is worth mentioning that 
the linear MMSE detector becomes less accurate when the R  is singular and the noise 
is approaching zero. Until recently, the limitation of the linear MMSE detector have 
been investigated in [37] that it could not handle the overloaded condition, i.e. the 
error does not vanish as the SNR increases.
2.2.4 M ulti-Stages D ecision-D riven M U D
Another important MUD techniques fall into the class of multi-stages decision-driven 
MUDs [45]. It includes the popular MUD techniques such as IC [56-60], Decision- 
Feedback (DF) MUD [48,61,62], Sphere Detector [24], Branch-and-Bound [25], Genet­
ically Assisted (GA) MUD [63,64], Markov Chain Monte Carlo (MCMC) MUD [65,66] 
and Probabilistic Data Association (PDA) [67]. In this thesis, however, the focus for 
decision-driven MUD will be on the IC techniques and PDA for their low-eomplexity 
approach and effectiveness.
The IC detection works by estimating the users’ symbols and then use that estimation 
to further improve the estimation in the next stage. There are two typical structures 
for IC detectors: successive and parallel.
Successive Interference Cancelation
Successive IC (SIC) [56, 58] (cf. [51]) takes a natural approach, i.e. if a tentative 
decision about user’s symbol has been made, its effect shall be removed from the current 
observation used for estimating other users’ symbols. If the decision is correct, it results 
in a less number of interference seen by other users and, hence, make estimation easier 
for other users. However, if the decision is incorrectly made, consequently, it doubles 
the interference. It is the effect of interference doubling that, eventually, limits the 
performance of SIC. Therefore, a specific power geometry needs to be identified to 
avoid the interference doubling. This comes out the fact that, actually, with SIC, the
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first user sees all interference, whereas the user in succession sees less interference as 
the IC progresses.
To improve SIC performance, the user ordering mechanism should be incorporated. 
The optimal user ordering algorithm has been proposed in [3] that arranges the users 
such that the ” strongest” user should be estimated earlier.
Lem m a 2.1 (User Ordering). User with the highest Asymptotic Effective Energy (AEE) 
is selected the fij'st. For the next k-th user, k =  [2 , . . . ,  K], calculate the AEE for every 
user in user-expurgated channel, i.e. AEE calculated without the existence ofl-th users, 
VZ <  k. [48].
Furthermore, another drawback from the successive IC is that it suffers from long delay, 
as the last user can be estimated once the decision of the rest of users has been made.
Parallel Interference Cancelation
On the contrary, parallel processing of IC (PIC) [57, 59, 60] simultaneously, at each 
stage, removes the interference seen by each user. Hence, there is no need of user 
ordering as all users will receive the same treatment in removing their respective MAI.
In PIC, the symbol estimates from interferers (namely, x iffl  % k) are used to calculate 
the MAI seen by the k-th user. Note that in non-uniform receive power distribution of 
users, SIC is expected to be superior to PIC. Nevertheless, in power-controlled system, 
PIC outperforms SIC [68],
Later, instead of completely canceling the MAI at each stage, a partial PIC (PPIC) has 
been proposed in [60]. The reason is that when the estimates of the MAI is poor (as in 
the early stages of IC), it is wise not to completely use that information to estimate the 
MAI. As the iteration progresses, the estimates are expected to improve and, hence, 
the MAI can be fully estimated. PPIC is done by assigning different weight at each 
stage with the weight is increases as the iteration progresses.
Furthermore, both SIC and PIC (including PPIC) depends heavily from initial esti­
mates. Therefore, it has been recommended to complement the IC techniques with
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a simple front-end receiver. Hybrid MUD that combines linear MMSE with PIC has 
been proposed in [69] and a substantial performance improvement, in which it always 
outperform linear MMSE detector, has been reported. In this case, linear MMSE is 
utilized to provide a rough estimates and PPIC will smooth it further.
Decision-Feedback MUD
Successive interference cancelation has taken another form in DF-MUD, devised in [61] 
and later improved in [48,62]. The DF-MUD employs a pair of feedforward and feedback 
filter to minimize the effect of MAI and to mitigate the interference from the already- 
detected users, respectively.
Let F and B be the feedforward and feedback filter, respectively. Using equation (2.11), 
the (F, B) DF-MUD output for the k-th user can be described, numerically, as follows
inside the bracket, respectively, and Dk denotes the decision statistic for xk. From 
equation (2.23), it is straightforward to deduce that the DF-MUD algorithms are also 
sensitive to user ordering schemes. That is to say that with K  users, there are K\ 
combination of for sorting the users. However, it can be done effectively, a performance 
improvement should be expected.
Moreover, from (2.23), it can be easily observed that the suitable structure of the 
feedback filter is the strictly triangular matrix2. Let L(-) be the function that outputs 
the strictly triangular matrix of its matrix argument. The feedback filter is given by
and the feedforward and feedback filters of DF-MUD can be fully described as (F, JL(FH)).
I! Z
0DF-MUD : Xk — arg min Dk -  [F] fc hkx , (2.22)
i=i
where [• ] fc and [ - ] k i denote the k-th column and the (k ,l)-th element of the matrix
B =  L(FH), (2.24)
2 A strictly triangular matrix is a triangular matrix with zero entries at its main diagonal.
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Probabilistic D ata Association
Another interesting MUD algorithm is the PDA, devised in [70] for target tracking in 
spurious and unlabeled measurements. Later, PDA has been developed as an MUD 
technique in [67].
Recall the marginalization process for MAP detection given in (2.16) as follows
K
0MAP : xk =  arg max Y .  p(r[x) JJ Pijxi)
XkEX x6X * 1=1
xk
I<
= ai'g4naf  y i exp ( _  iir _ Hxii2) 2^-25)
Xk<E xex  ^ 1=1
xk
and it requires, in worst case scenario in which no particular structure to assist the 
search, the complexity that is exponential to the number of users and the cardinality 
of the constellation alphabet jX|. Motivated by this fact, PDA algorithm assumes that 
the MAI component in (2.12) can be modeled as a Gaussian random variable.
Rem ark 2.1 (Gaussian Approximation). The Gaussian approximation of the effective 
noise in PDA algorithm can be justified for Gaussian channel by using the Central Limit 
Theorem (CLT) when number of users, which are independently identically distributed, 
is large and no single interferer dominates the interference [71].
Let v/Cieff be the effective noise that combine the MAI and thermal noise components 
of the received signal seen by the k-th user. By using (2.12), the effective noise is given 
by
Vfe.eff =  5 > * *  +  v. (2.26)
l^ k
Since, in PDA algorithm, MAI component, due to the k-th user, can be modeled as a 
Gaussian random variable and the thermal noise is also a Gaussian random variable, it is 
easy to see the effective noise can be modeled as Gaussian random variable too with ap­
propriately matched first and second order statistics. In other words, PDA can be seen 
as an algorithm that forces a conversion of a multi-modal Gaussian random variables
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into a single Gaussian entity with elevated statistics, i.e. v k,eft ~  CJ\f(vk}es, Q&.eff)> 
where its first and second order statistics are given by
E{vfc)eff} =  Vfcieff =  H E {x }
=  X h'Ek 'i} (2.27)
l^ k
Var(vfcieff) — U/gieff — HAfcHH +  I
=  ^P (h ffif)V ar{^} + 1, (2.28)
l k^
where Ak — diag(Var(a*i),. . . ,  0 , . . . ,  Var (&•/<-)) denotes the diagonal matrix consisting 
the variance of all interferers with regard to the fc-th user with the zero-value located 
at the k-th element of the diagonal components. Therefore, with PDA algorithm, the 
symbol estimation is given by
0PDA : a?* =  arg max exp ( -  — Mr -  hkxk -  v/c^ffll2) . (2.29)xkex \ iii, pfr /
From equation (2.29), it is easy to see that the complexity for calculating the marginal­
ization process is only exponential to the cardinality of the constellation alphabet and 
hence, give a huge complexity reduction.
Furthermore, PDA algorithm is applied to the k — { 1 , . . . ,  JQ-th user sequentially 
and is done repeatedly in every iteration stage. It is easy to see that, actually, PDA 
algorithm is just another variant of decision-driven, multi-stage soft-SIC detection, in 
which the IC process is inherently done increasing the its covariance matrix, given in 
(2.28), based on the uncertainty of other users, iteratively. Therefore, when the users’ 
symbols are all converge to their true values, the covariance approaches to that of 
the thermal noise. Despite its simplicity, a performance close to optimum MUD has 
been reported in [67,72-74]. However, it should be noted that, as concluded in [72], 
PDA performs well only for low-order modulation schemes, i.e. Binary Phase-Shift 
Keying (BPSK) and Quadrature Pliase-Shift Keying (QPSK), and not for higher-order 
modulations.
Since PDA algorithm works successively from one user to another, it is also sensitive to 
user-ordering. However, as it deals with the soft-values instead of the hard-values (com­
ing from the tentative decision device), the effect of interference doubling is expected
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to be less severe. It is also noted in [75, 76] that by appropriately sorting the users, 
a performance improvement can be gained. Next, the multi-stage PDA algorithm is 
presented. In its original proposal in [67], the posterior probability of a user in a stage 
is calculated based on the current probability value of interferers.
Let Pk(xk) — PJ]Tl (xk) and pk(xfc) be the a priori and posteriori probabilities of sym­
bol xk at the j-th  stage, respectively. Then, the posterior probability Pf.(xk) can be 
calculated by
pL M  =p*(sjtlr. W f o  )}i<*. W 'f o O W ) -  (2-3°)
Equation (2.30) infers that PDA uses the information from the current value of the 
probabilities for all users such that (2.27) and (2.28) for the k-th user at the j-th  stage 
can be re-written as
*ieft =  X h'EW > + E h'Ew _I} (2-si)
l<k  l>k
=  E ( h‘h” )VarW' } + ( 2 - 3 2 )
l<k  l>k
Moreover, by using (2.31) and (2.32), the posterior probability p3f.(xk) at the j-th  iter­
ation in (2.30) can be re-written as
p i(xk) oc exp ( -  ||r -  hkxk -  v j>eff f ) . (2.33)
Having forced a repeated conversion of multimodal Gaussian mixture into a single Gaus­
sian random variable, the complexity of detection process has been greatly reduced. 
Furthermore, as evidenced from (2.33), the numerically expensive matrix inversion of 
Q3k needs to be done for every user in every stages. Therefore, further to simplify the 
detection, auxiliary vectors and matrices are defined at the beginning of the j-th  stage 
as follows [67]
I<
Veff =  E h*EK -1 } (2.34)
k= l
I<
fieff = E ( h*h“ )Va+ i _1} + 1’ (2.35)
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where E fyfy1} and V a r {^ - 1 } are calculated by using {P ix jr 1) } 1^ .  By using the 
Sherman-Morrison-Woodbury formula [77], the inverse matrix for fR,V7c — [1 , . . . ,  K] 
can be updated iteratively as follows [67].
Yfc.eff =  } (2.36)
-  »»‘ + S g g £  » - >
Veff =  Wfc,eff +  hfcE { 4 }  (2.38)
0 - 1  _  o —l  * \ e f f h fch fc1f i fc,efF
i +  hH o - > v  (2'39>
The PDA detection algorithm is summarized in Table 2.1.
Soft-In Soft-Out MMSE
Recently, Soft-In Soft-Out (SISO) MMSE receiver have been proposed for coded CDMA 
systems [15,16]. It utilizes the soft-IC at the first stage and followed by a linear MMSE 
filter in order to remove the residual MAI and noise from the soft-IC process.
For non-coded CDMA systems, taking the benefit from the construction of SISO-MMSE 
receiver, the performance of iterated SISO-MMSE have been reported in [78,79], in 
which a substantial improvement towards single-user bound (SUB) have been achieved 
for some special cases. Moreover, the performance comparison between the serial and 
parallel iterated SISO-MMSE is given in [41].
Using the same approach given in [15], SISO-MMSE receiver is described as follows. 
The prior probabilities, which is computed either from initial assumption or from the 
previous stage, are used to compute the soft-estimates (i.e. the mean value) of the k-th 
user’s symbol, denoted as x k — J2Xk€x x kP(xk)- Then, the following vectors can be 
formed.
x =  [aii • • ■ xK] P
x k- =  x-aRefc.  (2.40)
In order to remove the interference using the soft-estimates given in (2.40), soft IC is
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Probabilistic Data Association
01- INIT 1. Set the probability for all users Pk(bk = 0.5), V/c
2. Sort user with the User-Ordering Algorithm proposed in [3]
3. Set iteration counter j  — 1, user counter k =  1, and CON V —False.
4. Calculate the auxiliary vectors veff and matrices Ceg from (2.34) 
and (2.35).
5. Compute Yl~1.
02 WHILE CONV==False DO
03 FOR k =  1 : I< DO
04 1. Calculate the Vfc^ ff by using (2.36)
05 2. Calculate by using (2.37)
06 3, Update the probability of pj.faf.) by using (2.33)
07 4. Using the updated p{(xk), update auxiliaries veff and 
by using (2.38) and (2.39)
08 END
09 IF Pk, V/c =  [1 , . . . ,  K] have converged, DO
10 CONV=True.
11 ELSE DO
12 j  — J +  1
13 END
14 END
Table 2.1: Summary of PDA Algorithm
made such that
h  =  r k> (2-41)
where f k represents the vector of received signal with some effect of the interferers are
removed. To further remove the residual interference that might still exist, linear filter,
h , is used such that E[||a.'fc — l^f/.||2] can be minimized.
£k =  1 * r E. (2.42)
Assuming that the noise and residual interference from linear MMSE detector can be
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approximated witli Gaussian distribution3, the estimated symbol xk can be written as
x k =  PkXk +  crfc; <?k ~  CJ\f(Q, vk), (2.43)
where pk and ok denote the amplitude amplification of xk and the noise component, 
respectively, due to residual MAI.
From (2.43), the symbol probabilities of x k can be calculated as
-Psiso—m m s e ( x k) OC exp (  -  ^ \\xk -  Aifc£fc||2) -  (2.44)
For parallel iterated SISO-MMSE, at the j-th  iteration, the estimated posterior proba­
bility +SISO—MMSE (.Xk) will not be used to calculate (2.41)-(2.44) for user k+1. However, 
if serial iterated SISO-MMSE is used, the prior probabilities of user k will be updated 
with the newly estimated values and be used for estimating the next user k +  1. Note 
that, the domino effect normally seen in un-equal power scenario, i.e. near-far effect, 
will not as destructive as when the hard-values is used for serial processing. However, 
to have a fair comparison, the users are sorted prior the computation by using the user 
ordering algorithm proposed in [48].
The problem with iterated SISO-MMSE, either parallel or serial, is that the linear 
MMSE filter which includes an inversion matrix of size K  x K, needs to be updated 
for every users and every iteration. In AWGN channel, this computation, assuming that 
the inverse of Signature Correlation matrix is a priori provided, can be done recursively 
via Matrix Inversion Lemma as highlighted in [15].
2.2.5 Discussion
The performance of linear MUD algorithms have been evaluated thoroughly in [2,37,55, 
80]. Since the performance of this class of MUD techniques depend highly on the cross­
correlation between the users’ signatures, their performance degrades severely in an 
overloaded conditions, where the cross-correlation matrix becomes a low-rank matrix. 
In this condition, the Decorrelator simply fails [81].
3The noise and residual MAI can be well approximated by using Gaussian Distribution for non­
overloaded condition [55].
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Reference [55] investigates the performance of linear MMSE detector in non-orthogonal 
signatures for the transmission over AWGN channel. The performance is investigated 
in several cases: large-system limit, high SNR regime, and large near-far ratios. The 
major conclusion made in this literature is that the residual MAI and noise from the 
linear MMSE detector can be approximated with Gaussian distribution for the large- 
system limit. The same observation has been given in [82] that uses the asymptotic 
normality to generalize the Gaussian assumption for linear MUD algorithms and PIC 
algorithm in large-system limit.
A more rigorous investigation about using a Gaussian assumption in order to quantify 
the BER performance is explored in [80] for a wider range of linear MUDs. It is shown 
that while the Gaussian assumption is very tight for the moderate SNR regime, it is 
very pessimistic in the higher SNR regimes. In addition, an open-eye condition is de­
scribed as the necessary condition when the bit-error probability of the linear MMSE 
detector vanish as the SNR increases. This is exactly the reason that limits the perfor­
mance of linear MMSE detector in an overloaded condition where open-eye condition 
cannot be met due to the linear dependency between some of the users’ signatures. The 
limitation of linear MMSE detector is also presented in [37]. It is, generally, concluded 
analytically that for arbitrary received energies, modulation schemes, and any strictly 
under-determined (as in overloaded condition) systems with a finite signal space dimen­
sion and a finite number of users, the bit-error probability of linear MMSE detector 
does not (exponentially) vanish as the SNR increases.
Furthermore, non-linear Interference Cancelation techniques have caught the attention 
of many researchers as well as the Industry due to its simplicity and performance. 
However, their performance is sensitive to the first estimation of symbols. For that 
reason, an attempt has been made in order to improve their performance by incorpo­
rating a linear MMSE detector as the front-end detector and this approach is known 
as MMSE/PIC detector [69]. It was shown that MMSE/PIC detector outperforms any 
linear MUD detectors. The performance of MMSE/PIC can be further enhanced if 
the soft-value, instead of the hard-value, processing is used as in the non-linear SLi 
SISO MMSE detectors. However, as our simulation confirms, that even with SLi SISO 
MMSE, there is a big gap in performance compared to the single-user bound, which
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used as our benchmark, in the high SNR regimes.
The user grouping algorithms, e.q. [48,83], can be incorporated into DF MUD technique. 
The performance of group-wise Decision-Feedbaek Equalizer (DFE) in overloaded con­
dition have been given in [62]. Nevertheless, user-grouping can be, potentially, a daunt­
ing task given a large number of users involved and the use of matrix inversion in their 
corresponding techniques yet posses another complexity problem.
In addition, sphere detector and branch-and-bound that are classified as DF MUD is 
difficult to implement for overloading condition, as their typical complexity is expo­
nential to the number of excess users, defined as K  — N  users. Furthermore, since 
the sphere detector depends heavily on the choice of the radius of search, its worst 
complexity is then exponential to the number of users.
2.3 Joint M ultiuser D etection /D ecoding
The canonical idea behind MUD techniques that are presented in the previous sec­
tion is to separate users by exploiting the cross-correlation, created by the spreading 
signatures, property among users’ symbols in multiuser channel such that the detec­
tion process can be done seamlessly. On the other hand, FEC coding is designed to 
minimize the destructive effect of the noise; FEC exploits the dependencies among the 
information bits and limits the possible number of encoded bit sequences.
Since spreading can be seen as repetition codes, therefore, complementing FEC coding 
with spreading will only improve the system performance with the cost of increasing the 
bandwidth. In this concatenated system, the FEC coding and spreading work as outer 
and inner coding, respectively. Throughout this thesis, the algorithm that performs 
both MUD detector and FEC decoder is termed as MUDD technique.
2.3.1 Optim al M U D D
Optimum MUDD is defined as the decoder that achieves the maximum capacity, i.e. 
by maximizing the mutual information between the transmitted and the received signal
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[84]. For symbol-synchronous, un-coded multiuser systems, the optimal MUD utilizes 
the Maximum-Likeliliood cost function to the //-tuple users sequences that results in 
Maximum Likelihood Symbol Detection (MLSSD) algorithm [1] and it leads to MAP 
detection if a priori probability of the symbols are incorporated into its likelihood 
computation. By using excessive search, the worst-case scenario for implementing the 
optimum MUD detector is (D(2K).
On the other hand, the optimal decoding algorithm for trellis-based FEC , e.g. Con­
volutional code, is by applying the Maximum-Likeliliood Sequence Estimator (MLSE) 
or the Viterbi algorithm on the underlying trellis or less complex Bahl-Cocke-Jelinek- 
Raviv (BCJR) algorithm [85]. The MLSE algorithm for FEC decoding of convolutional 
code requires computational complexity of 0 ( 2Nc), where N c is the code constraint 
length.
Intuitively, the optimum MUDD can be seen as the algorithm that, simultaneously, 
detects and decodes the received signal into its transmitted information bits by using 
ML cost function. The optimum MUDD has been proposed for asynchronous convolu- 
tionally coded CDMA system in [86] that combines the trellises for both MUD detector 
and FEC decoder. The optimum MUDD works as follows. First, describe the encoded 
bits as a super-code-symbol that takes its value from alphabet of size 2k :Nc . Hence, by 
using super-code-symbol representation, the optimum MLSE can be applied straight­
forwardly into the underlying trellis. For this reason, optimum MUDD technique is 
also known as super-position decoding technique [86].
In order to describe the optimum MUDD, re-call (2.11) such that the transmission and 
reception of signal from all users in one frame can be written as
Yframe =  HframeXframe + Vframe, (2.45)
where Y f„ me 6  C NMx\V frame e C " " * 1, X frame e X ™ * 1 and s  CNMxKM
denote the received signal matrix, noise matrix, the transmitted symbols and their 
corresponding received signature matrix in one frame, respectively, and are given as
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follows
Yframe =
V  frame = 
H frame = 
-Kframe
rT[l] . . .  rT[M]
vt [1 ]...v t [M]1 
d ia g [T [l]...T [M ]],
x t [1 ] . . .x t |M]|T.
Using (2.45), the optimum MUDD can be described as
dk =  arg dgmaxmfc p(<f>FEc(d) | Y frame) , (2.46)
where p (V fec (d) | Yframe ^  denotes the marginal probability of information bits se­
quence d and is given by
I< M  M
P^0FEc(d) | Yframe^  CX ^ ] || J[ J[ Rn 1 j xk[uy], Dframe? J. J. + |xk[m]^  ,
^  frame k— 1 m— 1 m=1
(2.47)
where and D frame =  [ d i . . .  d /<•] denote the information bits vector for the k-th user 
and matrix comprising all the information bits for all users, respectively. The function 
I'm (fyiym-i, xk[>u], Dframe, represents the code-constraint function and is defined
as
Tm  ( fk ,m —1> > D framei Sk}in^ J — — 0FEc(dA;))^. (2.48)
Furthermore, solving (2.47) by using BCJR algorithm demands a complexity of 0 ( 2A"),  
which is prohibitively expensive from a practical point of view. Therefore, several more- 
affordable MUDD algorithms are presented in the subsequent sub-sections.
2.3,2 Non-Iterative Partitioned MUDD
Observing (2,47), it is easy to see that the likelihood (also known as reliability value) 
calculation and the MLSD can be separated with the expected degradation in perfor­
mance. Motivated by this observation, joint MUDD is approximated by partitioning the
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MUD decoder4 and a single-user FEC decoder. This non-iterative partitioned MUDD  
is also known as one-shot MUDD.
Basically, any MUD technique can be used to generate the reliability values for all 
symbols and feed it to the single user FEC-decoder in order to extract the transmitted 
information bits. With this structure, the computational complexity of the system 
which is using optimum MUD detector and optimum single-user FEC-decoder is (9(2+4- 
2+c ), instead of 0 ( 2+*+c ) for optimum MUDD.
The reliability values can be calculated by using either liard-value output [87-89] or 
soft-value output [89-91] from the MUD technique being employed. From [89], it is 
concluded that partitioned MUDD with soft-value output is preferable to its hard-value 
output counterpart.
Furthermore, the soft-output projection-based partitioned MUDD [91] performs better 
than its linear MUD based MUDD counterpart, namely the Decorrelator-based one [90], 
while the optimum MUD based MUDD is shown to be the best amongst other in this 
MUDD class. Trading-off the performance and complexity, an approximate MAP-based 
MUDD has been proposed in [92] and its performance has been reported to outperform 
other soft-output linear-based partitioned MUDD [91].
2.3,3 Iterative Partitioned M U D D  (Turbo M U D D )
Partitioned MUDD presented in the previous sub-section have the complexity much-
lower than that of the Optimum MUDD. However, its performance is still few decibels
away from the single-user bound. Following the discovery of the powerful Turbo Codes
that utilizes the ” Turbo-style” iterative decoding (refer to [93] for tutorial about the
principles of ”Turbo-style” processing), a new MUDD approach, akin to partitioned
MUDD, that allows its constituent decoders to exchange their extrinsic information
iteratively in turbo-style fashion so that a better estimation can be achieved as the
iteration goes on is presented as turbo MUDD. Then, a huge number of proposals
4In MUDD framework, the employed MUD technique outputs soft-value and, therefore, in order 
to differentiate their utilization in un-coded systems, this is termed as MUD decoder instead of MUD 
detector.
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Figure ‘2.2: Iterative Joint Detection/Decoding
utilizing different combination of MUD techniques and FEC codes, along with their 
lower-complexity approximations, incorporating turbo algorithm have been proposed 
and performance very close to single user bound have been reported in [11-21,88]. 
Figure 2.2 depicts the structure of turbo MUDD.
From previous section, the soft-output MUD techniques outperform their hard-output 
counterpart. For that reason, to better facilitate the information exchange, both con­
stituent decoders must be capable of operating with soft-values i.e. their reliability 
values (either in probability domain or in likelihood ratio). There exists many decod­
ing techniques that input and output soft-values, e.g. Viterbi algorithm, the optimal 
BCJR decoder [85] and their sub-optimal approximations, e.g. by using M-Algorithm. 
On the other hand, The S1SO MUD techniques presented in the previous section such 
as optimum MAP, SISO-MMSE, and PDA are the good candidates for the constituent 
decoder I.
Evolution o f Turbo MUDD
Turbo MUDD that employs a linear SISO MUD receiver via Projection receiver, which 
is similar to the Group Detection for un-coded MUD proposed [94], have also been
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proposed in [91] and performance that is several decibels away from SUB have been 
reported for almost fully-loaded (/? —> 1) system. At expense of added complexity, 
an approximate MAP receiver is implemented in [12,14] by using M-algorithm that 
selects only M  strongest combination to produce the reliability values (i.e. the soft- 
information), i.e. by assuming that the rest of the combination have little contribution 
in reliability values computation. A  performance close to SUB have been claimed while 
setting M  =  K  at moderate SNR regimes. In addition, to further reduce the complexity, 
another approximation of MAP receiver has been proposed taking into account only 
one state per trellis, instead of collecting the M  possible states [11]. This is justified by 
assuming that the probability of state has dominant reliability value than other states 
and its performance is, as expected, only slightly better that the linear projection-based 
receiver.
An iterative MUDD that combines an optimum MUD derived by using Minimum Cross- 
Entropy (MCE) criterion and convolutional coding has been proposed in [13]. It showed 
that iterative MUDD can approach very close to the single user bound (SUB) in Gaus­
sian channel. It also have been noted that the cross-correlation have a direct conse­
quence on the system performance; when the users are highly correlated, the system 
performance is bounded away from SUB. However, for user symmetric case, it also has 
been pointed out that its performance is within 1 dB from theoretical bound.
In addition, the turbo iterative MUDD can also be seen as a block code [88]. The 
turbo iterative MUDD is again separated into two constituent decoders. In order to 
minimize the computation at the soft-information generation at the MUD receiver, a 
sub-optimum solution has been proposed by modifying the matched filter output to 
input and output soft-information.
More recently, turbo iterative MUDD that minimizes MSE is proposed in [15]. SISO 
MMSE receiver has been designed to replace the practically infeasible optimum MAP 
receiver such that it inputs and outputs (via Gaussian approximation) soft-information 
from and to the FEC decoder, respectively. Furthermore, to minimize the complex­
ity, an iterative process to update the inverse of matrix have been presented. The 
performance approaching SUB have also been shown.
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In order to really approach the SUB performance, a capacity-achieving FEC coding, e.g. 
turbo Codes and Low-Density Parity-Check (LDPC) codes, needs to be implemented. 
Iterative MUDD with Turbo Codes can be found in [12, 88] and that with LDPC 
codes [19,20].
To make discussion even more understandable, the structure of SISO MUD-decoder 
and SISO FEC-decoder are presented numerically in subsequent sub-sections.
Generic SISO M UD-Decoder
In turbo style processing, SISO MUD-decoder receives the output from the SISO FEC- 
decoders as priori information for the transmitted coded symbols. Let D>EXT [^ ])
TPTT'O FYT d
and Pk ' (£&[*]) be posterior probability of i-th symbol of the k-th user at the
j-th  iterations stage from the SISO MUD-decoder and SISO FEC-decoder, respec­
tively. Since this thesis concentrates on symbol-synchronous system for transmission 
over AWGN channel, without loss of generality and for notation brevity, the index i 
will be dropped. Let a G X be a dummy variable that takes value in the constellation 
alphabet X. The output posterior probability of SISO MUD-decoder is given by 
p M U D ,E X T ( . j  =  a) A  =  o )p i  p r c ,E X T i & r ) y l  ^  ^
^  Pk (r|aj =  a, P EEC,EXT(£*/-1 ), VZ ^  k)^j, (2.49)
where the proportionality sign indicates that this posterior probability must be nor­
malized such that 7 /c'IUD>EXT(t'a; — a) — 1- Equation (2.49) is derived by using
Bayes’ rule and it is easy to see that (2,49) represents the extrinsic posterior probability 
of SISO MUD-receiver.
The calculation of (2.49) is dependent on which type of the employed SISO MUD- 
decoder. For optimum MAP with excessive search, (2.49) can be seen as a marginal­
ization process and is given by
PMUD,ExT( 4 = a )  a
xi<zxK l^k
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Furthermore, if the MAI can be approximated as a multivariate Gaussian random 
variable as in conditional SISO MMSE [15,18] and PDA [67], by using (2.31) and 
(2.32), equation (2.50) can be replaced by
p MUD,EXT(.j =  ^  exp  ^_  JL||r _  Kkhka _  v[.eff||2) ,  (2.51)
where for SISO MMSE Kk — pk aild for PDA =  1, Vfc =  1 , . . . ,  K.
Generic SISO F E C -D ecoder
Having computed the posteriori extrinsic probability for each of the coded symbol 
from all users from the previous sub-section, each of the single-user SISO FEC-decoder 
processes these values based on code-constraint imposed by the FEC coding techniques. 
Basically, the posterior extrinsic probability of the coded symbols of xj, [i] is given by
pFEC,EXT(.j =  ^  A p k(x Jk =  a| Pfc'IUD,EXT (a/fy1 H ), Vm =  1 , . . . ,  M ; Tk( • ) ) ,  (2.52)
where Tk( ® ) represents the code-constraint function that outputs one if the coded 
sequences can be found in the codeboolc, otherwise its value is zero.
Let the employed FEC coding be block-coding. By using MAP decoder, the posterior 
extrinsic probability of xj. [i] is given by
M
P,FEC'EXT( 4 H  =  a) 4  ] T  T f LOCK(xt!^ FEc(d fc)) f [  A ' UD,EXT( 4 H ) .
d A. e { ° , i } A /  7 n = l
M^OD (+FEC+1: lml=a))
(2.53)
where T k l o c k   ^ e j  denotes the code-constraint function of block-coding and is given 
by
Tk LOCK( • ) =  ljxfc =  0MOD (0FEc(dfc))}- (2.54)
Let Sk m be the set of state pairs (sm_ i , s m) of the underlying trellis for the employed 
FEC code that outputs the ra-th coded symbol equal to a. The posterior extrinsic
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probability of xj, [i] with trellis-based encoding is given by
M
p F E C ,E X T ^  [m ] =  a ) a  T jR E L L IS  ( s?n_ 1) Xjg [m ] ) 0 FEC (d k [m ] ) ,  Sm )
dfc[m]e{0,l}mfc m=l
k,m
M
I I  AMUD’EXT( 4 H  =  »). (2-55)
?n=l
where T j RELLIS (e)) is one if the path is defined in the trellis, otherwise it is zero.
In addition, by using dynamic programming, such as the forward recursion (e.g. Viterbi 
algorithm) and forward-backward recursion (e.g. symbol-by-symbol optimal BCJR 
algorithm), (2.55) can be re-written as
p i - E C ,E X T ( £ j [ m ] = f l ) oc ^  ^ T R E L L IS  ( Sm _ 1} 0 F E c ( d f c M ) ,  s'm)
sl m
ak(sm-i)Pk{sm+i)PkWD'EXT (£Jk M ) > (2.56)
where a(sm) and Pk(sm+ 1) denote the forward and backward recursion, respectively, 
as described in [85].
2.3.4 Discussion
In this section, we have described several configurations of MUDD techniques. The
best performance, in terms of minimum achievable error, can be yielded by using an
optimum MUDD that jointly process the detection and decoding simultaneously, via 
super-position decoding. However, due to its enormous complexity overhead required 
to implement it. An optimum MUDD is rarely used for practical implementation.
Furthermore, sub-optimum MUDD techniques via separation of the MUD and FEC- 
Decoder are interesting alternatives to optimum MUDD. The one-shot MUDD has been 
investigated, but its performance heavily depends on the performance of the MUD and 
the capacity achieving capability of the FEC codes being used.
Until recently, with the emerging of turbo-style  processing, iterative/turbo MUDD has 
been on everyone’s research priority due to its simple structure and powerful perfor­
mance. A long list of proposals can be found in the literatures [11-21,88]. The key
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idea behind this powerful approach is the exchange of extrinsic message between the 
constituent decoders: MUD receiver and FEC decoder.
The performance loss due to partitioning MUD and FEC-decoder has been analyzed 
in [22,95,96], where mutual information is used to quantify this degradation. Using the 
Replica-Analysis technique devised in [95], they have shown that, in large-system limit, 
the loss of performance is substantially small in high SNR regimes. This loss, surpris­
ingly, can be quantified with a simple formula that relies on the multiuser efficiency 
and is given by
where Copt. m u d d  and Cpai-t. m u d d  denote the capacity achieved by using optimum 
MUDD and partitioned MUDD, respectively.
That is to say, that if we can find an algorithm that achieves multiuser efficiency of 1,
2.4 Co ding-Spreading Trade-Off
Let BPSK be the digital modulator being employed at the transmitter. The bandwidth 
expansion due to FEC-coding and spreading processes is defined as
In practical implementation, bandwidth and receiver complexity are two of the most in­
fluential parameters in the system design. For this reason, while keeping the bandwidth 
expansion fixed, it is important to study the best trade-off between FEC-coding and 
spreading, when the receiver utilizes the non-iterative M UD/SUD or the moderately 
affordable turbo MUDD technique.
From the literature, coding-spreading trade-offs have been discussed in [81,97-102]. 
And based on the information-theoretic point of view, the FEC-coding is more favored 
than spreading when the optimum MUDD is available [81,84], i.e. especially when the 
system is in underloaded condition.
Copt. M U D D  -  Chart. M U D D  = (2.57)
no loss of performance can be observed due to partitioning the detection and decoding.
(2.58)
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Remark 2.2 (Spreading and Capacity). Spreading will never increase the capacity. 
However, given a big enough bandwidth, spreading does not necessarily reduce too much 
of the capacity [98].
Before further discussing about this coding-spreading trade-off, it is necessary to rem­
inisce, heuristically, that spreading is mainly used, e.g. in CDMA systems, to ease 
the users’ separation. On the other hand, FEC-coding is, conventionally, employed to 
deal with the noise perturbation5 and to increases the robustness of the system against 
interception (and/or eavesdropping) [97].
The coding-spreading trade-off problems become more interesting when the optimum 
MUDD is not available due to complexity constraint. With the sub-optimum, lower- 
complexity, non-iterative partitioned MUDD setting, it is reasonable to utilize a signif­
icant fraction for spreading. Because not only it helps separating the users, but also it 
also increases system immunity against multipath fading in mobile wireless communi­
cation and mitigation of the other cell interference in multi-cell scenario. Motivated by 
these investigation, given the specific channel, size of the system, and receiver structure 
with complexity constraint, there exist some combinations (Rk,N)  where the system 
have the highest spectral efficiency as shown in [100] and [102] that review the large- 
system, thus, allowing Gaussian approximation of its input distribution, and finite-sized 
system with non Gaussian assumption in its input distribution, respectively.
Furthermore, in a multi-cell scenario where inter-eell interference contributes almost 
1/3 of the total interference [54], coding-spreading trade-off becomes handy. References 
[99,100] back-up the coding-spreading saga as the spreading is necessary in order to give 
a good estimate for aiding the single-user decoding, in the non-iterative MUD/SUD, 
to detect the transmitted information bits.
More pertaining conclusions have been made in [100] that, by using non-iterative
5IS-95 is an example where FEC-coding is used to bear the burden of handling interference. This can 
be done because the IS-95 is classified as a Random CDMA system, which is fundamentally minimax 
approach to system design. By assigning an extremely long pseudo-random spreading signatures, by 
the way of the law of large numbers, the MAI is averaged out and, hence, can be approximated as 
Gaussian noise [47].
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MUD/SUD in multi-cell scenario, the linear MMSE front-end detector offers only a 
marginal advantage compared to conventional Match-Filter (MF) and that the system 
suffers not to much loss of spectral efficiency. More recently, by employing turbo MUDD 
combined with capacity-achieving LDPC coding, reference [101] shows that in multi­
cell scenario, with either finite-sized or large-system, the SISO-MMSE front-end offers 
a significant performance improvement compared to its lower-complexity counterpart 
SISO-MF.
2.4.1 Interleave-Division M ultiple Access
Having gained knowledge about coding-spreading trade-off from previous sub-section, 
the focus is now shifted on how to make the best of it. Putting all the bandwidth 
expansion for coding has been beneficial for single-user or underloaded scenario. On 
the other hand, when the system is increasingly crowded, committing a fraction of 
bandwidth expansion for spreading has been widely suggested to help users separation.
Later, it has been investigated in [103] that interleaving can, indeed, be used to sepa­
rate the users. Taking this finding into accounts, some performance improvement has 
been reported for CDMA systems in [104] by assigning user-unique interleavers. More­
over, reference [105] proposed chip-level interleaving, devised in [106] for mitigating 
burst impulsive noise disturbances, to further improve the system performance. More­
over, a concept of code-spread has been proposed in [107] by introducing the so-called 
maximum-free-distance low-rate codes. This code is built based on concatenating, de­
pending on the designed code-rate, the output of convolutional codes in succession. 
This scheme has shown to outperform coded-CDMA with partitioned MUDD receiver.
These aforementioned investigations have been further explored and have been the basis 
of IDMA proposals and its low-complexity, simple chip-level MUD techniques [108-111]. 
Recently, the performance comparison of IDMA and coded-CDMA has been reported 
in [112] in which IDMA systems have been claimed to outperform or at least as good as 
CDMA systems for near-far asynchronous communications. In addition, performance 
analysis and optimization of IDMA can be found in [111, 113].
Eventually, IDMA scheme, due to its exclusive use of chip-interleaving, shares the
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Figure 2.3: IDMA System Model
same principality with that of random CDMA, i.e. it makes the transmitted data 
appears to be independent and identically distributed (i.i.d). For that reason, the 
Central-Limit theorem can be conveniently utilized and, akin to PDA algorithm, the 
marginalization process can be greatly simplified as the MAI can be approximated as 
Gaussian random variable. Furthermore, since user separation can be done by using 
interleaving, the whole bandwidth can be devoted for coding and, thus, paving the 
way for the information-theoretic view regarding the coding-spreading saga, IDMA,  
in essence, should be able to approach the highest spectral efficiency. It should be 
noted, however, the Gaussianity of the MAI can be principally vindicated for IDMA 
systems when the length of the interleaver approaches infinity and a powerful low-rate 
FEC coding being employed. Fortunately, as been investigated in [111], there exists a 
trade-off between performance and the length of interleaver.
For completeness, the transmission and detection of IDMA systems explained as follows 
and the IDMA system model is depicted in Figure 2.3.
The detection of presented above is also known as the Soft-Rake approach [108] and, 
despite its simplicity, has been shown in the literatures to perform well even when ISI 
exists. In order to fully exploit the energy spread due to the multipath fading, the joint.
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Gaussian technique, akin to PDA on the symbol-basis, has been proposed in [108]. 
Later, several detection strategies as well as the new detection approach have been 
reported in [111,114-116].
2.4.2 Discussion
In aforementioned literature, coding is more favored than spreading. As stated in 
Remark 2.2, spreading will never increase the capacity. Based on that statement and 
new results that can separate users via interleaving, IDMA has been proposed to exploit 
this fact.
Recent results have been submitted to investigate the excellent performance of IDMA. 
However, this results does not carry far away from the fact that FEC coding is meant to 
suppress the noise and, then, by having a large number of observation, by using central 
limit theorem, the MAI can be approximated as white noise with capacity-achieving 
Gaussian distribution (see also [47] regarding random CDMA). In other words, in order 
to achieve optimality, IDMA requires a large number of observation. The observation 
may come from a large number of spreading chips or a large frame size.
Furthermore, IDMA also requires a large number of turbo iteration, which may requires 
some excessive signalling overhead given a large number of data being transmitted. In 
addition, due to the large frame size, delay may also be an issue with IDMA.
Nevertheless, as stated in [98], spreading does not reduce too much of the capacity.
2.5 Signature Optim ization
In this chapter, various signature optimization techniques for overloaded/oversaturated 
synchronous CDMA systems are discussed and analyzed. The capacity region of K-  
user system is introduced in this low-rank condition. Direct-Sequence Spread-Spectrum 
Code-Division Multiple-Access (CDMA) lias well-known desirable features: dynamic 
channel sharing, robustness to channel impairments, graceful degradation, ease of cel­
lular planning, etc. These advantages result from the assignment of ” signature wave­
forms” with large time-bandwidtli products to every potential users in the system.
2.5. Signature Optimization 44
The central question regarding these signatures is the capacity loss incurred by the 
imposition of such a structure on the transmitted signals, and by the imposition of 
several sub-optimum, yet practically appealing, receivers structure based on single-user 
decoding [81].
Optimal spectral efficiency in non-orthogonal CDMA requires joint processing and de­
coding of users. The rationale for averaging capacity with respect to random signature 
waveforms is twofold:
1. It accurately models CDMA systems (such as IS-95), where Pseudo-Noise (PN) 
sequences span many symbol periods,
2. The spectral efficiency averaged with respect of signatures provide a lower bound 
to the optimum spectral efficiency achievable with a deterministic choice of sig­
nature waveforms.
It has been shown in [81] that in CDMA systems with a large number of users, error- 
control coding, perfect power control, and long codes, some can be gained by exploiting 
the structure of multiple access interference at the receiver. It lias been claimed too, 
from their convergence results, as the number of users grows, the variability in achiev­
able signal-to-noise ratio and spectral efficiency due to the choice of signature waveforms 
vanishes. With large /3, random CDMA incurs negligible spectral efficiency loss relative 
to no-spreading if an optimum receiver is used.
The optimum spreading-coding favors negligible spreading (with respect to the number 
of users) for either optimum of single-user matched-filter processing. In contrast, noil- 
negligible spreading is optimum for linear MUDs such as Decorrelator and MMSE 
receiver.
The loss in spectral efficiency due to a random choice of spreading sequences depends 
on Eb/No, K , N , and the type of receiver used. Interestingly, it has been found that 
for the optimal receiver, single-user matched-filter, and Decorrelator, the maximal loss 
occurs at K  — AT.
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2.5.1 Theoretical Capacity Region
In  [117], the capacity  region of gaussian C D M A  channel has been discussed for symbol- 
synchronous case. D enoting R =  SHS th e k x  K  covariance m atrix  of the signature 
sequences, where S  =  [ s i . . .  s k  is the signature m atrix. In  C D M A  system s, the spectral
efficiency, C , defined as the to ta l num ber of inform ation bits per chip th at can be
transm itted  arbitrarily  reliably. I f  th e code rates (b it/sy m bol) employed by each user 
are the sam e and are equal to  R, then the spectral efficiency is equal to  the product
C  =  ^ R .  (2 .59)
Furtherm ore, the Cover-W yner capacity  region of the conventional G aussian m ultiple 
access channel [84] is calculated  when all chips are devoted to  coding. W ith  the absence 
of spreading, the optim um  cap acity  is given by
° *  =  \  l o § 2  ( 1  +  ^ s n r ) , (2 .60)
where, for consistency w ith the cap acity  derivation for C D M A  system s, snr in (2 .60) 
above denotes the SN R  per transm itted  N  chips.
In  AWGN channel, the effective received signal can b e  decomposed as
H = A S , (2 .61)
where A  =  d ia g f+ s n i 'i , . . . ,  yfcnr/c] and S  =  [ejGl s i , . . . ,  eJ(9/cs /<■] denote the transm it 
gain and the transm it signature m atrices, respectively, for all users.
T h e  analytic expression for the sum -rate capacity, defined as the m aximum num ber of 
to ta l inform ation b its per chip th a t can be supported in the system  arbitrarily  reliably, 
for C D M A  system s in AW GN channel is given by [81]
c sum =  A  log2  (  det [I +  A S h S A ] ) .  (2 .62)
Furtherm ore, if an equal power constraint is imposed to each user, sni'fc =  snr,Vfe =  
[1 , / / ] ,  the capacity  in (2 .62) can be re-w ritten  as
Copt (snr, R, K, N) =  log2 ( det (I + SHS snr)), (2.63)
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and for the orthogonal sequences (strictly  when K  <  N ) } the spectral efficiency is equal 
to
O perating in full capacity, the capacity  of orthogonal sequences can be related with 
optimum capacity  as follows.
w ith the equality is the consequence of the well-known fact th a t equal-rate equal-power 
users orthogonal m ultiple access incurs no loss in capacity  relation to  unconstrained 
m ultiple access. Moreover, for C D M A  system s, orthogonal sequences can only be de­
signed when K  <  N . Therefore, to improve the system  perform ance, the spreading 
signature m ust be optim ized such th a t the interference can be suppressed. Below, two 
popular signature optim ization techniques are presented and discussed.
2.5.2 The Welch-Bound-Equality Signatures
For interference-lim ited system s such as C D M A  system s, the system  perform ance can 
be improved if  the interference can be minimized. In  m ultiuser symbol-synchronous 
C D M A  system s operating on AW GN channel w ith overloaded condition, the only source 
of interference comes from the non-orthogonality of the signatures.
From  the literatures, th e signatures th a t m eet W B E  criterion, proposed in [4], are 
known as the optim al signatures in the sense th at they m axim ize the sum -capacity. 
T h ere exist host of papers th a t design the W BE-optim ized  signatures: for real-valued 
signatures, it can be found in [5 ,6 ,2 6 ,1 1 8 ] and for the complex-valued ones are given 
in [8 ,9 ,1 1 9 ,1 2 0 ].
T h e  W BE-optim ized  signatures are, unfortunately, constructed by using a  function of 
specific num ber of active users and spreading gain. T h is is the problem , also known as 
the scalability  problem , th a t fundam entally lim it their p racticability  in the real system  
where the num ber of active users are dynam ically changes over a period o f tim e.
(2.64)
(2.65)
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2.5.3 The Hierarchy of Orthogonal Sequences Signature
O rthogonal CDM A  (O C D M A ) th a t employs orthogonal spreading signatures can be 
im plem ented when the system  is in an underloaded or fully-loaded condition. Since, 
it is im possible to  design O C D M A  for overloaded system , therefore, the Hierarchy of 
O rthogonal Sequences (H O S) is proposed. T h e  basic idea of this H O S Signature is 
to  assign orthogonal sequences to  K\ =  N  users and other sequences, which may be 
orthogonal or PN -sequence, to  the excess users K 2 =  K  — K\ [30-35]. In  this way, it  is 
assured th a t for K  <  N  there are virtually  no interference. W hen the excess K 2 users 
are assigned another orthogonal sets, then  the system  is called O C D M A /O C D M A  while 
if pseudo-random signatures are used, then  P N /O C D M A . N ote th a t the perform ance 
of P N /O C D M A  represents the average perform ance over all signature sets th a t contain 
a  com plete orthogonal subset.
T h e  sum capacity  of O C D M A /O C D M A  was obtained in [1 2 1 ], where it was shown to  
be slightly inferior to  th a t of W B E  sequences and significantly superior to th a t of PN .
Consider the set of users is partitioned into L  subsets. T h e Z-th subset contains Mi <  N  
users, such th a t K  =  M\ +  M 2 +  . . .  +  M l . T h e  subsets are indexed such th a t their 
cardinality forms a  non-increasing sequence: Mi <  M /_ i, I =  2 , . . . ,  L. A signature sets 
belongs to  the HOS family, when user k o f subset I is assigned a  sequence sjj^ G C 
(C  is the set of com plex num bers) from the orthonorm al subset =  { s ^ , . . . ,  sj$ },  
under the restriction  th a t the sequences from I =  2 , . . . ,  L  are linear com bination 
of the sequences S ^ ” 1). In  th is way, th e overall signature set is composed of L  layers of 
orthonorm al signature sets, which are organized in a hierarchical structure. Included 
w ithin this class is excess signalling (E S ) [30], the tree-structured sequences (T S S ) [31], 
and Q uasi-O rthogonal sequences (Q O S) [32], where the first subsets are the com plete 
orthonorm al sequence w ith cardinality  of N . T h e next subsets are the linear com bi­
nation of the subsets C S ^ - 1 ), such th a t B j,^  fl B ^  =  { }  if  p ^  q. Furtherm ore, 
no two sequences in successive subsets are allowed to be equal or opposite. Therefore, 
m aximum num ber of users has to  be sm aller th a t 2 N .
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2.5.4 Discussion
Two popular signature optim ization for overloaded condition have been presented in 
the previous sub-sections. W hile W B E-optim ized  signatures have been concluded as 
the optim al signatures in th e sense th a t it m aximized the sum -capacity for arbitrary  
received energies and, simultaneously, m axim ize the sym m etric capacity  for the system  
w ith equal-power users.
However, the perform ance of W BE -op tim ized  signatures w ith linear M UD has been 
found to  be lim ited as concluded in [29], where linear M M SE  detection is utilized. 
Linear M M SE  has an attractiv e  user-separating capability, however, it is its linear 
nature th a t is found to  be the bottleneck in  overloaded condition where there exist 
several users whose signatures are linearly dependent to  other users’. For th a t reason, 
when W B E-optim ized  signature are used in conjunction with linear M UD , a t least one 
user experiences error-floor in  their BE R -p erform ance, i.e. their perform ance cannot 
be driven to  zero even w ith the absence of noise. Furtherm ore, th e jo in t error-rate 
perform ance for the system  having equal-power users are concluded to  experience error- 
floor.
Therefore, it appears th a t the optim ality  of the W BE-optim ized  signatures can only be 
exploited when non-linear M UD  such as optim al M UD techniques are employed [28,29]. 
Our sim ulation confirms th a t the perform ance of the system  employing W BE-optim ized  
signatures and advanced non-linear iterated  SISO  M UD techniques is still bounded 
away from the single-user bound in overloaded condition. U tilizing optim um -M UD  
such as M A P is, unfortunately, im practical.
Furtherm ore, while the H O S-optim ized signatures are shown to  approach the optim al 
sum -capacity for overloaded condition th a t is, theoretically by assuming optimum de­
tection , achieved by W B E -optim ized  signatures, their perform ance is shown, via simu­
lation, to  outperform  W BE -op tim ized  signatures when sub-optim al M U D , either linear 
of non-linear, is employed for sym bol-synchronous un-coded C D M A  system s. In  addi­
tion, the system  with H O S-optim ized signatures is more flexible in handling scalability  
problem  compared to  th a t w ith W B E-optim ized  signatures.
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2.6 Conclusion
In  this section, we have presented some classifications of M UD techniques. L inear M UD 
techniques is the m ost popular class of M UD. However, their perform ance degrade 
significantly in an overloaded condition, especially the D ecorrelator th a t simply fails 
to  work. W hile linear M M SE  can perform  slightly better th a t the D ecorrelator, its 
perform ance can not even satisfy the basic requirement of a reliable com m unication,
i.e. the bit-error rate  decrease exponentially as the SN R  increases, when applied in an 
overloaded condition.
Non-linear detectors such as P IC  and SIC  also have been described. T heir perform ance 
is dependent on the first estim ation being fed by the front-end detector. Combining 
M M SE  receiver (due to  employing the soft values, instead of the hard-values, as the 
output) and soft Interference C ancelation can significantly improve the system  perfor­
m ance in an overloaded condition. Y et, a big gap exists between their perform ance and 
the SU B .
Furtherm ore, we also have presented various M UDD techniques in order to  boost the 
system  perform ance. W e also have pointed out th a t perform ance loss due to  separating 
the M UD receiver and FEC -decod er com pared to  the notoriously com plex optimum 
M UD D.
Coding-spreading saga have also been discussed. A practical system  im plem entation 
th a t favors coding to spreading, such as ID M A , is analyzed and explored. W e realize 
th a t actually  in the heart of ID M A , the principality of random  C D M A  is seriously 
taken into account, i.e. by using central-lim it theorem  and law of large num bers, the 
M A I can be assumed as white noise w ith capacity-achieving G aussian distribution. T h e 
bottleneck of th is system  lies in the huge signalling overhead due to  large num ber of 
turbo iteration  th a t m ight be required.
O n the tran sm itter side, we also have reviewed several signature optim ization technique. 
T h eir perform ance has been looked a t and discussed. However, the optim ality  of those 
optim ization techniques depend on the optim um  M UD, which exponentially expensive. 
Based on this investigation, not only we need to optimize the values of the spreading
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sequences, but also we need to  optim ize tlie  structure such th a t optim um  M UD can be 
im plem ented w ith more affordable complexity.
In  addition, we feel it  is necessary to  sta te  th a t while coding has been more favored 
than  spreading, as m entioned in  [98], the capacity  is not too much reduced by using 
spreading. Therefore, m ore intelligent use of spreading is of particu lar im portance.
Chapter
Low-Density Signature Structure and 
Chip-Level Iterated MUD Techniques
T h e  interference p attern  created by the non-orthogonality of the received signatures 
w ith conventional structures is evaluated for sym bol-synchronous C D M A  system s. W hen 
a conventional signature structu re is employed, from the resultant interference pattern , 
it is easy to see th at th e existence of a strong interferer affects, arguably, the per­
form ance of all users in the system  [45]. For th a t reason, the robustness to  near-far 
effect problem is often used as a  perform ance m etrics when evaluating th e M UD  tech­
niques. M otivated by th is fact, a novel signature structure is proposed in  this chapter 
to  change the chip-level interference p attern  so th a t an interferer directly affects only a 
sm all num ber of users. Moreover, the proposed structure enables an efficient im plemen­
ta tio n  of the M PA  used to  approxim ate the com putationally expensive M A P detection. 
Consequently, this leads to  a new M UD  technique th a t works on the chip-level of the 
received signal and is iterative in nature. Since only a  sm all num ber of users are al­
lowed to  interfere with each other, the search-space becom es much sm aller. Therefore, 
a substantial com plexity reduction, com pared to  the M A P detection technique when 
used in conventional structu re, can be achieved.
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3.1 Chip-Level In terference P a tte rn
From  the system  model presented in the previous chapter, the transm itted  symbol 
x k is spread by using the spreading signature sk as given in (2 .3). In discrete-forin 
representation, the spreading signatures of the A>th user can be represented by only its 
spreading sequences, i.e. Sk,n =  sk(t — nTc) =  a jt)n,V n =  1 , . . . ,  N . W ith  conventional 
structure, it is easy to  see th a t each of the received chip, r n , contains a fraction of 
signals from each and every users in the system . W ithout loss of generality, let user 1 
be the user of interest. Figure 3.1 illustrates the interference pattern  at the chip-level 
of user 1 when the conventional structure is employed.
Users
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m m
S 2,1 +  S 3,1 S 2.2 +  S 3.2 S 2,3 + ' S 3,3 S 2.4  +  S 3.4  S 2,5  +  S 3,5 S 2.6 +  S 3.6
Frequency
Trasmitted Signal 
from User -1
Trasmitted Signal 
from User - 2
Trasmitted Signal 
from User - 3
Frequency
Figure 3.1: Chip-level Interference P attern  of Conventional Signature Structu re
In th e case of sym bol-synchronous AWGN channel with under- or fully-loaded condi­
tion, orthogonal sequences are optim al since the interference from other users can be 
canceled out, even with a simple conventional m atched-filter detector. However, the sit­
uation changes when the system  is in overloaded condition where orthogonal sequences 
are im possible to  design.
Signature optim ization  algorithm s presented in the previous chapter have been pro-
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posed to  minimize the interference for case of overloaded condition. T h e optim um  
W B E -b ased  signatures are shown to have no perform ance loss compared to  when there 
is no spreading [4]. However, its  optim ality  is achieved w ith th e assum ption th a t the 
com putationally expensive optim um  M U D D  is employed. Therefore, its application in 
p ractical system s is lim ited.
Furtherm ore, m ost of the optim ization algorithm s proposed in the literatu re intend 
only to  optimize the spreading sequences w ithout explicitly changing their structure. 
Interestingly, some of the resultant signature structures are indeed changed by having 
many zero-values in some of the resulted sequences. Having zero-value in signature 
m eans th a t the corresponding user does not interfere w ith other users in th a t par­
ticu lar chip position. Consequently, the chip-level interference p attern  of th e system  
employing the W B E -optim ized  signature is not the sam e as the one shown in Figure
3.1. U nfortunately, the change of signature structure caused by W B E  algorithm s does 
not have a direct im pact on reducing the com putational overhead of optim um  M UD 
techniques since it does not have a  special structure such as in [31].
3.2 Low-Density Signature Structure
M otivated from  the observation made in the previous section, it  is desirable to  design a 
new signature structure so th a t a received chip rnf f n  — 1 , , . . ,  N  contains the superpo­
sition of only a small num ber of users. W ith  th is arrangem ent, a strong interferer will 
not directly affect all users in the system . Consequently, the effective signature, defined 
as the sequences of the non-zero com ponents of the signature, of user k — 1 , . . . ,  K  has 
length th a t is less than the processing gain.
T he number of non-zero elem ents of th is new signature for k-th  user is denoted as 
which is also known as the effective processing gain. B y  using these arrangem ent, 
the signature m atrix  for all users can be created by com bining the signature vector. 
Depending on the effective processing gain, the signature m atrix  will be a  sparse m atrix .
Unlike the Large-A rea-Synchronized (LA S) code in the sense th a t creates a  zero IS I
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and zero M A I1 [36], the new structu re allows some M A I to  exist, even though a t much 
reduced scale com pared to  the conventional structure. Instead of trying to  make zero 
M A I by optim izing the signature values, the new structure is designed to  allow an 
efficient im plem entation of optim um  M UD  techniques, e.g. M A P  detection technique. 
Only after th a t the signature value is optimized.
M ost recently, an efficient and effective M PA  such as Sum -Product A lgorithm  (SPA ) 
has been successfully im plem ented for the decoding of L D P C  codes, devised in [122] 
and re-discovered in [123], where it has been shown th a t the M A P decoding on the 
sparse L D P C  m atrix  can be w ell-approxim ated by using SPA  efficiently.
Based on the aforem entioned features and the availability of th e M PA  to decoding of 
the L D P C  codes, a new signature structu re whose signature m atrix , which com prising 
all users’ signatures, im itates the parity-check m atrix  of the L D P C  codes is proposed 
and, due its many sim ilarity, is nam ed L D S structure.
For b etter understanding of the L D S structu re, let £  F +  be the indicator vector for 
k-th  user, whose com ponents are all-zero bu t w ith ones in dk com ponents. T h e LD S 
indicator m atrix  is given by I l d s  =  [ b  • • • i / c ]  • To m anage a m axim um  of K  users with 
N  chips, LD S N  x  K  indicator m atrix  obeys tlie following requirem ents:
1 . Each  row n =  1 , . . . ,  N  o f S  contains a m axim um  of d” <  K  l ’s,
2. Each  colum n k — 1 , . . . ,  K  of S  contains a m axim um  of dk <  N  l ’s,
3. E ach  user m ust be able to  reach other users in the system . In  other words, 
there exist a  path  (either d irectly  or indirectly) between every two vertices in the 
b ip artite  graph representation of the L D S structure,
where d” in the first requirem ent indicates the number of interfering users in the re­
ceived chip rn . B y  lim iting the num ber of interfering users, the perform ance of C D M A  
system s is expected to  improve as C D M A  system s are interference-lim ited system s. 
Consequently, the sym bol of the k-th  user is spread effectively over dk <  K  chips as
XLAS codes are designed such that the off-peal aperiodic auto- and cross-correlation values become 
zero. Consequently, zero ISI and MAI condition can be achieved.
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Figure 3.2: Chip-level Interference P attern  of Low-Density Signature Structu re
stated  in the second requirem ent. Using the indicator vector designed according to  the 
aforem entioned requirem ents, the signature sequence is given by
7 _  /  U’k^,n — l
L 1,
0, then Sk,n =  0
and the signature vector, sk =  [sfc.i, . . . ,  Sfc,jv] , is normalized to  unit value, i.e. ||sfc||2  =  
1.
Hence, with these arrangem ents, an exam ple of the chip-level interference pattern  of 
LD S structure for user 1 user is illustrated in Figure 3.2.
Let be the set of chip indeces over which the k-th  user spreads their sym bol and 
be the set user indeces th at interfering in the n -th  received chip, rn . W ith  LD S 
structure, (2 .9) can be re-w ritten as
1 n  )  a h k jn ^ k  +
feed”1 
= hH'-'xH + i/ „ ,
(3.1)
(3 .2)
where x  "l and h "l denote the vector stacking the sym bols transm itted by every users
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participating in rn and the corresponding fraction of their received signature values of 
those users, respectively.
T h e  LD S structure can be designed by first spreading the sym bols from each user 
according to  their chosen effective spreading signature length. Zero-padding process is 
the following so th a t the processing gain of the system  becom e N. Finally, a unique 
interleaving is applied such th a t the third  requirem ent is m et. Throughout this thesis, 
for ease of analysis, the L D S structu res are classified as:
® Regular: when df =  dv,\/k e [1, K], and d'f =  dc,Vn e [1, N].
@ Q uasi-Regular: when the LD S is not regular and ^ (m a x jy  \\d!j — dlv\ =  1 , k f  
l,k,le[ l ,is r ])n (d ?  =  dC)Vn 6  [1, AT])) or ((d£- =  d„,Vfc e  [ l ,/s r ] )n (m a x m,„ |
d%|! =  l , m  7  ^ n , m ,  n £[1 , AT])).
© Irregular: Otherwise.
In  order to explain the L D S structu re in more detail, in the following, we present an 
exam ple of the L D S structu re and some param eters we have introduced in this thesis.
Example 3.1. Regular LDS structure is designed to serve maximum of 16 users with 
processing gain of 12 chips. The cori'esponding indicator vector I l d s i 2x 16> whose dv — 3  
and dc — 4, is given by
0 0 1 0 0 0 0 1 0 1 0 0 1 0 0 0
0 0 0 1 0 0 1 0 Q 0 0 0 1 0 1 0
0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 1 0 0 1 0 0
0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1
1 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0
0 0 0 1 0 0 0 1 1 0 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 1
1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1
0 0 1 0 1 0 0 0 0 0 0 1 0 1 0 0
0 1 0 0 0 0 0 0 1 0 1 0 1 0 0 0
1 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0
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From Ilds 12x16 above, a set of users that are interfering to each other in 3-rd chip is 
denoted as £3 = { 2,5 ,7 ,10} and a set of position over which user 11 will spread its data 
is given in £11 — { 4 ,1 1 ,1 2 } .  Furthermore, while observing 9-th chip, the corresponding 
effective received signature vector is given by bJ9l =  [+1,9, /i7,9,/im.g,/ii6,9]r *
3.3 Chip-Level Iterated M UD Technique
T h e optim um  M UD problem  can be solved by finding the m axim um  likelihood function 
of all the transm itted  symbols from  all users [1]. Let Pk(xk) be the a priori probabilities 
of sym bol Xk- R e-call (2 .16 ), the A P P  for Xk calculated using individually optimum 
M A P detection is given by the following m arginalization:
Pk{xk\r) oc p ( i jx )  (3-s)
xexl< I
x k
where pk{xk\r) and p(r|x) denote the conditional probabilities of sym bol Xk given re­
ceived signal r  and the conditional probabilities of the received signal r  given the 
transm itted  sym bols x , respectively.
T h e A P P  calculated in (3.3) is term ed symbol-level (SL) A P P  calculation, in order to  
differentiate the new detection technique to  be presented in this section. Using SL  M A P 
detection, it is obvious th a t employing L D S structure incurs the sam e com putational 
overhead as if  the conventional structu re is utilized.
To exploit the L D S structure, chip-level detection is suggested. Applying M A P  de­
tection  a t rn, the a  posteriori probability  for Xk, k £  £n is given by the following 
proportionality.
Pk,n(Xk\rn) OC E p(r„|xM ) JJ Pfixi). (3 .4)
xM /€£Ji
xk
However, equation (3.4) only represents a  single observation when estim ating Xk- Given 
th a t with a particular L D S structu re Xk is spread over dk chips, then in order to  estim ate 
Xk, the observation m ust be taken in dk chips. Therefore, taking into account all chip
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observation by k-th  user, the transm itted  sym bol x k can be estim ated by using 
xk ~  arg m ax  TT pk,n(xk\rn)
XfeSXnet
= n  (  x  p(r»ix[ni) (3-5)
Tl€Cfc xEnl ex<ic
xk
and, now, the com plexity of applying (3 .5) with brute-force is 0 (m a x n^ k cl'f) instead 
of 0 ( K )  when conventional structu re is employed in (2 .16).
3.3.1 Factor Graph Representation
A class of Chip-Level M UD s can be fully described by a factor graph 0(11, C) [124], 
which is the b ip artite  graph representation of its factorization defined in (3 .5).
In factor graph representation, the transm itted  symbols x k,k  — 1, . . . , / /  and the chip 
observation rn,n  =  1 , . . . ,  N  are denoted as variable nodes u £  U  and function nodes 
c G C, respectively. L et e n(x k) represents the edge connecting variable node uk and 
function node Cn. Thus, th e edge en(x k) exists if the rz-th com ponent of the indicator 
vector ik has value of 1 .
E ach  node in the factor graph processes the inform ation received from its the ad jacent 
nodes. T h e function node com putes the local channel observation, whereas the variable 
node combines several local channel observations made by the ad jacent function nodes.
Using the aforem entioned definition, it is straightforward to  check th a t the factor graph 
representation o f the conventional C D M A  structu re is drawn a forest-like, where each 
variable node is connected to  all function nodes. However, when LD S structu re is 
employed, each variable node uk is connected only to  d!f function nodes cn ,V n  £ Qk 
and each function node cn is connected only to df variable nodes uk,Vk £ £n . Figure
3.3 depicts an exam ple of factor-graph representation of the L D S structu re used in 
Exam ple 3.1
3.3.2 Message-Passing Algorithm
T h e M A P algorithm  is optim um  in the sense th a t it minimizes the jo in t error probabil­
ity. Therefore, it is im portant to  point out th a t the one-shot chip-level M UD  technique
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ri f2 r 3 fa rs r6 r?  rs rs n o  rn  r-12
F i g u r e  3 .3 :  F a c t o r  G r a p h  R e p r e s e n t a t i o n  o f  t h e  J o i n t  M A P  D e t e c t i o n  f o r  L D S  S c h e m e
g i v e n  i n  ( 3 . 5 )  i s  o n l y  c o n d i t i o n a l l y  o p t i m u m  b e c a u s e  i t  d o e s  i n c o r p o r a t e  a l l  t h e  k n o w l ­
e d g e  a v a i l a b l e  a t  t h e  r e c e i v e r .
F o r t u n a t e l y ,  t h e r e  e x i s t  a  c a n o n i c a l  a l g o r i t h m ,  n a m e l y  M P A ,  t o  i t e r a t i v e l y  a p p r o x i m a t e  
t h e  M A P  a l g o r i t h m  g i v e n  i n  ( 2 . 1 6 ) .  A p p l y i n g  M P A  o n  t h e  u n d e r l y i n g  f a c t o r  g r a p h  o f  
t h e  c o n v e n t i o n a l  s t r u c t u r e  is  n o t  e f f i c i e n t  d u e  t o  i t s  f o r e s t - l i k e  f a c t o r  g r a p h .  H o w e v e r ,  
M P A  c a n  b e  e f f i c i e n t l y  a p p l i e d  o n  t h e  f a c t o r  g r a p h  o f  t h e  L D S  s t r u c t u r e ,  w h i c h  r e s u l t s  
in  a  n o v e l  C L i  M U D  t e c h n i q u e  [3 9 ] .
T h e  s i m i l a r  g r a p h - b a s e d  a p p r o a c h  h a s  a l s o  b e e n  t a k e n  f o r  c o d e d  C D M A  s y s t e m s  t o  
e x p l o i t  t h e  t u r b o  M U D  t e c h n i q u e s  [ 1 7 , 1 2 5 ] .  T h r o u g h o u t  t h i s  t h e s i s ,  t h e  M P A  o p e r a t e s  
o n  t h e  s y m b o l - b a s e d  m e s s a g e ,  u n l i k e  [ 1 7 , 1 2 4 , 1 2 5 ]  w h i c h  u s e s  b i t - b a s e d  m e s s a g e s .  O u r  
s i m u l a t i o n  c o n f i r m s  t h a t  t h e  s y m b o l - b a s e d  M P A  o u t p e r f o r m  i t s  b i t - b a s e d  c o u n t e r p a r t  
f o r  u n c o d e d  C D M A  s y s t e m s .
D e f i n i t i o n  3 . 1  ( M e s s a g e ) .  The message is defined as a vector o f size |X| comprising
the inference o r the re lia b ility  values o f the symbol associated w ith  edge en (x k ) .  The
message is represented in  its  num erica lly  stable logarithm ic fo rm a t and is normalized
such that the sum o f a ll probability  values o f the symbol alphabets is one. F or antipodal
m odulation, such as BPSK, the message is a vector o f size 1 that represents the Log-
L ikelihood Ratio  (L L R 2) o f the b it is su ffic ien t and, thus, no norm a liza tion  is required.
2LLR of a binary random variable is defined as the ratio, in logarithmic domain, of the probability 
of that random variable being one and zero.
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T h e generic form of C Li M UD technique can explained as follow. L et £ ^ (a ;fc ) and 
£ Jnj (xk) be the messages sent along edge en(xk), a t the j - th  iteration , from variable 
node Uf. to function node cn and vice-versa, respectively. Assum ing there is no a priori 
probabilities available, the in itia l messages (j  =  0) are set to  zeros: | =  0,V/c, Vn.
T h e  messages are updated using the following rules:
(3-6)
m£Ck\n
£ 3n l(x k) OC F(xk\rn*£n±(xi)>Vl € £n \ & ). (3 .7)
I t  can be easily seen from (3.6) and (3.7) th a t all messages are updated by th e extrinsic 
inform ation. T h e  use of extrinsic inform ation is im portant not only for the analysis 
purposes bu t also for the optim ality of the M PA [124,126].
3.3.3 Chip-Level Iterated Log-MAP
In  order to approxim ate the optim um  M A P (or Log-M A P (LM ) as the messages are 
represented in their logarithm ic-values) detector, as derived in [39], the function in (3.7) 
must calculate the local m arginalization and can be w ritten as
F ( * ) =  In (  Y  Pfynl*1"1) II Pn M )>  (3-8)
xH ex‘*c l€£n\k
xk
where
pj (rn |xM) oc e x p ( - - ^ y l l r n - h ^ x ^ H 2) (3.9)
Pn(x l) =  exp ( £ ju (a ;j)). (3 .10)
Com bining (3.9) and (3 .10) into (3 .8 ), the message update is given by
4 T(*k ) =  Kn,k m ax* (  J 2  C3n l(x i) ~  A l l  -  h j^ x '" '! !2) ,  (3 .11)
X C
where Kn>k denotes the norm alization 3  coefficient. T h e m ax* operator represents the
num erically stable function derived by using the Jaco b ian  algorithm  in [128] and it is
3It lias been suggested by [127] that the normalization can provide an added stability of the algorithm
and avoid numerical underflow.
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given by
m ax* =  In (ea +  eb)
— m ax(a , b) +  In ( l  +  exp (—|a — b\2)). (3 .12)
From  equation (3 .12), it is easy to  see th a t the m ax* operator can be decomposed 
into two parts: the com parative and the correction parts. Therefore, by employing the 
m ax* operator when updating the message at the chip node, the resultant technique 
is term ed C Li LM  M UD.
Furtherm ore, it is easy to  see th a t, by utilizing local m arginalization, the com plexity 
of the receiver has been reduced such as it is exponential only to  dc instead of to  K , 
where dc <C k. In  some literatu res, having assigned Jr ( ® ) according to  (3 .11 ), this 
M PA  technique is also known as SPA  [124] or, following P earl’s term inology of belief 
propagation [127], B elief U pdate (B P ).
A fter the message passing has converged or has reached the m axim um  num ber of iter­
ations J ,  the posteriori probability  of the transm itted  sym bol x k is estim ated as
c h(xk) =  E  (3.13) 
and by using the hard-decision, the estim ated value of x k is given by
x k =  arg m ax Ck (x k). (3 .14)
T h e  C Li LM  M UD is sum m arized in Table 3.1.
3.4 Design of LDS Structures
In this section, the design of L D S structures w ith specific N  and K  is presented. T h is 
design is based on random  approach and is iterative in nature. Various L D S structures 
have been designed w ith different overloaded conditions. W hile m ost of the created 
structures are (quasi)-regular, several irregular LD S structures are also presented.
Furtherm ore, it has been w ell-docum ented in [124,126] th a t the A P P  is exact if the 
underlying factor graph is tree. However, recent investigations have shown in [125,129]
3.5. Numerical Analysis over the AWGN Channel 62
C h ip -L e v e l I t e r a t e d  L o g -M A P  M U D  T e c h n iq u e
0 1 - IN IT If  no priors available, set Pn(xk) — 0.5, Vn € [1, N ],k  € [1, K\ 
Set 4 A(®fe) -  In (Pn(a*)),Vn G [1,N],k G [1 ,1/]
0 2 F O R j  =  1  : J  DO
03 F O R  n =  1 : N  DO
04 F O R  V/c G U
05 1. U pdate 4 | (a ;fc ) using (3.11).
06 EN D
07 EN D
08 U pdate 4|_(a,’fc), Vn =  1 , . . . ,  JV, V/c =  1 , . . . , / /  using (3 .6).
09 EN D
1 0 F O R k =  1 : I< DO
1 1 Hard Decision according to (3.14)
1 2 END
Table 3.1: Sum m ary of C Li Log-M A P M UD Technique
th a t the M PA  still outputs a good approxim ation of A P P  and, thus, gives a correct 
assignm ent when the G irth , defined as the shortest cycle in the graph, is minimum of 
6 . For th a t reason, several L D S structures are designed for having different G irth . In 
addition, a  num ber of L D S structures is so th a t designed their underlying factor graph 
contain short-cycles of length 4  or also known as Cycle-of-Four (C o F ).
To sum m arize the LD S structures to  be exam ined in the sub-sequent section, two tables 
w ith light-to-m oderately and heavily overloaded condition are given in Table 3.2 and 
T able 3.3, respectively.
3.5 Numerical Analysis over the AW G N  Channel
In  this section, the sim ulation results for various LD S structures w ith different over­
loaded condition are presented and discussed for the com m unications over the AWGN 
channel. T h e  assum ptions, unless otherwise stated , th a t are used for generating the 
sim ulation results presented in this C hapter are given as follows.
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Table 3.2: Various LD S Structu res w ith Light-to-M oderately Overloaded Condition
LDS Structures P Regularity dy Girth % CoF
1 2  x  16 1.333 Regular 3 6 0
60 x  80 a 1.333 Regular 2 4 0
60 x  80 b 1.333 Regular 3 4 1 0
60 x  80 c 1.333 Q uasi-Regular { 4 ,5 } 4 71.25
60 x  80 d 1.333 Q uasi-Regular 3 8 0
60 x  80 e 1.333 Regular 3 4 28.75
100 x 133 a 1.333 Q uasi-Regular 3 6 0
100 x  133 b 1.333 Regular 2 16 0
80 x  130 1.625 Irregular 3 6 0
32 x  64 2 . 0 0 0 Regular 3 6 0
48 x  96 2 . 0 0 0 Regular 3 6 0
60 x  1 2 0  a 2 . 0 0 0 Regular 3 4 30.83
60 x  1 2 0  b 2 . 0 0 0 Regular 3 6 0
60 x  1 2 0  c 2 . 0 0 0 Regular 3 6 0
60 x  1 2 0  d 2 . 0 0 0 Irregular 3 4 7.5
60 x  1 2 0  e 2 . 0 0 0 Irregular { 2 , 3 , 7 } 6 0
60 x  1 2 0  f 2 . 0 0 0 Q uasi-Regular { 4 , 5 } 4 86.67
60 x  1 2 0  g 2 . 0 0 0 Regular 2 8 0
60 x  1 2 0  i 2 . 0 0 0 Regular 3 4 40
1 0 0  x  2 0 0  a 2 . 0 0 0 Regular 2 6 0
1 0 0  x  2 0 0  b 2 . 0 0 0 Regular 2 1 2 0
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Table 3.3: Various L D S Structu res w ith Heavily Overloaded Condition
LDS Schemes P Regularity dy Girth % CoF
32 x 80a 2.500 Q uasi-Regular 3 4 66.25
32 x  806 2 .500 Q uasi-Regular 3 6 0
60 x 150 a 2.500 Q uasi-Regular 3 6 0
60 x  150 b 2.500 Q uasi-Regular 3 4 18.67
60 x  180 a 2.500 Regular 3 6 0
60 x 180 b 2.500 Q uasi-Regular 3 6 0
60 x  180 c 2.500 Regular 3 4 46.67
100 x  250 2.500 Q uasi-Regular 3 6 0
100 x  300a 3.000 Regular 2 8 0
100 x  3006 3.000 Regular 3 6 0
© E qu al-R ate and Equal-Pow er Users (unless in N ear-Far-Effect problem ).
© B P S K  M odulated.
® Sym bol-Synchronous and Chip-Synchronous.
3.5.1 Sym bol-Level SISO M U D  Vs. Chip-Level SISO M U D
W e com pare the perform ance of various M M SE-based SISO  iterated  M UD techniques 
for overloaded synchronous uncoded C D M A  system s w ith TV =  1 2  and K  =  16 with 
various signature structures; namely, conventional and L D S structures. T h e  signature 
for th e conventional structu re is optimized using a  m ultiple H O S approach [33]; the 
m ultiple H OS signature is designed by creating two sets of orthogonal signatures, using 
the G ram -Schm idt orthogonalizing technique [130], Each  set can accom m odate 1 2  users 
and 4 users, respectively. In  addition, the (hard) M M S E -P P IC  w ith the optimized 
sm oothing coefficients is also added for comparison.
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I n  o r d e r  t o  d i f f e r e n t i a t e  b e t w e e n  t h e  t w o  M U D  a p p r o a c h e s :  s y m b o l - l e v e l  a n d  c h i p - l e v e l ,  
t h e  c o m m o n  i t e r a t e d  S I S O  M U D s  u s e d  i n  c o n j u n c t i o n  w i t h  c o n v e n t i o n a l  s t r u c t u r e  is  
t e r m e d  S y m b o l - L e v e l  i t e r a t e d  ( S L i ) .  W h i l e  f o r  t h e  p r o p o s e d  c h i p - l e v e l  a p p r o a c h  f o r  
t h e  L D S  s t r u c t u r e ,  t h e y  a r e  t e r m e d  C L i  M U D s .
F i g u r e  3 .4  s h o w s  t h a t  t h e  p a r a l l e l  S L i  M M S E - b a s e d  S I S O  M U D  o u t p e r f o r m s  i t s  s e r i a l  
v e r s i o n  in  a n y  S N R  m o d e r a t e - t o - h i g h  S N R  r e g i m e s ,  u s i n g  b o t h  a  c o n v e n t i o n a l  a n d  
L D S  s t r u c t u r e .  F u r t h e r m o r e ,  a s  a n t i c i p a t e d ,  t h e  p e r f o r m a n c e  o f  a n  S L i  M U D  t h a t  u s e s  
h a r d - v a l u e s  i s  i n f e r i o r  t o  t h a t  u s i n g  s o f t - v a l u e s .
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F i g u r e  3 .4 :  P e r f o r m a n c e  C o m p a r i s o n  o f  S L i  M U D s  a n d  C L i  M U D s
I n t e r e s t i n g l y ,  t h e  p e r f o r m a n c e  o f  t h e  p a r a l l e l  i t e r a t e d  S I S O  M U D  w i t h  L D S  s t r u c t u r e  
is  s u p e r i o r  t o  t h a t  u s i n g  m u l t i p l e  H O S - o p t i m i z e d  c o n v e n t i o n a l  s t r u c t u r e  a t  E b/N o  < 1 1  
d B .
F i g u r e  3 .5  s h o w s  t h a t ,  n o t  o n l y  d o e s  i t  g i v e  t h e  b e s t  f i r s t  e s t i m a t e  o f  t h e  s i g n a l ,  b u t  a l s o  
t h e  s e r i a l  v e r s i o n  a l s o  c o n v e r g e s  t h e  f a s t e s t ,  b u t  n o t  n e c e s s a r i l y  t h e  b e s t ,  i n  m o d e r a t e -  
t o - l i i g h  S N R .  I t  s h o u l d  t o  b e  n o t e d  t h a t ,  b y  u s i n g  t h e  L D S  s t r u c t u r e ,  t h e  p a r a l l e l
3.5. Numerical Analysis over the AWGN Channel 66
i t e r a t e d  S I S O  M U D  e x p e r i e n c e s  m o r e  o s c i l l a t o r y  b e h a v i o r  i n  t h e  h i g h e r  S N R  r e g i m e s .
H o w e v e r ,  t h i s  b e h a v i o r  c a n n o t  b e  o b s e r v e d  w h e n  t h e  o p t i m i z e d  c o n v e n t i o n a l  s i g n a t u r e
s t r u c t u r e  is  u s e d .
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F i g u r e  3 .5 :  C o n v e r g e n c e  R a t e  o f  S L i  M U D s
3.5.2 User Capacity
A s  s h o w n  i n  t h e  p r e v i o u s  s u b - s e c t i o n ,  t h e  C L i  L M  M U D  o u t p e r f o r m s  a n y  s u b - o p t i m u m  
S L i  M U D  t e c h n i q u e s  e v e n  f o r  l i g h t l y  o v e r l o a d e d  c o n d i t i o n s ,  i . e .  w h e n  (3 =  1 .3 .  I n  t h i s  
s u b - s e c t i o n ,  t h e  p e r f o r m a n c e  o f  C L i  L M  M U D  is  e v a l u a t e d  f o r  v a r i o u s  L D S  s t r u c t u r e s  
w i t h  d i f f e r e n t  s y s t e m  l o a d i n g s .  F u r t h e r m o r e ,  t h e  G i r t h  o f  t h e  u n d e r l y i n g  f a c t o r  g r a p h  
o f  t h e  L D S  s t r u c t u r e s  b e i n g  u s e d  i n  t h i s  e v a l u a t i o n  is  a  m i n i m u m  o f  6  a n d  a  ( q u a s i ) -  
r e g u l a r  s t r u c t u r e  is  u s e d .
F u r t h e r m o r e ,  t h e  p e r f o r m a n c e  f r o m  t h e  c o n v e r g e n t  c a s e s  a r e  d i s t i n g u i s h e d  f r o m  t h e  
n o n - c o n v e r g e n t  c a s e s  i n  o r d e r  t o  p r o d u c e  a  m o r e  d e t a i l e d  a n a l y s i s .  T h r o u g h o u t  t h i s  
t h e s i s ,  t h e  c o n v e r g e n c e  i s  d e f i n e d  a f t e r  a  l a r g e  n u m b e r  o f  s i m u l a t i o n  r u n s  a n d ,  t h e r e f o r e ,
8 dB CNV HOS : Parallel MMSE [ 
8 dB CNV HOS : Serial MMSE 
8 dB LDS EGM : Parallel MMSE 
8 dB LDS EGM : Serial MMSE 
12 dB CNV HOS : Parallel MMSE -
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it is not an instantaneous convergence. T h is means th a t an L D S structure is said 
to  belong to  the convergence cases if the number of bit-errors outputted from the 
C Li LM  M UD is a  stric tly  non-increasing function of the num ber of iterations. W e 
strongly believe th a t th is perform ance m etric provide more p ractical evaluation than  
the approach taken in [131], which uses instantaneous convergence. In  addition, our 
sim ulation indicates th a t there exist relation between the chip-level S IN R , the effective 
processing gain and the (actual) processing gain of the LD S structures.
In  this thesis, the focus is on the finite-size processing gain of Ar <  100. Prom  exam ­
ining the (quasi)-R egular L D S structures, the convergent-eases include all of the LD S 
structures w ith dc <  6 . For exam ple, by setting  dv =  3, the m axim um  loading is lim ited 
to 200% , while, for dv — 2  the m axim um  loading of 300% .
Firstly , the perform ance behavior o f system s employing various the LD S structures th a t 
belong to  the convergence cases are presented in Figure 3.6. Precisely, the convergence 
behavior of those system s are investigated for both  low and high SN R  regimes, as 
depicted in Figure 3 .6 (a ). I t  is easy to  see th at, in  most cases, the C Li LM  M UD 
converges w ithin 5 iterations when observed low SN R  regimes, whereas, a t high SN R  
regimes, it becom es convergent after 7 iterations for the LD S structures whose dv =  3, 
while, further iterations are needed for those whose dv — 2 .
Given the fact th a t all the curves converges, the jo in t B E R  perform ance of the cor­
responding structures are chosen from the last iteration, as shown in Figure 3 .6 (b ). 
I t  is encouraging to  see th a t the C Li LM  M UD  can approach a perform ance th a t is 
significantly close to  the single-user bound, especially in the high SN R  regime, even un­
der 200%  overloaded condition when applied to  (quasi)-regular L D S structures whose 
effective processing gain is set to  dc =  3.
Furtherm ore, Figure 3 .6 (b ) also reveals th a t by increasing the processing gain, while 
m aintaining the system  loading (3 fixed, the perform ance can be further improved to ­
wards the SU B . For instance, to  achieve a 200%  overloaded condition with N  =  60, 
the perform ance loss at B E R  =  10 - 5  is around 0.18 dB. In  addition, by decreasing the 
effective processing gain, even though the num ber of interfering users is reduced, some 
perform ance loss is to be expected. To achieve the same overloaded condition with
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5 10
Number of Iterations
(a) Convergence Behavior
Eb/N0(in dB)
(b) Joint BER Performance
Figure 3.6: Performance of CLi LM  M U D  to Convergent Cases of LDS Structures
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clv =  2, C Li LM  M UD is applied to  L D S 100 x  200, and has a  perform ance degradation 
of approxim ately 0.5 dB.
Now, we present the perform ance for the non-convergent cases as depicted in Figure 
3.7. F igure 3 .7 (a ) shows the convergence behavior of C Li LM  M UD when applied 
to  the LD S structures in this class. I t  is easy to  see th a t after some iteration  the 
perform ance becom es worse as th e iteration  goes on. Several non-linear dynam ics of 
iterative processing can also be observed in this class such as oscillatory behavior and 
chaotic conditions.
From  Figure 3 .7 (a ), the oscillatory behavior can be observed in  the high SN R  regimes, 
where the C Li LM  M UD can not decide on the best users’ sym bol assignm ent to  
minimize the error from each of th e local chip observations. T h is  oscillatory behavior 
appears to dim inish as the processing gain increases while keeping the system  loading 
fixed. I t  is also im portant to  note these L D S structures under investigation does not 
contain a C oF  in their corresponding factor graph. Therefore, the oscillatory behavior 
is down to the ability  of th e LM  algorithm  to  decide the correct assignm ent of the users’ 
symbols. Since the LM  algorithm  can not confidently select the correct assignm ent, a 
low reliability value is given to some of the users’ symbols. However, as the iteration 
goes on, by using th e m arginalization process, the reliability values for either wrong or 
correct assignments becom e greater. A sketch of this problem  is given in Figure 3.8, 
which shows the evolution of average reliability  values for the dom inant users’ symbols. 
I t  is easy to  see th a t the sm all oscillation rem ains as the wrongly assigned symbols are 
retained by the algorithm .
Furtherm ore, when the noise is dom inating th e detection, as the case in the low SN R  
regimes, the perform ance of the C Li LM  M UD  in this class of LD S structure goes awry 
and the chaotic condition is entered. In  th is case, the reliability  of incorrect sym bols’ 
assignm ents are given high values. Since the m arginalization updates the reliability 
value of interest by taking into account all these over-confident, yet incorrect, symbols, 
these will dom inate and force the LM  algorithm  to the wrong assignm ents. As a  result, 
increasing the num ber of iterations only worsens the system  perform ance. A sketch of 
the this problem is shown in Figure 3.9 to  provide more in-depth inform ation.
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0 5 10 15
Number of Iterations
(a) Convergence Behavior
Eb/N0(in dB)
(b) Joint BER Performance
F i g u r e  3 .7 :  P e r f o r m a n c e  o f  C L i  L o g - M A P  M U D  t o  N o n - C o n v e r g e n t  C a s e s  o f  L D S  
S t r u c t u r e s
Av
er
ag
e 
Re
lia
bi
lit
y 
Va
lu
e 
(in 
Pr
ob
ab
ili
ty
 
Do
m
ai
n)
 
co 
Av
er
ag
e 
Re
lia
bi
lit
y 
Va
lu
e 
(in 
Pr
ob
ab
ili
ty
 
D
om
ai
n)
3.5. Numerical Analysis over the AWGN Channel 71
1
0.9995
0.999
0.9985
0.998
0.9975
0.997
0.9965
0.996
0.9955
0.995
■ i i i i i I I
•  >  a  -  e '
/  '■ +
• H
4 f  / - i
' * /  i i # A - A
1 * i , 
• i i /
• i i t
i f 9 A
i i f . / " 
i i i A
i f  i f
1 J * i
V I ► I I 
1 i I f  
i i i f 
i t  i f
— B “ Convergent :LDS 48x96
“ ^  “ Convergent :LDS 60x120 c 
™ ^  “ Non-Convergent :LDS 32x80 b
-  A  -  Non-Convergent :LDS 60x180 a 
” 9 “ Non-Convergent :LDS 100x300 bi i i i---------- 1----1------L_ — 1 -O.
6 8 10 
Number of Iterations
12 14
.8 :  T h e  S k e t c h  o f  E v o l u t i o n  o f  A v e r a g e  R e l i a b i l i t y  V a l u e  a t  Eg/No  =  1 0  d B
Number of Iterations
Figure 3.9: T he Sketch o f  E volution  o f  A verage R eliability Value at Eb/N,o =  4 dB
3.5. Numerical Analysis over the AWGN Channel 72
3.5.3 Effective Processing Gain and Short-Cycles
T h e  effective processing gain can be seen as the degree of freedom for a  user to  maneuver 
along the channel via diversity in order to  enhance their perform ance. However, in a 
system  employing an L D S structure, increasing the effective processing gain, while 
retaining a  fixed system  loading, results in:
® increasing the num ber of interfering users in a  chip. Not only this leads to  an 
increase of com putational com plexity to  due a larger search space spanned by the 
interferers, but also this results in a  sm aller chip-level S IN R  th a t often degrades 
the system  perform ance.
® creating short-cycles in the underlying factor graph of the employed LD S struc­
ture. T h e existence of short-cycles has been reported in many articles to degrade 
the system  perform ance [125 ,1 2 6 ,1 2 9 ]. However, to the best of our knowledge, 
research to quantify the percentage4  of m ultiple short-cycles allowed to  co-exist 
in a factor graph has never been carried out, especially when a graph-based M UD 
is im plem ented.
In  this sub-section, the perform ance of system s employing various L D S structures w ith 
various effective processing gains is investigated, as shown in Figure 3.10, for both  
conditions which the absence/existence of C oFs are observed in the underlying factor 
graphs of the corresponding L D S structures.
T h e  experim ents s ta rt by investigating the system s employing various (quasi) regular 
LD S structures with various effective processing gains but w ith the absence of C oF  in 
the underlying factor graphs o f the corresponding LD S structures. F igure 3.10 clearly 
shows, in both  lightly- and m oderately-overloaded condition, the system s employing 
various LD S structures with greater effective processing gains significantly outperform  
those w ith sm aller effective processing gains.
4The percentage of CoFs in the underlying factor graph of a particular LDS structure is the ratio 
between the variable nodes that have CoF and the number of total users, K.  For example, LDS 60 x 80 
b contains 8 variables nodes with CoFs and, hence, it is said to have 10% CoF.
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dv=2 : LDS 60x80 a (No CoF) 
dv=3 : LDS 60x80 d (No CoF) 
dv=3 : LDS 60x80 b (10% CoF) 
dv=3 : LDS 60x80 e (29% CoF) 
dv=4 : LDS 60x80 c (72% CoF) 
Single-User Bound
Eb/N0(dB)
(a) Lightly Overloaded
6 7 8
W dB>
(b) Moderately Overloaded
F i g u r e  3 .1 0 :  T h e  I m p a c t  o f  T h e  E f f e c t i v e  P r o c e s s i n g  G a i n  a n d  M u l t i p l e  C o F s  f o r  
( q u a s i ) - R e g u l a r  L D S  S t r u c t u r e s
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Furtherm ore, our sim ulation confirm s th at the existence of m ultiple C oFs indeed de­
grades the system  perform ance. In  the case of lightly-overloaded conditions, it is shown 
th a t the perform ance loss due to the existence 30%  C oF is approxim ately 0.5 d B , com ­
pared to  th a t w ithout C oF  a t B E R  — 10 ~ 5. Moreover, as the percentage of C oF 
increases, as shown in Figure 3 .10, the overall perform ance degrades. B y  using the per­
form ance of LD S structures w ith dv — 2  as the upper-bound, the m axim um  percentage 
of C oF allowed for the LD S structu re w ith dv =  3 and N  =  60 is lim ited to 40% .
Having analyzed the im pact of effective spreading gain and short-cycles, LD S structures 
with dv — 4  are designed in the hope of achieving perform ance im provement. U nfortu­
nately, we can not design an L D S structu re by increasing the effective spreading gain, 
while N  <  100 and ft are kept constant, w ithout having a  large num ber of C oF . So, 
in this case, we com prom ise the perform ance improvement due to  the large effective 
processing gain and the perform ance loss due to  the existence of C oFs.
For the lightly-overloacled condition, the perform ance loss com pared to  th a t w ithout 
C oF  is around 1 d B  a t B E R  =  2  x  1 0 " 5. Nevertheless, its perform ance is expected to  
outperform  the LD S structures with the sam e percentage o f C oFs and the sam e system  
loading but w ith a sm aller effective processing gain.
On the other hand, for the m oderately-overloaded condition, we are, unfortunately, 
unable to  design LD S structures w ith a sm aller percentage of C oF . W ith  87%  C oF  
and dv — 4 , the C Li LM  M UD does not converge, and depends solely on their early 
estim ations via the LM  algorithm  at the local channel observation. T h e  problem  arises 
when the SIN R  is very low as is the case for LD S 60 x  120 f whose dv =  4 and, 
consequently, exchanging message through message-passing does not help as it keeps 
m istakenly regarding the incom ing inform ation as new inform ation.
In addition, if com putational com plexity is an issue, a sm aller search-space for LM  
algorithm  in the local channel observation is desirable. T his can be achieved by em­
ploying a sm aller effective processing gain. Moreover, while the SIN R  can be increased, 
utilizing sm aller effective processing gain lacks independent observation th a t could help 
improving the C Li LM  M UD  technique.
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Eb/N0(dB)
F i g u r e  3 .1 1 :  P e r f o r m a n c e  o f  V a r i o u s  L D S  S t r u c t u r e s  w i t h  d v =  2
F i g u r e  3 .1 1  s h o w s  t h e  j o i n t  B E R  p e r f o r m a n c e  o f  s e v e r a l  L D S  s t r u c t u r e s  w i t h  dv =  2 .  R  
i s  e a s y  t o  s e e  t h a t  t h e  s y s t e m ,  p e r f o r m a n c e ,  w i t h  f i x e d  s y s t e m  l o a d i n g ,  c a n  b e  i m p r o v e d  
b y  i n c r e a s i n g  t h e  p r o c e s s i n g  g a i n .  H o w e v e r ,  i n c r e a s i n g  t h e  p r o c e s s i n g  g a i n  m e a n s  t h a t  
t h e r e  w i l l  b e  l o s s  i n  b a n d w i d t h  e f f i c i e n c y .  F o r t u n a t e l y ,  F i g u r e  3 .1 1  a l s o  r e v e a l s  t h a t  
t h e  s y s t e m  p e r f o r m a n c e  c a n  b e  i m p r o v e d  i f  t h e  L D S  s t r u c t u r e s  c a n  b e  d e s i g n e d  w i t h  a  
l a r g e r  G i r t h .
F r o m  t h e s e  o b s e r v a t i o n s ,  s m o o t h  c o n v e r g e n c e  b e h a v i o r  s h o u l d  b e  e x p e c t e d  in  l a r g e -  
s y s t e m  l i m i t s  w h e r e  t h e  p r o c e s s i n g  g a i n  g o e s  t o  i n f i n i t y ,  w h i l e  m a i n t a i n i n g  a  f i x e d  
s y s t e m  l o a d i n g  a n d  f i x e d  e f f e c t i v e  p r o c e s s i n g  g a i n ,  a n d  t h e  n u m b e r  o f  a d m i s s i b l e  u s e r s  
g o e s  t o  i n f i n i t y .  T h i s  p r o p e r t y  i s  t e r m e d  a s  t h e  self-averaging  p r o p e r t y  o f  C L i  L M  M U D  
d e t e c t i o n .
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3.5.4 Individual User Performance
T h e jo in t (or average) system  perform ance have been discussed in the previous sub­
section. However, som etim es, jo in t perform ance can be misleading when th e individual 
user’s perform ance is not identical. T h e  best exam ple of th is is when C oFs exist in 
th e underlying factor graph of a  LD S structure. T h e existence of a C oF  creates non- 
uniform individual perform ance due to the repeated processing of roughly the same 
inform ation th a t is m istaken as new inform ation, nam ely double-counting. For this 
reason, in this sub-section, the individual user perform ance in various L D S structures 
w ith and w ithout th e existence of C oF  is presented.
In  Figure 3 .12, the perform ance of several LD S structures w ith different loading con­
dition as well as if  the underlying graph contains less than  50% C oFs, is depicted. 
Regarding,the perform ance of L D S structures containing no C oF , jo in t B E R  perfor­
m ance is a very good perform ance m etrics for any C Li M UD techniques, where an 
alm ost identical perform ance is achieved by every users, as shown in Figures 3 .12(a) 
and 3.12(b )
Furtherm ore, as depicted in Figures 3 .12(c) and 3 .12(d ), some non-identical users’ 
perform ances can be observed, especially for users th at have C oF. I t  is easy to  see th a t 
the perform ance of those users w ith C oF  does not improve after a certain  num ber of 
iterations while other users continue to  do so.
To this end, we need to  introduce a param eter in order to  assist the analysis of the 
perform ance of the C Li LM  M UD  applied on LD S structures with C oFs. L et neigh­
borhood mi be the pair of users th a t spread their signal over the sam e I chips. For 
regular LD S 60 x  80 b and L D S60 x  80 e structures with dv — 3, there exist neigh­
borhoods mi w ith a m axim um  of I — 2 , which means th at, in one chip, there exist 
only a  m axim um  of two users w ith C oF. However, for the case of L D S 60 x 80 c, we 
have neighborhood wi w ith m axim um  of I — 3. T h e neighborhood zu3 are user 41 and 
user 56. T h is m eans th a t, out of 4 local observations, they receive, roughly, the three 
sim ilar (and dom inant) inform ation th a t they  have ju s t sent previously to  other edges. 
As shown in Figure 3 .12(e ), the perform ance of both  users saturates very quickly as 
the LM  m istakenly processes this incom ing inform ation as new inform ation.
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Figure 3 .1 ‘2: C onvergence Behavior o f  Different LDS Schemes
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For this reason, jo in t B E R  perform ance m ight not be a suitable perform ance m etrics 
when evaluating the C Li LM  M UD  applied 0 1 1  an LD S structure w ith C oF.
A special case can be seen in Figure 3 .1 2 (f) , which depicts the individual users’ per­
form ance of L D S 60 x  120 f consisting of 87%  CoFs. T here exists only neighborhood 
m i w ith a m axim um  o i l  =  2. However, as they have a  large num ber of neighborhoods 
m2 scattered  through th e chips, the users’ perform ance becom e identical. In  this case, 
jo in t B E R  perform ance is still a valid evaluation m etric.
3.5.5 SNR-Mismatch Sensitivity
In  this sub-section, the sensitivity  of the C Li LM  M UD to SN R  m ism atch is explored. 
T h e investigation is made by offsetting the noise variance input to  the C Li LM  M UD 
algorithm . To this end, le t SN R 0 ffset be the difference between the actual SN R  and the 
input SN R in (in d B ), given by
SN R offset =  SN R  -  SNRm. (3 .15)
Our sim ulation confirm s, as shown in Figure 3.13, th at the B E R  perform ance of C Li 
LM  M UD is m ore sensitive when SN R 0 ffset is negative. In  other words, its perform ance 
degrades faster when the input noise variance is greater than  its actual value.
Furtherm ore, F igure 3.13 also shows th a t the C Li LM  M UD is less sensitive to  the 
positive SN R 0 ffSet upto 1 0  dB . Also, when SN R 0 ffset >  10, the perform ance of C Li LM  
M UD degrades a t a  faster rate.
3.5.6 The Near-Far Effect
T h e N ear-Far effect (N F E ) is usually used as the perform ance m etric in many M UD 
techniques, especially for the class of linear M UD . In this sub-section, the robustness 
and the behavior of C Li LM  M UD are investigated when the system  experiences the 
N ear-Far effect problem.
To sim ulate the N ear-Far-Effect problem , the system  N F E -A  is set up as follows:
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F i g u r e  3 .1 3 :  S e n s i t i v i t y  o f  C L i  L M  M U D  t o  S N R  M i s m a t c h ,  E v a l u a t e d  f o r  L D S  GO x  1 2 0 c  
a t  E b / N o  =  7  d B
• G r o u p  1 , a s  t h e  r e f e r e n c e  G r o u p ,  c o n s i s t s  o f  u s e r  k  =  1 , 2 , . . . , 2 0  a n d  t r a n s m i t  
t h e i r  s i g n a l  a t  7  d B .  T h e  u s e r s  in  t h i s  G r o u p  a r e  c o n s i d e r e d  t h e  m o s t  i n f l u e n t i a l  
u s e r s .  T h i s  m e a n s  t h a t  a  c o m b i n a t i o n  o f  a l l  o f  t h e s e  u s e r s  s p r e a d s  t h e i r  s i g n a l  
o v e r  t h e  w h o l e  c h i p s .
• G r o u p  2  c o n s i s t s  o f  u s e r  k  =  2 1 , 2 2 ,  . . . , 4 0  a n d  t r a n s m i t s  t h e i r  s i g n a l  a t  1 d B  
h i g h e r  t h a n  t h e  r e f e r e n c e  g r o u p .
• G r o u p  3  c o n s i s t s  o f  u s e r  k =  4 1 , 4 2 ,  . . . , 6 0  a n d  t r a n s m i t s  t h e i r  s i g n a l  a t  2  d B  
h i g h e r  t h a n  t h e  r e f e r e n c e  g r o u p .
• G r o u p  4  c o n s i s t s  o f  u s e r  k  =  6 1 , 6 2 , . . . , 8 0  a n d  t r a n s m i t s  t h e i r  s i g n a l  a t  3  d B  
h i g h e r  t h a n  t h e  r e f e r e n c e  g r o u p .  A  c o m b i n a t i o n  o f  a l l  u s e r s  i n  t h i s  g r o u p  d o e s  
n o t  s p r e a d  t h e i r  s i g n a l  o v e r  t h e  w h o l e  c h i p s .
S i n c e  i t  is  a l s o  i m p o r t a n t  t o  s e e  w h e r e  t h e  u s e r  is  l o c a t e d  c o m p a r e d  t o  o t h e r ,  b a s e d  o n  
t h e  a f o r e m e n t i o n e d  s e t u p ,  t h e  f o l l o w i n g  s t a t i s t i c s  a r e  p r o v i d e d  f o r  c l a r i t y :
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@ U s e r s  f r o m  G r o u p  1 a r e  d i s t r i b u t e d  t o  a l l  c h i p s .
© T h e r e  a r e  1 c h i p  c o n t a i n i n g  t w o  o r  m o r e  u s e r s  f r o m  G r o u p  2 .
e  T h e r e  a r e  3  c h i p s  c o n t a i n i n g  t w o  o r  m o r e  u s e r s  f r o m  G r o u p  3 .
® T h e r e  a r e  3  c h i p s  c o n t a i n i n g  t w o  o r  m o r e  u s e r s  f r o m  G r o u p  4 .
© T h e r e  a r e  5 3  c h i p s  c o n t a i n i n g  o n e  u s e r  f r o m  e a c h  g r o u p  2 , 3 , 4  a n d  a t  l e a s t  o n e  
u s e r  f r o m  g r o u p  1 .
F o r  N F E - A ,  t h e  j o i n t  B E R  p e r f o r m a n c e  c o u l d  b e  m i s l e a d i n g  i n  t h e  c a s e  o f  C L i  L M  
M U D .  T h e r e f o r e ,  h e r e  t h e  p e r f o r m a n c e  o f  e a c h  o f  t h e  u s e r s  i n  t h e  s y s t e m  i s  p r e s e n t e d .  
T h e  p e r f o r m a n c e  o f  t h e  C L i  L M  M U D  w i t h  L D S  6 0  x  8 0  d  i n  t h e  N e a r - F a r  e f f e c t  
p r o b l e m  is  d e p i c t e d  i n  F i g u r e  3 . 1 4 ( a ) .
F r o m  F i g u r e  3 . 1 4 ( a ) ,  i t  a p p e a r s  t h a t  t h e  C L i  L M  M U D  p e r f o r m s  a  s i m i l a r  b e h a v i o r  
t o  t h e  M A P  d e t e c t i o n .  T h e  m a j o r  d i f f e r e n c e  i s  t h a t  t h e  e x i s t e n c e  o f  s t r o n g  g r o u p  
o f  u s e r s  d o e s  n o t  a f f e c t  t h e  p e r f o r m a n c e  v e r y  m u c h  t o  t h e  o t h e r  g r o u p  o f  i n t e r e s t .  
S i n c e  t h e  u s e r s  i n  g r o u p  1 a r e  s c a t t e r e d  o v e r  t h e  w h o l e  c h i p s ,  w e  c a n  s e e  t h a t  t h e i r  
p e r f o r m a n c e  i m p r o v e s  u n i f o r m l y  d u e  t o  t h e  e x i s t e n c e  o f  o t h e r  s t r o n g e r  u s e r s  a n d  t h a t  
t h e  i m p r o v e m e n t  is  o n l y  m a r g i n a l  c o m p a r e d  t o  t h e  e q u a l - p o w e r  u s e r s  s c e n a r i o .  T h e  
w a v e - l i k e  s u r f a c e  e x p e r i e n c e d  b y  o t h e r  g r o u p s  is  m a i n l y  d u e  t o  t h e  f a c t  t h a t  t h e  u s e r s  i n  
t h o s e  g r o u p s  a r e  n o t  u n i f o r m l y  s c a t t e r e d  t h r o u g h  t h e  w h o l e  c h i p s  d u e  t o  t l i e  e m p l o y e d  
L D S  s t r u c t u r e .
T o  b a c k - u p  o u r  a f o r e m e n t i o n e d  s t a t e m e n t ,  w e  r a n  a n o t h e r  N e a r - F a r  s c e n a r i o ,  t e r m e d  
a s  N F E - B ,  w h e r e  t h e r e  is  o n l y  o n e  s t r o n g  u s e r s ,  i . e .  u s e r  8 0  w h o s e  p o w e r  i s  3  d B  h i g h e r  
t h a n  t h e  o t h e r s .  A s  c o n f i r m e d  i n  F i g u r e  3 . 1 4 ( b ) ,  t h e r e  w a s  a l m o s t  n o  s i g n i f i c a n t  e f f e c t  
o n  t h e  o t h e r  u s e r s  i n  t h e  s y s t e m .  H o w e v e r ,  w e  s h o u l d  e x p e c t  a  s l i g h t  p e r f o r m a n c e  
d e g r a d a t i o n  o f  t h e  s t r o n g  u s e r s ,  d u e  t o  t h e  e x i s t e n c e  o f  m a n y  w e a k e r  u s e r s .  T h i s  
p e r f o r m a n c e  l o s s  is  l o w e r  t h a n  i f  t h e  c o n v e n t i o n a l  s t r u c t u r e  i s  u s e d .
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(a) Scenario NFE-A
(b) Scenario NFE-B
Figure 3.14: Several N ear-Far-Effect Scenarios for LDS GO x  80 d at 7 dB
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3.6 Conclusion
I n  t h i s  c h a p t e r ,  a  n o v e l  L D S  s t r u c t u r e  w a s  p r o p o s e d  a n d  a n a l y z e d  f o r  t h e  A W G N  
c h a n n e l .  A  M e s s a g e - P a s s i n g  A l g o r i t h m  h a s  b e e n  i m p l e m e n t e d  o n  t o  t h e  f a c t o r  g r a p h  
r e p r e s e n t a t i o n  o f  t h e  L D S  s t r u c t u r e s  t o  a p p r o x i m a t e  t h e  o p t i m u m  M A P  t e c h n i q u e .  A s  
a  r e s u l t ,  a  n e w  C L i  L M  M U D  t e c h n i q u e  h a s  b e e n  i m p l e m e n t e d  i n  o r d e r  t o  f u l l y  e x p l o i t  
t h e  L D S  s t r u c t u r e .
T h e  p e r f o r m a n c e  o f  a  s y s t e m  e m p l o y i n g  L D S  s t r u c t u r e  c a n  b e  c h a r a c t e r i z e d  b y  i t s  
c o n v e r g e n c e  b e h a v i o r .  W h e n  t h e  C L i  L M  M U D  c o n v e r g e s ,  a s  o u r  s i m u l a t i o n  c o n f i r m e d ,  
a  p e r f o r m a n c e  v e r y  c l o s e  t o  t h a t  o f  t h e  s i n g e - u s e r  b o u n d  c a n  b e  a c h i e v e d  w i t h  f a r  l e s s  
c o m p l e x i t y  t h a n  t h e  o p t i m u m  M U D .
I n  t h i s  c h a p t e r ,  w e  h a v e  i d e n t i f i e d  s e v e r a l  p a r a m e t e r s  t h a t  a f f e c t  t h e  p e r f o r m a n c e  o f  a  
s y s t e m  e m p l o y i n g  a  L D S  s t r u c t u r e .  T h e y  a r e  l i s t e d  a s  f o l l o w s .
© T h e  p r o c e s s i n g  g a i n .
© T h e  e f f e c t i v e  p r o c e s s i n g  g a i n .
© T h e  g i r t h  o f  t h e  u n d e r l y i n g  f a c t o r  g r a p h  o f  t h e  e m p l o y e d  L D S  s t r u c t u r e .
© T h e  e x i s t e n c e  o f  t h e  C y c l e - o f - F o u r .
I n  o r d e r  t o  q u a n t i f y  t h e  e f f e c t  o f  e a c h  o f  t h e  a f o r e m e n t i o n e d  p a r a m e t e r s ,  w e  h a v e  
e x t r a c t e d  t h e i r  p e r f o r m a n c e  b e h a v i o r  a n d  h a v e  t h e m  o r g a n i z e d  i n  T a b l e  3 .4 .
I t  i s  e a s y  t o  s e e  f r o m  T a b l e  3 .4  t h a t  t h e  p e r f o r m a n c e  o f  a  s y s t e m  e m p l o y i n g  L D S  
s t r u c t u r e ,  w i t h  t h e  s a m e  o v e r l o a d e d  c o n d i t i o n  a n d  p r o c e s s i n g  g a i n ,  c a n  b e  i m p r o v e d  
b y  r e - d e s i g n i n g  t h e  L D S  s t r u c t u r e  i n  o r d e r  t o  h a v e  a  g r e a t e r  e f f e c t i v e  p r o c e s s i n g  g a i n .  
H o w e v e r ,  i t  i s  d i f f i c u l t  t o  d o  s o  s i n c e  i n c r e a s i n g  t h e  e f f e c t i v e  p r o c e s s i n g  g a i n ,  u s u a l l y ,  
r e s u l t s  i n  c r e a t i n g  C o F  a n d  t h e  e x i s t e n c e  o f  C o F  d e g r a d e s  t h e  s y s t e m  p e r f o r m a n c e .  
Y e t ,  o u r  s i m u l a t i o n s  h a v e  c o n f i r m e d  t h a t  s o m e  L D S  s t r u c t u r e s  a r e  a l l o w e d  t o  c o n t a i n  
u p t o  4 0 %  C o F s  w h i l e  i n c u r r i n g  a p p r o x i m a t e l y  0 .8  d B  l o s s  c o m p a r e d  t o  t h e  s i n g l e - u s e r  
b o u n d ,  w h e n  e v a l u a t e d  a t  B E R  =  1 0 - 4 . F u r t h e r m o r e ,  i n c r e a s i n g  t h e  G i r t h  o f  t h e  L D S  
s t r u c t u r e  c a n  a l s o  i m p r o v e  t h e  s y s t e m  p e r f o r m a n c e .  N e v e r t h e l e s s ,  i t ,  n o r m a l l y ,  r e q u i r e s
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Table 3.4: Sum m ary of Param eters th a t Influence the Perform ance of a  System  Em ploy­
ing a LD S structure. Perform ance loss (in d B ), when compared to  S U B , is evaluated 
a t B E R  =  H P 4. All LD S scenarios are in 2 0 0 % overloaded condition and belong to  the 
Convergent cases._____________________________________________________________
Scenarios N (ly Girth % CoF Loss (dB)
L D S 60 x  120 b 60 3 6 0 0.23
L D S 60 x  120 a 60 3 4 31 0.48
L D S 60 x  120 g 60 2 8 0 1.71
LD S 1 0 0  x  200 a 1 0 0 2 6 0 1.28
L D S 100 x  200 b 1 0 0 2 1 2 0 0.73
an increase of the processing gain. Consequently, there exist some trade-offs between 
those aforem entioned param eters in order to  improve the system  perform ance.
I 4 IChapter T _____________________________________________
Trade-Offs in Low-Density Signature 
Structures
In  this chapter, three C Li M UD  techniques are proposed in order to  provide a graceful 
trade-off between perform ance and com plexity for a system  employing an LD S struc­
ture. T hese techniques are presented and analyzed thoroughly for various realizations 
of L D S structures via com puter sim ulations. Furtherm ore, the d istribution of the ex­
trinsic message calculated  from these C Li M UD techniques are investigated for various 
realizations of LD S structures: regular and irregular, In order to provide the insight of 
their processes. O ur sim ulation results show th a t the message d istribution of the LD S 
structures is dependent on the num ber of interfering users in a chip.
In  addition, two m ajor non-linear dynam ic behaviors th a t typically occur in the C Li 
M UD techniques are identified. T hese behaviors are shown to have detrim ental effects 
to  th e perform ance of a  system  employing an LD S structure. To minimize their de­
structive effects, two techniques are presented and are shown to  effectively improve the 
system  perform ance.
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4.1 Design of Lower-Complexity Chip-Level Iterated M UD  
Techniques
T h e C Li LM  M UD w ith a brute-force search has been successfully im plem ented for 
an overloaded condition. Even though this technique has been shown to achieve a 
perform ance very close to  a single-user bound, its com plexity th a t is exponential to the 
num ber of interfering users in a chip clP m ight lim it its practical im plem entations. In 
th is section, three more affordable C Li M UD  techniques are proposed and analyzed.
4.1.1 CLi Max-Log-MAP M UD
T h e local m arginalization shown in (3 .11) utilizes the m ax* operator, which is defined 
as m axim ization process plus a correction factor in (3 .12). In hardware im plem entation, 
the correction factor is usually im plem ented by using a look-up tab le (L U T ) th at may 
result in a quantization error if  the size o f L U T  is not big enough to  cover all possible 
value of the correction factor. In  order to  provide a com plete picture of the brute-force 
M A P-based C Li M UD techniques, the m ax operator, instead o f the m ax*, is used for 
calculating the message from chip observation.
T h e resultant technique perform s, hence, the local m axim ization instead o f the local 
m arginalization com putation. T h is  m eans th a t, at the n -th  channel observation, the 
message consists only th e m axim um  reliability  value of a  sym bol x k)k E £n instead 
of its m arginal value. In  addition, since the local m axim ization w ith m ax operator 
involves only addition and com parative processes, a fixed arithm etic precision can be 
used w ithout losing any inform ation1.
Using the local m axim ization, the message update in (3.7) can be replaced by
=  Kn,k x(maxf (  J2 C3n lM  ~  2~2Hy *  ~  hWx N ll2) ’ t4-1)
X k  l€Sn\k
and it is only logical to  see th at, by using replacing the m ax* w ith m ax operator, this 
new technique is now term ed C Li M ax-Log-M A P (M LM ) detection. In  the literatures,
1Tlie precision lost only occurs due to quantization of the local cost function.
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a  s i m i l a r  a l g o r i t h m  i s  a l s o  k n o w n  a s  M a x - P r o d u e t  A l g o r i t h m  o r  P e a r l ’ s  B e l i e f  R e v i s i o n
[1 2 7 ]  i n  c o d i n g  t h e o r y .  N o t e  t h a t ,  e v e n  t h o u g h  t h i s  n e w  t e c h n i q u e  c a n  l e a d  t o  a  c o r r e c t  
a s s i g n m e n t ,  y e t  t h e  c a l c u l a t e d  p o s t e r i o r  p r o b a b i l i t i e s  is  n e v e r  e x a c t  [ 1 3 1 ] .
4.1.2 Gaussian-Forcing CLi Soft-IC
T h e  M A P - b a s e d  C L i  M U D  t e c h n i q u e s  w i t h  a  b r u t e - f o r c e  s e a r c h  s u f f e r  f r o m  t h e  c o m p u ­
t a t i o n a l  c o m p l e x i t y  t h a t  i s  e x p o n e n t i a l  t o  t h e  n u m b e r  o f  i n t e r f e r i n g  u s e r s  i n  a  c h i p .  F u r ­
t h e r  t o  m i n i m i z e  t h e  s e a r c h - s p a c e  s p a n n e d  b y  t h e  i n t e r f e r i n g  u s e r s ,  i n  t h i s  s u b - s e c t i o n ,  
a  G F - b a s e d  C L i  s o f t - I C  t e c h n i q u e  i s  p r o p o s e d .  B y  u s i n g  a  s i m i l a r  G F  a l g o r i t h m  u t i l i z e d  
i n  P D A  d e t e c t i o n  t e c h n i q u e ,  t h e  i n t e r f e r e n c e  p l u s  n o i s e  is  forced  t o  b e  a p p r o x i m a t e d  
w i t h  a  s i n g l e  s y m m e t r i c  G a u s s i a n  s i g n a l  w i t h  e l e v a t e d  m e a n  a n d  v a r i a n c e .  T h e r e f o r e ,  
t h e  c o m p l e x i t y  p e r  c h i p  o b s e r v a t i o n  i s  m a d e  l i n e a r  t o  t h e  n u m b e r  o f  i n t e r f e r i n g  c h i p s .
R e - c a l l  e q u a t i o n  ( 3 . 1 ) ,  t h e  r e c e i v e  s i g n a l  a t  t h e  n - t h  c h i p  c a n  a l s o  b e  d e c o m p o s e d  a s
w h e r e  m a R jTl d e n o t e s  t h e  M A I  p l u s  n o i s e  a t  t h e  n - t h  c h i p  w i t h  r e s p e c t  t o  Xjc. B y  u s i n g  
t h e  G F  a l g o r i t h m ,  t h e  M A I  i s  a s s u m e d  t o  b e  a p p r o x i m a t e d  w i t h  a  s i n g l e  s y m m e t r i c  
G a u s s i a n  s i g n a l ,  i . e .  m a R >n ~  C A / " ( E { m a i f c ]n } ,  V a r ( m a R . jn ) ) . M o r e o v e r ,  a s  t h e  d e t e c t i o n  
p r o c e s s  i s  u n d e r s t a n d a b l e  t o  b e  h a p p e n i n g  a t  t h e  j - t h  i t e r a t i o n ,  f o r  t h e  n o t a t i o n  b r e v i t y ,  
t h e  s u p e r s c r i p t  j  i s  t e m p o r a r i l y  d r o p p e d .  L e t  x k,n a n d  V a r {a , 'f c in }  b e  t h e  m e a n  a n d  t h e  
v a r i a n c e  o f  t h e  s y m b o l  x /. w h e n  o b s e r v i n g  a t  c h i p  r n , r e s p e c t i v e l y ,  a n d  a r e  g i v e n  b y
hk,nxk +  mafya, ( 4 . 2 )
( 4 . 3 )
V a r(x kjn) £  INH2P „ fe )  -  P*,„ll2. ( 4 . 4 )
a fc € X
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F u r t h e r m o r e ,  b y  u s i n g  ( 4 . 3 )  a n d  ( 4 . 4 ) ,  w e  c a n  c a l c u l a t e :
? 'n  —  ^  ^ h k ,n X k ,n
ketn
( 4 . 5 )
Var(rn) =  Y I ll^ fc,nll2var(®fc,n) + 1 ( 4 . 6 )
E {m ai/.jn} — vn hk,nXk,n 
Var(maifc,„) =  V a r(r„ ) -  ||/ifc,nl|2 Vai-(xfc>n).
( 4 . 7 )
( 4 . 8 )
T h e r e f o r e ,  b y  u s i n g  ( 4 . 5 ) - ( 4 . 8 ) ,  t h e  m e s s a g e  u p d a t e  i n  ( 3 . 1 1 )  c a n  b e  w r i t t e n  a s
T h i s  t e c h n i q u e  i s ,  u n d e r s t a n d a b l y ,  d e p e n d e n t  o n  t h e  G a u s s i a n i t y  o f  t h e  M A I  e v a l u a t e d  
a t  t h e  c h i p - l e v e l .  A c c o r d i n g  t o  t h e  C e n t r a l  L i m i t  T h e o r e m  a n d  L a w  o f  L a r g e  N u m b e r  
[1 3 2 ] ,  t h i s  G a u s s i a n i t y  c a n  b e  o b s e r v e d  w h e n  t h e  n u m b e r  o f  i n t e r f e r e r s  i s  s u f f i c i e n t l y  
l a r g e .  H o w e v e r ,  a  l a r g e  n u m b e r  o f  i n t e r f e r e r s  r e s u l t s  i n  l o w  S I N R  v a l u e  w h e n  e v a l u a t e d  
a t  t h e  c h i p - l e v e l  a n d  w h e n  c o m b i n e d  w i t h  a  s m a l l  e f f e c t i v e  p r o c e s s i n g  g a i n  u s e d  i n  
a n  L D S  s t r u c t u r e  r e s u l t  i n  a  p o o r  s y s t e m  p e r f o r m a n c e .  T h e r e f o r e ,  t h i s  t e c h n i q u e  is  
n o t  v e r y  p r o m i s i n g  u n l e s s  t h e  G a u s s i a n i t y  e x i s t s  w i t h o u t  r e q u i r i n g  a  l a r g e  n u m b e r  o f  
i n t e r f e r e r s .
F o r t u n a t e l y ,  o u r  s t u d i e s ,  w h i c h  i s  p r e s e n t e d  i n  t h e  s u b s e q u e n t  s e c t i o n ,  s h o w  t h a t  t h e  
G a u s s i a n i t y  o f  t h e  m e s s a g e  c a n  b e  o b s e r v e d  f r o m  t h e  o u t p u t  o f  t h e  C L i  L M  M U D  
t e c h n i q u e ,  e s p e c i a l l y  a t  h i g h  S N R  r e g i m e s .  T h i s  f i n d i n g  s u g g e s t s  t h a t  C L i  L M  M U D  
s h a l l  b e  u s e d  a s  a  f r o n t - e n d  e s t i m a t o r  f o r  G F  C L i  s o f t - I C  t e c h n i q u e .
4.1.3 G rouped Gaussian-Forcing CLi M U D
T h e  G F  C L i  S o f t - I C  t e c h n i q u e  p r e s e n t e d  i n  t h e  p r e v i o u s  s u b - s e c t i o n  c a n  g r e a t l y  r e d u c e  
t h e  c o m p u t a t i o n a l  c o m p l e x i t y  o f  t h e  d e t e c t i o n .  H o w e v e r ,  s i n c e  i t  d e p e n d s  h e a v i l y  o n  t h e  
G a u s s i a n  a p p r o x i m a t i o n  o f  t h e  i n t e r f e r e r s ,  i t s  p e r f o r m a n c e  d e g r a d e s  w h e n  t h e  G a u s s i a n  
a s s u m p t i o n  i s  i n v a l i d .  T h e r e f o r e  t h e  a p p l i c a b i l i t y  o f  t h i s  t e c h n i q u e  w h e n  i m p l e m e n t e d  
a s  a  s t a n d - a l o n e  d e m o d u l a t o r  i s  u n a t t r a c t i v e .
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S i n c e  i t  i s  d e s i r a b l e  t o  h a v e  a n  M U D  t e c h n i q u e  w i t h  a  m o r e  a f f o r d a b l e  c o m p l e x i t y  b u t  
w i t h  a  p e r f o r m a n c e  t h a t  i s  s i m i l a r  t o  t h a t  o f  t h e  b r u t e - f o r c e  M A P - b a s e d  C L i  M U D  
t e c h n i q u e s ,  i n  t h i s  s u b - s e c t i o n ,  a  g r o u p e d  d e t e c t i o n  t h a t  i s  b a s e d  o n  G F  a l g o r i t h m  a n d  
M A P - b a s e d  d e t e c t i o n  i s  p r o p o s e d ,  n a m e l y  G r o u p e d - G F  C L i  M U D .
W h e n  t h e  l o c a l  m a r g i n a l i z a t i o n  i s  u s e d ,  t h e  n e w  G - G F  C L i  L M  M U D  w o r k s  b y  a r r a n g ­
i n g  a l l  i n t e r f e r i n g  u s e r s  i n  a  c h i p  i n t o  t w o  g r o u p s .  L e t  G  a n d  G  b e  t w o  d i s j o i n t  s e t s  o f
u s e r s  s u c h  t h a t  G  f l  G — 0 .  F u r t h e r m o r e ,  l e t  |G'j a n d  \G\ d e n o t e  t h e  s i z e  o f  e a c h  g r o u p ,
r e s p e c t i v e l y .  B y  d e c o m p o s i n g  a l l  i n t e r f e r i n g  u s e r s  i n t o  t w o  g r o u p s ,  e q u a t i o n  ( 2 . 9 )  c a n  
b e  w r i t t e n  a s
in — y  “ hk>nx k +  y  ’  hi>nx i + v n
keG ieG
=  Y2 hk,nxk  +  m a i G .n ( 4 . 1 0 )
keG
-  Y2 h l'nXl +  m a i <5,n ) ( 4 . 1 1 )
ieG
w h e r e  m a i G )n  a n d  m a i G  n d e n o t e s  t h e  c u m u l a t i v e  M A I  p l u s  n o i s e  f r o m  g r o u p  G  a n d  G, 
r e s p e c t i v e l y .
T h e  i d e a  b e h i n d  t h i s  g r o u p  d e t e c t i o n  t e c h n i q u e  i s  t o  a p p r o x i m a t e  t h e  c u m u l a t i v e  M A I  
c o m i n g  f r o m  a n o t h e r  g r o u p  p l u s  n o i s e  a s  a  single sym m etric Gaussian  s i g n a l  w i t h  a n
e l e v a t e d  m e a n  a n d  v a r i a n c e .  S i n c e  t h e  g r o u p  s i z e  c a n  b e  a d j u s t e d  f r e e l y ,  t h e  G - G F  C L i
L M  M U D  p r o v i d e s  a  g r a c e f u l  t r a d e - o f f  b e t w e e n  p e r f o r m a n c e  a n d  c o m p l e x i t y .
L e t  t h e  k -th  u s e r  i n  g r o u p  G  b e  t h e  u s e r  o f  i n t e r e s t .  T h e n ,  m a i G)7l i s  a p p r o x i m a t e d  
w i t h  a  s i n g l e  s y m m e t r i c  G a u s s i a n  s i g n a l ,  i . e .  m a i GiJl ~  C A /’ ( E { m a i G )n } ,  V a r ( m a i G )n ) ) .  
U s i n g  ( 4 . 3 )  a n d  ( 4 . 4 ) ,  t h e  i n f o r m a t i o n  s t a t i s t i c s  o f  i n t e r f e r e r s  f r o m  a n o t h e r  g r o u p  c a n  
b e  c a l c u l a t e d  a s
E { m a i Gj7i }  —  )  “ hk,nXk,n ( 4 - 1 2 )
keG
Var(maiG,n) =  Y2 li^ .n||2Var(a;fe)n) +  1. (4.13)
D e n o t e  x ^ G ,n J a n d  h [ G  n ] a s  t h e  v e c t o r s  c o m p r i s i n g  a l l  u s e r s ’  s y m b o l s  i n  g r o u p  G  a n d  
t h e i r  c o r r e s p o n d i n g  e f f e c t i v e  s i g n a t u r e  v e c t o r ,  r e s p e c t i v e l y .  B y  u s i n g  e q u a t i o n s  ( 4 . 1 2 )
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o r  ( 4 . 1 3 ) ,  u s e r  k  E  G  c a n  s i m p l i f y  t h e  c a l c u l a t i o n  t h e i r  m e s s a g e  u p d a t e  a t  t h e  n - t h  c h i p  
n o d e  t h a t  u t i l i z e s  t h e  l o c a l  m a r g i n a l i z a t i o n  a s  i n  ( 3 . 1 1 )  a s  f o l l o w s
Assuming th a t the size of G  is bigger than th a t of G, it  is easy to  see from ( 4 . 1 4 )  
th a t the com plexity of th is new detection is exponential to |Gj <  f n instead of to  £n . 
Note th at, due to  the Gaussian A pproxim ation of the interferers from each group, some 
perform ance loss is expected when this new technique is employed.
M oreover, another the key contribution to  this G -G F  C Li M UD techniques is the 
utilization of the dynam ic random  user grouping th a t dynam ically random ize/shuffle 
the users from b oth  groups in every iteration . In  other words, th e users grouping is 
done in every iteration  and the exact sam e set of users are not allowed to  form the sam e 
group during two consecutive iterations. B y  doing th at, the in tra-relation  th a t may be 
developed between users in a  group can be broken down. In  a  way, it provides th e 
extrins ic  inform ation in every iteration  to  calculate the new message. And as stated  
in [ 1 2 6 ] ,  the extrinsic inform ation can help increasing the optim ality  of M PA  technique 
in the sense th a t it provides m ore search space.
Furtherm ore, if the size of a group is greater than  another, the sm aller group basically 
sees stronger ’noise’. Consequently, its  message calculation is less accurate com pared 
to  another group. T h en, by using this dynam ic randomizing strategy, logically, every 
interfering users in a  chip are forced to  see th a t stronger ’noise’. As confirmed by 
our sim ulation th a t is shown in the later section, the dynam ic random  users’ grouping 
provides fair-share of treatm ent to  all users and, thus, improves the system  perform ance.
To provide better visualization of the G -G F  CLi M UD with different user grouping 
strategies, Exam ple 4 .1  is provided as follows.
E x a m p l e  4 . 1 .  Assume an observation is done in  the n -th  chip w ith  £n — { 1 , 2 , 3 , 1 3 , 1 4 , 1 5 } .  
Figure 4-1 provide an example o f two user grouping strategies, where a t the f ir s t  ite ra ­
tion , two groups are set: G  E  { 1 , 2 , 3 }  and G  E  ( 1 3 , 1 4 , 1 5 } .
1
llrn ~  h | c> jx 'G>n| “  E {m a iGin}||2) .
( 4 . 1 4 )
Var(maiG,n)
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STATIC DYNAMIC
F i g u r e  4 .1 :  T w o  U s e r  G r o u p i n g  S t r a t e g i e s  f o r  G - G F  C L i  M U D  T e c h n i q u e s  
C o n c l u s i v e l y ,  t h e  G - G F  C L i  M U D  is  s u m m a r i z e d  in  T a b l e  4 .1 .
4.2 Message Distribution of CLi MUD Techniques
I n  t h i s  s e c t i o n ,  w e  e v a l u a t e  t h e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  ( p d f )  o f  t h e  e x t r i n s i c  m e s ­
s a g e s ,  w h i c h  a r e  p a s s e d  a l o n g  t h e  e d g e s  o f  t h e  c o r r e s p o n d i n g  f a c t o r  g r a p h  o f  a n  L D S  
s t r u c t u r e ,  c a l c u l a t e d  b y  v a r i o u s  C L i  M U D  t e c h n i q u e s .  F u r t h e r m o r e ,  t h e  e v a l u a t i o n  is  
p e r f o r m e d  f o r  b o t h  r e g u l a r  a n d  i r r e g u l a r  L D S  s t r u c t u r e s .  T h e  m e a s u r e m e n t  is  d o n e  b y  
f i r s t  r u n n i n g  t h e  s i m u l a t i o n  a n d  t h e n ,  t h e  h i s t o g r a m  m e t h o d  is  u s e d  t o  c a l c u l a t e  t h e  
r e s p e c t i v e  p d f  o f  t h e  m e s s a g e s .  T h r o u g h o u t  t h e  m e a s u r e m e n t ,  B P S K  w i t h  g r e y - c o d i n g  
is  u s e d  a s  t h e  d i g i t a l  m o d u l a t i o n  a n d  t h e  c h a n n e l  is  A W G N .  T h e  m e s s a g e  i s  r e p r e s e n t e d  
b y  i t s  L L R  v a l u e s .
4.2.1 Regular LDS Structure
T h r o u g h o u t  t h i s  e v a l u a t i o n ,  L D S  6 0  x  1*20 c ,  w i t h  dc =  6  a n d  dv =  3 ,  i s  u s e d  t o  
r e p r e s e n t  t h e  r e g u l a r  L D S  s t r u c t u r e s .  W h e n  t h e  C L i  L M  M U D  t e c h n i q u e s  w i t h  a  
b r u t e - f o r c e  s e a r c h  i s  u s e d  t o  c o m p u t e  t h e  r e l i a b i l i t y  v a l u e s  o f  e a c h  o f  t h e  t r a n s m i t t e d  
s y m b o l ,  o u r  r e s u l t s  c o n c l u d e  t h a t  t h e  m e s s a g e s  c a l c u l a t e d  f r o m  t h e  f u n c t i o n  n o d e s  
a t  t h e  j - t h  i t e r a t i o n  a r e  i d e n t i c a l l y  d i s t r i b u t e d  w i t h  t h e  s a m e  f i r s t  a n d  s e c o n d  o r d e r  
s t a t i s t i c s .  T h i s  c o n c l u s i o n  i s  s t r o n g e r  t h a n  j u s t  s t a t i n g  t h a t  t h e  o u t p u t  m e s s a g e  f o r  
e v e r y  u s e r  i s  i d e n t i c a l l y  d i s t r i b u t e d .
4.2. Message Distribution of CLi MUD Techniques 91
G r o u p e d  G a u s s ia n -F o r c in g  C L i  M U D
0 1 : IN IT W ithou t any a  priori knowledge, set P ( x k) — 0.5, Vn =  [1, N],  k =  [1, K]  
Set =  In ( P ( * fc) ) .V n  =  [1 , N] , k  =  [1 ,K]
0 2 F O R j  =  1 : J  DO
03 F O R  n — l : N  DO
04 1 . Arrange interfering users in the ?i-th chip into two groups: G  and G 
w ith |G| >  |G|
05 2 . C alcu late the a priori inform ation using Pn(%k) using (3.10)
06 a. a+n , V/c =  1 , . . . ,  K  according to  (4.3)
07 b. Var(x*jt,n)> V/c =  1 accordi ng to (4.4)
08 3. C alculate the auxiliary statistics for group G:
09 a. E {m aiQ  n}  using (4.12)
1 0 b. V a r{m a ig n }  using (4.13)
1 1 4. For V/c E G , update A^fy'A;) using (4.14) 
w ith E {m ai(5 in}  and Var{m ai(5 )n} .
1 2 5. C alcu late the auxiliary statistics for group G:
13 a. E {m aiG ,n} using (4.12)
14 b. V ar{m aiG ,n} using (4.13)
15 6 . For V/ E G , update C3n^(xi) using (4.14) 
w ith E {m aiG )77}  and V ar{m ai(3 ]n}.
16 EN D
17 U pdate £ 3n^(xk), Vn =  1 , . . . ,  N,\fk =  1 , . . . ,  K  using (3 .6).
18 END
19 F O R k =  1 : I< DO
2 0 Hard D ecision according to  (3.14)
2 1 EN D
Table 4.1: Sum m ary of Grouped G aussian-Forcing C Li M UD
Furtherm ore, our results also show th at, sim ilar to [126], the messages are concentrated 
around its expected value. Also, as the num ber of iterations increases, the m agnitude 
of the expected value becom es greater. However, after a certain  number of iterations,
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t e r m e d  a s  t h r e s h o l d  i t e r a t i o n ,  t h e  m e s s a g e s  s t o p  e v o l v i n g .  T h i s  c o n d i t i o n  s u g g e s t s  t h a t ,  
a f t e r  t h r e s h o l d  i t e r a t i o n ,  f u r t h e r  i t e r a t i n g  t h e  m e s s a g e s  d o e s  n o t  i m p r o v e  t h e  d e t e c t i o n  
p r o c e s s .  T h i s  e v o l u t i o n  b e h a v i o r  c a n  b e  o b s e r v e d  i n  F i g u r e  4 .2  f o r  b o t h  t h e  C L i  L M  
M U D  a n d  t h e  C L i  M L M  M U D .
(a) CLi LM MUD (b) CLi MLM MUD
F i g u r e  4 .2 :  T h e  H i s t o g r a m  o f  T h e  D i s t r i b u t i o n  o f  T h e  E x t r i n s i c  M e s s a g e s  o f  U s e r s  I n  a  
S y s t e m  E m p l o y i n g  T h e  R e g u l a r  L D S  6 0  x  1 2 0  c  w h e n  B i t  1 i s  T r a n s m i t t e d  a t  S N R  =  7  
d B .
M o r e o v e r ,  a t  t h e  f i r s t  i t e r a t i o n ,  t h e  m e s s a g e  c a l c u l a t e d  b y  t h e  C L i  M L M  M U D ,  a s  
s h o w n  i n  F i g u r e  4 . 2 ( b ) ,  i s  c o n c e n t r a t e d ,  w i t h  a  s m a l l e r  s t a n d a r d  d e v i a t i o n ,  n e a r e r  t o  
t h e  u n - d e c i d e d  r e g i o n ,  i . e .  w h e n  L L R  =  0 ,  c o m p a r e d  t o  t h a t  b y  t h e  C L i  L M  M U D ,  
a s  s h o w n  i n  F i g u r e  4 . 2 ( a ) .  I t  s u g g e s t s  t h a t ,  a t  t h e  f i r s t  i t e r a t i o n ,  t h e  r e l i a b i l i t y  v a l u e  
c a l c u l a t e d  b y  C L i  M L M  M U D  is  n o t  a s  o p t i m i s t i c  a s  t h a t  w i t h  t h e  C L i  L M  M U D ,  
w h i c h  is  f o u n d  t o  b e  a  u s e f u l  f e a t u r e  w h e n  d e a l i n g  w i t h  d o u b l e - c o u n t i n g  e f f e c t ,  d u e  
t o  t h e  e x i s t e n c e  o f  C o F .  T h i s  i s  t h e  r e a s o n  w h y  d u r i n g  t h e  f i r s t  i t e r a t i o n ,  i n  a n y  S N R  
v a l u e s ,  t h e  p e r f o r m a n c e  o f  C L i  L M  M U D  is  a l m o s t  s u r e l y  s u p e r i o r  t o  t h a t  o f  t h e  C L i  
M L M  M U D .
O u r  r e s u l t s  a l s o  c o n f i r m  t h a t ,  d u r i n g  e a r l y  i t e r a t i o n s ,  t h e  e x t r i n s i c  m e s s a g e s  c a l c u l a t e d  
b y  t h e  C L i  L M  M U D  a n d  t h e  C L i  M L M  M U D  c a n  b e  a p p r o x i m a t e d  w i t h  a  m ixture  
o f several Gaussian signals. H o w e v e r ,  w h e n  t h e  n u m b e r  o f  i t e r a t i o n s  i n c r e a s e s ,  t h e  
m e s s a g e  is  m o r e  l i k e l y  d i s t r i b u t e d  a c c o r d i n g  t o  a single sym m etric Gaussian signal
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w i t h  e l e v a t e d  m e a n  a n d  v a r i a n c e .  F i g u r e  4 .3  s h o w s  t h a t ,  a t  t h e  t h r e s h o l d  i t e r a t i o n ,  a  
s i n g l e  s y m m e t r i c  G a u s s i a n  s i g n a l  c a n  b e  u s e d  t o  a p p r o x i m a t e  t h e  m e s s a g e  d i s t r i b u t i o n  
f o r  b o t h  t h e  C L i  L M  M U D  a n d  t h e  C L i  M L M  M U D .
(a) CLi LM MUD (b) CLi MLM MUD
F i g u r e  4 .3 :  T h e  A p p r o x i m a t i o n  o f  T h e  E x t r i n s i c  M e s s a g e  D i s t r i b u t i o n  o f  U s e r s ,  a f t e r  
C o n v e r g e n c e ,  I n  a  S y s t e m  E m p l o y i n g  T h e  R e g u l a r  L D S  6 0  x  1 2 0  c  w h e n  B i t  1 is  
T r a n s m i t t e d  a t  V a r i o u s  S N R  V a l u e s .
I t  is  e a s y  t o  s e e  f r o m  F i g u r e  4 . 3  t h a t  a  s i n g l e  s y m m e t r i c  G a u s s i a n  s i g n a l  c a n  b e  m o r e  
a c c u r a t e l y  u s e d  t o  a p p r o x i m a t e  t h e  m e s s a g e  d i s t r i b u t i o n  a t  h i g h  S N R  v a l u e s .
4.2.2 Irregular LDS structure
I n  o r d e r  t o  r e p r e s e n t  t h e  i r r e g u l a r  L D S  s t r u c t u r e s ,  L D S  6 0  x  1 2 0  d  w i t h  dv =  3  a n d  
d? 6  [ 2 , 9 ]  i s  e v a l u a t e d .  U n l i k e  t h e  r e g u l a r  L D S  s t r u c t u r e s ,  t h e  m e s s a g e s  c a l c u l a t e d  
f r o m  t h e  c h i p  n o d e s  c o n t a i n i n g  d i f f e r e n t  n u m b e r  o f  i n t e r f e r i n g  u s e r s  a r e  n o t  i d e n t i c a l l y  
d i s t r i b u t e d  a t  t h e  f i r s t  i t e r a t i o n .  H o w e v e r ,  a t  t h e  t h r e s h o l d  i t e r a t i o n ,  o u r  r e s u l t s  c o n ­
f i r m  t h a t  t h e  m e s s a g e s  b e c o m e  a l m o s t  i d e n t i c a l l y  d i s t r i b u t e d .  F i g u r e  4 .4  s h o w s  t h e  
m e s s a g e  d i s t r i b u t i o n  a t  7 3 - t l i  u s e r  w h o s e  c h i p  o b s e r v a t i o n s  c o n t a i n  d i f f e r e n t  n u m b e r  o f  
i n t e r f e r i n g  u s e r s .
F u r t h e r m o r e ,  i n  a  s y s t e m  e m p l o y i n g  a n  i r r e g u l a r  L D S  s t r u c t u r e ,  t h e  e x p e c t e d  v a l u e  o f  
m e s s a g e s  c a l c u l a t e d  w i t h  t h e  C L i  M L M  M U D  is  c o n c e n t r a t e d ,  w i t h  s m a l l e r  s t a n d a r d  
d e v i a t i o n ,  a r o u n d  t h e  u n - d e c i d e d  r e g i o n .  I t  i s  e a s y  t o  s e e  f r o m  F i g u r e s  4 . 4 ( a )  a n d  4 . 4 ( b )
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Log-Likelihood Ratio (LLR) Log-Likelihood Ratio (LLR)
(a) CLi LM MUD (b) CLi MLM MUD
F i g u r e  4 .4 :  T h e  H i s t o g r a m  o f  T h e  D i s t r i b u t i o n  o f  T h e  E x t r i n s i c  M e s s a g e s  o f  a  U s e r  
i n  a  S y s t e m  E m p l o y i n g  t h e  I r r e g u l a r  L D S  6 0  x  1 2 0  d ,  w h e n  B i t  1 i s  T r a n s m i t t e d  a t  
S N R  =  7  d B .
t h a t ,  t h e  r e l i a b i l i t y  v a l u e  c a l c u l a t e d  a t  t h e  f i r s t  i t e r a t i o n  o c c u r s  a t  h i g h e r  p r o b a b i l i t y  
a r o u n d  t h e  u n - d e c i d e d  r e g i o n  w h e n  o b s e r v i n g  a  c h i p  w i t h  a  g r e a t e r  n u m b e r  o f  i n t e r f e r i n g  
u s e r s .  H o w e v e r ,  a s  t h e  n u m b e r  o f  i t e r a t i o n s  i n c r e a s e s ,  t h e  r e l i a b i l i t y  v a l u e s  c a l c u l a t e d  
f r o m  c h i p  o b s e r v a t i o n s  w i t h  d i f f e r e n t  n u m b e r  o f  i n t e r f e r i n g  u s e r s  b e c o m e  s i m i l a r  w i t h  
h i g h  p r o b a b i l i t y .
M o r e o v e r , s i n c e  t h e  m e s s a g e s  b e c o m e  m o r e  s i m i l a r l y  d i s t r i b u t e d  a t  t h e  t h r e s h o l d  i t e r a ­
t i o n ,  w e  o n l y  i n v e s t i g a t e  t h e  a p p r o x i m a t i o n  o f  t h e  m e s s a g e s  c a l c u l a t e d  a t  t h e  t h r e s h o l d  
i t e r a t i o n .  A s  s h o w n  in  F i g u r e  4 .5 ,  a  single sym m etric Gaussian signal c a n  b e  u s e d  t o  
a p p r o x i m a t e  t h e  m e s s a g e  d i s t r i b u t i o n  o f  a  M A P - b a s e d  C L i  M U D  t e c h n i q u e s  a p p l i e d  
o n  t h e  i r r e g u l a r  L D S  s t r u c t u r e .  I n  a d d i t i o n ,  F i g u r e  4 .5  a l s o  s h o w s  t h a t  t h e  a c c u r a c y  o f  
a  s i n g l e  s y m m e t r i c  G a u s s i a n  s i g n a l  in  a p p r o x i m a t i n g  t h e  m e s s a g e  d i s t r i b u t i o n  a t  l o w  
S N R  r e g i m e s  i s  n o t  a s  h i g h  a s  a t  t h e  h i g h  S N R  r e g i m e s .
4.3 Improvement of Chip-Level Iterated M UD Techniques
I n  t h e  p r e v i o u s  s e c t i o n ,  s e v e r a l  v a r i a n t s  o f  t h e  C L i  M U D  t e c h n i q u e s  h a v e  b e e n  d e ­
s c r i b e d .  H o w e v e r ,  s i n c e  C L i  M U D  is  i t e r a t i v e  i n  n a t u r e ,  s e v e r a l  i r r e g u l a r i t i e s  c a n  b e
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(a) CLi LM MUD (b) CLi MLM MUD
F i g u r e  4 .5 :  T h e  A p p r o x i m a t i o n  o f  T h e  E x t r i n s i c  M e s s a g e  D i s t r i b u t i o n  o f  U s e r s ,  a f t e r  
C o n v e r g e n c e ,  I n  a  S y s t e m  E m p l o y i n g  t h e  I r r e g u l a r  L D S  6 0  x  1 2 0  d ,  w h e n  B i t  1 is  
T r a n s m i t t e d  a t  V a r i o u s  S N R  V a l u e s .
o b s e r v e d  a t  t h e  o u t p u t  o f  t h e  d e t e c t o r .
4.3.1 Non-Linear D ynam ic Behavior o f  the CLi M U D  Techniques
T h e  p r o b l e m  o f  d e t e c t i o n  i n  o v e r l o a d e d  c o n d i t i o n  a i m s  a t  s o l v i n g  K  u n k n o w n s  w i t h  N  <  
K  o b s e r v a t i o n s .  T h e  i t e r a t i v e  p r o c e s s i n g  b e i n g  i m p l e m e n t e d  i n  C L i  M U D  t e c h n i q u e s  
p r e s e n t e d  p r e v i o u s l y ,  e x h i b i t  a  w h o l e  r a n g e  o f  i r r e g u l a r i t i e s  t h a t  a r e  k n o w n  t o  a p p e a r  
i n  n o n - l i n e a r  d y n a m i c a l  s y s t e m s .  A s  s h o w n  i n  t h e  s i m u l a t i o n  r e s u l t  i n  t h e  p r e v i o u s  
c h a p t e r ,  t h e  o s c i l l a t o r y  b e h a v i o r  a n d  a  c h a o t i c  c o n d i t i o n  a r e  s o m e  o b s e r v a b l e  e x a m p l e s ,  
a s  i n  [1 3 3 ] .
T h e  o s c i l l a t o r y  b e h a v i o r  n o r m a l l y  o c c u r s  w h e n  t h e  i t e r a t i v e  p r o c e s s i n g  c a n  n o t  d e c i d e  
o n  a  d e c i s i v e  a s s i g n m e n t  f r o m  m u l t i p l e  o b s e r v a t i o n s ,  i . e .  t h e r e  e x i s t  s e v e r a l  d i f f e r e n t  
’ ’ o p i n i o n s ”  a b o u t  t h e  c o r r e c t  a s s i g n m e n t  o b s e r v e d  f r o m  d i f f e r e n t  o b s e r v a t i o n s .  I n  t h i s ,  
c o n v e r g e n c e  c a n  n o t  b e  a c h i e v e d  b y  i n c r e a s i n g  t h e  n u m b e r  o f  i t e r a t i o n s .  T o  b e  m o r e  
p r e c i s e ,  o s c i l l a t o r y  b e h a v i o r  is  d e s c r i b e d  n u m e r i c a l l y  a s  f o l l o w s .  L e t  t / o s c  b e  t h e  s e t  
o f  a s s i g n m e n t s  d e c i d e d  i n  t h e  j - t h  i t e r a t i o n .  F u r t h e r ,  b y  i t e r a t i n g  t h e  d e m o d u l a t i o n  
p r o c e s s  v i a  C L i  M U D  t e c h n i q u e s ,  t h e  a s s i g n m e n t  t h a t  h a s  l e f t  t / o s c  w i l l  r e t u r n  t o  U  
a g a i n .
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A nother phenomenon is th e chaotic condition th at occurs when different assignm ents 
occurs whenever the iterative process is run. To be more precise, le t U q o a  be the set 
of assignm ent th a t are decided a t the j - th  iteration. Iterating  the assignm ent via C Li 
M UD techniques makes the next assignm ent differ from U q o a  and further iterating  it 
does not make the assignm ent revert to U q o a  ■
4.3.2 The Sm oothing Process
T h e C Li M UD techniques described in  previous sections may suffer from oscillatory 
behavior and, even, a  chaotic condition. T hese phenomena emerge due to  the failure of 
the iterative processing to  reach its fixed points, i.e. the assignm ent th a t do not change 
by further iterating  the process.
In  this thesis, we propose a simple non-linear sm oothing process (or weighting process). 
T h e  idea behind this technique is to  prevent the future assignm ent from lying too 
far from the previous assignm ent. A side-effect of this process is th a t-it  will slow­
down the convergence rate  of the system s. However, our sim ulator confirmed th a t this 
sm oothing process greatly helps reducing oscillatory behavior and even improve the 
system  perform ance greatly a t very high loading conditions. T h is sm oothing process is 
done in the Logarithm ic-dom ain2 and is given by
£3n{(xk) oc (<|(a;fc) +  (1 -  a)C3n~1(xk)^, (4.15)
where a  is the sm oothing coefficient. Note th a t the norm alization of the message 
should be performed before as well as after the sm oothing process. Furtherm ore, during 
our initial investigation, we found th a t for the same L D S scheme and the sam e CLi 
M UD  technique, the sm oothing coefficients are not only slightly sensitive to  the SN R . 
Throughout this thesis, the value for a  is found through extensive trial-and-errors.
4.3.3 The B it-F lipping Process
A n in depth-investigation on the convergent case of C Li M UD  techniques shows th a t 
there exists a sm all num ber of b its th a t are estim ated erroneously. For this reason,
2Our investigation showed that implementing the smoothing process in the Log-domain speeds-up
the convergence rate.
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t h e  B i t - F l i p p i n g  p r o c e s s  i s  e m p l o y e d  t o  h e l p  c o r r e c t i n g  t h e  t r o u b l e d - b i t s .  T h i s  i s  t h e  
s i m i l a r  B i t - F l i p p i n g  p r o c e s s  t h a t  w a s  u s e d  i n  [8 8 ]  t o  c a l c u l a t e  t h e  r e l i a b i l i t y  v a l u e s  o f  
t h e  h a r d - v a l u e d  o u t p u t  o f  t h e  d e t e c t o r .  F o r  t h e  B i t - F l i p p i n g  p r o c e s s  p r o p o s e d  i n  t h i s  
t h e s i s ,  t h e  b i t - f l i p p e d  r e l i a b i l i t y  v a l u e s  a r e  c a l c u l a t e d  b y  u s i n g  t h e  s o f t - v a l u e  o u t p u t  o f  
t h e  C L i  M U D  t e c h n i q u e s  a n d  a r e  u t i l i z e d  a t  t h e  e n d  o f  t h e  d e t e c t i o n  p r o c e s s .
N u m e r i c a l l y ,  t h e  B i t - F l i p p i n g  p r o c e s s  i s  d e s c r i b e d  a s  f o l l o w s .  L e t  Pk F(xk) b e  t h e  
p r o b a b i l i t y  o f  s y m b o l  xk a f t e r  t h e  B i t - F l i p p i n g  p r o c e s s .  N o t e  t h a t  t h e  i t e r a t i o n  i n d e x  
h a s  b e e n  d r o p p e d  f o r  n o t a t i o n  b r e v i t y .
j.   2
Pk h (xk) OC Y  k n  -  Y  h l,nx l,n -  h k .nXk , ( 4 . 1 6 )
lE£n\k
w h e r e  a R n  =  Y/xex Pl,n (x)x i s  t h e  a v e r a g e  v a l u e  o f  xi a t  t h e  n - t h  c h i p .
F r o m  ( 4 . 1 6 ) ,  i t  i s  e a s y  t o  s e e  t h a t  Pbf(x)c) i s  t a k i n g  i n t o  c o n s i d e r a t i o n  a l l  o f  t h e  i n ­
t e r f e r i n g  u s e r s  i n  a l l  c h i p s  o v e r  w h i c h  t h e  k - th  u s e r  s p r e a d s  t h e i r  s i g n a l  a n d ,  h e n c e ,  
h e l p i n g  t o  m i n i m i z e  t h e  n u m b e r  o f  b i t - e r r o r s  a t  t h e  o u t p u t  o f  t h e  C L i  M U D  d e t e c ­
t o r s .  H o w e v e r ,  w h e n  o b s e r v i n g  ( 4 . 1 6 ) ,  t h e r e  a r e  m a n y  u n c o r r e c t  s y m b o l s ’ a s s i g n m e n t s ,  
t h e  B i t - F l i p p i n g  p r o c e s s  m a y  r e s u l t  i n  w o r s e  p e r f o r m a n c e .  T h e r e f o r e ,  t h e  B i t - F l i p p i n g  
p r o c e s s  i s  s u g g e s t e d  o n l y  i n  h i g h  S N R  r e g i m e s ,  p r e f e r a b l y  i n  c o n v e r g e n t  c a s e s .
4.4 Numerical Analysis
I n  t h i s  s e c t i o n ,  f i r s t l y ,  a  p e r f o r m a n c e  c o m p a r i s o n  i s  m a d e  b e t w e e n  C L i  L M  M U D  a n d  
i t s  c o u n t e r p a r t  C L i  M L M  M U D .  E v e n  t h o u g h  t h e  C L i  M L M  M U D  i s  s e e n  a s  i t s  l o w e r -  
c o m p l e x i t y  c o u n t e r p a r t  o f  C L i  L M  M U D ,  t h e i r  b e h a v i o r  i s  s o m e w h a t  d i f f e r e n t  w h e n  
a p p l i e d  i n  t h e  M e s s a g e - P a s s i n g  e n v i r o n m e n t .
M o r e o v e r ,  s e v e r a l  i m p r o v e m e n t  t h a t  w e r e  i n t r o d u c e d  t o  m i n i m i z e  t h e  d e t r i m e n t a l  e f ­
f e c t  c a u s e d  b y  t h e  n o n - l i n e a r  d y n a m i c s  o f  i t e r a t i v e  p r o c e s s i n g  a r e  i n v e s t i g a t e d  a n d  
a n a l y z e d .  T h e  p r e v i o u s  C h a p t e r  s u m m a r i z e d  h o w  t h e s e  n o n - l i n e a r  d y n a m i c  b e h a v i o r s  
a r e  f r e q u e n t l y  s e e n  i n  h e a v i l y - o v e r l o a d e d  c o n d i t i o n  ( w i t h  f i n i t e - s i z e 3 p r o c e s s i n g  g a i n ) .
3In this thesis, the processing gain is limited to 100 due to the limitation of computer simulation.
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T h e r e f o r e ,  t h e  o b s e r v a t i o n  i s  r e s t r i c t e d  t o  t h o s e  c o n d i t i o n .  M o r e o v e r ,  v a r i o u s  m o r e -  
a f f o r d a b l e  C L i  M U D  t e c h n i q u e s  a r e  i n v e s t i g a t e d  f o r  t h e  t r a n s m i s s i o n  o v e r  t h e  A W G N  
c h a n n e l .  T h e i r  a v e r a g e  a s  w e l l  a s  i n d i v i d u a l  p e r f o r m a n c e ,  w h e r e  n e c e s s a r y ,  a r e  a n a l y z e d  
a n d  d i s c u s s e d .
4.4.1 CLi L og -M A P  Vs. CLi M ax-L og -M A P
T h e  i m p a c t  d u e  t o  t h e  c h a n g e  o f  l o c a l  m a r g i n a l i z a t i o n  ( S u m - P r o d u c t )  t o  l o c a l  m a x i ­
m i z a t i o n  ( M a x - P r o d u c t )  i s  n o t  v e r y  s i m p l e  t o  a n a l y z e .  S i m i l a r  t o  t h e  a p p r o a c h  t h a t  
h a s  b e e n  a d o p t e d  i n  t h e  p r e v i o u s  c h a p t e r ,  t h e  p e r f o r m a n c e  c o m p a r i s o n  b e t w e e n  t h e  
C L i  L M  M U D  a n d  t h e  C L i  M L M  M U D  is  m a d e  f o r  t h e  c o n v e r g e n t  a n d  n o n - c o n v e r g e n t  
c a s e s .  F o r  t h e  c o n s i s t e n c y  o f  t l i e  f i n d i n g s ,  t h e  s a m e  L D S  s t r u c t u r e s  u s e d  i n  t h e  p r e v i o u s  
c h a p t e r  a r e  a g a i n  u s e d .
W e  s t a r t  b y  i n v e s t i g a t i n g  t h e  p e r f o r m a n c e  c o m p a r i s o n  o f  b o t h  C L i  L M  M U D  a n d  C L i  
M L M  M U D  w i t h  a  b r u t e - f o r c e  s e a r c h  i n  t h e  c o n v e r g e n t  c a s e s .  A s  d e p i c t e d  i n  F i g ­
u r e  4 . 6 ( a ) ,  a l m o s t  i d e n t i c a l  j o i n t  B E R  p e r f o r m a n c e  a r e  a c h i e v e d  b y  b o t h  t e c h n i q u e s .  
H o w e v e r ,  i t  s h o u l d  b e  n o t e d  t h a t  t h e  p o s t e r i o r  p r o b a b i l i t y  b e i n g  c a l c u l a t e d  b y  b o t h  
t e c h n i q u e s  d i f f e r .  T h e r e f o r e ,  w h a t  F i g u r e  4 . 6 ( a )  t e l l s  u s  is  t h a t  b o t h  C L i  M U D  t e c h ­
n i q u e s ,  s t a t i s t i c a l l y ,  o u t p u t s  t h e  s a m e  h y p o t h e s i s .
T h o r o u g h  i n v e s t i g a t i o n  r e v e a l s  t h a t  i n  n o n - c o n v e r g e n t  c a s e s ,  w h i c h  n o r m a l l y  h a p p e n  
w h e n  t h e  s y s t e m  is  h e a v i l y  s o  o v e r l o a d e d  t h a t  t h e  S I N R  i s  v e r y  l o w ,  t h e  l o c a l  m a r g i n a l ­
i z a t i o n  m i g h t  b e  i n a c c u r a t e  d u e  t o  t h e  i n f l u e n c e  o f  t h e  o v e r l y - c o n f i d e n t ,  y e t  i n c o r r e c t ,  
p o s t e r i o r  f r o m  t l i e  o t h e r  u s e r s ’  s y m b o l s .  H o w e v e r ,  a s  s h o w n  i n  F i g u r e  4 . 6 ( b ) ,  C L i  M L M  
M U D  t h a t  e m p l o y s  t h e  l o c a l  m a x i m i z a t i o n  o u t p e r f o r m  i t s  m o r e - c o m p l e x  c o u n t e r p a r t  
C L i  L M  M U D .
F u r t h e r m o r e ,  i n  o r d e r  t o  h a v e  a  m o r e  c o m p l e t e  p i c t u r e  a b o u t  t l i e  p e r f o r m a n c e  o f  b o t h  
C L i  t e c h n i q u e s .  F i g u r e  4 . 7  d e p i c t s  t l i e  i n d i v i d u a l  u s e r  p e r f o r m a n c e  i n  L D S  6 0  x  1 5 0  
a .  A s  s h o w n  i n  F i g u r e  4 . 7 ,  a n  o s c i l l a t o r y  b e h a v i o r  c a n  b e  o b s e r v e d  f o r  b o t h  C L i  
M U D  t e c h n i q u e s  t h r o u g h o u t  t h e  m e s s a g e s  t h a t  a r e  b e i n g  p a s s e d  o v e r  t h e  e d g e s ,  w h i c h  
l e a d s  t o  a  c h a o t i c  c o n d i t i o n  t h a t  d i s r u p t s  t h e  d e m o d u l a t i o n  p r o c e s s .  E v e n  t h o u g h  a n  
o s c i l l a t o r y  b e h a v i o r  d o e s  o c c u r  i n  t h e  C L i  M L M  M U D  w h e n  a p p l i e d  t o  n o n - c o n v e r g e n t
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W d B )
(a) Convergent Cases
4 5 6 7 8 9 10
W d B )
(b) Non-Convergent Cases 
F i g u r e  4 .6 :  P e r f o r m a n c e  C o m p a r i s o n  o f  D i f f e r e n t  M A P - b a s e d  C L i  M U D  T e c h n i q u e s
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(b) CLi Max-Log-MAP
F i g u r e  4 .7 :  P e r f o r m a n c e  o f  I n d i v i d u a l  U s e r s  o f  L D S  6 0  x  1 5 0  a  u n d e r  V a r i o u s  C L i  M U D  
t e c h n i q u e s  a t  E b / N o  =  7  d B
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c a s e s ,  a s  h i g h l i g h t e d  i n  F i g u r e  4 . 7 ,  i t  d o e s  s o  l e s s  f r e q u e n t l y  a n d  a l s o  s c a l e s  m u c h  s m a l l e r  
c o m p a r e d  t o  t h a t  w i t h  C L i  L M  M U D .  T h e s e  r e s u l t s  c a n  b e  e x p l a i n e d  b y  o b s e r v i n g  t h e  
d i s t r i b u t i o n  o f  t h e  m e s s a g e s  c a l c u l a t e d  i n  b o t h  C L i  M U D  t e c h n i q u e s ,  a s  d e p i c t e d  i n  
F i g u r e  4 . 2 ,  w h i c h  s h o w s  t h a t  t h e  C L i  M L M  M U D  t a k e s  a  m o r e  p r e c a u t i o n s  w a y  i n  
p r e v e n t i n g  t h e  a l g o r i t h m  t o  t a k e  t o o  b i g  o f  r e l i a b i l i t y  v a l u e s  a t  t h e  e a r l y  i t e r a t i o n s .  
C o n s e q u e n t l y ,  i n  t h e  n o n - c o n v e r g e n t  c a s e s ,  t h e  C L i  M L M  M U D  c a n  o u t p e r f o r m  t h e  
C L i  L M  M U D  a s  s h o w n  i n  F i g u r e  4 . 6 ( b ) .
F u r t h e r m o r e ,  i t  i s  e a s y  t o  s e e  t h a t ,  b y  e m p l o y i n g  b o t h  M A P - b a s e d  C L i  M U D  t e c h ­
n i q u e s ,  a n  a l m o s t  s i m i l a r  p e r f o r m a n c e  i s  e n j o y e d  b y  a l l  u s e r s ;  t h e  a s y m p t o t i c  m u l t i u s e r  
e f f i c i e n c y  o f  t h e s e  C L i  M U D  t e c h n i q u e s  i s  s i m i l a r  t o  t h e  i n d i v i d u a l  m u l t i u s e r  e f f i c i e n c y  
f o r  e a c h  u s e r  i n  t h e  s y s t e m .
M o r e o v e r ,  w e  a l s o  h a v e  a c k n o w l e d g e d  t h a t  t h e  t r a n s i t i o n  o f  t h e  m e s s a g e s  c a l c u l a t e d  
w i t h  l o c a l  m a x i m i z a t i o n  i s  s l o w e r  t h a n  t h a t  w i t h  l o c a l  m a r g i n a l i z a t i o n .  C o n s e q u e n t l y ,  
i t  h e l p s  m i n i m i z i n g  t h e  d e t r i m e n t a l  e f f e c t  o f  t h e  o v e r l y - c o n f i d e n t  y e t  i n c o r r e c t  s y m b o l s ’ 
p o s t e r i o r  f r o m  o t h e r  u s e r s  i n  d o m i n a t i n g  t h e  l o c a l  o b s e r v a t i o n .
I n  a d d i t i o n ,  w e  a l s o  p r e s e n t  t h e i r  p e r f o r m a n c e  i n  c a s e s  w h e r e  t h e  u n d e r l y i n g  f a c t o r  
g r a p h  o f  t h e  L D S  s t r u c t u r e s  c o n t a i n  C o F s ,  a s  d e p i c t e d  i n  F i g u r e  4 . 8 ,  w h e r e  w e  c a n  s e e  
t h a t  s o m e  p e r f o r m a n c e  i m p r o v e m e n t  i s  a c h i e v e d  b y  u s i n g  t h e  C L i  M L M  M U D .  T h e  
r e a s o n  f o r  t h i s  i s  t h a t ,  b y  e m p l o y i n g  l o c a l  m a x i m i z a t i o n ,  t h e  d o u b l e  c o u n t i n g  o f  t h e  
m e s s a g e s  i s  p r e v e n t e d  s o  t h a t  t h e  m e s s a g e  d o e s  n o t  b e c o m e  o v e r - c o n f i d e n t .  T h e r e f o r e ,  
t h e  s a m e  g r o u n d  c a n  b e  u s e d  t o  e x p l a i n  t h i s  p e r f o r m a n c e  i m p r o v e m e n t  o v e r  t h e  C L i  
L M  M U D .
4.4.2 The Effect o f  the Sm oothing Process on  Brute-Force M A P - 
based CLi M U D s
I t  i s  c l e a r  f r o m  F i g u r e  4 . 7  t h a t  M A P - b a s e d  C L i  M U D s  e x p e r i e n c e  t h e  o s c i l l a t o r y  b e h a v ­
i o r  a s  w e l l  a s  a  c h a o t i c  c o n d i t i o n .  T o  c o m b a t  t h e s e  d e s t r u c t i v e  b e h a v i o r ,  a  n o n - l i n e a r  
s m o o t h i n g  p r o c e s s  i s  i m p l e m e n t e d  i n t o  t h e  s y s t e m  i n  o r d e r  t o  m i n i m i z e  t h e  e f f e c t  o f  
o v e r - c o n f i d e n c e  a b o u t  u s e r s ’ p o s t e r i o r s .  S i n c e  t h e  o s c i l l a t o r y  e f f e c t  o f t e n  o c c u r s  i n  
n o n - c o n v e r g e n t  c a s e s ,  t h e s e  c a s e s  a r e  i n v e s t i g a t e d .
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Eb/NO (dB)
F i g u r e  4 .8 :  P e r f o r m a n c e  C o m p a r i s o n  o f  D i f f e r e n t  M A P - b a s e d  C L i  M U D  T e c h n i q u e s  i n  
L D S  w i t h  S h o r t - C y c l e s
T h e  e f f e c t  o f  t l i e  n o n - l i n e a r  s m o o t h i n g  p r o c e s s  c a n  b e  s e e n  i n  F i g u r e  4 .9 .  A s  d e p i c t e d  
i n  F i g u r e  4 . 9 ( a ) ,  t h e  n o n - l i n e a r  s m o o t h i n g  p r o c e s s  c a n  e f f e c t i v e l y  d i m i n i s h  o s c i l l a t o r y  
b e h a v i o r  d u e  t o  t h e  o v e r l y - c o n f i d e n t  i n p u t  p o s t e r i o r s .  C o n s e q u e n t l y ,  i t  f o r c e s  t h e  c o n ­
v e r g e n c e  o f  t h e  d e m o d u l a t i o n  p r o c e s s .  I t  i s  a l s o  e a s y  t o  s e e  f r o m  F i g u r e  4 . 9 ( b )  t h a t ,  
t h e  j o i n t  B E R  p e r f o r m a n c e  o f  t h o s e  n o n - c o n v e r g e n t  c a s e s  c a n  b e  s i g n i f i c a n t l y  e n h a n c e d .  
H o w e v e r ,  i t  s h o u l d  b e  n o t e d  t h a t ,  s i n c e  t h e  n o n - l i n e a r  s m o o t h i n g  p r o c e s s  w o r k s  b y  d e ­
l a y i n g  t h e  p o s t e r i o r  c a l c u l a t i o n ,  a  s l o w  c o n v e r g e n c e  i s  a n t i c i p a t e d ,  w h i c h  m e a n s  a n  
i n c r e a s e  i n  c o m p u t a t i o n a l  c o m p l e x i t y .
S i n c e  o v e r - c o n f i d e n c e  in  t h e  s y m b o l s  c a n  b e  p r e v e n t e d  t o  d o m i n a t e  t h e  m a r g i n a l i z a t i o n  
p r o c e s s ,  a s  s h o w n  i n  F i g u r e  4 . 9 ( b ) ,  a  p e r f o r m a n c e  c l o s e  t o  t h e  s i n g l e - u s e r  b o u n d  c a n  
b e  a p p r o a c h e d  w i t h  a  h i g h  S N R  r e g i m e ,  e v e n  w i t h  a  3 0 0 %  o v e r l o a d e d  c o n d i t i o n .
I n  a d d i t i o n ,  t h e  e f f e c t  o f  t h e  n o n - l i n e a r  s m o o t h i n g  p r o c e s s  o n  i n d i v i d u a l  u s e r s  a r e  c l e a r l y  
s h o w n  i n  F i g u r e  4 .1 0  w h e r e ,  c o n t r a r y  t o  t h e  p e r f o r m a n c e  s h o w n  i n  F i g u r e  4 . 7 ( a ) ,  a l l  o f  
t h e  i n d i v i d u a l  u s e r s ’ p e r f o r m a n c e  i m p r o v e s  a s  t h e  n u m b e r  o f  i t e r a t i o n s  i n c r e a s e s .
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Figure 4.9: E ffect o f  N on-Linear Sm oothing Process
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F i g u r e  4 .1 0 :  P e r f o r m a n c e  o f  I n d i v i d u a l  U s e r  i n  L D S  6 0  x  1 5 0  a  w h e n  D e t e c t e d  b y  U s i n g  
C L i  L o g - M A P  M U D  w i t h  S m o o t h i n g  P r o c e s s
H a v i n g  s e e n  h o w  t h e  n o n - l i n e a r  s m o o t h i n g  p r o c e s s  c a n  i m p r o v e  t h e  s y s t e m  p e r f o r ­
m a n c e  i n  h e a v i l y - o v e r l o a d e d  c o n d i t i o n s ,  i t  i s  n o w  d e s i r a b l e  t o  o b s e r v e  i t s  p e r f o r m a n c e  
w h e n  t h e  u n d e r l y i n g  f a c t o r  g r a p h  o f  t h e  L D S  s t r u c t u r e  c o n t a i n s  m u l t i p l e  s h o r t - c y c l e s .  
A s  e v i d e n c e d  i n  F i g u r e  4 . 1 1 ( a ) ,  t h e  p e r f o r m a n c e  e n h a n c e m e n t  t h r o u g h  t h e  n o n - l i n e a r  
s m o o t h i n g  p r o c e s s  is  o n l y  m i n o r  w h e n  t h e  C L i  L M  M U D  is  w i t h o u t  t h e  n o n - l i n e a r  
s m o o t h i n g  p r o c e s s .  H o w e v e r ,  a  s u b s t a n t i a l  p e r f o r m a n c e  i m p r o v e m e n t  c a n  b e  g a i n e d  
f o r  c a s e s  w h e r e  i t  i s  n o t  c o n v e r g e d  w i t h o u t  t h e  n o n - s m o o t h i n g  p r o c e s s .
T h e  p e r f o r m a n c e  i m p r o v e m e n t  a c h i e v e d  b y  e m p l o y i n g  t h e  n o n - l i n e a r  s m o o t h i n g  p r o c e s s  
w i t h  t h e  L D S  s t r u c t u r e s  w h o s e  f a c t o r  g r a p h s  c o n t a i n  c y c l e s  i s ,  n e v e r t h e l e s s ,  e x p e c t e d  
d u e  t o  t h e  c o n v e r g e n c e  o f  t h e  m e s s a g e s .  I n  f a i r n e s s ,  t h e  r e a l  i m p a c t  o f  t h e  n o n - l i n e a r  
s m o o t h i n g  p r o c e s s  i s  m o r e  c l o s e l y  r e l a t e d  t o  t h e  b o u n d i n g  o f  t h e  p o s t e r i o r  c a l c u l a t e d  
f r o m  t h e  p r e v i o u s  o n e s .  T h e r e f o r e ,  e m p l o y i n g  i t  i n  a  g r a p h  w i t h  s h o r t - c y c l e s  m i n i m i z e s  
t h e  e f f e c t  o f  d o u b l e - c o u n t i n g  o f  o v e r - c o n f i d e n t ,  y e t  i n c o r r e c t ,  p o s t e r i o r  a n d ,  h e n c e ,  t h e  
p e r f o r m a n c e  is  i m p r o v e d .
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Eb/NO (dB)
(a) BER Performance 
10° r— ~  : ......................, ............................
-  It -  LDS 60x120 a (30.83% CoF)
“  +  “  LDS 60x150 b (18.87% CoF) 
-  B  -  LDS 60x180 c (46.67% CoF)
---------- No SP
---------- With SP
5 10
Number of Iterations
(b) Convergence Rate at Eb/No =  6 dB
F i g u r e  4 .1 1 :  E f f e c t  o f  S m o o t h i n g  P r o c e s s  t o  C L i  L o g - M A P  w i t h  S h o r t - C y c l e s  i n  
H e a v i l y - O v e r l o a d e d  C o n d i t i o n
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4.4.3 The Grouped GF CLi LM MUD
T h e  B r u t e - F o r c e  M A P - b a s e d  C L i  M U D s  h a v e  b e e n  s h o w n  t o  b e  a b l e  t o  a c h i e v e  a  
p e r f o r m a n c e  c l o s e  t o  S U B  e v e n  w i t h  a  3 0 0 %  o v e r l o a d e d  c o n d i t i o n  a t  h i g h  S N R  r e g i m e s .  
N e v e r t h e l e s s ,  t h e  c o m p l e x i t y  i n c r e a s e s  a s  t h e  l o a d i n g  c o n d i t i o n  b e c o m e s  h e a v i e r .  F o r  
i n s t a n c e ,  f o r  r e g u l a r  L D S  6 0  x  1 2 0  f o r  h a n d l i n g  a  2 0 0 %  o v e r l o a d e d  c o n d i t i o n  w i t h  a n  
e f f e c t i v e  s p r e a d i n g  g a i n  o f  3 ,  e a c h  l o c a l  o b s e r v a t i o n  r e q u i r e s  a  c o m p l e x i t y  o f  a r o u n d  
O(2do, w h e r e  dc = dff =  6 ,  V c  =  1 , . . . ,  N.
I n  t h i s  s u b - s e c t i o n ,  w e  e v a l u a t e  t h e  p e r f o r m a n c e  o f  G F - b a s e d  t e c h n i q u e s .  S i n c e  t h e  
p e r f o r m a n c e  o f  t h e  G F  s o f t  I C  i s  d e p e n d e n t  o n  i t s  f r o n t - e n d  p o s t e r i o r  e s t i m a t o r ,  w e  
b e g i n  b y  i n v e s t i g a t i n g  t h e  p e r f o r m a n c e  o f  t h e  G - G F  C L i  L M  M U D .
M o r e o v e r ,  w e  a l s o  i d e n t i f y  t h a t  t h e  n o n - l i n e a r  s m o o t h i n g  p r o c e s s  m u s t  b e  i n c o r p o r a t e d  
i n t o  t h e  G - G F  C L i  L M  M U D .  L e t  t h e  s y s t e m  e m p l o y i n g  t h e  r e g u l a r  L D S  6 0  x  1 2 0  c ,  
w h o s e  d f =  dc =  6 , V n  =  [1 , A ] ,  b e  t h e  s y s t e m  o f  i n t e r e s t .  F o r  t h e  t i m e  b e i n g ,  s t a t i c  
r a n d o m  u s e r  g r o u p i n g  i s  u s e d  f o r  t h e  p u r p o s e  o f  c o m p a r i s o n .
E v e n  t h o u g h  t h i s  s t r u c t u r e  i s  c a t e g o r i z e d  i n t o  t h e  c o n v e r g e n t  c a s e  f o r  C L i  L M  M U D  
w i t h o u t  e m p l o y i n g  a n y  n o n - l i n e a r  s m o o t h i n g  p r o c e s s ,  t h e  p e r f o r m a n c e  o f  t h e  G - G F  
C L i  L M  M U D  w i t h  |G| =  4  d o e s  n o t  c o n v e r g e  a n d ,  a s  s h o w n  i n  F i g u r e  4 .1 2 ,  b o t h  
t h e  o s c i l l a t o r y  b e h a v i o r  a n d  a  c h a o t i c  c o n d i t i o n  a r e  f a r  m o r e  o b s e r v a b l e  w h e n  t h e  n o n ­
l i n e a r  s m o o t h i n g  p r o c e s s  i s  n o t  i n c o r p o r a t e d .  E s p e c i a l l y  i n  t h e  h i g h  S N R  r e g i m e ,  t h e  
n o n - l i n e a r  s m o o t h i n g  p r o c e s s  i n d e e d  e n h a n c e s  s y s t e m  p e r f o r m a n c e .
B y  u s i n g  t h i s  o u t c o m e ,  f o r  t h e  n e x t  e v a l u a t i o n  o f  t h e  G - G F  C L i  L M  M U D  w i t h  a n y  
g r o u p  s i z e ,  t h e  s m o o t h i n g - p r o c e s s  i s  a s s u m e d  t o  b e  i n c o r p o r a t e d ,  o r  i s  o t h e r w i s e  s t a t e d .  
N e x t ,  t h e  j o i n t  B E R  p e r f o r m a n c e  o f  t h e  G - G F  C L i  L M  M U D  w i t h  v a r i o u s  g r o u p  s i z e s  
|G| 6  { 3 , 4 , 5 }  a r e  i n v e s t i g a t e d  f o r  b o t h  t h e  s t a t i c  a n d  d y n a m i c  r a n d o m  u s e r  g r o u p i n g s .
F r o m  F i g u r e  4 . 1 3 ,  i t  i s  e a s y  t o  s e e  t h a t  t h e  g r e a t e r  t h e  g r o u p  s i z e ,  w i t h  a n  a d d e d  c o m ­
p l e x i t y ,  t h e  b e t t e r  t h e  G - G F  C L i  L M  M U D  p e r f o r m a n c e .  T h e  m o s t  v i s i b l e  d i f f e r e n c e  
c a n  b e  s e e n  w h e n  t h e  t w o  g r o u p s  a r e  o f  d i f f e r e n t  s i z e s .  I n  t h i s  c a s e ,  o n e  g r o u p  w i l l  s e e  
s t r o n g e r  ’ n o i s e ’ c o m p a r e d  t o  a n o t h e r  a n d ,  t h u s ,  t h e  e s t i m a t i o n  m a d e  b y  t h i s  g r o u p  is  
c o n s i d e r e d  t o  b e  l e s s  a c c u r a t e .  U n d e r s t a n d a b l y ,  i n  t h e  l o w  S N R  r e g i m e ,  w h e r e  t h e  r e a l
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Number of Iterations
Figure 4.12: Effect of Smoothing Process on Low-Complexity Implementation of CLi 
Log-MAP for LDS 60 x 120 c
noise dominates, the performance of most CLi MUDs, including the G-GF CLi LM 
MUD, is similar.
Furthermore, Figure 4.13 also reveals that the dynamic random user group is superior 
compared to the static random user grouping, since one group sees more noise compared 
to another group, when the group sizes differ, then, by dynamically exchanging some 
members between the groups, a more balanced performance can be experienced by all 
of the users in those two groups. Hence, through repetition, as the iteration process 
continues, with the re-shuffling the members of the groups, the, more or less, ’bad’ 
estimation can be spread across all users.
Further to elaborate this conclusion, the individual user performance of both the static 
random user grouping and dynamic random user grouping are shown in Figure 4.14. 
On one hand, with the static random user grouping, there exist dependencies between 
several users that are grouped together, and their performance is not helped by other 
groups. As evidenced from Figure 4.14(a), there exist two sets of users whose intra
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W dB>
Figure 4.13: Effect of Various Group Sizes and Different User Grouping Strategies for 
G-GF CLi LM MUD
group performance is identical, but their inter group performance is different, whereas 
a more distributed performance is shown in Figure 4.14(b), which it leads to a better 
joint performance.
In addition, the G-GF CLi LM MUD becomes very handy when the system of interest 
employs irregular LDS structures, e.g. LDS 60x120 d whose d G [2,9],Vn =  [ 1, TV]. 
Figure 4.15 depicts their joint BER performance and shows that the performance loss, 
at high SNR regimes, is not too severe when the G-GF CLi LM MUD is implemented 
with |G| =  6.
According to its structure, LDS 60x120 d consists of 27 chips, each of which has at 
least 7 interfering users. Not only can a huge computational complexity efficiency be 
gained, for instance, if the G-GF CLi LM MUD is employed with |G| =  6, but also 
more memory efficiency can be achieved. The computational complexity (in terms of 
the number of additions) and memory allocation issues will be discussed in later.
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(a) Static Random
(b) Dynam ic Random
Figure 4.14: Effect of Random Users Grouping Techniques to Individual Users for LDS 
60 x 120 c Evaluated at Eb/No =  7 dB and Group Size |G| =  4
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Eb/M0(dB)
Figure 4.15: The joint BER performance of the G-GF CLi LM MUD for Irregular LDS 
60 x 120 d
4.4.4 SN R-M ism atch Sensitivity
It has been shown in the previous chapter that the brute-force CLi LM MUD is more 
sensitive to the negative value of the SNRotfset and that it is almost much less sensitive 
when SNR0ffSet < 1 0  dB. From literature, it is also well-documented that the maximiza­
tion is less sensitive to SNR mismatch; therefore, in this sub-section, we only review 
the sensitivity of the G-GF CLi LM MUD.
For the experimentation, we use the same structures as in the previous chapter in order 
to observe the effect of the SNR-Mismatch, i.e. LDS 60 x 120 c with group size of G — 3 
and simulated for Eb/No — 3 dB and Eb/No =  7 dB. As depicted in Figure 4.16, a 
similar sensitivity can be observed for G-GF CLi LM MUD for both low and high SNR 
regimes.
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SNR Offset
(a) Eb/No = 3 dB
SNR Offset
(b) Eb/No =  7 dB
Figure 4.16: Sensitivity o f  G -G F  C Li LM  M U D  to  SN R  M ism atch
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4.4.5 Effect o f  the Front-End Posterior Estim ator for GF Soft IC
Furthermore, as stated in the previous section, the performance of the GF soft IC is 
dependent on the input estimation fed forward by its front-end estimator. Here, we 
simulate several configurations between G-GF CLi LM MUD as the front-end estimator 
and the GF soft IC as the main detector. Figure 4.17 shows that the GF soft IC is 
sensitive to this configuration.
Number of Iterations
Figure 4.17: Joint BER Performance of Hybrid G-GF CLi Log-MAP and GF soft IC 
MUD Techniques
As shown in Figure 4.17, complemented with better front-end posterior estimator the 
GF soft IC can perform very well. However, there is an interesting fact revealed in Fig­
ure 4.17. Configured by using the G-GF CLi MUD with |G| =  6 but with 3 iterations, 
the resulted hybrid technique outperforms the one that uses the G-GF CLi MUD with 
|G| =  3 but with 7 iterations, whose initial performance is literally better. This shows 
that, even though the correct assignment can be made, however, to perform well, the 
messages being input into the GF soft IC must be Gaussian distributed. More detailed
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investigation shows that the message distribution of the G-GF CLi MUD with |G| =  6 
after 3 iterations is approximately Gaussian, while the output of the G-GF CLi MUD 
with |G| =  3 after 3 iterations can not, yet, be approximated with a Gaussian signal. 
Furthermore, it is also shown in Figure 4.17 that after certain iteration the GF soft IC 
can be improved. In fact, certain oscillatory behavior and chaotic condition do exist, 
although with a small rate.
4.4.6 Bit-Flipping
Moreover, we also present the performance of the proposed G-GF CLi LM MUD to the 
LDS structures with heavier overloading condition, (quasi)-Regular LDS 100 x 250 with 
threshold chip density dfN E (4 ,6 , 7}, while the full CLi LM MUD technique demands 
dc E {7 ,8 }. Figure 4.18 shows performance of G-GF CLi LM MUD technique applied 
on LDS 100 x 250.
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Figure 4.18: Performance of Low-Complexity Implementation of CLi Log-MAP for LDS 
100 x 250 with and without the Bit-Flipping process
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On top of that, the Bit-Flipping process is also incorporated into the detection. As 
shown in Figure 4.18, the Bit-Flipping process improves the system performance. The 
performance improvement indicates that, at the output of the G-GF CLi LM MUD, 
a small number of bit-errors still exist and can be easily corrected using a simple Bit- 
Flipping process.
4.4.7 Com putational C om plexity
It is clear from previous sub-sections that, by employing more affordable CLi MUD 
techniques complemented with a non-linear smoothing process, the number of iterations 
needed is greater. In this sub-section, we review the computational complexity required 
by the proposed lower-complexity CLi MUD techniques.
In order to make a fair comparison, we, firstly, run the simulation for various G-GF  
CLi LM MUD with different group sizes, the results of which are depicted in Figure 
4.19. The system is LDS 60 x 120 c and is evaluated at Eb/No =  10 dB, where the 
convergence rate is slower compared to lower SNR regimes.
The performance threshold is set to approximately BER =  10~~5. The computational 
complexity is measured by the number of additions and the total memory needed to save 
the local channel observation, as revealed in Figures 4.20(a) and 4.20(b), respectively.
From Figure 4.20, we can see that the complexity required by those with group sizes of 
3 and 4 are very similar. However, in terms of memory efficiency, the G-GF CLi LM 
MUD with a group size of 3 requires lower expectation.
4.5 Conclusion
In this chapter, the performance of the CLi LM MUD and CLi MLM MUD are com­
pared for both convergent and non-convergent cases for Eb/No <  10 dB. We conclude 
that the performance of a system employing LDS structure can be characterized by its 
convergence behavior.
In the convergent cases, the performance of both MAP-based CLi MUDs are almost 
identical, whereas, for the non-convergent cases, the CLi MLM MUD substantially
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Number of Iterations
Figure 4.19: Performance of Various G-GF CLi LM MUD with Different Group Sizes 
for LDS 60 x 120 c at Eb/No =  10 dB
|G|=3 |G|=4 |G|=5
G roup Size
|G|=6 |G|=3 |G|=4 |G|=5
Group Size
|G|=6
(a) The Required Number o f  Addition (b) The Required M em ory Size
Figure 4.20: Complexity Overhead of G-GF CLi Log-MAP MUD with Various Group 
Sizes for LDS 60 x 120 c
outperforms its more complex counterpart. The reason behind this behavior is that 
the local maximization is less sensitive to the overly-confident, yet incorrect, posterior
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of other users when compared to the local marginalization.
Our observation confirms that the non-convergent cases normally happen in the system 
that is heavily so overloaded that the SINR per-chip is small. In this condition, an 
oscillatory behavior occurs more frequently and may lead to a chaotic condition when 
a CLi LM MUD is employed. A slightly different situation is observed in the behavior 
of the CLi MLM MUD, where the transition of the posterior value is slower than that 
of the CLi LM MUD. Indeed, this affects system performance.
To improve system performance, a simple non-linear smoothing process has been pro­
posed to overcome non-linear dynamic behaviors. Our results agree that, the non-linear 
smoothing process can effectively minimize the oscillatory behavior by bounding the 
current posterior with the previous ones. In many cases, this successfully improves the 
joint BER performance of the previously non-convergent cases of the CLi LM MUD 
into convergent ones. Furthermore, by employing the non-linear Smoothing Process 
with proper smoothing factors, some non-convergent cases can be made convergent for 
the CLi LM MUD. Interestingly, as confirmed by our simulation, in this case the CLi 
LM MUD is superior to the CLi MLM MUD.
Furthermore, we demonstrate that the pdf of the LLR of the extrinsic messages being 
sent along the edges can be well-approximated using Gaussian distribution. At the 
early iterations, the pdf can be approximated by using a mixture of several symmetric 
Gaussian distribution with different means and variances. However, as the iterations 
proceed, the pdf of those messages can be well-approximated with a single symmetric 
Gaussian distribution.
Furthermore, by assuming that the Gaussianity of the pdf of the extrinsic messages is 
held either naturally or by force, two main lower-complexity CLi MUD techniques are 
proposed and investigated; namely the GF CLi soft IC and G-GF CLi LM MUD.
Tlie GF CLi soft IC requires less computational complexity. However, due to its high de­
pendence on the correctness of the Gaussian assumption, the GF CLi soft IC technique 
is said to be sensitive to the initial reliability that is being fed into it. Furthermore, the 
non-linear smoothing process is necessary in order to prevent the oscillatory behavior 
from translating the iterative processing into a chaotic condition.
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By trading-off performance complexity, the G-GF CLi MUD technique is presented. By 
arranging the interfering users on a chip into two groups, the complexity is exponential 
only to the size of the group. The key contribution to this G-GF CLi MUD technique 
is the dynamic random user grouping. Our results confirm that the G-GF CLi LM 
MUD can approach the performance of a full CLi LM MUD. In addition, we have 
extracted the performance behavior of the proposed more affordable CLi MUDs from 
the presented results in this chapter and we have them organized in Table 4.2.
Table 4.2: Performance Summary of Various LDS Scenarios with Several CLi MUD 
Techniques. Performance loss (in dB), when compared to SUB, is evaluated at BER =
ic r 4.________________________________________________________________________
Scenarios SP M U D User Grouping Loss (dB)
LDS 60 x 150 a No CLi MLM MUD No 0.66
LDS 60 x 150 a No CLi LM MUD No 1.64
LDS 60 x 150 a Yes CLi LM MUD No 0.26
LDS 100 x 300 b Yes CLi LM MUD No 0.36
LDS 60 x 120 c Yes G-GF CLi LM MUD |G| =  4, Static 0.47
LDS 60 x 120 c Yes G-GF CLi LM MUD |G| =  3, Dynamic 0.40
LDS 60 x 120 c Yes G-GF CLi LM MUD |G| = 4 ,  Dynamic 0.33
A hybrid CLi MUD can be designed by using any combination of the presented CLi 
MUDs. It has been shown that, in order to achieve a certain performance, the brute- 
force MAP-based CLi MUDs are unnecessary. A combination of far less complex tech­
niques can be designed.
Moreover, when the messages of the CLi MUDs converge, there exist a some number of 
bit-errors which can be repaired by the so-called the Bit-Flipping process. This tech­
nique takes into account all of the dv local observations before making the assignment 
and, as shown in our results, it improves the system performance.
Chapter
Turbo Chip-Level Iterated Multiuser 
Detection and Decoding for LDS 
MC-CDMA Systems
In wireless communications, the frequency selectivity effect of multipath fading chan­
nels can be both a blessing and curse at the same time. In the single-carrier CDMA  
framework, the frequency-selectivity effect provides an additional gain, namely the di­
versity gain. But this comes with an increase in computational complexity for signal 
equalization due to the ISI as well as the Inter-Chip Interference (ICI). Furthermore, it 
has been concluded in Chapter 3 that the existence of CoF degrades the performance of 
a system employing a LDS structure. Therefore, the implementation of the LDS con­
cept should not be made naively for the transmission over frequency-selective fading 
channel because, not only, it, potentially, creates a number of CoFs in the underlying 
factor graph of the LDS structure, but also, it destroys its structure.
Fortunately, recent works in multi-carrier system have indicated that, with a proper 
system design, the overlapping of the received signal at the time domain can be trans­
lated into the flat effect at the frequency domain and, thus, easing the equalization of 
the signal [134]. Also, since the structure of the LDS is left intact due to a proper system 
design, in this chapter, the application of LDS structures is extended to MC-CDMA
118
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frameworks.
Equally important, the widely popular turbo-style approach is utilized when evaluating 
a system employing LDS structures and FEC coding. We show that, by using LDS 
structures, not only can the performance of the SUB be approached closely in an 
overloaded condition, but also the number of turbo iterations that constitutes the most 
signalling overhead in practical systems can be reduced without sacrificing much of the 
performance.
5.1 LDS for Multi-Carrier C D M A Systems
Before the LDS structure is incorporated into a Multi-Carrier system, the multi-carrier 
modulation via the orthogonal frequency division multiplexing (OFDM) is introduced 
and analyzed.
5.1.1 O rthogonal Frequency D ivision M ultiplexing
The principle of a multi-carrier modulation is to map a serial high rate data stream 
onto multiple parallel low-rate data streams and to modulate it, using the Fourier trans­
form, individually into orthogonal sub-carrier frequencies. Fourier transform allows an 
efficient bandwidth-saving capability by overlapping the frequency orthogonally. Let 
the period of which the parallel data streams occupy be the OFDM symbol period. 
Since, an OFDM symbol rate is far less than the rate of the input serial data streams, 
the detrimental effect of delay spread significantly decreases. Furthermore, the Guard 
Interval, via the Cyclic-Prefix, is employed to combat the ISI. Consequently, with a 
proper design and assuming a perfect frequency synchronization, a multi-carrier sys­
tem experiences no ISI and ICI and, thus, ease of equalization.
Before we proceed to the application of LDS structures to multi-carrier systems, here 
we summarize pros and cons of the OFDM [135,136]. Some advantages of OFDM are 
listed as follows.
© Highly efficient bandwidth utilization due to orthogonal sub-carrier frequencies
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that are designed by using Fourier transform (or more efficient Fast Fourier Trans­
formation (FFT)).
@ Robustness against frequency-selective fading channel as, with a proper system 
design, the fading realization can be considered flat over sub-carriers. Conse­
quently, this results in an ease of Equalization.
@ Robustness against ISI channel. With proper design of guard interval, the sensi­
tivity to delay-spread channel can be minimized.
• Low Sensitivity to Timing Synchronization Errors.
@ Flexibility for adaptive transmission.
Despite having many attractive advantages, the performance of OFDM-based systems 
are sensitive the following conditions.
® Sub-carrier frequency offset.
© Time-Domain synchronization due to a shift of frequency in FFT window between 
transmitter and receiver.
® Phase-noise.
® High Peak-to-Average-Power Ratio (PAPR).
The more in-depth information about OFDM-based systems can be found in [135-137] 
and it is not the intention of this thesis to provide much more detail about MC-CDMA  
systems than already described.
5.1.2 Low -Density Signature for M C -C D M A  Systems
One of the main design goals of multi-carrier transmission is that the channel can be 
considered as time-invariant during one OFDM frame and that the fading realization 
per sub-carrier can be considered flat. For that reason, multi-carrier systems are highly 
attractive in both wired and mobile wireless wide-band communication [134,138,139] 
due to their ease of signal equalization.
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In this section, an application of LDS structures is extended to MC-CDMA systems, in 
which the spreading is carried out in the frequency domain instead of in the time-domain 
as in single-carrier CDMA (SC-CDMA) systems. In the way, MC-CDMA systems can 
be said as the time-frequency dual of the SC-CDMA systems. Therefore, re-calling 
(3.1) from previous chapter, the received signal at the n-th sub-carrier of MC-CDMA  
systems employing an LDS structure is given, in discrete representation, by
rn = Y  +  (5-1)
kedn]
where, in this case, n denotes the index of sub-carrier frequencies. The MC-CDMA  
system model is depicted in Figure 5.1.
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Figure 5.1: System Model for MC-CDMA System Fmploying Turbo Multiuser Detec­
tion/Decoding
By using a frequency-domain system model as in (5.1), we have neglected the following 
facts that, in practical system, should be included but may easily be quantized for 
analysis purposes.
• The use of cyclic prefix to guarantee ISI-free transmission induces loss in both 
energy and bandwidth. Throughout this chapter, the noise is defined as in the 
SC-CDMA model, i.e. un € A /T (0 ,1), but is seen as noise in the frequency 
domain.
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• Effect of non-linear amplification caused by PAPR is not included. The perfect 
linear amplifier is assumed throughout this chapter.
In this thesis, the performance of MC-CDMA systems employing an LDS structure is 
evaluated for frequency-selective fading channels, where the sub-carriers are subject to 
different fading realization. However, to make the system as ’practical’ as possible, the 
fading realization at the adjacent sub-carriers is not totally i.i.d, which could translate 
to the condition where the channel is benefiting from infinite diversity gain.
Furthermore, since the detection of the LDS structure is done fruitfully in the sub­
carrier (for consistent notation, the sub-carrier in MC-CDMA systems is also termed 
as chip) level, frequency diversity can be gained by distributing the chip according 
to distributed sub-carrier allocation, instead of the adjacent carrier allocation. For 
completeness, the two different carrier allocation techniques are depicted in Figure 5.2.
Before SYMBOL 1 SYMBOL 2
Spreading X„[1] Xk[2) Xk[M]
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f7
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Figure 5.2: Different Carrier A llocation  Techniques
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5.2 The Iterative Turbo Multiuser Detection and Decod­
ing
The Iterative partitioned multiuser detection and decoding algorithms, also known as 
the turbo MUDD, have been explained in Chapter 2.3.3. In this chapter, we investigate, 
more specifically, graph-based turbo MUDD techniques.
5.2.1 Relevant W ork Regarding Graph-Based Turbo M U D D  Tech­
niques
Most recently, numerous research works have been published in the area of graph-based 
turbo MUDD techniques. However, most of the published works have also been devoted 
to provide a unified framework for a graph-based turbo MUDD techniques [17,140]. 
Other works deal with ISI channel due to frequency-selective fading channel [125,141].
A unified design of joint channel estimation and turbo MUDD have been presented in 
[WO]. Several channel realizations including block fading and multipath fading channels 
are discussed and analyzed. However, this work applies only for the single user case 
with the objective to factor the complex marginal function into several local function, 
depending on the channel realization.
A similar work for multiuser environment has also been presented in [17] in the memo- 
ryless Gaussian channel and the large-system analysis has been thoroughly carried out 
by using the Density Evolution, devised in [126]. This work highlights the importance 
of implementing a message in their extrinsic representation instead of their posterior. 
In addition, several lower-complexity implementations of the MUD techniques are used 
to evaluate the performance of the corresponding MUDD techniques. However, this 
work falls short in explaining the optimization of those MUD algorithms to improve 
the system performance other than relying on the FEC coding with a large block-length 
to improve it.
Furthermore, the application of a graph-based MUDD is analyzed for the ISI channel 
in [125]. The stretching technique has been proposed to avoid the existence of CoFs.
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This works by obtaining a new factor graph consisting no CoF and some performance 
improvement has been reported. However, this technique comes with the cost of an 
added complexity as the stretched-node now consists of more nodes.
In addition, turbo equalization is described in [141] for the communications over ISI 
channels. Rather than employing the expensive optimum MAP detection, linear MMSE 
and Decision-Feedback equalization have been modified in order to accommodate turbo­
style processing. Nevertheless, this work is intended for single-user case and their 
primary concern is to derive a fast and numerically stable turbo equalization by using 
factor graph.
Recently, another work in factor-graph-based MUD techniques have been reported in
[142] for Multiple Input Multiple Output (MIMO) communication. They also have 
analyzed, via simulation, the effect of short-cycles, which exist due to ISI channel. While 
a performance improvement has been evidenced, they do not provide any solution to 
overcome that problem, nor can they provide a rigorous reason behind the performance 
loss due to the existence of short-cycles.
Employing LDS structures for communications over ISI channels, with the absence 
of channel knowledge at the transmit-end, definitely randomize the structure of the 
signature matrix. As a result, multiple CoF exist randomly that makes the investigation 
beyond reach as all scenarios must be considered for every realization of LDS structures 
and, hence, is beyond the scope of this thesis.
Therefore, we are more interested in dealing with the performance of a system em­
ploying an LDS structure in a non-ISI channel with the intention of reducing the com­
putational complexity required by the receiver to achieve optimum capacity limit in 
finite-size systems. By taking the advantage of the applicability of multi-carrier modu­
lation, the application of LDS structures is extended to MC-CDMA systems such that 
transmission over ISI channels can be avoided.
Furthermore, as been discussed in Chapter 2.3,3 that the loss in spectral efficiency 
due to partitioned MUDD compared to the optimum joint MUDD is a mere function 
of multiuser efficiency. This capacity loss for binary-input AWGN channel has been 
explained in great detail in [22] that based their result from the analysis on large-system
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limit by using replica-method, (which is used in statistic mechanics) presented in [95].
5.2.2 Design o f  Turbo CLi M U D D
In this sub-section, we present the implementation of turbo MUDD to MC-CDMA  
systems that employ LDS structures. In fact, there is not much differences compared to 
the un-coded system, where no message exchange between the MUD and FEC decoders 
exists. Figure 5.3 shows the factor graph representation of the turbo CLi MUDD 
applied on the system employing LDS structures. Also, for instance, a trellis-based 
FEC decoding algorithm for 1-st user is shown in the factor graph.
FEC-Specific
INTERLEAVER for User k
Symbol - 1 Symbol - 2 Symbol - M
Figure 5.3: Factor-Graph for Turbo Multiuser Detection/Decoding
In the turbo CLi MUDD, there exist two iterative processes: inner and outer iterative 
processing for the CLi MUD and the turbo-style processing, respectively. Since, now, 
we have two iterative processes involved, the message update algorithm should be 
addressed accordingly. Let t and m be the turbo iteration index and the symbol index,
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respectively. The messages updates in (3.6) and (3.6) can modified as
Bn\(xk) =  J2 (5-2)
me£k\n
4t(*fc) «  * n .4 i (* i ) .v ie a \ fc ) -  (5.3)
Table 5.1 summarizes the implementation of the turbo CLi MUDD.
Turbo Chip-Level Iterated MUDD
01: INIT Initialize the iteration indeces: j  — 0,£ — 0.
Set Pn(xk) =  0.5,Vn £ [l,iV],A: £ [1, K]
Then, 4>J(^.) =  In (P7l(xk))ffin  £ [1, AT], A: £ [1 ,I<\
02: FOR t =  l : T  DO
03: FOR m =  1 : M  DO
04: FOR j  =  1 : J DO
03: FOR n =  1 : N  DO
04: FOR Vfc £
05: 1. Update C32 ( x k[m]) using (3.11).
06: END
07: END
08: END
09: Update £3fi (xk)Nn — 1 , . . . ,  N,\/k — 1 , . . .  ,K  using (3.6).
10: END
11: FEC Decoding for the a priori knowledge for next Turbo Iteration:
£ “f +1fe [m ]) ,V m =  [l .M ],n  =  [ l ,N],k =  [1,I<]
12: END
13: FOR k — l : I <  DO
14: Hard Decision according to (3.14)
15: END
Table 5.1: Summary of the Turbo CLi MUDD
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5.3 EXIT Chart Analysis
In this section, an EXIT chart analysis, devised in [143], is provided to investigate the 
performance behavior of the turbo MUDD. To create an EXIT chart, a constituent 
decoder (either MUD or FEC decoder) is modeled as a device mapping a sequence of 
observations X  and the input a priori information L; to a new sequence of extrinsic 
information L0. From [143], mutual information of a BPSK modulated bits can be 
calculated as follows
where I (L i ]X ) E [0,1] and /l ,(Z \x ) are the calculated mutual information with input 
Li and observation X  and the distribution of the a priori information conditioned on 
x E { —1 ,+ 1 } , respectively.
The same procedure is used to calculate the mutual information of the output of a
constituent decoder. This is done by, firstly, estimating the pdf from the histogram
of the output LLR L0 of a constituent decoder and then (5.4) is used to calculate it 
numerically.
For notation brevity, we denote I.f'njD =  /(Z+'IUD; X)  and / AIUD =  /(L ^ IUD; X )  as the 
mutual information measures of the input and the output of the MUD, respectively. The 
same applies to the FEC decoder so that l f EC =  / ( L } ec ; X )  and / EEC =  JT(LEEC; X).
When a consistent single symmetric Gaussian approximation is applied to the pdf of 
the Li , i.e. L; ~  A /"((l/2 )of, o f ) , the mutual information is a function of the single 
parameter cr.; [144]. Let J(cr;) =  I;(cr;) be a monotonically increasing function with two 
extreme values:
lim J(<7;) =  0 (5.5)<ji—* o
lim J(oi) =  1, (5.6)>00
where (5.5) and (5.6) denote without and full a priori information, respectively. Fur­
thermore, the function J(cr;) is invertible, i.e. [143]
ai =  J~l {Ii(ai)). (5.7)
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In short, the EXIT chart can be seen as the non-linear mapping process between the 
input and the output mutual information of a constituent decoder. Since mutual infor­
mation is a function of the entire pdf instead, Gaussian approximation is not necessarily 
required and, consequently, EXIT chart can provide the very insightful description of 
the iterative process.
5.3.1 Selection Criteria for FEC Codes
In this sub-section, we review general selection criteria of FEC codes, in particular, the 
convolutional codes, using the EXIT chart.
From literature, it has been well-studied that not only the code generator, but also the 
constraint length and the coding rate can affect the performance of convolutional codes. 
By using the EXIT chart, we compare the behavior of two convolutional codes with 
different rates and constraint lengths. For evaluation, we use two half-rate convolutional 
codes with G — (133,171)s and G =  (23,35)s whose constraint lengths are 6 and 4. In 
addition, a rate R =  1 /3  convolutional codes with G =  (23,33,37)8 whose constraint 
length is 4 is also used for comparison. Figure 5.4 shows that the convolutional codes 
with lower rates have better mutual information output compared to the ones with 
higher rates when the a priori knowledge with the same amount of mutual information 
is used as an input.
Along the lines with [145], Figure 5.4 also shows that the convolutional codes with 
shorter constraint length provides better extrinsic output for a priori input with low 
mutual information. On the other hand, when a priori input with a greater mutual 
information is known, convolutional codes with longer constraint lengths are recom­
mended. However, increasing the constraint length results in more memory and com­
plexity requirement.
One thing to noted is that the effect of finite block length. The curves given in Figure
5.4 are evaluated for a small block length, i.e. M  =  100 by using histogram method. 
Consequently, it affects their EXIT curve behavior. As shown in Figure 5.4, the EXIT  
curve of the 1/2-rate convolutional codes do not show the correct intersections. This 
behavior has been explained in [144], which highlighted that, instead of a single line,
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Input Mutual Information
Figure 5.4: EXIT Chart for CC with different rates and constraint lengths
the EXIT curve of the codes measured with finite block length should be represented 
with a band of curves. However, for the consistency with the simulation results, the 
EXIT curve of the convolutional codes are evaluated for block length of only M  =  100.
5.3.2 B E R  Estim ation
The EXIT chart can also be used to predict the BER performance. Again, by assuming 
a consistent Gaussian approximation, the SNR can be defined as [144]
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then by using single parameter <ta, the coded BER can be computed by using Q- 
function, i.e.
a aPe =  Q { y Sm ))= Q (^ - ) . (5.9)
Here we plot in Figure 5.5 the curve of cr of a consistent Gaussian approximation versus 
its Mutual Information as well as a of a consistent Gaussian signal versus the predicted 
BER.
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Figure 5.5: Relations between the standard deviation of Gaussian Input and the Mutual 
Information as well as the BER
In order to calculate the value of a\ for a given number of turbo iterations, the soft- 
output of the coded bits can be written as the sum of the a priori mutual information 
Ldec and the extrinsic mutual information LMUD, which can be denoted by [144]
A  =  l m u d  1 TDEC+  Ll (5.10)
Furthermore, by assuming that both LDE<~ and LMUD, are Gaussian distributed, their 
summation is also Gaussian distributed with variance a A and mean cfy/2, where
= °"lmud +  cr\d e c - (5.11)
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Finally, the BER prediction can be made by evaluating the calculated to Figure 5.5 
in order to extract the corresponding BER value.
5 .4  T h eoretical C ap acity  of M ultiple A ccess Uplink C han­
nel
From literature, it has been well-documented that the WBE-based signatures are the 
optimum signatures in an overloaded condition. By using (2.63), we plot, as depicted 
in figure 5.6, the achievable spectral efficiencies of systems that employ various LDS 
structures as well as the WBE-based signatures.
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Figure 5.6: Spectral Efficiency of Several LDS Structures Obtained with Optimal Pro­
cessing.
Figure 5.6 shows that, systems that employ LDS structures can approach the optimum 
achievable spectral efficiencies, i.e. with the WBE-based signatures, when the optimum 
MUDD is employed. However, the optimum MUDD is often impractical. Therefore,
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sub-optimum approaches, such as turbo MUDD, should be investigated further. Moti­
vated by the results reported in from [22] that stated that, the loss due to partitioned 
MUDD is proportional to the multiuser efficiency of employed MUD, a turbo MUDD 
that employs an MUD with good multiuser efficiency should be able to approach the 
performance of the optimum MUDD. Moreover, since the optimum MUD achieves the 
best multiuser efficiency among other MUD techniques [45] and since an LDS struc­
ture also allows a more efficient implementation of optimum MUD via Message Passing 
Algorithm, combined with a proper FEC coding with turbo MUDD processing, the 
spectral efficiency of systems employing LDS structures that are plotted in Figure 5.6 
can be closely approached.
5.5 Performance Analysis in AW GN  Channel
In this section, the simulation results of turbo MUDD are evaluated for the case of 
AWGN channel. The focus of this evaluation is to measure the performance of various 
CLi MUD techniques when complemented with FEC coding. It is to be seen that 
by employing LDS structures complemented with CLi MUD techniques, the system 
complexity can be reduced by having a smaller number of turbo iterations.
Furthermore, a more interesting subject is whether the lower-complexity CLi MUD 
technique such as the G-GF CLi MUD can be improved via turbo processing. How­
ever, since it is desirable to have less turbo iteration rather than the iteration inside 
the CLi MUD, several configurations are required for such a lower-complexity imple­
mentation. In our simulation, throughout, we limit the number of turbo iteration to 
3 and the interleaver size is set to 100. For examination, we opt to use the following 
LDS structures, as listed in Table 5.2.
The performance of the LDS structures listed in Table 5.2 for un-coded system is given 
in Figure 5.7 that shows that even though the SUB can be achieved, with very little 
performance loss in the high SNR regimes, their performance suffers a big degradation 
in the lower SNR regimes.
Specifically, for the system employing LDS 32 x 80 b has around 3.2 dB loss in per-
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Table 5.2: List of LDS Structures Used for CLi Turbo MUDD
LDS Schemes P Regularity dy dc Girth % CoF
12 x 16 1.333 Regular 3 4 6 0
32 x 64 2.000 Regular 3 6 6 0
32 x 806 2.500 Quasi-Regular 3 {7,8} 6 0
10°
Eb/N0(dB)
Figure 5.7: Performance Of Un-Coded System Employing LDS Structures Under In­
vestigation With CLi LM MUD
formance compared to the SUB at BER =  4 x 10~2. Motivated by aforementioned 
results, an FEC coding is incorporated into the systems. In this thesis, a simple convo­
lutional code is utilized as the FEC coding of interest. Throughout, the same half-rate 
constraint length u =  6 convolutional code with generators [133,171]oct is used for all 
users. Furthermore, distinct random bit-interleaver is employed.
Firstly, the system is running LDS 12 x 1G with full-capacity of 16 users. The simulation 
result is shown in Figure 5.8. It is easy to see that by using only 3 turbo iterations, a
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performance a very close to SUB can be achieved. Specifically, a loss of approximately
0.1 dB can be observed with by using 2 turbo iteration at BER =  10~5. Interestingly, 
to achieve that performance, CLi LAI MUD is used with 10 iteration with the MUD 
for the first stage and only 1 iteration is needed with CLi LM MUD for the second and 
third stages. It shows that the complexity needed for the detection is sufficiently low.
Figure 5.8: Performance Of Coded MC-CDMA System Employing LDS 12 x 16 With 
Brute-Force CLi Turbo MUDD
We also present the EXIT chart analysis in Figure 5.9 that provides more insightful 
information than the results presented in Figure 5.8. The entry for EXIT chart is given 
by the input and output mutual information relation of the CLi LM MUD at Eb/No =  
— 1 dB (un-coded) that points to the same curve of the coded-bits at Eb/No ~  2 dB 
with one-half rate FEC Code.
In order to predict the coded BER performance of the turbo CLi MUDD, the points, 
in Figure 5.9, where the trajectory hit the MUD curve must be evaluated. From each 
point a pair of /AIUD and values, which correspond respectively to the LDEC and
Lmud, are extracted. Further, by applying (5.7) into Figure 5.5, the values of o Ld e c
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Figure 5.9: EXIT Chart for LDS 12 x 16 
and a i f e c  can be given.
Furthermore, by using (5.11), <7 a can be calculated. Hence, by using the calculated 
the coded BER can be extracted from Figure 5.5. The comparison between the coded 
BER calculated by using EXIT chart analysis and that by using computer simulation 
is given in Table 5.3
Table 5.3: Comparison of Coded BER Performance Calculated via EXIT Chart and
Simulation
Iteration N um ber 1 2 3
Estimated Coded BER (Eb/No — 2 dB) 1.90 x 10-2 7.08 x 10“ 3 5.52 x 10~3
Simulated Coded BER (Eb/No =  2 dB) 2.62 x 10~2 8.24 x 10~3 5.47 x 10“ 3
Estimated Coded BER (Eb/No — 3 dB) 2.40 x 10“ 3 4.1 x 10“ 4 3.54 x 10~4
Simulated Coded BER (Eb/N0 =  3 dB) 4.95 x 10~3 4.47 x 10“ 4 2.98 x 10~4
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It is easy to see that from Table 5.3, the estimated coded BER calculated from EXIT  
chart are in agreement with most of the simulation results. This suggests that, the EXIT  
chart with a consistent Gaussian approximation can be used to accurately estimate the 
BER performance of an iterative systems, in this case turbo MUDD.
Secondly, we evaluate the system with higher loading conditions, i.e. by using LDS 
32 x 64 and LDS 32 x 80b. Due to the computational complexity issues in the simulation, 
we limit the turbo MUDD process to maximum of 3 turbo iteration and the group size 
for G-GF CLi LM MUD to maximum of 8. Specifically, for LDS 32 x 64, we compare the 
performance of brute-force CLi LM MUD and the G-GF CLi LM MUD with [G| =  3. 
Whereas for LDS 32 x 80b, we only employ G-GF CLi LM MUD with |G| =  4.
For these heavily-overloaded conditions, the G-GF CLi LM MUD is used with the 
following configurations: 10 iterations and 2 iterations are used with smoothing process 
for the first stage and second stage, respectively. Then, 1 iteration without smoothing 
process is employed at the third stage. Then, as depicted in figure 5.10, with only 
3 turbo iterations the performance loss of less than 0.1 dB compared to SUB, when 
examined at BER — 10~5, can be achieved for the overloading of 200% when the 
brute-force CLi LM MUD is utilized.
It is also interesting to see from Figure 5.10 that there exist a big performance jump 
from each turbo iterations. Furthermore, by using (dynamic random user grouping) 
G-GF CLi LM MUD with |G| — 3, almost negligible performance loss can be observed 
at BER =  10~5 compared to its brute-force CLi LM MUD counterpart.
The similar performance can also be seen for the LDS structure with even higher 
loading condition, i.e. (3 =  2.5. We plot the performance of G-GF turbo CLi MUDD 
with |G| =  4 and the brute-force turbo CLi MUDD. Also, from figure 5.10, we can see 
that relatively small loss in performance can be observed due to using smaller group 
size. However, compromised with the huge complexity reduction, the G-GF turbo CLi 
MUDD is a sensible selection.
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Eb/N0(dB)
Figure 5.10: Performance Of Coded MC-CDMA System Employing Heavily-
Overloaded LDS Structures With G-GF CLi Turbo MUDD
5.6 Performance Analysis in Frequency-Selective Fading 
Channel
Having so far evaluated the performance of LDS structures complemented with CLi 
MUD techniques for AWGN channel, in this section, the more realistic evaluation is 
made for frequency-selective fading channel. Furthermore, since the focus of this thesis 
is on the flat-fading issue, therefore in order to cope with the frequency-selectivity 
demand of the channel, MC-CDMA is chosen as the system of interest. In this case, 
LDS 12 x 16 is used the structure of interest.
5.6.1 Extrem e Cases I : Block-Fading
In this sub-section, we investigate the performance of turbo MUDD in one of extreme 
cases of multipath fading channels, i.e. block-fading in frequency-domain. In this sce­
nario, each user’s channel is i.i.d. channel whose realization does not change throughout
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the frame period. Hence, the system is benefitted only from the multiuser diversity as 
well as the coding gain.
This evaluation is intended to show the closeness, in BER performance, between the 
SUB and the multiuser system employing LDS structures. The performance of CDMA  
systems in Rayleigh-distributed Flat-fading channel is well-known and is given as
Pe =  £{Q(||h||snr)}, (5.12)
where the expectation is taken for all channel realizations. To verify the result find 
from our simulation and the theory by using (5.12), we run a Monte-Carlo simulation 
for 107 channel realizations to calculate the BER for the SUB. Due to the closeness 
of the simulated and estimated values, instead of plotting it in a figure, we present 
it in Table 5.4. It shows that the simulated BER of the coded-bits matches with the 
monte-carlo simulation by using (5.12).
Furthermore, Table 5.4 also reveals that, basically, One-Shot MUDD is enough to 
approach the SUB performance in block Rayleigh-Distributed fading channel and turbo- 
iterating the results does not improve the performance further as the SUB performance 
has been achieved.
Next, we present the performance of a turbo CLi MUDD with convolutional codes with 
different rates and constraint lengths in Figure 5.11.
Firstly, we use a half-rate convolutional code with a generator C?cCi2 =  (133,171)s 
whose constraint length u — 6. By using this half-rate code, as we can see in Figure 
5.11(a) that the turbo CLi MUDD performance in overloaded condition with LDS 
12 x 16 can approach the SUB with more loss observed at lower SNR regimes.
Furthermore, we utilize the convolutional code with R =  1 /3 with generator GqCi3 — 
(23,33,37)8 whose constraint length is 4. Figure 5.11(b) depicts that even at low SNR 
regime, the performance of SUB can be achieved in overloaded condition by employing 
a turbo CLi MUDD. Then, we can draw a conclusion that by selecting a correct code, 
the system performance can be improved.
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(a) R=  1 /2
(b ) R = 1 /3
Figure 5.11: Performance of A Turbo MUDD in Block Rayleigh-Distributed Fading 
Channels
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Table 5.4: Coded BER of CLi LM MUD over Block Rayleigh-Distributed Fading Chan­
nels
Eb/No -  10 log(2) SUB
Estimated
SUB
Simulated
LDS 12 x 16 
1st iteration
LDS 12 x 16 
2nd Iteration
0 2.1137 x lO "1 2.1168 x 1 0 "1 2.2693 x 1 0 "1 2.2272 x 1 0 "1
5 1.0870 x 1 0 "1 1.0950 x 1 0 "1 1.2235 x lO "1 1.1368 x 1 0 "1
10 4.3577 x 1 0 "2 4.4028 x 1 0 "2 4.7239 x 10“ 2 4.7239 x 10“ 2
15 1.5104 x 10“ 2 1.5330 x 10~2 1.5540 x 10~2 1.5540 x 10~2
20 4.9287 x 1 0 "3 4.9212 x 10~3 5.0647 x 10“ 3 5.0647 x 1 0 "3
25 1.5776 x 10“ 3 1.5663 x 10“ 3 1.5454 x 10~3 1.5454 x 10~3
30 4.9368 x 1 0 "4 4.9019 x 10“ 4 4.9243 x 1 0 "4 4.9243 x 1 0 "4
35 1.5975 x 10~4 1.5394 x 10~4 1.5518 x 10~4 1.5518 x 10~4
5.6.2 Extrem e Cases II : H ighly Frequency-Selective Fading Channel
Furthermore, we evaluate the system employing LDS structures in the channel where 
the frequency diversity can also be observed in addition to the multiuser diversity 
and the coding gain. In this scenario, a diversity equal to the effective processing 
gain is exploited during the transmission of a frame. In other words, by employing 
distributed sub-carrier allocation, the channel realization during one symbol observation 
is independent from one chip to another. But the exact same channel realization is 
observed for each symbols in a frame.
Our simulation, as depicted in Figure 5.12, shows that within two turbo iterations, 
a performance approaching SUB can be approached. Interestingly, our investigation 
shows that at the second turbo iterations, only one inner iteration is required for the 
CLi LM MUD to achieve this performance.
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^/No (dB)
Figure 5.12: Performance of Turbo MUDD in Frequency-Selective Fading Channels 
5.6.3 M obile W iM A X
In this sub-section, we use a practical example of the IEEE 8 0 2 . 1 6 e - 2 0 0 5  Mobile 
Worldwide Inter-operability for Microwave Access (WiMAX) with the system specifi­
cation listed in Table 5.5 [146].
Assuming that the mobile stations are active with velocities of v =  50 kmh and with 
the system parameters specified above, the Doppler frequency is calculated by [147]
f D,p =  —  cos(qp), (5.13)
c
where c and qp denote the speed of light and the angle of incidence of a wave assigned 
to the p-th path, respectively, and this results in fo,p =  231.5 Hz. Since the doppler 
spread is significantly smaller than the sub-carrier spacing, the system with parameters 
specified in table 5.5 is said to be ICI-free.
Moreover, the channel used is the 6-Tap SUI-5 model whose channel profile is given in 
table 5.6.
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Table 5.5: Mobile W iM AX System Specifications
Parameters Values
Frequency Carrier ( / c) 5 x 109 Hz
Sampling Frequency 11.2 x 106 Hz
FFT Size (Nfft) 1024
Sub-Carrier Spacing ( / ) 10.94 x 103 Hz
Useful Symbol Time (7} =  1 / / ) 91.4 x 10-6  sec.
Guard Time (Ta — Ti/8) 11.4 x 10~6 sec
OFDM Symbol Duration (Ts =  2} + Tg) 102.9 x 1 0 "6 sec.
Table 5.6: Profile for 6-Tap SUI-5 Channel
Parameters Values
Number o f Paths 6
Delay (r) [0,200,4000,6400,10000,10300] x 10“ 9 sec.
Power (p(r)) [ 0 , - 3 , - 5 , - 7 , - 1 0 , - 1 3 ]  dB
Prom [134,147] it is known that the channel produces a negligible amount of ISI if the 
OFDM symbol duration is substantially larger than the maximum delay, rmax. By using 
the information gathered from table 5.5 and 5.6, we can safely conclude that the system 
in this particular channel will experience a negligible amount of ISI. Furthermore, the 
residual ISI can be completely removed by setting the guard interval to be larger than 
the time dispersion of the channel, which is quantified by its delay spread. From [147], 
the delay spread is given by
/ Jn°°(r  — r )2p(r)dr
ff‘ v JT V M *- ’
where r defines the mean delay and can be calculated by
fn°°  t p (t )cLt
f  =  ?°° 7  w ■ 5-15Jo P(T)dT
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By using (5.14) and (5.15), the delay spread of 6-tap SUI-5 channel is ot =  3.08 x 10-6  
second and is smaller than the guard-interval. Thus, the system to be implemented 
satisfy this requirement. Hence, the system is said to be ISI-free when operating in this 
channel.
Conclusively, the frequency-domain model given in (5.1) can be used straightforwardly 
in Mobile W iM AX in channel 6-tap SUI-5 model. Incorporating the LDS structure 
with N  =  12 chips, in each of the OFDM symbol contains 76 parallel symbols and 
leaving 112 sub-carriers be null-sub-carriers.
The simulation results for this ease study are depicted in Figure 5.13. The uncoded 
performance of a turbo CLi MUDD can very closely approach the performance of 
SUB within 3 turbo iterations, especially at high SNR regimes as depicted by Figure 
5.13(a). Furthermore, by employing one-half rate convolutional codes, the coded BER  
performance can still approach, while not very closely after 3 turbo iterations, to that 
of SUB as depicted in Figure 5.13(b). Evaluated at BER =  10~5, the performance loss 
is observed at around 0.3 dB.
However, we are convinced that by employing more turbo iterations, the performance 
very close to SUB can be achieved by using a turbo CLi MUDD. More importantly, Fig­
ure 5.13(b) also demonstrates that while the effective spreading gain is 3 the frequency 
diversity gain that it gain through coding is shown to exceed beyond 3 by employing 
frequency-interleaving.
5.7 Conclusion
In this section, we have extended the application of LDS structures into MC-CDMA  
systems. With a proper design of MC-CDMA systems, the ICI and ISI can be avoided. 
Furthermore, by incorporating FEC Codes into the system, the performance of a turbo 
CLi MUDD have been evaluated for AWGN and multipath fading channels.
A near-optimum performance can be achieved within relatively small number of turbo 
iterations. In particular, our simulations have confirmed that with only 3 turbo itera­
tions, a performance very close to coded single-user bound can be achieved even when
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(a) Uncoded
(b ) Coded
Figure 5.13: The Performance Evaluation of A Turbo CLi MUDD in Mobile W iM AX  
in 6-TAP SUI-5 Channel Model
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the system is 200% overloaded condition and a simple convolutional code is employed.
Furthermore, an EXIT chart analysis has been presented. It has been shown that the 
coded BER performance of the turbo CLi MUDD can be well-evaluated by using EXIT  
chart combined with a consistent Gaussian approximation. We have shown that a very 
close agreement can be observed between the predicted and the simulated results.
Moreover, to reduce the computational complexity, G-GF CLi LM MUD with |G| <  6 
was investigated for the detection and decoding of system with upto 250% overloaded 
condition. Impressively, with LDS 32 x 64, whose dc =  6, the performance loss due 
to less optimum G-GF CLi LM MUD with |G| — 3 is almost negligible at higher SNR 
regime, specifically at SNR >  4 dB. We also observe a big performance improvement are 
made as the number of turbo iterations is increased. Table 5.7 presents the summary 
of performance of the turbo CLi MUDD when utilized to a coded system employing 
LDS structure.
Table 5.7: Performance Summary of a System Employing LDS 32 x 64 and Convolu­
tional Code with G=[133,171]oct. Performance loss (in dB), when compared to coded 
SUB, is evaluated over AWGN channel at BER =  10~5.______________
Group Sizes Turbo Iterations Loss (dB)
|G|=3 2 0.95
3 0.29
Q II OS 2 0.72
3 0.19
For the multipath fading channels, the turbo CLi MUDD has been also demonstrated 
for two extreme cases: block fading and highly frequency selective fading channels and 
a practical channels for Mobile W iM A X system. It was revealed that with a turbo CLi 
MUDD, approximately 2 turbo iterations are needed to really approach the SUB at 
low SNR regimes. On the other hand, for high SNR regimes, one-shot partitioned CLi 
MUDD is sufficient to achieve the performance very close to the SUB.
We also have demonstrated that even though the effective spreading gain is smaller
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than the actual processing gain, the frequency diversity can be gained via interleaving 
and coding to approach the maximum achievable diversity provided by channel and the 
system specifications.
Chapter
Conclusion and Future Work
6.1 Conclusion
This thesis explores multiuser detection/decoding problems in overloaded synchronous 
CDMA systems, where linear dependency between at least two spreading signatures 
exists. To overcome this problem, a novel LDS structure is proposed at the transmit- 
end. To complement the proposed LDS structure, various CLi MUD techniques are 
introduced and are thoroughly examined for different formats of the LDS structures: 
regular, quasi-regular, and irregular. Our results show that when the factor graph of 
the underlying LDS structure contains no CoF, the CLi LM MUD with a brute-force 
search can approximate the optimum MAP detection, especially for high SNR regimes.
From the information-theoretic point of view, by assuming that the optimum MUDD, 
via super-position decoding, is feasibly implemented, the achievable capacity of a system 
utilizing an LDS structure is just slightly less than that with the optimum signatures 
for the overloaded condition, i.e. the WBE-based signatures, for every SNR points. 
However, since the LDS structure allows a computationally more affordable approxi­
mation of the optimum MAP detection, it becomes a very attractive alternative for 
practical implementation.
This thesis also investigates the performance behavior of the proposed CLi MUD tech­
niques. Our study confirms that the proposed non-linear smoothing process is an
147
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effective method for minimizing the detrimental effects of the oscillatory behavior and 
chaotic condition that often occur during the iterative process in the CLi MUD tech­
niques. However, our study also reveals that the non-linear smoothing process is rela­
tively ineffective when operating at low SINR values at the chip-level, which appears 
when the system is experiencing very heavy overloaded conditions. In this thesis, the 
maximum processing gain is limited to N =  100, due to the computational complex­
ity involved in the computer simulations. With this constraint, we found that the 
non-linear smoothing process is still effective when the system is in a 300% overloaded 
condition.
In addition, if the number of bit-errors is small, which typically occurs at high SNR 
regimes of convergent cases of CLi MUD techniques, the Bit-Flipping process is shown 
to be able further to improve the detection process. Our results show that a BER  
performance close to the SUB can be achieved at high SNR regimes when the brute- 
force MAP-based CLi MUD techniques are employed to exploit the appropriate LDS 
structures.
The performance of a system employing the brute-force MAP-based CLi MUD tech­
niques remains dependent on the characteristics of the designed LDS structures. Based 
on our observations, the system performance can approach very close to the SUB if the 
employed LDS structure has the following characteristics.
® The factor graph of the underlying LDS structure has a large Girth.
® A large processing gain.
® A large effective processing gain.
@ A small percentage of CoF and small number of neighborhood of u>i with I >  2.
The existence of a CoF in the underlying factor graph of an LDS structure indeed 
degrades the system performance due to the double-counting effect. Among the brute- 
force MAP-based CLi MUD techniques, the CLi MLM MUD is shown to be less sensitive 
to the double-counting of messages compared to that of the CLi LM MUD. Further to 
quantify the effect of double-counting, the number of neighborhood wi with I >  2 is also
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used in order to indicate the pairs of users that interfere with each other in more than 
two chip positions. Our results suggest that, by incorporating the proposed non-linear 
smoothing process, the performance loss of the system employing an LDS structure 
with a small percentage of CoFs and a small number of W[ >  2 is only minor when the 
brute-force MAP-based CLi MUD techniques are employed. For instance, operating on 
LDS 60 x 120, the performance loss, due to the existence of 40% CoFs and the absence 
of wi >  2, is approximately 0.8 dB when evaluated at BER =  10~5 compared to that 
without CoF.
Therefore, since the system performance is dependent on the characteristics of the 
employed LDS structures, M C-CDMA systems are more realistic targets for practical 
implementations where the overlapping effect of the multipath fading channels in the 
time domain can be translated into the flat-fading effect in the frequency-domain.
Furthermore, in this thesis, more-affordable CLi MUDs that are based on the Gaussian- 
Forcing technique are also introduced. Most notably, the G-GF CLi LM MUD that 
provides a very good trade-off between performance and complexity is proposed and 
analyzed. Combined with the proposed dynamic user grouping, the G-GF CLi LM 
MUD is shown to approach the performance of the brute-force CLi LAI MUD. Our 
investigation, nevertheless, reveals that the G-GF CLi LM MUD technique converges 
more slowly than that of the brute-force CLi LM A'lUD technique. In addition, similar 
to the brute-force CLi LM A4UD technique, the G-GF CLi LM MUD technique is shown 
to be less sensitive to positive SNR offset, up to approximately 10 dB.
Moreover, the extrinsic message calculated in the CLi MUD techniques, including the G- 
GF CLi MUD, can be approximated with a Gaussian signal when operating on (quasi)- 
regular LDS structures. Adore precisely, at low SNR regimes, the message is found to be 
distributed according to a mixture of symmetric Gaussian signals. Interestingly, at high 
SNR regimes, the message, at the threshold iteration, can be well-approximated with 
a single symmetric Gaussian signal with the ratio of its mean and variance approaches 
2, which is akin to the message distribution of a single user signal transmitted over 
Gaussian channels [143].
The performance of a coded system employing LDS structures is also evaluated by
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using separate detection and decoding via the turbo processing. It is shown that, by 
using turbo CLi MUDD, the performance of a single-user bound can be achieved with 
a small number of turbo iterations. This result is very promising since implementing 
turbo processing in the real system involves an intensive signaling overhead. In addition, 
the performance of turbo CLi MUDD is also analyzed by using EXIT chart. We show 
that the performance predicted by using an EXIT chart provides a close agreement 
with the simulation results. It suggests that EXIT should be used when designing the 
LDS structures.
6.2 Future Work
This thesis provides the fundamental knowledge for the implementation of LDS struc­
tures into practical systems. For this reason, some suggestions for future work are given 
as follows.
1. The non-linear smoothing process in this thesis is found by using trial-and-error 
before the detection starts. Our investigation shows that the trend of the smooth­
ing coefficients is a monotonically non-increasing function of the number of itera­
tions. Therefore, an adaptive algorithm, e.g. gradient-based, can be used to find 
better smoothing coefficients.
2. Early stopping criteria can also be designed to aid the non-linear smoothing- 
process.
3. The G-GF CLi LM MUD is still employing a brute-force search (with a search 
space spanned by users in the group). Further to reduce the complexity, the 
M-Algorithm, which selects M  best assignments, can also be used in order to 
provide better trade-off between performance and complexity.
4. The performance of a system is dependent on the characteristics of the employed 
LDS structures and CLi MUD techniques. Furthermore, the performance of the 
CLi MUD techniques is also influenced by the SINR at the chip-level. It would, 
therefore, be interesting to perform a deeper investigation of the irregular LDS
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structures where the chip-level SINR of a user at some chip is significantly lower 
compared to their observation of other chips. The question whether that a user 
should simply switch-off their signal at that chip and then uses a lower number 
of chip-observations or keep its signal at that chip remains of interest.
5. An optimized LDPC-coded MC-CDM A system employing LDS structure should 
be evaluated. The relationship between the number of iterations of the CLi 
MUDs and the number of iterations inside the decoding of LDPC codes should 
be investigated in order to provide better system performance.
6. The robustness of a system employing an LDS structure against inter-cell inter­
ference is suggested. The information about the inter-cell interference pattern 
coming from system-level simulation should be incorporated; otherwise, inter-cell 
interference can be seen simply as noise amplification.
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