Quantum chemistry often considers atoms and molecules with non-zero spin. In such cases, the need for proper spin functions results in the theory of configuration state functions. Here, we consider the construction of such wavefunctions using the symmetric group and more specifically Young projectors. We discuss the formalism and detail an example to illustrate the theory. Additionally, we consider the pros and cons of specific implementations of spin symmetry in quantum simulation.
Accurate models for simulating chemical system must account for inherent quantum nature. In doing so numerically, all known methods face the challenge of intractable computation as the system grows and the accuracy requirement increases. Approximations such as the Born-Oppenheimer approximation 1-3 allow us to separate the nuclear and electronic problems. In solving the electronic problem, further approximations are made such as the approximate universal functionals in DFT 4 or the truncation of the Hilbert space using linear ansatz (CISD 5 , CASSCF 6 ) or using exponential ansatz (CCSD 7 ).
The introduction of quantum computation for quantum simulation 8, 9 offers the possibility of circumventing costly numerical methods. Instead, the dynamics of one quantum system (e.g. a quantum computer) can be used to simulate another (e.g. a molecule of commercial significance). This route to quantum simulation has been one of the driving motivations for building quantum computers. Many studies and algorithms have been proposed to close the gap between quantum computers and electronic structure calculations [10] [11] [12] . This article aims to take advantage of conventional algorithms developed around the symmetric group and use those techniques to do the same on the quantum computer.
Given a system of N nuc nuclei and N electrons, the non-relativistic time-independent electronic Hamiltonian 5 can be written as,
where, first term represents kinetic energy of electron i, Z m is the atomic number of nucleus m, r iI represents the distance between electron i and nucleus I, r ij is the distance between electrons i and j. Here and throughout we are using atomic units where the numerical value of , e, m e , (4π 0 ) −1 are set to unity.
This Hamiltonian gives the full spectrum of electronic energies at a given nuclear geometry (Born-Oppenheimer approximation). To get potential energy curves one should also add in the fixed nuclear potential energy n>m Z n Z m /R nm . Given that the Hamiltonian is non-relativistic and the system is subject to no magnetic fields, it has no terms which explicitly depends on spin variables. Therefore Hamiltonian commutes with the total spin operator [Ĥ el ,Ŝ 2 ] = 0 and the projection of the spin onto an axis [Ĥ el ,Ŝ z ] = 0. The commutation relations of the operators ensure a common set of simultaneous eigenfunctions forŜ 2 ,Ŝ z , andĤ el . The energy eigenstates with definite spin eigenvalues are be classified as singlets (S = 0), doublets (S = 1/2), triplets (S = 1) and so on. Solutions to Hamiltonian which are also eigenfunctions ofŜ 2 with eigenvalue S(S + 1) will have 2S + 1 degeneracy corresponding to the eigenvalues ofŜ z when no magnetic field is present. As the solution tô H el is computationally costly 13 , working in spin eigenbasis is a way to reduce the computation cost by working in subspace, which has been extensively used by physicists and chemists in standard computation [14] [15] [16] . Similarly, working in spin eigenbasis provides speed up for simulating electronic structure on quantum computers 11, 17 .
The outline of the paper is as follows: first in section I the symmetric group and its attendant ideas necessary for the construction of spin eigenfunction are detailed. Then in section II an application to doublet Li is detailed followed by a discussion of our conclusions in section III.
In this article, we detail the construction and implementation of the spin adapted formalism including notes on our Fortran implementation. In the first section, we describe the symmetric group approach. Then we apply the formalism to the Lithium atom. Finally, we discuss possible applications to quantum computing and future work. Readers may find the notation guide in Appendix A useful when perusing the article.
I. SYMMETRIC GROUP
For consistency with the notion of identical particles, the observable quantities such as the probability of occupancy should be unaffected by the exchange of two particles (since they are identical). The density matrix which contains a completed description of the system is quadratic in the wavefunctionρ = p i |ψ i ψ i |. Hence, the exchange of two particles cannot change the wavefunctions however a phase factor may be accumulated (since both the wavefunction and its dual appear). If the phase factor resulting from the exchange of two particles is +1, then the wavefunction is unchanged and said to be symmetric under particle exchange. If instead, as in electronic wavefunction, the phase factor associated with particle exchange is −1, then the wavefunction is antisymmetric under particle exchange.
In both cases, the properties of this phase factor can be understood using group theory.
This section focuses on the application of the symmetric group to fermionic (antisymmetric)
wavefunctions since these are most relevant to quantum chemistry.
This section is broken up into seven subsections. First, in order to explain applications of the symmetric group to quantum wavefunctions, we begin in subsection I A by defining the action of permutations. Next, Young frames and their correspondence to irreducible representations of the symmetric group are introduced in subsections I B and I C. In subsection I D, the conjugate of an irreducible representations is defined as it will be needed to construct spin eigenfunctions using the symmetric group. The spin eigenfunctions generated using the symmetric group approach (subsection I E) must be paired with possible spatial functions labelled by Weyl tableaux introduced in subsection I F. Finally, in the last subsection I G, the full antisymmetric wavefunction over both spin and spatial degrees of freedom is constructed.
A. Permutations
Here we introduce the key notions of permutations and establish our notations. The central object of this section is the symmetric group which must satisfy the requirements of an abstract group. A group is a set and an associated binary operation. The group must be closed under this operation. There must be an identity element, inverses exist within the set for all group members. The final requirement is that the binary operation is associative:
A * (B * C) = (A * B) * C. Here and throughout, we will assume our binary operation to be a multiplicative composition as defined below.
The symmetric group of order N , written S N , is the set of all N ! permutations of N items.
The action of a permutation P ∈ S N is defined as a transformation on which 1 is replaced by p 1 , 2 is replaced by p 2 , ... and N is replaced by p N . We can represent this permutation in a number of ways. We will be using cyclic notation to specify our permutations as (ij...k)(pq...r)(ab..c).... Each parenthesis, (ijk...l), represent the transformation that puts item i in the jth location, j to kth location, and so on with l being placed in the ith location.
When specifying a permutation that leaves N − m items unchanged, then we do not write down the trivial cycles since N may be considered fixed throughout the present discussion.
As discussed earlier, the exchange of two particles will play a key role in the physical properties of that wavefunction. The exchange of two particles corresponds to a transposition permutation. A transposition is defined as a permutation of only two items from the possible N items.
where i, j ∈ {1, 2, ..., N }. If j = i + 1, then this type of transposition is known as an elementary transposition. It can be shown that any P ∈ S N can be written as product of transpositions as well as elementary transpositions.
The number of transpositions required to represent a permutation depends on the choice of transpositions used in the decomposition. However, the even/odd parity is unique and will be denoted as sgn(P ). If the number of transpositions needed in any decomposition of permutation P is odd then sgn(P ) = 1 and if the transposition number is even then
Additionally, we can represent the permutations using matrices. A collection of matrices that multiply according to the rules of the group are called a representation of that group.
The trivial representation where every permutation is represented by the identity matrix, trivially obeys the multiplication of group elements for every group. The first example of a representation of a permutation P that maps item i to the p i th location is:
whose action can be defined using matrix multiplication rules when considering action on items listed in a column. For example, the matrix representation of expression (123
where a, b, c are items of any sort. The vector space corresponding to the different ordering of the three items gives rise to the representation M(P ) for P ∈ S 3 .
To motivate the idea of irreducible subspaces, consider the equal sum of the vectors
Now if we consider the action of any permutation of this vector v, one readily notes that nothing happens since all permutations merely change the order of the summation. This is the simplest example of an invariant subspace under the group S 3 .
Once one finds the subspace that is invariant, then one can remove that subspace from the original vector space resulting in a reduced space that is also invariant under the group S N . This resulting reduced space may also contain additional invariant subspaces but if it does not then it is said to be irreducible. The space {v} is necessarily irreducible since it is one-dimensional.
Given any vectors space with a defined action of the permutation group then matrix representation can be found as we will do in section I C below.
B. Young frames and tableaux
The Young frame is a way to label the irreducible subspaces of the symmetric group.
Note that the Young frames also mark the irreducible subspaces of the unitary group (a consequence of the Schur-Weyl duality). In sub-section I F when considering the spatial functions corresponding to a particular spin state this feature will play a crucial role. The
Young frames also provide a system for labeling the basis vectors of the irreducible subspaces using an extension known as Young tableaux (singular : tableau). We define both followed by examples for N = 5. Given a number N , a partition 18 is defined by
and
where λ i ∈ {1, 2, ...N }. Diagrammatically, these partition represents frame like structures where the k th row has λ k boxes. They are also known as Young frames A , we can write down the projection operators, E
[λ]
AA P T A ←T B . Operators S and A are symmetrizer and antisymmetrizer operators.
Then given a list of items, F , that can be acted on by permutations, the vector space
AB · F } forms a basis for the irreducible subspace spanned labelled by [λ] . Given this as a basis, one can then obtain the irreducible representation of P by examining how it transforms the basis vectors among themselves. This circuitous route can be shortcut using Young's algorithm (see next subsection) to write down the irreducible representations directly.
Before closing this subsection, let us consider the consequences of using the E
[λ] operators to construct the irreducible subspace. In the absence of magnetic field, the electrons have only two possible spin states we label as α and β. Because the operators E
AA antisymmetrize the columns of tableau T A , the mathematical restriction on possible irreducible subspaces limits tableaux for spin states to only two rows. If the tableaux have three rows then a tableau of the form (13) Then no matter which spin function, α or β, is chosen, the antisymmetrization over the column results in zero. Consequently, the first and second rows must correspond to different spin variables. The S z value of the total spin is related to the difference in length of the two rows. Hence, for N electrons with total spin S, the only partition of interest is [pq] : p+q = N with p − q = 2S.
C. Irreducible representation of the symmetric group using Young tableaux
Given a partition, the corresponding irreducible representations of the group elements can be generated using the basis vectors corresponding to standard Young tableaux. The algorithm for doing this is known as Young's algorithm. First, we will introduce some additional terminology, then describe the algorithm and end with an example of the representation of A is defined as number of weighted steps required to reach number q from number p where steps to the left or downward are counted as a positive step while those to the right and upward are weighted as negative steps.
As elementary transpositions can generate all the permutations, computing irreps of elementary transposition is sufficient for generating the full group. Irreps for a given partition
[λ] and elementary transposition (k k + 1), can be obtained using the axial distance between
For non-diagonal elements, apply permutation (k k + 1) to the tableau T
[λ]
A . If the result is not a standard Young tableau, then the matrix element is zero.
B , then
In general, if the irreducible vector spaces has basis states {F λ A }, then the action of a group element P ∈ S N must only rotate the states within the irrep. The irreducible matrix representation of the permutation operator P , U
[λ] (P ), records how the basis functions are changed within the irreducible subspace. We use the following definition for the transfor-mation of the basis vectors within the irreducible subspace:
For partition [32] in S 5 irreps for elementary transpositions are computed as: 
Since the irreducible representations of the group allow us to construct symmetry adapted states, the matrix representations are given in this section will be of key importance in section (I E) when constructing spin eigenfunction.
D. Conjugate Representation
In general, cannot use the same irrep of the symmetric group for both the spatial and spin functions to obtain a totally antisymmetric wavefunction over all variables. Even in the situation where both space and spin symmetries belong to the same irrep, their basis function must be correctly matched to achieve antisymmetry. The combined wavefunction should for any odd permutation yield a −1 phase factor following the anti-symmetry rule.
Hence, there is a need to construct the corresponding spatial and spins states to make sure that odd permutations of the combined coordinates under particle exchange result in −1 phase of total wavefunction. This can be achieved by using the representations which are conjugate to irreducible representation.
, is defined such that
for all P ∈ S N . As a result, we can also define the conjugate representation as
Since we are considering orthogonal representation (both real and Hermitian), the transpose
The A to get T E. Spin eigenfunctions generated with symmetric group irreducible subspace projections The electron as a structure-less point particle still has angular momentum associated with its spin. Since there is no preferential direction for quantization, we can assume all the electrons are either aligned or anti-aligned along the z axis. Then constructing eigenfunctions
is a matter of selecting how many spins are upward and how many are downward. However, the construction of spin eigenfunctions that are also eigenfunctions of theŜ 2 operator is less straightforward. The motivation for introducing the machinery of the symmetric group and its group structure is to simplify the understanding of spin variables in electronic wavefunctions. In this subsection, we realize this goal using Wigner projection operators. We also use branching diagrams to classify and count the spin states that correspond to a particular number of electrons and desired total spin. First, let us recall the basics of spin eigenfunctions.
We label spin eigenfunctions for N electrons, total spin S and total spin projection on z
Since it is a spin eigenfunction it must satisfŷ
The single-electron spin operators (lowercase) and the total spin operators are related bŷ
. Let α(s) and β(s) be one-electron functions of the spin coordinate s ∈ {↑, ↓} = {m s = 1/2, m s = −1/2} which we choose as spin eigenfunctions ofŝ z . We let them act as indicator functions with α(1/2) = β(−1/2) = 1 and α(−1/2) = β(1/2) = 0. We label arbitrary one-electron spin eigenfunction (S = 1/2) with σ(s i ) as (21) here i refers to the ith electronic spin coordinate s i ∈ {↑, ↓}.
The total number linearly independent spin eigenfunctions which gives same eigenvalue forŜ 2 for a given configuration of N is known as the degeneracy of spin eigenfunction denoted by
Unless, magnetic field acts on the molecule, the energy spectrum remain degenerate with the subspace of the f (N, S) spin eigenfunctions.
Primitive spin functions (PSF) for N electrons are defined as product of one electron spin eigenfunction.
If there are p orbitals with α spin and q orbitals with β spin in θ k , thenŜ z θ = (p − q)θ.
Graphical representation can be given to these PSF by assigning the direction of 45
• to α and −45
• to β. These diagrams are also known as path diagrams. Also, a digital representation can be computed by assigning 1 to α and 2 to β. Spin functions ending in β are ordered before the functions ending in α. If the last digit is the same, then one compares the second to last and continues similarly until all functions are ordered. This is known as the last-letter sequencing, and other orderings are possible e.g., dictionary sequencing. See The number of PSFs having whole path diagram above the x-axis gives the degeneracy of spin configuration, f (N, S), defined in the previous subsection. It is also equal to the dimension of the irreducible representation generated by the Young frame of partition [pq] : p+q = N ; p−q = 2S. Degeneracy of spin eigenfunction can be represented using a branching diagram where each point is assigned a number equal to total PSF which are above the xaxis. For N = 5 and M S = 1/2 there can be eight PSF, but only five of them will be above the x-axis. They are shown in Fig. 1 .
Using the primitive spin functions which stay above the x-axis and irreducible representation of S N within partition [pq], spin eigenfunctions can be constructed using the Wigner projection operator 18 . The projectors onto the irreducible subspace are connected to the irreducible representation of the permutation group via
Here U [λ] (g) AB is the A, B entry of the matrix representation of group element g within the irreducible subspace. For example, in the trivial representation discussed after (5) Table I .
U
[111] (P ) = 1 for all P ∈ S N . Then the Wigner projector is
where S is the symmetrizer as anticipated by previous experience.
As a consequence of the orthogonality theorems of group theory, the Wigner projection operators transform as basis function of the irreducible subspace (see the appendix for an elementary introduction). Consequently, we may write the projection operator as
where F λ I represents the Ith basis function in the carrier vector space of irrep [λ] . Then with the irreducible representations known, we will obtain the following rules for transformation of the Wigner projection operators:
And
We have assumed that U [λ] is real and orthogonal. This is justified since we are using Young's orthogonal representation above. Specializing to the case of the spin eigenfunctions, we can get the projection onto a basis function of the irreducible space. For an arbitrary primitive
where N C is a normalization constant which depends on the fixed value of C. Each fixed value of C generates the same projection, see (26) . We have also used fact that U (P 
G. Combination of Spatial and Spin function
After constructing the set of orthonormal spin eigenfunctions, {Θ A } per (33), the corresponding spatial part of the wavefunction must be constructed with the correct symmetry.
Similar to the previous section, the primitive spatial wave function is product function of one-electron spatial orbitals
We can find the spatial wavefunction with the correct symmetries by performing total antisymmetrization of a spatial primitive Y and an arbitrary spin eigenfunction Θ D . The unnormalized wavefunction is then
Permutation P acts on both the spin and spatial components of the wavefunction with P s acting as permutation P on the spin component and P r acting on the spatial parts.
From eq. (16) in section I E, the action of a permutation on spin eigenfunction that carries the representation is
Using this in the previous equation gives
Here both C and D are arbitrary basis labels from the irreducible vector spaces [λ] and [λ] respectively.
II. EXAMPLES: LI (S=1/2)
In this section, the doublet (S = 1/2) spin-adapted wavefunction for the Li atom is constructed using the techniques describe in the previous section. We can use the results from the end of I B, N = 3 = p + q and p − q = 2S = 1, to see that partition [pq] = [21] is the relevant irreducible subspace of S 3 . The irreps generated using Young's algorithm are used to construct spin eigenfunctions, and the corresponding conjugate irreps are used to build spin-adapted spatial functions with the help of Weyl tableaux. In the end, the combined wavefunctions can be used to obtain the energy spectrum within a basis of three spatial Gaussian functions.
The electronic Hamiltonian for Li atom according to eq. (1)
rewriting this asĤ
whereĥ
h(r i ) represents the one-electron operator andê(r i , r j ) represents the two-electron operator.
This notation helps in evaluating matrix elements. For a function written as product of one-electron basis functions,
where a, b, c, j, k, l correspond to the one-electron basis functions and r 1 , r 2 , r 3 represents electronic spatial coordinates. Expectation value of one electron and two electron operator is easy to evaluate using the following rules
These relations can be extended to any electronic Hamiltonian. Now moving to the next step of constructing spin adapted wavefunction using standard Young tableaux with partition [21] . There are only two standard Young tableau, which are shown below
Using the axial distance rule defined in section I C, the irreps corresponding to elementary transpositions are
Given that (13) = (12)(23)(12), (123) = (12)(23) and (132) = (13)(32) the remaining representations can be written as
Here U [21] (i, j, k...l) is the representation of the permutation that takes i to j, j to k,..., and l to i (cyclic notation). 
Let a, b, c denotes the one electron basis functions and using eq.(46) the total spin adapted function for Y = abc can be written as,
or
where,
A. Linearly independent set Now, both the spin eigenfunction and their corresponding spin-adapted spatial are available for Li (S = 1/2). One can use either of the equations (63) or (64) to construct the Hamiltonian matrix. We construct spin-adapted functions Ψ using Φ 1 and Φ 2
The input of primitive spatial function [a, b, c] to the spin-adapted function comes from
Weyl tableaux which are already available in section I F. There are eight primitive spatial functions as shown in eq. (67), which will generate eight spin adapted functions.
The 
B. Results
Using three local basis functions for Li of the form
with φ The spectrum obtained match the exact diagonalization. This can be verified using our code 21 .
III. CONCLUSION
We expect that direct implications for the present work lie in applications to quantum computing where the exponential size of the matrix is not a problem. Future work entails constructing spin eigenstates on quantum computers and extending the present analysis to configuration interaction black box simulation methods 22, 23 .
For black box quantum simulation, the sparsity can be defined with d as the maximum number of non-zero elements in a row. •
AB (g) denote the matrix element in column A and row B of a representation of a group element g within the irreducible subspace labelled by [λ].
• σ is an arbitrary spin function α or β.
• T
[λ]
A labels the Ath standard Young tableau with shape [λ].T
J labels the Jth standard Weyl tableaux.
• sgn(P ) gives one or zero depending on the sign of the permutation.
• Ψ[abc...; S, M S ] is an anti-symmetric N -body wavefunction composed of spatial orbitals a, b, c and expectation values S and M S of total spin operatorsŜ 2 andŜ z .
•
i |.
•Â indicates an N -body operator.
• S, A are symmetrizer and antisymmetrizer respectively.
• f ([λ]) is equal to the number of standard Young tableau.
• D λ is the dimension of the irreducible subspace. For the symmetric group
• W
A labels the Ath Weyl tableau with shape [λ].
• d A k k+1 distance in the A th Young tableau between k and k + 1.
• We use G for a group, h for the order of the group (the number of group elements) and denote the set of irreducible representation labels asĜ. 
Next, we have to remove undesired spin-components of the wavefunction. We can do so by specifying an operator whose null space corresponds to the spin sector we are removing. 
ConsiderÔ
This approach gives a genealogical way of constructing the spin-eigenfunction, which can be visualized using branching diagram ( Fig. 1 ) and hence they are also known as branching diagram eigenfunctions. Building on the orthogonality relation derived in the previous section, we can construct orthogonal projectors into an irreducible subspace.
We define the operators P [λ]IJ as
Since this operator is in the group algebra, we will need to consider it in a defining representation, say matrices U (g). We will rely on the orthogonality theorem from the previous section to give the projectors into the irreducible subspace. An additional complication is introduced because we are not necessarily in an orthogonal basis.
Orthogonal basis
To give an idea of our approach we begin with the orthogonal case first i.e. when the defining basis is {|F k : F j |F i = δ ij }. We will decompose the action of the g operator rightmost in (C1) using the unknown irreducible decomposition. The summation over the irreducible representations closes after invoking the orthogonality theorems. The orthogonality theorem also fixes the components of the irreducible representation. The action of group element g can be represented on a fix basis e.g. by matrix U (g). Then the representation U (g) can be written in the unknown irreducible representation decomposition giving
After a little massaging, we will insert this expression into (C1) 
