1.
Introduction. where the c ., 1~i~n, n:::: 1 are known constants. Asymptotic norman,l lity of (the standardized form of) T has been studied under diverse n regularity conditions and by diverse techniques by a host of research workers; we may refer to Stigler (1969) and Shorack (1969) where other references are cited. The present investigation concerns with the tailsequence {T k , k:::: n} and provides sui table invariance principles under appropriate regularity conditions. Instead of generalizing the Pyke- Shorack (1968) approach to the tail-sequence of empirical processes and incorporating the same to derive the invariance principles, we have formulated our results through some reverse-martingale characterizations of {T } . • -3-Section 4 deals with the almost sure (a.s.) convergence of certain functions of order statistics having relevance to the main theorems. The last section is devoted to some concluding remarks as well as to applications of the main theorems.
2. The main theorems. Let ¢n = {¢n (t): 0 < t~l} be defined by (2.1) c . n,l
and, conventionally, we let
Also, let u(t) = 1 or 0 according as t is~or < 0 and let
be the empirical d.f. Then, T may be rewritten as
We are interested in the case of smooth weights where (2.5) and, we define (2.6) lim ¢ (u) = ¢eu) exists for every 0 < u < 1 , • -5- We shall see in Section 3 that (2.9) also holds under the hypothesis of the theorem. Stigler (1969) Let leA) be the indicator function of a set A and also let (2.14 ) 
n, n,n the a-field generated by 3 . Proofs of the main Theorems. Let F = F(X l'''''X ,X .,j~l) n n, n,n n+J and X ., j~1 for n~1 . n+J be Then F is non-increasing in n . then {Tn' F n ; n~nO} is a reverse martingaZe.
equal conditional probability can assume the values with
Thus, the possible realizations of (X l""'X ) , n, n,n given F n+l are k = 1, ... ,n+l and these are conditionally equally likely; here for k = 1 (or n+l) the vector starts (ends) with X n + l ,2(X n + l ,n+l)
Hence for n~1 ,
Since d . are all equal to 0, the lemma follows from (3.1). n,l
As an illustration, we consider the following.
Example 3.1. Let k be a non-negative integer, nO = 2k + 1 and
Thus, Lemma 3.1 applies here.
, n is the sample mean while for k~1 it is a robust competitor of the sample mean; see Sen (1964) .
Let us now consider the proof of Theorem 1. Here, (2.9) is insured by Lemma 3.1 and (2.13). Also, note that for every 0~s < s + 0~1 ,
where (3.4) and
} has the reverse sub-martingale property, by q 2 q reversing the order of the index set and using Lemma 4 of Brown (1971), we obtain that for every E > 0 , (3.5) max I I -!-::
where by (2.U) and (3.4),
2 and also the 2 1 {W} to those of W implies that as n~00 n (3.6)
• Finally, if ¢ (x) be the standard normal d. f., then for every x~1 ,
, and hence, for every E > 0, we can choose 8(>0) , so small that the right hand side of (3.5) is less than n8, for some arbitrary n > 0 Hence, {W} is tight.
Consider next the proof of Theorem 2. Here also, by virtue of Lemma 3.1, we are in a position to apply the invariance principles for reverse martingales for our purpose. Towards this, note that
and, similarly, for 1~i < j~n ,
Thus, by (l.l), (3.7) and (3.8), 
n,l n,l n n n -1 n W (t) for (i-1)/n<ts:i/n, ls:iS:n and let
where we assume that ljJ (u) -+ ljJ(u) as n -+ 00 for V 0 < u < 1 and the inte- Proof. We may rewrite v -v as
n n n n -00
By the Kintchine strong low of large numbers, the second term on the r.h.s.
-12-of (4.6) a.s. converges to 0 as n~00. We write first term as
where C(O < C < (0) is so chosen that for given E: > 0 and n > 0 , Thus, by proper choice of n(>O) , the r.h.s. of (4.9) can be made : <; !zE:
a. s. , as n~00 Thus, I
+ I
-+ a a. s. , as n~00
Q.E.D. nl n3
In the above theorem, we need that Elxl r <: 00 for some r > 1 This may be relaxed (at the cost of additional restrictions on 1jJn) as follows. Proof. By (4.6)-(4.7), here also, we need to show only that I +1 -+0 n1 n3
a.s., as n-+ oo , and the crucial step is to show that as n-+ oo ,
In this context, we use the following result, due to Ghosh (1972):
for every n>O, there exists a K l (= Kn<OO) , such that as n-+ oo , We assume that fI{F n
we + J:{F n + 1 (y)[1-F n + 1 (yJ}"IHF n + 1 (y)) Idy ).
-00
As such, if we let We proceed on to (2.16). Note that if X 1 = X 1 k (1 s k s n + 1) , n+ n+, then under the condition that d . = 0, VIs i s n, n 2: nO' by (2.12), n,l
Hence, for every A > 0 , Note then W (l/(n+1)) = -[(n+1) 2/n (n+2)]¢' (6/(n+1) + (l-6)/(n+2)), 0 < 6 < 1, n !.:
Also, by (4.35) and (4.37), w(u) + 0 as n + 00 , n for every 0 < u < 1 .
Thus, if for some n: 0 < n < 0 < 1 , Thus, for every 0 > 0 , y can be made adequately large by choosing ex accordingly, and hence, in the truncated case, Elxl r < 00 for some r > 0 is sufficient. As such, Theorems 1, 2 and 3 readi ly extends to (rN' N~n} as we 11 ;
has to be adjusted only. 
