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I. Introduction
One of the major applications of statistics in industrial settings is for process
control. In statistical terms, the problem of process control is one of (sequential) sam-
pling to ensure that the process continues to operate with its parameters at the desired
levels. Thus, the problem can be viewed as a sequence of hypothesis tests. Note that
this is not necessarily a sequential test of hypotheses, as it is tacitly assumed that the
population will change over time. The role of statistics is to specify the sampling
and/or hypothesis testing methodologies that detect these changes in parameter levels
as soon as possible after a shift occurs. At the same time, methods need to minimize
the impact and expense of unnecessary sampling.
In many industrial applications, these hypotheses tests are visually conducted by
means of a control chart.Control charts consist of a plot of the estimate of the
parameter of interest, with time on the x axis and the observed level of the parameter
on the y axis.Critical values (also known as control limits) are drawn on this graph
so that if the estimate of the parameter stays between the critical values, no action is
taken. Whenever the estimate exceeds either control limit, the process is declared
out-of-control, and search for the cause of the shift in the parameter is mounted. The
cause, if one exists,is then corrected and the process is restarted.For discussion
clarity, assume that all processes are restarted with the process parameters at the
desired levels.
Walter Shewhart introduced control charts at Bell Telephone Laboratories in
1924.Initially designed to monitor the mean of a continuous random variable, this
method became known as Shewhart control charts (or X charts) and is still in wide2
use today. These charts are designed to provide a graphical method of tracking the
process mean to distinguish process changes due to random variation and assignable
causes.The assignable causes effecting the process could then be eliminated.
Though conceptually simple, these charts proved effective in a wide range of applica-
tions. A natural companion of the X chart proved to be the R, or range chart, and
later an S or S2 chart. Periodically sampling the process and tracking estimates of a
process location and scale parameter proved an effective method of keeping process
output near target. These data are then used to construct charts and test hypotheses
regarding the population mean and some estimate of population variability, be it the
range, standard error, or variance.
1.1 Historical Parameter Selection Methods for Shewhart Charts
Calculations for the construction of these charts are based on the assumption that
individual values are normally distributed, although good results are also obtained
when the sampled universe is not normal. (Duncan, 1974). Rules for selection of the
sample size, sampling frequency and control limits that drive the operation of a con-
trol chart vary from "common sense " up through loss function arguments. The fol-
lowing "rational arguments" led to frequent samples of four or five items, and gave
fairly good results in many applications. Further, these criteria make parameter selec-
tion a simple task. Duncan (1974) mentioned the following:
a. Samples of four or five are cheaper than larger samples. Further, the range
becomes an increasingly inefficient estimator of the process variability as the
sample size increases.
b. Process changes are less likely to occur during shorter sampling periods than
long ones.All analysis methods assume that process changes do not occur
DURING the sampling period.3
c. Historically, samples of four or five allowed fairly simple calculations.(This
is virtually a moot point today.)
d. More frequent samples mean that changes should be detected more quickly, as
there is, on average, less time between a process shift and the next sample.
Further, even if it takes two or three of the smaller samples to accumulate
enough sample information, i.e. statistical power, to detect the shift, this will still be,
on average, a shorter response time than would be required by much larger samples
that are taken less frequently.Actual average response times depend on the sample
sizes and sample frequencies being compared. However, if for a given size shift, one
expects to need a sample of a total of eight items to detect the shifts, samples of four
items every ten minutes will provide enough information, on average, much sooner
after the shift than a sample of twenty-four items every hour, assuming that the shift
occurs at a random time during the processing period.
To date, all of these analyses have focussed on sampling from a population in
which the sampled items are the primitive sampling units. The within-sample mean
and some estimate of variability are tracked as an estimate of the population parame-
ters at the time of the sample.Sample to sample values are compared to detect
changes in the "within-sample" values.
In practice, there is often a natural nesting of the items in the population to
examine. Numerous applications exist, and an actual solution for one is presented in
Chapter 6 to demonstrate and evaluate the various algorithms developed in Chapters
2, 3, 4 and 5.Examples include integrated circuit manufacturing, printed circuit
board manufacturing, and mixes that are produced in bulk, packaged into numerous
smaller containers, and then sampled to determine storage attributes. How to allocate
the sample between the primary and secondary units is a source of question. The
answer depends primarily on all of the uses that are to be made of a particular set of4
data. Are there performance criteria within primary units, as well as between primary
units? Is the decision function a probability measure or an economic model? Clearly,
the control chart methods need modification to account for these additions to the
"basic" questions, but are there any special caveats to consider?
1.2 Assumptions for Control Chart Construction
Before examining extensions needed to adapt the standard control chart methods,
it would be useful to enumerate the assumptions that are routinely made when con-
structing sampling plans for control charts once a sample size has been selected.
1.Control charts are constructed assuming that the items in the population fol-
low a normal distribution. This means that the distribution is completely charac-
terized by tracking the process mean and variance. Even if the population items
do not follow a normal distribution, significant changes in the sample mean or
variance mark a significant change in the underlying process.
2. Items that are selected in the same sample are assumed to have all been pro-
duced under a constant set of operating conditions. Process changes are assumed
to occur between samples.
3.For the traditional, unnested X and R, S and S2 charts, control limits are
based on within sample variability.
1.3 Loss Function Development for Control Charts
Numerous authors examined the loss function to determine economically optimal
sample sizes, sample frequency and control limits to see if there were other rules for
parameter selection that led to lower expected total cost of operating a process. They
learned that these control chart system parameters are very dependent on the relative
costs involved in the various components of the process loss function.
These authors modified Shewhart's basic methods for selection of control chart5
parameters to allow for selection of parameters that minimize the loss of operating a
process. This is a very appealing metric in industrial applications, and application of
these methods with a naturally nested population is the scope of this paper. These
methods began when Duncan (1956) first proposed selection of the control chart
design parameters so as to minimize the average cost per hour of operating a process.
Multiple other authors have addressed the same problem from a variety of angles and
applicationstospecificproblems and other types of controlcharts,leading
Montgomery (1980) to write an article summarizing all their work. Lorenzen and
Vance (1986) helped clarify the problem by proposing standard notation for economic
analysis of control chart models. Their suggested notation is used here and is sum-
marized in Appendix A. A summary of the past work in this area is contained in
Table 1.Also given there is a summary of the work discussed in Chapters 4 and 5
that considers the selection of an optimal sampling plan when data from a single sam-
ple is used for construction of multiple control charts.
Table 1
Summary of Literature Review
Year Author Contribution Parameters
1924 Shewhart 1 & R (or S) Charts n=4 or 5,
Lo = 3, h = 1 hr
1956 Duncan Economic X Charts n, h, L 0
H o: I-1.= Po, He: 11. = Pa
1969 Knappenberger &
Grandage
Ha of g initi },i = 1, 2, ... k
yields Duncan's Results
n, h, Lo
1986 Lorenzen & Effective Computer methods for n, h, Lo
Vance Duncan's problem
Thesis Extended Duncan's Model, Computer n, h, L 0
Methods for Two Stage Sampling
1977 Saniga Joint Economic ! & R Charts n, h, Lo, L1
1989Von Collani & Sheil Economic S Charts n, h, Li
Thesis Joint Economic f, S?,S? Charts
for Two Stage Sampling
n, m, h, L 0, L19 L26
It appears that a real question in need of an answer is how to select the parame-
ters needed for control chart construction when the population units have a nested
structure. One approach that presents itself is a reexamination of the loss functions,
now adjusted to include nested samples. In doing this, some balance between
confidence in the estimate and sampling costs is always assumed. A formal examina-
tion of the full process loss function for nested samples incorporates Cochran's (1977)
idea of minimizing the sampling variance for fixed sampling cost with selection of a
desired power to detect shifts in the process parameters (based on the losses associ-
ated with Type I and Type II errors). The solution proposed focuses on minimizing
the cost per unit time. This is done in Chapter 2 by extending Lorenzen and Vance's
(1986) work to allocate the sample and control chart parameters to nested populations.
Initially, assume that there is only one, specified out-of-control state.Duncan
(1971) as well as Knappenberger and Grandage (1969) considered multiple out-of-
control states, a more realistic scenario for most production processes, without obtain-
ing results appreciably different than those that consider only one out-of-control state.
The models with multiple assignable causes are more complex than the single cause
model and require much more difficult parameter specification.Both papers con-
ducted a sensitivity analysis to determine if the additional complexity appreciably
altered the solution, i.e. choice of sample size and control chart parameters.Also,
Knappenberger and Grandage's analysis included the case in which a process contin-
ues to deteriorate until the problem is identified and corrected, as is the case for wear
on machine tools.However, both papers concluded that single cause models ade-
quately predict the performance of multiple cause models, and should be used in prac-
tice.
One assumption that all of these authors made is that the measured attribute of
the individual items of the population follows a normal distribution. This assumption
will also be made here.Recall the previous discussion of this point. An area for7
additional investigation is the robustness of the solution methods and the resulting
sampling plans to these distributional assumptions.
1.4 Outline of the Investigation
The remainder of this document explores two aspects of this nested sampling
problem. The general procedure is explained and notation defined in terms of con-
struction of the loss function for an X chart for data from nested samples. Then the
general solution method (a search technique) is defined. Since the data from any one
sample is usually used to construct both mean and variance charts, the problem is then
expanded to optimally select parameters to simultaneously construct the needed charts
that control shifts in the process location parameter, as well as the two components of
the scale parameter.Additional notation for this problem is defined, and solution
techniques modified as necessary. The methods are applied to a real data set before
conclusions complete the project.8
2. Notation and Assumptions
2.1 Definition of a Cycle
The goal of this analysis is to determine the sample size and control chart param-
eters that will minimize the total expected cost of operating a process per unit time.
This requires the use of the concept of a cycle; a cycle consists of several distinct
phases. The two main phases are the in-control and the out-of-control phases. Each
of the major phases has distinct subphases, which are easily seen in Figure 1.
Last
Sample
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CycleAssignable
Starts Cause .---N .-/\/..
Figure 1
First
Sample
Assignable AfterLack ofAssignableAssignable
CauseAssignable Control Cause Cause
Occurs CauseDetectedDetectedRemoved
In-Control Out-of-Control
Diagram of a Cycle
The in-control phase is characterized as a period of sampling the process, and
then interpreting and charting the data each time a sample is taken. Some noncon-
forming units will be produced in this phase, although out-of-control points will be
false alarms, i.e. Type I errors. Items produced in this phase are said to be in system
state 0, and are elements of a N(j.to,ash population. A cycle begins when a process is
started, in-control. Some time later, an assignable cause occurs, moving the process9
to state 1, the out-of-control state.For the initial discussion relating to X charts,
assume that in this out-of-control phase, items are produced according to a N(gob ,a(?)
distribution.(Effects of shifts in the variance are discussed in Chapter 4.) Assume
that the system is not self-correcting, i.e. once the system is in state 1, it stays there
until this shift in the process is eventually detected by analysis of data from some
sample of the process, and search for the cause of the process shift mounted. When
found, the system is repaired. Repairs are assumed to successfully return the system
to state 0. The cycle ends upon completion of successful repairs, just before resump-
tion of the next in-control phase. At this point, a new cycle begins.
2.2 Operation of the X chart
To construct an X chart for nested population units, select n primary units every
h hours. m secondary units for every primary unit are examined and X, the estimate
of the process mean from this sample, is calculated by averaging all of the n
observed values. When a point exceeds either control limit, a search for the assign-
able cause is undertaken.Traditionally, 3a control limits are used, as 3a limits
correspond to a 99.7% confidence interval for the sample mean if the data is normally
distributed.Control limits this wide also reduce the number of false alarms that nar-
rower control limits would cause. This works fairly well for a variety of distributions.
Define a? as the between primary unit variance and a2 as the within primary unit
variance.Then 3a controllimitscorrespondtolimitsatgo ± 3a0',where
a2a2 (Ye1 = 2, andae=a? + a?, If the exact distribution of the data is known,
n nm
control limits can be set based on this distribution. In general, one can use the Camp
- Mendel variation to Tchebysev's inequality to set up bounds on exceeding control
limits. (Duncan, 1974.) These bounds are usually much more conservative than those
obtained from evaluation of a specific distribution function and are almost never used,
in practice.10
It is more reasonable to construct the control limits at go ± L clad, where L 0 is
chosen through the loss function.Clearly, different values of L 0 correspond to
different rates of Type I and Type II errors, and need to be chosen so as to balance
their relative effects.
If go, gob,and ao as well as all of the required cost parameters are assumed
known, the goal is to determine h, n, m and L 0. ad is assumed known from past pro-
cess data. However, selection of a gob value is somewhat problematic, as there are
usually a variety of process shifts that are of concern. Chapter 6 includes an example
of a sensitivity analysis that examines the impact of changes to the assumed kb
value.
2.3 Overview of Costs and Cycle Time Relationships
A process has three independent types of costs when it is operating in state 0.
These are:
a. costs for sampling and inspecting items
b. costs related to production of nonconforming material.
c. costs associated with investigation of action signals.
When the system has shifted to the out-of-control state, but the shift has not yet been
detected, sampling costs are still incurred every h hours, but now, an increased number
of items are nonconforming. Costs are still amassed searching for an assignable cause,
but now repair costs are added to the expense of looking for an assignable cause, since
one will be found. Further, if the system is shut down during search for cause or sys-
tem repair, the value of this lost production time must be included in the model. To
do so, examine the expected cost per unit time.
Define Ui as the time to complete the ith cycle, Bi as the cost of the ith cycle,
and Ai as the cost per unit time of the ith cycle. Then E(U) is the expected length of11
time to complete one cycle and E(B) is the average cost of completing a cycle. Define
E (A) = E () to be the expected cost per unit time.This quantity, rather than
E (B)
E (U),
is usually discussed by practitioners, since a common metric for them is the
cost of some operation over a fixed length of time. Expressions for E(A) are optim-
ized to determine the control chart parameters. Unfortunately, it is difficult or impossi-
ble to directly evaluate E(A) due to inherent data collection problems. Consider an
alternative estimation method.
ExamineE(B)Recall that, in general, E(1)-f2()However, observe that
E (U ) Y E (Y )
the pairs (U1, Be), i = 1, 2, , areindependent and identically distributed. Note that
d
Ul, U2,...arethe times between process renewals.Let B (d) =Biand
i=1
d
U (d) = Ui, sothat B(d) is the total cost incurred in the first d cycles and U(d) the
i=1
length of time that it took to complete the first d cycles. From Ross' (1970) version of
the renewal reward theorem,
d
Bi
B (d) E(B)
U(d) E(U)
i =1
and
as doo, with probability1 ,
B(d
U(d)
E(B)
-> . U(d) E(U)
,as d --
B (d) B (d) Because A is defined as
U (d)
,E (A) = E
U (d) E (U) '
so E (A) >E(B)as d > co.
2.4 Expected Cycle Length
The length of one cycle consists of five distinct, independent components.12
a. The time until an assignable cause occurs.
b. The time between the occurrence of "a" and the next sample is taken.
c. Time to analyze sample data and update the control chart.
d. Time until the chart gives an out-of-control signal.
e. Time to find the cause of the signal and repair the system
Each of these pieces will be examined separately.
2.4.1 Time to Assignable Cause
Assume assignable causes occur as a Poisson process, with mean rl hours of
system operating time. This means that the in-control time is an exponential random
variable and represents a memoryless process, meaning that the model represents the
time of the shift in the process state as a random shock. Beside its intuitive appeal,
empirical evidence from many production systems supports this assumption (Duncan
(1956)).If production stops during searches for assignable cause, the expected length
of the in-control period is 171, plus search time during false alarms.
Let To denote the average time to search for a cause on a false alarm. Define s
to be the average number of samples taken during the in-control portion of each cycle
and ARL1 as the average run length when the process is in the in-control state, i.e. the
average number of samples until obtaining an out-of-control signal, given that the pro-
cess is operating in-control. Although these two quantities seem very similar, they are
distinct.s is the average total number of samples over the entire in-control period.
ARL1 is the average number of samples between false alarms. Note that s must be
less than the expected number of samples per cycle. ARL1 can be much larger than
the expected length of each cycle, if there is a very low chance of a false alarm in the
in-control portion of each cycle. Lorenzen and Vance (1986) show thats =Ei Pr (assignable cause occurs between ith and (i+l)st sample )
iO
zi(e-Ahie44(1+1)) = (1Cm')
im) 1=0
[ = (1e-xh)d---E =(1 e44)d 1
d(Xh) dam) 1 e4J.
ems'" = (1 e-m)
(1 e-74)21 elk
13
so that s is seen to be a function only of the rate that the system shifts to the out-of-
control state. ARL1, however, depends on L0, the parameter determining the width of
the control limits.If the samples are independent, ARL1 is1,where a is the proba- a
bility of a Type I error, and a is 2 (1(b(4)), for (1)() the cumulative distribution
function for a standard normal random variable. Then the expected time spent on false
alarm searches in any one cycle is given by
ARL 1
s To
Define 61 as an indicator variable that is one if production continues when search-
ing for assignable cause, and zero if it stops while searching. Then the expected time
until an assignable cause occurs is:
1 sT
+ (181)
ARL1
2.4.2 Time Between Cause Occurrences and Next Sample
Given that an assignable cause occurred between the jth and (j+/)st samples,
define "C to be the conditional expectation of the time within this interval that the cause
occurred. Hence,
(j+l)h
ems" X (tjh) dt
fig 1(1 + Xh)e44
(j+l)k 41 e4)
5CA' X dt
(1)14
Thus, the expected time between an assignable cause and the next sample is h -
2.4.3 Time to Receive Signal
Let ARL2 be the average run length of the out-of-control period. Note that the
run length is the number of samples until an out-of-control signal is obtained, so
ARL2 is the average number of samples taken when the process is in the out-of-
control state until the chart gives an out-of-control signal. If 10 is the selected con-
trol chart power, 10 represents the probability that any particular sample will gen-
erate an out-of-control signal, when the process is really out-of-control. Note that if
the samples are independent, ARL 2 = 1.However, Q is a function of L 0, the two
sample sizes (n and m), and A, the size shift in the process that the control scheme is
designed to detect.Specifically, if A is defined as
NobPO NobPO
A ,
60 2 2 alay2+
n mn
0 is given by
5 = 4(AL0) + 1cD(A +Lo) .
Thus, the expected time per cycle that the process operates in the out-of-control state
until it generates an out-of-control signal is h (ARL 21).
2.4.4 Time to Finish Cycle
Define T1 and T2, respectively, as the input parameters that represent the average
time to find a legitimate cause for an out-of-control signal, and repair the system.
Further, let 82 be an indicator variable that is one if production continues while an
assignable cause is repaired, and zero if it stops. Let E1 be a constant that represents
the time to sample, analyze and chart one item in each primary unit, and E2 the con-
stant time to sample, analyze and chart any additional secondary units within a15
selected primary unit.
Hence, the expected length of the out-of-control period is the sum of the time
spent sampling the system, investigating the signal and repairing the system, i.e.
h (ARL 21) + 61T1 + 82T2. This means that the expected cycle time is:
sT 0
E (T) =
1+ (1 + + E2nm + h(ARL 2) + + 827.2 (2)
2.5 Expected Costs per Cycle
Expected costs per cycle consist of search and repair costs, sampling costs, and
costs associated with the production of nonconforming material.
2.5.1 Nonconforming Material Costs
The cost of producing nonconforming material includes the warranty costs and
loss of customer goodwill associated with customers receiving nonconforming material.
This concept could be expanded to include the more general form of the Taguchi loss
function (Kackar (1985)), but this creates the additional difficulty of determining multi-
ple additional cost parameters. Montgomery's (1980) summary states that models are
sensitive to the cost parameters, but fairly insensitive to the form of the cost function.
Thus, it seems more reasonable to restrict attention to the simpler models. Here, as is
the practice of most other authors, these costs for production of nonconforming
material will be modeled by a single coefficient per unit produced.
Define C1 as the cost per hour of producing nonconforming material, when in
state i,i = 0,1.Unfortunately, estimation of these cost coefficients is not a trivial
matter. In Chapter 6, the sensitivity of the model to these parameters is investigated to
determine how accurately they need to be specified before the resulting control chart is
materially impacted.Clearly, C1 must be greater than Co. Note, however, that Co
and C1 are functions of go and gob,respectively. C1 is the product of the cost of pro-16
ducing a nonconforming unit, Q, and the probability that an item produced in state i is
nonconforming, where Q is the production rate per unit time.
To determine the probability that an item is nonconforming, compute the process
capability rates,for states 0 and 1.The expected proportion of nonconforming
material when the system is in state i is Ci = 1P ( LSL 5 xIJSL ), where x is a
normally distributed random variable with variance aa and mean go or gob,LSL is the
lower specification limit and USL is the upper specification limit. Items are noncon-
forming if the measurement of the characteristic of interest falls below the LSL or
above the USL.
The expected cost per cycle due to nonconforming material is
Co+C1+ ?Xi + nmE 2 + h(ARL 2) + 8iTi + S2T2)
Each of the two terms consists of the product of the cost per unit time of producing
nonconforming units given the process is in state i and the expected time per cycle that
the system operates in state i.Because the time between cycle start and the time of
system failure is assumed to follow an exponential distribution with parameter X, the
expected time per cycle in state 0 is
Estimation of the expected time per cycle that the system operates out-of-control
is more complex. Since an average of ARL2 samples are needed after the system has
shifted to the out-of-controlstate until the out-of-control condition isdetected,
h(ARL2) is the expected time that it takes until an out-of-control system generates a
signal.However, the first sample taken after the system had shifted to the out-of-
control state only includes hti units of time in the out-of-control state This is
because the shift occurred ti units of time after the start of the sampling period that
contained the shift. An additional nE 1 + nmE 2 time units pass in the out-of-control
state while the data from the sample that generates the signal is analyzed and charted.17
81T1 + 82T2 represent additional out-of-control processing time if the system is not
shut down while investigated and repaired.
2.5.2 Sampling Costs
Sampling and inspection costsare given by a U + a In + a2nm ,where a 0
represents the fixed costs of taking a sample, a I the costs associated with selection of
a primary unit, and a2 the costs associated with selection of each secondary unit,
where n is the number of primary units per sample and m is the number of secondary
units sampled in each primary unit. Montgomery (1980) recommends against more
complicated sampling cost models due to the difficulties of determining accurate cost
estimates. Hence, the sampling costs per cycle are:
(-
1 + nE + nmE2 + h(ARL 2) + SIT + 82T2)
(ao + ain + a2nm)
2.5.3 Search and Repair Costs
Define two constant parameters that represent the cost and materials used while
investigating control chart signals.Let Y be the cost of looking for an assignable
cause when the control chart has generated a false alarm. Let Wr be the cost of look-
ing for an assignable cause when one actually exists, plus the resulting system repair
costs. These two search times will generally not be the same, since it is usually faster
to find a cause of a problem than to look for a cause when none is to be found. In the
latter case, one continues to investigate the system until verifying that all potential
causes are operating correctly.Recall that
1
represents the expected number of
ARL
alarms during the in-control period. Thus, the expected costs due to out-of-control sig-
nals are - + W,..
Combining these three components yields an expected cost per cycle ofC sY E (C) =
0
+C1 (--T +nEi + nmE 2 + h (ARL2) + 8iT 1 + 82T 2) + 447---L + W. +
1(
X
t + nmE + h (ARL 2) + 81T1 + S2T2)
(a° + a in + a 2nm)
h
To obtain E(A), the expected cost per unit time, divide E(C) by E(T) to obtain:
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(3)
Co sY + C 1 (T + nE 1 + nmE 2 + h(ARL2) + 81T 1 + 827 2) + --T +W,
E (A) + (4)
1+ (151)
sTo
t + nEi + nmE 2 + h(ARL2) + T 1 + T 2
(a 0 + a in + a 2nm)1(
X
t + nE 1 + nmE 2 + h(ARL 2) + 8ITI + 82T2)
h
1 sTo
+ (181)ARL
1
C + nE 1 + nmE 2+ h(ARL 2) + Ti + T2
Lorenzen and Vance (1986) showed that E(A) is numerically more stable if both the
numerator and denominator are multiplied by X,. This means:
sY
C° + X(C 1 (T + nE 1 + nmE 2 + h(ARL 2) + 81T1 + S2T2) + 74R17 + Wr)
E (A) =
sT
+ (5)
1 + X(081)
ARL
o
1
t + nE 1 + mnE 2 + h(ARL2) + T 1 + T 2)
(ao + agt + a 2nm)
h
(1 + X(T + nE 1 + nmE 2 + h(ARL 2) + WI + 82T2))
STo
1 + 24(181)
1t + nE 1 + nmE 2 + h(ARL2) + T 1 + T2)
ARL
This formula is very similar to that obtained by Lorenzen and Vance (1986).The
only modifications come through adjustments in the estimation of ARL2, due to the
use of two variance components, and the addition of second stage sampling cost and
sampling time terms.19
3. Solution Methods for 37 Chart Parameters
Recall that the goal of constructing the model was to find the values of n, m, h,
and L0 that minimize E(A), the average cost per unit time of running the production
process. For any set of specified parameters, one could use a brute force, grid search
method over the entire range of reasonable parameter values, and select the set of
control chart parameters that minimized E(A).
Unfortunately, this method can be too slow to use on a small computer, and too
costly on a large one. Hence, it is reasonable to use more effective, albeit compli-
cated, methods to quickly identify subsets of the allowable control chart parameter
space that are close to optimal. Then grid search techniques are used in a neighbor-
hood of the points that the algorithm selects as optimal to find the true local optima.
This chapter discusses the adaptations needed to Lorenzen and Vance's (1986) algo-
rithmic search method when dealing with nested populations and introduces an alter-
native search algorithm.Chapter 5 modifies these methods to find economically
optimal parameters for three control charts. Appendix B contains the Fortran code to
implement the nonlinear search algorithm to find the resulting six control chart param-
eters, and the given listing is easily modified to provide the necessary program when
one is only interested in constructing an economically optimal X chart. Because the
relationships between E(A) and the sampling plan parameters are heavily dependent
on the values of the system input parameters, a sensitivity analysis is delayed until
Chapter 6, where a specific example is considered. Further, sensitivity analysis should
be a part of any use of the algorithm, making the applications section the appropriate
place for this discussion.
Before nonlinear optimization methods can be applied, the shape of the function
over the search region must be established.If a function is strictly convex or concave20
over the search region, general nonlinear optimization methods will determine the glo-
bal system minimum or maximum, respectively. However, many complex functions
are only locally convex or concave. Under these circumstances, the search algorithms
will yield local optima, which depend on the search starting points, as well as the
operation of a particular search algorithm.Here, multiple starting points could be
selected from the region of allowable parameter values, and local optima computed.
Control chart parameters would then be selected by determining the parameters that
yielded the best local optimum.
Duncan (1956) noted that it is impossible to establish the general convexity of
E(A). However, for single stage sampling, he did do a numerical study of the region
of practical control chart parameters, and found that the function was convex over this
region. A similar sort of investigation can be done for this application. For example,
an experiment was designed that evaluated the function E(A) at 81 points, those points
representing the extreme allowable values for the control chart parameters, as well as
their midpoints. This corresponds to a factorial experiment in four factors, each factor
at three levels. At each design point, n, m, h and L0 were fixed at the specified level,
and E(A) evaluated.Then, for all 6480 pairwise combinations of these 81 points,
E ( ?x1 + (1X)x2) was evaluated. x1 and x2 represent two design points, and A, is an
element of.18, .36, .54, .72, .90 I. Eis the function defined by Equation 5 that
evaluatesthesystemcostperunittime.Theresultswere comparedto
E (x1) + (1X) E (x2). By definition, E is convex if
E (Xxi + (1-20x2) 5 AE (x1) + (1X)E (x2)forallpossiblex1andx2,andfor
0 .5 X 5 1.Certainly the numerical study is not a proof of the convexity of E(A), but
it provides a level of confidence in use of the solution techniques. However, this
experiment was run on each system included in this paper, as well as ten others.
None of the systems considered violated the definition of convexity at any of the 81
points.If nonconvexity is detected, one should solve for the control chart parameters21
for an I chart by using multiple search starting points and selecting the best of the
local optima. If the function is convex over the search region, all starting points will
yield the same global optimum, meaning that only one search starting point is needed.
Before proceeding with selection of a search algorithm, careful examination of
Equation 5 is necessary. Recall that ARL1 and ARL2 are functions of L0, while "C
and s are functions of h. Not only does this make establishing general convexity of
E(A) more difficult, but it also affects the optimization of the objective function.
3.1 Lorenzen and Vance Search Algorithm
Because of the complexity of Equation 5, sequential optimization of the four
parameters is questionable at best. Lorenzen and Vance (1986) discuss an alternative
approach that can easily be extended to include the estimation of the number of
secondary units needed when constructing a nested sampling plan.
Although they do not present the necessary computer code, their article details
their algorithm development process.After examining a variety of combinations of
search algorithms, they recommend one that is easy to implement and converges
rapidly. (For nested samples with a given set of input parameters, a Sun 3/50 works-
tation with a 68881 math co-processor took no more than twenty seconds to find the
optimal four control chart parameters when using the extension to their algorithm,
with cases of reasonable parameters converging in five seconds or less.) This algo-
rithm works by fixing n and L0 at some starting value and then uses Newton's
method to find the best h. Then, for this h, a golden section search is used to find the
optimal L0. (A complete description of the golden section algorithm is contained in
Bazaraa and Shetty (1979).) Note that h is reevaluated for every change in L0. When
the optimal combination of h and L0 is found, a Fibonacci search is used to find the
best n, now adjusting h and L0 for each change in n. Extension of this algorithm for
nested samples involves using a Fibonacci search to find the best value of m, now22
modifying n, L0, and h for each change in m.Clearly, ARL1 and ARL2 must be
reevaluated for each change in L 0; s and "C are reestablished for each change in h.
Lorenzen and Vance (1986) suggest using20, where A =
gob, as a start-
0
ing value for n. They justify this by referring to Montgomery's (1980) literature sum-
mary. Montgomery noted that n is generally between 2 and 10 when A ?. 2, and
between 10 and 20 for 1A < 2.If .5 < A < 1, n ranges from 20 to 40. The sug-
gested starting value represents a midpoint of sorts over this range.
They also recommend choosing L0 such that ARL2 = 1.2.They justify this
choice by referring to the work of Chiu and Wetherill (1974), who note that when the
optimal set of control chart parameters is determined, ARL2 is usually close to 1.2.
To this, add the recommendation of choosing 1 as a starting value for m. This is
based on the observation that within primary unit variation is usually much smaller
than between primary unit variation. This makes the values of A much more sensitive
to n than m. Further, 1 was the most common optimal secondary unit sample size
obtained by tests of the algorithm.
These iterations are summarized in Table 2.
Table 2
Lorenzen & Vance X Search Algorithm
1. Let m 0 = 1
20 Ilob 2. Let n o = where A
110
E
co'
3. Choose Lo such that ARL2 = 1.2.(
4. Find h to satisfy Equation 6.
5. Iterate on h using a Newton's Method search.il
6. Iterate on Lo using a golden search
7. Iterate on n using a Fibonacci search
8. Iterate on m using a Fibonacci search
9. Grid search around algorithm optimal values.23
Just as determination of the convexity of E(A) depends on the values of the input
parameters, the partial derivative of E(A) with respect to h is also a very complex
expression. Lorenzen and Vance (1986) showed that if
A = KG JH ,
B = 2(KFIH) ,
C = JF1G,
F = k(ARL2 .5) ,
G = 1 + A.(nE + nmE2+ T +T2) ,
and
To
H = (1 81)
ARL 1
when
YC 80T o
1 + (a0 +a + a 2nm )[1+ A.(nE +nmE2 + +82T 2)]
ARL 1
,
J =X[(C C 0)(nE + ntriE2 ++ T2)C1[(181)T + (182)T2]+IV)]
+ka0+ a in + a 2nm)(ARL 2 .5)],
and
K = X(C1C o)(ARL 2 - .5),
then
aE (A) Ah2+ Bh + C
(6)
ah (Fh2+ Gh +H)2
Starting values ofhare determined by setting Equation 6 to 0 and solving forh.If
this value is outside of the h search region,his set to the nearest h boundary value.
No iteration on h is made, and the algorithm moves directly to iteration onL0.
Unfortunately, the behavior of E(A) and the search algorithm are very unpredict-
able when h is equal to one of its boundary values. Often totally unreasonable sam-
pling plans were obtained when the optimalh was at its upper or lower value.24
Specific examples of this boundary value behavior can be observed in the examples
presented in Chapters 5 and 6.
Once the search algorithm gives its optimal values for the control chart parame-
ters, the value of E(A) is determined for grid points in a neighborhood of the optimal
sampling plan by stepping n, m, h and L0 through a range of values. The size of the
neighborhood and the grid are determined by practical considerations and the level of
the convergence criteria used in the search algorithm.For example, in many
processes, h values are distinguishable only if they are more than five minutes apart.
n and m are clearly restricted to be integers. Examples of the application of the grid
search are delayed until Chapter 5. However, a numerical example of the operation
of this algorithm is given in Appendix C.
3.2 Hooke - Jeeves Simultaneous Search Algorithm
An adaptation to the Lorenzen and Vance approach is to simultaneously optimize
all four parameters. Of the standard multidimensional search techniques, the Hooke -
Jeeves method was selected as a multidimensional search method that does not use
derivatives, thereby eliminating the complex, if not intractable, problem of taking the
derivative of E(A) with respect to the four control chart parameters.
Two versions of the Hooke - Jeeves algorithm are mentioned in the literature.
The older method, called the discrete-step version, was implemented here. The more
recent line-search method was impossible to implement for this problem, as it required
repeated determination of co that minimized f (L + co di), where fis the cost per
unit time function represented in Equation 5,di, j = 1, 2, 3, is a vector that defines the
search directions, and L = [L 0, n, m,hr, the vector that contains the values of the
four control chart parameters of interest. However, each change in the function argu-
ment requires adjustment to the associated ARL1, ARL2, s and t, making it very
difficult to simply solve for co. The discrete-step method only requires evaluation and25
not optimization off (L + to dj) at each step in the search.
The algorithm begins by fixing L0, n and m at the levels suggested by Lorenzen
and Vance. Then, just as in the previous algorithm, a starting value for h is deter-
mined by setting Equation 6 equal to 0 and solving for h.This value is used as a
starting point for a Newton's search to determine the best level of h for the starting
values of L0, n and m.
Now the search enters the Hooke - Jeeves stage of the process. The Hooke -
Jeeves algorithm will sequentially step through discrete changes in each of the four
elements of L, with h being the last element to vary. h is fixed as the last element of
L, as h was initially optimized for the original level of the other variables.Solution
order of the other three parameters is arbitrary. A numerical example of the extension
of this algorithm to the selection of six control chart parameters is given in Appendix
C.
Performance of any algorithm can only be determined for specific levels of the
input parameters. For discussion purposes, consider the data set discussed in the arti-
cle by Lorenzen and Vance.Arbitrarily allocate the reported total variance so that
a? = 022. Table 3 contains the sampling plans from both of the algorithms, as well as
the value found by the resulting grid search of a promising neighborhood around the
set of sampling parameters associated with the lower E(A) value. The sampling plan
for the single Jr chart returned by the Lorenzen and Vance algorithm are denoted
YLV.Results of the search for single X chart sampling parameters are given by
YHJ. Parameters returned from the resulting grid search are given in XGrid column.26
Table 3
Algorithm Selection of Control Chart Parameters
Search'TINXHJXGridS ?LVS ?HJS? GridVLVSI HJS2 Grid
n 4 2 2 2 2 2 2 4 3
m 9 1 1 8 1 1 18 15 20
h 7.92153514.00 3.67 5.01 5.0 2.60 4.40 5.00
Lo 3.48 5.50 5.50 -
L, 1 - - - 17.0527A7 27.47 - - -
L 2 - - - - - - 34.0739.2995.82
E(A) 21.8620.5020.4923.0722.79 22.79 3.72 3.84 3.27
Also included in Table 3 are the results of applying the two search algorithms to
both the S ? and S 2 single variable control charts, where S ? is the sample variance
between primary units and S 2 is the within primary unit sample variance. S ?LV and
SILV refer to the results obtained from the Lorenzen and Vance algorithm for the
two single variable control charts. S ?Ill and S ?HJ are the same quantities returned
by the Hooke - Jeeves algorithm. S ?Grid and S ?Grid are the results of the respec-
tive final grid searches. Although selection of the control chart parameters for single
S ? and Si charts will not be discussed in any detail, the search algorithms and sys-
tem model are very similar to those described for 1. The only modifications required
for selection of a sampling plan for variance components is to define the search region
for the critical value from .2 to the upper 99.9999% critical value for a z2 random
variable with n1 degrees of freedom for the 5 ? chart and n (m1) degrees of
freedom for the S? chart.Additionally, the probabilities of obtaining out-of-control
signals must be modified to reflect the charted statistic and its distribution. Discussion
of these distributions is included in the next chapter.
It should be noted that the Hooke - Jeeves search algorithm returned a sampling
plan for control chart construction that was close to the true optimal values returned
by the grid search. For the Si search, the Lorenzen and Vance algorithm found a
better set of sampling parameters than did the Hooke - Jeeves search. As was done in27
the other two grid searches, the grid search started with the search region centered at
the value returned from the SILV algorithm (the one with the lowest E(A) value.) It
continued with ever expanding neighborhoods until a point that was not on the neigh-
borhood boundary was determine to be optimal.This meant that the sampling plan
returned by the SPIJ algorithm was included in the search region. Hence, a grid
search starting in a neighborhood of either set of sampling parameters returned by the
SR-IJ or the SILV algorithms would lead to the same result.
For the single S 2 control chart, E(A) values change slowly with changes in n, h
or L2. For either of the algorithms to return a sampling plan with a value of E(A)
that is closer to the optimal, the convergence criteria in the implementation of the
algorithms must be reduced.
Chapters 5 and 6 will continue to investigate these issues and compare the two
algorithms in a more general, but complex, problem.28
4. Joint Economic Design of Y, Si and sl charts
The previous chapters focussed on determining the optimal sampling plans and
control chart parameters for construction of an X chart. However, in practice, data
from a single sample is used to construct control charts that monitor both the location
and scale parameters. Thus, it makes sense to reconsider selection of sample sizes, as
well as the other control chart parameters, now based on optimizing the loss functions
of both charts.Further, in the case of nested cluster samples, there is interest in the
variability within primary units, as well as between primary units. This leads to the
consideration of simultaneously optimizing the overall system loss function, which is
based on using three control charts, one for each variance component as well as the
overall process mean. Define S? as a sample variance chart that tracks the variance
between primary units and S? as the sample variance chart that tracks within primary
unit variance.
Historically, fairly small sample sizes were used. This made the range an easy
to calculate, fairly efficient estimate of population variability. However, the standard
deviation is a more efficient estimator of the scale parameter and has been recom-
mended as the statistic of choice whenever computational tools allow (Shewhart
(1931), Duncan (1974), von Co llani and Sheil (1989)).Larger sample sizes imply
larger efficiency differences between the two estimators.
Another alternative is to make a control chart of the sample variance. This alter-
native is selected here for several reasons. Rules for constructing R and S (range and
standard deviation) control charts are based on setting the control limits at the
expected value of the estimator plus or minus a multiple of the standard deviation of
the estimator. These limits are based on approximating the distribution of the R and S
by a normal distribution. The validity of the approximation depends on the assump-
tion that individual observations follow a normal distribution.If these individual29
observations are normally distributed, the sample variance follows a gamma distribu-
tion. This implies that the square root of the sample variance follows approximately a
normal distribution. As R is used as an estimate of S, limits for R charts are also
based on a normal distribution. However, as Shewhart (1931) noted, for a fixed sam-
ple size, the sample standard deviation is a more powerful estimator of the population
standard deviation than is the sample range. With this background, it is not surprising
that the distributions of R and S are not simple to calculate. Duncan (1974) gives the
mean and variance of these two estimators, and shows that they are not simply the
square root of the mean and variance of the sample variance.
By constructing a control chart based on S2, one can easily construct control lim-
its based on the exact distribution of the statistic.This is of importance for this type
of investigation, as very small differences between sampling plans are common. The
real nature of these differences is difficult to assess if the accuracy of the approxima-
tion varies with the sample size.Again, the distribution is based on the assumption
that individual units come from a normally distributed population.
Historically, R charts were favored over S and S2 charts, because the sample
range is easier to calculate than either S or S2. General availability of computers and
calculators makes this a moot point today.
The entire argument in this chapter reiterates Saniga's (1977) work examining
the loss function when simultaneously selecting parameters for an X and the related R
chart, modifies them for use with X and the related S2 chart by modifying the recent
work of von Collard and Shell (1989) for parameter selection for economically
optimal S charts, and extends it to nested populations. This means determination of
an additional sample size (m), and selection of parameters for the additional variance
chart, the one that is used to control the variability within primary units.Saniga's
notation and problem formulation are translated to match that of Lorenzen and Vance30
to provide consistency throughout this paper.
4.1 Additional Assumptions for Three Control Charts
Assume that the process is characterized by four states which are indexed by the
variable i. When the system is operating in-control, i is equal to zero.In this state,
the process is producing units that follow a nested normal distribution, but with mean
go, and variance aj, where q = a? + al and al and a2 are defined as before.
Analogous to the arguments in Chapter 2, assume that there are three states that
represent out-of-control conditions. These out-of-control states are characterized by
having one of the three system parameters shifting from its nominal, in-control level,
to some other level, while the other two parameters remain at their nominal levels.
As did Knappenberger and Grandage (1969) and Saniga (1977), assume that the sys-
tem shifts to one unique out-of-control state and remains there until the system is
repaired. As before, individual units are assumed to continue to follow a normal dis-
tribution with the modified process parameters. Samples are assumed to be indepen-
dent. The system is declared out-of-control whenever a? has increased to alb, al has
increased to alb, or the process mean shifted from No up to gob or down to
go( gobgo ), which is the same as shifting to 2g0gob .This implies a two
sided test of the process mean and a one sided test for shifts in the process variance.
For notation purposes, define crab, to be the total system variability when a? has
shifted to its out-of-control value, while al retains its nominal value. Similarly, let
act2 be the total system variability when al has shifted and a? remained constant.
States and their levels of the parameters are listed in Table 4.
A brief review of the simultaneous operation of these three control charts will
clarify the notation. As in Chapter 2, the X chart is constructed with center line set
[
1
2 2 ala2
equal to go and control limits at go ± Lo + .The system is declared
n nm31
out-of-control if any sample average falls outside of this interval.Since the sample
data follow a normal distribution, each of the two variance components follows a
(n1)S?
gamma distribution. Further,
2 has a 2c2 distribution with (n1) degrees
al
(n (m1)S1
of freedom, while
2 has a X2 distribution with n (m1) degrees of free-
dom.. Hence, the upper control limit for either variance chart is given by:
S2= Li
vi
where Li is the critical value for a x2 distribution with vi degrees of freedom.
Table 4
Process States
StateProcess MeanPrimary Var.Secondary Var. Condition
0
1
2
3
1-1.0
110b
lio
lio
tri2
11
ay,
al
2az
Cli
CFI
alb
in-control
out-of-control
out-of-control
out-of-control
Before specifying the appropriate degrees of freedom for each of the variance
component charts, the appropriate degrees of freedom must be determined.This
depends on the sample size, but also on the underlying assumption of system
behavior.If, as assumed, the system state cannot change during the time that the
sample is taken, each sample provides one estimate of the population mean and S?,
but n estimates of Si, one for each primary unit sampled. The best estimate of Si
for the entire sample is found by pooling these n estimates, to provide one estimate of
Si with n (m1) degrees of freedom. Thus, the upper control limits for the S? and
Si charts can be written as:and
a2
UCL- Li
si
2
n 1
2
45
UCL 2
szn(m
2
1)
L 2 .
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Only the upper control limits are included in this model. In practice, lower control
limits for variance and the related range charts are often ignored, as they signal excep-
tionally good material, rather than exceptionally bad.
Inessence,this assumes thatindividual observations, yiparegiven by
yii = µ + ei + Ski , where E (c ?) = a? and E (Ski) = al.Unfortunately, many indus-
trial applications violate this model, with the most common violation being that in
which one or more of the variance components is proportional to the mean. In this
case, the data should be transformed so that the additive model is still satisfied by tak-
ing the logarithm of the original data.Analysis proceeds with the transformed data,
again using the additive model. Johnson and Leone (1964) give other appropriate
transformations for a variety of departures from the basic additive model.
For this additive model, note that the X chart is sensitive to shifts in the process
mean, and to a lesser degree to shifts in the variance components. However, for
processes that produce items following a normal distribution, the mean and the vari-
ance components are statistically independent. The variance charts only depend on
shifts in the levels of the variance components, and are clearly independent of shifts
in the mean.
It is appropriate to repeat the discussion in Chapter 2, noting any additions or
modifications ihat are needed. The major change is establishing the probability of
being in the various out-of-control states.Additional assumptions about process
operation are needed when simultaneously operating three charts.33
The probability of incurring any search costs is a function of the probability that
at least one of the charts will exceed its control limit. Saniga (1977), as do all known
authors of economic control chart models, assumes that at most one parameter can
shift levels during the h time units between samples.Further, as is also standard
practice in this field, assume that the probability of one of the process parameters
shifting states during the time it takes to inspect the units and plot the points is negli-
gible.This means that when search for cause is mounted, the system is still in the
state that produced the out-of-control signal. This assumption is realistic in practice.
In many situations, measurements are electronically gathered and automatically logged
in a computer. As soon as all the points in the sample are entered, the control chart
is updated. This often requires less time than it takes to produce the next unit.
Recall further that the system was not self correcting, i.e. once the system shifted
to an out-of-control state, it remained there until the shift was detected and the system
repaired. As does Saniga, assume that once the system shifts to any out-of-control
state that it remains in that same out-of-control state until the shift is detected and the
system is repaired.This accurately models the behavior of many system (Saniga
(1977), Montgomery (1980)). Further, Duncan (1971) as well as Knappenberger and
Grandage (1969) investigated models with multiple out-of-control states.Both the
Duncan and Knappenberger and Grandage papers concluded that models with one
out-of-control state perform as well as those that include multiple out-of-control states.
Hence, the effect of this assumption on the resulting control chart parameters is negli-
gible. Four system states are included in the model only to determine critical values
for all of the control charts.
4.2 Expected Cycle Length
Again, estimate the average cycle length by examining the five unique com-
ponents of each cycle. These five components are:34
a. The time until an assignable cause occurs.
b. The time between the occurrence of "a" and the next sample is taken.
c. Time to analyze sample data and update the control chart.
d. Time until the chart gives an out-of-control signal.
e. Time to find the cause of the signal and repair the system.
Begin by examining the time until cause occurs.
As before, assume that an assignable cause occurs as a Poisson process with
intensity parameter X. To, s and ARL1 are also defined as before, but ARL1 is com-
puted differently.Recall that ARL1 is the average run length between signals when
the process is in-control. To determine ARL1, define pi as the conditional probability
that at least one chart indicates an out-of-control condition, given that the process was
actually in state i.Then the probability of obtaining at least one false out-of-control
signal with any sample is Po. As seen in Chapter 2, ARL1, the average number of
1 samples between false out-of-control signals, is . As before, this is the inverse of
Po
the Type I error probability, but now Po must be determined. This is done in section
4.4.
Recall that To was defined as the time to investigate a false alarm. Although To
may increase due to the condition of multiple control charts, it clearly has no effect
on the number of false alarms in any cycle.
Further, calculation of s is also not affected by the two additional control charts.
s is defined as the number of samples taken during the in-control period of any cycle.
But s is defined as
Oa
s = yi Tr (assignable cause occurs between the ith and (i+l)st =vie),
i4)
and the probability of this cause is totally determined by assuming that the time that35
the system shifts to an out-of-control condition is a random variable that follows an
exponential distribution, with parameter X. This is the same as in Chapter 2, meaning
that the value of s is unchanged. Hence, just as before, the expected time to an
1 sT 0
assignable cause is+ (181)
ARL 1
The time between the occurrence of an assignable cause and the next sample is
again only a function of the exponential time until the process shifts to an out-of-
control state.This means that the calculations of its value made in Chapter 2 stay
unchanged. Thus the time between the cause and the next sample is h"C. The time
to sample, analyze and chart a single item in a primary unit is still E 1.The cost of
additional time required for additional secondary units for each selected primary unit
is again E2. Note that the values of E1 and E2 may have increased, reflecting addi-
tional time associated with multiple charts, but the basic form remains the same.
Hence, the time to process each sample remains E in + E 2nm.
The next stage of the process comprises the major differences encountered when
trying to simultaneously choose parameters for construction of three control charts.
The time it takes to receive a signal once the process has shifted to one of the out-of-
control states is now dependent on at least one of the three charts giving an out-of-
control signal. Given that the system is out-of-control, let pi be the probability of
being instatei,i = 1, 2, 3.As discussed above, in the interest of model
simplification, it is assumed that the process does not shift from one out-of-control
state to another. This means that the probability of detecting that the system is out-
3 3
of-control on any given sample ispi pi , so that 1Z pi pi is the probability of a
i=1 i=1
Type II error. For the assumed independent samples, ARL2 is again
1But now
1
3 1
3
1 = Dim, so ARL 2 =
3 = .This means that as before, the
1=1
1 Epipi)Epipi
i=1 1=136
expected time out-of-control until a signal is received is h(ARL2 - 1).
Times to find and repair the assignable cause are as before, SIT + B2T2. Hence,
E(T), the expected length of a cycle is as it was in Chapter 2, but with modified
values of ARL1 and ARL2.
4.3 Expected Cycle Costs
The per cycle cost associated with producing three simultaneous control charts is
very similar to that encountered when making just the X chart. Again, costs per cycle
consist of search and repair costs, sampling costs, and costs associated with the pro-
duction of nonconforming materials.
Let Q represent the hourly production rate and Ci the total per hour cost of pro-
ducing nonconforming material when the system is in state i.Define Ci to be the
expected proportion of units produced in state i that are nonconforming. Ci is the
product of Q,and the cost per nonconforming unit.
ci is found by estimating the percentage of material produced that exceeds the
specification limit when the system is in state i and is given by
a.
= 1 - P(LSLx 5 USL) = 1zslic _ dy
as
where gx and ax represent the appropriate mean and standard deviation for system
state i.
The expected cost per cycle of producing nonconforming units when the system
C
is in-control is To determine the expected cost of nonconforming units for the
out-of-control periods, one must find C1', the expected per hour cost of producing
nonconforming material when the system is out-of-control. This is just the weighted
average of C1, C2 and C3, i.e.C1 = C+ C2P2+ C3P3
Thus, E(A), the expected cost per cycle, is given by:
E (A)
sY
1
C0 + 71(C C + nE + nmE 2 + h(ARL 2) + 4SiTi + 627.2) +
ARL+ 147.)
STo
1 + A.((1
1-nE + nmE 2 + h(ARL 2) ++ T2)
(ao + ain + a2nm)
h
(1X(T + nEi + nmE 2 + h(ARL2) + S1T1 + 82T2))
sT 0
1 + 24181)
1
+ nE + nmE 2 + h(ARL2) + T + T2)
ARL
37
(5')
Each of the components of the cost function are exactly as before. This is not
surprising, as no additional sampling is needed when making multiple charts with one
data set.If anything, a 0, a 1, and a2 may need to be adjusted to represent additional
data analysis and charting costs. This means that the sampling costs per hour are also
the same as they were previously defined to be.
The remaining section of this chapter concentrates on the details of calculating p.
This detail is required before moving to Chapter 5, where the necessary modifications
to the computer search algorithm are examined.
4.4 Determination of p's and p's
Define G(a) as one minus the cumulative distribution function for a standard nor-
mal random variable, i.e.
G (a) = 10(a) = f = e 2dr
a
Define Fv(a) as the compliment of the cumulative distribution function of a X2 ran-
dom
- 2
variable with v degrees of freedom. Thus, F v(a) = f 1 x2e2 dx
a22FOL)
2
Define cria to mean that al is equal to its nominal value. Since it was assumed that38
the individual observations form a random sample from a normal distribution, for a
(11)si
sample of 1 items,
2follows a x2 distribution with 11 degrees of freedom.
a
Hence the probability of committing a Type I error using either of the variance charts
is given by
PPvSj72 Lia?
- LiI al=a1,1=P[Si2 16j =a;;Fv(Lj)
ai V
where v = n1 when j = 1 and v = n (m1) when j = 2. The power of the vari-
ance charts when the system is out-of-control is similarly found to be:
La
[
2 ?
S7
i
P -=-4-=F,(Lia-),
ivalb ajb
again with v = n1 when j = 1 and v = n (m1) if j = 2.
Determination of the probability that at least one control chart gives an out-of-
control signal, when the system is in a given state, is a problem in combinatorics.
If the system is operating in-control, it is assumed that the system parameters are
at their desired levels. Then G (L0) is the probability that any sample point exceeds
the upper control limits on the X chart, since
P[I>UCL1-P >
UCL-110
1 1
2
2al %.* (
w2
)( )
2
n nm n nm
[1.43
>L0.
a?a(
n+nm)
Similarly, 1G(L0)is the probability that any point exceeds the lower control limit.
(No scaling of Lo is needed, as Lo is the critical value for a standard normal random
variable.) Hence, the probability of being in either tail of the normal distribution is
simply 2G (L0).The probability of the 5? chart exceeding its upper limit is39
Fri_i(L 1), where L1 is the critical value used to construct the S? chart.Similarly
r2
Fnon_ig2) is the probability that the Si chart exceeds
n (m1)
,the upper control
limit of the S22 control chart.
If the sample is taken when the system is in state 1, the process variance com-
ponents are still at their desired levels, meaning that the chance of getting an out-of-
control signal on a variance chart is the same as it was during the in-control state. To
determine the probability of obtaining an out-of-control signal on the X chart, one
must transform X to a standard normal random variable. Now, however, the mean of
X is assumed to have either increased from pto gob or decreased from go by
(gobgo) units.If the process mean has increased, the probability of the X chart
[ exceeding the upper control limit is P( I > UCL ) = Pk
Oigg- >
UCL
Cry
pg
.But
UCLgob UCLpo+ pogob
,2 2 2, 2 a22 a22 ( )( )
n nm n nm
Lo +
NoNob
w22)
n run
Hence, for an increase in the mean to gob,the probability of the X chart exceeding
[ the upper control limit is G Lo +P° PC1b1.Note that the probability of exceed-
a?.a? 2(
n+ )
mn
{g
i.i.,+LCLpf
ing the lower control limit is P ---= < .Here, however,
ax- al
LCLgo + gogob No Nob
2 21
Lo+
22 i
CT'a2 2 al022 ( + ) ( + )
n nm ii nm
so the probability of X exceeding the lower limit, when the mean has increased, is
1
No-Nob
,2,.2
%./2( ) n nm 1
Lo .If the mean decreases from pi) by an amount gobgo, the40
process is then operating with mean go - (1-lob = 214gobIn this case, the
g }LitLCL - gi-
chance of exceeding the lower control limit is P - < .But
CF1 a-x
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So, for a decrease in the mean, the probability of the sample mean exceeding the
[
Wo lower control limit is 1- GLo
gobI,which, due to the symmetry of the " 2 2a2
(+nnm
[
lioPob normal distribution, is the same as G Lo + ,the probability of exceeding
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the upper control limit when the mean has increased.If the mean has shifted below
thetargetmean,thechancethat2-exceedstheuppercontrollimitis
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Hence, regardless of whether the mean increased to kb or decreased to 21.1.0 - kb,
thechanceoftheXchartgivinganout-of-controlsignalis
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If a?, the variance between primary units, has increased to alb, and the other
population parameters remained at their nominal levels, the chance of the Si chart
giving an out-of-control signal is still the same as it was in the in-control state. How-
ever, this shift in a? alters not only the probability that the associated variance chart
indicates that the system is out-of-control, but also the probability that the X chart
gives an out-of-control signal. As previously shown, the probability of the S? chart
2
givinganout-of-controlsignalisnow Fn_i(L1-2 7).Forthe -J1chart,
alb
P[X>ucdP
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Hence, the probability of exceeding the upper control limit on the X chart, when the
betweenprimaryunitvariancehasshiftedtoitsout-of-controlstate,is
[mat Z
G Lot/ -21-22.Because the distribution of I is symmetric about go, the chance
maib + az
[ of exceeding the lower control limit is 1- GLo-N1 mat + alBut this quantity is 2 2'
m alb + a2
the same as the probability of getting an out-of-control signal on the X chart by
exceeding the upper control limit. Hence, the chance of getting any signal from the
{ Y chart can be written as 2G L
m of + at eg"2 _,_2I M`-'16 ' a2
If the variance within primary units has increased to a21 while the other two
parameters stayed at their nominal levels, the probability of receiving an out-of-
control signal increases on both the SI and the X charts.Arguments analogous to42
those in the predeeding paragraph show that the chance of an out-of-control signal on
the f chart is 2G .L0m62al.The chance of any Si chart exceeding its upper [ cri2crib
a2
2
control limit is Fn (,,,_1)(L, 2-7 ),
a2b
since n estimates of Si are available in each sam-
pling period, one estimate from each primary unit.
The value of P. the conditional probabilities of at least one control chart giving
an out-of-control signal given that the system is in state i is found by combining the
above terms according to the rules of combinatorics. Recall that
P(A or B or C)=P(A)+P(B)+P(C)-P(AB)-P(AC)-P(BC)+P(ABC),
where A, B, and C are subsets of the same universe.Assuming that the sampled
items come from a normal distribution insured the independence of the three sample
statistics.If A is the event that an out-of-control signal is obtained on the X chart, B
the event that the S? chart gives the signal, and C that the S? chart gives the signal,
the chance of getting an out-of-control signal on any chart, when the system is in state
i is:
Po = 2G (Lo) + 1) + Fon-1A2G (Lo) F -1(L 1)2G (Lo)Fg(n_i)(L 2)
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Now only p 1, 13 2, and p3, the probabilities of being in the different out-of-control
states when the system is out-of-control, remain to be determined. A very reasonable
scheme is to assign these values based on past experience with system performance.
Another option is to assume that the probabilities of the system falling into a given
state are constant across all three out-of-control states.
The next chapter describes computer algorithms that will allow actual investiga-
tion of these effects.45
5. Computer Methods to Find Parameters for Three Control Charts
The two algorithms discussed in Chapter 3 can easily be extended to determine
the two additional parameters needed for the simultaneous construction of three con-
trol charts.These two additional control chart parameters are L1 and L2, critical
values for the S? and Si control charts.For the Hooke - Jeeves algorithm, the
extensions is obvious: just expand the vector L to six dimensions, one for each con-
trol chart parameter. Extension of the Lorenzen and Vance algorithm is more compli-
cated. One could expect to solve for L1 and L2 by making two more golden section
searches.Another alternative is to use a Hooke - Jeeves search to simultaneously
determine the best values of L0, L1, and L2, retaining the overall method to determine
the other three parameters.
The algorithm based on three golden section searchs (denoted by 3GS) uses one
search for each of the three critical values, L 0, L1, and L2. The only modification
needed to the golden section search algorithm that was developed for searching for X
chart parameters is to expand the search region from the range of .20 to 5.5, which
was appropriate for L0, as L0 is the positive critical value for a standard normal ran-
dom variable. However, L1 and L2 are critical values for random variables that fol-
low a X2 distribution, meaning that the range of the search region should be .20 to the
99.9999% critical value for a X2 random variable with n or n (m1) degrees of free-
dom, respectively. More details of the operation of the 3GS method, as well as those
of the other two algorithms will be presented in Section 5.2.
5.1 Selection of Starting Points
After a numerical study of the cost surface for simultaneously optimizing X and
R charts for single stage sampling, Saniga noted that the function being optimized is
generally not convex. Not surprisingly, he found that the optimal solution returned by46
the algorithm is sometimes sensitive to the search starting point.Hence, Saniga
recommended considering multiplestarting points and selecting the best local
optimum returned from the search algorithm for use as a starting point for a neighbor-
hood grid search. The final set of control chart parameters are selected as the values
that yield that lowest value of E(A) found in this neighborhood grid search. As the
model currently under consideration contains all of the parameters of Saniga's model
plus those required for two stage sampling, it is quite reasonable to follow Saniga's
approach of using multiple search starting points.
In Saniga's paper, he noted that given reasonable system parameters (such as
cost and critical shifts in the distribution parameters), the optimal control chart values
of n and Lo shift very slightly from those optimal values found when solving only for
the k chart parameters.h, the sampling interval is slightly larger for the two charts
than it is for just the X chart;Saniga surmised that less frequent samples were
needed due to the increased power afforded by two charts. As can be seen in the
example in this chapter and that presented in Chapter 6, this was not always true for
the problems considered for this research. As can be observed in the two examples,
the optimal sampling plan depends on p, the relative probability of each of the out-
of-control states, as well as the relative size of the differences between the in- and
out-of-control levels of the population parameters. If p 1, the probability that the pro-
cess mean is the parameter that shifted given the system is out-of-control, is large and
gob is close to go, Saniga's observations relating the optimal plans for X charts to
those needed for three simultaneous control charts will still hold true. This is because
shifts in the process mean are the dominant out-of-control condition, exactly the situa-
tion that Saniga investigated. However, if p is dominated by either p2 or p3, or both
elements, and/or gob is substantially larger than go, the impact of the optimal X sam-
pling plan on the best sampling plan for three simultaneous charts in greatly reduced.
Domination of the 1- plan is visible in the next example, while the second effect is47
observable in the Chapter 6 example. Consequently, while the best sampling plan for
the single X chart should not be the only basis for all search starting points, it cer-
tainly forms the basis for one.
Additional search starting points can be generated based on the optimal control
chart parameters for a single S? chart or a single Si chart. Here, starting values for
ni,hi and Li, the specified critical value, i = 1 or 2, are those returned from the
optimal single variable control chart sampling plan.Starting values for the other two
critical values are selected as the 99.9% critical values for a x2 distribution with n and
n (m1) degrees of freedom, respectively. Note that the only modification required
for parameter selection for single variance component charts from those methods
presented in Chapters 2 and 3 is to define the search region for the critical value from
.2 to the upper 99.9999% critical value for a X2 random variable with the appropriate
degrees of freedom. Additionally, the probabilities of obtaining out-of-control signals
must be modified to reflect the charted statistic and its distribution.
Thus, the sample sizes, sampling interval and critical value that were optimal for
the X control chart are used as one starting point, (increasing the sample size to a
minimum of two secondary units per primary unit, if necessary), and selecting L1' and
L2 as the values such that P (Y ) = .999 for i = 1 or 2. These values come
from the X2 distribution with no1 and n o(m p1) degrees of freedom for i = 1 or
2, respectively. Another search starting point selected consisted of n1, ml, h1, and L1
from the optimal 5? chart. L 0' was selected as 3.09, the critical value for a two-
sided 99.9% confidence interval when the random variable follows a normal distribu-
tion. L2 was again selected so that P (Y ) = .999, where Y is a random vari-
able following a X2 distribution with n 1(m 11) degrees of freedom. A third search
starting point consists of the n2, m2, h2, and L2 values for the optimal Sl control
chart, Lo= 3.09 and L1' such that P (Y 5 L1' ) = .999, where Y is a random variable48
now following a X2 distribution with n21 degrees of freedom.
Five other starting points were selected in an attempt to spread starting points
around the region of realistic values for the control chart parameters.Define
ni , mi, hi and Li, i = 0, 1, 2, as the values obtained from solving for the optimal con-
trol chart parameters with just the f, S? or Si chart, respectively, using the algo-
rithm given in Chapter 3. Table 5 lists the search starting points used for each of the
searches for parameters for three control charts that are discussed in the remainder of
this paper. Values given in row 8 are those starting values suggested by Lorenzen
and Vance, with the additional designation of two secondary units per primary unit,
and the 99.9% x2 critical values for each of the two variance component charts.
Specifically, values in rows 4 and 5 represent, respectively, the minimum and max-
imum sampling that are represented as a combination of the optimal sampling levels
from each of the three single variable charts. Values in rows 6 and 7 were selected to
push the starting points to other areas of the feasible region.Values in row 6
represent a substantial reduction in sampling and the expected number of out-of-
control signals, when compared to the plan in row 4. Row 7 represents a substantial
increase in total sampling and tightening of the control limits.1.5 rather than 2 was
selected as the Li' multiplier in row 6, as 2 Li usually exceeded the upper bound of
the allowable Li search region for at least one of the three critical values.49
Table S
Search Starting Points
n m h Lo L1 L2
1 no m o ho Lo L1'L2
2 n1 ml hl L 0' L1 L2
3 n2 M2 h2 L 0' L1' L2
4max(n 0, n1, n2) max(mo, m1, ma.) min(ho, h1, h2) Lo L1 L2
5 min(no, n1, n2) min(mo, ml, m2) max(ho, h1, h2) Lo L1 L2
62.max(n 0, n1, n2)2max(mo, ml, m2).5.min(h 0, h1, h2)1.5L0 1 .5L 11.5L2
7.5-min(no, n1, n2).5min(mo, ml, m2)2max(ho, h1, ha) .5L o .5L1 .5L2
8 max(-202) 2 2.6 3.2 L1'L2 ,
A
As can be seen in Tables 6, 7 and 8, all eight of the starting points rarely caused
the algorithm to converge to the same set of optimal control chart parameters. These
tables also display the range of widely disparate results that can be returned by any
given search algorithm just by varying the search starting point.This provides evi-
dence that multiple search starting points are a good idea, especially when the user
has no knowledge of the neighborhood of the search region that will contain the
optimal control chart parameters. This is commonly the case, leading to the recom-
mendation of using multiple starting points. Examination of the following examples
shows that no one of the suggested starting points always returned a better set of con-
trol chart values than the others.Further, the additional computer time (usually less
than a minute)required to complete the multiple runs is trivial compared to the
potential gain.
5.2 Algorithm Details and Computational Issues
Three different algorithms were implemented in an attempt to find one or more
that quickly determined a good set of control chart parameters.
The first, the 3GS method, consisted of the simple expansion of the Lorenzen
and Vance algorithm given in Chapter 3 to include three golden section searchs
(denoted by 3GS), one for each critical value. This algorithm begins by fixing n, m,50
Lo, L1, and L2 and then sets the partial derivative of E(A) with respect to h equal to 0
and solves for h.Golden section searches are sequentially conducted to find the
optimal values for L0, L1, and L2. Note that a new value of h must be obtained for
any changes in any Li value.Since L 0, L1, and L2 are independent of one another,
each golden section search finds the optimal (Li, h) pair, given that the two remaining
critical values are fixed at some level.Then n and m are determined using a
Fibonacci search.Note that each change in n requires recomputation of the three
(Li, h) pairs. Every change in any one of the Li forces reoptimization of h. Each
change in m requires reoptimization of n and the (Li, h) pairs. Performance of this
algorithm is much like that of the algorithm discussed in Chapter 3. Operation of the
algorithm can easily be inferred from the second section of Appendix C where a
numerical example illustrates the exact operation of the algorithm.Again, a new
value of h is computed for each Li change considered.
A complicating issue of this approach is the effect of the Li solution order on the
algorithm results. To investigate this effect, both the following example as well as
the first example discussed in Chapter 6 investigated all six permutations of the order
of Li solution order for all eight of the starting points listed in Table 5.In the first
example the Li solution order had no effect. (See Table 6.) However, as will be seen
in Chapter 6, the Li solution order had a large effect in that example. Recommenda-
tion of an Li solution order will be delayed until it is determined if this algorithm is
of any long-term interest. As will be discussed Chapter 6, an optimal parameter solu-
tion order for any of the algorithms considered depends on the relative probabilities of
shifts to the three out-of-control states in conjunction with the relative sizes of the
shifts in the three parameters between their in-control and out-of-control states. This
makes it impossible to recommend a parameter solution order that is optimal in all
applications. Eventual selection of another, more effective solution technique, makes
this a moot issue.51
Another way to determine the values of Li is to use a simultaneous search algo-
rithm, such as the Hooke - Jeeves method, to simultaneously solve for the triple (L0,
L 1, L2) that optimizes the cost per unit time for a fixed sample size and sampling fre-
quency.In this format, the six control chart parameters are determined as in the
Lorenzen and Vance algorithm, only a Hooke - Jeeves search on the three Li values
replaces the single golden section search for L 0. Denote this approach as 3HJ.
Another approach extends the Hooke - Jeeves search so that simultaneous solu-
tion techniques are used to determine all six of the control chart parameters. In this
application, the search begins by fixing [L 0, L 1, L2, n, m]' at some level.Then
Equation 6 and a Newton's search are employed to determine the best value of h for
this level of the other five control chart parameters.(This method consistently con-
verged more quickly, often to lower values of E(A), than did those results obtained by
beginning the Hooke - Jeeves search directly with the starting h value passed into the
algorithm.) Once the optimal value of h is obtained from the Newton's search, the
Hooke - Jeeves algorithm is used to walk through step changes in the vector of the
six control chart parameters. h is restricted to be the last element of the vector so that
it will be the last parameter to be altered in each complete six dimensional step. A
step-by-step demonstration of the working of this algorithm (denoted by 6HJ) is given
in Appendix C.
As with both the 3GS and 3HJ methods, the order in which the parameters were
altered could affect the solutions returned from the 6HJ algorithm. Discussion of this
phenomenon is delayed until the presentation of a concrete example in Chapter 6.
However, as will also be discussed in Chapter 6, the best solution order depends on p,
the relative probabilities of the three out-of-control states, and the size of the
differences between the in- and out-of-control levels of the population parameters.
This makes a general solution order recommendation impossible.52
Every test conducted for this research found that for a given search starting
point, the 6HJ algorithm converged more quickly than did either of the other two
algorithms, regardless of the parameter solution order used in any algorithm. In the
following example, the 6HJ algorithm averaged 173 computations of the ARLs until
the algorithm converged, compared to 1524 recomputations of the ARLs for the 3HJ
algorithm and 592 for the 3GS algorithm. The standard error of the number of ARL
computations for the 6HJ method was 62, while the 3HJ number was around twice as
large. The 3GS algorithm was more consistent for all eight of the starting points.
The standard error of the number of ARL computations for the 3GS algorithm was
only 17. No single algorithm yielded the lowest E(A) value for each of the eight
search starting points. However the 6HJ method consistently found one set of sample
parameters with a lower value of E(A) than did either of the other two algorithms.
Further discussion of this point is required after considering specific examples.
Two computational issues should be mentioned. This algorithm, like most oth-
ers, has a set of criteria that it uses to determine when two points yield E(A) values so
close together that there is no practical difference between the two sets of control
chart parameters. For each step of each algorithm, two sampling plans were declared
equivalent if their respective values of E(A) were within .01 of each other. This is an
absolute value. As mentioned in Chapter 3, the step movement of the Hooke - Jeeves
algorithm fails to discern differences between points if the step size is small and E(A)
flat over any search region.If finer differentiation between sampling plans is needed,
the convergence criterion can be reduced.
All of the algorithms are heavily computational, leading the user to be wary of
round-off problems. Three parts of the problem rate most attention, as they poten-
tially involve division by a very small number. ARL1 and ARL2 are determined by
1
and where a and 0 are the respective probabilities of Type I and Type II
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errors.Certain combinations of parameters lead to attempted division by a very low
number. There is also the consideration that ARL1 values of more that 100,000 have
little practical meaning other than to indicate almost no chance of a Type I error.
hence, ARL1 values are defined as 1,000,000 for a < .000001.Similarly, ARL2 is
defined as 1,000,000 for 0 greater than .999999.
The Newton's search also has a potential for division by a very small quantity.
aE (A)
ah
A),
The algorithm determines new values of h by h,,, = h0-
a E (f--.
However, the
ah2
convergence criterion for the Newton's search states that ifaE
ah
)< E the division is
not done, but the old value of h declared optimal, and the search terminated. For
practical reasons of time measurement, E was selected as .01.In all of the runs
E (A )
than observed for this work, no value ofa
ah
greater th.00000001 was ever
observed.This means that hwas alway equal to kid.(See Appendix C for
examples.)
With these issues in mind, an attempt to study the effects of the various starting
points and effectiveness of the three search methods was made by examining the per-
formance of the algorithms on specific examples. The relative stability and relation-
ships of the six control chart parameters fluctuate a noticeable amount based on the
set of input parameters used for a particular problem. This becomes apparent when
comparing independent applications of the algorithm. To illustrate, consider that in
the following example the 6HJ algorithm and the first set of search starting conditions
yield an optimal solution. This same algorithm and set of starting conditions yield a
result far from optimal for the initial problem discussed in Chapter 6. Modification of
the p input variable caused the 6HJ algorithm to again return results that were again
near the optimal value returned by all eight of the search starting conditions, exactly54
the behavior observed in the Chapter 5 example.
For discussion purposes, again consider the system data discussed in the article
by Lorenzen and Vance. As in Chapter 3 arbitrarily allocate their reported total vari-
ance so that a? = 3q. Runs were made with the assumption that it was equally
likely that the system was in any one of the three out-of-control states whenever the
system was out-of-control.
One can make some general observations about the performance of the algo-
rithms.First, the effects of multiple search starting points were investigated. Table
6 contains the actual search starting values used as well as the resulting optimal
values determined by all three of the algorithms. The ARL values are recomputed for
each change in any of the six control chart parameters. The Count listed in the tables
is a measure of the number of times that the ARL levels were computed. This pro-
vides a rough measure of convergence speed for the various algorithms.55
Table 6
Algorithm Selection of 3 Control Chart Parameters
Search Starting Conditions
Row 1 2 3 4 5 6 7 8
n 2 2 3 3 2 6 2 2
m 2 2 20 20 2 40 2 2
h 14.005.005.005.0014.002.5028.002.6
L 0 5.50 3.09 3.09 5.50 5.505.50225 3.2
L 1 10.8127.4716.2927.4727.4741.2113.7410.81
L 2 13.6913.6995.8295.8295.82143.747.9113.69
Solution values from 6HJ Algorithm
n 2 2 2 2 2 2 2 2
m 2 2 2 2 2 15 2 2
h 11.1911.815.72629 5.64 9.71 6.24 12.19
L 0 5.50 5.50 5.50 5.50 5.50 5.50 3.35 5.50
L 1 27.4727.4727.4727.4727.4720.3216.1427.47
L 2 30.2330.2321.597.200.2041.1012.5530.23
E(A)20.7420.7421.1324.7384.18252221.5020.74
Count229 231 148 153 95 115 93 228
Solution Values from 3IU Algorithm
n 21 21 21 21 21 21 21 21
m 9 9 7 7 9 9 9 9
h 500 500 500 500 500 500 500 500
L 0 0.40 5.10130 1.300.40 1.30 3.31 0.40
L 1 14.8428.0723.2623.2614.83232613.5414.84
L 2 22.9860.7274.1674.1622.9874.1611.1022.98
E(A)26.1926.1926.1926.1926.1926.1926.1926.19
Count1450 1456172817261429 151314491444
Solution Values from 3GS Algorithm
n 2 2 2 2 2 2 2 2
m 7 7 7 7 7 7 7 7
h 4.74 4.744.744.744.744.744.744.74
L 0 3.48 3.48 3.48 3.48 3.48 3.48 3.48 3.48
L 1 17.0517.0517.0517.0517.0517.0517.0517.05
L 2 32.0832.0832.0832.0832.0832.0832.0832.08
E(A)21.8921.8921.8921.8921.8921.8921.8921.89
Count604 604 586 586 604 554 604 595
Careful examination of Table 6 raises many questions, many of which should not be
answered until experience with the performance of the algorithm with other data sets
is obtained. For example, consider the variation in E(A) values returned by the 6HJ
algorithm. The fifth set of search starting conditions yield an E(A) value roughly four56
times larger than any of the others obtained from the other starting points.Further,
this fifth set of conditions selects the optimal L2 at its lowest allowable value, far
from the value returned by any of the other seven search starting points. However, a
few general observations can be made.
With the 3GS algorithm, all of the permutations of the Li solution order yielded
the same results for all eight search starting points.. As will be seen in Chapter 6,
this is not generally true. For most search starting points, the 6HJ algorithm returned
sampling plans that had lower values of E(A) than did the associated 3GS or 3HJ
algorithms. However, comparison of the three methods should be delayed until other
sets of input parameters are examined. Further, the 3HJ algorithm always selected h
at its upper boundary, certainly suspect behavior.
To determine the actual sampling values to use, a neighborhood grid search over
the apparent optimal region is conducted. Here, the grid consisted of n and m values
of 2 and 3, h from 11.5 to 12.5 by steps of .1, L0 ranging from 5.0 to 5.5 by steps of
.1, and L1 and L2 ranging from the 99.9% to the 99.9999% critical values for a X2
distribution with the appropriate degrees of freedom. The grid search found that the
optimal control chart sampling plan consists of n = m = 2, L0 of any value between
5.1 and 5.5, L1 = 27.47, L2 = 30.23 and h of any time between 11.5 and 12.3. This
gives an E(A) value of $20.74, exactly that found by the 6HJ algorithm with this same
set of sampling parameters.
One observation should be made before leaving this section.Saniga observed
that economical optimal X chart sampling schemes tended to have smaller values of h
than jointly economically optimal X and R charts.(Larger values of h imply less
sampling.) A similar sort of effect is observable in this setting, but it is now true of
the parameters returned from solution of the single S1 and Sl charts, the parameters
that separately required the smallest values of h. When three control charts are simul-57
taneously used, the best h values are around 12.Optimal single variable S1 and S2
charts required h values of 5.01 and 4.40.
In practice, another issue that complicates the application of these methods is
that the actual values of the given input parameters will most likely not be those
specified in the model. Many of these specified values are estimates of the true system
parameters, some of which are very difficult to accurately estimate.Recall that the
goal is to estimate sample sizes, sampling frequencies and critical values.Minor
deviations in the parameters often do not substantially impact the operation of the
control chart sampling plan. Further, large deviations may only affect the estimate of
E(A) and not the optimal sampling plan. This is best demonstrated on the example in
Chapter 6.
These differences continue to highlight the need to perform a sensitivity analysis
to determine the effect that changes in the input parameters have on the resulting
optimal control chart parameters before selecting a sampling plan for an application.
This analysis also helps to identify those system components that contribute the most
to the cost per hour of operating a system, highlighting areas of the production pro-
cess whose improvement could reduce per hour production costs. The next chapter
demonstrates these methods for a specific data set, as well as a continued discussion
of the algorithms' performance with different sets of input parameters.58
6. Sensitivity Analysis for a Specific Example
The control chart parameters selected by either of the search algorithms are very
dependent on the values of the input parameters and the relative values of several sub-
sets of these values. Due to the nonlinear relationship of all the input parameters to
the cost per unit time, and the interaction of input parameters with each other,
changes in any one of the input parameters affects the selection of the control chart
parameters. However, two distinct categories of input parameters can be discerned.
The first set consists of the distribution parameters for the four system states, as
well as the values of p, the probability of shifting to each of the out-of-control states,
given that the system has left the in-control state.This group of parameters deter-
mines the proportion of nonconforming material that is produced in any system state.
These quantities also drive the estimates of ARL1 and ARL2.
Once the probability and distributional information is used, the cost parameters
are used to determine the relative impact of the various events. These cost parameters
are used as a type of weight to combine the probabilities of the various events so as
to determine the optimal sampling system.
With these concepts in mind, consider a problem from integrated circuit
manufacturing.Although the example in Chapter 5 demonstrated a good balance
between the criticality of control of the three population parameters, this particular
problem is included because of some extreme relationships between the input parame-
ters.These relationships point out some of the difficulties that can be encountered
when searching for optimal control chart parameters with this algorithm and provide a
test of the robustness of the search algorithms. The data set used by Lorenzen and
Vance did not demonstrate the impact of the extreme differences in the level of con-
trol needed of the variance components, relative to the level of control needed for the59
process mean.Before discussing specific problems, itis helpful to explain the
manufacturing environment that generates this data set.
6.1 Example Background Information
Integrated circuit (also called IC or chip) manufacturing is a highly complex pro-
cess. At Hewlett - Packard's Northwest Integrated Circuit Division, some 283 process
steps must be precisely executed to create a working chip. A brief summary of the
manufacturing process helps identify some of the multiple problems of process con-
trol.
An IC, also called a die, is the result of a lengthy process that begins with a
large primary unit called a lot.At the start of processing, a teflon rack, or boat, is
loaded with up to 24 round, thin pieces of essentially pure silicon, four to six inches
in diameter. For discussion, a boat forms the population at any point in time. Each
piece of silicon is called a wafer, which forms the primary units of interest.
Initially, the boat is loaded into a tank so that a film is simultaneously applied to
all the wafers. Then the wafers are individually removed from the boat and coated
with photo resist.
The next step sets out individual die on the wafers. Each die covers up to five
square centimetres of the wafer, allowing 20 to 1300 individual die to be created on
any one wafer.Virtually all die on the same wafer are identical, although a few
"die" per wafer contain special measurement or test structures that are used for in -
process calibration, and are not intended to produce working die at process end.
By using a photographic process, a pattern of lines (that includes a die to die
boundary) is laid out repeatedly over the surface of a wafer.Lines are set by
"developing" the wafer, i.e. acid etching away the areas of the current film without
lines. This is done by etching an entire wafer.60
Then wafers are coated with another film of metal, nitride, oxide or polyamine,
and another layer of photo resist. Each die area goes through the "camera" to be
exposed to a second pattern of metal or poly lines, and so the process repeats for 14
to 20 different layers of lines. Then the wafers are sawed into individual die, bonded
into plastic packages, and tested.
At each process step, multiple die per wafer are measured to determine the distri-
bution of the output of the previous step. This information is used to determine the
appropriate action to take with particular wafers or an entire lot of wafers at the
current processing step.For example, measurements are taken to determine film
thickness and internal wafer film uniformity to determine the time to etch through the
film.Further, if a film is too nonuniform, it can be stripped off and reapplied before
going through the photo process.Also, lot-to-lot variability needs to be tracked to
ensure each process is stable so that the output of all these highly interactive process
steps yield working die.
Another type of measurement taken uses verniers at five test sites on a wafer to
ensure that one level of lines is correctly aligned with lines of previous levels.(If the
alignment error is too large, the current film and etch pattern are stripped and the
wafer reprocessed through a particular level.)
These general steps are modified in two circumstances. If a wafer (or a lot) has
a (bimodal) distribution with only a few die in the part of the distribution that are
unacceptable, the wafer continues to be processed without rework, and those die
scrapped at process end. Finally, as stripping layers can damage previous layers, any
wafer that needs to be reworked for a third time is scrapped.
6.2 Application Details
One operation where wafers are inspected to determine if the equipment is
operating correctly is at the furnaces that are used to grow (i.e. deposit) oxides on the61
wafers. A boat (or more) of wafers is put into the oven, and held there at a high tem-
perature for several hours while the oxide crystals grow on the wafers. The high tem-
peratures provided by the oven are needed for the chemical reaction that grows the
oxide when the gasses that are circulating in the oven chamber react with each other
and the material on the wafers. When wafers are removed from the oven, the opera-
tors currently measure three spots on each of three wafers that were processed in the
most recent run of the oven.Interest in cost reduction is causing evaluation of this
and all other sampling inspection plans.
To assess the current sampling plan, it is reasonable to examine the optimal con-
trol charting scheme and compare the results with the average cost per hour of the
current scheme. Part of this analysis is the determination of the sensitivity of these
optimal sample sizes, sampling interval and critical values to the exact specification of
the input parameters. This sensitivity will determine the degree of accuracy needed
for input parameter specification.
At the Stress Release Oxide deposition tube (SRODT), up to 100 wafers are
simultaneously processed for four hours. Wafers have an average of 71 die per wafer.
The resulting film thickness is specified to be between 425 g to 575 a. The process
operates with an estimated variance of 3 a from one wafer to the next within any one
run and 1 g variance from one site to another, within the same wafer. The process
mean is estimated to be 503 a. These values are a bit suspect, as the measuring dev-
ice is only rated to ± 5 a.However, they are based on thousands of measurements
and appear to realistically represent the population parameters.
The process engineer had decided that he will let the system run without inter-
vention if it is running with a mean shift no more than 65 g, the between wafer vari-
ance less than 20 g and the within wafer variance less than 5 a.It takes about .0167
hours to measure one spot per primary unit and .0125 hours for each additional spot62
per primary unit. Measurement costs of a 43 = $2.50, al= $.50, and a2 = $.375 were
calculated based on the time it takes an operator to move to and set up the measuring
equipment, load and unload one wafer from the measuring equipment, and move from
spot to spot on the same wafer. For safety reasons, the process is shut down when
being investigated or repaired. On average, 1775 die are processed per hour.
Beside the very wide process window, this operation is also exceedingly reliable,
failing on average once per year, so= .0001. However, repair is a tricky process.
On average, it takes 40 hours to determine if a problem exists, and to locate the cause
and extent of the problem. If identified, it takes another 16 hours to correct the prob-
lem. This yields false alarm costs of $1600.00 per incidence; the cost of a real alarm
is $2240.00, which includes the investigation and repair costs.
The most difficult parameters to specify are the cost per nonconforming unit that
escapes the final test processes and eventually reaches a customer, and the proportion
of out-of-control events that fall in each of the three out-of-control states. The latter
is due to limited observation of an out-of-control system (two times in 23 months.)
Somewhat arbitrarily, all of the pi were set to .3333, but the effect of this assignment
of values will be investigated. An estimated cost of $227.32 per unit that fails in this
process step was used, based on a combination of expected number of good die per
wafer at process end, manufacturing costs, the IC field failure rate, and an estimated
cost of $500.00 per field failure.
Optimal control chart parameters were constructed for X charts independently,
and also simultaneously forS? and Si charts. Parameters were calculated using
the algorithms discussed in Chapters 3 and 5.
63 Results
This application of the algorithm is under an extreme set of parameter condi-
tions. Given the low value of X., it is easy to see that this system rarely goes out-of-63
control.Further, the degree of control specified for each of the three distribution
parameters is not at all consistent from one to the next. This can be seen by noting
the differences between the in- and out-of-control levels of the distribution parameters.
If one determines the optimal control chart parameters separately for each of the
three charts, widely disparate results are obtained. The optimal sampling plans for
each of the three single variable control charts are given in Table 7 in the first three
columns of the first section of the table. These points also define the first three search
starting points. E(A) values range from $40.13 if just the X chart is used to $0.25 if
only the S i chart is used. (The optimal single S ? chart had an E(A) value of $.63.)
The value from the X chart highlights the fact that in this application a single X chart
provides no real information for process control. h values on the boundary of the h
search region were obtained whenever this was the case.
The other two single variable control charts provide some degree of process con-
trol.Both of the variance components control charts have out-of-control states fairly
close to their in-control levels, meaning that there is a real chance of both Type I and
Type II errors. When used as search starting points to determine three simultaneous
control charts, both n and m must be greater than or equal to 2 to allow estimation of
both of the variance components. This is reflected in the optimal sampling plans
listed in Table 7 for each of the single variable control charts.
Consider the performance of the three algorithms on this application. The 3HJ
algorithm had at best poor behavior.All of the search starting points stalled on a
boundary of the It search region. Further, for any search starting point, the E(A) value
returned by the 311.1 method was substantially worse than that obtained from either of
the other algorithms.64
Table 7
Example 1: Selection of Control Chart Parameters
Search Starting Conditions, Based on Table 5
Row 1 2 3 4 5 6 7 8
n 2 2 2 2 2 4 2 2
m 2 2 2 2 2 4 2 2
h .0001 20.00 306.0 .0001 306.0 .0001 500 2.60
L0 0.20 3.09 3.09 0.20 0.20 0.30 0.20 3.20
L1 10.81 27.47 10.81 27.47 27.47 41.20 13.73 10.81
L2 13.69 13.69 19.29 19.29 19.29 28.94 9.64 13.69
Solution values from 6HJ Algorithm
n 2 2 2 2 2 2 * 2
m 2 2 2 2 2 2 * 2
h 0.80 4.42 4.42 2.64 305.6 1.40 * 4.42
L0 2.20 5.50 5.50 5.50 5.50 4.40 * 5.50
L 1 2.01 27.47 27.47 27.47 27.47 11.32 * 27.47
L2 4.89 30.23 30.23 30.23 30.23 22.94 * 30.23
E(A) 37.70 4.06 4.06 3.76 178.04 5.66 * 4.07
Count 137 169 166 174 149 167 * 166
Solution Values from 3HJ Algorithm
n 21 14 14 10 14 21 14 14
m 9 4 4 9 4 9 4 4
h 500 0.00010.00010.00010.0001 500 0.00010.0001
L0 0.20 5.50 5.50 5.50 5.50 1.60 5.50 5.50
L1 10.81 3.60 3.60 11.47 3.60 32.78 3.60 3.60
L2 13.69 12.43 12.43 4.09 12.43 21.74 12.43 12.43
E(A)5441.8940.7640.7641.0340.765441.8840.7640.76
Count 757 5894 5891 1371 5894 804 5893 5891
Solution Values from 3GS Algorithm
n 2 2 2 2 2 2 2 2
m 9 9 9 9 9 9 9 9
h 3.97 3.97 3.97 3.97 3.97 3.97 3.97 3.97
Lo 3.48 3.48 3.48 3.48 3.48 3.48 3.48 3.48
L1 17.05 17.05 17.05 17.05 17.05 17.05 17.05 17.05
L2 36.62 36.62 36.62 36.6236.62 36.62 36.62 36.62
E(A) 11.15 11.15 11.15 11.15 11.15 11.15 11.15 11.15
Count 520 520 535 519 535 527 524 520
* Failed to Converge
Results of the algorithm that used three golden section searches (3GS) were
much more promising. All eight of the search starting points converged to the same
value of E(A), and for three search starting points, these values were better than those65
found by the 6HJ method.
For this data set, the 6HJ method found the best sampling parameters of any of
the three algorithms. For three of the eight search starting points, the algorithm's
value of h was far from optimal, leading to unacceptably high values of E(A). How-
ever, the best plan returned by the algorithm was a good operating point.
A grid search over the region of n = 2, 3, m = 2, 3, h = 2.0 to 5.0, by steps of
.1, LU =4.5 to 5.5, by steps of .1, and L 1 and L2 values gridded over the 99.9% to
99.9999% critical values for a X2 distribution with the appropriate degrees of freedom,
was conducted. This led to the conclusion that the economically optimal control chart
sampling plan for this set of input parameters consists of n = 2, m = 2, h = 2.8 or
2.9, L o = 5.5, L1 =27.47 and L2 = 30.23. The per hour cost of operating with this
set of control chart parameters is $3.74. The ARL1 is over 1,000,000 and ARL2 is 2.
This represents an improvement over the current control chart sampling plan that
consists of inspecting 3 sites on each of 3 wafers every 4 hours. Critical values used
are Lo = 3.0, L1 = 13.7, and L2 = 22.7.This yields a control scheme that operates
with an ARL1 of 215 and ARL2 of 2. The expected cost per hour of operating this
system is $7.65.
To determine the success of the algorithm in finding the global optimum, a grid
search was conducted over the entire sampling space. This means that n varied from
2 to 50, m from 2 to 20 (both by steps of size 1), h from .1 to 500 by steps of .1
hours, and each of the three critical values from .2 to the upper boundary of the
respective search region by steps of .1. Note that the upper boundaries of the L 1 and
L2 region expand for each increase in n and m, respectively. This search found the
the plan obtained from the 6HJ search is better than any other, for this range of allow-
able sample values. Further, the grid search of the entire space took several hours to
run, making the 611.1 method an attractive alternative.66
6.4 Sensitivity Analysis
Although a sensitivity analysis could be done on any of the input parameters,
three were selected as being of particular interest for this application. These consist
of the upper boundary of the h search region, the cost per nonconforming unit, and
the relative probabilities that the system has shifted to state i, given that it is out-of-
control.The first allows additional examination of the performance of the search
algorithms, while the latter two focus on the effect of costs and system-state relation-
ships.
Consider first the effect of the selection of the values of p, the relative probabili-
ties of the system shifting to the three out-of-control states, given that it is out-of-
control.Recall that only two state changes (i.e. out-of-control events) had occurred
for this process. This had caused the arbitrary selection of p' as [.3333, .3333, .3334].
What is the impact of this assignment of p values on the control chart sampling plan
and the performance of the search algorithm?
Discussions with both the process engineer and operators made it clear that on
this, and similar process steps, the main interest was in controlling the process vari-
ance components. Further, when problems did occur, they always occurred in one of
the two variance components. With this in mind, three alternative p values were con-
sidered, namely p' = [.0001, .5999, .4], p' = [.0001, .4, .5999], and
p' = [.0002, .4999, .4999]. These values of p were again arbitrarily chosen, but are
close to values of p observed for similar operations.
Since p is used only to compute average run lengths when three charts are simul-
taneously constructed, changes in p will have no effect on the selection of search
starting points.Table 8 displays the results of the four sets of p values, using the
algorithm that includes the 6HJ search, Table 9 has the same information when the
3HJ algorithm is used, and Table 10 the same results for the 3GS method.67
Table 8
Effect of various p values on 61U Results
Search Starting Conditions, Based on Table 5
Row 1 2 3 4 5 6 7 8
p' = [ .3333, .3333,.3334]
n 2 2 2 2 2 2 * 2
m 2 2 2 2 2 2 * 2
h 0.804.424.42 2.64 305.6 1.40 *4.42
L 0 2.20 5.50 5.50 5.50 5.50 4.40 *5.50
L 1 2.0127.4727.4727.4727.4711.32*27.47
L 2 4.8930.2330.2330.2330.2322.94*30.23
E(A)37.704.064.06 3.76 178.045.66 *4.07
Count 137 169 166 174 149 167 * 166
p' = [ .0001, .5999, A]
n 2 2 2 2 2 2 * 2
m 2 2 2 2 2 2 * 2
h 26.9021.12305.626.64305.627.26*25.04
L0 5.50 5.50 5.50 5.50 5.50 5.50 *5.50
L 1 27.4727.4727.4727.4727.4727.47*27.47
L 2 30.2330.2330.2330.2330.2330.23*30.23
E(A) 0.58 0.60 1.970.58 1.97 0.58 *0.58
Count637 141 106 427 221 186 *389
p' = [ .0001, .4, .5999]
n 2 2 2 2 2 2 * 2
m 2 2 2 2 2 2 * 2
h 33.3229.24305.632.80305.633.68*30.72
L0 5.505305.50 5.50 5.50 5.50 *5.50
L 1 27.4727.4727.4727.4727.4727.47*27.47
L 2 30.2330.2330.23302330.2330.23*30.23
E(A) 0.52 0.53 1.41 0.52 1.41 0.52 *0.52
Count694 162 389 462 161 147 *427
p = [ .0002, .4999,.4999]
n 2 2 2 2 2 2 * 2
m 2 2 2 2 2 2 * 2
h 28.5224.80305.629.64305.6 1.76 *27.80
L0 5.50 5.50 5.50 5.50 5.50 4.40 *5.50
L 1 27.4727.4727.4727.4727.47 8.16 *27.47
L 2 30.2330.2330.2330.233023 16.14*30.23
E(A) 0.560.56 1.720.55 1.72 6.57 *0.56
Count656 162 370 433 161 169 *408
* Failed to Converge68
Table 9
Effect of various p values on 311.1 Results
Search Starting Conditions, Based on Table 5
Row 1 2 3 4 5 6 7 8
p' = [ .3333_3333_3334]
n 21 14 14 10 14 21 14 14
m 9 4 4 9 4 9 4 4
h 500 0.00010.00010.00010.0001 500 0.00010.0001
L0 0.20 5.50 5.50 5.50 5.50 1.60 5.50 5.50
L1 10.81 3.60 3.60 11.47 3.60 32.78 3.60 3.60
L2 13.69 12.43 12.43 4.09 12.43 21.74 12.43 12.43
E(A)5441.8940.7640.7641.0340.765441.8840.7640.76
Count 757 5894 5891 1371 5894 804 5893 5891
p' = [ .0001_5999, .4]
n 5 5 5 5 5 21 5 5
m 7 7 7 7 7 15 7 7
h 31.72 31.72 31.72 31.72 31.72 473.3 31.72 31.72
L0 5.50 5.50 5.50 5.50 5.50 0.67 5.50 5.50
L1 34.41 34.41 34.41 34.41 34.41 10.50 34.41 34.41
L2 79.46 79.4679.46 79.46 79.46 5.74 79.46 79.46
E(A) 1.39 1.39 1.39 1.39 1.39 99.99 1.39 1.39
Count 2370 2341 2349 1537 2296 1392 2351 2343
p' = [ .0001, .4, .5999]
n 5 5 5 5 5 5 5 5
m 9 9 9 9 9 9 9 9
h 33.05 33.05 33.05 33.05 33.05 33.05 33.05 33.05
L0 5.50 5.50 5.50 5.50 5.50 5.50 5.50 5.50
L1 34.41 34.41 34.41 34.41 34.41 34.41 34.41 34.41
L2 94.13 94.13 94.13 94.13 94.13 94.13 94.13 94.13
E(A) 1.56 1.56 1.56 1.56 1.56 1.56 1.56 1.56
Count 1861 1806 1803 1891 1805 1809 1804 1804
p' = [ .0002_4999_4999]
n 5 5 5 21 5 5 5 5
m 9 9 9 9 9 9 9 9
h 33.49 33.49 33.49 181.6733.49 33.49 33.49 33.49
L0 5.50 5.50 5.50 0.21 5.50 5.50 5.50 5.50
L1 34.41 34.41 34.41 4.52 34.41 34.41 34.41 34.41
L2 94.13 94.13 94.13 15.29 94.13 94.13 94.13 94.13
E(A) 1.55 1.55 1.55 85.44 1.55 1.55 1.55 1.55
Count 1862 1798 1856 1334 1852 1169 1851 185069
Table 10
Effect of various p values on 3GS Results
Search Starting Conditions, Based on Table 5
Row 1 2 3 4 5 6 7 8
p' = [ .3333, .3333, .3334] (All Li orders)
n 2 2 2 2 2 2 2 2
m 9 9 9 9 9 9 9 9
h 3.97 3.97 3.97 3.97 3.97 3.97 3.97 3.97
Lei 3.48 3.48 3.48 3.48 3.48 3.48 3.48 3.48
L1 17.0517.0517.0517.0517.0517.0517.0517.05
L2 36.6236.6236.6236.6236.6236.6236.6236.62
E(A)11.1511.1511.1511.1511.1511.1511.1511.15
Count520 520 535 519 535 527 524 520
p' = [ .0001, .5999, .4] (L1, L2, L3 order)
n 3 7 3 3 3 5 3 3
m 13 7 13 13 13 14 13 13
h 92.384635923892.3892.3876.2192.3892.38
L$3 3.48 3.48 3.48 3.483.48 3.48 3.48 3.48
Li 18.7624.6118.7618.7618.7621.8218.7618.76
L2 56.9262.5756.9256.9256.9283.2156.9256.92
E(A)2.67 4.45 2.672.67 2.674.68 2.67 2.67
Count840 840 840 842 839 692 840 840
P' = [ .0001, .4, .5999](L1, L2, L3 order)
n 11 2 11 11 11 7 11 11
m 7 9 7 7 7 13 7 7
h 500 7.51 500 500 500 102.1500 500
Lo 3.48 3.48 3.483.48 3.48 3.48 3.48 3.48
L1 29.7017.0629.7029.7029.7024.6129.7029.70
L2 84.0936.6284.0984.0984.0999.4784.0984.09
E(A)45.542.3245.5445.5445.549.0245.5445.54
Count998 998 1465 998 998 1111 998 1120
p' = [ .0002, .4999_4999] (L1, L2, L3 order)
n 11 7 7 7 7 3 7 7
m 16 9 9 9 9 9 9 9
h 50055.5559.4359.4359.43199.259.4359.43
L0 3.48 3.48 3.483.48 3.48 3.48 3.48 3.48
L1 29.7024.6124.6124.6124.6118.7624.6124.61
L2 203.5752975.2975.2975.2945.1075.2975.29
E(A)52.635.61 5.755.75 5.754.67 5.75 5.75
Count1403478 683 1403478 573 595 588
Values in Table 10 represent the Li solution order that returned the single lowest
value of E(A).70
Examination of Tables 6, 7, 8, 9, and 10 shows that the 6HJ method consistently
returned at least one parameter combination with a lower value of E(A) than any of
those obtained from either of the other two algorithms.Further, the best sampling
plan found by the 6HJ method was always close to the optimal returned by the neigh-
borhood grid search that is used to finalize the selection of the control chart parame-
ters. Note that the best set of sampling parameters returned by any of the algorithms
is not always from the same search starting point. For example, the 6HJ algorithm
returns the optimal sampling plan for search starting rows 1, 2, 5, 7 and 8 for the
problem presented in Chapter 5. However, the 6HJ algorithm returns the best sam-
pling plan when starting the search with the values listed in row 4 for the system
parameters in this chapter.
It should be noted that p has a large impact on the optimal value of h, as well as
the value of E(A). Whenever state 1 has a large probability of occurring (p i = .3333,
or the X chart is the only control chart used), more frequent samples are required.
Thus, for the X chart as the only control chart, h was .0001, the minimum allowable
time between samples. For p 1 of .3333, h is 0.80. For p 1 values of .0001 or .0002, h
is around 30 hours.71
Table 11
Example 1: Selection of Control Chart Parameters, h=50
Search Starting Conditions, Based on Table 5
Row 1 2 3 4 5 6 7 8
n 2 2 2 2 2 4 2 2
m 2 2 2 2 2 4 2 2
h .000121.20 50 .0001 50 .0001 50 2.60
L0 0.20 3.09 3.090200.20 0.400.20 3.20
L1 10.8127.4710.8127.4727.4741.2013.7310.81
L2 13.6913.69302330.2330.2345.3515.1127.47
Solution values from 6HJ Algorithm
n 2 2 2 2 2 2 2 2
m 2 2 2 2 2 2 2 2
h 2.3249.56 50 29.10 50 7.68.000127.80
L0 5.50 5.50 5.50 5.50 5.505.500.80 5.50
L1 11.9627.4727.4727.4727.4727.4782127.47
L2 6.7730.2330.2330.2330.2316.9517.5230.23
E(A)12.930.58 0.58 0.56 0.58 9.9840290.56
Count656 164 370 433 163 169 143 408
Solution Values from 3HJ Algorithm
n 5 5 5 5 5 5 5 5
m 9 9 9 9 9 9 9 9
h 33.4933.4933.4933.4933.4933.4933.4933.49
L0 5.50 5.50530530 5.50 5.50530530
L1 34.4134.4134.4134.4134.4134.4134.4134.41
L2 94.1394.1394.1394.1394.1394.1393.1394.13
E(A) 1.55 1.55 1.55135 1.55 1.55 1.55 1.55
Count1861 1804 180118161803 1865 18021801
Solution Values from 3GS Algorithm: (L1, L2, L3 order)
n 2 4 4 2 4 4 4 4
m 16 16 16 16 16 16 16 16
h 9.53 50 50 9.53 50 50 50 50
L0 3.48 3.48 3.48 3.483.48 3.48 3.48 3.48
L1 17.0520.3320.3317.0520.3320.33203320.33
L2 51.1178.8478.8451.1178.8478.8478.8478.84
E(A) 3.56 3.81 3.81 3.56 3.81 3.81 3.81 3.81
Count530 323 5332 577 323 400 532 44472
Table 12
Example 1: Selection of Control Chart Parameters, h=5000
Search Starting Conditions, Based on Table 5
Row 1 2 3 4 5 6 7 8
n 2 2 11 2 2 4 2 2
m 2 2 7 2 2 4 2 2
h .000120.005000.00015000 .000150002.60
L0 0.20 3.09 3.09 0.200.20 0.40 0.20 3.20
L1 10.8127.4710.8127.4727.4741.2013.7310.81
L2 27.4727.4752.0452.0452.0478.0626.0227.47
Solution values from 6HJ Algorithm
n 2 2 2 2 2 8 2 2
m 2 2 2 2 2 2 2 2
h 28.9624.804999.71.085000 5.31 28.6627.80
L0 5.50 5.50 1.40 1.405.50 5.50 5.50 5.50
L1 27.4727.4727.4722.1627.4735.1827.4727.47
L2 302330.2319.46 3.400.20 12.9930.2330.23
E(A) 0.560.56 21.41 37.2180.9919.78 0.560.56
Count656 162 370 433 161 169 144 408
Solution Values from 3HJ Algorithm
n 21 5 5 21 5 5 21 5
m 9 14 7 9 7 14 9 9
h 500040.0930.80500030.8040.09500033.49
L0 0.20 5.50 5.50 0.30530 5.50 0.20530
L1 8.4134.4134.41 7.6734.4134.4113.7434.41
L2 1129128.579.46 15.2979.46128.539.6594.13
E(A)85.001.81 1.4285.001.42 1.81 85.00 1.55
Count769 1768 1762 12702179 1301 17781758
Solution Values from 3GS Algorithm: (L1, L2, L3 order)
n 7 7 11 2 7 5 7 7
m 9 7 7 9 9 15 9 9
h 59.43.009 199.4.000159.4378.7959.4359.43
Lo 3.48 2.85 3.48 3.48 3.48 3.48 3.48 3.48
L1 24.6119.9529.7010.6224.6121.8224.6124.61
L2 75.2978.7584.0022.7175.2987.5575297529
E(A) 5.7540.9734.4042.085.75 5.10 5.75 5.75
Count602 492 1040 494 602 503 602 602
In the initial solution, h was allowed to vary from .20 to 500 hours. With p
fixed at [.0002, .49999, .4999r, the algorithm was run with an upper bound on the h
search region of 50 and 5000 hours. Results are given in Tables 11 and 12.73
For the 6HJ algorithm and those starting points that returned a sampling plan
close to the optimal values, lowering the upper bound of the h search region had no
effect on the optimal sampling plan. However it did alter which search starting points
converged to the optimal sampling plan. (Compare Rows 1, 3 and 6 in Table 8 with
the same Rows in Table 11.) Raising the upper bound of the h search region caused
the first, second, seventh and eighth search starting points to converge to the optimal
sampling plan, but now the fourth starting point no longer converges to the optimal
value.
Modifying the h search region for the 3HJ algorithm had a small effect, but not
one that caused the 3HJ algorithm to select an optimal set of sampling parameters.
Changing the h search region had more of an impact on the results from the 3GS
method, but still the algorithm did not converge to the optimal sampling parameters
for any upper bound of h.
It is apparent that the 6HJ algorithm performs better than do either of the other
algorithms. With this in mind, retain p as [.0002, .4999, .4999]', set the upper bound
for the h search region to 500 hours and consider the sensitivity of the results to the
specified level of the cost per nonconforming unit.
To perform this evaluation, the effect of changes in the cost per nonconforming
unit must be established for each of the single variable charts that are used to deter-
mine search starting points.Further, the effects of changes in the cost are interesting
in their own right, for they help illustrate the source of the sensitivity to cost changes.
Actual changes in the optimal sampling parameters for various cost values are given
in Table 13. In the table, Cost represents the cost per nonconforming unit.74
Table 13
Example 1: Effect of Changes in the Cost per Nonconforming Unit
Cost 50 100 150 200 250 300 350 400
Single X Chart
n 2 2 2 2 2 2 2 2
m 1 1 1 1 1 1 1 1
h .0001 .0001 .0001 .0001 .0001 .0001.0001.0001
L0 0.20 0.20 0.20 0.20 0.20 0.20 0.200.20
E(A) 40.13 40.13 40.13 40.13 40.1340.1340.1340.13
Single S? Chart
n 2 2 2 2 2 2 2 2
m 2 2 2 2 2 2 2 2
h 50.00 36.00 29.0025.0023.0021.0019.0018.00
L1 27.4727A7 27.47 27.47 27.4727.4727.4727.47
E(A) 0.44 0.52 0.58 0.64 0.68 0.73 0.77 0.80
Single SI Chart
n 2 2 2 2 2 2 2 2
m 2 2 2 2 2 2 2 2
h 306 306 306 306 306 306 306 306
L2 19.29 19.29 19.29 19.29 19.29 19.2919.2919.29
E(A) 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25
3 Simultaneous Control Charts
n 2 2 2 2 2 2 2 2
m 2 2 2 2 2 2 2 2
h 59.40 43.24 36.12 29.64 26.6423.8023.8021.12
L0 5.50 5.50 5.50 5.50 5.50 5.505.50 5.50
L1 27.47 27.47 27.47 27.47 27.4727.4727.4727.47
L2 30.23 30.23 30.23 30.23 30.2330.2330.2330.23
E(A) 0.39 0.45 0.50 0.54 0.57 0.60 0.63 0.66
One striking thing to note is that, for this application, the cost per nonconforming
unit had real impact only on the S ? single variable chart. Further, the value of E(A),
the operating cost per unit time, was substantially higher if only an X chart was used
than it was for any of the other three system control options. (Only S ? chart, only Si
chart, or three control charts simultaneously.) This higher cost of the single X chart
reflects the additional cost due to the additional false alarms that would be generated
by an X chart.Since t0 and kb are so far apart, these false alarms are inherent for
any X chart with Lsbu 0 values less than or equal to 5.5. The effect of changes in the75
cost per nonconforming unit for the single S ? chart are reflected in the three simul-
taneous control charts, mirroring the effect of the cost parameter on the one single
variable chart.Note, too, that when the cost per nonconforming unit effected E(A),
the only sampling parameter to vary was h, here decreasing as the cost increased.
This makes some intuitive sense.As the cost of nonconforming units increases,
increased inspection (lower h values) ensures that fewer nonconforming units slip
through the system.
Before leaving this section, the effect of the parameter solution order on the 6HJ
results should be discussed. To investigate this effect, the 6HJ algorithm was run for
all 120 permutations of the solution order of the first five elements of L. (Since the
search began with h at its optimal level relative to the other five parameters, h was
forced to be the last parameter in L to vary.) Each permutation was investigated for
each search starting point.
For discussion purposes, consider the data set presented in this chapter, using p =
[.0002, .4999, .4999]'. (Similar results were obtained for other levels of p as well as
other data sets, such as the one presented in Chapter 5.) For all practical purposes,
solution order had no impact on the search results for those search starting points that
were within a neighborhood grid search of the final sampling plan. E(A) values for
all 120 permutations were within the convergence criteria (.01) of each other. All of
the permutations converged on the same values of n, m, L0, L1 and L2. h varied
slightly for the various permutations.
Solution order had some effect on starting points 1 and 6. All of the other start-
ing points returned exactly those values listed in Table 8 for all 120 possible solution
orders. The various permutations caused starting points 1 and 6 to return E(A) values
ranging from the optimal value of $0.55 up to $24.75. A solution order that gave an
optimal solution for the first starting point did not necessarily give an optimal solution76
with the sixth starting point.The ability of the algorithm to stall at local optima
underscores the need to consider multiple search starting points.
Finally, a modification to the 6HJ algorithm was investigated. Here, a Hooke -
Jeeves search was used, but L1 and L2 values and step changes were based on the
probability associated with a particular critical value, and not the value itself.This
was done so that L1 and L2 would automatically be adjusted whenever n or m
changed, as L1 and L2 are critical values for a x2 distribution with n and n (m - 1)
degrees of freedom. Even in the original 6HJ algorithm, the upper allowable L1 and
L2 values were adjusted for changes in n and m.
Table 14
Comparison of 6HJ to Alternative 6HJ Method
Row 1 2 3 4 5 6 7 8
Solution values from 6HJ Algorithm
n 2 2 2 2 2 2 2 2
m 2 2 2 2 2 2 2 2
h 33.3229.24305.632.80305.633.68 .0001 30.72
L0 5.50 5.50 5.50 5.50 5.50 5.50 4.40 5.50
L1 27.4727.4727.4727.4727.4727.4727.4727.47
L2 30.2330.2330.2330.2330.2330.23 26.45 30.23
E(A) 0.52 0.53 1.41 0.52 1.41 0.528188.03032
Count694 162 389 462 161 147 144 427
Solution Values from 6HJ Alternative Algorithm
n 3 2 2 3 2 2 2 2
m 4 2 2 4 2 2 2 2
h 0.6020.00305.90.60306.039.60 52.86 2.68
L0 0.6 3.29 3.690.60 5.50 5.50 530 3.80
L1 1.3232.0811.641.33 3.8430.21 6.35 11.63
L2 9.59 13.5613.049.60 5.99 11.04 10.46 15.17
E(A)39.430.81 2.7539.434.73 0.78 1.30 2.84
Count 125 85 94 125 174 539 241 93
This alternative method did not work as well as the original 6HJ algorithm. The
increased instability of the steps due to changes in L1 and L2 when the algorithm
expected changes only in n or m explain the problems. Table 14 contains the 6HJ
results, as well as those of the alternative 6HJ method.77
7. Conclusions and Recommendations
The previous chapters detailed a system model and solution techniques to deter-
mine economically optimal control chart sampling plans for use whenever two stage
sampling is required.Part of the work included the evaluation of various possible
solution techniques. The solution methods that most consistently returned sampling
plans that were within a small neighborhood of the optimal level consisted of those
based on a Hooke - Jeeves algorithm that simultaneously searches across the entire
region of the multidimensional space of sampling parameters.
Construction of sampling plans for control charts that track a single variable is a
fairly well-defined problem. Every single variable control chart considered for this
research passed the convexity experiment described in Chapter 3.This lends
confidence in the ability of one of the search algorithms to find the global optimum.
The function that describes the cost per unit time of operating the system is gen-
erally not convex if three control charts are simultaneously used to control the system.
Hence, it is appropriate to select multiple points in the allowable solution region to
use as search starting points. To select the actual sampling plan to use, a grid search
in a neighborhood of the most promising sampling scheme that was determined by the
algorithm is conducted to find the local, and hopefully global, optimal sampling plan.
With the exception of Saniga's works, all previous studies have discussed the
determination of parameters for construction of economically optimal control charts
for control of only one population parameter. Thus, one approach he discussed is to
independently determine n, h, and L0 for X charts, and then n, h, and L1 for S2 or R
charts. When dealing with nested populations, one would determine n, m, h, and L
for X charts, (see Chapters 2 and 3), n, m, h, and L1 for S? charts and finally n, m,
h, and L2 for S 2 charts.The actual values of n and h (and m, if required) are78
selected by taking the plan that requires the most sampling.
The legitimacy of this approach is somewhat questionable. Certainly it provides
a method of determining a sampling plan that has some sense of optimality to it.Its
solution is simpler than determining the optimal sampling plan for three simultaneous
control charts, as it only requires solution of a four dimensional problem, rather than a
six dimensional one. Further, the user no longer needs to specify p, the relative pro-
babilities of the various out-of-control states.
However, resulting sample sizes and/or sampling frequency are larger than those
produced from a joint search, since the plans don't account for the power of multiple
charts. Another risk of this approach is that users will be tempted to find the optimal
control chart parameters for X charts and simply use the 99.9% critical values for the
variance charts.Unfortunately, variance control is often much more difficult (and
critical) than mean control, meaning that larger sample sizes are required for the vari-
ance charts. This was certainly observed the Chapter 6 example.
After completing the work for this project the following recommendations can be
made to those who wish to determine economically optimal control chart parameters
when sampling populations that naturally require two stage sampling.
1.In most applications, it is reasonable to use the same sample information to
simultaneously control for shifts in all three population parameters.
2. For this problem a Hooke - Jeeves search (method 611J) is most successful in
determining sampling parameters that are very close to those declared optimal by
the final neighborhood grid search.
3.Multiple search starting points spread around the feasible region should be
used with the 61U algorithm.Search starting values given in Table 5 provide
good coverage of the feasible region, increasing the probability that one of the
local optima returned by the search algorithm will also be within a small neigh-79
borhood of the global optimum.
4.In many applications smaller samples are more desirable than larger ones.
Unless the fixed cost per sample is large relative to the other system costs, the
amount of sampling needed remains fixed at a small level. The system adjusts
the relative amount of information needed based primarily on the system failure
rate and the sampling frequency.This is especially true when three control
charts are used simultaneously. This accounts for n = m = 2 in the examples
presented for three simultaneous control charts.
Two caveats should accompany these recommendations.First, the sampling
plan, and the estimated cost per unit time of operating the system, can be very sensi-
tive to p, the relative probabilities of each of the out-of-control states.If the chance
of committing a Type I and/or Type II error with any chart is very different than the
probability of these events for either of the other two charts, accurate specification of
p is critical to the final sampling plan.
Second, E(A), the objective function, was very fiat in some cases. For example,
changes of six days in the time between samples were required to reduce E(A) by
$.01 for the single SI chart for the problem described in Chapter 6.Other problems
considered were not nearly as flat. However, this underscores the need to perform the
final grid search. Further, users can adjust the step size and convergence criteria used
in the 6HJ search if flat functions are a common problem for their applications,
expanding the step size, and reducing the convergence criteria as needed.
As with all topics, additional work could be done in this area.The most
apparent item to investigate is the effect of relaxing the assumption that the individual
observations follow a normal distribution.This would have the most effect on the
two variance component measures. Another area that rates investigation is the distri-
bution of the time until system failure.Thomas McWilliams (1989) examined the80
effect of changes in the distribution of X, the system failure rate, for parameter selec-
tion for economically optimal control charts for single variables and single stage sam-
pling. He reported no noticeable effects. A similar sort of investigation could be
done with this system model.
An immediate task for the author is enhancement of the algorithm's user inter-
face so that others may easily and effectively run the algorithm to determine sampling
plans for specific clean room operations. Clear documentation and training as to the
need for the final grid search and sensitivity analysis must be included.
In summary, selection of optimal sampling plans for use with two stage sampling
is not an obvious task.Solution methods that include consideration of the economic
impact of the various options are computer intensive.Further, the actual sampling
plan returned from the model can be very dependent on accurate specification of one
or more of the input parameters, opening more areas for statistical expertise in indus-
trial settings.81
Bibliography
Bazaraa, M. S., and Shetty, C. M. (1979), Nonlinear Programming, Theory and Algo-
rithms, New York: Wiley.
Chiu, W. K., and Wetherill, G. B. (1974), "A simplified scheme for the economic
design of X charts," Journal of Quality Technology, 6, 63-69.
Cochran, W. G. (1977), Sampling Techniques, (third edition), New York: Wiley.
von Co llani, E., and Sheil, J. (1989), "An approach to controlling process variabil-
ity," Journal of Quality Technology, 21, 87-96.
Duncan, A. J. (1956), "The economic design of X charts used to maintain current
control of a process," Journal of the American Statistical Association, 51, 228-
242.
Duncan, A. J. (1971), "The economic design of X charts when there is a multiplicity
of assignable causes," Journal of the American Statistical Association, 66, 107-
121.
Duncan, A. J.(1974), Quality Control and Industrial Statistics, (fourth edition),
Homewood, Illinois: Irwin.
International Mathematical and Statistical Libraries, Inc. (1984), IMSL Library, Refer-
ence Manual, Edition 9.2, Volume 3, NBC Building, 7500 Bellaire Blvd., Hous-
ton.
Johnson, N. L., and Leone, F. C. (1964), Statistics and Experimental Design in
Engineering and the Physical Sciences, volume II, New York: Wiley.
Kackar, R. N. (1985), "Off-line quality control, parameter design, and the Taguchi
method," Journal of Quality Technology, 17, 178-188.
Knappenberger, H. A., and Grandage, A. H. E. (1969), "Minimum cost quality con-
trol tests," AIIE Transactions, 1, 24-32.
Lorenzen, T. J., and Vance, L. C. (1986), "The economic design of control charts: a
unified approach," Technometrics, 28, 3-10.
McWilliams, T. P. (1989), " Economic control chart designs and the in-control time
distribution: a sensitivity study, " Journal of Quality Technology, 21, 97-102.
Montgomery, D. C. (1980), "The economic design of control charts: a review and
literature survey, " Journal of Quality Technology, 12, 75-87.
Ross, S. M. (1970), Applied Probability Models with Optimization Applications, San
Francisco: Holden Day.(P. 51-54)
Saniga, E. M. (1977), "Joint economically optimal design of X and R control charts",
Management Science, 24, 420-431.
Shewhart, W. A. (1931), Economic Control of Quality of Manufactured Product, New
York: Van Nostrand.APPENDICIES82
Appendix A: Notation
Output and Calculated Variables:
n = number of primary units per sample.
m = number of secondary units per primary unit per sample.
h = hours between samples.
Lo = factor that determines the size of the critical region for X chart.
L1= factor that determines the size of the critical region for R1 chart.
L2 = factor that determines the size of the critical region for R2 chart.
ARL1 = average run length while in-control
1= , when the measured statistics are independent
ARL2 = average run length while out-of-control
=1_113,when the measured statistics are independent
s = expected number of samples taken during in-control period.
Rob
GO
pi = conditional probability that at least one chart gives signal given system in state
i.
Co = cost perhour due to nonconforming units when system in state 0.
C1 = cost per hour due to nonconforming units when system out-of-control.
E(A) = expected cost per hour of operating the system
E(T) = expected time to complete one cycle
E(C) = expected cost during one cycle83
Input Variables
go = in-control mean of output
gob = mean of process output when process is in state 1.
ao = variance of output when process in state 0 or 1.
2
crObi= total process variance when process is in state 2.
aob2= total process variance when process is in state 3.
a? = in-control variance between primary units.
alb = state 2 variance between primary units.
= in-control variance within primary units.
alb = state 3 variance within primary units.
i = index of the state of the system; i= 0,1,2,3.
C = cost per nonconforming unit.
To = average time spent searching for assignable cause on a false alarm
T1 = expected time to find the assignable cause.
T2 = expected time to fix the assignable cause.
81 = 1 if production continues when looking for assignable cause.
= 0 if production stopped while looking for assignable cause.
82 = 1 if production continues when repairing the system
= 0 if production stopped while repairing the system.
E1 = expected time to sample, analyze and chart the first selected item in a primary
unit.
E2 = expected time to sample, analyze and chart each additional item in a primary
unit.
Y = cost per false alarm
Wr = cost of locating and repairing an assignable cause, when one exists.84
a 0 = fixed cost per sample
a 1 = cost per primary unit sampled.
a 2 = additional cost per secondary unit sampled.
A,-1= mean operating time between assignable causes.
Q = units per hour produced when the process operates the entire hour.
pi = probability of being in state i, given out-of-control, i = 1, 2, 3.
Other Symbols Used
X = sample mean
S1 = sample standard deviation between primary unit means
S2 = sample standard deviation within primary units.
a = probability of a Type I error
13 = probability of a Type II error
4) = cumulative distribution function for a standard normal random variable
G= 1 - 0
F v() = complement of the cumulative distribution function of a X2 random variable
with v degrees of freedom.
USL = upper specification limit
LSL = lower specification limit
i = process nonconforming rate when system in state i.85
Appendix B: Fortran Code to Determine Six Control Chart Parameters
program XBAR2S
real mu0,mu0b,h,n,m,ncrl,ncr0,1s1,10,parz(12),lambda,nx,nsl,ns2,
*paxs(30),11,12,ncr2,ncr3,mx,m sl,ms2,10z,11 s1,12s2
external theta,mfib
open(1,fil'hj6.dat')
open(2,file='xbar.hj.dat')
open(3,file='sl.hj.dat')
open(4,file='s2.hj.dat')
open(5,fil'parain.in')
cDefine the needed parameters and set starting conditions
cUse sigma(i) to mean the VARIANCE (not st. error) at level i
read(5,33)mu0,mu0b,sigma 1 ,sigma2,sigmalb,sigma2b,t0,t132
read(5,33)deltal,delta2,1ambda,e1,e2,y,wr,a0,a1
read(5,33)a2,us1,1s1,q,cost,p1,p2,p3,hu
33 fonnat(9f10.4)
sigmasigmal+sigma2
apt1=(ls1-mu0)/sigma0
apt2.(usl-mu0)/sigma0
bpt1=0s1-mu0b)/sigma0
bpt2.(usl-mu0b)/sigma0
call mdnor(aptl,pal)
call mdnor(apt2,pa2)
call mdnor(bptl,pbl)
call mdnor(bpt2,pb2)
ncr0pal+1.0-pa2
sigObl=sigmalb+sigma2
sig0b2=sigmal+sigma2b
cptl=(lsl-mu0)/sigObl
cpt2=(usl-mu0)/sigObl
dptl=(lsl-mu0)/sigOb2
dpt2= (usl- mu0) /sigOb2
call mdnor(cptl,pcl)
call mdnor(cpt2,pc2)
call mdnor(dptl,pd1)
call mdnor(dpt2,pd2)
ncrl=pb1+1.0-pb2
ncr2--pc1+1.0-pc2
ncr3=pd1+1.0-pd2
delta.(mu0b-mu0)/sigma0
cla=q*cost*ncr 1
c2a=q*cost*ncr2
c3a=q*cost*ncr3
ci`q*cost*(ncrO)
cl=c la*pl+c2a*p2+c3a*p3
698 format(3f8.2,f12.5,2f16.0,f13.2)
do 4 i=1,8
kount=0
if(i .eq. 1)then86
read(2,698)nx,mx,10x,hx,duml,dum2,dum3
n=nx
m=max(2.0,mx)
dfn=n-1.0
dfm=n*(m-1.0)
10=min(10x,5.5)
call mdchi(.999,dfn,11,ier)
call mdchi(.999,dfm,12,ier)
endif
if(i .eq. 2)then
read(3,698)ns1,ms1,11s1,hsl,duml,dum2,dum3
n=nsl
m=max(2.0,ms1)
dfn=n-1.0
dfm=n*(m-1.0)
10 =3.09
11=11s1
call mdchi(.999,dfm,12,ier)
h=hs1
endif
if(i .eq. 3)then
read(4,698)ns2,ms2,12s2,hs2,duml,dum2,dum3
n=ns2
m=max(2.0,ms2)
dfn=n-1.0
dfm=n*(m-1.0)
10=3.09
call mdchi(.999,dfn,11,ier)
12=12s2
h=hs2
endif
if(i .eq. 4)then
n=max(nx,nsl,ns2)
m=max(2.0,mx,msl,ms2)
dfn=n-1.0
dfm=n*(m-1.0)
1C10x
11=11s1
12=12s2
h=min(hx,hs1,hs2)
endif
if(i .eq. 5)then
n=rnin(nx,nsl,ns2)
m=min(mx,msl,ms2)
m=max(2.0,m)
dfn=n-1.0
dfm=n*(m-1.0)
1M0x
11=11s1
12=12s2
h=max(hx,hsl,hs2)
endif87
if(i .eq. 6)then
n=2.0*(max(nx,nsl,ns2))
imin(n,50.0)
m=2.0*(max(2.0,mx,msl,ms2))
m=min(m,20.0)
dfn=n-1.0
dfm=n*(m-1.0)
10min(5.5,1.5*10x)
call mdchi(.999999,dfn,11,ier)
11=min(11,1.5*11s1)
call mdchi(.999999,dfm,12,ier)
12=min(12,1.5*12s2)
h=0.5*(min(hx,hsl,hs2))
h=max(h,.000001)
endif
if(i .eq. 7)then
1..5*(min(nx,ns1,ns2))
n=max(2.0,n)
m=.5*(min(mx,msl,ms2))
m=max(2.0,m)
dfn=n-1.0
dfm=n*(m-1.0)
10max(.2,.5*10x)
11=max(.2,.5*11s1)
12=max(.2,.5*12s2)
h=2.0*(max(hx,hsl,hs2))
endif
if(i .eq. 8)then
n= max(20.0 /delta,2.0)
m=2.0
dfn=n-1.0
dfm=n*(m-1.0)
h=2.6
10=3.2
call mdchi(.999,dfn,I1,ier)
call mdchi(.999,dfm,I2,ier)
endif
exp((-1ambda*h))/(1.0-exp(-1ambda*h))
tau=0.0-(1.04-lambda*h)*exp(-1ambda*h))/(lambda*(1.0-exp(-1ambda*h)))
arl1=150.0
arl2=5.0
pars(1)=c0
pars(2)=c1
pars(3)= lambda
pars(4)=e1
pars(5)=tau
pars(6) =aril
pars(7)=ar12
pars(8)=t0
pars(9)=t1
pars(10)=t2
pars(11)=deltal
pars(12)=delta288
pars(13)=s
pars(14)=y
pars(15)=wr
pars(16)=a0
pars(17)=a1
pars(18)=a2
pars(19)=mu0
pars(20)=mu0b
pars(21)=sigma0
pars(22)=sigmal
pars(23)=sigma2
pars(24)=e2
pars(25)=hu
pars(26)=sigmalb
pars(27)=sigma2b
pars(28)=p1
pars(29)=p2
pars(30)=p3
parz(10)=10
parz(11)=11
parz(12)=12
c ***** Call subroutine of Newton's method
call hloop(pars,n,m,parz,h,kount)
cLoop to set up the new value of the other control chart parameters.
call hooke(n,m,h,pars,parz,kount)
10*parz(10)
11=parz(11)
12=parz(12)
call arls(pars,parz,n,m)
kount=kount+1
pars(13exp(- pars(3)*h)/(1.0-exp(-pars(3)*h))
pars(5)=(1.0-(1.0+pars(3)*h)*exp(-pars(3)*h))/(pars(3)*(1.0-exp(-pars(3)*h)))
tmf=theta(n,m,h,pars)
write(1,696)n,m,10,11,12,h,pars(6),pars(7),linf,kount
696 format(2f4.0,4f10.4,2f16.0,f13.2,i12)
4 continue
end
Subroutine fnewt(h,parz,pars)
dimension parz(12),pars(30)
real 1f,x,h,hf
hu=pars(25)
x=h
lf=.01
af=parz(1)
bf=parz(2)
cf=parz(3)
ff=parz(4)
gf=parz(5)
hf=parz(6)
do 662 k=1,50
subl=ff*(x**2)+gf*x+hf89
sub2=af*(x**2)+bf*x+cf
if(subl .ge. .1e9)goto 666
if(subl le. .000001)goto 666
tp=sub2/(subl**2)
tdp=((subl**2)*(2.0*af*x+b0-2.0*sub2*subl*(2.0*ff*x+gf))/(subl**4)
if(abs(tp) .le. lOgoto 666
xnew=x-tp/tdp
xnew=min(hu,xnew)
xnew=max(.00001,xnew)
if (abs(x-xnew) .le. lOgoto 666
x=xnew
662 continue
666 h=x
return
end
Function theta(n,m,h,pars)
dimension pars(30)
real numl,num2,den,lambda,h,n,m
ceLpars(1)
cl=pars(2)
lambda=pars(3)
el=pars(4)
tau=pars(5)
arll=pars(6)
ar12--pars(7)
tfpars(8)
tl=pars(9)
t2=pars(10)
deltal=pars(11)
delta2=pars(12)
pars(13)
y=pars(14)
wr=pars(15)
a0*pars(16)
al=pars(17)
a2=pars(18)
e2- -pars(24)
sub3=n*e1 +n*m*e2-tau+h*ar12+t1 +t2
sub5=n*e1 +n*m*e2-tau+h*ar12+deltal*t1+de1ta2*t2
den=1.0+(1.0-deltal)*lambda*s*tO/ar11+1ambda*sub3
numl=lambda*(cl*sub5+s*y/arll+wr)
num2=((a0+a1 *n+a2*n*m)/h)*(1.0+1ambda*sub5)
theta.(c0+numl+num2)/den
return
end
Subroutine parset(pars,parz,n,m)
dimension pars(30),parz(12)
real kf, gf ,iq,jf,ff,hf,af,bf,cf,lambda,n,m90
ce*pars(1)
cl=pars(2)
lambda=pars(3)
el=pars(4)
e2=pars(24)
tau=pars(5)
arll=pars(6)
arl2=pars(7)
t0Lpars(8)
tl=pars(9)
t2=pars(10)
deltal=pars(11)
delta2=pars(12)
s=pars(13)
y=pars(14)
wr=pars(15)
apars(16)
al=pars(17)
a2=pars(18)
kf=lambda*(c1-c0)*(ar12-.5)
gf=1.0+1ambda*(n*el+n*m*e2+tl+t2)
subl=a0+al*n+a2*n*m
sub2=(1.0-delta1)*t1+(1.0-delta2)*t2
sub3=n*el+n*m*e2+deltal*tl+delta2*t2
iq=(y-c0*(1.0-de1ta1)*t0)/arll+subl*(1.0+1ambda*sub3)
jf=lambda*((cl-c0)*(n*el+n*m*e2+tl+t2)-cl*sub2+wr+subl*(ar12-.5))
ff=lambda*(ar12-.5)
hf=(1.0-de1ta1)*tO/ar11
af=kf*gf-jf*hf
bf=2.0*(1cf*ff-iehf)
cf=jf*ff-iq*gf
parz(1)=af
parz(2)=bf
parz(3)f
parz(4)=ff
Parz(5)=8f
parz(6)=hf
parz(7)=iq
pazz(8)=jf
parz(9)=1:f
return
end
Subroutine arls(pars,parz,n,m)
dimension pars(30),parz(12)
real alpha,beta,arll,ar12,n,m,10,11,12
dfn=n-1.0
dfm=n*(m-1.0)
10=parz(10)
11=parz(11)91
12=parz(12)
x=(pars(19)-pars(20))/(sqrt(pars(22)/n+pars(23) /(n*m)))
xu=x+10
xl=x-10
276 call mdnor(10,g1)
call mdch(11,dfn,f2,ier)
call mdch(12,dfm,f3,ier)
g11:31.0-gl
fn2= 1.0 -f2
fm3=1.0-f3
rho0=2.0*g10+fn2+fm3-2.0*g10*fn2-2.0*g10*fm3-fn2*fm3-2.0*g10*fn2*fm3
alpha=max(rho0,.000001)
call mdnor(xu,g2)
call mdnor(xl,g3)
glOa=1.0-g2
rho1.(gl0a+g3)*(1.0-fn2-fm3+fn2 *fm3)+fn2+fm3-fn2*fm3
gnpt=10*sqrt((m*pars(22)+pars(23))/(m*pars(26)+pars(23)))
fnpt=11*pars(22)/pars(26)
call mdnor(gnpt,g4)
call mdch(fnpt,dfn,f4,ier)
g4a=1.0-g4
f4a= 1.0-f4
rho2=2.0*g4a+f4a+fm3-2.0*g4a*f4a-2.0*g4a*fm3-f4a*fm3+2.0*g4a*f4a*fm3
gmpt=10*sqrt((m*pais(22)+pars(23))/(m*pars(22)+pars(27)))
fmpt=12*pars(23)/pars(27)
call mcinor(gnpt,g5)
call mdch(fmpt,dfm,f5,ier)
g5a=1.0-g5
f5a=1.0-f5
rho3=2.0*g5a+fn2+f5a-2.0*g5a*fn2-2.0*g5a*f5a-fn2*f5a+2.0*g5a*fn2*f5a
beta=max(rhol*pars(28)+rho2* pars(29)+rho3*pais(30),.000001)
if(alpha It. .000001)then
arl1=1000000.0
else
arl1=1.0/alpha
endif
if(beta .gt. .999999)then
arl2=1000000.0
else
arl2=1.0/(1.0-beta)
endif
pars(6)=arll
pars(7)=ar12
return
end
Subroutine hloop(pars,n,m,parz,h,kount)
real pars(30),parz(12),n,m
external theta
kount=kount+1
call arls(pars,parz,n,m)
call parset(pars,parz,n,m)92
h1=.00001
hu=pars(25)
hp=0.0
hn=0.0
ac4,--parz(1)*4.0*parz(3)
bsq=parz(2)**2
if(ac4 .1e. bsq)then
hn=(-parz(2)-sqrt(bsq-ac4))/(2.0*parz(1))
hi(-pazz(2)+sqrt(bsq-ac4))/(2.0*parz(1))
endif
thl= theta(n,m,hl,pars)
thu=theta(n,m,hu,pars)
if((hn .gt. hl) .and. (hnhu))then
call fnewt(hn,parz,pars)
thn=theta(n,m,hn,pars)
else
thn=999999999999999.9
endif
if((hp .gt. hl) .and. (hphu))then
call fnewt(hp,parz,pars)
thp= theta(n,m,hp,pars)
else
thp=999999999999999.9
endif
tmin=min(100.0*th1,100.0*thu,thn,thp)
if(tmin .eq. 100.0*thl)h=h1
if(tmin .eq. 100.0*thu)h=hu
if(unin .eq. thn)h=hn
if(tmin .eq. thp)h=hp
pars(13-exp(-pars(3)*h)/(1.0-exp(-pars(3)*h))
pars(5)=0.0-(1.0+pars(3)*h)*exp(-pars(3)*h))/(pars(3)*(1.0-exp(-pars(3)*h)))
return
end
Subroutine hooke(n,m,h,pars,parz,kount)
external theta
real n,m,pars(30),parz(12),x(6),y(6),xold(6),d(6),ymax(6),ymin(6)
nsiz6
k=1
epsilon=.01
alpha=1.0
delta=.20
d(1)=1.0
d(2)=4.0
d(3)=4.0
d(4)=5.0
d(5)=5.0
d(6)=.20
dfn=n-1.0
dfm=n*(m-1.0)
ymax(1)=5.593
call mdchi(.999999,dfn,ymax(2),ier)
call mdchi(.999999,dfm,ymax(3),ier)
ymax(4)=50.0
ymax(5)=20.0
ymax(6)=pars(25)
ymin(1)=.2
ymin(2)=.2
ymin(3)=.2
ymin(4)=2.0
ymin(5)=2.0
ymin(6)=.0001
do 7 i=1,3
x(i)=parz(9+i)
y(i)=x(i)
xold(i)=x(i)
7 continue
x(4)=n
x(5)=m
x(6)=h
y(4)=x(4)
Y(5)=x(5)
y(6)=x(6)
xold(4)=x(4)
xold(5)=x(5)
xold(6)=x(6)
thx=theta(n,m,h,pars)
thy=thx
300 do 302 j=1,nsize
ynew=y(j)+delta*d(j)
ynew=min(ymax(j),ynew)
ynew= max(ymin(j),ynew)
if(j .eq. 6)h=ynew
if(j .eq. 2)parz(11)=ynew
if(j .eq. 3)parz(12)=ynew
if(j .eq. 4)n=ynew
if(j .eq. 5)m=ynew
if(j .eq. 1)parz(10)=ynew
call arls(pars,parz,n,m)
kount=kount+1
pars(13exp(-pars(3)*h)/(1.0-exp(-pars(3)*h))
pars(5)=(1.0-(1.0+pars(3)*h)*exp(-pars(3)*h))/(pars(3)*(1.0-exp(-pars(3)*h)))
thnew=theta(n,m,h,pars)
if(thnew .lt. thy)then
YO)=Ynew
thy=tImew
goto 302
endif
ynew=max(ymin(j),y(j)-delta*d(0)
ynew=min(ymax(j),ynew)
if(j .eq. 6)h=ynew
if(j .eq. 2)parz(11)=ynew
if(j .eq. 3)parz(12)=ynew
if(j .eq. 4)n=ynew94
if(j .eq. 5)m=ynew
if(j .eq. 1)parz(10)=ynew
call arls(pars,parz,n,m)
kount=kount+1
pars(13exp(-pars(3)*h)/(1.0-exp(-pars(3)*h))
pars(5)=(1.0-(1.0+pars(3)*h)*exp(-pars(3)*h))/(pars(3)*(1.0-exp(-pars(3)*h)))
thnew=theta(n,m,h,pars)
if(thnewthy)then
AD=Ynew
thy=thnew
goto 302
endif
302 continue
if(thy .ge. thx)goto 304
dfn=n-1.0
dfm=n*(m-1.0)
call mdchi(.999999,dfn,ymax(2),ier)
call mdchi(.999999,dfm,ymax(3),ier)
303 do 8 i=1,nsize
x(i)=max(ymin(i),y(i))
x(i)=min(ymax(i),x(i))
y(i)=max(ymin(i),x(i)+alpha*(x(i)-xold(i)))
Y(0=min(Yrilax(i),YOD
8 continue
thx=thy
k=k+1
do 9 i= l,nsize
xold(i)=x(i)
9 continue
goto 300
304 if(deltaepsilon)goto 305
delta=delta/2.0
dfn=n-1.0
dfm=n*(m-1.0)
call mdchi(.999999,dfn,ymax(2),ier)
call mdchi(.999999,dfm,ymax(3),ier)
do 11 i=1,nsize
YOmax(Yillin(i),x(i))
Y(i)=mi(Yillax(i),Y(0)
xold(i)=x(i)
x(i)=y(i)
thx=thy
11 continue
k=k+1
goto 300
305 parz(10)=x(1)
parz(11)=x(2)
parz(12)=x(3)
n=x(4)
m=x(5)
h=x(6)
return
end95
c******************************************************************************
C
C IMSL SUBROUTINE USED ARE LISTED BELOW. THE ONLY NEEDED MODIFICATIONS
C FROM THE ORIGINAL PROGRAM LISTING FOR THE CYBER COMPUTER ARE FOR THE
C DEFINITION OF INF=(irifinity), AND THE DEFINITION OF big NUMBERS. THESE
C CHANGES REFLECT THE MAXIMAL NUMBERS ALLOWED ON SUN WORKSTATIONS.
C
C ****************************************************************************
CSUBROUTINE MDCH (CS,DF,P,IER)
C
CSUBROUTINE MDCHI (P,DF,X,IER)
C
CSUBROUTINE MDNOR (Y,P)
C
CSUBROUTINE MDNRIS (P,Y,IER)
C
CSUBROUTINE MERFI (P,Y,IER)
C
CSUBROUTINE UERTST (IER,NAME)
C
CSUBROUTINE UGETIO (IOPT,NIN,NOUT)
C
CSUBROUTINE USPKD (PACICED,NCHARS,UNPAICD,NCHMTB)96
Appendix C: Examples of Algorithm Iterations
6HJ Algorithm
Let L be a vector of six elements, the last of which is h. The first five elements
of L are one of the 120 possible orders of the other five control chart parameters, n,
m, L0, L1 and L2. Assume that a, e, A, and d are given, when d is a vector of six
elements that contains information about the size of the step to take in any one direc-
tion on any one step.c is used to determine algorithm termination, while a is the
acceleration factor. The algorithm operates as follows:
1. Given the starting values, compute ARL1 and ARL2.
2. Find h to satisfy Equation 6 as a starting point to use for a Newton's search to
determine the best h for the other 5 elements of the starting points vector.
3. Update the values of 't and s based on the new value of h.
4. Perform a Hooke - Jeeves search using discrete steps for the vector L, adjust-
ing estimates 't and s for each change in h and ARL1 and ARL2 for each change
in any of the other five elements of L.
Demonstration of 6HJ
Assume that the cost parameters given in Chapter 5 are in effect. Suppose L has
been selected as (L 0, L 1, L2, n, m ,h)' with starting values for L being (3.86, 13.69,
33.07, 3, 5, h)'. Let d = (1, 4, 4, 5, 5, .2)', c = .01, A = .2, and a=1.0.
1. For the starting values of n, m, L0, L1, and L2, ARL1 was 471.7 and ARL2
1.41.97
nmhLo L1 L2 E(A)
35 ?3.8613.6933.07 ?
E (A ) 2. h to solvea = 0 was 5.50.
ah
nm h Lo L1 L2 E(A)
355.503.8613.6933.07 ?
E (A ) 3. To compute a Newton's search for h starting at 5.50,a
ah
1530 = -5.08e-9.
This is less than the e value of .01, so no iteration is done. The Newton's search
retains h as 5.50.
nm h Lo L1 L2 E(A)
355.503.8613.6933.07 ?
4. For the new value of h t is computed as 2.70 and s as 8.59. For this value of
h and the other five starting values, E(A) is 22.50.
nm h Lo Li L2 E(A)
355.503.8613.6933.0722.50
5. Entering the Hooke - Jeeves search, consider a change first in L 0.
Lo,,,,,, = L 002ki + Ad 1 = 3.86 + .2-1 = 4.06.This leads to the updated ARL1
and ARL2 values of 486 and 1.40, respectively. This new set of values has E(A)
of 22.48, an improvement from the value with the old value of L0.
nm h L0 L1 L2 E(A)
355.504.0613.6933.0722.48
6. Repeat step 5 for a change in L1.
L knew = L hold -I- 642 = 13.69 + .2-4 = 14.49. This leads to the updated ARL1
and ARL2 values of 586 and 1.38, respectively. This new set of values has E(A)
of 22.41, an improvement from the value with the old value of L1.98
nm h Lo L1 L2 E(A)
355.504.0614.4933.0722.41
7. Repeat step 5 for a change in L2.
Law), = L2.0id + 643= 33.07 + .2.4 = 33.87. This means ARL1 is 680.7 and
ARL2 1.37. This leads to a new E(A) value of 22.37.
nm h Lo Li L2 E(A)
355.504.0614.4933.8722.37
8. Repeat step 5 for a change in n: n= nom + Ad4= 3 + .2.5 = 4.This
yields ARL1 and ARL2 values of 125.0 and 1.73, respectively. E(A) rises to
24.29, a value that causes this step to be termed a failure. Repeat this step, but
incrementing n in the other direction. Hence, n,,, = noldAd 4 = 3 + .2.4 = 2.
This yields ARL1 of 4291.1 and ARL2 of 1.14. For n of 2, E(A) is 21.35.
nm h L0 L1 L2 E(A)
255.504.0614.4933.8721.35
9. Repeat step 5 for a change in m: m= mad + Ad5 = 5 + .2.5 = 6.This
causes ARL1 to change to 2601.4 and ARL2 to 1.21, leading to a very minor
change in E(A), but still a decrease. However, this decrease is less than E, mean-
ing that this direction for a change in m is termed a failure, and the correspond-
ing decrease in m is considered: m= mad - Ad5 = 5 - .2-5 = 4. Correspond-
ing ARL1 and ARL2 values are 5068.9 and 1.10.The new value of E(A) is
21.25.
nm h L0 Li L2 E(A)
245.504.0614.4933.8721.25
10. Repeat step 5 for a change in h: h= had + Ad6 = 5.50 + .2-.2 = 5.54.
This causes c to change to 2.72 and s to 8.52, leading to a decrease in E(A) to
21.24.99
nm h Lo L1 L2 E(A)
245.544.0614.4933.8721.24
11. Before Continuing with the next iteration, determine new iteration points.
Let L1 define the value of L in effect the the end of step 4, and L2 those values
in effect after step 10 is completed.If E(A) at the end of step 10 is less than
E(A) at the start of step 5, the search continues with L3 = L2 + a(L2 - L1).
Using L3 as the starting point, steps 5 through 10 are repeated.If E(A) at the
end of step 10 is greater than E(A) at the start of step 5, and if A > c, set
A =-2.Retain L1 and repeat steps 5 through 10. Here, since E(A) after step 10
is 21.24, which is less than the 22.50 value coming into step 5, L3 is computed.
It is used as the starting point for another iteration of the Hooke - Jeeves search,
repeating steps 5 through 10, and adjusting the direction of the change in the ele-
ment of the L vector, as seen in step 8, whenever the increase in the vector ele-
ment does not lead to a decrease in E(A). The results of the computation of L3
and the next set of changes to each of the six vector elements is listed below.
nm h Lo L1 L2 E(A)
235.584.2615.2934.6721.24
235.584.4615.2934.6721.23
2 35.584.4616.0934.6721.21
2 35.584.4616.0935.4721.21
2 35.584.4616.0935.4721.21
225.584.4616.0935.4721.19
225.634.4616.0935.4721.17
If E(A) at the end of step 10 is greater than E(A) at the start of step 5 and if
A > c, set A =
A
.Retain L1 as the search starting point and repeat steps 5
through 10.If E(A) at the end of step 10 is less than E(A) at the start of step 5
and if A < c, the search terminates.100
X Chart Algorithm
One of the objections to the algorithm presented by Lorenzen and Vance is that
it attempts to optimize each of the control chart parameters sequentially. This means
that if any one of the four parameters changes, the entire search process must be
repeated to ensure that the other three parameters do not change to more optimal lev-
els.This can lead to extensive computing, as each search on any one parameter
investigates the entire search region for that parameter. This implies investigation of
a large portion of the feasible region, but it may not lead to effective convergence at
local optima. In particular, the 5( algorithm operates as follows:
1. Given the starting values, compute ARL1 and ARL2.
2. Find h to satisfy Equation 6 as a starting point to use for a Newton's search to
determine the best h given the starting values of the other control chart parame-
ters.
3. Update the values of ti and s based on the new value of h.
4. Find the best value of L0 by means of a golden section search, given this new
value of h and the starting values of n and m. Note that each modification for
L0 that is considered requires replication of steps 1 through 3.
5. Given the starting value of m and the optimal (L0, h) combination obtained
from steps 1 through 4, conduct a Fibonacci search to find the best value of n,
repeating steps 1 through 4 for each change in n considered over the course of
the search.
6. Given the results of steps 1 through 5 as starting values, find the best value of
m, again using a Fibonacci search. Note that each change in m considered during
the search requires completion of steps 1 through 5 for this new value of m.101
Demonstration of X Algorithm
To see how all of these steps interweave, consider some of the details of the
operation of this algorithm.Assume that the cost parameters are those used in
Chapter 5. Search starting values of n = 2, m = 1, h = 2.6 and Lo = 3.2 were used.
1. Given the listed starting values, ARL1 is 727, ARL2 1.02, t 1.29 and s 18.75.
nmhLoE(A)
2 12.63.2 ?
2. h to solveaE
ah
)= 0 is 6.78e-7. Conducting a Newton's search for h start-
ing at 6.78e-7 yields 7A)- 16.78e4 =1.20e-8. This is less than the c value of
.01, so no iteration is done. h is retained as 6.78e-7. The estimates of t and s
are updated to 3.01 and 7.64, based on the new value of h.
nm h LoE(A)
2 16.78e-73.221.53
3. Now conduct a golden section search for the best value of Lo over [.20, 5.50],
the range of allowable values. Let a I be the lower limit of the search region and
b1 the upper limit of the search region. The golden section search selects two
pointsinthisinterval, X.and 1.1.,accordingtotherulethat
Al = a 1 + (1 - a)(bi - a 1) and p.i = a 1 + a(bi - a 1).et is any constant value
in [0, 1].This give A. of 2.22 and p. of 3.4754. If Lo = X., the associated ARL1
is 38.3 and ARL2 1.01.
E (A ) 3.aFor A. = 2.22 = Lo, h to solvea
ah
- 0 is 10.07. The Newton's search
again needed no iteration and retained this value of h as optimal. Recalculation
of t and s gave 3.01 and 7.64, respectively, leading to a value of E(A) of 22.68.102
nm h Lo E(A)
2 110.072.2222.68
3.b.For Lo set to g = 3.4754, ARL1 is 1960, and ARL2 1.012.Solution of
Equation 6 gives h of 5.94, a value that is retained through the Newton's search.
After recalculation of ti and s, E(A) is determined to be 21.04.
nm h Lo E(A)
2 15.943.475421.04
3.c The golden section search updates the search region to [2.22, 5.50] and sets
X for the new search equal to the g used in the first iteration. A new g value of
3.4758 is selected according to p2 = a2 + oc(b2a2). The values obtained in 3b
now comprise the X points for the second iteration. They could also have been
determined as described in step 3a. When Lo is equal to the new value of p.,
ARL1 is 1963 and ARL2 is 1.01.h starts and leaves the Newton's search as
5.944. After updating ti and s, E(A) is determined to be 21.04.
nm h Lo E(A)
2 15.943.475821.04
3.d The difference in the values of E(A) from the last two iterations was less
than e. The golden section search is declared finished.
nm h Lo E(A)
2 15.943.475821.04
4. Enter into the Fibonacci search on n. Note that each change in n will require
consideration of changes in both h and Lo. The search region for n is originally
defined as [2, 50]. Intermediate points in the region are selected according to the
Fibonacci algorithm. Again, if ai and bi are the respective lower and upper lirn-
F_i_1
its of the search region for the ith iteration, n= ai + (bi ai) and103
Ft_i
np.. = ai + ---r, (biai),tisthe number of iterationsallowed inthe
1 r t-i+1
Fibonacci search and F, is the rth number in the Fibonacci sequence. Here, n x
was 20.334 and NL 31.666.
4.a. With n fixed at n x, the golden section search, along with each of the associ-
ated Newton's method searchs, was conducted, as demonstrated in step 3. Sum-
marizing the golden section search on Lo gives:
n m h Lo E(A)
20.334 1 2.8 2.22 56.41
20.334 18.6873.475430.59
20.334 1 8.693.475830.59
20.334 1 8.693.475630.59
4.b. With n fixed at nip the golden section search, along with each of the associ-
ated Newton's method searchs, was conducted, just as described in step 3. Sum-
marizing the golden section search on La gives:
n m h Lo E(A)
31.666 18.69*2.22 39.50
31.666 18.69*3.475449.63
31.666 18.69*3.475839.50
31.666 18.69*3.475639.50
A star (*) as the value of h indicates that no value of h satisfied Equation 6 for
this set of the other parameters. In this case, h was retained at its most recent,
workable level.
4.c.The Fibonacci search for n continues, with the search region set to [2,
31.666], and np. to20.334, the old value of X. A new n x is determined to be
13.33, and the search described in step 3 is again conducted.104
n m h Lo E(A)
13.33 1 5.67 2.22 33.55
13.33 110.493.475425.58
13.33 110.493.475825.58
13.33 110.493.475625.58
4.d. The search region for n is again adjusted, now ranging from [2, 20.334], n
is updated to 13.33. A new value of nis calculated as 9.003.Again, the
results of the iterations done in step 3 are:
n m h L0 E(A)
9.003 17.56 2.22 33.55
9.003 110.503.475423.58
9.003 110.503.475823.58
9.003 110.503.475623.58
4.e.This procedure continues to change n, adjusting L0 and h for each change
in n, until no change in n reduces E(A).Since L0 and h are optimal for each
value of n considered, this is the optimal sampling plan for this fixed level of m.
Here, this yielded:
nm h Lo E(A)
4 17.833.475621.67
5. Now the algorithm begins a Fibonacci search for m over the region [2, 20].
To begin the search, m = 8.87 and nip, = 13.12 were selected according to the
rules for a Fibonacci search described in step 4. m is fixed at m and the algo-
rithm returns to step 4 to determine the best level of n for this level of m. Note
that each change in the value of n requires another loop through step 3 to deter-
mine the best value of L0. Again, each change in L0 requires another Newton's
search to find the best value of h. Then m is fixed at m4 and the same sequence
of steps repeated.
5.a. Summarizing the results of each cycle through step 4 for m fixed at gx, the
results of all of the iterations through step 3 are embedded in the following table:105
n m h Lo E(A)
20.338.878.12* 2.22 34.56
31.668.878.12* 2.2240.63
13.338.878.453.475627.02
9.0038.879.373.475624.08
6.338.879.093.475622.79
4.678.878.373.475622.12
3.658.878.373.475621.73
4 8.877.933.475621.86
The apparent jump to a higher level of E(A) occurs because n is restricted to be
an integer. The value returned by the algorithm is the next highest integer from
the "optimal" value determined by the Fibanocci search.
5.b. This search is continued for m fixed at m and the above the step repeated.
Adjustment to m continues according to the rules for a Fibanocci search until the
algorithm finally converges and a set of parameters chosen.