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Die Arbeit befat sich mit Neu- und Weiterentwicklungen von Dichtefunktionalmethoden
und deren Anwendung zur Untersuchung von komplexen Systemen aus Fullerenen. Nach
einer kurzen Einf

uhrung in die theoretischen Grundlagen wird zun

achst das Problem der
Konstruktion optimierter lokaler Basiss

atze aus Gaussfunktionen behandelt. Die Bestim-
mung der Exponenten und Kontraktionskoezienten erfolgt hierbei auf der Grundlage des
Variationsprinzips. Die f

ur verschiedene Systeme berechneten Grundzustandsgeometrien,
Bindungs- und Ionisationsenergien, Dipolmomente, Polarisierbarkeiten und Schwingungs-
frequenzen best

atigen die hohe Zuverl






achsten Abschnitt wird ein neues Verfahren vorgestellt, das die Berechnung von
Infrarotabsorptions-Intensit






schwingungen mit Hilfe der Dichtefunktionaltheorie erm

oglicht. Der Formalismus basiert
auf einer numerischen Bestimmung von Schwingungseigenmoden, dynamischen Dipolmo-
menten und dynamischen Polarisierbarkeiten. Untersuchungen zur Stabilit

at des Verfah-
rens sowie Ergebnisse f

ur experimentell gut charakterisierte Molek





Da Implementierungen des vollst

andigen Dichtefunktional-Formalismus erhebliche Com-
puterressourcen beanspruchen, kommt auch der Weiterentwicklung approximativer Va-
rianten eine groe Bedeutung zu. Deshalb besch

aftigt sich ein Teil der Arbeit mit Mo-
dikationen der Dichtefunktional-Tight-Binding (DF-TB) Methode, die zu dieser Klas-
se von Verfahren geh






der Hamiltonmatrix und die Einf

uhrung einer Atomladungs-Selbstkonsistenz kann eine
verbesserte Beschreibung von Molek

ulen, Clustern und Festk

orpern erreicht werden. Die
breite Anwendbarkeit des DF-TB-Schemas zeigt sich bei der Berechnung von Struktu-







(N = 2? 4). Zusammenh

ange zwischen Struktur und Schwingungsver-







Dichtefunktionaltheorie, Gauss-Orbital, Basissatz-Optimierung, Dipolmoment, Polarisier-




This thesis is concerned with the development of density functional based methods and
their application to complex fullerene systems. After a short summary of the theoretical
foundations, the work rst deals with the construction of optimized gaussian orbital basis
sets. The corresponding exponents and contraction coecients are determined on the
basis of the variational principle. For various systems, ground state geometries, binding
and ionization energies, dipole moments, polarizabilities, and vibrational frequencies have
been determined. The results conrm the reliability of the generated basis sets.
In the next section, a new technique for the density functional based determination of
infrared (IR) absorption intensities and Raman scattering activities of molecular and
cluster vibrations is introduced. The formalism is based on a numerical derivation of
vibrational modes, dynamical dipole moments, and dynamical polarizabilities. Investiga-
tions of the stability of the technique are presented as well as results for experimentally
well-characterized molecules and clusters.
Since implementations of the complete density functional formalism demand consider-
able computer resources, the development of approximate variants is important as well.
Therefore, a part of the thesis deals with modications of the density functional based
tight-binding (DF-TB) method which belongs to this class of techniques. An improved
description of molecules, clusters, and solids can be obtained by a more appropriate de-
termination of the Hamiltonian matrix elements and the introduction of a self-consistent
procedure based on atomic charges. The performance of the DF-TB method is demon-




(N = 2?4). Results for structures,
cohesive energies, dissociation barriers, and vibrational properties are presented. Connec-
tions between structural and vibrational features are established. This makes a partial
assignment of the experimentally observed Raman signals possible.
Keywords
Density Functional Theory, Gaussian Orbital, Basis Set Optimization, Dipole Moment, Po-
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For the last 30 years, density functional theory (DFT) has been applied to computation-
ally determine a great variety of dierent properties for numerous solids, clusters, and
molecules. Many of the strengths and weaknesses of this method are well-known. Due
to the development of more accurate density functionals and the dramatic progress of
computer performance, the importance of DFT is rapidly increasing from year to year.
Nowadays, the prediction of geometries, binding energies, electronic structure, dipole mo-
ments, vibrational frequencies, and other interesting properties can almost be considered
routine work.
Contemporary density functional implementations usually employ the Kohn-Sham scheme
which will be briey introduced in section 1.1.1. This approach is based on a representation
of the total electron density as a sum of occupied one-particle orbitals. The most widely
used technique for the treatment of these so-called Kohn-Sham orbitals is an expansion into
suitable basis functions. This procedure leads to an algebraic eigenvalue problem which
can be solved more easily than the original equations. However, speed and accuracy of the
method strongly depend on the quality of the applied basis. This is particularly important
for an assessment of the performance of new density functionals.
For nite systems such as molecules and clusters, the most frequently used basis sets
consist of atom-centered gaussian-type functions. So far, there have only been very few
systematic attempts to optimize the performance of this approximation for density func-
tional calculations. In particular, a collection of optimized function sets which is dened
throughout the periodic table does not exist. For this reason, the problem of basis set
construction is discussed in chapter 2. A procedure which allows for the generation of
accurate function sets is outlined. It consequently exploits the variational principle and is
well-dened for arbitrary atom types.
Extending the applicability of density functional theory is strongly connected to the de-
velopment of new techniques for the computational determination of various condensed-
matter properties. The calculation of infrared absorption intensities and Raman scattering
activities belongs to the problems that have not yet been tackled on the basis of DFT. A
reliable prediction of these quantities is very important since vibrational spectra are often
used to characterize molecules and solids. In chapter 3, a technique that allows to de-
rive the position and strength of the rst-order IR and Raman signals is introduced. The
method is applied to a set of sample molecules which are experimentally well-characterized.
Results are compared to observed data and traditional schemes of quantum chemistry. It
should be emphasized that this is the rst systematic attempt to estimate the perfor-
9
mance of modern density functionals for the determination of IR absorption intensities
and Raman scattering activities.
The applicability of density functional based methods may also be extended by developing
and improving approximate schemes. In general, such an approach is much faster than
the traditional DFT implementations and hence well-suited for simulations of large and
complex systems. Approximate techniques often lead to total energy expressions that
are similar to empirical tight-binding methods. However, while the latter try to t the
complete Hamiltonian to a number of reference systems, the former still determine the
most important parameters on the basis of DFT. The advantages of such a strategy are an
improved transferability and a more straight-forward application to new materials. The
density functional based tight-binding (DF-TB) approach belongs to the class of approx-
imate DFT schemes. In chapter 4, several modications of this method are introduced.
While the rst part deals with a more suitable construction of the Hamiltonian matrix in
general, an extension of the model which leads to a signicantly improved description for
systems with large charge transfers is introduced in the second part.
Of course, the best theoretical tool turns into a mathematical gadget if it cannot be
used to study real systems and answer experimentally relevant questions. For the last
2-3 years, one of the most exciting DF-TB applications has been the investigation of
fullerenes and related compounds. This eld has also received a lot of attention from
experimental groups. A particularly interesting phenomenon can be observed if face-
centered cubic (fcc) C
60
crystals are exposed to intense laser light. The irradiation leads
to changes in the solubility, IR and Raman signals, mass spectra, and other properties
of the material. Further, at temperatures of about 500K, the samples return to the
original fcc C
60
modication. The experimental ndings provide convincing evidence that
the phototransformation leads to oligomers or even polymers of C
60
molecules. For this
reason, the DF-TB scheme has been used to study the structure, energetics, and vibrational
properties of several C
60
oligomers. The theoretical results which also include a calculation
of the energy barrier for the dissociation of a C
60
dimer are presented in chapter 5 and
compared to the experimental data. Special emphasis is devoted to the discussion of the
Raman spectra. A number of problems which require a more accurate treatment are also
investigated with a fully self-consistent density functional implementation. The results
show that both methods can be successfully combined to obtain reliable predictions for




1.1 The Density Functional Formalism
1.1.1 General Foundation
Within the scope of this work, only a brief introduction to the density functional method
can be given. A comprehensive review of the theoretical basics, strengths, and limitations
can be found for instance in [1].
The (non-relativistic) Hamiltonian of a system consisting of N
e







































(x) is the external potential acting on the electrons, for example the electric
eld of the nuclei if condensed matter applications are considered. The x
i
are generalized
coordinates which include both spatial and spin degrees of freedom. In order to obtain a

























= 4:35981  10
?18
J = 27:2116 eV :
(1.2)
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Unfortunately, the solution of eqn. (1.4) is only feasible for a few small systems. For this
reason, an alternative strategy to tackle the problem is highly desirable.
In 1964, Hohenberg and Kohn [2] showed that if the ground state of a many-electron
system is non-degenerate, its total energy can be expressed in terms of a unique functional
of the electron density (r):




(r) + F [ (r)] : (1.5)
The functional F [ (r)] can be decomposed into three parts:






























In eqns. (1.6) and (1.7), T
0
[ (r)] is the kinetic energy of a noninteracting electron gas
with the density (r), E
H
is the Hartree-energy resulting from the average (mean-eld)
electrostatic interaction of the electrons, V
H
is the corresponding potential, and E
xc
is
the exchange and correlation energy. Gunnarsson and Lundqvist [3] showed that the
Hohenberg-Kohn theorem holds not only for the ground state, but also for the lowest
state of each symmetry. A generalization for degenerate ground states was given later (see
for example [4]).
Kohn and Sham [5] suggested to represent the density (r) in terms of normalized single-
particle orbitals 	
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Since the Pauli principle must not be violated, a single-particle orbital 	
i
can only be
occupied by at most two electrons (one spin-up, one spin-down). Using eqns. (1.5)-(1.8),































[ (r)] : (1.11)
By denition, the ground state density must lead to the lowest energy. Consequently, it
can be obtained by applying the variational principle with the constraint that the 	
i
(r)

























































Note that since the operator acting on the Kohn-Sham orbitals 	
i
(r) depends on the den-
sity (r) and thus on the orbitals themselves, eqn. (1.13) has to be solved self-consistently




the Kohn-Sham orbitals and nally the output density 
out
0











cycle. This procedure is repeated until input and output densities are identical.
The above formalism can be generalized for spin-polarized systems (that means, for sys-
tems with dierent spin-up and spin-down densities). In order to accomplish this, the
total density (r) is replaced by the spin densities 













































Since eqn. (1.14) explicitly distinguishes between spin-up and spin-down orbitals, a single
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and the Kohn-Sham equation for the spin orbitals 	
i













































The physical meaning of the eigenvalues "
i




































Hence, the eigenvalue "
i
describes the rst-order change of the total energy with respect to
small changes of the occupation numbers n
i
. This relation is known as Janaks theorem [6].
Based on (1.20), the "
i
are often interpreted as single-particle energies. That means, it











. However, this approach neglects higher-order terms in the energy








description of real phenomena, these terms may be important since electrons cannot be






as excitation energies, for example in band structure calculations for solids.
Since eqns. (1.13) and (1.19) are single-particle equations, the original many-electron prob-
lem (eqn. (1.4)) has been reduced to a single-particle problem. That means the actual
many-electron system has been replaced by a ctitious system of noninteracting particles
in an eective potential which is much easier to handle mathematically. However, all







which is not explicitly known. Nevertheless, there are well-established approximations for
the exchange-correlation energy which give excellent results for a wide range of molecular
and solid-state properties. They will be introduced in the following section.
1.1.2 Approximations for the Exchange-Correlation Energy
The exchange-correlation energy E
xc
[ (r)] can be interpreted as resulting from the inter-
























? r) describes the eect of electronic
Coulomb repulsion (an electron present at point r changes the probability of nding an-
other one at r
0





a modied electron-electron interaction = jr ? r
0
j and varying  from 0 (noninteracting
system) to 1 (physical system). This has to be done in the presence of an additional
external potential V

(r) [8] in order to ensure that (r) is the ground-state density for all


















d [ g(r; r
0
; )? 1] : (1.22)
From eqn. (1.22) and the denition of the pair correlation function g(r; r
0
; ), an important








? r) = ?1 : (1.23)
























) is the exchange and correlation energy per particle of a homogeneous




. Eqn. (1.24) is based on the assumption that
the system can be subdivided into small independent regions which behave individually as
a homogeneous electron gas. A priori, this assumption is only justied for slowly varying
densities. Unfortunately, this condition is not fullled in most solids and molecules. Nev-
ertheless, the LSDA has been proven to give quite satisfactory results for many atomic and
condensed matter properties. Equilibrium bond lengths, elastic constants, and vibrational
properties are described particularly well. One of the reasons for this success is that since
the LSDA is based on the pair correlation function of the homogeneous electron gas, it
obeys the sum rule (1.23).
Numerous electron gas calculations have been performed over the years. Usually, the
exchange-correlation energy is calculated with more sophisticated methods (e.g. quantum











) have been given by
Gunnarsson and Lundqvist [3], von-Barth and Hedin [10], Vosko et.al. [11], and Perdew
and Zunger [12].
Besides the strengths of the LSDA, there are, of course, some weaknesses. Perhaps the
most serious one, especially if the investigations are focused on accurate predictions of
structural stability or reaction dynamics, is the tendency of the LSDA functional to over-
estimate the total energies of condensed systems as compared to their atomic constituents.
This systematic error is known as LSDA overbinding and can be as large as 1 eV per
atom [1, 13, 14]. The problem is even more severe if transition states between dierent
stable congurations are investigated. In these cases, the LSDA overbinding can lead
to critical underestimates of the reaction barriers and might even completely extinguish
them [15].
One of the possibilities to improve the LSDA is to also include information about the den-





















Early approximations of this form [16, 17] contained semiempirical parameters and did
not lead to a signicant improvement of the computational results as compared to the
LSDA. More recently, Perdew, Wang, Becke, and others [18, 19, 20, 21] have introduced
parameter-free GGA versions. A variety of tests for atoms, molecules, solids, and surfaces
has shown that these functionals substantially increase the accuracy of total energy cal-
culations. Consequently, the LSDA overbinding error is signicantly reduced [13, 14, 19].
Furthermore, the new gradient-corrected functionals also improve predictions for other
important quantities, such as transition state barriers [15, 22, 23] and infrared absorption
intensities [24] (see also chapter 3). Since the price for the higher reliability is only a
modest increase in computational eort, GGAs have become very popular in the past few
years and will probably be the method of choice for large-scale problems that require a
higher accuracy than LSDA.
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1.1.3 Atomic Systems
In condensed matter theory, one is concerned with complex structures consisting of atomic
nuclei and electrons. In principle, the Hamiltonian of the complete system needs to be
considered. Since all particles interact with each other, this is a very dicult problem.
However, because of the large dierence between electronic and nuclear masses, it is often
very appropriate to assume that electronic and nuclear dynamics take place at dierent
time scales and can therefore be separated. This approach is called Born-Oppenheimer
approximation and has the following consequences:
 In the course of the electronic relaxation, all nuclei can be considered as xed.
 For all processes occurring on the time scale of nuclear motion, the electrons are in
the ground state.
Usually, the atomic nuclei are treated as classical particles, but they may be described
quantum-mechanically as well.
Within the Born-Oppenheimer scheme, density functional based methods can be easily
implemented: All electronic degrees of freedom are treated as shown in section 1.1.1 with
an external potential V
ext





















corresponding to this external potential can be derived from eqns. (1.11)




on the locations R
k
of the nuclei. The total energy of the condensed system is a sum of
the electronic contribution, the nuclear repulsion, and the nuclear kinetic energy (which












































The combination of nuclear repulsion and E
GS
el
can be interpreted as potential energy
surface V (R
1
; : : : ;R
M





















The equation of motion for the dynamics of the atomic centers can be easily obtained from























































Eqn. (1.29) is the basis for ab-initio molecular-dynamics (MD) simulations which have
become very popular in the past decade due to the increase of computer performance.
Note that in the above formulation, all electronic degrees of freedom need to be completely
relaxed in order to perform a single MD step. Since the solution of the electronic problem
is by far the most expensive part of the calculation, Car and Parrinello [25] introduced
a modied scheme by assigning ctitious masses to the electronic degrees of freedom and
performing a joint dynamics for nuclei and Kohn-Sham orbitals. This approach does not
strictly abide by the Born-Oppenheimer approximation, but it is signicantly faster than
conventional MD methods and has found widespread use in the eld of condensed matter
simulations.
1.1.4 Basis Set Expansions
In order to use DFT for practical applications, the Kohn-Sham orbitals 	
i
(r) need to
be represented in some way. Probably the most straight-forward approach is to solve
the problem on a real-space grid without any further restrictions. However, since this
approach leads to a lot of numerical diculties, the majority of all DFT implementations
is based on expanding the 	
i
















are termed expansion coecients. In principle, any function set f'

(r)g
which represents a complete basis in the considered conguration space could be used.
However, since such a complete set cannot be managed numerically, one has to resort to
suciently accurate incomplete basis sets. Two classes of functions are commonly applied:
plane waves (PW) and localized atomic-like orbitals (AO). PW basis sets are easy to handle
computationally, but they need to contain many functions if an accurate description of
the Kohn-Sham orbitals is required. Almost the opposite is true for atomic-like orbitals.
They closely resemble the solutions of the Kohn-Sham equation for isolated atoms and
therefore establish a more ecient set of functions. However, the mathematics associated
with them is much more involved than for plane waves. Consequently, it depends on the
problem to solve whether PW or AO functions are to be favored. For nite systems such
as molecules and clusters (which are of major concern in this work), atomic-like orbitals
are usually preferred. Therefore, a short introduction of the most widely used AO basis
sets is given in section 1.1.5.
It will now be shown how the Kohn-Sham equation (1.13) transforms if the basis set
































































are elements of the density matrix P and N is the total number of basis





















































































H and S are called Hamiltonian and overlap matrix, respectively. The generalization for



































































































































Finally, if one is concerned with atomic systems as described in section 1.1.3, the external
potential V
ext
(r) (and possibly the basis functions '

(r)) depend on the locations R
k
of the nuclei. In order to perform molecular dynamics simulations, it is necessary to
determine the derivatives (electronic forces) F
el
k
of the electronic ground state energy with
18
respect to the coordinates R
k
(see eqn. (1.29)). The constraint of normalized Kohn-Sham























































































































do not need to be considered. Replacing the external potential V
ext
(r) by






































































The rst term in eqn. (1.45) arises from the explicit dependence of the external potential on
the nuclear coordinates and is usually referred to as the Hellmann-Feynman force [26, 27].
As can be easily seen, it is proportional to the gradient of the Hartree-potential at the
location of the nucleus. The second expression is called Pulay correction [28] and originates
from the dependence of the basis functions on the atomic locations. This correction can
be particularly important if basis sets of atomic-like orbitals are used. The generalization
of eqn. (1.45) for spin-polarized systems is easily obtained by replacing the Kohn-Sham










1.1.5 Slater-Type and Gaussian Atomic-Like Orbitals
In the following, two of the most widely used AO basis set types will be introduced. They
are of particular importance in this work since most of the results presented here depend




























is the j-th basis function of the k-th atom. Since every atom is assigned a set
of orbitals, the '

explicitly depend on the locations of the atomic nuclei.
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; n = 0; 1; : : : ; n
max
: (1.47)
In eqn. (1.47), r is the coordinate vector, l and m denote angular momentum quantum
numbers, and Y
lm
are spherical harmonics. STOs are based on the well-known analytical
solutions of the Schr

odinger equation for a single electron in the eld of a xed point
charge (see e.g. [29]). Although they represent very ecient basis functions, many DFT














; n = 0; 1; : : : ; n
max
: (1.48)
Gaussians exhibit more favorable numerical properties than STOs. However, they suer
















Apparently, terms which show a linear dependence on r are missing in eqn. (1.49). In
other words, gaussians do not have a cusp at the origin. Consequently, a rather large
number of functions is needed to accurately describe the true atomic orbitals. In order to
avoid large basis sets and the high numerical eort associated with them, the primitive
gaussians g
nlm













Here, the contraction coecients d
nli
are xed. Contracted gaussians resemble Slater-
type orbitals more closely than the primitive ones. For this reason, they are able to attain
the eciency of STOs without losing any numerical advantages. However, the generation
of both accurate and computationally ecient basis sets of contracted gaussians requires
an optimization of the exponents  and coecients d
nli
for each atom type. Several
standard basis sets are available along with commercial program packages [30]. However,
most of them are rather small and have to rely on error cancellations. While this might
not be a critical problem for many applications, it is clearly undesirable if highly accurate
benchmark results are required. For this reason, the construction of appropriate basis sets
for density functional calculations is an important part of this work. It will be discussed
in chapter 2.
The smallest local basis sets which can be expected to give at least reasonable qualitative
results are minimal basis sets. They only consist of those functions that are needed
to describe the occupied states of the free neutral atom. For example, two s-type and
one threefold degenerate p-type functions are needed for carbon. Typically, low-lying
unoccupied states (such as the 2p-orbital in Lithium) also need to be included. Minimal
function sets usually do not provide very accurate results, but in most cases they are at
least appropriate to get a rst impression about the properties of the investigated system.
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1.1.6 The SCF-DFT Implementation of Pederson and Jackson
This section is intended as a brief introduction to the numerical scheme which has been
used to obtain most of the SCF-DFT results presented in this dissertation. The method
has been developed by Mark Roger Pederson and Koblar Alan Jackson and extensively
described in a number of publications [31, 32, 33, 34]. It is based on the following principles
and approximations:
 Gaussian orbitals serve as basis functions to expand the wavefunctions (for an in-
troduction to gaussian orbitals, please refer to section 1.1.5).
 The density functional formalism is implemented fully self-consistently within both
LSDA and GGA.
 No other approximations or ts are made. All integrals that cannot be solved ana-
lytically are computed numerically on an automatically generated mesh.
One of the main advantages of the method is that all core electrons are included in the
solution of the problem. This is especially important if core-relaxation eects (the reaction
of the core states to changes of the atomic environment) are of interest.
As a result of the few approximations stated above, there are only three possible sources
of error in a calculation performed with the Pederson-Jackson code:
 Errors due to basis set limitations. They can be controlled by adding more functions
until the results are converged.
 Errors arising from the numerical integration. They can be checked by adjusting a
few parameters which control the mesh construction.
 Errors due to the density functionals themselves. If basis set problems and numerical
inaccuracies have been ruled out, these are the only remaining errors.
Hence, the method is highly accurate and therefore well-suited for calculations benchmark-
ing the quality of dierent density functionals. Numerical precision is a very important
issue since one has to make sure that possible discrepancies between theory and experi-
ment are actually caused by the density functionals themselves and not by an inadequate
treatment of the computational problems.
1.2 Finite Systems in a Static Electric Field

























(r) of eqn. (1.51) is ill-conditioned since it diverges for r !1 and would
therefore not lead to any electronic ground-state. However, this problem can be solved by
applying the following modications:
 The particle is placed in the center of a box. The box size L must be much larger
than the dimensions of the molecule.
 G is required to vanish outside the box. Therefore, the external potential is nite
for r !1.
 G must be suciently small in order to avoid ionization processes.
If the electric eld G is weak enough to be considered a small perturbation of the system,
the total energy E
tot
































































+ : : :
(1.53)
where p is the dipole moment, ~ the electronic polarizability tensor, and the indices i and
j represent the three components x, y, and z of the coordinate vector. From eqn. (1.53),
it follows that the polarizability tensor ~ is symmetric. Its eigenvalues are referred to as
principle polarizabilities.
Within density functional theory, the dipole moment p can be easily calculated by com-



























1.3 Vibrations in Clusters and Molecules
The Born-Oppenheimer approximation introduced in section 1.1.3 completely decouples
the electronic degrees of freedom from the nuclear motion. For this reason, the total energy
E
tot
of the condensed system can be written as a sum of the nuclear kinetic energy and
a potential term which only depends on the locations of the nuclei (see eqn. (1.28)). The





















Since the three components of the Cartesian coordinate vectors R
k
(k = 1; : : : ;M for M
atoms) can be treated as independent variables, it is convenient to combine all R
k
in a















+ V (R) : (1.56)
Note that m
j
is the mass corresponding to the j-th degree of freedom. That means, if
the j-th degree of freedom corresponds to the k-th atom, then m
j
is the nuclear mass of
this atom. In the vicinity of a reference conguration R
0
, the potential V (R) may now
be expanded in a Taylor series:




































































































are the classical forces and the Hessian matrix elements, respectively.
It should be emphasized that the derivatives must be evaluated at R = R
0
. The Hessian
matrixH is real and symmetric because mixed second derivatives are identical. Eqn. (1.57)
is termed harmonic approximation since the Taylor expansion for the potential is cut o
after the quadratic term.
If R
0




























































; j = 1; : : : ; 3M : (1.59)
The X
ji
































; i; l = 1; : : : ; 3M : (1.61)
Since the Hessian matrix H is symmetric and all m
j









is not a stable
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minimum (if the system is displaced in the direction of the corresponding eigenmode, the
energy decreases). Eqns. (1.60)-(1.61) can be solved by standard algorithms available in
mathematical libraries [41].






























Apparently, the shape of
^
H is now strongly simplied. For this reason, the X
ji
are called
normal modes and the Q
i
normal mode coordinates. The eigenfunctions and eigenvalues
of
^
H can be found by introducing the ansatz:
	(Q
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which leads to the well-known Schr
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= 0; 1; : : : ;1 : (1.67)
































= 0; 1; : : : ;1 : (1.68)
As a result, the total energy in the ground state (which corresponds to n
i
= 0; 8i) is not
V
0


















This eect is known as nuclear zero point motion and needs to be taken into account if
accurate cohesive energies for clusters, molecules, and solids are calculated.
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It is possible to go beyond the harmonic approximation by including higher-order terms in
the potential expansion (1.57). Although the resulting equations are nonlinear and cannot
be handled analytically, they may be solved numerically or on the basis of perturbation
theory. However, in the vast majority of all cases, the anharmonic corrections do not alter
the eigenfrequencies !
i
by more than a few percent.
1.4 Vibrational Spectroscopy
The interaction between radiation and matter is a very complex problem. Photons may
cause a large variety of dierent excitations in atoms, molecules, solids, and clusters. One
particular class are vibrational excitations. A comprehensive introduction to this eld can
be found in [35] and [36].
Consistent theoretical approaches have to treat the complete system on the basis of quan-
tum physics. In particular, this involves quantizing the electromagnetic eld by introduc-


















j (c is the velocity of light). If the system is
conned to a cube of size L with periodic boundary conditions, the k




































































































































































corresponds to a system of independent harmonic oscillators. The eigen-




j : : : ; n
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j : : : ; n
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; : : :i : (1.75)
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W is much more complicated. For this reason, most
theoretical models consider
^




which leads to transi-




. The transition probabilities P
ea
can be

























To further simplify the problem, one assumes that the photon wavelength  is much larger
than the dimensions of the atomic system (dipole approximation). Then, all nuclei and
























In the following, it will be briey discussed which eects occur if the Golden rule (1.79) is


















































is responsible for emission and absorption processes. In particular, it can
be seen that the absorption probability P
abs
ea
is proportional to the square of the dipole




































































































scribe successively occurring absorption and emission eects. This phenomenon is known
as scattering. As can be seen from eqns. (1.79) and (1.82), the scattering probability






1.4.1 Infrared Absorption in Clusters and Molecules
Based on the formalism introduced in the preceding section, the probability P
mn
of a

























































for example [29]). It has been derived assuming an isotropic distribution of the photon
polarization vectors in eqn. (1.81). Since the probabilities for upward and downward





























































































 The dipole moment is caused by the charge distribution of electrons and nuclei.
The electrons are always in the ground state (Born-Oppenheimer approximation).
This assumption is justied since molecular vibrations correspond to much smaller
energies than electronic excitations.
 The vibrational eigenstates are harmonic oscillator wavefunctions as shown in sec-
tion 1.3 (harmonic approximation for the vibrations).




= 0 (see eqn. (1.59)). The expansion is cut o after the linear term (harmonic














The above scheme is often referred to as double harmonic approximation and the resulting

































































































are the eigenstate indices of the corresponding vibrational modes. The
contribution proportional to p
0
can be omitted since it does not lead to any excitation or





+ 1 are given by h!
i








































are given by Boltzmann statistics and can be expressed in terms of the molecule






















where k is the Boltzmann constant and T the temperature of the system. Insertion of

































is the only property of the molecule or cluster that determines the IR absorption,
it is often referred to as absolute IR absorption intensity. Note that the result (1.93) has
been derived neglecting rotational quantization. Including this eect leads to intensity
corrections of a few percent at most [35].
1.4.2 Raman Scattering by Clusters and Molecules
Deriving the expressions for Raman scattering cross sections on the basis of quantum the-
ory would exceed the spatial limitations of this chapter. Alternatively, a classical approach
which relies on the correspondence principle and leads to exactly the same expressions as
more sophisticated formalisms will be used.
28
In classical electrodynamics, the energy E
s






























is much larger than the dimensions of the dipole. Assume that p














































Apparently, the derivation of (1.96) is based on a classical picture for the polarizabil-
ity ~. A possible way to introduce quantum-mechanical eects is to make use of the




















To further simplify the problem, approximations similar to section 1.4.1 are applied:
 The energy of the incident beam does not correspond to any excitations of the
molecule or cluster (non-resonant scattering).
 The polarizability depends only on the nuclear coordinates since the electrons are
always in the ground state (Born-Oppenheimer approximation).
 The vibrational eigenstates are harmonic oscillator wavefunctions as shown in sec-
tion 1.3 (harmonic approximation for the vibrations).




= 0 (see eqn. (1.59)). The expansion is cut o after the linear term (harmonic











































































































Polarization out of plane
Incident Laser beam
Figure 1.1: Typical arrangement of a Raman scattering experiment: The direction of the incident






are the eigenstate indices of the corresponding vibrational modes. The
contribution proportional to ~
0
does not change the state of the molecule, therefore it

















is the frequency of the incident beam. Finally, one needs to determine the
thermodynamic average of the occupation number n
i
which is given by Boltzmann statis-
tics. With eqn. (1.96), this results in the following expression for the dierential Raman



















































A further simplication of eqn.( 1.102) can only be obtained if more information about the
experimental conditions is available. Figure 1.1 shows a typical arrangement of a Raman
scattering experiment. Note that the direction of the incident beam, the polarization of
the incident radiation, and the direction of observation are perpendicular to each other.









) to the polarization of the incident beam. Also, since
molecules and clusters are usually randomly oriented in space, the polarizability derivatives
must be averaged over all possible orientations. Then, the dierential Raman (Stokes)
30























































are invariant with respect





















































(i; j = x; y; z) are the elements of ~
0
. The ratio of the scattered intensities
perpendicular and parallel to the incident polarization is termed depolarization ratio 
i











The largest possible depolarization ratio of 0:75 can only be observed if isotropic contri-
butions to the Raman scattering are absent. For fully symmetric vibrations (such as the







In calculations based on local orbitals, one always faces the question concerning a func-
tion set which is both appropriate for the problem to solve and computationally feasible.
Several standard basis sets exist in the quantum-chemical literature [39]. Some of them
have found widespread use since they are able to successfully predict ground-state struc-
tures and cohesive energies of many dierent systems. However, if one is concerned with
calculations of more complicated properties, such as the response of the electronic charge
distribution to an external electric eld, standard basis sets are very often too small to
handle the complexity of the problem. For this reason, an automatic method for the con-
struction of more accurate basis sets which can be used in density functional calculations
is highly desirable. The purpose of this chapter is to introduce such a method and to
present test results for a number of atoms, molecules, and clusters.
2.1 Theoretical Details
Several procedures have been developed to generate appropriate gaussian orbital basis
sets. As all other basis set optimization schemes, they are aimed at nding a way to
accurately describe a great variety of dierent atomic congurations with only a small
number of functions. However, one always needs to keep in mind that there is a tradeo
between speed and accuracy. Calculations that employ particularly small basis sets seem
very attractive for reasons of computational cost and eciency, but their results should be
checked carefully. This is especially true if derivatives of the total energy with respect to
atomic displacements or external elds are required to determine certain properties, such
as vibrational frequencies, dipole moments, or polarizabilities. Due to to the variational
principle (1.12), the total energy depends only quadratically on errors in the Kohn-Sham
orbitals. Derivatives of the total energy, on the other hand, will in general depend linearly
on errors in the wavefunctions.
A traditional method which is often used to construct basis sets proceeds as follows.
First, a calculation on a well-chosen reference system (for example the free neutral atom
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in its electronic ground state conguration) is performed with a very accurate method (for
instance an all-numerical scheme or a traditional approach with extremely large basis sets).
Then, the exponents  and contraction coecients d
nli
(see eqn. (1.50)) are least-square
t to the resulting Kohn-Sham orbitals. Finally, additional functions are included in order
to improve the accuracy for systems which were not included in the optimization. However,
this indirect approach has a number of disadvantages since it contains several arbitrary
elements (such as the weights which are used in the least-square t). A more reliable
strategy is to directly minimize the total energy of the reference system with respect to all
exponents and contraction coecients. The resulting procedure has already been applied
to a number of atoms and molecules by Pederson, Broughton, and Klein [40]. It will
be shown that this approach is also well-suited for the generation of density functional
optimized (DFO) gaussian basis sets.
There are a number of arguments favoring the free neutral atom as a reference system for
the basis set construction. First, since gaussian basis functions are by denition associated
with atoms, the results for the free atom should be particularly good. Second, consider the
case that the original basis describes the free atom only poorly. Then, additional functions,
especially those of adjacent atoms in a molecular environment, can lead to a signicant
lowering of the total energy. This eect is called basis set superposition error (BSSE)
and must be ruled out in accurate calculations. Third, it has already been mentioned in
section 1.1.2 that DFT tends to overbind clusters, molecules and solids, in other words,
the energy dierences between the condensed systems and the free atoms are calculated
too large. Basis set inadequacies could further enhance this systematic error and should
therefore be avoided.
In the following, the optimization procedure which has been developed in this work will
be described. Its main objective is the creation of accurate function sets that require
moderate computational eorts.
2.1.1 Optimization of the Exponents
The basis set exponents are determined by minimizing the DFT-LSDA total energy of
the free, neutral, spherically symmetric atom in its (possibly spin-polarized) electronic
ground state. This implies that Z electrons are present in the system (Z is the nuclear
charge). For the results presented here, the local-spin-density approximation contained
in the PW91 functional of Perdew and Wang [18, 19] has been used. Any other common
parameterization will probably lead to similar results. The additional constraint of spher-
ical symmetry is not a critical restriction since the DFT-LSDA energy dierences between
spherically symmetric and cylindrical atoms are quite small in most cases.
The basis set f'
lm


























; : : : ; 
N
l = 0; 1; : : : ; l
max
m = ?l; : : : ; l :
: (2.1)
Functions of dierent angular momentum share the same exponents in order to maximize
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computational eciency. The application of spherical harmonics has some important






































d' f(r) : (2.3)



























































A similar behavior can also be shown for the Hamiltonian matrix H (see eqn. (1.42)). In






































































































Further, for the spherically symmetric atom, the density is independent of the angular
coordinates # and '. Consequently, the Hartree and exchange-correlation potentials must

























































































Apparently, the matrices H and S are block-diagonal with respect to l and m (in fact,
this is the reason why l and m are appropriate quantum numbers for the spherically
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symmetric atom). Therefore, the Kohn-Sham equation can be solved independently for
each pair (l;m) of indices. Also, since Hamiltonian and overlap matrix elements do not
depend on m and since m runs from ?l to l (see eqn. (2.1)), all eigenstates associated
with angular momentum l are (2l + 1)-fold degenerate. Consequently, the DFT-LSDA


































































where the occupation numbers n
li
may now range from 0 to 2l + 1.
The optimization of the exponents  can be signicantly accelerated if the derivatives G

of the total energy with respect to each  are known. Their calculation proceeds similarly












































































































Eqn. (2.11) is the key to nding the optimal set of exponents fg by means of standard
minimization algorithms such as conjugate gradient methods [41]. The strategy which has
been chosen in this work proceeds as follows.
(A) Perform an atomic calculation with an extremely large basis in order to nd the
correct ground state energy.
(B) Dene the total number of exponents.
(C) Dene the initial set of exponents fg. This is a geometric progression (even-
tempered gaussians) ranging from  = 0:05 to  = 100Z
3
. Of course, the opti-
mization procedure will remove this initial constraint.
(D) Find the atomic ground state energy in a self-consistent DFT-LSDA calculation.
(E) Calculate the derivatives G

of the total energy with respect to each exponent  via
eqn. (2.11).
(F) Compute the natural logarithm (ln) and G
ln
= (@E=@ ln) = G

for each
exponent . If the G
ln
are larger than the predened convergence margin, use a
conjugate gradient routine to update flng and go back to step (D). Optimizing






















Figure 2.1: Smallest exponents of the optimized atomic basis sets as a function of nuclear charge.
(G) Compare the total energy with the result of step (A). If the dierence is larger than
the predened error margin, increase the number of exponents and go back to step
(C). In this work, an error margin of 10 meV has been used.
In the following, a few properties of the exponents determined by the above scheme will
be examined. Figure 2.1 shows the dependence of the smallest exponent in the expansion
(which may be interpreted as the square of the inverse atomic radius) on the nuclear
charge. The periodic behavior which coincides nicely with the position of the elements
in the periodic table is obvious. As could be expected, the longest-range exponents are
found for alkaline metal atoms, the shortest-range ones for noble gas elements.
Another interesting question is how the largest exponent in the wavefunction expansion
(which is mainly responsible for an accurate representation of the 1s state) behaves as
a function of the nuclear charge. A rough estimate for this scaling may be obtained by
considering a one-electron atom with a variable nuclear charge Z as model system. Then,

































and E ! E Z : (2.13)
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Figure 2.2: Largest exponents of the optimized atomic basis sets as a function of nuclear charge.
Gaussian functions decay as exp (?r
2
), therefore their characteristic length is 1=
p
.
Hence, in order to describe the shape of 
1s
(r) with the same accuracy for all Z,  must
scale as Z
2
. Further, as was already pointed out in section 1.1.5, gaussians do not have
a cusp at the origin. For this reason, there will always be a misrepresentation of the true
wavefunction close to the nucleus which leads to an error of the total energy. According
to eqn. (2.13), the energy deviation is proportional to Z. In order to avoid this "error
enhancement\, a better approximation of 
1s
(r) is required for large nuclear charges. This
can only be achieved by requiring  to grow faster than Z
2
. Figure 2.2 shows the actual
behavior in a double logarithmic plot. In accordance with the qualitative discussion above,
the largest exponents scale approximately as Z
3:3
.
2.1.2 Determination of the Contraction Coecients
The exponents  constructed by the procedure introduced in the preceding section are the
best choice for the free, neutral, spherically symmetric atom since they minimize the total
energy of this system. However, the optimized basis still consists of primitive gaussians.
Such a basis would be much too large for calculations on extended systems. For this
reason, it is necessary to dene suitable contracted functions.
The goal in constructing contracted gaussians is to minimize the number of basis functions
without losing accuracy. Since the total energy and the Kohn-Sham orbitals depend on the
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locations of the atomic nuclei, it is impossible to achieve this for a great variety of systems
simultaneously. However, it is easily attainable for a particular set of atomic coordinates
by dening the true Kohn-Sham orbitals of the system (which can be determined with very
large basis sets or all-numerical methods) as new basis functions. Since the Kohn-Sham
orbitals are eigenfunctions of the Kohn-Sham equation and therefore orthonormal, this
new basis has the following properties:
 The overlap matrix S is the unit matrix.
 The Hamiltonian matrix is diagonal and its elements are identical to the Kohn-Sham
eigenvalues.
For the spherically symmetric atom, this approach is especially advantageous because the
basis functions (2.1) already show the correct angular behavior (spherical harmonics).
Hence, only the radial part needs to be optimized. Further, in spin-unpolarized systems
(such as rare-gas atoms), spin-up and spin-down orbitals will have exactly the same spatial
shape. Although this is not exactly the case for spin-polarized congurations, experience
has shown that the deviations are not very large in most cases. Also, these small dierences
may be reproduced by a few additional functions introduced later (see next section). For
this reason, the contraction coecients can be determined using the spin-unpolarized and
spherically symmetric neutral atom as reference system.




























































where the occupation numbers n
li
may range from 0 to 2(2l+1) due to spin- and angular
momentum degeneracies. The exponents  are those resulting from the optimization
















































































After solving eqn. (2.15), the contracted basis functions '
ilm



















; i = 1; : : : ; occ : (2.18)
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The new basis constructed by eqn. (2.18) is perfectly tailored for determining the ground-
state energy of the spin-unpolarized, spherically symmetric neutral atom. However, since
it contains only very few functions, it will not be able to account for changes in the atomic
charge state or eects caused by embedding the atom in a molecular environment. For
this reason, more functions need to be added to the basis set. This problem will be dealt
with in the next section.
2.1.3 Additional Functions
The addition of further functions to the set of orbitals '
ilm
dened by eqn. (2.18) is
based on some simple ideas. First, it is assumed that the exponents  which are already
contained in the basis set can appropriately describe any bonding or charge state possible
in a practical calculation. Extensive tests and previous studies [40] have shown that this
approach is quite reasonable.
1
Of course, it also improves the computational eciency of
the method because no further exponential functions need to be evaluated in the course of a
calculation. Second, since the atomic Kohn-Sham orbitals are already incorporated in the
basis, there is no obvious way for the construction of additional contracted orbitals. For
this reason, primitive (uncontracted) gaussians are chosen to be additional basis functions.
Third, it can be expected that the spatial shape of the strongly bound atomic core states
is approximately the same for all bonding and charge situations that appear in reality.
Hence, only the smallest exponents (which primarily eect the valence electrons) must be
included as single gaussian orbitals.
The auxiliary functions that need to be added to the basis set can be separated into
two groups. First, there are orbitals which belong to the same angular momentum l as
the contracted gaussians that are already contained in the basis, but show a dierent
radial behavior. They allow the electronic charge distribution to respond to changes in
the atomic environment by assuming a dierent radial shape. Since one can envision this
eect as a radial breathing of the electron gas, they will be termed breathing functions in
the following. Second, there are so-called polarization functions which possess an angular
momentum l higher than any state occupied in the free atom. They allow the electrons to
respond to external elds by assuming a dierent angular behavior. Finding the exponents
that actually need to be included in the extended basis is a rather tedious task because
it involves a lot of testing. Also, since the Pederson-Jackson SCF-DFT code (see 1.1.6) is
currently limited to s-type, p-type, and d-type gaussians, the inuence of f -type or even g-
type polarization functions could not be investigated. For this reason, the test calculations
presented in this work contain only results for elements which exclusively possess s and p
valence electrons.
A variety of test calculations has lead to some important rules for the inclusion of additional
orbitals in the basis set. They are presented in Table 2.1. Although the given scheme
should be relatively self-explanatory, a simple example shall be presented. Consider the
oxygen atom: it possesses s and p electrons. Therefore, the second column of Table 2.1














Exceptions are negative ions (see also section 2.2.1).
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highest angular momentum l occupied in the free neutral atom
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Table 2.1: Scheme for the inclusion of additional orbitals to the basis set.
included as d-type polarization functions. Finally, if atomic or molecular polarizabilities




After adding the required primitive gaussians, the basis set construction is complete.
Exponents and contraction coecients for the elements hydrogen to argon are given in
the appendix. In the following, the function sets introduced here will be termed DFO
(or DFO
+
if the supplementary gaussians for polarizability calculations are present) since
they are optimized for density functional applications. Compared to most of the standard
basis sets which can be found in the quantum-chemical literature [39], the DFO sets are
computationally more expensive. However, as was already mentioned at the beginning
of this chapter, their main objective is accuracy, not speed. On the other hand, for
time-consuming calculations on larger systems, some of the additional primitive gaussian
orbitals (in particular, the shortest-range functions) could be removed from the basis since
they contribute only 10-20 meV to the total energy.
2.2 Test Calculations
The purpose of this paragraph is to show that the DFO basis sets are applicable to a
large variety of dierent problems, ranging from simple atomic total energies and ion-
ization potentials to molecular and cluster geometries, dipole moments, polarizabilities,
and vibrational frequencies. Although a more exhaustive list of test calculations could
be presented, this would not lead to a better understanding of the principal problems.
Therefore, the compilation focuses on giving a moderate number of typical examples.
Benchmarks for solid state modications have not yet been performed since the density
functional implementation used in this work (see section 1.1.6) does not allow for periodic
boundary conditions so far. However, it can be expected that the DFO basis sets work
for solids as well.
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H 13.026 13.025 13.018 13.648 13.646 13.61
He 77.130 77.128 77.068 78.913 78.912 79.02
Li 199.822 199.819 199.775 203.383 203.379 203.49
Be 393.112 393.102 393.073 398.593 398.584 399.11
B 662.669 662.665 662.580 670.217 670.211 670.85
C 1019.571 1019.564 1019.427 1029.320 1029.312 1029.80
N 1473.083 1473.078 1472.859 1485.171 1485.166 1485.40
O 2027.940 2027.932 2027.557 2042.348 2042.338 2042.58
F 2696.974 2696.970 2696.412 2713.856 2713.849 2713.68
Ne 3489.341 3489.336 3488.547 3508.842 3508.834 3508.34
Table 2.2: Atomic total energies [ eV ] obtained by the DFO and reference basis sets and by
experiments. LSDA and GGA results correspond to spherically symmetric atoms and the Perdew-
Wang (PW91) functional [19]. Experimental data originate from Ref. [4].
DFO and DFO
+





, and Bigbas. 6-311G

is a good standard basis that can be found in the quantum-
chemical literature [30, 39]. Since it is only dened for the elements hydrogen to neon,
the slightly smaller 6-31G

is used for heavier atoms instead. Bigbas consists of many
s-type, p-type, and d-type primitive gaussians and should provide a very good estimate of
what spd basis sets are able to accomplish.
2.2.1 Atoms
Table 2.2 shows the atomic total energies calculated within the Perdew-Wang (PW91)
LSDA and GGA functionals using dierent basis sets. Comparing the DFO and Bigbas
LSDA results leads to a maximum deviation of 10 meV and a root-mean-square (rms) error
of about 4 meV. This is exactly what could be expected since the DFO basis sets were
constructed with an error margin of 10 meV (see section 2.1.1). A more stringent test is
to compare the calculated GGA energies since they were not included in the optimization.
Nevertheless, the DFO basis works perfectly well for the gradient-corrected functional with
a maximum deviation of 10 meV and a rms error of 7 meV. Also, the GGA results agree
much better with the experimental data which demonstrates the importance of gradient
corrections for certain problems.
The LSDA energies obtained by the 6-311G

basis show signicantly larger dierences
to the Bigbas results, especially for the heavier atoms. There are two main reasons for
this behavior. First, 6-311G

contains the same number of exponents for all atoms from
lithium to neon. As has been discussed in section 2.1.1, this restriction leads to larger
errors with increasing nuclear charge. Second, the 6-311G

function sets are optimized
for calculations which employ the Hartree-Fock method (see for example [42]). The cor-
responding wavefunctions are similar, but not identical to the density functional orbitals.
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H 13.026 13.025 13.018 13.648 13.646 13.61
He 24.291 24.293 24.272 24.577 24.579 24.59
Li 5.472 5.472 5.461 5.620 5.618 5.39
Be 9.029 9.030 9.027 9.049 9.052 9.32
B 8.576 8.575 8.561 8.540 8.538 8.30
C 11.763 11.762 11.747 11.750 11.748 11.26
N 14.994 14.995 14.966 14.996 14.996 14.53
O 13.899 13.901 13.831 13.748 13.750 13.62
F 18.060 18.062 17.957 17.948 17.953 17.42
Ne 22.182 22.183 22.020 22.099 22.103 21.56
Electron anities
F 4.157 4.028 2.299 4.036 3.877 3.40
O 2.212 1.957 0.513 2.105 1.779 1.46
Table 2.3: Atomic rst ionization energies and electron anities [ eV ] obtained by the DFO
and reference basis sets and by experiments. LSDA and GGA results correspond to spherically
symmetric atoms and the Perdew-Wang (PW91) functional [19]. Experimental data originate from
Ref. [19].
Another interesting question is whether the basis sets are able to correctly account for
changes in the charge state of the corresponding atoms. Table 2.3 shows results for LSDA
and GGA ionization potentials and electron anities, calculated as the total energy dif-
ference between the neutral atom and the corresponding ions. Electron anities are a
dicult matter since the valence functions of the negative ions possess very long-range
tails. For this reason, only the most stable negative ions (oxygen and uorine) have been
considered. As can be seen from Table 2.3, there are small discrepancies between the cal-
culated DFO and Bigbas electron anities. They are caused by the long-range behavior
of the relaxed LSDA and GGA valence states. For example, including an additional expo-
nent in the DFO oxygen basis set which is 50 percent smaller than the smallest standard
DFO exponent reduces the error of the LSDA electron anity from 0.255 eV to 0.072 eV.
Further, 6-311G

shows dierences of almost 2 eV to the Bigbas values and is apparently
unable to describe the diuse behavior of the anion valence charge density. This problem
is well-known [39]. Consequently, supplementary diuse functions are usually added to
the standard 6-311G

basis if the charge distribution requires them. In some cases, a
similar procedure may also be necessary for the DFO sets.
With respect to ionization energies, the results are quite dierent. DFO and Bigbas
agree very well with maximum deviations of 2 meV for LSDA and 5 meV for GGA.
Therefore, the positive ions are described as accurately as their neutral counterparts. The
discrepancies between the 6-311G








H 0.897 0.888 0.551 0.085 ?
He 0.246 0.245 0.186 0.096 0.201 (a)
Li 21.278 20.952 13.948 21.414 22 2 (b)
Be 6.480 6.308 3.302 6.315 ?
B 4.409 4.303 3.662 2.334 ?
C 1.956 1.956 1.667 1.109 ?
N 1.212 1.205 1.051 0.596 ?
O 0.877 0.877 0.739 0.217 0:77 0:06 (c)
F 0.623 0.619 0.541 0.158 ?
Ne 0.452 0.449 0.389 0.086 0.390 (a)




] obtained by the DFO and reference basis sets and by
experiments. The calculated results are based on spherically symmetric atoms and the LSDA.
(a) Ref. [43], (b) Ref. [44], (c) Ref. [45]
especially for heavier atoms. This behavior is similar to what was found for the atomic
total energies. Further, the dierences between theoretical and experimental data are
larger than the discrepancies among the theoretical approaches themselves. However, this
section is intended to discuss basis set quality and not the accuracy and limitations of
current density functionals. Therefore, this problem is not an issue here.
If atomic systems are exposed to external electric elds or radiation, the electronic charge
distribution will respond to these changes. The rst-order (linear) response is determined
by the dipole polarizability (see section 1.2). Appropriate basis sets should describe this
eect within reasonable error margins. Table 2.4 shows the atomic polarizabilities which
have been calculated for a variety of elements using the local-spin-density approximation.
The numerical scheme that has been applied to derive these results is described in chap-
ter 3. Reliable experimental data could only be found for helium, lithium, oxygen, and
neon. They agree well with the density functional based polarizabilities obtained by the
large Bigbas function set. In fact, the dierences between theory and experiment are only
slightly larger than the experimental uncertainties.
Comparing the DFO and Bigbas data reveals considerable discrepancies. However, they
can be easily understood. In the free neutral atom, the longest-range exponent contributes
to the shape of the valence orbitals and therefore to a signicant part of the valence charge.
The presence of an external electric eld leads to a lowering of the potential in one direction
and an increase in the opposite direction. Resulting from this, the electron distribution
is polarized. However, the polarization may only occur if the basis set actually allows for
it. In the special case of an isolated atom, this eect can only be achieved by functions
of higher angular momentum. Since the longest-range exponent is not contained in the
DFO basis as polarization function, the long-range valence charge (which is responsible for





Figure 2.3: Geometries of the test structures.
The above argumentation is directly supported by three facts. First, the discrepancy
between DFO and Bigbas is especially large for atoms with very long-range orbitals such
as lithium. Second, if the smallest exponent is included as polarization function (this
is the case for DFO
+
), the results agree very well with Bigbas. Third, the 6-311G

polarizabilities are unrealistic except for lithium and beryllium. 6-311G

contains one
s-type and one p-type function for hydrogen and helium and four s-type, three p-type,
and one d-type orbitals for lithium to neon. In other words, lithium and beryllium possess
three polarization functions (with suciently small exponents), but all other atoms just
one. Consequently, the results in Table 2.4 emphasize the necessity of several long-range
polarization functions for a realistic description of isolated atoms in external electric elds.
2.2.2 Molecules and Clusters
Probably the most frequently calculated properties of condensed systems are structural
parameters and atomization energies (dened as the dierence between the total energy of
the relaxed system and the sum of the atomic ground state energies). Table 2.5 presents
a collection of data for several small molecules and clusters. Note that theoretical and
experimental atomization energies can only be related to each other if eects due to zero
point motion are included (see section 1.3). Here, the zero-point energies resulting from
the experimental vibrational frequencies have been subtracted from the experimental at-
omization energies in order to facilitate a direct comparison with the calculated data.
Further, for CH
4
, HCN, and CO
2
, magnitudes of the basis set superposition error (BSSE)
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A ] 1.097 1.097 1.100 1.092 (a)
E
atz
[ eV ] 20.044 20.036 20.007 18.20 (b)
E
BSSE
[ eV ] 0.000 0.000 0.019
HCN r(C-H) [

A ] 1.080 1.080 1.081 1.065 (a)
r(C-N) [

A ] 1.151 1.151 1.153 1.153 (a)
E
atz
[ eV ] 15.622 15.598 15.556 13.51 (b)
E
BSSE





A ] 1.163 1.163 1.164 1.162 (a)
E
atz
[ eV ] 20.601 20.575 20.600 16.87 (b)
E
BSSE





A ] 1.022 1.022 1.024 1.012 (a)
6
(H-N-H) 107.1 107.0 106.7 106.7 (a)
E
atz





A ] 0.970 0.971 0.971 0.958 (a)
6
(H-O-H) 104.9 104.9 103.6 104.5 (a)
E
atz
[ eV ] 11.651 11.635 11.315 10.07 (b)







A ] 2.170 2.173 2.181 ?
6
(Si-Si-Si) 80.8 81.0 80.9 ?
E
atz
[ eV ] 8.926 8.896 8.698 ?
Table 2.5: Geometries and atomization energies E
atz
for several molecules and clusters. E
BSSE
denotes the basis set superposition errors (see text). Calculated results are obtained in the local-
spin-density approximation. Experimental atomization energies are corrected for eects of zero-
point motion.
(a) Ref. [39], (b) Ref. [14]
have been studied. BSSE has already been mentioned in section 2.1. It arises from the
fact that incomplete basis sets lead to results which are not size-consistent. For example,
the energy of the isolated carbon atom can be calculated with the pure carbon function
set or with the complete CH
4
basis. The dierence of these two values is the BSSE for
the carbon atom in the CH
4
molecule. Finally, the total BSSE is dened as the sum of all
individual atomic errors.
Table 2.5 shows that ground state bond lengths and angles are described very well within
LSDA by all basis sets. This result is not very surprising since even smaller function sets
give reasonably good geometries. In contrast to this, the calculated atomization energies
are signicantly larger than the experimental data due to the typical LSDA overbinding
(see section 1.1.2). Of course, the computational approach could be improved by using
more adequate density functionals, but this is not an issue here. All basis sets predict
similar cohesive energies. However, while BSSE is practically absent in the Bigbas and
DFO calculations, 6-311G

still shows a small amount of superposition error.
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Mode Bigbas DFO 6-311G








1247 1246 1254 1357 A
1
2956 2958 2955 3137



















956 963 988 1022 E 1579 1580 1598 1691
3396 3394 3396 3506 3529 3526 3533 3577
Mode Bigbas DFO 6-31G








173 172 166 ? B
2
538 537 537 525

549 547 545 551

Table 2.6: Vibrational frequencies [ cm
 1
] for several small molecules and clusters. Calculated
results have been derived within LSDA and the harmonic approximation. Values denoted with an
asterisk correspond to observed, otherwise to harmonic frequencies. Experimental data originate
from Ref. [46] for Si
3
and from [14] for all other molecules.
While equilibrium geometries basically depend on the rst derivatives of the total energy
with respect to the nuclear coordinates, vibrational properties (see Table 2.6) are deter-
mined by second-order derivatives. Again, Bigbas and DFO agree very well with maximum
deviations of a few wavenumbers. The situation is slightly worse for the 6-311G

basis
which displays errors of up to 30 cm
?1
in some cases, especially for the asymmetric stretch-
ing mode in CO
2
or the bending in NH
3
. Although these discrepancies are not larger than
the dierences between theory and experiment, the 6-311G

results are slightly unsat-
isfactory since benchmark calculations aimed at estimating the performance of a certain
density functional should be more reliable. Further, with respect to the experimental data,
it must be noted that especially the hydrogen stretching vibrations contain a signicant
amount of anharmonicity. Therefore, it is preferable to compare the calculated results
with experimental harmonic frequencies which are available for some of the molecules. In
principle, these quantities can be determined if overtones of the molecular vibrations are
observable. Frequency dierences between the fundamental modes and the overtones may
then be used to correct for the anharmonicity. An alternative approach is to tackle this
problem from the theoretical side by going beyond the harmonic approximation. However,
since such a scheme is computationally very demanding, it can only be applied to a few
special cases at the moment.
Turning to the discussion of dipole moments and polarizabilities listed in Table 2.7, the
dierences between Bigbas DFO on the one side and 6-311G

on the other side become
apparent. This result is not surprising since a similar behavior has already been observed
for atomic polarizabilities in the preceding section. While the DFO performance can be
47









































































] 2.20 2.19 2.03 1.57 2.19 (b)





































































] 1.28 1.28 1.17 0.54 1.21 (a)
HCN p [ D ] 3.03 3.03 3.03 2.93 2.98 (c)
H
2
O p [ D ] 1.86 1.86 1.89 2.12 1.85 (c)



























] 11.33 11.34 10.49 7.48 ?
p [ D ] 0.33 0.31 0.31 0.26 ?
Table 2.7: Dipole moments p and principal polarizabilities  for several small molecules and
clusters. Calculated results are based on the local-spin-density approximation.
(a) Ref. [47], (b) Ref. [29], (c) Ref. [14]
termed reasonable, Bigbas and DFO
+
agree perfectly well except for the 5 percent devi-




which corresponds to the direction parallel to the
molecular axis (see also Figure 2.3). The less extensive basis sets are practically unable
to estimate this property, especially 6-311G






). The reason for this failure is the diculty to accurately describe polarizability
contributions due to the lone electron pair of the nitrogen atom. Representing this eect
requires very long-range polarization functions (gaussian exponents of about 0.05) which
are only included in the Bigbas function set. However, the small DFO
+
error of about
5 percent can be tolerated for most applications. Further, Bigbas and experimental po-
larizabilities coincide well with a rms error of 7.8 percent and a maximum deviation of
48
about 20 percent for H
2
. The converged LSDA dipole moments are in even better agree-
ment with the corresponding reference values (the largest deviation is only 2 percent).
However, the 6-311G

predictions for the dipole moments of water and ammonia are still
about 15 percent larger than the correct value. Since dipole moments are given by simple
integrals over the electronic ground state density (see eqn. (1.54)), this indicates that the
6-311G





Calculation of Infrared Absorption
Intensities and Raman Scattering
Activities
Although density functional theory has already been applied for many years to computa-
tionally investigate various condensed matter properties, the calculation of structural and
electronic features is still the most important branch of this eld. However, sometimes
these properties are experimentally not directly accessible or insucient for a satisfactory
characterization of the system. Therefore, a conclusive comparison between experimental
and theoretical results may be dicult. From the theoretical point of view, this problem
can only be solved by developing new techniques which are able to directly determine the
experimentally known parameters.
In many cases, vibrational properties of the investigated systems are of interest. Prob-
ably the most frequently used techniques to study them are infrared (IR) and Raman
spectroscopy (for a short sketch of their theoretical foundation, please see section 1.4).
It should be emphasized that these methods are often even used to indirectly determine
structural parameters by assigning certain vibrational signatures to well-known geometric
arrangements. However, this approach is practically inapplicable if a completely new class
of materials is explored. For this reason, a theoretical tool which would link the calculated
spectra directly to the corresponding geometries is highly desirable.
In the last decade, vibrational properties have become accessible to computer simulations.
In particular, it was found that density functional theory is able to accurately determine vi-
brational modes of solids, clusters, and molecules [13, 14, 48]. Typically, local-spin-density
and generalized-gradient approximations perform about equally well with deviations from
the experimental frequencies of a few percent. However, while there has been plenty of ef-
fort aimed at calculating vibrational frequencies within density functional theory, most of
the theoretical tools used to determine their spectral intensities have employed semiempir-
ical methods, the empirical bond polarization model (especially for large molecules such as
51
fullerenes [49, 50]), or traditional quantum-chemical schemes such as the Hartree-Fock or
Mller-Plesset perturbation theory (especially for smaller molecules [51, 52, 53, 54, 55, 56]).
Most of the ab-initio investigations were directed toward infrared absorption, leading to
theoretically determined intensities that typically deviate 10-50 percent from the experi-
mental values, depending on the particular vibration and the level of theory. It should be
noted that there has not yet been a systematic eort aimed at determining the intrinsic
accuracy of DFT for these phenomena. With respect to the latter goal, one needs to em-
phasize that such quantities are not variational, therefore it is necessary to use signicantly
larger basis sets and stricter convergence criteria in order to get a precise estimate of the
performance that can be expected from current density functionals. As has been shown in
section 1.4, the rst-order IR and Raman intensities depend on derivatives of the dipole
moment and polarizability, therefore they will also show similar basis set dependences.
The gaussian orbital based electronic structure codes of Pederson and Jackson (see sec-
tion 1.1.6) are well suited for this type of investigation since it is easy to include basis
sets of arbitrary size. The ability to quickly and accurately determine infrared absorp-
tion intensities and Raman scattering activities from rst principles will be very useful for
the investigation and characterization of new materials since vibrational spectroscopy is
one of the most powerful experimental techniques that is used in contemporary materials
research.
3.1 Computational Approach
Calculating IR and Raman spectra involves three dierent steps: First, the vibrational
eigenmodes need to be found by setting up and diagonalizing the Hessian matrix (see
also section 1.3). Second, one has to compute the derivatives of the dipole moment with
respect to the normal mode coordinate in order to obtain the IR intensities. Similarly, the
Raman activities are determined by the polarizability changes (see section 1.4). In general,
derivatives of some physical property A with respect to the normal mode coordinates can























where M is the number of atoms and X
ki
the eigenvector of the i-th vibrational mode
dened by eqns. (1.59)-(1.61). The approach that is used here to calculate these properties
relies on a completely numerical scheme. Although such a technique might be slightly less
ecient than incorporating analytical higher-order derivatives in the computer code, it
has also a number of advantages. In particular, it requires only a few minor changes to
already existing density functional programs.




















are the forces acting on each atom. They depend on the locations R of the
nuclei and can be determined analytically via eqns. (1.29) and (1.45). The derivatives of
the forces with respect to the R
k





















In eqn. (3.3), he
k
corresponds to a small displacement of the k-th nuclear coordinate. Ap-
plying the above scheme of forward-backward dierences avoids errors scaling proportional
to h and is therefore suciently accurate if h is not too large. For example, the vibrational
frequencies for CH
4
presented in chapter 2.2.2 have been obtained with a displacement
h of 0.025

A. Doubling this value leads to frequency changes of about 0.1 percent. On
the other hand, (3.3) becomes numerically unstable for very small h. For this reason, a
displacement of 0.025

A is a reasonable compromise.
If the system contains M atoms, the Hessian matrix H has 3M rows and columns. Each
row or column requires a full SCF calculation for two dierent geometries corresponding
to (+h) and (?h) displacements. However, if the cluster or molecule is highly symmetric,
many of these geometries can be omitted. For example, only 5 congurations need to be
considered to obtain the complete vibrational spectrum of the icosahedral C
60
molecule.
Dipole moment and polarizability derivatives may be determined following a similar pro-
cedure. Based on the denition of these quantities (see section 1.2), they are calculated









































i; j = x; y; z (3.4)
Omitting the derivatives with respect to the nuclear coordinates yields similar equations for
the dipole moment and polarizability themselves. The external electric eld G represents
an additional parameter that changes the atomic forces F . Therefore, the derivatives with

























































































































(i 6= j) :
(3.6)
Although calculations which employ nite electric elds may seem problematic (in princi-
ple, there is no electronic ground state), the discussion in section 1.2 has shown that these
53
diculties can be avoided if the eld strength is small enough and the range of the system
is limited.
The polarizability tensor has six independent variables (three diagonal and three o-
diagonal elements). Its diagonal elements and the three components of the dipole moment
can be determined simultaneously. In order to avoid rst-order errors, a forward-backward
dierence scheme needs to be applied (see eqns. (3.5) and (3.6)). Thus, without any regard
to the size of the system, a total of 2 6 + 1 = 13 calculations is necessary. It should be
noted that a similar scheme was already used by Komornicki et.al. [52] in studies based
on the Hartree-Fock method.
There is a second possibility to determine the dipole moment p and its derivatives with
respect to the nuclear coordinates. This approach does not rely on nite electric elds,
but rather uses eqn. (1.54) to evaluate p directly for every given geometry. Then, the
















The necessary input data for this scheme may be obtained while the Hessian matrix
is set up via (3.3). Since the results of eqns. (3.5) and (3.7) must be identical, this
alternative method opens a convenient way to check for numerical errors. For the clusters
and molecules presented in this work, the two dierent approaches show IR intensity
deviations of typically 0.1 percent. Considering the fact that experimental reference values
sometimes dier by 10 percent or more, the numerical scheme can be termed suciently
accurate. However, as will be demonstrated in the following paragraph, the results are
only consistent if special care is devoted to well-converged wavefunctions.
From eqns. (1.53) and (1.102), it can be seen that the Raman scattering activity depends
on a third-order derivative of the total energy. Although the convergence of the total en-
ergy is quadratic in the wavefunctions due to the variational principle, this is not the case
for any derivatives. This means, extremely well-converged calculations will be required to
obtain accurate spectra. Also, if the eld strength used in the nite dierencing scheme is
too large, higher-order terms will lead to inaccuracies in the numerical derivatives. Fur-
ther, since the exchange-correlation functionals are highly nonlinear, an accurate DFT
method has to rely on numerical quadratures to calculate physical properties and intrinsic
numerical precision can also be an issue. These three eects will be the most important
sources of numerical errors. To understand how they must be controlled, a number of
LSDA test calculations have been performed for the H
2
molecule in order to determine
the derivative of the polarizability component parallel to the bond with respect to the
bond length for dierent values of the external electric eld. In this test, a coarse and
a more accurate (ne) integration mesh have been compared to each other. Further, a
number of dierent convergence criteria for the total energy have been used. The results
are displayed in Figure 3.1. For eld strengths larger than about 0.05 atomic units, the
error is determined by higher-order terms and the three-point numerical dierentiation
fails to give suciently accurate derivatives. As expected, SCF convergence is not par-
ticularly important for larger eld strengths, but crucial for small external elds. Since
well-converged calculations require a larger number of time-consuming SCF iterations, the
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SCF=10−4    fine mesh
SCF=10−8    fine mesh
SCF=10−10  fine mesh
SCF=10−12  fine mesh
SCF=10−8    coarse mesh
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Figure 3.1: Numerical derivative of the H
2
molecule polarizability component parallel to the bond
with respect to the bond length for dierent values of the external electric eld and dierent SCF
convergence criteria. Calculations were performed within the Perdew-Zunger parameterization of
the LSDA [12]. The arrow indicates a eld strength of 0.005 atomic units which has been used to
obtain the IR and Raman spectra presented in section 3.2.
optimal solution is a combination of moderate electric elds and convergence criteria. For
the calculations discussed in this work, a convergence criterion of 10
?10
Hartree and a
eld strength of 0.005 atomic units have been used. Another interesting point to note is
that coarse and ne meshes yield almost indistinguishable trends. Apparently, since the
same integration mesh is used for all 13 SCF calculations necessary to obtain the dipole
moment and polarizability derivatives, a very ecient error cancellation takes place.
3.2 Results for Small Molecules and Clusters
The numerical procedure introduced in the preceding section allows for the calculation of
all vibrational modes, dynamical dipole moments, and polarizability derivatives. There-
fore, the prediction of rst-order IR and Raman spectra on the basis of density functional
theory is possible. It is important to investigate the intrinsic accuracy of currently avail-
able density functionals for the determination of these properties. For this reason, the
method has been applied to a number of small molecules and clusters which are well-
characterized by experiments. The spatial extent of these systems (less than one nm)
is much smaller than the wavelength of the interacting photons (several hundred nm or
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C2H2 C2H4 C2H6












. The other test molecules and clusters are
displayed in Figure 2.3.
more). Consequently, the application of all formulas derived in section 1.4 is justied.
The following density functionals have been employed:
 LSDA in the parameterization of Perdew and Zunger [12]
 GGA in the form suggested by Perdew and Wang (PW91) [18, 19].









(see Tables 3.1-3.4). Details concerning the number
and type of gaussians orbitals contained in these basis sets can be found in chapter 2. For
all other molecules, the extensive Bigbas function set has been used. Due to the large
size of this basis, the calculated intensities should give a very good estimate for the ac-
tual performance of the employed functionals. Also, the results presented here are either
determined entirely within LSDA or entirely within GGA. That means, the LSDA results
correspond to phonon eigenvectors calculated within the LSDA while the GGA results use
GGA vibrational eigenvectors.
Further, it should be emphasized that experimental IR intensities and Raman scattering
activities typically show uncertainties of about 10 percent for strong bands. Reference
values for weak modes and Raman scattering depolarization ratios (see section 1.4.2) may
have even larger errors. Also, for most of the molecular and cluster vibrations presented
here, the depolarization ratios are already determined by symmetry. For this reason, they
will not be discussed in the following.
3.2.1 CH
4
Theoretical predictions for the vibrational frequencies, IR intensities, and Raman scatter-
ing activities of CH
4
are summarized in Table 3.1 and compared to experimental data.
Clearly, the standard basis 6-311G

gives poor polarizabilities and intensities due to the
insucient number of polarization functions. DFO performs much better, although the
weak Raman modes still show signicant deviations in comparison to the Bigbas results.
The inclusion of long-range polarization functions (DFO
+
) solves this problem and leads
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2.68 2.68 2.58 2.12 2.62 2.60 (a)

3
2.68 2.68 2.58 2.12 2.62 2.60 (a)
Frequency 1T
2





3082 3084 3084 3085 3082 3158 (b)
1A
1
2956 2958 2958 2955 2971 3137 (b)




























142 141 155 178 144 128 (c)
1A
1
248 245 221 150 235 223 (c)
1E 4.42 4.42 13.1 37.4 4.76 7.0 (c)
Table 3.1: Polarizabilities, harmonic vibrational frequencies, IR intensities and Raman scattering
activities for CH
4
as calculated using dierent basis sets and density functionals. Experimental IR
intensities originate from Ref. [54].
(a) Ref. [47], (b) Ref. [14], (c) Ref. [57]
to a very good agreement with the Bigbas calculation. GGA and LSDA Raman intensities
dier only by a few percent except for the weak modes that respond strongly to small
changes in the dynamical polarizabilities and vibrational eigenvectors. However, one has




Raman activities dier by three orders of magnitude.
Therefore, predicting the correct order of magnitude for the weak modes is sucient.
Further, both LSDA and GGA tend to underestimate the experimental harmonic vibra-
tional frequencies. This tendency has already been established by previous investiga-
tions [13, 14]. In the case of CH
4
, the discrepancy is especially large for the symmetric
stretching vibration. However, since this mode is observed at 2917 cm
?1
, the experimen-
tally determined anharmonic correction (7.5 percent) seems very large. For comparison,
the correction for the H
2
stretching vibration is only 5.8 percent. This mode should show
a lot of anharmonicity due to the very small eective mass associated with it. For this
reason, it would be interesting to determine the anharmonic corrections for the frequencies
of CH
4
from rst principles and compare directly to the observed data.
While the agreement between theoretical and experimental Raman activities is satisfac-
tory, all LSDA calculations predict the wrong ordering for the IR intensities of the two
T
2
modes, indicating a systematic error of this functional. The GGA, on the other hand,
yields much better IR intensities for both vibrations. The dierence between the local-
spin-density and generalized-gradient approaches is almost entirely determined by the
derivatives of the dipole moment with respect to the atomic coordinates. That means,
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1.97 1.97 1.85 1.18 1.99 1.94 (a)

3
1.97 1.97 1.85 1.18 1.99 1.94 (a)
Frequency 
u





1351 1351 1351 1360 1319 1333 (b)

u

























22.4 22.3 21.4 15.4 22.0  30 (d)
Table 3.2: Polarizabilities, harmonic vibrational frequencies, IR intensities and Raman scattering
activities for CO
2
as calculated using dierent basis sets and density functionals. Experimental
frequencies are observed, not harmonic.
(a) Ref. [47], (b) Ref. [14], (c) Ref. [55], (d) Ref. [58]
the change of the vibrational eigenvectors is very small. It is interesting to compare the
performance of the gradient-corrected functional to results obtained by standard methods
of quantum chemistry [55] (see also Table 3.8). For example, Hartree-Fock predicts the












which is much worse than the GGA estimate. Only very sophisticated and numerically
expensive approaches that include correlation eects (CISD and CCSD(T)) are able to
reach or surpass the GGA accuracy. Consequently, although the GGA based IR inten-
sity of the 2T
2
mode is still about 15-20 percent too small, the total performance of the
gradient-corrected functional can be termed satisfactory.
3.2.2 CO
2
In contrast to CH
4
, the results for CO
2
which are summarized in Table 3.2 do not show
any large dierences between the LSDA and GGA functionals. This may support the
assumption that the local-spin-density approximation works better for heavier elements.
Similar to the CH
4
calculation, Bigbas and DFO
+
yield very similar results, but 6-311G

shows substantial deviations, especially for the strong 
g
Raman line. Observed and
theoretical IR spectra agree perfectly well. The experimental Raman scattering activities
are only approximately known, therefore the 25 percent dierence to the most reliable
theoretical results is acceptable.
3.2.3 NH
3
As has already been discussed in section 2.2.2, NH
3
seems to be a particularly dicult
case as far as convergence of the results with respect to basis set size is concerned. It can
58






Dipole [D ] p 1.50 1.50 1.55 1.76 1.53 1.47 (b)
Polarizability 
1







2.20 2.19 2.03 1.57 2.19 2.19 (a)

3
2.20 2.19 2.03 1.57 2.19 2.19 (a)
Frequency 1A
1





3396 3394 3394 3396 3425 3506 (b)
1E 1579 1579 1580 1598 1577 1691 (b)














0.09 0.10 0.07 0.004 0.10 0.18 (c)
1E 0.87 0.86 0.92 1.12 0.85 0.67 (c)














188 179 160 121 186  130 (d)
1E 1.56 1.75 4.98 15.2 1.44 ?
2E 76.5 76.3 81.3 94.5 77.0 ?
Table 3.3: Dipole moments, polarizabilities, harmonic vibrational frequencies, IR intensities and
Raman scattering activities for NH
3
as calculated using dierent basis sets and density functionals.
(a) Ref. [29], (b) Ref. [14], (c) Ref. [59], (d) Ref. [58]
be seen from Table 3.3 that a very similar behavior is also observed for the IR and Raman
spectra. First, the DFO
+
activity of the strongest Raman mode deviates about 5 percent
from the Bigbas result. This discrepancy is not crucial, but signicantly larger than for
all other molecules. Second, the Raman activities of the weak 1A
1
line dier by about a
factor of two. In a separate calculation, it could be established that these discrepancies
can be removed if very long-range basis functions (gaussian exponents of 0.05) are added
to the DFO
+
basis for the nitrogen atom. These orbitals change only the polarizability
derivatives with respect to the nuclear coordinates, not the vibrational modes. Further, the
6-311G

Raman activities show large deviations from the corresponding Bigbas values,
especially for the 1E mode which is predicted an order of magnitude too strong.
Another surprising fact is the extreme basis set dependence of the 2A
1
and 2E IR inten-
sities. Typically, I
IR
diers by at most a factor of two between the 6-311G

and Bigbas
calculations. However, for the two modes mentioned above, the deviation is as much as
an order of magnitude. Also, the agreement with the experimental data is rather poor,
especially for the 2E line. In order to check the convergence of the Bigbas results with
respect to basis set size, a calculation with additional function centers placed between
the nitrogen and hydrogen atoms and at the position of the lone electron pair has been
59






Dipole [D ] p 0.33 0.31 0.31 0.26 0.23 ?
Polarizability 
1







15.44 15.45 15.32 14.43 15.57 ?

3
11.33 11.34 10.49 7.48 11.47 ?
Frequency 1A
1





549 547 547 545 527 551
1B
2














0.21 0.21 0.21 0.16 0.20 ?
1B
2














120 120 105 76.1 121 ?
1B
2
10.9 11.0 11.8 20.9 11.8 ?
Table 3.4: Dipole moments, polarizabilities, harmonic vibrational frequencies, IR intensities and
Raman scattering activities for Si
3
as calculated using dierent basis sets and density functionals.
Experimental vibrational frequencies originate from Ref. [46]
performed. This approach simulates higher-order polarization functions. However, the IR
intensities do not show any signicant changes, therefore it must be concluded that the
Bigbas values are a good estimate of the density functional limit. At this point, it is also
interesting to compare the DFT and measured results to the high-level CCSD(T) calcu-
lations presented in Table 3.8. Although the prediction of this quantum-chemical method
for the intensity of the 2E line coincides with the observed value, the 2A
1
mode is almost
four times too small. It seems that all theoretical models have problems approaching the
experimental reference data for the weak 2A
1
and 2E modes.
In contrast to the discrepancies mentioned above, the density functional based IR in-
tensities of the other vibrations agree well with both quantum-chemical calculations and
experiments. A detailed discussion of the Raman spectra is not possibly since only a rough
estimate for the 2A
1
activity could be found in the literature. This value diers by about





cluster diers from the other systems presented in this section since it belongs to
a completely dierent class of materials. Nevertheless, as can be seen from Table 3.4, the
basis set dependences are very similar to the molecules which have already been discussed,




modes are known from experiment. The



























1534 1575 1648 1.84 1.66 1.16 - 1.59 0.63 0.75 ?
2A
1
3698 3694 3832 0.09 0.04 0.06 115 109 ?
1B
2







626 603 624 0.00 0.00 ? 4.94 4.97 ?
1
u
720 734 747 4.65 4.46 3.84 - 4.26 0.00 0.00 ?
1
g
2024 2010 2011 0.00 0.00 ? 120 115 120
1
u
3323 3366 3415 2.54 2.05 1.48 0.00 0.00 ?
2
g
3420 3464 3497 0.00 0.00 ? 60.7 56.4 58







as calculated using dierent density functionals. Experimental harmonic frequencies
originate from Ref. [14], infrared intensities from Ref. [54], and Raman scattering activities from
Ref. [58].
a maximum deviation of about 5 percent for the GGA frequency of the 2A
1
vibration.
However, the splitting between the stretching modes is underestimated. Further, IR and
Raman intensities are almost independent of the applied functional. This behavior has




The LSDA infrared intensities of water show the right ordering of the three vibrational
modes. GGA partially overcompensates for the LSDA errors, but all GGA IR intensi-
ties are closer to the experimental data. Also, the large discrepancy (about 40 percent)
between the measured intensities published by dierent groups indicates that there are
also signicant experimental uncertainties and that an agreement within 30-50 percent
can already be considered reasonably good. The GGA and LSDA Raman spectra are very






Considering the vibrational frequencies of this molecule, there seems to be a signicant
disagreement for the 1
g
mode between recent LSDA studies. While Johnson et.al. [14]
reported 475 cm
?1
, Andzelm et.al. [13] found 560 cm
?1
. As can be seen from Table 3.5, a
value of 626 cm
?1





















LSDA GGA Expt. LSDA GGA Expt. LSDA GGA Expt.
1B
2u
789 809 843 0.01 0.003 0.001 0.00 0.00 ?
1B
3u
931 944 969 2.36 2.30 2.00 0.00 0.00 ?
1B
2g
947 945 959 0.00 0.00 ? 1.70 2.25 ?
1A
u
1029 1040 1044 0.00 0.00 ? 0.00 0.00 ?
1B
3g
1178 1203 1245 0.00 0.00 ? 0.01 0.03 ?
1A
g
1320 1342 1370 0.00 0.00 ? 34.4 38.1 27
1B
1u
1389 1425 1473 0.33 0.23 0.25 0.00 0.00 ?
2A
g




3041 3059 3147 0.23 0.39 0.34 0.00 0.00 ?
3A
g




3118 3131 3232 0.00 0.00 ? 134 130 ?
2B
2u
3144 3159 3234 0.23 0.46 0.62 0.00 0.00 ?





as calculated using dierent density functionals. Experimental harmonic frequencies originate
from Ref. [14], infrared intensities from Ref. [54], and Raman scattering activities from Ref. [58].
The values denoted with  correspond to the isotropic part of the scattering.
frequency of 624 cm
?1
. The LSDA and GGA Raman activities are also in perfect coin-
cidence with the experimental spectra. Further, the GGA leads to better IR intensities,
correcting for a signicant part of the LSDA error. However, both IR intensities are still
overestimated, the 1
u
mode by about 10 percent and the 1
u












lines. Further, the magnitude of the very weak 1B
2u
IR intensity
is overestimated by an order of magnitude. GGA corrects for all these errors, resulting in
a spectrum which is close to the experimental data. Although the 1B
2u
IR absorption is
still overestimated by a factor of 3, this has to be considered a suciently accurate result.
Since the intensity of this mode is three orders of magnitude smaller than those of the
strongest lines, it will strongly react to minor changes of the eigenvectors and polarizability
derivatives with respect to the nuclear coordinates.
Experimental Raman data are only available for the A
g
part of the spectrum [58]. The
calculated data agree well with these reference values. The deviations range from 6 percent
for the strong 3A
g






















LSDA GGA Expt. LSDA GGA Expt. LSDA GGA Expt.
1A
1u
301 297 303 0.00 0.00 ? 0.00 0.00 ?
1E
u
780 800 822 0.32 0.20 0.15 0.00 0.00 ?
1A
1g
1026 998 1016 0.00 0.00 ? 9.32 10.7 13.4
1E
g
1151 1177 1246 0.00 0.00 ? 0.35 0.23 0.6
1A
2u
1323 1354 1438 0.13 0.03 0.06 0.00 0.00 ?
2A
1g
1342 1361 1449 0.00 0.00 ? 0.38 0.12 0.2
2E
u
1419 1456 1526 0.66 0.45 0.37 0.00 0.00 ?
2E
g
1420 1457 1552 0.00 0.00 ? 17.0 16.8 17.8
2A
2u
2946 2973 3061 1.14 1.39 1.23 0.00 0.00 ?
3A
1g
2947 2969 3043 0.00 0.00 ? 400 368 302
3E
g
3011 3022 3175 0.00 0.00 ? 272 260 290
3E
u
3034 3055 3140 1.68 2.69 2.98 0.00 0.00 ?





as calculated using dierent density functionals. Experimental harmonic frequencies originate
from Ref. [14], infrared intensities and Raman scattering activities from Ref. [61].
LSDA and GGA Raman activities are similar. The only signicant improvement GGA
yields is the change of the 3A
g
Raman activity. On the other hand, the GGA correction
for the 1A
g









shows already the correct qualitative behavior if calculated
within LSDA. However, while the three weaker modes are overestimated by about a factor
of two, the 3E
u
vibration is underestimated. GGA yields better results with a maximum
deviation of about 40 percent for the very weak 1A
2u
mode. For the stronger lines, the
dierences between theory and experiment range from 10 percent to 30 percent.
As has already been found for other molecules, the Raman spectrum is described reason-
ably well by LSDA. The largest error for the strong Raman lines is close to 30 percent
(this corresponds to the 3A
1g
mode). The maximum deviation can be reduced to about





vibrations. However, the corresponding activities are so small that the inclusion
of anharmonic corrections will probably lead to signicant changes. For this reason, a
qualitatively correct description of these weak modes is satisfactory.
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0.69 0.78 0.76 1.36 0.91 0.84 - 0.98
2T
2





3.03 2.06 1.40 1.11 1.04 1.14

u





4.59 3.83 3.48 3.44 3.31 3.27
2A
1
0.01 0.02 0.05 0.09 0.10 0.18
1E 0.97 0.80 0.73 0.87 0.85 0.67





2.28 1.81 1.64 1.84 1.66 1.16 - 1.59
2A
1
0.39 0.19 0.11 0.09 0.04 0.06
1B
2







5.47 4.59 4.31 4.65 4.46 3.84 - 4.26
1
u
2.25 2.13 1.92 2.54 2.05 1.48






] as calculated within LSDA and GGA in comparison
to results of traditional quantum-chemical schemes [55]. The accuracy of these methods increases











), and [59] (NH
3
).
3.2.9 Comparison of DFT and Traditional Quantum-Chemical Schemes
Most of the previous investigations that employed traditional methods of quantum chem-
istry were directed toward infrared absorption. In Table 3.8, the corresponding results
are displayed and compared to the density functional based intensities and experimental
reference data. Note that the GGA values agree much better with the reliable CISD and
CCSD(T) calculations than with the less accurate Hartree-Fock scheme. This is a very
encouraging fact. Dierences between the GGA and CCSD(T) IR intensities range from
10-20 percent for the strong modes to a factor of 2-4 for very weak modes. In general, the
discrepancies between GGA, CCSD(T), and experiment are similar. Therefore, the two
theoretical techniques show about the same performance.
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Chapter 4
The Density Functional Based
Tight-Binding (DF-TB) Method
The full-potential density functional approach which has been described in section 1.1 is
a very powerful and accurate tool for the computational determination of many physical
properties. Alternatively, some of the numerically more expensive methods of traditional
quantum chemistry can be applied. This class of techniques involves Hartree-Fock (HF)
and more complicated conguration-interaction (CI) or perturbation (MP) schemes (see
for example Ref. [42]). A slightly faster density functional based method can be obtained
if the actual charge distribution of the investigated system is approximately known. In
this case, the self-consistency procedure which is usually necessary to solve the Kohn-
Sham equations may be omitted [62, 63, 64]. However, the major disadvantage of all these
ab-initio approaches is their large computational cost.
Of course, there are other theoretical schemes that can be applied to perform total en-
ergy calculations on extended structures. A very popular strategy is the construction of
empirical potentials [65, 66] on the basis of data provided by experiments or ab-initio
methods. Such techniques are very fast and surprisingly successful if the physical proper-
ties of the investigated structures are well understood. However, they often fail to describe
geometries not included in the data basis used for their construction.
Due to the limitations in the transferability of empirical potentials and the use of time con-
suming ab-initio methods, semiempirical techniques have been developed to simulate ex-
tended systems with reasonable computational costs. Besides numerous traditional quan-
tum chemical routines, tight-binding (TB) schemes have been very successful [67, 68, 69].
In many cases, the results of these two-center-oriented approaches deviate only slightly
from those of more sophisticated methods. However, most TB models are based on tting
the Hamiltonian matrix elements necessary to calculate the eigenvalues and eigenvectors
to an arbitrary set of input data. This procedure is not very straight-forward and aects
the transferability in a negative way.
In order to avoid these problems, Seifert, Eschrig and Bieger [70, 71] introduced an alter-
native scheme. They suggested to calculate the elements of the Hamiltonian and overlap
matrix with the help of DFT-LSDA, a local orbital basis, and some integral approxima-
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tions. For this reason, it can be seen as an approximate DFT scheme yielding exactly the
same energy expression as common nonorthogonal TB models. The only, but important,
dierence is that the procedure for the determination of the desired matrix elements is
well-dened and does not involve any tting. Consequently, the method is referred to as
a nonorthogonal DFT based TB (DF-TB) model. In the following, its traditional formu-
lation will be outlined. Then, the main problems which occur if the original technique
is applied to condensed systems and a way to solve them will be discussed. Finally, the
performance of the modied approach is demonstrated by calculating various properties
of carbon clusters, solids, and hydrocarbons.
4.1 Original Formulation
The original formulation of the DF-TB scheme was given by Seifert, Eschrig and Bieger [70,
71]. It applies the formalism of optimized linear combination of atomic orbitals (O-LCAO)
as introduced by Eschrig and Bergert for band structure calculations [72]. In this approxi-
mation, the Kohn-Sham orbitals 	
i
of the system are expanded in terms of atom-centered

















where N is the total number of basis functions and R

k
the center of the function . The
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In the self-consistent formulation, V
eff
(r) is a superposition of external, electrostatic, and
exchange-correlation potentials (see also eqn. (1.13)). As a result of the expansion, the




























In section 1.1.3, a density functional based expression for the total energy of an atomic
system was given (see eqn. (1.27), the nuclear kinetic energy will be omitted in the follow-
ing). By combining this result with eqns. (1.11) and (1.13), it can be shown that the total
energy is representable as a sum over the band structure energy (sum of the eigenvalues

















































are the occupation numbers. It has been argued by a variety of authors [73,
74, 75, 76] that the correction terms in eqn. (4.5) can be approximated by a short-range


























































































































In order solve the eigenvalue problem (4.3), the Hamiltonian and overlap matrices must
be dened. Empirical TB schemes solve this problem by applying a tting procedure.
The DF-TB method, on the other hand, tries to approximate the required integrals and
therefore reduces the amount of arbitrariness in the model.
Determining the necessary matrix elements and the repulsive contributions V
rep
proceeds
in three steps which will be discussed in the following:
(A) Creation of (spin-unpolarized and spherically symmetric) neutral pseudoatoms by
solving a modied atomic Kohn-Sham equation.
(B) Denition of a suitable eective potential and calculation of all required Hamiltonian
and overlap matrix elements.
(C) Fitting of the short-range repulsive potential V
rep
.
4.1.1 Creation of the Pseudo-Atoms






















As many tests have shown [77], 5 dierent values of  (0:5    Z) and i = 0; 1; 2; 3
form a suciently accurate basis set for all elements up to the third row (Z denotes the
nuclear charge of the corresponding atom). Since the introduction of additional functions
does not yield any signicant changes, this basis can be considered converged.
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Using ansatz (4.8) and the formalism described in section 1.1, the Kohn-Sham equation for































is expressed in terms of the local-spin-density approximation as parameterized by
Perdew and Zunger [12].
It is known that the Kohn-Sham orbitals of free atoms are not very ecient basis functions
for larger condensed systems such as solids. In particular, they possess long-range tails
which cause numerical diculties, but do not contribute much to the total energy. For this
reason, Eschrig et.al. [72, 77] suggested to use an optimized set of (pseudoatomic) orbitals
as basis functions. They can be found by solving a modied Kohn-Sham equation:

^

































is a good approximation for the actual crystal potential V
cryst





forces the electrons to avoid areas far away from the nucleus, thus resulting in
wavefunctions that are more short-range (contracted) in comparison to the free atom.
Unfortunately, since the DF-TB model should be applicable to many dierent systems,
there is no unique way to dene v(r). For this reason, the traditional DF-TB method

























The parameter n has only a rather small inuence on the results. Previous work on





units. Using contracted wavefunctions has a number of advantages. As noted above,
Eschrig [72] has shown that they form a more ecient basis set for many condensed matter
applications. Similar ideas on conned orbitals have also been discussed more recently by
Jansen and Sankey [78] and Chetty et al [79]. Further, the integral approximations which
will be introduced in the next section work better for short-range functions. However, for
small molecules and clusters, the contraction of the wavefunctions may also be omitted
(r
0
= 1). In fact, most of the previous work on small nite systems was performed
without applying this additional step.




of eqn. (4.13) are used as a basis set for the LCAO treatment of
the system. Within a minimal basis description, only valence orbitals are considered.
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Since the core states are not explicitly contained in the model, the valence functions of
all other atoms must be orthogonalized to them. However, the changes induced by this
procedure are not very large and partially compensated by the integral approximations
described in the following. Also, the remaining contributions may be included in the short-
range repulsive potential V
rep
. Therefore, core orthogonalization eects are not explicitly
considered.
As a further approximation, the one-electron potential of the many-atom structure is














is the Kohn-Sham potential of the spherically symmetric spin-unpolarized neutral










Eqns. (4.4) and (4.14) now allow for the determination of all matrix elements.
The overlap matrix consists only of two-center elements and can be calculated in a straight-
forward way. Consistent with equation (4.14), one has to neglect several contributions to
the Hamiltonian matrix elements H



































i if A 6= B
0 otherwise :
(4.15)
The indices A and B indicate the atom on which the wavefunctions and the potentials are
centered. Obviously, only two-center Hamiltonian matrix elements are treated. Approx-
imation (4.15) may be interpreted as a LCAO variant of a cellular Wigner-Seitz method
as applied for instance by Ingleseld [80]. Since the diagonal elements of the Hamiltonian
are determined by the eigenvalues of the free atom, the correct limit for large distances is
guaranteed.
Due to the fact that all matrix elements depend only on interatomic distances, they need
to be calculated only once for each pair of atom types and can be stored as a function
of the interatomic distance. For the two-center integral evaluation, the analytic formula
of Eschrig [81] is applied. Matrix elements corresponding to any given interatomic dis-
tance may be easily obtained by interpolating between the stored values. Therefore, the
creation of the Hamiltonian requires about the same time as in other TB models. The
computational eort is mainly determined by the eciency of the diagonalization routines.
4.1.3 Fitting of the Short-Range Repulsive Part
The denition of the Hamiltonian as described in the previous section allows for the
calculation of the band structure energy E
BS
. Since the energy expression (4.6) should




be determined as the dierence of E
BS


























































Ansatz (4.17) guarantees that V
rep
(R) vanishes for R  R
c
. Usually, the above expression
is sucient to accurately t the points given by equation (4.16) at NP = 5. It should





were adjusted to reproduce the vibrational frequency and equilib-
rium distance of the corresponding diatomic molecules. This method has the disadvantage
that only the rst and second derivatives of the energy can be tted, not the energy itself.
Therefore, the more general form of eqn. (4.17) was preferred later.
In many cases, diatomic molecules may serve as a basis for tting V
rep
(r). However,
these small systems sometimes show so-called electronic level crossings which may lead
to discontinuities in the rst derivatives of the band structure energies. In order to avoid
this eect, the orbital occupation numbers must be frozen. Alternatively, other structures
may be chosen to determine the short-range repulsive potential.
4.2 Modications of the Traditional Scheme
The traditional method as described in the preceding sections has been successfully applied
to study a large variety of systems including semiconductor and transition metal clus-
ters [70, 73], amorphous carbon-hydrogen structures [74, 82] and diamond surfaces [83].
However, there is a critical problem that arises if contracted basis functions are used.
While this contraction is absolutely necessary for extended systems in order to justify
the applied integral approximations, it also leads to a substantial lowering of the molec-
ular eigenvalues. As an example, the occupied states of CH
4
as calculated with dierent
DF-TB versions are presented in Table 4.1. Apparently, the traditional method works
reasonably well without contraction, but the eigenvalues calculated with the compressed
basis functions are too low. Similar eects can also be seen for other molecules. As a
result, the band structure energy (sum of all occupied eigenvalues) is substantially lower
than the actual SCF-LSDA total energy curve. Consequently, the tting procedure (4.16)
leads to very long-range repulsive potentials V
rep
. This is undesirable and contradicts the
original assumption that V
rep
is of short range. Further, many molecular bending vibra-
tions are overestimated by 50 percent or more if the traditional DF-TB scheme is used
with contracted wavefunctions. These modes depend on energy changes as a function of









?18:07 ?22:53 ?17:20 ?16:90
1t
2
?12:05 ?14:67 ?10:50 ?9:44
Table 4.1: Eigenvalues [ eV ] of the occupied electronic states in CH
4
as calculated with dif-
ferent DF-TB versions (uncontracted and contracted basis functions in the traditional scheme,
contracted wavefunctions in the modied scheme) and SCF-LSDA. The contraction radii r
0
(see
also eqn. (4.13)) are 2.4 atomic units for C and H in the traditional scheme and 2.7 (1.3) atomic
units for C (H) in the modied scheme. A C-H distance of 1.097

A has been assumed.
The main reason for the problems described in the preceding paragraph is the use of free-
atom potentials for the evaluation of the Hamiltonian matrix elements. If one considers as
a simple example the hydrogen molecule represented by a single normalized s-type orbital














correspond to the diagonal and o-diagonal elements of the 2  2
Hamiltonian matrix, respectively, and S is the overlap of the two normalized basis func-





, and S within the traditional DF-TB scheme. As can be seen from eqn. (4.15), H
11
is dened to be the corresponding atomic eigenvalue and therefore xed. S decreases if
the basis functions are contracted. The behavior of H
12
is similar: although the kinetic
energy operator leads to an increase of this matrix element, the contribution due to the





for most situations, bothH
12
and S lead to a lowering of "
+
in comparison to uncontracted
basis functions. This behavior is undesirable because it leads to a further enhancement
of overbinding tendencies. Consequently, since the denition of S cannot be changed, it
is necessary to correct the atomic potentials which are used to evaluate the two-center
Hamiltonian matrix elements.
Another way of understanding the results in Table 4.1 is as follows. In eqns. (4.11)
and (4.12), it was assumed that the superposition of the atom-centered v
k
(r) is a good
approximation for the total potential of the molecule or solid. The traditional DF-TB
approach replaced v
k
(r) by the free-atom potentials V
at
k




(r) is not a good approximation for the total potential in a molecule or solid.
In Figure 4.1, it can be seen that the dierences between such a simple superposition and
the SCF-LSDA potential can be quite large, even for such a simple molecule as N
2
. In
order to correct for a substantial part of these errors, the following modications of the
traditional scheme are suggested:




is included in the atomic SCF-calculation. The power
n is xed to n = 2. This leads to modied contracted pseudoatomic wavefunctions
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Molecular coordinate [atomic units]
Figure 4.1: SCF-LSDA potential for the N
2
molecule along the bond axis (solid line) in comparison
to a superposition of free-atom potentials (dashed line) and a superposition of contracted atomic





















































fullls the condition (4.12). Then, the correct molecular or crystal potential can




(r) in eqn. (4.14) may be replaced by V
psat
k
(r). In fact, if both v
k
(r) in
eqn. (4.12) and V
at
k
(r) in eqn. (4.14) are associated with V
psat
k
(r), the two equations
are identical. As an example, the above procedure has been applied to the nitrogen
atom (r
0
= 2:6 atomic units). The results presented in Figure 4.1 show that a
superposition of appropriately dened V
psat
k
(r) (contracted atomic potentials) is
indeed a reasonable approximation for the actual SCF-LSDA potential.
2. The required matrix elements are calculated as dened in eqn. (4.15). However,
consistent with the modied potential construction, V
at
k







(r) could also be obtained by tting expression (4.12) to the results of a
complete SCF-LSDA calculation for a well-chosen reference system. However, although it
would be interesting to follow such an approach, it has not been tested yet.
4.3 Application of DF-TB to Carbon-Hydrogen Systems
4.3.1 Determination of the Parameters
For carbon and hydrogen, the radii r
0
of the auxiliary potential have been chosen at 2:7




A), respectively. This corresponds to about 1.85
times the covalent radius of the corresponding element. It has been found later that the
same rule works also for other atomic species, such as boron, nitrogen, and oxygen. After
r
0
has been dened, the evaluation of all Hamiltonian and overlap matrix elements is
straight-forward. The eigenvalues of the occupied electronic states in CH
4
as calculated
within the modied DF-TB version can be found in Table 4.1. They are in good agreement
with the SCF-LSDA values.
The repulsive potential for the H-H and C-H interaction has been t to self-consistent
LSDA calculations of the diatomic molecules. Some problems arise if the C-C interaction
is determined only on the basis of the C
2





electronic states are almost degenerate and cross each other near the
diamond equilibrium distance. The discontinuity in the rst derivative of the total energy
with respect to the bond length arising from this level crossing complicates the t in this
region. Therefore, the equilibrium distances and bulk moduli of graphite and diamond
have been used to model the curvature of V
rep
(r) for r > 1:4

A. Chebyshev expansions for
Hamiltonian integrals, overlap integrals, and V
rep
(r) have been published in Ref. [84].
4.3.2 Small Carbon Clusters
Table 4.2 shows the ground state geometries and atomization energies per atom for the




. The binding energies have been corrected for eects due
to zero-point motion and determined with respect to free neutral spin-polarized carbon
atoms. Within LSDA, the energy dierence between the spin-unpolarized and the spin-
polarized atom is 1:13 eV. Therefore, this contribution is important. The results can be
compared to ab-initio calculations by Raghavachari et.al. [85] and Parasuk et.al. [86].
Although other TB calculations performed on such small systems often add a supplemen-
tary term to the Hamiltonian in order to describe charge transfer and correlation eects
more accurately, this is not done here. However, a more general extension of the DF-TB
Hamiltonian which exploits and extends this idea will be discussed in section 4.4.
The geometries of the small clusters are in reasonable agreement with the ab-initio results.
Except for C
8
, where DF-TB predicts the most stable ring to possess C
8v
-symmetry, the
point groups of the cyclic clusters are identical to those derived by the more sophisticated
methods. Further, DF-TB overestimates the bond lengths of the rings by about 0:02

A and
the bond angles of the same structures by 5-10 degrees. For the linear chains, the DF-TB
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Cluster Method Symm. Bond lengths [










































1.257 1.315 180.0 6.2
CCD D
1h
















1.245 1.337 1.280 180.0 6.4
CCD D
1h
















1.240 1.350 1.263 1.302 180.0 6.6
CCD D
1h

















For the linear molecules, bond lengths are sorted starting at the end of the chains. Binding energies
are given with respect to the free, spin-polarized carbon atom (see text). Reference values originate
from Refs. [85] (CCD+STD(CCD)) and [86] (CASSCF).
model shows signicantly larger bond length alternations than the self-consistent methods.
These deviations are caused by an overestimation of the charge transfer between the
dierent atoms in the chain. For example, the DF-TB Mulliken net charge of the atoms
terminating the linear C
7
cluster is about -0.5 (for a denition of the Mulliken charges,
please refer to section 4.4). However, the errors of the bond lengths are in no case larger
than 5 percent, typically 2-3 percent.





, although the even-numbered cyclic structures are almost comparable in







to be more stable than the linear chains. Nevertheless, the energy dierence
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+C versus cluster size as calcu-
lated within DF-TB (dotted line), Hartree-Fock (dashed line), and CCD+STD(CCD) (solid line).
Ab-initio results originate from Ref. [85].
for all these structures is rather small also within the self-consistent approach. Also, it is
worth noting that the Hartree-Fock method which has been used in Ref. [85] to optimize
the structural parameters tends to favor the linear structures as well.





cluster. The corresponding results are displayed as a function of n in Figure 4.2. Since the
CCD+STD(CCD) method which has been employed in Ref. [85] is numerically expensive
and usually very accurate, it can serve as a reliable reference here. The shape of the DF-
TB curve is similar to the CCD+STD(CCD) calculation. Of course, there are also some
discrepancies. All energies are too large by about 1 eV. This behavior is not surprising
since LSDA typically overestimates binding energies. Further, the change which occurs for
C
10
in the even-odd behavior of the reference data cannot be reproduced. Also, the DF-
TB fragmentation energy dierence between even-numbered and odd-numbered clusters
is larger than in the CCD+STD(CCD) calculation. However, there are also tremendous
dierences between the CCD+STD(CCD) and Hartree-Fock schemes. This indicates that
correlation eects are very important for the systems considered here. Consequently, the
agreement between the DF-TB and CCD+STD(CCD) results can be considered satisfac-
tory.
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Rep. DF-TB Quong Wang Err. [% ] Rep. DF-TB Quong Wang Err. [% ]
A
g
557 478 483 +15.9 A
u
1025 850 947 +14.1
1654 1499 1529 +9.2
T
1u
519 547 533 ?3.9
T
1g
590 580 566 +3.0 656 570 548 +17.7
891 788 825 +10.5 1342 1176 1214 +12.3
1436 1252 1292 +12.9 1642 1461 1485 +9.6
T
2g
569 547 550 +3.7 T
2u
359 342 344 +4.7
741 610 771 +7.3 707 738 717 ?2.8
862 770 795 +10.2 1084 962 987 +11.2
1529 1316 1360 +14.3 1313 1185 1227 +8.9
1734 1539 1558 +12.0
G
g
508 486 484 +4.7
606 571 564 +6.8 G
u
366 356 356 +2.8
746 759 763 ?2.0 746 683 752 +4.0
1210 1087 1117 +9.8 817 742 784 +7.1
1453 1296 1326 +10.8 1070 957 977 +10.7
1711 1505 1528 +12.8 1482 1298 1339 +12.4
1627 1440 1467 +11.9
H
g
274 258 263 +5.2
439 439 432 ?0.8 H
u
418 404 396 +4.5
715 727 713 ?0.7 560 539 534 +4.4
865 767 778 +12.0 699 657 663 +5.9
1236 1093 1111 +12.2 753 737 742 +1.8
1422 1244 1282 +12.6 1368 1205 1230 +12.4
1613 1443 1469 +10.8 1512 1360 1358 +11.3
1794 1576 1598 +13.0 1787 1565 1588 +13.4
Table 4.3: Harmonic vibrational frequencies [ cm
 1
] for the fullerene molecule C
60
in comparison
to SCF-LSDA calculations performed by Quong [87] and Wang [88]. Total energies and bond
lengths are given in the text.
4.3.3 C
60
  the Fullerene Molecule
The fullerene cluster C
60
is a very interesting object because it can be considered as a
system between a typical molecular and a typical solid state structure. For this reason,
the ground state geometry, total energy and vibrational modes have been determined
within the DF-TB model. The calculated phonon frequencies are listed in Table 4.3.




A, which is in very good









A determined by self-consistent LSDA calculations [87]. The binding energy of each
76
atom in the cluster is 7:72 eV with respect to the free spin-polarized atom. This value has to
be seen in relation to the 8:09 eV calculated for the diamond structure (see section on solids
below). Therefore, the model yields an energy dierence of 0:37 eV between C
60
and the
diamond structure, which is in good agreement with more sophisticated calculations [19]
estimating this dierence to be 0.3-0.4 eV.
Further, the phonon frequencies of C
60
have been determined using the numerical scheme
introduced in section 3.1. Since only a few of the modes are experimentally observable, the
results are compared to two SCF-LSDA calculations performed independently by dierent
authors [87, 88] and dene the error of the frequencies with respect to the average of the
two more sophisticated methods. As can be seen from Table 4.3, the general properties
of the phonon spectrum are described well with a maximal error of about 18 percent (for
the second T
1u
mode) and an average error of about 10 percent. In particular, most of
the low energy modes are very close to the SCF-LSDA results. However, the frequencies
of the high energy and some of the low energy modes are about 10-15 percent too large.
Analyzing the eigenvectors of the vibrations yields the result that the largest discrepancies
occur for phonons with a high percentage of C-C stretching. For this reason, it is likely
that a more sophisticated t of the short-range repulsive potential will lead to a signicant
reduction of the errors.
4.3.4 Hydrocarbons
Carbon may form dierent bond types (single, double, and triple bonds). All of them
can be found in the huge class of molecules known as hydrocarbons. For this reason, it
is important to know the performance of the DF-TB method for these systems. Further,
hydrocarbons are well understood and one can refer to an abundant number of experi-
mental and theoretical data. For all the properties tested here, accurate self-consistent
calculations are available [13, 14, 19, 89]. Table 4.4 shows the ground state geometries of





































. It should be emphasized that
self-consistent density functional methods predict the ground states of all radicals to be
spin-polarized. Experiments conrm this trend. Therefore, a direct comparison between
DF-TB and other methods is dicult for these systems. This is especially true for CH
2
,
where the absence of spin in the DF-TB model leads to a singlet ground state. For this
reason, the geometries for this radical are compared to spin-unpolarized calculations and
the experimentally observable singlet state.
The C-C single bond lengths are on average 0.01

A too short in comparison to the exper-




is also about 0.01






is slightly too large. Structures with very small C-C-C bond angles, such
as cyclopropane and cyclopropene are also well described. C-H bonds are systematically
overestimated by about 0.03

A, a little bit more than the overestimation in SCF-LSDA
calculations. Bond angles agree within 2

or even better, exceptions are the radicals where
the H-C-H angles are clearly underestimated by about 4

.
Table 4.5 shows atomization energies (including corrections due to zero-point vibrations)
and reaction energies for some typical hydrocarbon reactions. The atomization ener-
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Molecule Variable DF-TB LSDA BLYP Expt.
H
2
r(H-H) 0.765 0.765 0.748 0.741
CH r(C-H) 1.138 1.152 1.108 1.120
CH
2
r(C-H) 1.134 1.135 1.117 1.111
(Singlet)
6
(H-C-H) 98.6 99.1 99.1 102.4
CH
3
r(C-H) 1.114 1.093 1.090 1.079
6
(H-C-H) 116.8 120.0 120.0 120.0
CH
4





r(C-C) 1.206 1.212 1.215 1.203





r(C-C) 1.321 1.331 1.341 1.339
(Ethene) r(C-H) 1.119 1.105 1.104 1.088
6





r(C-C) 1.503 1.513 1.541 1.526
(Ethane) r(C-H) 1.119 1.105 1.104 1.088
6














) 1.509 1.510 1.509
r(C
1











r(C-C) 1.503 1.504 1.510



















r(C-C) 1.389 1.396 1.399
(Benzene) r(C-H) 1.114 1.095 1.089
Table 4.4: Geometric properties obtained for selected radicals and molecules. All bond lengths
are in

A. The SCF and experimental values originate from Ref. [14] (H
2
to Ethane) and Ref. [13]
(Cyclopropene to Benzene). BLYP values refer to calculations employing the Becke-LYP gradient
corrections of the exchange-correlation energy (see Ref. [14]).
gies have been derived with respect to free, spin-polarized atoms, that means, the spin-
polarization energies of the free carbon and hydrogen atoms (1.13 eV and 0.90 eV, respec-
tively, calculated within LSDA) have been subtracted from the actual atomization energies
determined by the DF-TB method. The experimental reference values which originate
from Ref. [19] are already corrected for eects due to zero-point vibrations. Further, for
the selected reaction energies presented here, accurate calculations and experimental data
can be found in Ref. [13].
It is interesting that the typical LSDA overbinding eects cannot be found for the DF-
TB model in the expected magnitude. The root mean square error per bond is only
78
Atomization energies [ eV ]
Molecule DF-TB HF LSDA GGA Expt.
H
2
4.89 3.64 4.89 4.55 4.75
CH
4




















62.36 45.14 68.42 61.34 59.67
Rms error/bond 0.15 1.19 0.56 0.11 ?
Reaction energies [ eV ]




























































1.83 2.04 2.60 2.28 2.21






















3.59 1.84 3.06 2.31 2.37
Rms error 1.06 0.40 0.53 0.08 ?
Table 4.5: Atomization energies for simple hydrocarbon molecules and reaction energies for some
typical reactions of organic chemistry. Atomization energies are derived with respect to free spin-
polarized atoms. Calculated energies are not corrected for zero-point eects, but experimental
values are extrapolated to zero and corrected for zero-point eects. All reference energies originate
from Ref. [19].
0.15 eV for the molecules tested here. In particular, if one assumes an overbinding of
about 0.45 eV for each C-C single, double, and triple bond and no overbinding of C-H
bonds, the absolute error of the atomization energies does not exceed to 0.2 eV for all
tested molecules. However, the dierent behavior of C-C and C-H bonds has a negative
inuence on the calculated energy dierences. As can be seen from the reaction energies
displayed in Table 4.5, LSDA shows a better error cancellation than DF-TB.
In order to test the dynamical properties of the approximate model, the phonon frequencies
have been determined for a number of radicals and molecules. The results are presented
in Tables 4.6 and 4.7. It has already been outlined by some authors [13, 14] that the fre-
quencies determined this way have to be compared to harmonic experimental frequencies.
If possible, this is done here.
It is worth noting that for all frequencies around 3000 cm
?1
which correspond mainly to
C-H stretching, the relative errors are typically only 2 percent, at most 4 percent. This
79





4262 4207 4401 ?3.2





2973 3069 3005 n.h. E 1386 1356 1396 n.h.
A
2





2963 2988 3137 ?5.5 T
2
1379 1293 1357 +1.6







2280 2041 2011 +13.4 
g
546 475 624 ?12.5
3383 3452 3497 ?3.3 
u
712 730 747 ?4.7

u







1379 1345 1370 +0.7 B
2g
870 910 959 ?9.3
1936 1685 1655 +17.0 B
2u
790 800 843 ?6.3
3071 3089 3153 ?2.6 3155 3175 3234 ?2.4
A
u
1067 1036 1044 +2.2 B
3g
1227 1187 1245 ?1.4
B
1u
1445 1417 1473 ?1.9 3141 3151 3232 ?2.8
3059 3073 3147 ?2.8 B
3u







1091 1038 1016 +7.4 E
g
1229 1178 1246 ?1.4
1492 1390 1449 +3.0 1510 1463 1552 ?2.7
2969 2978 3043 ?2.4 3055 3045 3175 ?3.8
A
1u
182 317 303 ?39.9 E
u
810 800 822 ?1.5
A
2u
1434 1360 1438 ?0.3 1521 1466 1526 ?0.3
2977 2982 3061 ?2.7 3067 3069 3140 ?2.3
Table 4.6: Calculated phonon frequencies [ cm
 1
] for several hydrocarbons. Experimental fre-
quencies are harmonic unless marked with n.h. in the eld used for the relative errors. Relative
errors are dened with respect to the harmonic experimental frequencies. Reference values origi-
nate from [14].
is a very encouraging result since only the CH molecule has been used in the t of the
short-range part of the potential. As already found for C
60
, the C-C stretching modes are
too high by typically 10-15 percent, especially for double and triple bonds. Most of the
other vibrations show errors of about 2-6 percent. A few frequencies are underestimated by
about 10 percent, for example the B
2g
mode in ethene and the 
g
mode in acetylene. The
SCF-LSDA reference value for the latter vibration which has been taken from [14] seems
to be rather unreliable since the Pederson-Jackson code predicts 626 cm
?1
for the same
mode and functional (see Table 3.5). Also, the DF-TB frequency for the A
1u
vibration in
ethane which corresponds to a torsion along the C-C axis is far too low, indicating that
the rotational barrier can only be qualitatively described. The average error is a little less
than 10 percent and mainly determined by the C-C stretching modes.
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Rep. DF-TB GGA Expt. Err. [% ] Rep. DF-TB GGA Expt. Err. [% ]
A
1g
1175 1019 1008 +16.6 E
1g
835 827 847 ?1.4
3127 3222 3191 ?2.0 E
1u
1128 1050 1058 +6.6
A
2g
1390 1331 1367 +1.7 1637 1487 1494 +9.6
A
2u
647 617 686 ?5.7 3122 3218 3181 ?1.9
B
1u
1038 1030 1024 +1.4 E
2g
625 606 613 +2.0
3113 3202 3174 ?1.9 1196 1161 1178 +1.5
B
2g
693 720 718 ?3.5 1856 1616 1607 +15.5
965 978 990 ?2.5 3115 3198 3174 ?1.9
B
2u
1168 1145 1167 +0.1 E
2u
400 392 407 ?1.7
1481 1455 1386 +6.9 952 951 967 ?1.6
Table 4.7: Calculated phonon frequencies [ cm
 1
] for the benzene molecule. All reference val-
ues originate from [89]. Relative errors are dened with respect to the harmonic experimental
frequencies.
4.3.5 Solids
There has been much progress in the application of TB models to solid state modica-
tions of carbon during the past few years [68, 93]. Fortunately, the results of accurate
self-consistent methods are available for diamond and graphite [90, 91] as well as high
pressure modications [92]. In order to check the transferability of the DF-TB model,
total energy calculations at dierent nearest-neighbor distances have been performed for
the experimentally observed diamond and graphite lattices as well as for the linear chain,
simple cubic (sc), face-centered cubic (fcc), and body-centered cubic (bcc) structures. The
results are displayed in Figure 4.3. As can be seen, the diamond and and graphite phase
are almost isoenergetic with a total energy of 8.09 eV and 8.11 eV, respectively. The above
values are given with respect to the free spin-polarized atom and deviate only slightly
from the SCF-LSDA results. The equilibrium distances and energetic positions of the
high-pressure modications and the linear chain are also described fairly well.
An important eld of research where tight-binding methods are traditionally applied is the
calculation of electronic band structures. The performance of the DF-TB method for the
determination of these properties has been analyzed in Ref. [82], therefore, the reader is
referred to this work for further details. DF-TB has also been extensively used to predict
the vibrational signatures of graphite, diamond and diamond surfaces [83, 94]. In general,
these calculations conrm the trends which have been established for hydrocarbons in the
preceding section.
4.4 Self-Consistent Extension of the DF-TB Model
Although the DF-TB scheme is able to describe many dierent structural congurations
with acceptable accuracy, it frequently fails if a substantial amount of charge is transferred
between dierent atoms in the system. Usually, charge transfer eects are overestimated
81
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Figure 4.3: Total energies per carbon atom versus nearest neighbor distance as calculated within
DF-TB for dierent lattice types. The inserted triangles represent the reference energies of the
SCF-LSDA calculations [90, 91, 92].
by DF-TB. Such problems occur for example in complicated organic molecules. Systems
of this kind play an important role in the development of life and are therefore of tremen-
dous interest for science and industry. In order to improve the description of these and
other structures, it is necessary to extend the standard DF-TB model. The theoretical
foundation for this extension is given in the following.
4.4.1 Theoretical Foundation
In section 1.1.1, it was shown that a system of electrons may be represented within density
functional theory by a set of single-particle orbitals 	
i
(r) with occupation numbers n
i
.
It is very instructive to analyze how the total energy E depends on these occupation
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(4.21)
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For the second equation in (4.21), Janaks theorem (1.20) has been used. As can be
seen from eqn. (4.6), the tight-binding energy expression takes only the rst-order term





) are large, this
may lead to large discrepancies between the TB and SCF-LSDA results. For example,
within the DF-TB model, the eigenvalue "
s
of an isolated hydrogen atom is independent
of the total charge of this atom. That means, it is possible to add more and more electrons
to the system and always gain an energy of "
s
. On the other hand, in a self-consistent
calculation, the changes of the Coulomb and exchange-correlation potential which are
induced by accumulating charge on this atom lead to a dramatic increase of "
s
which will
nally make the addition of further electrons to the system energetically very unfavorable.
Consequently, it can be expected that nding a reasonable approximation to the second-
order correction in (4.21) will lead to a signicant improvement of the DF-TB performance
for systems with large charge transfers or non-zero total charge.
In order to analyze the qualitative behavior of E
2
, it is assumed that a change of n
i
does not have any inuence on the shape of the occupied wavefunctions (in general, this
constraint does not lead to a very good approximation, but it will be partially dropped in
the nal model anyway). Additionally, only local exchange-correlation functionals (LSDA)
are considered. Then, E
2

































































































The charge distribution (r) may be decomposed into atomic contributions 
A
(r)























































In the following, two limiting cases shall be examined. First, assume that the distance
between the atoms A and B is large. Then, provided that the functional derivative of
V
xc





(r) do not overlap. In the rst (Coulomb) integral, the
denominator jr ? r
0






j. Consequently, this integral














H Li B C N O F Si
11.06 4.69 8.05 9.91 11.71 13.46 15.18 6.74




is the change of the total charge on atom A. Second, if A and B correspond
to the same center, both Coulomb and exchange-correlation contributions are important
and a simplication of (4.24) is not possible. However, the free spin-unpolarized neutral
atom is a relevant example for the case A = B. Experience has shown that the numerical
values of second-order energy derivatives which appear in eqn. (4.21) are often similar for
all valence states of a particular atomic species. For this reason, it is justied to express
E
2

































is the charge of the neutral atom and U is frequently called chemical hardness (in
some textbooks of quantum-chemistry, the denition of the chemical hardness diers from
eqn. (4.26) by a factor of 2). It should be noted that eqn. (4.26) also includes eects due to
orbital relaxation. The numerical value of U can be determined for each atom type from
a self-consistent SCF-LSDA calculation as the second derivative of the total energy with
respect to the charge of the highest occupied state (for some examples, see Table 4.8). An
alternative way is to dene U as the dierence of the experimental ionization energy I and














 E(positive ion) +E(negative ion)? 2E
at
: (4.27)
However, since the experimental ground state of free atoms or ions is often spin-polarized,
eqn. (4.27) will lead to hardness parameters which are less suitable for simulations of spin-
unpolarized molecules and solids. Therefore, the denition via (4.26) should be preferred.














































The above functional form of 
AB
has already been used in the semiempirical MINDO/3
model [95]. It guarantees the correct limit for R
AB
= 0 and a smooth transition to
Coulomb-like behavior as R
AB
increases. Considering eqns. (4.21) and (4.28), the DF-TB















































As has been described in the preceding paragraph, U can be determined by a self-consistent
atomic calculation. Therefore, the modied energy expression (4.29) does not contain any
additional adjustable parameters.
One question that remains to be claried is how to dene the atomic charges q
A
. Although
the solution of this problem is by no means trivial, the most popular local-basis approach

































where ( 2 A) represents all basis functions of atom A. There has been a lot of controversy
about the validity of Mulliken charges. However, a better scheme which uses only the
expansion coecients c
i
and the overlap matrix S has not been found so far. Also, since
DF-TB works with a minimal basis of contracted functions, the nondiagonal elements of S
are signicantly smaller than the diagonal elements which improves the accuracy of (4.30).
The expansion coecients c
i
that lead to the minimum energy conguration can be





























= 0 : (4.31)






































































1 if  2 A
0 otherwise :
(4.33)



































; ( 2 A;  2 B) : (4.34)






































); ( 2 A;  2 B) :
(4.35)




in eqn. (4.35) depend on the charges q
D
and
therefore on the expansion coecients c
i
themselves, the problem needs to be solved self-




Variable DF-TB SC-DF-TB LSDA
r(C=O) 1.315 1.244 1.200
r(C?O) 1.327 1.374 1.334
6
(O=C?O) 122.2 124.6 124.8
6
(H?C?O) 116.4 111.3 110.4
6
(C?O?H) 110.5 108.1 106.5
Table 4.9: Bond lengths [

A ] and angles for HCOOH as calculated within DF-TB, SC-DF-TB,
and SCF-LSDA. The other geometric properties dier only by 3 percent or less.
5-10. However, the SC-DF-TB scheme is still at least two orders of magnitude faster than
a full-potential SCF-LSDA calculation.
Finally, it is important to derive the atomic forces resulting from the total energy expres-



































Due to the variational principle (4.31), contributions arising from the dependence of the
c
i




























































































where ( 2 A;  2 B).
4.4.2 Comparison of the DF-TB and SC-DF-TB Performance for Sys-
tems with Large Charge Transfer
The implementation of the SC-DF-TB scheme as described in the preceding section dates
only a few months back. Therefore, the examples which will be shown here have to be seen
as preliminary demonstrations for the usefulness of the self-consistent extension of the DF-
TBmethod. A much more detailed study will be presented later in the dissertation of Dipl.-
Phys. Marcus Elstner (DKFZ Heidelberg) who also made a lot of important contributions
to the development of the self-consistent approach.
Of course, as can be seen from eqn. (4.29), SC-DF-TB will not lead to large corrections
if the Mulliken charges of all atoms are small. However, if a signicant amount of charge
is transferred from one atom to another, self-consistency can be very important. Systems




DF-TB SC-DF-TB LSDA DF-TB SC-DF-TB LSDA
r(C?O) [
















] ? ? ? 1635 2392 2407
q(C) [ e ] ?0:02 ?0:01 ? 1.04 0.62 ?
Table 4.10: Bond lengths, vibrational frequencies, and carbon Mulliken charges for the molecules
CO and CO
2
as calculated within DF-TB, SC-DF-TB, and SCF-LSDA.
electron anity of this element. Therefore, the molecules HCOOH (formic acid), CO, and
CO
2
have been chosen as test structures for the two DF-TB schemes. The O-O, C-O, and
O-H repulsive potentials have been adjusted to the corresponding diatomic molecules using
the old tting regime without charge self-consistency as described in section 4.1.3. That
means, DF-TB and SC-DF-TB results are based on the same repulsive term. In order to
obtain the Hamiltonian and overlap integrals, the radius r
0
of the auxiliary potential (see
eqn. (4.11)) for the oxygen atom has been chosen at 2.6 atomic units. The corresponding
parameters for carbon and hydrogen have been given in section 4.3.1.
In Table 4.9, the geometric properties of HCOOH as calculated within DF-TB, SC-DF-
TB, and SCF-LSDA are displayed. As can be seen, the DF-TB method predicts almost
identical bond lengths for the C?O single and double bond which is clearly a qualita-
tively wrong result. The failure to describe the correct behavior is caused by a strong
overestimation of the charge transfer between the carbon and the double-bonded oxygen.
While DF-TB yields Mulliken charges of +0:84 and ?0:91 for these atoms, the SC-DF-
TB scheme reduces the corresponding values to +0:47 and ?0:42. Further, although the
SC-DF-TB carbon-oxygen bond lengths are slightly too long, the dierence between the
single and double bond is described very well. Additionally, applying the SCF procedure
leads to an improvement of the H?C?O and C?O?H bond angles. Again, it should be
emphasized that the results in Table 4.9 are based on repulsive potentials V
rep
determined
by tting the non-self-consistent DF-TB energy to the corresponding SCF-LSDA data. It
can be expected that a new t which takes the charge self-consistency into account will
further improve the SC-DF-TB performance.
The calculated data for CO and CO
2
are displayed in Table 4.10 and will be discussed in
the following. The bonding in CO is described reasonably well within both DF-TB and
SC-DF-TB. The charge transfer between the two atoms is predicted to be very small which
coincides with the small experimental dipole moment of 0.12D (see for example Ref. [14]).
Also, both methods predict a realistic frequency for the stretching mode. However, the
results for CO
2
are completely dierent. While DF-TB leads to a very large charge transfer
of more than one electron, this eect is substantially reduced if the self-consistent approach
is applied. The inuence of these apparent dierences on the vibrational spectrum of the





modes. On the other hand, the frequencies which result from the SC-DF-TB
87
model are in very good agreement with the SCF-LSDA data. This strongly supports the







5.1 Results of Previous Investigations
After the discovery of the C
60
molecule [96], there has been a growing interest in fullerene-
based carbon systems. At room temperature, the molecules in solid C
60
are weakly inter-
acting and form a face-centered cubic lattice (fcc). Recent experiments [97, 98, 99, 100,
101, 102] provide convincing evidence that ultraviolet (UV) and visible laser light causes
the C
60
clusters to engage in intermolecular bonding. The modied material is no longer
soluble in toluene and the associated mass spectra consist of integer multiples of the C
60
mass. Further, upon phototransformation, the characteristic infrared (IR) and Raman
modes of pristine C
60
show signicant shifts and splittings and new IR and Raman modes
appear in the spectra [99, 100, 101, 103]. The reported experimental ndings strongly sup-
port the assumption that the laser irradiation causes the C
60
molecules to form oligomers
of varying size.
The most promising technique for a quantitative characterization of the structural changes
seems to be the Raman spectroscopy. Previous Raman scattering experiments investigated
material modied at room temperature and found a shift of the high energy A
g
(2) pentago-
nal pinch mode from 1469 cm
?1
in the pristine solid to 1459 cm
?1
in the phototransformed
structure [99, 100]. Additionally, a new low-energy Raman peak was observed at 118 cm
?1
.
Later, Burger et.al. revealed that the changes in the spectra depend on the temperature
of the C
60
sample at the time it is exposed to the laser light [102]. If higher transfor-
mation temperatures (380K) are applied, the mode at 118 cm
?1
is signicantly weaker
and another mode appears at 96 cm
?1
. This indicates structural dierences between the
solids phototransformed at dierent temperatures. Further, with respect to the stability
of the material irradiated at 300K, experiments show that it returns to pristine C
60
at
approximately 470K. An analysis of the observed data leads to the conclusion that the
energy barrier for the thermal dissociation of the structure is about 1.25 eV [99].
The rst step in the formation of a C
60
oligomer will be a dimer. The process of C
60
dimerization has been studied by several theoretical groups [104, 105, 106, 107]. These
89
publications have established that the energetically most favorable bonding between two
C
60
molecules is accomplished by a 66/66 cycloaddition reaction which leads to nearly
rigid molecules bound by a four-membered square ring (for details, please refer to sec-
tion 5.3). The term 66 indicates that bonds between hexagons of the C
60
molecule are
involved. Further, they have shown that the magnitude of the dimerization energy is small
and that a quantitative prediction of the relative stabilities of the isolated and dimerized
systems can depend on the level of theory and the degree to which the molecular geome-
tries have been relaxed. For example, while empirical and generalized tight-binding (TB)
methods [104, 105] determine the dimer to be less stable than two isolated C
60
molecules,
the Harris functional approach [106], Hartree-Fock [104] and all-electron self-consistent
LSDA calculations [104, 107] come to the opposite conclusion. An important point is that
due to the rather large size of the dimer, accurate self-consistent methods usually relied
on molecular geometries that were not completely relaxed. Since the actual energy dier-
ence is so close to zero, complete structural relaxation can be an important issue. Also,
it should be pointed out that energy dierences of this scale require the consideration of
formation barriers which may have a crucial inuence on the stability of the dimer.
Turning to the vibrational properties of the phototransformed material, there is another
problem that should be addressed here. In previous publications, the new low-energy
Raman line observed at 118 cm
?1
for the material irradiated at room temperature has
always been interpreted as a stretching vibration between the two buckyballs in a C
60
dimer. However, the frequencies that are predicted for this mode by the computational
models dier substantially from the experimental data. The theoretical estimates range
from 69 cm
?1
(Harris functional, Ref. [106]) to 101 cm
?1
(generalized TB, Ref. [105]). At
the time these results were presented, the important work of Burger et.al. who reported a




solid irradiated at 380K had not yet been
published. Meanwhile, it is known that dierent experimental conditions lead to dierent
vibrational properties of the modied material. However, since the C
60
oligomers which
are probably created while the crystal is exposed to the laser light usually possess random
sizes and orientations, their structure is not directly accessible in experiments. For this





Unless otherwise noted, all calculations have been performed with the modied DF-TB
method as introduced in chapter 4. Geometries have been optimized using a conjugate
gradient algorithm (see for example Ref. [41]). Some results have also been obtained with
the self-consistent all-electron gaussian orbital density functional implementation of Ped-
erson and Jackson that was briey discussed in section 1.1.6. In these cases, the Perdew-
Zunger parameterization for the LSDA functional [12] and the Perdew-Wang (PW91)
generalized-gradient functional [18, 19] have been applied. Due to the large size of the
oligomers, smaller basis sets had to be employed in the SCF calculations. Five s-type
and four p-type contracted gaussians have been placed on each carbon atom. Including






































single 1:8 0:3 1:7 0:4 1:2  0:2
double 6:5 0:7 7:8 1:0 0:0  0:2
Table 5.1: Polarizability parameters for the single and double bonds of C
60
as published in
Ref. [49]. The length unit r
0
is arbitrary since it has not any inuence on the relative strengths of
the modes.
atom. The contracted orbitals are expanded in terms of 10 dierent bare gaussians with
exponents ranging from 0.11 to 4200. The resulting basis has already been successfully
applied in previous studies of fullerenes [87, 107, 108]
Vibrational modes have been determined using the numerical technique described in sec-
tion 3.1 and a displacement  = 0:01

A. The Raman scattering activities for the resulting
modes have been calculated on the basis of the theory presented in section 1.4.2. Since
the necessary derivatives of the polarizability with respect to the atomic locations cannot
be predicted by the DF-TB scheme, they have been determined on the basis of the empir-
ical bond polarization model. This model has been shown to give satisfactory results for
various molecules and solids, for example hydrocarbons and diamond [109, 110]. It has
also been successfully applied to C
60
[49].
Within the bond polarization model, the total polarizability of the cluster or molecule is


































































I is the 33 unit matrix, e is the unit vector corresponding to the direction




represent the polarizabilities parallel and
perpendicular to the bond, respectively. It is assumed that they depend only on the











































Consequently, three parameters need to be adjusted for each bond type in order to obtain
the Raman activities: the dierence of parallel and perpendicular polarizability and the
derivatives with respect to the bond length. The isolated C
60
molecule has two dierent





Figure 5.1: DF-TB geometry obtained for the C
60
dimer (bond lengths in

A).
problem has been solved by Snoke and Cardona [49] by tting the bond polarizabilities
to the experimental Raman activities observed by Bethune et.al. [111]. The parameters
are displayed in Table 5.1. Due to the lack of other data, the polarizabilities of the C
60
single bond have been used for all single bonds occurring in the oligomers. Thus, the
calculated Raman activities have to be considered as a qualitative approximation for the
relative strength of a particular mode. Finally, in order to present the spectra, the discrete
vibrational eigenvalues have been broadened using a Lorentzian function with a full width
at half maximum of 6 cm
?1
.
5.3 Structure and Energetics
As known from experiments [97, 98, 99, 100, 101, 102], the necessary conditions for the
phototransformation of C
60
are a temperature between 260K and 400K and intense laser
light. Above 260K, the molecules in the pristine fcc C
60
solid can rotate freely and thus
react with their neighbors. The IR and Raman spectra of the modied material show some
new lines, shifts, and splittings, but still closely resemble the data of the pristine solid. This
strongly suggests that the general shape of the molecules is not altered. Consequently, the
building blocks of the structures presented here are intact C
60
clusters. A single C
60
unit
possesses 60 pentagon-hexagon (56) and 30 hexagon-hexagon (66) bonds. For a discussion
of bond lengths and vibrations, please refer to section 4.3.3.
The rst step of the C
60
oligomer formation is the dimer. A number of dierent congu-
rations have been considered for this structure. However, as has already been suggested
by other authors [104, 105, 106, 107], the most stable conguration is established by a
66/66 cycloaddition between the two balls (see Figure 5.1). DF-TB predicts a length of
1.583

A for the intermolecular bonds and 1.590

A for the intramolecular bonds. Further,




trimers: linear trimer-180 (top), trimer-90 (center left), trimer-120 (center right),
closed trimer-60 (bottom left) and open trimer-60 (bottom right).
threefold coordinated neighbors is 1.514

A. The values are in excellent agreement with the







tively. These lengths indicate that the four-membered ring connecting the balls consists
of single bonds which are slightly weaker than in diamond or ethane.
If an additional C
60
molecule reacts with the dimer, a trimer can be formed. Since the
dimer results have shown that 66/66 cycloadditions lead to the most stable structures, the
larger oligomers considered here follow the same rule. Based on this idea, dierent trimers
can be constructed by a 66/66 cycloaddition between an arbitrary hexagon-hexagon bond
of the C
60
monomer and the remaining hexagon-hexagon bonds of the dimer. Figures 5.2




trimers: trimer-72 (top left), trimer-108 (top right), and trimer-144 (bottom).
approximate angle between the centers of the balls. These angles are determined by the


















. An angle of
36

is not allowed since the individual clusters must not intersect. Two possibilities exist
for the construction of the trimer-60: either all three molecules are connected with each
other (closed trimer-60) or one square ring is missing (open trimer-60). In addition to the
trimers, a number of tetramers have also been investigated: a linear chain, a square, a
zigzag chain, a T-shaped structure, and a star (see Figure 5.4). Of course, there are a lot
more tetramers (and even more larger oligomers) which obey the 66/66 cycloaddition rule.
However, since most of the important eects can already be explained by considering the
smaller species, other structures have not been considered.
As has been mentioned above, the laser irradiation experiments which lead to the pho-
totransformed material start with a pristine fcc crystal of C
60
molecules. If one assumes
that the lattice is not completely destroyed while the oligomers develop
1
, the centers of the
individual balls should form angles which are characteristic for the fcc lattice. Consider
the case that a dimer has already been created. If no other process has taken place, the
dimer is surrounded by 18 isolated buckyballs that are still approximately at their fcc
sites. It is easy to derive which type of trimer will be created by a cycloaddition reaction
between the dimer and one of its neighbors. Four of the C
60
molecules will lead to an
angle of 60

, four to 90

, eight to 120

, and two to 180

. Hence, provided that the binding
energies of the dierent species are similar, the formation of linear chains is unlikely.
1





tetramers: linear (top), square (center left), zigzag (center right), T-shaped
(bottom left), and star (bottom right).
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Structure E E=2 E
zp
Structure E E=2 E
zp
Dimer 0.32 0.32 0.01 Tri-144 0.61 0.31 0.03
Tri-60 (closed) 0.53 0.18 0.06 Tri-180 0.60 0.30 0.03
Tri-60 (open) 0.42 0.21 0.04 Tetra (zigzag) 0.50 0.17 0.07
Tri-72 0.47 0.24 0.04 Tetra (linear) 0.90 0.30 0.05
Tri-90 0.63 0.31 0.03 Tetra (square) 1.26 0.31 0.06
Tri-108 0.60 0.30 0.03 Tetra (T-shaped) 0.91 0.30 0.05
Tri-120 0.63 0.32 0.03 Tetra (star) 0.94 0.31 0.05
Table 5.2: DF-TB energy dierences [ eV ] (total and per square ring) between the oligomers and
isolated C
60






) include contributions due
to zero point motion E
zp
which are also listed separately in the last column. Tri and Tetra are
used as abbreviations for Trimer and Tetramer.
In the following, the structural properties of the larger oligomers will be briey discussed.
For all investigated trimers and tetramers, the geometric parameters of the square rings
connecting the dierent C
60
balls are very similar to the dimer. The largest deviation
(0.004

A) occurs for the closed trimer-60. Due to the structure of this oligomer, the square





The DF-TB cohesive energies of the dierent oligomers are listed in Table 5.2 with respect
to isolated C
60
molecules. All oligomers are predicted to be more stable than the non-
interacting monomers. However, the energy dierences are small. DF-TB determines a
gain of about 0.3 eV per square ring for all structures with angles of 90

or more between
the centers of the dierent balls. This indicates that the square rings can be considered
as noninteracting for these oligomers. Angles of less than 90

result in a further decrease
of the energy gain. As expected, the smallest values (0.17-0.21 eV per square ring) occur
for the open and closed trimer-60 and the zigzag chain. Some of the intermolecular bonds
in these oligomers are only separated by two intramolecular bonds, therefore, the square
rings still interact with each other. Further, it should be noted that zero-point motion ef-
fects actually stabilize the oligomers since the creation of several new low-frequency modes
cannot fully compensate for the overall softening of the vibrational spectra.
The calculated DF-TB energies are in good agreement with the theoretical work of Adams
et.al. [106] who reported an energy gain per square ring of 0.47 eV for the dimer and
0.44 eV for the innite chain. The authors of this paper used a non-self-consistent density
functional approach (LSDA plus Harris-functional) in order to calculate the properties of
the corresponding structures. Since the predicted energy dierences between oligomers and
isolated clusters are small, it is highly desirable to determine them with a more accurate
self-consistent method. Unfortunately, tackling the problem with SCF-LSDA codes is
computationally demanding since the dimer contains 120 atoms. For this reason, all
previous self-consistent calculations relied on approximate molecular geometries [104, 107]
or very poor basis sets [104].
In order to get a more reliable estimate for the dimer formation energy, it has been deter-
mined self-consistently within the LSDA as parameterized by Perdew and Zunger [12] and
96
the Perdew-Wang (PW91) generalized-gradient functional [18, 19]. The relaxed DF-TB
geometries for the monomer (C
60
) and dimer (C
120
) and moderate-size basis sets (ve
s-type and four p-type contracted gaussians) were used as input for the self-consistent
calculations. LSDA and GGA predict an energy gain per square ring of 1.20 eV and
0.32 eV, respectively. The large discrepancy between GGA and LSDA once again demon-
strates that the latter functional tends to overestimate binding energies. Further, the
LSDA and GGA root-mean-square (rms) forces for the DF-TB geometries are very small
(F
rms




(LSDA) = 0:02 eV/






been discussed in Ref. [107], further relaxation of the molecules will lead to an additional





), where ! is a suitably averaged fre-
quency of the system (270 cm
?1
< ! < 1600 cm
?1
for the isolated C
60
cluster) and m is
the mass of a carbon atom. Based on this idea, a reasonable estimate of the remaining
relaxation energy for both the dimer and the separated monomers is 0.008 eV.
2
Moreover,
since the rms forces in both structures are nearly identical, energy changes due to fur-
ther relaxation will be similar for both systems and should ultimately cancel one another.
For this reason, it is unnecessary to further optimize the DF-TB geometries since the
relaxation will not lead to any signicant changes of the calculated energies.
It should be noted that Strout et.al. [104] have also calculated the stability of fullerene
dimers within local and gradient-corrected density functional theory. In partial discord
with the results presented here, they nd that the dimer is bound within LSDA (by 0.7 eV)
and unbound within GGA (by 0.6 eV). However, this work employed very small basis sets
and a dierent GGA functional (BLYP). Further, several dierent methods (for exam-
ple the semiempirical MNDO-scheme [112] and empirical tight-binding [68]) were used
to optimize geometries and energy changes due to further relaxation were not discussed.
For this reason, a direct comparison of these previous results with the more recent cal-
culations presented here is very dicult. However, both investigations suggest that the
absolute value of the dimer formation energy is small. Consequently, the thermodynamic
stability of a particular species will also be determined by entropic contributions to its
free energy. At temperatures above 260K, the molecules in pristine (fcc) C
60
can per-
form free rotations on their lattice sites. This rotation is not or only partially possible
in the phototransformed material. Hence, the pristine C
60
crystal should have a larger
entropy than the oligomer structures. At even higher temperatures, this eect will lead
to a signicant thermodynamic stabilization of pristine C
60
. Further, because of the near
energetic degeneracy of oligomers and isolated buckyballs, the actual stability is probably
determined by the energy barriers for the dissociation of the oligomers. This problem will
be dealt with in the following.
5.4 Dissociation Barriers
While the ground state energy is one gure of merit which may be relevant for potential
applications of fullerene assembled materials, in this case the more interesting parameter
2
In Ref. [107], the LSDA dimer binding energy was determined at 0.2 eV and the remaining relaxation
energy was estimated at 0.8 eV using the rms forces. The calculation performed here shows that the correct





Figure 5.5: Approximate DF-TB transition states for the dissociation of the C
60
dimer. Top:
both intermolecular bond lengths xed. Bottom: only one intermolecular bond length xed. Bond
lengths are given in

A.
is the energy that is required to break a fullerene oligomer apart. Within the DF-TB
method, two dierent dissociation pathways for the dimer have been investigated (see also
Figure 5.5). For the rst path, both interball bonds were xed in each step at a certain
length while the remaining degrees of freedom (including the intramolecular bonds) were
allowed to relax in order to minimize the energy. In this case, the balls dissociate when
the interball bond length becomes larger than 2.16

A. The DF-TB activation energy for
this path is 1.9 eV. However, the constraint that both interball bonds should have the same
length can be removed. For the second path, only one of the two interball bonds has been
xed. The remaining degrees of freedom were allowed to relax. For this situation, DF-TB
predicts that the second intermolecular bond (which is not xed) breaks spontaneously
when the length of the xed bond exceeds 2.62

A. As expected, the activation energy for
this path is slightly smaller and determined at 1.6 eV. This value is in reasonable agreement
with the experimental estimate of 1.25 eV [99]. It should be emphasized that the DF-TB
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results correspond to zero temperature while experiments observe the transition from
phototransformed to pristine C
60
at about 470K [99]. As the calculations show, both
dimer dissociation pathways are characterized by a crossing of bonding and antibonding
electronic states at the saddle point geometry. At higher temperatures, the antibonding
states will already be partially occupied before the actual transition state geometry is
reached. This in turn will further lower the reaction barrier which brings the theoretical
result even closer to the experimental estimate. With respect to previous calculations,
it should be noted that Adams et.al. [106] found an upper limit of 2.4 eV for the dimer
dissociation barrier. Further, the fact that the second bond breaks spontaneously if the
rst one is suciently weakened conrms the results presented in Refs. [105] and [106]. In
these investigations, a single bond between two buckyballs was found to be unstable.
5.5 Vibrational Properties
Vibrational properties of the isolated C
60
molecule, determined within the DF-TB formal-
ism, have already been reported in section 4.3.3. Compared to ab-initio calculations and
experimental spectra, the average error the of the model is about 10 percent, primarily due
to the fact that the frequency of the stretching modes is overestimated by 10-15 percent.
Since the formation of dimers and larger oligomers does not completely alter the struc-
ture of the buckyballs, it can be considered as a moderate perturbation of the isolated
system. For this reason, three dierent qualitative changes of the vibrational spectra can
be expected. First, perturbations of optically active modes may lead to splittings (for
degenerate vibrations) and small shifts of the original IR and Raman peaks associated
with the isolated balls. Second, new IR and Raman activity may occur due to a mixing
of dierent modes with similar frequencies. Third, in the low-frequency region, new peaks
may appear which are caused by a combination of the zero-energy translational and rota-
tional eigenvectors of the individual balls. Since experiments obtain the most interesting
changes for the Raman spectra, the discussion will focus on them in the following.
5.5.1 Raman Spectra Pentagonal-Pinch Mode Region
As has been noted earlier, DF-TB tends to overestimate the vibrational frequencies of
the isolated C
60
molecule. While this error is negligible for the low-energy part of the
spectrum, the deviation for the strongest Raman (A
g
(2) or pentagonal-pinch) mode is
12.6 percent in comparison to experiment. In order to facilitate direct comparisons between
theoretical and experimental data, the DF-TB frequencies for all oligomers have been
scaled by a factor of 0.888. Note that this correction is only applied for the discussion
of the pentagonal-pinch mode region. Further, since the same scaling is applied for all
structures, the calculated frequency shifts are also uniformly scaled.
Figures 5.6 -5.8 show the calculated DF-TB Raman spectra in the pentagonal-pinch mode
region for the dierent oligomers considered here and compare them with the measured
data. For the solid transformed at 380K, the experimental spectra show a strong peak
at 1461 cm
?1







































Figure 5.6: DF-TB Raman spectra (pentagonal-pinch mode region) for the dimer and several
trimers in comparison to experimental data for the material irradiated at 380K (top) and 300K
(bottom) [102]. Theoretical intensities have been determined in the bond polarization model [49].
Since the pinch mode is observed at 1469-1470 cm
?1
in the pristine solid, this corresponds
to a shift of 8-9 cm
?1
. The material which was irradiated at room temperature shows a
strong peak at 1460 cm
?1
and an overlapping second peak at 1454 cm
?1
that smoothly
changes into a broad region of weak activity towards lower frequencies.
Turning to the DF-TB calculations, the strongest signal is predicted at 1461-1462 cm
?1
for
most oligomers which is in very good agreement with the experimental data. Exceptions
are the closed trimer-60 and the square-shaped tetramer. These two structures possess
maxima at 1455-1456 cm
?1
. Similar peaks can also be observed for all trimers with angles
of 120

or less between the buckyball centers and for the zigzag-tetramer. The remaining
trimers and the linear tetramer are Raman-active at slightly lower frequencies (1452-
1453 cm
?1















































Figure 5.7: DF-TB Raman spectra (pentagonal-pinch mode region) for several trimers in com-
parison to experimental data for the material irradiated at 380K (top) and 300K (bottom) [102].
Theoretical intensities have been determined in the bond polarization model [49].
A detailed analysis of the calculated spectra leads to a very nice and simple rule which
can be summarized as follows:
1. The individual C
60
balls can be considered as independent.




3. All molecules with two square-ring connection to their neighbors show a peak at:
 1455-1457 cm
?1














































Figure 5.8: DF-TB Raman spectra (pentagonal-pinch mode region) for several tetramers in com-
parison to experimental data for the material irradiated at 380K (top) and 300K (bottom) [102].
Theoretical intensities have been determined in the bond polarization model [49].
 1452-1453 cm
?1
if the angle between the three molecules is 144

or more.
4. All molecules with three square-ring connections to their neighbors show a peak at
1450 cm
?1
or even lower frequencies.
This result clearly indicates that changes of the high-frequency spectrum are mainly caused
by geometry distortions of the individual buckyballs (local environment) and not by a
strong vibrational coupling of dierent individual clusters. Further, the experimental




especially well with the dimer calculation. The 300K spectrum can be explained as a
superposition of lines at 1460 and 1454 cm
?1
. Consequently, using the simple shift rule
introduced above, the following conclusions may be drawn:
1. The material transformed at 380K contains mostly dimers. This conclusion is also
supported by the experimental result that heating the samples to about 470K causes
a phase transition to the fcc solid. Hence, it is quite reasonable to assume that the
dimer (which is the smallest possible cycloaddition product) is more stable than
larger complexes for temperatures slightly below 470K.
2. The oligomers created by the laser irradiation at room temperature consist mainly
of C
60
clusters with one or two square-ring connections to their neighbors.
3. Since the calculated frequency shifts for balls with more than two square-ring con-




species (N  3) are larger than the experimentally
observed changes, it can be expected that the percentage of these structures in the
laser-modied material is small. This conclusion also coincides well with the simple
considerations about the formation probability of dierent trimer species that have
been made in section 5.3.
Finally, it is also worthwhile to have a short look at the changes occurring for the A
g
(1)
or breathing mode (which is not displayed in the gures). For the corresponding Raman





in the course of the laser modication. The DF-TB calculations also predict small shifts
(2-5 cm
?1
) for all oligomers which agrees well with the measured data.
5.5.2 Raman Spectra Low-Frequency Region
Figures 5.9 -5.11 show the calculated DF-TB Raman spectra in the low-frequency region
for the dierent oligomers considered here and compare them with the measured data. For
the material irradiated at room temperature, experiments nd a region of very weak inten-
sity at 80-90 cm
?1
, a new Raman-active mode at 118 cm
?1





, and 298 cm
?1
. It should be noted that other experimental groups [100, 101]
have reported frequencies which deviate from the above values by 2-3 cm
?1
. The results
also seem to depend on sample preparation [101]. Data for the material modied at 380K
were only published by Burger et.al. [102]. They nd a broad feature at 96-102 cm
?1
, a
very weak peak at 117 cm
?1
, a strong maximum at 269 cm
?1
with a shoulder at 261 cm
?1
,






, and 344 cm
?1
. Since the ve-
fold degenerate Raman-active H
g
(1) mode of the isolated C
60
molecule has a frequency of
271 cm
?1
, the activity above 250 cm
?1
can be explained by a splitting of the corresponding
vibrations due to the breaking of the icosahedral symmetry.
The DF-TB Raman spectra for the dierent oligomers look very similar in the vicinity
of the H
g





A third line emerges at 300-340 cm
?1
, depending on the oligomer. Its position is a good
indicator for the actual geometry: the linear chains and the T-shaped tetramer show a
maximum at 322-334 cm
?1





























































Figure 5.9: DF-TB Raman spectra (low-frequency region) for the dimer and several trimers
in comparison to experimental data for the material irradiated at 380K (top) and 300K (bot-
tom) [102]. Theoretical intensities have been determined in the bond polarization model [49].
balls tend to be active at 300-311 cm
?1





, larger linear chains are unlikely candidates for the ac-
tual structures created in the process of laser irradiation. This conclusion also coincides
with the results for the pentagonal-pinch mode region discussed in the preceding chap-
ter. However, the discussion of the H
g
(1) splitting is unsatisfactory with respect to two
points. First, the line at 344 cm
?1
occurring in the experimental 380K spectrum cannot
be explained in a straight-forward way. Second, since the theoretical Raman activities are
based on an empirical model, their reliability is limited. For this reason, the dierence
of the observed 300K and 380K Raman signals cannot be easily interpreted in terms of
dierent structures since the line positions are very similar and the intensities deviate only





























































Figure 5.10: DF-TB Raman spectra (low-frequency region) for several trimers in comparison to
experimental data for the material irradiated at 380K (top) and 300K (bottom) [102]. Theoretical
intensities have been determined in the bond polarization model [49].
Towards the low-frequency end of the spectrum, new vibrations emerge. They are not
associated with any modes of the isolated C
60
ball. If N isolated fullerene molecules react
with each other, general arguments guarantee the creation of 6 (N ? 1) new vibrations.
They manifest themselves due to inter-ball mixing of the zero-energy translational and
rotational modes of the isolated clusters. Upon dimerization, six new vibrations are cre-









. Further, there is a torsion mode
at 23 cm
?1
































































Figure 5.11: DF-TB Raman spectra (low-frequency region) for several tetramers in comparison to
experimental data for the material irradiated at 380K (top) and 300K (bottom) [102]. Theoretical
intensities have been determined in the bond polarization model [49].
ever, only the line at 147 cm
?1
has a signicant Raman activity. By far the strongest
new Raman signal corresponds to the remaining interball mode which can be imagined
as the analog of the stretching vibration in a diatomic molecule. DF-TB predicts this
line at 89 cm
?1
. Previous theoretical studies determined its frequency between 69 cm
?1
(Ref. [106]) and 101 cm
?1
(Ref. [105]). The large discrepancy between the dierent the-
oretical models makes a higher-level estimate desirable. However, a determination of the
complete SCF-DFT Hessian matrix for such complex clusters as the C
60
dimer is numeri-
cally very expensive. For this reason, a dierent way was chosen to get a better estimate
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for the actual frequency of the new Raman-active interball mode. The principle idea it is
based on will be discussed in the following.
From eqn. (1.57), the j-th component of the force vector can be derived as a function of















; R = R?R
0
: (5.4)





























The displacement R may be expanded in terms of the vibrational eigenvectors (normal




























































































If the displacement vector R is parallel to the eigenvector of the i-th mode, the sums in
the denition of ! contain only one nonvanishing contribution, therefore ! = !
i
. Hence,
by choosing the appropriate displacement, the frequency of the i-th mode may be directly
obtained. Such a procedure is called a frozen-phonon calculation. If the actual vibrational
eigenvector is only approximately known (for instance from a calculation with a dierent
functional), ! may also depend on other eigenmodes of the system, but it must be located




. If the molecule belongs to a
certain symmetry group, the submatrices which correspond to the dierent representations
of this group can be treated independently. Therefore, eqn. (5.8) may be used to obtain
an exact upper bound for the lowest frequency !
R
min







dimer which belongs to the D
2h
symmetry group, the DF-TB vibrational
eigenvector of the new Raman-active interball mode has been chosen to perform a SCF-
LSDA frozen-phonon calculation. This procedure results in a frequency of 92 cm
?1
which
is in excellent agreement with the DF-TB value of 89 cm
?1
. Further, since the considered
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vibration is the lowest-energy mode of the A
g
representation, the frozen-phonon value
is also a strict upper bound of the correct SCF-LSDA frequency. Consequently, both
DF-TB and SCF-LSDA predict the new Raman-active interball mode of the C
60
dimer
at about 90 cm
?1
. Therefore, the dimer spectrum is in reasonable agreement with the
experimental data for the material irradiated at 380K which show a peak at 96-102 cm
?1
.
This conclusion also coincides well with the results obtained for the pentagonal-pinch mode
region.
The low-frequency spectra of the larger oligomers depend strongly on the geometric pa-
rameters of the dierent species. In principle, the most active Raman line may be located
anywhere between 47 cm
?1
(linear tetramer) and 123 cm
?1
(closed trimer-60). However,
the linear species (trimer-180 and linear tetramer) show the largest splittings between the
dierent peaks. Further, it must be emphasized that the signal at 118 cm
?1
which is ob-
served in the experimental spectra for the material modied at room temperature cannot
be explained on the basis of the calculated spectra. Although several oligomers (trimer-
60, trimer-72, trimer-90 and zigzag-tetramer) show a signicant amount of activity in this
area, the peaks below 100 cm
?1
are at least equally strong. Of course, it is possible that the
bond polarization model is not accurate enough to describe the relative intensities of the
dierent modes in this region. Also, other structures which have not yet been considered
may be important. However, it is also possible that the physics of the problem cannot be
appropriately described by isolated oligomers. In contrast to the pentagonal-pinch mode
region, the vibrational energies of the low-frequency phonons are very small. Therefore,
interactions between adjacent oligomers in the solid may be important for a quantitatively




The main objective of this work was the development of density functional based techniques
for reliable simulations of complex condensed matter systems. Dierent parts of the thesis
have dealt with various aspects of this problem. However, all contributions show a lot of
overlap. Besides, as the investigations in chapter 5 have shown, the best way to solve a
particular problem is to combine several dierent methods for its solution.
Chapter 2 has been concerned with the construction of density functional optimized (DFO)
basis sets of gaussian orbitals. Choosing an appropriate basis set is one of the rst steps in
the course of a numerical simulation and therefore crucial for a correct description of the
investigated system. The determination of the DFO gaussian exponents and contraction
coecients is based on a complete minimization of the atomic total energy and therefore
fully variational. Supplementary primitive gaussians are used to obtain a high transfer-
ability. Optimized parameters for the elements Hydrogen to Argon can be found in the
appendix. Due to the limitations of the density functional implementation which has been
used for the construction, the DFO function sets are currently restricted to s-type, p-type,
and d-type orbitals. Nevertheless, they lead to results which come very close to the limits
of the applied density functionals. If the DFO basis sets are slightly extended by includ-
ing appropriate long-range functions of higher angular momentum (DFO
+
), they are also
able to accurately describe complicated polarization phenomena. However, applications
to negatively charged systems may require the inclusion of additional long-range gaussian
orbitals. Further, it is conceivable that reductions of the basis set size by about one ra-
dial function per angular momentum are possible without a signicant loss in accuracy.
This may be achieved by contracting not only the orbitals of the free atom, but also the
additional radial functions which are simple primitive gaussians in the current scheme.
For instance, such a contraction could be based on optimizing atomic polarizabilities or
total energies for negative and positive ions. However, since a reduction by one radial
orbital will not lead to a dramatic increase in computational speed, the benets of such
an approach are questionable. Considering a reduction of the numerical eort, it should
also be pointed out that accurate equilibrium geometries can already be obtained with
signicantly smaller basis sets. Consequently, it should always be carefully checked if
the computationally more demanding DFO and DFO
+
sets may be replaced by simpler
approximations.
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A density functional application that calls for extraordinary good basis sets is the theoret-
ical prediction of infrared intensities and Raman scattering activities. The determination
of these properties requires the calculation of vibrational eigenvectors, dynamical dipole
moments, and dynamical polarizabilities. In chapter 3, it has been shown that these quan-
tities may be computed as numerical derivatives of the atomic forces with respect to small
nuclear displacements or external electric elds. Stability tests have conrmed that the
method leads to reliable results if appropriately adjusted dierentiation parameters and
strict SCF convergence criteria are used.
First applications to small molecules and clusters have shown that the accuracy of the
density functional based IR and Raman intensities is quite satisfactory. However, there
are dierences between the local-spin-density and gradient-corrected approximations of the
exchange correlation energy. While LSDA already describes the Raman spectra reasonably
well, it sometimes fails to predict the right ordering of the infrared intensities. The GGA
corrects for most of the LSDA errors, leading to a good agreement with both experimental
data and computationally expensive quantum-chemical methods. Only a few exceptions
to this rule have been found. Typically, the GGA based IR intensities of strong modes
show deviations of 10-20 percent from the experimental data. Weak modes are described
qualitatively correct. There are trends suggesting that the most substantial dierences
between LSDA and GGA occur for systems which contain hydrogen atoms. A study
on small silicon clusters [60] found very similar IR intensities for both functionals and
therefore supports this assumption. Nevertheless, further calculations are needed.
Discrepancies between the LSDA and GGA Raman scattering activities are less dramatic.
As expected, the most active vibrations can be described with a higher accuracy (typical
deviations from experiment of 20-30 percent). Further, if the scheme of nite dierencing
with respect to an external electric eld is used, reliable results can only be obtained with
well-converged wavefunctions. Although basis set dependences of the spectra have only
been investigated for a few molecules, these results suggest that proper polarization func-
tions are absolutely necessary in order to obtain a reasonable agreement with experiment.
Yamaguchi et.al. [54] found a similar behavior in calculations of infrared intensities based
on Hartree-Fock and conguration-interaction methods. It is possible that basis set de-
pendences play a less important role in larger systems since gaussians located on adjacent
atoms may replace the missing polarization functions. For example, Quong et.al. [113] de-
rived good results for the C
60
(fullerene) polarizability using a limited sp -basis. However,
to what extent this compensation eect works also for the IR and Raman spectra remains
to be determined.
Probably the most exciting aspect of this work is the ability to relate structural and vibra-
tional properties. This information will be very helpful for the establishment of structural
models on the basis of experimental and theoretical IR and Raman data. For example, the
technique has already been applied to study intermediate-size silicon clusters [114]. Future
methodical research should try to go beyond the harmonic approximation for the vibra-
tional modes. Unfortunately, the inclusion of higher-order terms in the energy expansion
leads to an explosive increase of the numerical eort. However, as a rst approximation,
one could neglect changes to the vibrational eigenvectors and only consider frequency
changes due to diagonal anharmonicity.
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A signicant reduction of the computational costs can always be achieved if approximate
density functional methods such as the DF-TB scheme are applied. In chapter 4, modi-
cations of this technique have been presented and rationalized. Without introducing any
new adjustable parameters, the transferability and applicability of the model has been
signicantly improved. A variety of test calculations for carbon and carbon-hydrogen
systems has established the reliability of DF-TB for the determination of equilibrium ge-
ometries, cohesive energies, and vibrational properties. Except for a few systematic errors
which may possibly be eliminated by a more advanced t of the short-range repulsive
potential, phonon frequencies can be found within 10 percent of the experimental values.
Atomization energies of hydrocarbons show less overbinding than in full-potential LSDA
calculations. However, the latter methods usually lead to better reaction energies due to
a more ecient error cancellation.
Further, a way for extending the DF-TB scheme to systems with large charge transfers
has been suggested. The formalism leads to a self-consistent method (SC-DF-TB) and
signicant improvements in the description of many heteronuclear molecules. However,
this part of the methodical development is not nished and further studies will be necessary
to optimize the performance of the model.
Regarding future work, at least two things should be pointed out. First, a detailed analysis
of the remaining DF-TB errors has lead to the conclusion that the current scheme overes-
timates binding energies for structures with low coordination (few nearest-neighbors) and
underestimates binding energies for structures with high coordination. The main reason
for this problem is most likely the complete neglect of crystal eld integrals. Therefore,
introducing a weak dependence of the diagonal (on-site) Hamiltonian matrix elements
on the environment (nearest neighbors) of the corresponding atom may lead to further
improvements. Second, very recently, it has been found that the functional form (4.28)
for 
AB
in the SC-DF-TB approximation causes numerical problems for periodic systems.







decays rather slowly as the distance R
AB
between the two atoms increases.
Currently, a more suitable form for 
AB
is developed. It is based on the exact expression
for the Coulomb interaction of two s-type Slater-orbitals and overcomes the convergence







now decays exponentially with R
AB
.
In the last part of this work, the advantages of the DF-TB method have been exploited
in an investigation of structure, cohesive energies, and vibrational modes for several C
60
oligomers. The resulting ground-state geometries, characterized by four-membered square
rings between adjacent molecules, are almost completely relaxed with respect to more so-
phisticated SCF-DFT techniques which demonstrates that the approximate scheme works
exceptionally well for these systems. The investigations presented here also show that it
makes a lot of sense to combine approximate and full-potential methods in order to obtain
accurate and reliable results.
The energy gain per square ring is found to be almost a constant if the angles between the
centers of the individual balls are 90

or larger. DF-TB predicts an energy gain per square
ring of about 0.3 eV with respect to isolated C
60
molecules. This value is also conrmed
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by a SCF-GGA calculation. Considering the small energy dierence, the accuracy of
currently available density functionals, and the fact that the inclusion of entropy in the
simulation may also alter the results for nite temperatures, a clear conclusion about the
relative stability of oligomers and individual molecules is dicult. However, all species
are locally stable, that means, they are separated by a transformation barrier. Using the
DF-TB energy functional, an upper limit for the dimer dissociation energy of 1.6 eV was
found. This value is close to the experimental estimate of 1.25 eV.
Raman spectra for all considered structures have been calculated within the bond polariza-
tion model. Experimentally observed shifts for the pentagonal-pinch mode are reproduced
very well. A simple rule for the change of the peak position as a function of the local
bonding environment was found. Comparisons between experimental and theoretical data
strongly suggest that the material modied at 380K is dominated by dimers. Further, the
oligomers contained in the solid irradiated at room temperature probably consist of balls
which possess either one or two square-ring connections to their neighbors. Larger linear
oligomers are unlikely candidates.
The interpretation of the low-frequency spectra is not as straight-forward. For the C
60
dimer, a new Raman-active interball mode is predicted at about 90 cm
?1
. This value
is conrmed by a SCF-LSDA frozen-phonon calculation and can be related to the peak
at 96-102 cm
?1
that appears in the Raman data of the material which was exposed to
the laser light at 380K. On the other hand, the Raman signal at 118 cm
?1
which was
experimentally found for the solid irradiated at room temperature cannot be satisfactorily
explained by the calculated spectra. The most likely explanations for this discrepancy are:
1. Other structures than the ones considered here are important.
2. The bond polarization model is not accurate enough.
3. Interactions between dierent oligomers need to be considered.
In principle, it would be possible to include van-der-Waals forces between the dierent
oligomer species explicitly in the DF-TB model. Also, the bond polarization model may be
replaced by a combination of DF-TB vibrational eigenvectors and SCF-LSDA dynamical
polarizabilities. The latter can be derived using the formalism discussed in chapter 3.
Since this procedure requires only a total of 13 SCF-calculations, the application to larger
systems should be feasible with current computer technology.
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Appendix
A. DFO Gaussian Exponents and Contraction Coecients
The following tables contain the gaussian exponents and contraction coecients used by

































7:7841E+1 3:7657E?2 1:0643E+3 5:1628E?2
1:1534E+1 7:0363E?2 1:5952E+2 9:6611E?2
2:6139E+0 1:1315E?1 3:6119E+1 1:6490E?1
7:3217E?1 1:3939E?1 1:0170E+1 2:4921E?1
2:2838E?1 1:0916E?1 3:2747E+0 3:0289E?1




3:2002E+3 8:7121E?2 ?1:5568E?2 5:8595E+3 1:3567E?1 ?2:7969E?2
4:7796E+2 1:6303E?1 ?2:9089E?2 8:7762E+2 2:5396E?1 ?5:1707E?2
1:0846E+2 2:7882E?1 ?5:0146E?2 1:9917E+2 4:3429E?1 ?9:0622E?2
3:0623E+1 4:3200E?1 ?7:8375E?2 5:6263E+1 6:7503E?1 ?1:3924E?1
9:9259E+0 5:6522E?1 ?1:0710E?1 1:8270E+1 8:9178E?1 ?1:9889E?1
3:4887E+0 5:6081E?1 ?1:1675E?1 6:4737E+0 9:0249E?1 ?2:1428E?1
1:2821E+0 3:6360E?1 ?9:8758E?2 2:4457E+0 5:7998E?1 ?1:9429E?1
4:6694E?1 9:2471E?2 ?4:0081E?2 9:3417E?1 1:5360E?1 ?6:6345E?2
7:6048E?2 1:0328E?3 5:3626E?2 1:8170E?1 2:1076E?3 1:0913E?1










1:7152E+4 1:4192E?1 ?3:1179E?2 1:4044E?2
2:5393E+3 2:6719E?1 ?5:9043E?2 1:9915E?2
5:7291E+2 4:6153E?1 ?1:0151E?1 4:2824E?2
1:6109E+2 7:3841E?1 ?1:6556E?1 6:0121E?2
5:2188E+1 1:0650E+0 ?2:4188E?1 1:0257E?1
1:8618E+1 1:2791E+0 ?3:1634E?1 1:2703E?1
7:0554E+0 1:1474E+0 ?3:2691E?1 1:6912E?1
2:7761E+0 5:6979E?1 ?2:4008E?1 1:6515E?1
1:0866E+0 8:5085E?2 ?4:1735E?2 1:4907E?1
4:1014E?1 ?9:8861E?4 1:3979E?1 9:2850E?2
1:5188E?1 3:2488E?4 1:0510E?1 3:2778E?2
5:4761E?2 ?4:3042E?5 1:2746E?2 5:4911E?3
Carbon
2:2213E+4 1:9792E?1 ?4:5005E?2 2:3139E?2
3:3317E+3 3:6999E?1 ?8:4621E?2 4:2649E?2
7:5790E+2 6:3645E?1 ?1:4497E?1 7:4659E?2
2:1454E+2 1:0125E+0 ?2:3536E?1 1:2024E?1
6:9925E+1 1:4481E+0 ?3:4215E?1 1:8351E?1
2:5086E+1 1:7174E+0 ?4:4595E?1 2:4707E?1
9:5910E+0 1:4932E+0 ?4:5264E?1 3:0714E?1
3:8025E+0 6:8987E?1 ?3:2216E?1 3:1373E?1
1:4892E+0 8:6072E?2 ?1:2988E?2 2:6726E?1
5:7488E?1 ?1:6567E?3 2:0135E?1 1:4757E?1
2:1495E?1 3:7766E?4 1:2770E?1 4:7586E?2
7:7210E?2 ?4:7105E?5 1:4135E?2 7:2796E?3
Nitrogen
5:1751E+4 1:9198E?1 ?4:4608E?2 3:1391E?2
7:8062E+3 3:5748E?1 ?8:3006E?2 4:7941E?2
1:7858E+3 6:1558E?1 ?1:4346E?1 9:6247E?2
5:0741E+2 9:9261E?1 ?2:3224E?1 1:4124E?1
1:6585E+2 1:4821E+0 ?3:5408E?1 2:3642E?1
5:9845E+1 1:9555E+0 ?4:8686E?1 3:1894E?1
2:3135E+1 2:0849E+0 ?5:8383E?1 4:3500E?1
9:4185E+0 1:5124E+0 ?5:3027E?1 4:8426E?1










1:6227E+0 3:7178E?2 1:0179E?1 3:6632E?1
6:5267E?1 ?3:8092E?4 2:5102E?1 1:7512E?1
2:5437E?1 3:0738E?5 1:2355E?1 5:1871E?2
9:4112E?2 ?1:1451E?6 1:1009E?2 7:2473E?3
Oxygen
6:1210E+4 2:4845E?1 ?5:8377E?2 4:8031E?2
9:1917E+3 4:6407E?1 ?1:0919E?1 7:6731E?2
2:0947E+3 8:0003E?1 ?1:8843E?1 1:4934E?1
5:9355E+2 1:2883E+0 ?3:0608E?1 2:2418E?1
1:9365E+2 1:9123E+0 ?4:6280E?1 3:6838E?1
6:9779E+1 2:4843E+0 ?6:3527E?1 5:0024E?1
2:6940E+1 2:5659E+0 ?7:4235E?1 6:7649E?1
1:0934E+1 1:7103E+0 ?6:5087E?1 7:3907E?1
4:5657E+0 4:8628E?1 ?2:8503E?1 7:0963E?1
1:8841E+0 2:1286E?2 1:9459E?1 4:9546E?1
7:5531E?1 3:8764E?4 3:0018E?1 2:1311E?1
2:9155E?1 ?1:2732E?4 1:2051E?1 5:7317E?2
1:0492E?1 1:8053E?5 7:3046E?3 6:2809E?3
Fluorine
1:2317E+5 2:3558E?1 ?5:5839E?2 4:9009E?2
1:8655E+4 4:3762E?1 ?1:0359E?1 9:0599E?2
4:2847E+3 7:5247E?1 ?1:7881E?1 1:5694E?1
1:2232E+3 1:2166E+0 ?2:8943E?1 2:5494E?1
4:0167E+2 1:8453E+0 ?4:4661E?1 3:9700E?1
1:4579E+2 2:5514E+0 ?6:3437E?1 5:8175E?1
5:6946E+1 3:0041E+0 ?8:1452E?1 7:8546E?1
2:3493E+1 2:6829E+0 ?8:5384E?1 9:7140E?1
1:0034E+1 1:4055E+0 ?6:4478E?1 1:0175E+0
4:3438E+0 2:6098E?1 ?1:1424E?1 8:8813E?1
1:8682E+0 2:5556E?3 3:1672E?1 5:3258E?1
7:8069E?1 7:5461E?4 3:0419E?1 2:0974E?1
3:1498E?1 ?1:6460E?4 1:0058E?1 5:3588E?2












1:5701E+5 2:7366E?1 ?6:5212E?2 6:6217E?2
2:3572E+4 5:1077E?1 ?1:2157E?1 1:1994E?1
5:3844E+3 8:8022E?1 ?2:1026E?1 2:1185E?1
1:5302E+3 1:4266E+0 ?3:4132E?1 3:4071E?1
5:0048E+2 2:1692E+0 ?5:2772E?1 5:3674E?1
1:8095E+2 3:0092E+0 ?7:5311E?1 7:8358E?1
7:0429E+1 3:5557E+0 ?9:7053E?1 1:0709E+0
2:8979E+1 3:1676E+0 ?1:0198E+0 1:3183E+0
1:2366E+1 1:6394E+0 ?7:6232E?1 1:3898E+0
5:3509E+0 2:9448E?1 ?1:1562E?1 1:1964E+0
2:3014E+0 2:3836E?3 3:8173E?1 6:9902E?1
9:6135E?1 8:5642E?4 3:5349E?1 2:6938E?1
3:8663E?1 ?1:8297E?4 1:1505E?1 6:7641E?2
1:4433E?1 2:2914E?5 5:4727E?3 7:0685E?3
Sodium
2:5145E+5 2:7459E?1 ?6:7527E?2 7:4755E?2 1:2497E?2
3:8008E+4 5:1068E?1 ?1:2552E?1 1:4990E?1 2:3246E?2
8:7157E+3 8:7993E?1 ?2:1676E?1 2:4541E?1 4:0104E?2
2:4831E+3 1:4294E+0 ?3:5276E?1 4:1690E?1 6:5369E?2
8:1351E+2 2:1932E+0 ?5:4769E?1 6:3284E?1 1:0137E?1
2:9457E+2 3:1199E+0 ?7:9698E?1 9:6304E?1 1:4804E?1
1:1496E+2 3:9044E+0 ?1:0635E+0 1:3144E+0 1:9767E?1
4:7460E+1 3:9162E+0 ?1:2157E+0 1:7132E+0 2:2854E?1
2:0410E+1 2:5761E+0 ?1:0614E+0 1:8869E+0 2:0182E?1
9:0260E+0 7:6442E?1 ?4:5245E?1 1:7883E+0 9:0193E?2
3:9981E+0 4:5356E?2 2:8912E?1 1:2424E+0 ?6:1559E?2
1:7348E+0 5:9172E?4 5:0046E?1 5:7398E?1 ?1:2079E?1
7:3800E?1 ?2:2499E?4 2:5813E?1 1:7053E?1 ?9:8104E?2
2:9694E?1 4:8782E?5 3:0763E?2 2:2957E?2 ?1:5555E?2
7:1154E?2 ?5:4181E?6 ?1:5306E?4 2:2344E?4 5:2854E?2














3:1533E+5 3:0566E?1 ?7:7347E?2 9:7126E?2 1:7598E?2
4:7654E+4 5:6865E?1 ?1:4383E?1 1:9426E?1 3:2782E?2
1:0925E+4 9:7975E?1 ?2:4833E?1 3:1863E?1 5:6457E?2
3:1148E+3 1:5900E+0 ?4:0376E?1 5:3981E?1 9:2129E?2
1:0222E+3 2:4394E+0 ?6:2645E?1 8:1943E?1 1:4240E?1
3:7091E+2 3:4803E+0 ?9:1356E?1 1:2468E+0 2:0913E?1
1:4512E+2 4:3966E+0 ?1:2269E+0 1:7104E+0 2:7997E?1
6:0091E+1 4:4991E+0 ?1:4234E+0 2:2437E+0 3:3062E?1
2:5955E+1 3:0841E+0 ?1:2784E+0 2:5041E+0 2:9825E?1
1:1558E+1 9:9795E?1 ?6:0014E?1 2:4110E+0 1:5017E?1
5:1717E+0 7:3800E?2 2:8572E?1 1:7219E+0 ?7:8652E?2
2:2808E+0 4:0967E?4 6:0678E?1 8:2338E?1 ?1:8223E?1
1:0019E+0 ?1:9369E?4 3:3346E?1 2:4325E?1 ?1:5925E?1
4:2548E?1 5:2478E?5 4:5785E?2 3:2424E?2 ?2:2834E?2
1:1826E?1 ?6:7440E?6 ?3:2439E?5 3:2785E?4 9:0485E?2
4:2680E?2 1:0897E?6 2:2476E?5 ?1:6021E?5 3:3964E?2
Aluminum
2:9122E+5 3:9162E?1 ?1:0164E?1 1:5223E?1 2:6778E?2 ?2:8662E?2
4:3386E+4 7:3522E?1 ?1:9070E?1 2:7381E?1 5:0309E?2 ?5:8644E?2
9:8343E+3 1:2731E+0 ?3:3111E?1 4:9016E?1 8:7189E?2 ?9:5644E?2
2:7758E+3 2:0716E+0 ?5:4017E?1 7:8613E?1 1:4265E?1 ?1:6411E?1
9:0272E+2 3:1655E+0 ?8:3799E?1 1:2489E+0 2:2077E?1 ?2:4829E?1
3:2489E+2 4:4297E+0 ?1:2081E+0 1:8282E+0 3:2037E?1 ?3:7764E?1
1:2608E+2 5:3190E+0 ?1:5774E+0 2:5407E+0 4:1843E?1 ?5:1117E?1
5:1828E+1 4:8428E+0 ?1:6991E+0 3:1554E+0 4:6020E?1 ?6:5397E?1
2:2179E+1 2:5892E+0 ?1:2978E+0 3:3992E+0 3:5686E?1 ?6:9879E?1
9:6715E+0 4:9271E?1 ?2:2408E?1 2:9263E+0 7:0558E?2 ?6:2749E?1
4:2191E+0 5:4936E?3 6:4037E?1 1:7057E+0 ?2:1652E?1 ?3:6978E?1
1:8344E+0 1:6354E?3 6:3323E?1 6:3358E?1 ?2:7598E?1 ?1:4928E?1
7:7682E?1 ?4:1429E?4 1:6377E?1 1:1192E?1 ?1:2574E?1 3:5642E?3
2:6565E?1 8:1687E?5 2:6723E?3 3:0858E?3 9:4994E?2 4:4241E?2
1:0428E?1 ?1:9865E?5 9:7176E?6 ?1:4735E?4 9:1559E?2 2:4297E?2














3:4382E+5 4:3351E?1 ?1:1498E?1 1:8878E?1 3:3036E?2 ?4:1415E?2
5:1581E+4 8:1019E?1 ?2:1478E?1 3:4040E?1 6:1795E?2 ?8:3002E?2
1:1757E+4 1:3993E+0 ?3:7186E?1 6:0520E?1 1:0680E?1 ?1:3668E?1
3:3334E+3 2:2736E+0 ?6:0590E?1 9:7182E?1 1:7450E?1 ?2:3205E?1
1:0879E+3 3:4741E+0 ?9:3914E?1 1:5392E+0 2:6989E?1 ?3:5304E?1
3:9270E+2 4:8760E+0 ?1:3575E+0 2:2590E+0 3:9267E?1 ?5:3496E?1
1:5281E+2 5:9070E+0 ?1:7822E+0 3:1471E+0 5:1598E?1 ?7:2984E?1
6:2999E+1 5:4838E+0 ?1:9493E+0 3:9397E+0 5:7641E?1 ?9:3786E?1
2:7056E+1 3:0532E+0 ?1:5311E+0 4:2896E+0 4:6072E?1 ?1:0184E+0
1:1870E+1 6:3253E?1 ?3:3412E?1 3:7476E+0 1:1359E?1 ?9:2701E?1
5:2287E+0 1:0914E?2 7:1069E?1 2:2405E+0 ?2:6608E?1 ?5:6642E?1
2:3110E+0 2:0807E?3 7:5863E?1 8:4577E?1 ?3:6516E?1 ?2:2818E?1
1:0044E+0 ?5:8177E?4 2:0918E?1 1:4951E?1 ?1:7256E?1 1:0294E?2
3:7072E?1 1:2432E?4 4:7074E?3 4:3648E?3 1:3060E?1 7:5759E?2
1:4524E?1 ?2:8212E?5 ?4:0325E?5 ?1:4894E?4 1:1763E?1 3:7061E?2
5:3956E?2 3:7270E?6 ?7:2182E?6 1:0586E?5 1:1358E?2 6:7007E?3
Phosphorus
6:0955E+5 3:8579E?1 ?1:0424E?1 1:7404E?1 3:1729E?2 ?4:7827E?2
9:2555E+4 7:1580E?1 ?1:9335E?1 3:5180E?1 5:8879E?2 ?8:5230E?2
2:1282E+4 1:2331E+0 ?3:3362E?1 5:7035E?1 1:0154E?1 ?1:5145E?1
6:0758E+3 2:0050E+0 ?5:4338E?1 9:7499E?1 1:6556E?1 ?2:4225E?1
1:9949E+3 3:0916E+0 ?8:4554E?1 1:4740E+0 2:5751E?1 ?3:8470E?1
7:2425E+2 4:4716E+0 ?1:2459E+0 2:2651E+0 3:8057E?1 ?5:7030E?1
2:8374E+2 5:8390E+0 ?1:7112E+0 3:1464E+0 5:2400E?1 ?8:1685E?1
1:1785E+2 6:3875E+0 ?2:0813E+0 4:2315E+0 6:4462E?1 ?1:0786E+0
5:1236E+1 5:0127E+0 ?2:0487E+0 4:9253E+0 6:4561E?1 ?1:2933E+0
2:3064E+1 2:1252E+0 ?1:2594E+0 5:0410E+0 4:1548E?1 ?1:3257E+0
1:0493E+1 2:8041E?1 9:8125E?2 3:9555E+0 ?3:5019E?2 ?1:0939E+0
4:7682E+0 8:5772E?5 9:4762E?1 2:1201E+0 ?4:0147E?1 ?6:0279E?1
2:1796E+0 7:7735E?4 6:7359E?1 6:6900E?1 ?4:0936E?1 ?1:8342E?1
9:8769E?1 ?1:8843E?4 1:2365E?1 8:7606E?2 ?9:9641E?2 6:2959E?2
4:1586E?1 4:0833E?5 1:0503E?3 1:4862E?3 1:8869E?1 1:0313E?1
1:6795E?1 ?7:9838E?6 1:4038E?4 1:3694E?5 1:1633E?1 4:2196E?2














6:7259E+5 4:3336E?1 ?1:1902E?1 2:1687E?1 3:7718E?2 ?6:2098E?2
1:0147E+5 8:0765E?1 ?2:2171E?1 4:3455E?1 7:0350E?2 ?1:1427E?1
2:3206E+4 1:3947E+0 ?3:8358E?1 7:1295E?1 1:2151E?1 ?1:9941E?1
6:5978E+3 2:2707E+0 ?6:2549E?1 1:2120E+0 1:9865E?1 ?3:2421E?1
2:1592E+3 3:5025E+0 ?9:7448E?1 1:8440E+0 3:0880E?1 ?5:0987E?1
7:8172E+2 5:0576E+0 ?1:4348E+0 2:8234E+0 4:5720E?1 ?7:6243E?1
3:0552E+2 6:5643E+0 ?1:9664E+0 3:9301E+0 6:2660E?1 ?1:0845E+0
1:2665E+2 7:0735E+0 ?2:3706E+0 5:2597E+0 7:6807E?1 ?1:4368E+0
5:4962E+1 5:3605E+0 ?2:2901E+0 6:0828E+0 7:5231E?1 ?1:7044E+0
2:4715E+1 2:1077E+0 ?1:3054E+0 6:1266E+0 4:5753E?1 ?1:7331E+0
1:1237E+1 2:3816E?1 2:3760E?1 4:6480E+0 ?9:6312E?2 ?1:3839E+0
5:1182E+0 ?1:8160E?4 1:1182E+0 2:3851E+0 ?5:0995E?1 ?7:3479E?1
2:3326E+0 3:5436E?4 6:8510E?1 6:7530E?1 ?4:7845E?1 ?1:7375E?1
1:0388E+0 ?5:2650E?5 9:3647E?2 6:6349E?2 ?3:4956E?2 1:2195E?1
4:5491E?1 7:5847E?6 ?7:6802E?4 1:0982E?4 2:3406E?1 1:2680E?1
1:8610E?1 ?9:5846E?7 2:4151E?4 7:7896E?5 1:1040E?1 4:5081E?2
7:1386E?2 8:9953E?8 ?2:7058E?5 ?6:8062E?6 6:7965E?3 5:3524E?3
Chlorine
7:6480E+5 4:7324E?1 ?1:3182E?1 2:5940E?1 4:3054E?2 ?7:6887E?2
1:1565E+5 8:8038E?1 ?2:4514E?1 5:1573E?1 8:0170E?2 ?1:4379E?1
2:6504E+4 1:5189E+0 ?4:2369E?1 8:4897E?1 1:3831E?1 ?2:4743E?1
7:5462E+3 2:4723E+0 ?6:9079E?1 1:4385E+0 2:2614E?1 ?4:0600E?1
2:4719E+3 3:8138E+0 ?1:0761E+0 2:1930E+0 3:5139E?1 ?6:3401E?1
8:9553E+2 5:5112E+0 ?1:5856E+0 3:3532E+0 5:2091E?1 ?9:5336E?1
3:5020E+2 7:1696E+0 ?2:1769E+0 4:6804E+0 7:1497E?1 ?1:3528E+0
1:4528E+2 7:7609E+0 ?2:6351E+0 6:2707E+0 8:8088E?1 ?1:8027E+0
6:3111E+1 5:9338E+0 ?2:5633E+0 7:2875E+0 8:6875E?1 ?2:1428E+0
2:8422E+1 2:3711E+0 ?1:4836E+0 7:3676E+0 5:3858E?1 ?2:1976E+0
1:2960E+1 2:7689E?1 2:4128E?1 5:6132E+0 ?1:0405E?1 ?1:7615E+0
5:9388E+0 ?6:0869E?5 1:2611E+0 2:8899E+0 ?5:9933E?1 ?9:4275E?1
2:7236E+0 4:5112E?4 7:7439E?1 8:0638E?1 ?5:6877E?1 ?2:0573E?1
1:2172E+0 ?7:4195E?5 1:0320E?1 7:4447E?2 ?1:7264E?2 1:7623E?1
5:3806E?1 1:2448E?5 ?1:0805E?3 ?6:1455E?5 2:7177E?1 1:6070E?1
2:2181E?1 ?1:8367E?6 2:9544E?4 9:6720E?5 1:2154E?1 5:3861E?2














8:6961E+5 5:1284E?1 ?1:4464E?1 3:0606E?1 4:8348E?2 ?9:3056E?2
1:3139E+5 9:5446E?1 ?2:6911E?1 6:0434E?1 9:0076E?2 ?1:7652E?1
3:0098E+4 1:6471E+0 ?4:6518E?1 9:9993E?1 1:5541E?1 ?3:0068E?1
8:5665E+3 2:6813E+0 ?7:5863E?1 1:6884E+0 2:5418E?1 ?4:9715E?1
2:8055E+3 4:1381E+0 ?1:1820E+0 2:5815E+0 3:9506E?1 ?7:7232E?1
1:0160E+3 5:9865E+0 ?1:7439E+0 3:9424E+0 5:8644E?1 ?1:1671E+0
3:9717E+2 7:8034E+0 ?2:3980E+0 5:5193E+0 8:0628E?1 ?1:6536E+0
1:6476E+2 8:4751E+0 ?2:9126E+0 7:3990E+0 9:9719E?1 ?2:2140E+0
7:1590E+1 6:5180E+0 ?2:8467E+0 8:6356E+0 9:8894E?1 ?2:6363E+0
3:2265E+1 2:6286E+0 ?1:6631E+0 8:7470E+0 6:2013E?1 ?2:7206E+0
1:4746E+1 3:1250E?1 2:5444E?1 6:6750E+0 ?1:1469E?1 ?2:1838E+0
6:7961E+0 1:5115E?4 1:4090E+0 3:4334E+0 ?6:9387E?1 ?1:1718E+0
3:1380E+0 4:9767E?4 8:6241E?1 9:4404E?1 ?6:5910E?1 ?2:3507E?1
1:4100E+0 ?7:8849E?5 1:1259E?1 8:2907E?2 4:6165E?3 2:4110E?1
6:2529E?1 1:2440E?5 ?1:3019E?3 ?1:7636E?4 3:0896E?1 1:9756E?1
2:5927E?1 ?1:7243E?6 3:3729E?4 1:0936E?4 1:3233E?1 6:2925E?2
1:0038E?1 1:7191E?7 ?3:7548E?5 ?9:2493E?6 8:1165E?3 6:8552E?3
B. Unit Conversions
Since the SI-system of units is based on macroscopic quantities, it leads to unwieldy
numbers in atomic-scale simulations. For this reason, most programs use natural or atomic


































= 2:41888  10
?17
s.
Atomic units for other quantities may be derived by combining the above values. For










Frequently, the following non-SI units are also used in atomic-scale calculations:
Length: 1

A = 1:00000  10
?10
m
Energy: 1 eV = 1:60219  10
?19
J
Mass: 1 amu = 1:66057  10
?27
kg
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1. Es wurde ein wohldeniertes Verfahren zur Erzeugung von Dichtefunktional-opti-
mierten (DFO) Basiss

atzen aus kontrahierten Gaussorbitalen vorgestellt. Die Be-
rechnung der Exponenten und Kontraktionskoezienten erfolgt auf der Grundla-





Parametern. Auerdem wird eine Minimierung der Basissatz-Superpositionsfehler
erreicht.
2. Die DFO Basiss

atze zeichnen sich bei der Berechnung verschiedenster Eigenschaften
durch eine hohe Genauigkeit aus. Speziell zur Bestimmung von Dipolmomenten und





atze. Allerdings nehmen die Unterschiede mit steigender Systemgr

oe ab, was








ahigkeit moderner Dichtefunktionale zur Bestimmung von Infrarotab-
sorptions-Intensit

aten und Ramanstreuquerschnitten wurde erstmals systematisch
f

ur verschiedene experimentell gut charakterisierte Molek

ule untersucht. Es zeigt
sich, da dabei mit einem erheblich kleineren rechentechnischen Aufwand die Ge-
nauigkeit aufwendiger quantenchemischer Verfahren (CI) erreicht werden kann.
4. Die Simulation der Spektren erfolgt durch eine Kombination von Schwingungsmo-
den, dynamischen Dipolmomenten und dynamischen Polarisierbarkeiten. Zur Be-
stimmung dieser Gr

oen wird ein auf numerischer Dierentiation basierendes Sche-
ma vorgeschlagen. Konvergenzuntersuchungen zeigen, da diese Methode bei sinnvol-
ler Wahl der numerischen Parameter stabil arbeitet. Die Verwendung von strikten
Konvergenzkriterien f

ur den Selbstkonsistenz-Zyklus ist dabei von entscheidender
Bedeutung.










at. Mehrere Polarisationsfunktionen pro Atom (z.B. DFO
+
Basis)
sind notwendig, um zuverl

assige Resultate zu erzielen.
6. Lokale und gradientenkorrigierte Dichtefunktionale unterscheiden sich zum Teil er-







ur Systeme mit Wassersto. Die gradientenkorrigierten Funktionale liefern in
der Regel bessere Ergebnisse. Typische Abweichungen zwischen den GGA-Resultaten
129
und den experimentellen Daten liegen f

ur die am st

arksten IR-aktiven Moden bei 10
bis 20 Prozent. Schw

achere Banden werden qualitativ korrekt beschrieben.
7. Bei der Berechnung von Raman-Aktivit

aten treten nur kleine Abweichungen zwi-




arksten Raman-Linien liegen die Dierenzen
zu den experimentell bestimmten Werten im Mittel bei 20 bis 30 Prozent. Schwach
aktive Moden werden auch hier qualitativ korrekt beschrieben.
8. Es wurden methodische Verbesserungen der approximativen Dichtefunktional-Me-











ur Systeme aus Kohlensto mit
und ohne Wassersto zeigen, da das modizierte Schema zur Berechnung von Struk-





orpern geeignet ist. Die wichtige Forderung der Transferabilit

at




9. Das Auftreten groer Ladungstransfers zwischen verschiedenen Atomen macht eine
Erweiterung des DF-TB-Formalismus in Richtung einer Atomladungs-Selbstkonsi-
stenz notwendig. Dieser Schritt erfordert die Einf

uhrung eines neuen Parameters,
der jedoch direkt berechnet oder aus experimentellen Daten abgeleitet werden kann.






atigen, da das erweiterte
Modell (SC-DF-TB) f

ur diese Systeme wesentlich besser als DF-TB arbeitet.
10. DF-TB und vollst

andig selbstkonsistente Dichtefunktionale wurden zur Charakteri-
sierung von C
60
-Oligomeren eingesetzt. Dabei hat sich gezeigt, da beide Methoden
praktisch identische Gleichgewichtsstrukturen liefern.




ulen, die durch einen quadratischen
Ring miteinander verbunden sind. Diese Struktur entsteht durch eine 66/66 2+2
Zykloaddition. F

ur die Bindungsenergie pro Ring wird ein Wert von etwa 0.3 eV
vorhergesagt, die DF-TB-Barriere f

ur eine Dissoziation dieses Rings liegt bei 1.6 eV.
12. Ramanspektren f

ur die verschiedenen Oligomere wurden durch Kombination von





ur die Verschiebung der pentagonal-pinch-Mode als Funktion der lo-
kalen Bindungsgeometrie gefunden werden.
13. Ein Vergleich der berechneten Oligomer-Ramanspektren mit den experimentellen










14. Die Ramanspektren des bei 300K modizierten Materials zeigen groe

Ahnlich-
keiten mit einigen der berechneten Trimer- und Tetramer-Spektren, k

onnen aber
keiner Struktur direkt zugeordnet werden. Auerdem ist die

Ubereinstimmung zwi-
schen Theorie und Experiment in diesem Fall noch nicht ganz zufriedenstellend.
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