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Abstract
The class of α-stable distributions enjoys multiple practical applications in signal processing, finance, biology
and other areas because it allows to describe interesting and complex data patterns, such as asymmetry or
heavy tails, in contrast with the simpler and widely used Gaussian distribution. The density associated with
a general α-stable distribution cannot be obtained in closed form, which hinders the process of estimating
its parameters. A nonlinear population Monte Carlo (NPMC) scheme is applied in order to approximate the
posterior probability distribution of the parameters of an α-stable random variable given a set of random re-
alizations of the latter. The approximate posterior distribution is computed by way of an iterative algorithm
and it consists of a collection of samples in the parameter space with associated nonlinearly-transformed
importance weights. A numerical comparison of the main existing methods to estimate the α-stable param-
eters is provided, including the traditional frequentist techniques as well as a Markov chain Monte Carlo
(MCMC) and a likelihood-free Bayesian approach. It is shown by means of computer simulations that the
NPMC method outperforms the existing techniques in terms of parameter estimation error and failure rate
for the whole range of values of α, including the smaller values for which most existing methods fail to work
properly. Furthermore, it is shown that accurate parameter estimates can often be computed based on a
low number of observations. Additionally, numerical results based on a set of real fish displacement data
are provided.
Keywords: Animal movement; Le´vy Process; α-stable distributions; Bayesian inference; Importance
Sampling.
1. Introduction
1.1. α-stable distributions
The family of α-stable distributions [1] is a rich class of probability distributions that displays many
patterns of shapes, allowing for asymmetry and heavy tails, opposite to the widely used, but more restrictive,
Gaussian distribution. The class of α-stable distributions has been found suitable for statistical modelling
in signal processing, finance and biology, among other fields [1]. For this reason, efficient computational
algorithms for the estimation of the parameters of α-stable distributions in practical setups are needed.
A random variable is stable if a linear combination of two independent copies of the variable has the
same distribution, up to location and scale parameters. An α-stable distribution is a generalization of the
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Gaussian distribution and stems from a more general version of the central limit theorem, avoiding the
assumption of finite variance [1].
We denote a general α-stable distribution as S(α, β, γ, δ), where α ∈ (0, 2] is a stability index (or
characteristic exponent), β ∈ [−1, 1] is a skewness parameter, and γ > 0 and δ ∈ R determine the scale
and location, respectively. The “shape” of the distribution is determined by α and β: lower values of
α correspond to heavier tails and a sharper peak, while β determines the degree and sign of asymmetry
(β > 0 corresponding to right-skewness). As α→ 2, the distribution approaches a (non-standard) Gaussian
distribution, and β becomes less meaningful and harder to estimate accurately. As α → 0, the effect of β
becomes more pronounced, the density gets extremely high at the peak and the tails become heavier. Stable
distributions have one single tail for α < 1 and β = ±1, and both tails otherwise. The mean of an α-stable
distribution is only defined if 1 < α ≤ 2 and the variance is only finite for α = 2 (Gaussian case).
Distributions of the α-stable class have several specific mathematical properties. All (non-degenerate)
stable distributions are unimodal, continuous and have an infinitely differentiable probability density function
(pdf) [1]. However, the pdf is not available in closed form except for a few particular cases (Gaussian,
Cauchy and Le´vy) [1], a fact that has hampered a broader use of stable distributions in practice. The
α-stable distribution is generally specified in terms of its characteristic function Φ(u) = E[exp(iuX)], where
E[·] denotes expectation, X is the random variable and i = √−1. In this work we consider the so called
0-parameterization [1] of the characteristic function
Φ(u) =
{
exp
{
iδu− γα|u|α [1 + iβ tan(πα2 )sign(u)(|γu|(1−α) − 1)]} , if α 6= 1
exp
{
iδu− γ|u| [1 + iβ 2π sign(u) log(γ|u|)]} , if α = 1 .
This parameterization is continuous in all the parameters and is more suitable for numerical work and
statistical inference than alternative representations that can be found in the literature [1]. It has to be
noted that, under the 0-parameterization, the scale parameter is not the standard deviation (even in the
Gaussian case). On the other hand, for 1 < α ≤ 2 the mean is of the form δ0−βγ(tan πα2 ), where δ0 denotes
the location parameter in the 0-parameterization [1].
1.2. Parameter estimation
A large number of methods for the estimation of the parameters of α-stable distributions have been
proposed in the last decades, since the initial work of [2]. However, accurate estimation of all four parameters,
especially when α is low, is still an open problem and an active area of research. The difficulty of evaluating
the pdf associated to an α-stable distribution (except for a few particular cases), as well as the posterior
dependencies among the parameters, make the parameter estimation problem hard.
A computationally simple method based on data sample quantiles and look-up tables was proposed
in [3], as a generalization of the method in [2], but it is known to yield consistent parameter estimates
only when 0.4 ≤ α ≤ 2. In [1] a modified quantile method is proposed which is claimed to work for any
values of the parameters. It allows to estimate low values of α, but yields poorer estimates of β than the
standard quantile method. In [4], an iterative weighted regression procedure was introduced that fits the
parameters to the empirical characteristic function (ECF) estimated from the data. This technique does
not provide solutions for low values of α either. In [5] a simplified and improved version of the method in
[4] is proposed which greatly reduces the amount of computation by restricting the estimation to an interval
of the characteristic function. In [6] a maximum likelihood approach was proposed based on a numerical
evaluation of the likelihood [7]. This method uses the quantile estimator of [3] as an initial approximation
to the parameters and maximizes the likelihood via an approximate gradient based search. It implements a
fast likelihood evaluation but its use is restricted to cases when α > 0.4. The fractional lower order moments
and the log absolute moments methods have been proposed in [8] for the symmetric case (β = δ = 0). Both
methods are computationally simple but the latter has proved to be more efficient in practice [8]. Extensions
of these methods have been proposed for the asymmetric case with δ = 0 in [9]. These modified methods
require transformations of the data into symmetrized and centered sequences, reducing the available sample
size in one half and two thirds, respectively. When the amount of data is small, as considered here, this
results in numerical problems and inconsistent estimates.
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In the Bayesian framework, several attempts have been made to estimate the parameters of α-stable
distributions by using Markov chain Monte Carlo (MCMC) algorithms [10, 11]. In [12] a Gibbs sampler
is proposed, which requires sampling from a high-dimensional auxiliary variable and has, therefore, a high
computational cost. The random walk Metropolis-Hastings (MH) sampler proposed in [13] relies on a
likelihood approximation using the inverse fast Fourier transform (FFT) [14] of the characteristic function
near the mode and Bergstro¨m expansions for the tails. This sampler is very sensitive to the value of α, which
determines the threshold between these two regions, as well as the spacing between the FFT samples. For
this reason, it is very hard to tune the algorithm in such a way that acceptable results can be guaranteed
for any α.
Likelihood-free or approximate Bayesian computation (ABC) methods have also been applied to this
problem. This family of algorithms avoids the evaluation of the likelihood function using forward simulation
from the observation model [15, 16]. The MCMC and ABC approaches can be combined into MCMC-
ABC methods [17], that explore the parameter space iteratively using Markov chains with the desired
stationary distribution. These techniques are particularly likely to get stuck or yield extremely high rejection
rates, requiring a prohibitive computational cost even for simple problems. The partial rejection control
(PRC)-ABC algorithm was developed in [18] as an alternative to MCMC-ABC methods, which suffer from
severe mixing problems. In [19] the PRC-ABC algorithm was applied to the Bayesian inference problem
in univariate and multivariate α-stable models. In this paper we focus on the population Monte Carlo
(PMC)-ABC algorithm proposed in [20], which has been shown to yield the best performance among the
existing ABC methods [15].
In this work, we are especially interested in the particular case when the α parameter is very low
(α < 0.5), when most of the existing techniques fail to perform properly. Data with such properties can
arise in the biological sciences or engineering, where the deviation with respect to average behaviour can
be very large [21, 22]. In particular, in this paper we are interested in problems where only a small set of
heavy-tailed observations are available, which is the case in many practical applications [21]. To the best
of our knowledge this problem has not been specifically addressed in the literature, probably because of the
lack of adequate inference methods.
1.3. Contributions and organization of the paper
In this work we propose to apply a nonlinear population Monte Carlo (NPMC) method [23] to the problem
of estimating the parameters of α-stable distributions. The NPMC algorithm is an iterative importance
sampling (IS) scheme that computes nonlinearly transformed weights to mitigate the degeneracy problem
common to conventional IS methods [24, 23]. We resort to an approximation of the likelihood function
based on the method proposed in [7] in order to compute the importance weights. This approximation
introduces an (additional) distortion of the weights that is not accounted for in the analysis of [23]. We
address this issue and provide an explicit error bound for the estimates produced by an importance sampler
with nonlinearly transformed approximate weights. In addition to these theoretical results, we provide
computer simulations that show that the NPMC algorithm outperforms the main existing methods for any
value of the parameter α in the interval (0, 2]. Moreover, the NPMC scheme has a low computational
cost compared to other Bayesian schemes (e.g., [13, 19]) and our simulations show that it can be robust
in data-poor scenarios. Finally, we present numerical results for a set of real data, corresponding to daily
displacements of a set of fish in Ganelon Creek (Canada) in 1998. This dataset is demanding because only
a small number of observations per individual (≈ 30) is available and the data present extremely heavy tails
for many individuals.
The remaining of this paper is organized as follows. The proposed NPMC inference algorithm is described
in Section 2. Exhaustive computer simulations that illustrate the performance of the NPMC method as well
as some of the main existing methods, based on synthetic data, are presented and discussed in Section 3.
Simulation results obtained with a set of real fish displacement data are shown in Section 4. Finally, Section
5 is devoted to the conclusions.
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2. Algorithm
2.1. Bayesian inference in α-stable models
Let θ = [α, β, γ, δ]⊤ be a vector containing the parameters of an α-stable distribution and let y =
[y1, . . . , yT ]
⊤ be a vector of T independent and identically distributed (i.i.d.) samples from S(α, β, γ, δ). We
adopt a Bayesian approach and aim at approximating the posterior probability distribution of θ given the
observation vector y using a Monte Carlo scheme. The density associated to the posterior distribution is
denoted p(θ|y) ∝ p(y|θ)p(θ), where p(θ) and p(y|θ) are the prior distribution and the likelihood function
of the parameters θ, respectively. The likelihood function is factorized as p(y|θ) = ∏Tt=1 S(yt;α, β, γ, δ),
where S(yt;α, β, γ, δ) denotes the pdf of the α-stable distribution. Since this density does not have a closed
form, it cannot be evaluated exactly and a numerical approximation is needed. While other possibilities
exist, we adopt the approximation proposed in [7].
2.2. Nonlinear population Monte Carlo method
The population Monte Carlo (PMC) method [25] is an iterative IS scheme that seeks to approximate a
target probability distribution with associated pdf π(θ). The PMC method generates a sequence of proposal
pdfs qℓ(θ), ℓ = 1, . . . , L, that is expected to yield increasingly better approximations of the target pdf as the
algorithm converges. However, IS-based techniques, including PMC methods, suffer from the well known
weight degeneracy problem [24, 23]. This problem arises when the proposal pdf is not well-tailored to the
target pdf, yielding extreme variations of the importance weights (IWs) and a very low sampling efficiency.
Weight degeneracy hinders the application of IS and PMC techniques in many practical applications, in
favor of the family of MCMC techniques.
The effort in the field of PMC algorithms has been typically directed toward the design of efficient
proposal functions [26, 27]. Alternatively, in [23] a nonlinear PMC (NPMC) scheme was proposed that
specifically addresses the weight degeneracy problem. The emphasis is not placed on the proposal update
scheme, which can be very simple. The main feature of the technique is the application of a nonlinear trans-
formation to the IWs in order to reduce their variations. In this way, the efficiency of the sampling scheme
is improved (especially when drawing from poor proposals) and the degeneracy of the IWs is drastically
mitigated even when the number of generated samples is relatively small. In this work we apply the clipping
transformation of the IWs described in [23]. The proposed algorithm is displayed in Algorithm 1.
In this paper we consider a proper uniform prior pdf for all the parameters, defined on a restricted
support S ∈ R4, and construct a truncated multivariate Gaussian proposal pdf qℓ(θ) at each iteration
ℓ = 2, . . . , L, with the same support as the prior pdf, based on the set of previous samples and IWs. This
basic proposal construction can be improved in various ways, yielding slightly better results in some cases.
For example, a defensive approach can be applied [26], in which a subset of samples are generated from
the prior pdf at each iteration, to ensure that the support of the proposal pdf contains that of the target
pdf. This can be useful in those cases when the posterior pdf of some parameters presents heavier tails
than a Gaussian pdf. Heavy-tailed proposals can also be constructed as multivariate Cauchy or Student’s t
distributions. Alternatively, the proposal pdf can be built as a continuous approximation of the target pdf
using the samples generated by the NPMC algorithm and a smoothing kernel, at the expense of an increased
computational cost.
The likelihood approximation pˆ(y|θ(i)ℓ ) required in step 2 is computed following [7], where an accurate
method is provided to compute general stable densities and distribution functions for essentially all values
of the parameters. The method in [7] is implemented in Nolan’s STABLE program (available in the website
[28]) and in Mark Veillette’s Matlab function stblpdf, publicly available as part of the toolbox stbl in the
website [29]. This toolbox uses an alternative parameterization of the characteristic function. Thus, a
translation of the location parameter δ is needed in order to use this function under the 0-parameterization.
A discussion on the accuracy of Nolan’s STABLE toolbox is provided in [30].
For the clipping procedure performed in step 3 we consider, at each iteration ℓ, a permutation i1, . . . , iM
of the indices in {1, ...,M} such that w(i1)∗ℓ ≥ . . . ≥ w(iM )∗ℓ and choose a clipping parameter MT < M . We
select the threshold value T MTℓ := w
(iMT )∗
ℓ and apply clipping to the largest IWs, i.e., w¯
(ik)∗
ℓ = T MTℓ for
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Algorithm 1 Nonlinear PMC targeting π(θ) = p(θ|y).
Iteration (ℓ = 1, . . . , L):
1. Draw M samples {θ(i)ℓ }Mi=1 from the proposal density qℓ(θ):
• at iteration ℓ = 1, let q1(θ) = p(θ), where the prior distribution p(θ) is assumed to have a
support set S ∈ R4.
• at iterations ℓ = 2, . . . , L, qℓ(θ) is the truncated Gaussian approximation of p(θ|y) with
support S obtained at iteration ℓ− 1.
2. For i = 1, . . . ,M , compute the unnormalized IWs
w
(i)∗
ℓ ∝
pˆ(y|θ(i)ℓ )p(θ(i)ℓ )
qℓ(θ
(i)
ℓ )
,
where pˆ(y|θ(i)ℓ ) denotes the likelihood approximation computed using the method of [7].
3. For i = 1, . . . ,M , compute TIWs by clipping the IWs as w¯
(i)∗
ℓ = min(w
(i)∗
ℓ , T MTℓ ) and normalize
them as w¯
(i)
ℓ = w¯
(i)∗
ℓ /
∑M
j=1 w¯
(j)∗
ℓ . The threshold value T MTℓ denotes the MT -th highest unnormal-
ized IW w
(i)∗
ℓ , with 1 < MT < M .
4. Construct a truncated Gaussian approximation qℓ+1(θ) = T N (θ;µℓ,Σℓ) of the posterior p(θ|y),
with support S and mean vector and covariance matrix computed as
µℓ =
M∑
i=1
w¯
(i)
ℓ θ
(i)
ℓ , Σℓ =
M∑
i=1
w¯
(i)
ℓ (θ
(i)
ℓ − µℓ)(θ(i)ℓ − µℓ)⊤. (1)
k = 1, . . . ,MT , while w¯
(ik)∗
ℓ = w
(ik)∗
ℓ for k = MT + 1, . . . ,M . This transformation leads to flat TIWs in
the region of interest of θ, yielding a baseline of MT effective samples (those with non-negligible weights)
at each iteration, allowing for a robust update of the proposal pdf.
The proposed NPMC method can also be applied in cases where the observations are not independent,
as long as the likelihood function can be evaluated or well approximated. For example, in [23] the proposed
method has been applied to estimate the parameters and hidden states in state-space models.
2.3. Asymptotic convergence of NIS with approximate weights
The clipping of the IWs in step 3 of the NPMC algorithm introduces a distortion in the random proba-
bility measure generated by a nonlinear importance sampler and, therefore, it is not apparent, a priori, that
this measure should converge in the same way as the measure induced by the standard IWs. This issue is
addressed in [23], where it is shown that, as long as MTM → 0, the approximation of integrals of bounded
functions using IWs and using TIWs both converge to the same value. However, the analysis in [23] only
yields error rates for convergence in probability and, more importantly, it relies on the ability to compute
the IWs exactly –which is not the case for the problem addressed in this paper.
In this section we look explicitly into the convergence of the estimates of integrals computed using
approximate weights. In particular, we provide upper bounds for the estimation errors that hold almost
surely (a.s.) and depend explicitly on both the number of generated samples, M , and the approximation
error for the IWs. The same as in [23], the analysis is valid for a single-stage importance sampler; we do
not incorporate the iterations (over the index ℓ) of the NPMC algorithm.
Recall that π(θ) = p(θ|y) is the target pdf, let q(θ) be the importance function used to generate samples
in an IS scheme (not necessarily normalized) and let h(θ) ∝ π(θ) be a function proportional to π, with
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the proportionality constant independent of θ. The samples drawn from q are θ(i), i = 1, ...,M , and their
associated non-normalized IWs are w(i)∗ = h(θ(i))/q(θ(i)), i = 1, ...,M .
We introduce the weight function g = h/q, hence g(θ(i)) = w(i)∗. The support of g is the same as the
support of q and π, denoted S ⊆ RK . If we assume that both q(θ) > 0 and π(θ) > 0 for any θ ∈ S, then
g(θ) > 0 for every θ ∈ S as well (a standard assumption in classical IS). It is also apparent that π ∝ gq,
with the proportionality constant independent of θ.
If the IWs can be computed exactly, the approximation πM of π can be written as
πM (dθ) =
M∑
i=1
w(i)δ
θ(i)
(dθ),
where w(i) = g(θ
(i))
∑
M
j=1 g(θ
(j))
, i = 1, ...,M .
If the weight function can only be computed approximately, let us denote its approximation as gǫ. The
resulting random measure is
πM,ǫ(dθ) =
M∑
i=1
w(i),ǫδ
θ(i)
(dθ),
where w(i),ǫ = g
ǫ(θ(i))
∑M
j=1 g
ǫ(θ(j))
, i = 1, ...,M .
Let us denote by ϕM the clipping transformation used to compute non-normalized TIWs, i.e., w¯(i)∗ =
ϕM (w(i)∗), i = 1, . . . ,M . The weighted approximation of π(θ)dθ constructed according to the nonlinear IS
scheme is
π¯M,ǫ(dθ) =
M∑
i=1
w¯(i),ǫδ
θ(i)
(dθ),
where w¯(i),ǫ = ϕ
M(gǫ(θ(i)))
∑M
j=1 ϕ
M (gǫ(θ(j)))
, i = 1, ...,M .
We make the following assumptions on the weight function, g, and its approximation, gǫ.
A. 1. For any ǫ ≥ 0, the approximation gǫ of the weight function satisfies the inequality
sup
θ∈S
|g(θ)− gǫ(θ)| ≤ ǫ a.s.
A. 2. The weight function g has a finite upper bound and a positive lower bound. Specifically, there exists
a real number 0 < a <∞ such that a−1 ≤ g(θ) ≤ a for every θ ∈ S.
A. 3. The same bounds of g hold for its approximations gǫ, ǫ ≥ 0. To be specific, a−1 ≤ gJ(θ) ≤ a for
every θ ∈ S and any ǫ ≥ 0.
Note that if the support set S is compact then A.2 holds whenever q > 0 and h > 0 in S. Otherwise, the
proposal q has to be chosen so that it has heavier tails than π.
In the sequel we look into the approximation of integrals of the form
(f, π) =
∫
IS(θ)f(θ)π(θ)dθ,
where IS(θ) is an indicator function (namely, IS(θ) = 1 if θ ∈ S and IS(θ) = 0 otherwise) and f is a bounded
real function in the parameter space S. We use ‖f‖∞ = supθ∈S |f(θ)| < ∞ to denote the supremum norm
of a bounded function. The set of bounded functions on S is B(S) = {f : S → R : ‖f‖∞ < ∞}. The
approximations of interest are
(f, πM,ǫ) =
M∑
i=1
f(θ(i))w(i),ǫ and (f, π¯M,ǫ) =
M∑
i=1
f(θ(i))w¯(i),ǫ.
The following Theorem yields upper bounds for the absolute approximation errors |(f, πM,ǫ) − (f, π)|
and |(f, π¯M,ǫ)− (f, π)| that depend explicitly on M and ǫ.
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Theorem 1. Assume that MT ≤
√
M and assumptions A.1, A.2 and A.3 hold. Then, there exist positive
and a.s. finite random variables Wf,υ and W¯f,υ, independent of M and ǫ, such that
|(f, πM,ǫ)− (f, π)| ≤ Wf,υ
M
1
2−υ
+ Cǫ (2)
and
|(f, π¯M,ǫ)− (f, π)| ≤ W¯f,υ
M
1
2−υ
+ Cǫ (3)
for every f ∈ B(S), arbitrarily small 0 < υ < 12 and some finite constant C. Both C and υ are independent
of M , MT and ǫ.
A proof is provided in Appendix D. Theorem 1 yields an upper bound for the (random) absolute error
that consists of two terms, one that depends on the number of samples M and another one that depends
on the weight approximation error ǫ. As M →∞, the first term vanishes with the usual Monte Carlo rate
of convergence despite the approximation of the IWs and the clipping transformation. The second term is
proportional to the approximation error, hence it only vanishes when the routine used to compute gǫ can
be made arbitrarily accurate (i.e., ǫ → 0), typically by increasing the computational effort invested in this
calculation.
3. Computer simulations
In this section we provide extensive simulation results to illustrate the performance of the main existing
methods for the estimation of α-stable parameters. The numerical results are obtained for a set of synthetic
observations from α-stable distributions with a wide range of parameters. First we consider the NPMC
and two other Bayesian methods: an MCMC algorithm and an ABC technique. The implemented NPMC
and MCMC methods use the likelihood approximation proposed in [7], while the ABC method is based
on a likelihood-free approach. Finally, we compare the NPMC method with the more relevant frequentist
methods proposed in the literature.
3.1. Performance of the NPMC algorithm
We have performed 5000 independent simulations of the NPMC algorithm to approximate p(θ|y) with
different parameter and observation vectors. In each simulation run, we draw the parameters θ = [α, β, γ, δ]⊤
from a distribution µ(θ) = µ(α)µ(β)µ(γ)µ(δ) constructed from a set of independent uniform components,
i.e.,
µ(α) = U(α; (0, 2]), µ(β) = U(β; [−1, 1]), µ(γ) = U(γ; (0, 10]) and µ(δ) = U(δ; [−5, 5]).
In each simulation run, we generate a set of T = 30 samples yt, t = 1, . . . , T , from the resulting α-stable
distribution S(α, β, γ, δ). It is straightforward to generate samples from an α-stable distribution using an
extension of the Box-Mu¨ller algorithm [31], which is detailed in Appendix A for the 0-parameterization. We
have selected such a low number of observations in order to reproduce as closely as possible the setup of the
fish displacement dataset studied in Section 4, where around 30 observations are provided for each individual
[21]. The gathering of the data can be a costly process in real applications, for example in biology, leading
to a low number of available observations. As will be shown in the simulations, even such a low number
of observations usually allows to accurately identify the parameters. However, the estimation precision is
highly sensitive to the actual parameter values. See the supplementary material for a brief simulation study
of the performance with larger observation sets.
We consider two different prior distributions for the inference algorithm. On the one hand, we consider
a prior distribution p1(θ) = µ(θ). In this case, the support of the prior pdf is S1 = (0, 2]× [−1, 1]× (0, 10]×
[−5, 5]. Additionally, we consider a broader prior distribution for γ and δ, namely, p2(γ) = U(γ; (0, 100]) and
p2(δ) = U(δ; [−50, 50]), to show the algorithm dependence on the prior distribution. Therefore, the support
of the prior pdf p2 is S2 = (0, 2]× [−1, 1]× (0, 100]× [−50, 50]. We run the NPMC algorithm with L = 10
7
iterations in both settings, with M = 300 and MT = 20 with the p1 prior, and M = 10
3 and MT = 30 with
the p2 prior.
At each iteration of the NPMC algorithm, ℓ = 1, . . . , L, we compute the mean square error (MSE)
associated to each parameter θk, k = 1, . . . , 4, as MSEℓ,k =
∑M
i=1 w¯
(i)
ℓ (θ
(i)
ℓ,k − θk)2 = (µℓ,k − θk)2 + σ2ℓ,k,
where µℓ,k is the k-th component of the mean vector µℓ and the variance term σ
2
ℓ,k is the (k, k) component
of matrix Σℓ (see Algorithm 1). The global MSE is obtained as MSEℓ =
1
4
∑4
k=1MSEℓ,k, by averaging
over the parameter vector components θk, k = 1, . . . , 4. We additionally compute at each iteration an
approximation of the normalized effective sample size (NESS) as Mneffℓ = [M
∑M
i=1(w¯
(i)
ℓ )
2]−1 [23], which
serves as an indicator of the numerical stability of the algorithm.
In Figure 1 a smooth representation of the final MSE values (MSEL) versus the final NESS (M
neff
L )
values obtained in each of the 5000 simulation runs is shown. Results obtained with the narrow prior
distribution p1(θ) (left) and the broad prior distribution p2(θ) (right) are displayed. A Gaussian kernel has
been used to smooth the discrete sample representations. The big squares and circles represent simulation
runs with a final MSEL close to the global mean and median values, respectively. As can be observed from
the figure, in both cases the final NESS presents bimodality. A subset of the simulations ends up with a
low NESS value, yielding higher MSE values on average. When the broader prior is used, we obtain poorer
performance, with a low final NESS. However, when the final NESS is MneffL > 0.3, the performance is
similar with both choices of the prior. These different behaviors are due to the value of parameter α, as will
be made clear in the rest of this section.
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Figure 1: Smooth representation of the final MSE versus the final NESS obtained by the NPMC algorithm in each simulation
run, obtained with the p1 (left) and p2 (right) priors. Average and median simulation runs are depicted with big squares and
circles, respectively.
In Figure 2 (left) some statistics (mean, median, 5% and 95% quantiles) of the final NESS value are
represented versus the true value of α. The curves have been obtained from the final NESS values obtained
at each simulation run, averaged over intervals of α of length 0.2. It can be observed that low α values (that
is, stable distributions with heavy tails) yield low NESS values after convergence of the algorithm. Very
similar NESS results are obtained with the broader prior p2. In Figure 2 (right) the evolution along the
iterations of the MSE of each parameter (MSEℓ,k) is represented, averaged over 5000 simulations runs, for
the narrow (solid lines) and broad (dashed lines) prior distributions. The initial values MSE0,k have been
obtained from the samples drawn from the prior p(θ) at the first iteration, before computing the IWs. It
can be observed that the MSE smoothly decreases, reaching a steady value in 5 or 6 iterations. Parameters
α and β attain similar performance with both choices of the prior, since the corresponding marginal priors
are the same under p1 and p2. However, parameters γ and δ attain a significantly poorer performance with
the broader prior p2. Especially, the γ parameter is estimated more poorly with the p2 prior, on average.
We have also performed computer simulations with different proposal constructions (not shown). In
particular, we have considered a defensive approach, in which 10% of the samples are generated from the
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prior pdf at each iteration ℓ > 1. In this case, slightly better results have been obtained in some cases. On
the contrary, using a multivariate Cauchy as a proposal pdf yields a somewhat higher MSE, especially when
α is low. For simplicity, in the following we abide by the plain truncated Gaussian proposal pdf.
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Figure 2: Left : Final NESS statistics versus the true value of α with the narrow prior pdf p1(θ). Right : Evolution along the
iterations of the MSE of each parameter, obtained with the narrow prior p1 (solid lines) and broad prior p2 (dashed lines).
3.2. Performance of a Metropolis-Hastings random walk
In this section we consider a MH algorithm which, similarly to the NPMC method, uses the likelihood
approximation proposed in [7]. Initially, we have implemented the MH method proposed in [13], which
uses a likelihood approximation based on the inverse FFT of the characteristic function and Bergstro¨m
expansions for the tails. However, this algorithm has turned out to be extremely sensitive to the selection
of certain key parameters, such as the spacing between the FFT samples or the threshold between the two
regions. Thus, it is fairly complicated, if not impossible, to adjust those parameters for a general case,
particularly when the distribution of interest is heavy-tailed, as already noted in [19]. For this reason, we
do not present simulation results for the algorithm of [13] in this paper. We have not considered the Gibbs
sampling method proposed in [12] either since it turns out even more computionally demanding than the
random walk MCMC algorithm, as stated in [13].
Alternatively, and provided that the method in [7] yields a good approximation to the likelihood for
almost all values of the parameters (except for α ≈ 0), we consider a standard MH algorithm which uses the
likelihood approximation in [7] to compute the acceptance ratio. The Metropolis-Hastings algorithm with
the likelihood approximation computed with the method in [7] is displayed in Appendix B.
We consider a proposal distribution q(θ|θ(i−1)) = T N (θ; θ(i−1),Σ) constructed as a truncated Gaussian
random walk with covariance matrix Σ = diag(0.25, 0.25, 1, 1), with the same support S as the prior pdf.
The total chain length has been set to I = 3000 and I = 104 for the priors p1(θ) and p2(θ), respectively.
This yields a total amount of processed samples equal to that of the NPMC method in Section 3.1. The bulk
of the execution time of both techniques is the evaluation of the likelihood approximation for each sample
θ(i), and thus both have a very similar computational complexity. The Markov chains generated by the MH
algorithm have been post-processed, removing a burn-in period of 10% of the number of samples I and then
thinning by a factor of 9. Thus, we have obtained final sample sets of length M = 300 and M = 104 for the
priors p1 and p2, respectively, the same as for the NPMC method. We have performed 5000 independent
simulations with the same settings as the NPMC algorithm in Section 3.1.
In Figure 3 (left) statistics of the final average NESS obtained by the MH algorithm are represented
versus the true value of α, for the prior distribution p1(θ). Note that in the MCMC literature the ESS
is defined differently from that used in IS techniques. In this case, it is an indicator of the size of a i.i.d.
sample with the same variance as the current one, and is computed as Mneff = [1 + 2
∑∞
j=1 ˆ̺(j)]
−1, where
ˆ̺(j) = corr(θ(0), θ(j)) is the average autocorrelation function at lag j. It can be observed that, similarly to
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the results obtained with the NPMC method, for low values of α the performance of the algorithm is poorer.
In this case, however, even for α values between 1 and 2, the NESS is around 20%, which indicates that
the resulting samples are highly correlated. Figure 3 (right) displays the average autocorrelation function
obtained from the final Markov chains when either p1(θ) or p2(θ) are used as priors. It can be seen that the
final samples obtained with the prior p2 present a much higher correlation than with p1 (the final sample
size is also larger in this case).
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Figure 3: Left : NESS statistics versus the true value of α obtained by the MH algorithm with the prior distribution p1(θ).
Right : Average auto-correlation function of the final chains generated by the MH method, after removing the burn-in period
and thinning the output, obtained with priors p1(θ) and p2(θ).
3.3. Performance of a likelihood-free method
The PRC-ABC method was developed in [18] as an alternative to MCMC-ABC methods, which suffer
from severe mixing problems. In [19] a PRC-ABC method is applied to the α-stable parameters problem,
which is claimed to outperform previous Bayesian attempts, such as the Gibbs sampler in [12] and the MH
method in [13]. However, the PRC-ABC method described in [19] requires the setting of a large number
of parameters, which affect the performance of the method and are very difficult to adjust for arbitrary
α. We have performed simulations of the PRC-ABC method with the set of parameters suggested by the
authors (with the summary statistics computed from the McCulloch quantiles). However, we have obtained
highly inaccurate results for most values of α. The likelihood-free approximation is claimed to improve as
the tolerance level ǫ decreases, but in practice it becomes inconsistent for low ǫ. As a stopping criterion, the
authors propose to run 10 replicate sampler implementations, and to stop the algorithm when the NESS
consistently drops below a given threshold, which results in a great increase in the computational complexity.
On the other hand, a PMC-ABC method was proposed in [20], as an alternative to the PRC-ABC
technique, which has been shown to introduce a bias in the approximation of the posterior. A comparison
including the main ABC methods is provided in [15], which suggests that the PMC based scheme is the
one with the best performance. We have come to the same conclusions through our simulations and, for
this reason, we include the PMC-ABC scheme in this comparison, instead of the PRC-ABC method of [19].
However, we have selected some of the parameters as suggested by [19].
The PMC-ABC method performs iterative importance sampling with L iterations, substituting the
evaluation of the likelihood function by the ABC approximation based on forward simulations from the
observation model. A sequence of decreasing tolerance parameters ǫ1 ≥ . . . ≥ ǫL has to be specified. At the
first iteration, ℓ = 1, the proposal distribution q1(θ) is selected as the prior, and for iterations ℓ = 2, . . . , L
it is constructed as a truncated multivariate Gaussian pdf qℓ(θ) = T N (θ;µℓ−1,Σℓ−1), in the same manner
as for the NPMC method. At each iteration ℓ = 1, . . . , L, pairs of samples θ
(i)
ℓ ∼ qℓ(θ) and y(i)ℓ ∼ p(y|θ(i)ℓ )
are drawn until M samples are accepted. The acceptance rule is that a distance metric ρ between the
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observations y and the samples y
(i)
ℓ is below a threshold ǫℓ, i.e., ρ(y,y
(i)
ℓ ) < ǫℓ. The metric ρ (the Euclidean
distance in our case) is typically computed in terms of some nearly-sufficient low-dimensional summary
statistics of the data. At each iteration, the IWs are computed as w
(i)
ℓ ∝ p(θ(i)ℓ )/qℓ(θ(i)ℓ ), i = 1, . . . ,M ,
which assumes a flat likelihood for the accepted samples and zero likelihood for the rest [20, 15]. The
PMC-ABC algorithm is outlined in Appendix C.
We consider as summary statistics the quantile method estimates of [3], as suggested in [19]. The
tolerance parameter sequence has been set to ǫℓ ∈ {100, 99, . . . , 2, 1, 0.9, . . . , 0.1}, with L = 109 iterations,
and the number of samples per iteration has been set to M = 1000.
The acceptance rate becomes extremely low as the threshold parameter ǫℓ decreases and, particularly,
when α is low, which results in a high running time for the algorithm. For this reason, we have limited the
execution of this method to 15 minutes (which is far more than the time required by the NPMC and the
MH methods to converge under the same setting). We have performed 2500 independent simulations of this
algorithm, with the prior distribution p1(θ) only. Around 50% of the simulations reached iteration ℓ = 100.
In Figure 4 we present the results obtained by the PMC-ABC method under the prior distribution p1(θ).
The left plot shows the statistics (mean, median, 5% and 95% quantiles) of the final NESS at the final
iteration of the PMC-ABC algorithm. In this case, the NESS is computed in the same manner as for the
NPMC method. It can be observed that, particularly for low α, the final NESS takes very low values, around
0.2 on average in the best case. In the right plot, the evolution of the average MSE is represented versus
the iteration index ℓ. Only a slight improvement in terms of MSE can be observed along the iterations.
If we further reduce the threshold ǫℓ in order to improve the likelihood approximation, the computational
time shoots up and the NESS values drop, leading to numerical instabilities. The results obtained with the
broader prior p2(θ) are extremely poor and have been omitted.
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
α
F
in
a
l
N
E
S
S
 
 
mean
median
5 %
95 %
0 20 40 60 80 100
10−1
100
101
102
Iterations, ℓ
A
ve
ra
g
e
M
S
E
 
 
α β γ δ
Figure 4: Left : Final NESS statistics versus the true value of α obtained by the PMC-ABC algorithm with the prior distribution
p1(θ). Right : Evolution along the iterations of the average MSE obtained by the PMC-ABC method with prior p1(θ).
3.4. Comparison of the Bayesian methods
In Figure 5, the final average MSE of each parameter is represented versus the true value of α, as obtained
by the NPMC and the MH methods with both prior choices p1(θ) and p2(θ), and by the PMC-ABC method
only with prior p1(θ). The MSE has been computed from the final sample, taking into account both the bias
and the variance of the estimates, since the full posterior approximation allows to do so. It can be observed
that both the NPMC and the MH techniques perform similarly with the prior distribution p1(θ), except
for α < 0.2, where the NPMC attains better results. However, when the broader prior p2 is considered, the
MH algorithm yields highly inaccurate results due to the inefficiency of the Markov chains to explore the
broader space of θ (which leads to low acceptance rates and a high correlation among samples). This leads
to a minor MSE reduction w.r.t. the prior distribution, especially for γ and δ. Much longer chains would
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be required to obtain reasonable results with this prior distribution. On the contrary, the NPMC method
obtained similar MSE values in the estimation of α and β with both prior choices, for any value of α. The
γ and δ parameters present significantly worse performance with the broader prior p2, especially for low
values of α. This reveals that with the low amount of observations considered in this setting (T = 30), the
γ (and, to a lesser extent, δ) parameter cannot be identified when the distribution of interest presents very
heavy tails. The selection of an informative prior for γ and δ leads to more efficient and robust algorithms,
since it avoids the overestimation of these parameters, and allows to reduce the number of required samples.
The likelihood-free method performs poorly compared to any of the other Bayesian techniques, for all α. In
view of these results, the NPMC algorithm appears to clearly outperform the other Bayesian methods.
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Figure 5: Average final MSE of each parameter versus the true value of α, obtained by the NPMC and MH methods, with
the p1(θ) and p2(θ) prior distributions and 5000 simulations, and by the PMC-ABC method with p1(θ) and 2500 simulations.
The curves have been obtained by averaging the final MSE obtained in each simulation run in intervals of α of length 0.2.
It is of particular interest to understand the behavior of the addressed Bayesian algorithms when α takes
low values, in particular when α < 0.5. When α is close to zero, it is well known that the resulting α-stable
density presents an extremely sharp mode and heavy tails. Very large variations of the likelihood function
prevent standard Bayesian methods from performing properly, especially when the prior pdf is broad with
respect to the likelihood. For instance, it often results in a very high rejection rate for MCMC algorithms,
which require very long chains to provide reasonable estimates. Likelihood-free methods are particularly
inefficient and turn out to be of no practical use in this case. Standard IS techniques also suffer from this
problem, and require very large sample sizes due to the weight degeneracy. However, the proposed NPMC
algorithm specifically addresses the degeneracy problem and is especially suited for problems where the mode
of the target pdf is very sharp. Large weight variations are handled by the clipping procedure, ensuring a
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robust performance in the difficult case when α is very low.
3.5. Comparison of the NPMC algorithm with non-Bayesian methods
In this section we provide a comparison of the performance of the NPMC method with some of the main
non-Bayesian methods proposed in the literature. Specifically, we consider the classical quantile method
proposed in [3] (QT1), the modified quantile method in [1] (QT2), the ECF-based method of [5] (ECF), the
ML estimation method of [6] (MLE) and the log-absolute moments method proposed in [8] (LAM). All of
these methods are implemented in the toolbox STABLE for different platforms, and provide point estimates
θˆk of the α-stable parameters from a set of observed data. We have performed 10
5 independent simulations
of each of these methods and computed the empirical MSE from the point estimates of each parameter θk,
k = 1, . . . , 4, as MSEk = (θˆk − θk)2. For the NPMC method, we have obtained the point estimate as the
approximate posterior mean obtained at the last iteration L = 10, i.e., θˆk = µL,k (ignoring the variance of
the estimator), and thus the curves slightly differ from those shown in Figure 5. In the case of the NPMC
technique we have considered 5000 simulation runs with the prior distribution p1(θ). The simulation setup
regarding the generation of the observed data fits the one described in Section 3.1.
In Figure 6, the final MSE obtained by the various methods for each parameter and averaged over 105
independent simulation runs is represented versus the true value of α. The LAM technique only provides
estimates for α and γ. Regarding the estimation of the α parameter, the QT1, ECF and MLE methods
are unable to estimate values of α < 0.4. On the contrary, the NPMC, the QT2 and the LAM methods
succeed to estimate low values of α. The NPMC method outperforms the other methods for all values of
α, except for α ≈ 2, which corresponds to a Gaussian distribution. We have observed that the posterior
mean can yield an underestimation of α = 2, and that the posterior mode can be more appropriate in this
case. For the estimation of β the NPMC method also provides the best results, followed by the MLE and
the QT1 methods. Given the low amount of observations, all of the methods fail to accurately estimate the
true values of γ and δ for α < 0.5, yielding the NPMC method the best (yet modest) results.
3.6. Remarks
The results provided in Sections 3.4 and 3.5 show that the NPMC method outperforms all the other
methods we have studied (both Bayesian and frequentist) in terms of MSE for all α. Additionally, the NPMC
method is more robust to numerical issues, occurring mainly with low values of α. In Table 1 the failure rate
of each method is shown, together with the corresponding execution times. The failure rate is defined as
the percentage of simulation runs that end with a numerical error or warning indicating that the provided
results are inaccurate. The QT1, ECF, NPMC and MH methods are very robust to the α parameter value
and only fail in around 0.35% of the simulations, when α < 0.01. However, the MH algorithm performs
poorly with the broader prior p2(θ), yielding a high failure rate. The MLE method provides an error rate
over 20% because the likelihood approximation routine implemented in STABLE does not work for α < 0.4.
The LAM method fails in 8% of the simulations, probably due to the low amount of observations considered,
especially for heavy-tailed distributions. Finally, for the PMC-ABC method the failure rate is expressed in
terms of the number of simulations that did not reach iteration ℓ = 50 by the time limit of 15 minutes.
Table 1: Failure rate and execution time of each algorithm.
QT1 QT2 ECF MLE LAM NPMC MH PMC-ABC
Failure rate (%) 0.37 5.05 0.37 21.1 7.89 0.35 0.5 27
Execution time < 1 sec < 1 sec < 1 sec < 1 sec < 1 sec 5 min 5 min 15 min
Regarding the execution times, Bayesian methods are significantly slower than the classical frequentist
techniques. The NPMC and MH methods have similar computational complexity, while the ABC method is
much slower. We have used the R version of Nolan’s STABLE 4.0 [28] to run the non-Bayesian techniques
included in the comparison. All Bayesian methods have been implemented in Matlab R2007b on a 3-GHz
Intel Core 2 Duo CPU E8400, with 2 GB of RAM. Contrary to the MH algorithm, in the case of NPMC
and PMC-ABC, the processing of each sample in a given iteration can be easily parallelized to reduce the
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Figure 6: Empirical MSE of each parameter averaged over 105 independent simulation runs versus the true value of α, obtained
by the QT1, QT2, ECF, MLE, LAM and NPMC methods. The curves have been obtained by averaging the empirical MSE
values obtained in each simulation run within intervals of α of length 0.2. The curves of the NPMC correspond to the narrow
prior p1.
running time. Any of the Bayesian methods can incorporate additional information in the prior pdf based
on point estimates such as MLE or QT2, in order to reduce the number of required iterations. Also note
that the NPMC algorithm only requires around 5 or 6 iterations for convergence on average, which can
reduce the execution time by one half with a very slight loss of performance.
The execution time of both NPMC and MCMC algorithms is almost exclusively dedicated to evaluating
the likelihood function (99% of the simulation time). The computational effort dedicated to generating
samples, computing the IWs or the acceptance rates is negligible compared to the likelihood evaluation. If a
more accurate or faster pdf evaluation becomes available, the NPMC (and MCMC) algorithm can directly
benefit from this performance improvement.
It has to be noted that some of the frequentist methods, especially ECF and MLE, provide reasonable
estimates of all 4 parameters with little computational complexity whenever α > 0.3. However, the NPMC
algorithm yields more accurate estimates in general, and performs significantly better for very low α, at the
expense of an increase in the execution time.
In comparison with other Bayesian methods, the NPMC algorithm has clear advantages in terms of
simplicity, estimation error and execution time. The NPMC method is straightforward to implement, and it
only requires a coarse selection of the parameters L, M and MT . We propose to use MT ≈
√
M , according
to the theoretical convergence results given in Section 2.3 and [23]. The convergence of the NPMC may be
easily assessed in practice by observing the evolution of the NESS along the iterations, and stopping the
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adaptation when it reaches a steady value. Additionally, the NPMC method scales better as the complexity
of the problem increases (a broader prior or a larger number of observations).
The advantages of the proposed algorithm are most apparent when estimating the parameters of ex-
tremely heavy-tailed distributions (very low α) from small data sets. When the number of observations is
larger, all Bayesian methods become computationally more demanding. For example, with T = 300 all the
methods yield more accurate estimates, but the running time of the NPMC and MH algorithms scales up
to 13 minutes. However, the MLE estimates barely improve for low values of α, even with a larger amount
of observations, due to the coarse likelihood approximation implemented in the STABLE toolbox.
4. Simulations with real fish displacement data
In this section we present the numerical results obtained with a set of real data describing longitudinal
(i.e., upstream or downstream) movements of fish in a stream. This data set was first described in [21].
4.1. Data description
The data analyzed here derive from measurements of daytime (09:00 - 17:00 hours) position made on
N = 21 individuals of a single fish species, the brook trout (Salvelinus fontinalis). Fish position, determined
by reference to fixed marks along the stream edge, was tracked by radiotelemetry daily between 29 July and 5
September 1998 in Ganelon Creek, Canada. The available set of observations y corresponds to the univariate
daily longitudinal displacement of individual fish, measured in meters. The t-th displacement of the n-th
fish, yn,t, is defined as the position increment in one dimension between two consecutive measurements.
The number of observations Tn associated with each individual is very small and its histogram is shown
in Figure 7 (left), together with the available observations yn,t of three selected individuals, n = 11, 20, 18, at
each time instant t. These three cases describe the typical behaviors present in the whole available data set.
Although displacements were quantified under similar environmental conditions, individuals were analyzed
separately because heterogeneity in individual behavior generally is of ecological interest. For example, the
estimates of β could be used to assess interindividual differences in the propensity to exhibit directional
movements, such as upstream or downstream migration.
Visual inspection of the available data reveals that it has no gaps in its support and presents unimodality,
heavy-tails and asymmetry, and cannot be properly modeled by a Gaussian distribution [32]. Thus, we
assume that these samples are independent and follow an α-stable distribution yn,t ∼ S(y;αn, βn, γn, δn).
The individual n = 11 (second plot from the left in Figure 7) presents a heavy-tailed and rather symmetric
distribution, probably with a low value of α and β. Fish n = 20 (third plot from the left in Figure 7) presents
lighter tails and more asymmetry than the previous case. Finally, n = 18 (first plot from the right in Figure
7) corresponds to a light-tailed and apparently symmetric distribution, similar to a Gaussian population.
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Figure 7: First plot from the left: histogram of the number of observations Tn available for each fish. Second to fourth plots
from the left: real measurements of fish displacement yn,t, t = 1, . . . , Tn, of three selected individuals n = 11, 20, 18 with
different characteristic behaviors.
4.2. Numerical results
We have applied the NPMC, the MH and the described frequentist methods to this problem and compared
the obtained results. For the Bayesian schemes, we have considered prior marginal distributions p3(γ) =
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U(γ; (0, 50]) and p3(δ) = U(δ; [−10, 10]). The parameters have again been set to L = 10, M = 103 and
MT = 30 for the NPMC method. In order to have a similar computational complexity, the total number of
iterations of the MH method has been set to I = 104, yielding a final sample of M = 1000 after removing
the burn-in period and thinning.
Figure 8 shows the final NESS obtained by the NPMC (left) and the MH (right) methods, versus the
corresponding values of α estimated by each algorithm, similarly to Figure 2 (left) and Figure 3 (left) in
the computer simulations of Section 3. It is important to note that more than 50% of the individuals are
identified as having values of α < 0.5, both with NPMC and MH algorithms, which is also confirmed by the
MLE method. The particular cases n = 11, 20, 18, whose observations are shown in Figure 7, are depicted
with big markers. It can be observed that similar results are obtained in the real data case, where low α
values yield low final NESS. Since the NESS has proved to be a good indicator of the convergence of the
NPMC method, and is related to the MSE evolution, it can be expected that in this real data problem the
algorithm performs similarly to the example with synthetic data.
In Figure 9 the point estimates of the α, β, γ and δ parameters provided by the QT1, QT2, ECF, MLE,
LAM, NPMC and MH methods are represented for the selected individuals n = 11, 20, 18. Additionally, a
Gaussian kernel approximation of the posterior distribution of each parameter is shown for the NPMC and
MH methods, and the 5% and 95% confidence intervals for the MLE (except for n = 11). As expected from
the data inspection, the NPMC method identifies the case n = 11 as having a heavy-tailed distribution, with
αˆ around 0.3, which is coherent with the LAM results, the other reliable method for estimating low α. The
MLE method returns a final estimate of αˆ = 0.4 and suggests via a warning message that the true value is
actually lower. In the estimation of β, the NPMC and the MLE methods provide very similar results. The
MH method yields similar α and β estimates but with a larger variance. The estimate of γ is inaccurate
in this case, but again the NPMC, LAM and MLE methods agree in their estimates. The NPMC and the
MLE methods provide δ estimates close to 0. The MH method obtains very inaccurate estimates of γ and
δ. In the case of n = 20, all methods agree to identify α as close to 0.8, except for the LAM method, which
has shown to be less accurate when α > 0.5 in the simulation study of Section 3. The estimates of the
rest of parameters by the different methods are also similar. Finally, the last case n = 18 is identified as a
light-tailed and symmetric distribution, close to a non-standard Gaussian. Table 3 summarizes the obtained
results.
The consistency among the compared methods confirms that the available real data can be properly
described by an α-stable distribution, as suggested by the visual data inspection. The numerical results are
coherent with those obtained with synthetic data, both in terms of the NESS of NPMC and MHmethods, and
in terms of the comparison of the solutions provided by different techniques. The NPMC method provides
consistent estimates (comparing different runs) of all parameters for all values of α, with an extremely low
amount of observations. On the contrary, the MH algorithm fails to identify the parameters when α is low,
as can be seen in Figure 5, and is very sensitive to the prior selection.
5. Conclusions
We have addressed the estimation of the parameters of α-stable distributions in a Bayesian framework.
We have combined the nonlinear population Monte Carlo (NPMC) scheme of [23] with a classical numerical
approximation of the α-stable pdf [7] and studied, analytically, the impact of this approximation on the
convergence of the nonlinear importance sampler. Then, we have provided computer simulations with
synthetic data comparing the NPMC method with the main methods proposed in the literature for this
problem. The NPMC algorithm clearly outperforms the traditional frequentist methods in terms of MSE,
at the expense of a higher computation cost. It also yields better results than other Bayesian methods,
such as MH or PMC-ABC methods, providing a lower estimation error with a lower computational effort.
Additionally, we have applied the studied methods to a fish displacement real dataset, and obtained coherent
and satisfactory results. We have shown, by means of computer experiments, that the proposed technique
attains a good performance even for small values of α and with an extremely low number of observed data,
where many of the existing techniques usually fail to perform adequately.
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Figure 8: Final NESS obtained in each simulation by the NPMC (left) and the MH (right) algorithms, versus the corresponding
estimates of α. Note that the NESS is computed differently in both cases.
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Figure 9: Point estimates of the α-stable parameters provided by the QT1, QT2, ECF, MLE, LAM, NPMC and MH methods,
for n = 11, 20, 18. The 5% and 95% confidence intervals of MLE and the kernel posterior approximations provided by the
NPMC and MH methods are also shown. For n = 11 the MLE method does not yield confidence intervals.
Table 3: Point estimates of the parameters obtained by each of the methods, for the selected data sets n = 11, 20, 18. 95%
confidence intervals are given in parentheses for MLE, NPMC and MH.
n Tn param QT1 QT2 ECF MLE LAM NPMC MH
11 35
αˆ 0.908 0.896 0.927 0.400 (0) 0.366 0.293 (0.112) 0.345 (0.419)
βˆ -0.300 -0.447 -0.022 -0.177 (0) 0 -0.289 (0.228) -0.344 (0.519)
γˆ 10.647 9.739 13.856 5.323 (0) 1.136 3.496 (4.326) 20.138 (28.565)
δˆ 1.306 2.003 -2.216 -0.636 (0) 0 -0.445 (0.667) -4.185 (6.942)
20 25
αˆ 0.768 0.752 0.570 0.826 (0.444) 0.394 0.855 (0.351) 0.849 (0.408)
βˆ 0.325 0.526 0.233 0.385 (0.540) 0 0.297 (0.533) 0.260 (0.557)
γˆ 6.761 5.610 4.697 6.736 (4.295) 1.076 8.082 (4.720) 8.828 (6.218)
δˆ -0.914 -1.563 -0.819 -0.838 (3.621) 0 -0.339 (3.768) -0.288 (3.898)
18 27
αˆ 1.186 1.179 1.549 1.303 (0.570) 0.490 1.483 (0.556) 1.507 (0.596)
βˆ 0.045 0.059 0.540 0.200 (0.858) 0 0.050 (0.801) 0.005 (0.869)
γˆ 10.161 10.149 12.356 11.184 (5.011) 2.617 14.187 (6.673) 14.479 (7.232)
δˆ -5.164 -5.213 -5.263 -4.698 (7.102) 0 -3.315 (7.307) -2.663 (8.081)
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Appendix A. Simulation of univariate α-stable random variables [31]
Let U and V be independent random variables, U uniformly distributed in the interval (−π2 , π2 ) and
V exponentially distributed with mean 1. For any 0 < α ≤ 2 and −1 ≤ β ≤ 1, when α 6= 1, define
W = 1α arctan
(
β
(
πα
2
))
. Then
Z =


sin(α(W+U))
[cos(αW ) cos(U)]1/α
[
cos(αW+(α−1)U)
V
](1−α)/α
, if α 6= 1
2
π
[(
π
2 + βU
)
tan(U)− β log
(
π
2 V cosU
π
2 +βU
)]
, if α = 1
has α-stable distribution S(z;α, β, 0, 1) [1]. To simulate stable random variables S(x;α, β, γ, δ) with arbitrary
scale and location parameters, the following transformation can be applied [1]
X =
{
γ[Z − β tan(πα2 )] + δ α 6= 1
γZ + δ α = 1
.
Appendix B. Metropolis-Hastings algorithm [33]
Algorithm 2 displays the MH algorithm used in the computer simulations of Section 3.2.
Algorithm 2 Metropolis-Hastings algorithm [33] with a likelihood approximation [7].
Initialization (i = 1):
1. Draw the starting point from the prior distribution θ(1) ∼ p(θ).
Iteration (i = 2, . . . , I):
1. Draw a proposed sample θ⋆ ∼ q(θ|θ(i−1)) = T N (θ; θ(i−1),Σ) from a truncated Gaussian distribu-
tion.
2. With probability
min
{
1,
pˆ(y|θ⋆)p(θ⋆)
pˆ(y|θ(i−1))p(θ(i−1))
}
accept the move setting θ(i) = θ⋆. Otherwise store the current value θ(i) = θ(i−1). The likelihood
approximation pˆ(y|θ) is computed as in [7].
Appendix C. PMC-ABC algorithm [20]
Algorithm 3 shows an outline of the PMC-ABC method of [20], which is used in the simulations of
Section 3.3.
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Algorithm 3 PMC-ABC algorithm [20].
Iteration (ℓ = 1, . . . , L):
1. Select a proposal distribution qℓ(θ):
• at iteration ℓ = 1, let q1(θ) = p(θ),
• at iterations ℓ = 2, . . . , L, select the proposal pdf as a truncated Gaussian pdf qℓ(θ) =
T N (θ;µℓ−1,Σℓ−1), with parameters computed as in equation (1) but using standard weights
w
(i)
ℓ−1.
2. For i = 1, . . . ,M , simulate θ
(i)
ℓ ∼ qℓ(θ) and y(i)ℓ ∼ p(y|θ(i)ℓ ) until ρ(y,y(i)ℓ ) ≤ ǫℓ, where ρ denotes
the Euclidean distance between the summary statistics of the observations y and the samples y
(i)
ℓ .
3. Compute normalized IWs as w
(i)
ℓ ∝ p(θ(i)ℓ )/qℓ(θ(i)ℓ ).
Appendix D. Proof of Theorem 1
We consider the approximate integral (f, πM,ǫ) first. Since
(f, π) =
(fg, q)
(g, q)
and (f, πM,ǫ) =
(fgǫ, qM )
(gǫ, qM )
, (D.1)
where qM = 1M
∑M
i=1 δθ(i) , it is simple to show that
(f, πM,ǫ)− (f, π) = (fg
ǫ, qM )− (fg, q)
(g, q)
+ (f, πM,ǫ)
(g, q)− (gǫ, qM )
(g, q)
. (D.2)
However, since (g, q) = (1, h) =
∫
IS(θ)h(θ)dθ and (f, π
M,ǫ) ≤ ‖f‖∞, Eq. (D.2) readily yields
|(f, πM,ǫ)− (f, π)| ≤ 1
(1, h)
∣∣(fgǫ, qM )− (fg, q)∣∣+ ‖f‖∞
(1, h)
∣∣(g, q)− (gǫ, qM )∣∣ , (D.3)
and, therefore, the problem reduces to computing bounds for errors of the form |(bgǫ, qM )− (bg, q)|, where
b ∈ B(S).
Choose any b ∈ B(S). A simple triangle inequality yields
|(bgǫ, qM )− (bg, q)| ≤ |(bgǫ, qM )− (bg, qM )|+ |(bg, qM )− (bg, q)|. (D.4)
Since qM = 1M
∑M
i=1 δθ(i) , for the second term on the right hand side of (D.4) we can write
E
[|(bg, qM )− (bg, q)|p] = E
[∣∣∣∣∣ 1M
M∑
i=1
Z(i)
∣∣∣∣∣
p]
, (D.5)
where the random variables
Z(i) = b(θ(i))g(θ(i))− (bg, q), i = 1, ...,M,
are i.i.d. with zero mean (recall the θ(i)’s are i.i.d. draws from q). Therefore, it is straightforward to show
that
E
[∣∣∣∣∣ 1M
M∑
i=1
Z(i)
∣∣∣∣∣
p]
≤ c˜
pap‖b‖p∞
M
p
2
, (D.6)
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where c˜ is a constant independent of M and q, and a is the uniform upper bound for the weight function g
provided by A.2, also independent of M . Combining (D.6) with (D.5) readily yields
‖(bg, qM )− (bg, q)‖p ≤ c˜a‖b‖∞√
M
. (D.7)
The inequality (D.7) implies that there exists an a.s. finite random variable Uυ,b > 0 such that
|(bg, qM )− (bg, q)| ≤ Uυ,b
M
1
2−υ
, (D.8)
where 0 < υ < 12 is an arbitrarily small constant independent of M (see [34, Lemma 4.1]).
If we expand the first term on the right hand side of (D.4) we arrive at
∣∣(bgǫ, qM )− (bg, qM )∣∣ =
∣∣∣∣∣ 1M
M∑
i=1
b(θ(i))
(
gǫ(θ(i))− g(θ(i))
)∣∣∣∣∣
≤ ‖b‖∞
M
M∑
i=1
∣∣∣gǫ(θ(i))− g(θ(i))∣∣∣ . (D.9)
However, using assumption A.1 in the inequality (D.9) above, we readily obtain∣∣(bgǫ, qM )− (bg, qM )∣∣ ≤ ‖b‖∞ǫ. (D.10)
Taking together (D.4), (D.8) and (D.10) we arrive at
|(bgǫ, qM )− (bg, q)| ≤ ‖b‖∞ǫ+ Uυ,b
M
1
2−υ
(D.11)
and it is immediate to combine the inequality (D.3) with the bound in (D.11). If we choose b = f in order
to control the first term on the right hand side of (D.3), and b = 1 in order to control the second term, we
readily find that
|(f, πM,ǫ)− (f, π)| ≤ Wf,υ
M
1
2−υ
+
2‖f‖∞
(1, h)
ǫ, (D.12)
where
Wf,υ =
Uυ,f + Uυ,1
(1, h)
> 0
is an a.s. finite random variable independent of M and ǫ. This yields the inequality (2) in the statement of
the Theorem, with C = 2‖f‖∞/(1, h) <∞.
The proof for inequality (3) is simpler. A triangle inequality yields
|(f, π¯M,ǫ)− (f, π)| ≤ |(f, π¯M,ǫ)− (f, πM,ǫ)|+ |(f, πM,ǫ)− (f, π)| (D.13)
and (D.12) yields a bound for the second term on the right hand side of (D.13). For the first term, we note
that
(f, π¯M,ǫ) =
(f [ϕM ◦ gǫ], qM )
(ϕM ◦ gǫ, qM ) , (D.14)
where ◦ denotes composition, hence (ϕM ◦ gǫ)(θ) = ϕM (gǫ(θ)). If we combine (D.14) and the expression for
(f, πM,ǫ) in (D.1) we obtain, by the same argument leading to (D.3), that
|(f, π¯M,ǫ)− (f, πM,ǫ)| ≤ |(f [ϕ
M ◦ gǫ], qM )− (fgǫ, qM )|
(ϕM ◦ gǫ, qM ) +
‖f‖∞|(ϕM ◦ gǫ, qM )− (gǫ, qM )|
(ϕM ◦ gǫ, qM )
≤ a|(f [ϕM ◦ gǫ], qM )− (fgǫ, qM )|+ a‖f‖∞|(ϕM ◦ gǫ, qM )− (gǫ, qM )|,
(D.15)
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where the second inequality follows from the definition of the clipping transformation ϕM and the bound
gǫ ≥ a−1 in A.3.
In order to use (D.15), we look into errors of the form |(b[ϕM ◦gǫ], qM )−(bgǫ, qM )| for arbitrary b ∈ B(S).
This turns out relatively straightforward since, from the construction of ϕM ,
|(b[ϕM ◦ gǫ], qM )− (bgǫ, qM )| =
∣∣∣∣∣ 1M
MT∑
r=1
b(θ(ir))
[
gǫ(θ(iMT ))− gǫ(θ(ir))
]∣∣∣∣∣ ≤ 2a‖b‖∞MTM ,
where the inequality follows from the bound gǫ ≤ a in A.3. We can plug (D.16) into (D.15) twice, first
choosing b = f and then b = 1, in order to control the two terms in the triangle inequality. As a result, we
arrive at the deterministic bound
|(f, π¯M,ǫ)− (f, πM,ǫ)| ≤ 2a
2‖f‖∞MT
M
≤ 2a
2‖f‖∞√
M
, (D.16)
where the second inequality follows from the assumption MT ≤
√
M in the statement of the Theorem.
Plugging (D.16) and (D.12) into (D.13) yields
|(f, π¯M,ǫ)− (f, π)| ≤ Wf,υ + 2a
2‖f‖∞
M
1
2−υ
+
2‖f‖∞
(1, h)
ǫ, (D.17)
which reduces to the inequality (3) in the statement of the Theorem, with W¯f,υ = Wf,υ + 2a
2‖f‖∞ > 0 an
a.s. finite random variable and C = 2‖f‖∞/(1, h) <∞ a constant, both independent of M and ǫ. 
[1] J. P. Nolan, Stable Distributions - Models for Heavy Tailed Data, Birkha¨user, Boston, 2013, In progress, Chapter 1 online
at academic2.american.edu/∼jpnolan.
[2] E. F. Fama and R. Roll, “Parameter estimates for symmetric stable distributions,” Journal of the American Statistical
Association, vol. 66, no. 334, pp. 331–338, 1971.
[3] J. H. McCulloch, “Simple consistent estimators of stable distribution parameters,” Communications in Statistics-
Simulation and Computation, vol. 15, no. 4, pp. 1109–1136, 1986.
[4] I. A. Koutrouvelis, “An iterative procedure for the estimation of the parameters of stable laws: An iterative procedure
for the estimation,” Communications in Statistics-Simulation and Computation, vol. 10, no. 1, pp. 17–28, 1981.
[5] S. M. Kogon and D. B. Williams, “Characteristic function based estimation of stable distribution parameters,” A Practical
Guide to Heavy Tailed Data, pp. 311–335, 1998.
[6] J. P. Nolan, “Maximum likelihood estimation of stable parameters,” in Le´vy processes: Theory and Applications, pp.
379–400. Boston: Birkha¨user, 2001.
[7] J. P. Nolan, “Numerical calculation of stable densities and distribution functions,” Communications in Statistics. Stochas-
tic models, vol. 13, no. 4, pp. 759–774, 1997.
[8] C. L. Nikias and M. Shao, Signal Processing with Alpha-Stable Distributions and Applications, Wiley-Interscience, 1995.
[9] E. E. Kuruoglu, “Density parameter estimation of skewed α-stable distributions,” Signal Processing, IEEE Transactions
on, vol. 49, no. 10, pp. 2192–2201, 2001.
[10] W. R. Gilks, Markov chain Monte Carlo, Wiley Online Library, 2005.
[11] C. P. Robert and G. Casella, Monte Carlo Statistical Methods, Springer, 2004.
[12] D. J. Buckle, “Bayesian inference for stable distributions,” Journal of the American Statistical Association, vol. 90, no.
430, pp. 605–613, 1995.
[13] M. J. Lombardi, “Bayesian inference for α-stable distributions: A random walk MCMC approach,” Computational
Statistics & Data Analysis, vol. 51, no. 5, pp. 2688–2700, 2007.
[14] C. Menn and S. T Rachev, “Calibrated FFT-based density approximations for α-stable distributions,” Computational
Statistics & Data Analysis, vol. 50, no. 8, pp. 1891–1904, 2006.
[15] B. M. Turner and T. Van Zandt, “A tutorial on approximate Bayesian computation,” Journal of Mathematical Psychology,
vol. 56, no. 2, pp. 69–85, 2012.
[16] P. Del Moral, A. Doucet, and A. Jasra, “An adaptive sequential Monte Carlo method for approximate Bayesian compu-
tation,” Statistics and Computing, vol. 22, no. 5, pp. 1009–1020, 2012.
[17] P. Marjoram, J. Molitor, V. Plagnol, and S. Tavare´, “Markov chain Monte Carlo without likelihoods,” Proceedings of the
National Academy of Sciences, vol. 100, no. 26, pp. 15324–15328, 2003.
[18] S. A. Sisson, Y. Fan, and M. M. Tanaka, “Sequential Monte Carlo without likelihoods,” Proceedings of the National
Academy of Sciences, vol. 104, no. 6, pp. 1760–1765, 2007.
[19] G. W. Peters, S. A. Sisson, and Y. Fan, “Likelihood-free Bayesian inference for α-stable models,” Computational Statistics
& Data Analysis, vol. 56, no. 11, pp. 3743–3756, 2012.
[20] M. A. Beaumont, J. M. Cornuet, J. M. Marin, and C. P. Robert, “Adaptive approximate Bayesian computation,”
Biometrika, vol. 96, no. 4, pp. 983–990, 2009.
21
[21] G. Be´langer and M. A. Rodr´ıguez, “Homing behaviour of stream-dwelling brook charr following experimental displace-
ment,” Journal of Fish Biology, vol. 59, no. 4, pp. 987–1001, 2001.
[22] S. Niranjayan and N. C. Beaulieu, “BER optimal linear combiner for signal detection in symmetric alpha-stable noise:
small values of alpha,” Wireless Communications, IEEE Transactions on, vol. 9, no. 3, pp. 886–890, 2010.
[23] E. Koblents and J. Mı´guez, “A population Monte Carlo scheme with transformed weights and its application to stochastic
kinetic models,” Statistics and Computing, pp. 1–19, 2013.
[24] T. Bengtsson, P. Bickel, and B. Li, “Curse of dimensionality revisited: Collapse of particle filter in very large scale
systems,” Probability and statistics: Essay in honour of David A. Freedman, vol. 2, pp. 316–334, 2008.
[25] O. Cappe´, A. Guillin, J. M. Marin, and C. P. Robert, “Population Monte Carlo,” Computational and Graphical Statistics,
vol. 13, no. 4, pp. 907–929, 2004.
[26] O. Cappe´, R. Douc, A. Guillin, J. M. Marin, and C. P. Robert, “Adaptive importance sampling in general mixture
classes,” Statistics and Computing, vol. 18, no. 4, pp. 447–459, 2008.
[27] P. M Djuric, Shen B., and M. Bugallo, “Population Monte Carlo methodology a la Gibbs sampling,” EUSIPCO, 2011.
[28] J. P. Nolan, “Robust analysis,” www.robustanalysis.com.
[29] M. Veillette, “STBL: Alpha stable distributions for Matlab,” www.mathworks.com/matlabcentral/fileexchange/37514-stbl--alpha-stable-distributions-for-matlab,
2014.
[30] J. E. Gentle, W. K. Ha¨rdle, and Y. Mori, Handbook of computational statistics: concepts and methods, Springer Science
& Business Media, 2012.
[31] J. M. Chambers, C. L. Mallows, and B. W. Stuck, “A method for simulating stable random variables,” Journal of the
american statistical association, vol. 71, no. 354, pp. 340–344, 1976.
[32] J. P. Nolan, “Fitting data and assessing goodness-of-fit with stable distributions,” Unpublished Manuscript. Washington,
DC: American University, 1999.
[33] W. K. Hastings, “Monte Carlo sampling methods using Markov chains and their applications,” Biometrika, vol. 57, no.
1, pp. 97–109, 1970.
[34] D. Crisan and J. Mı´guez, “Particle-kernel estimation of the filter density in state-space models,” Bernoulli, vol. 20, no.
4, pp. 1879–1929, 2014.
22
