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1Chapter 1
Introduction
Linear Ganger causality test can be used to detect the causal relation between
two time series; that is, to examine whether past information of one series could
contribute to the prediction of another series. In other words, Granger causality test
examines whether lag terms of one variable significantly explain another variable
in a 2-equation vector autoregressive regression model. The concept of causality
is different from the concept of correlation in two ways. Firstly, causality is the
influence of past values of one variable on the present value of the other, while the
correlation is relation between two variables at the same time. Secondly, correlation
is symmetric with respect to two variables involved, while causal relation is not
symmetric. One variable may not be the reason and result of the other variable at
the same time.
However, the linear Granger causality test does not perform well in detecting
nonlinear causal relationships. To circumvent this limitation, Baek and Brock
2(1992) developed a nonlinear Granger causality test to examine the remaining
nonlinear predictive power of a residual series of a variable on the residual of another
variable obtaining from a linear model. Hiemstra and Jones (1994) has further
modified the test which we will use to examine the bivariate Granger causality
relationship in my thesis. One series {Yt} that does not strictly Granger cause
another series {Xt} non-linearly is defined as:
Pr
(
‖Xmt −Xms ‖ < e
∣∣∣‖ XLxt−Lx −XLxs−Lx ‖< e, ‖ Y Lyt−Ly − Y Lys−Ly ‖< e)
=Pr
(‖Xmt −Xms ‖ < e ∣∣‖ XLxt−Lx −XLxs−Lx ‖< e)
where Pr(· | · ) denotes conditional probability and ‖ · ‖ denotes the maximum
norm. The left hand side of the equation is the conditional probability that the
distance between any two m-length lead vectors of {Xt} is less than e, given that
the corresponding Lx-length lag vectors of {Xt} and Ly-length lag vectors of {Yt}
are within distance e. And the right hand side of the equation is the conditional
probability that the distance between any two m-length lead vectors of {Xt} is less
than e, given that only the corresponding Lx-length lag vectors of {Xt} is within
distance e. A more detailed definition will be given in the next chapter. However,
there is a disadvantage of the Hiemstra-Jones test. Diks and Panchenko (2005)
point out that Hiemstra-Jones test might have an over-rejection bias on the null
hypothesis of Granger non-causality. Their simulation results show that rejection
probability will goes to one as the sample size increases. Diks and Panchenko
(2006) address this problem by replacing the global test by an average of local
3conditional dependence measures. Their new test shows weaker evidence for volume
causing returns than Hiemstra-Jones test does. Besides Hiemstra-Jones test, other
forms of nonlinear causality test has also been developed. For example, Marinazzo,
Pellicoro, and Stramaglia (2008) adopt theory of reproducing kernel Hilber spaces
to develop nonlinear Granger causality test. And Diks and DeGoede (2001) develop
an information theoretic test statistics for Granger causality. They use bootstrap
methods instead of asymptotic distribution to calculate the significance of the test
statistics.
Many studies have adopted Granger causality test to analyze the causal relation
between two series. For example, most of the studies in various stock markets
applied Granger causality test to analyze the causal relation between two stock
markets. However, most of the studies are focused on the bivariate case: exploring
the relation between one series and another. Nevertheless, the multivariate causal
relationship are important but it has not been well-studied. There may exist a
causality relationship from a group of variables to another group of variables, while
we take an arbitrary variable from each group and no causality relationship is found
within any pair of variables chosen like this. In this situation, it is important to
extend the Granger causality test to the multivariate settings to find out whether
this relationship exist.
In Chapter 3, we extend both the linear and nonlinear Granger causality tests
to the multivariate settings. First, for any n variables involved in the causality test,
4we simply construct a n-equation vector autoregressive regression (VAR) model to
conduct the linear Granger test, and test for the significance of relevant coefficients
across equations using likelihood ratio test. If those coefficients are significantly
different from zero, than the causality relationship is identified.
Thereafter, we will conduct the nonlinear Granger test on the system. We
notice that the bivariate nonlinear Granger test is developed by mainly applying the
properties of U-statistic developed by Denker and Keller (1983, 1986). Central limit
theorem can be applied to the U-statistic whose arguments are strictly stationary,
weakly dependent and satisfy mixing conditions of Denker and Keller (1983, 1986).
When we extend the test to the multivariate settings, we find that the properties
of the U-statistic for the bivariate settings could be used in the development of
our proposed test statistic in the multivariate settings, which is also a function of
U-statistic. Detailed proofs will be given.
In Chapter 4, we demonstrate the applicability of our proposed tests by illus-
trating them to examine the relationshps among the stock indices in the segmented
Chinese stock markets. There are five return series: H shares in Hong Kong Stock
Exchange and A and B shares listed on the Shanghai Stock Exchange and Shen-
zhen Stock Exchange. Several studies have been carried out to explore the lead-lag
relations among these indices. For example, Qiao, Li and Wong (2008) studied
the bivariate linear and nonlinear Granger causality relationships among these five
return series from January 1, 1996 to February 16, 2001. One of the limitations
5of these studies is that they could not examine the multivariate linear and non-
linear causal relationships among these series. To circumvent this limitation, in
this paper we apply the our proposed test statistics to examine these multivariate
relationships. In addition, our study covers more recent data with longer period
from October 6, 1992 to December 31, 2007. A comparison of our findings with
those from the bivariate tests will be made at the last.
6Chapter 2
Bivariate Granger Causality Test
In this chapter we will review the definitions of linear and nonlinear causality and
discuss the relevant existing tests to identify these causality relationship between
two variables.
2.1 Bivariate Linear Granger Causality Test
First, we introduce the linear Granger causality as follows:
Definition 1. In a two-equation model:






βiyt−i + ε1t (1a)
and






δiyt−i + ε2t (1b)
7where all {xt} and {yt} are stationary variables, ε1t, ε2t are the disturbances sat-
isfying the regularity assumptions of the classical linear normal regression model,
and p is the optimal lag in the system. {yt} is said not Granger causing {xt}
if βi = 0 in (1a), for any i = 1, · · · , p. In other words, the past values of {yt} do
not provide any additional information on the performance of {xt}. Similarly, {xt}
does not Granger Cause {yt} if γi = 0 in (1b), for any i = 1, · · · , p.
Now, we can test for causal relations between {xt} and {yt} by testing the
following null hypotheses separately:
H10 : β1 = · · · = βp = 0, and
H20 : γ1 = · · · = γp = 0.
From testing these hypotheses, we have four theoretically possible test results:
(1) If both Hypotheses H10 and H
2
0 are accepted, there is no linear causal relation
between {xt} and {yt}.
(2) If HypothesisH10 is accepted but HypothesisH
2
0 is rejected, then linear causal-
ity runs unidirectional from {xt} to {yt} .
(3) If HypothesisH10 is rejected but HypothesisH
2
0 is accepted, then linear causal-
ity runs unidirectional from {yt} and {xt} .
(4) If both Hypotheses H10 and H
2
0 are rejected, there exist feedback linear causal
relationships between {xt} and {yt}.
8To test either of the hypotheses, one could use the standard F-test. To test the
hypothesis β1 = · · · = βp = 0 in (1a), the sum of squares of the residuals from both
the full regression, SSEF , and the restricted regression, SSER, are computed in
the equation (1a) and the following F test
F =
(SSRR − SSRF )/p
SSRF/(n− 2p− 1) (2.1)
can be computed where p is the optimal number of lag terms of yt in the regression
equation on xt, and n is the number of observations. If {yt} does not Granger
cause {xt}, F in (2.1) is distributed as F(p,n−2p−1). For any given significance level
α, we reject the null hypothesis H10 if F exceeds the critical value F(α,p,n−2p−1).
Similarly, we can test for the second null hypothesis H20 : γ1 = · · · = γp = 0, and
then identify the linear causal relationship from {xt} to {yt}.
2.2 Bivariate Nonlinear Causality Test
The general test for nonlinear Granger causality is first developed by Baek and
Brock (1992) and, later on, modified by Hiemstra and Jones (1994). As the linear
Granger test is inefficient in detecting any nonlinear causal relationship, to examine
the nonlinear Granger causality relationship between a pair of series, say {xt}
and {yt}, one has to first apply the linear models in (1a) and (1b) to {xt} and
{yt} for identifying their linear causal relationships and obtain their corresponding
residuals, {εˆ1t} and {εˆ2t}. Thereafter, one has to apply a non-linear Granger
causality test to the residual series, {εˆ1t} and {εˆ2t}, of the two variables being
9examined to identify the remaining nonlinear causal relationships between their
residuals.
Now we introduce the definition of nonlinear Granger causality and discuss the
corresponding test developed by Hiemstra and Jones as follows:
Definition 2. For two strictly stationary and weakly dependent residual series
{Xt} and {Yt}, the m-length lead vector of Xt is given by
Xmt ≡ (Xt, Xt+1, · · · , Xt+m−1) , m = 1, 2, · · · , t = 1, 2, · · ·
and Lx-length lag vector of Xt is defined as
XLxt−Lx ≡ (Xt−Lx , Xt−Lx+1, · · · , Xt−1), Lx = 1, 2, · · · , t = Lx + 1, Lx + 2, · · ·
Similarly, Ly length lag vector of Yt are given by
Y
Ly
t−Ly ≡ (Yt−Ly , Yt−Ly+1 · · · , Yt−1), Ly = 1, 2, · · · , t = Ly + 1, Ly + 2, · · ·
For any given values of m, Lx, and Ly ≥ 1 and for e ≥ 0, series {Yt} does not
strictly Granger cause another series {Xt} non-linearly if and only if:
Pr
(
‖Xmt −Xms ‖ < e
∣∣∣‖ XLxt−Lx −XLxs−Lx ‖< e, ‖ Y Lyt−Ly − Y Lys−Ly ‖< e)
=Pr
(‖Xmt −Xms ‖ < e ∣∣‖ XLxt−Lx −XLxs−Lx ‖< e)
where Pr(· | · ) denotes conditional probability and ‖ · ‖ denotes the maximum
norm: For any vector X = (x1, · · · , xn) and Y = (y1, · · · , yn),
‖X − Y ‖ = max (|x1 − y1|, |x2 − y2|, · · · , |xn − yn|)
10




C1(m+ Lx, Ly, e, n)
C2(Lx, Ly, e, n)





























































t, s = max(Lx, Ly) + 1, · · · , T −m+ 1, n = T + 1−m−max(Lx, Ly)
and
I(x, y, e) =

0, if ‖x− y‖ > e
1, if ‖x− y‖ ≤ e
This test statistic has the following property:
Theorem 1. For given values of m,Lx, Ly and e > 0, under the assumptions
that {Xt}, {Yt} are strictly stationary, weakly dependent, and satisfy the conditions






C1(m+ Lx, Ly, e, n)
C2(Lx, Ly, e, n)
− C3(m+ Lx, e, n)
C4(Lx, e, n)
)
a∼ N(0, σ2(m,Lx, Ly, e))
where
a∼ means following the distribution asymptotically, and the estimator of the
variance σ2(m,Lx, Ly, e) stated in Hiemstra and Jones (1994) is
σˆ2(m,Lx, Ly, e) = dˆ
T · Σˆ · dˆ
where
d̂ =[1/C2(Lx, Ly, e, n),−C1(m+ Lx, Ly, e, n)/C22(Lx, Ly, e, n),
− 1/C4(Lx, e, n), C3(m+ Lx, e, n)/C24(Lx, e, n)]T
and Σˆ is a matrix containing elements
















1, if k = 1,
2(1− [(k − 1)/K(n)]), otherwise,
t = max(Lx, Ly) + k, · · · , T −m+ 1,

















































− C4(Lx, e, n)





3.1 Multivariate Linear Granger Causality Test
3.1.1 Vector Autoregressive Regression
In this section, we will extend the pairwise linear Granger test to the multiple
settings in the Vector Autoregressive Regression (VAR) scheme. For t = 1, · · · , T ,















A11(L) A12(L) . . . A1n(L)




















where (y1t, · · · , ynt) is the n-variable vector stationary time series at time t, L is
the backward operation where L(xt) = xt−1, Ai0 are intercept parameters, Aij(L)
are polynomials in the lag operator L:
Aij(L) = aij(1)L+ aij(2)L
2 + · · ·+ aij(p)Lp
and et = (e1t, · · · , ent)′ is the disturbance vector obeying the assumption of the
classical linear normal regression model.
Generally, each equation in VAR has the same lag length for each variable and
the regressors are identical in all equations. So a uniform order p will be chosen
for all the lag polynomials Aij(L) in the VAR model according to a certain criteria
such as Akaike’s Information Criterion (AIC) or Schwarz Criterion (SC). Along
with the Gauss-Markov assumptions satisfied for the error terms, Ordinary Least
Square (OLS) estimation is appropriate to be used to estimate the model since it is
consistent and efficient. However, long lag length for each variable will consume a
lot of degrees of freedom. As in the model mentioned above, there will be n(np+1)
coefficients (include the intercept terms), n variances and n(n − 1)/2 covariances
to be estimated. When the sample size available is not large enough, including
too much regressors will make the estimation inefficient and thus cause the test
unreliable. To address this problem, a Near-VAR model might be adopted. In this
model, different regressor is allowed in each equation. And seemingly unrelated
regressions (SUR) is used instead of OSL to estimate the equations simultaneously.










X1 0 0 · · · 0
0 X2 0 · · · 0
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V = Σ⊗ IT
where Σ is the covariance matrix of the residuals and ⊗ is the Kronecker product.
In this thesis, we will only use the common VAR model to identify the causality
relationship between vectors of time series.
3.1.2 Multiple Linear Granger Causality Hypothesis and
Likelihood Ratio Test
To test the causality relationship between two stationary vector time series : xt =
(x1,t, · · · , xn1,t)′ and yt = (y1,t, · · · , yn2,t)′, where there are n1 + n2 = n˜ series in
16















where Ax[n1×1] and Ay[n2×1] are two vectors of intercept terms, and Axx(L)[n1×n1],
Axy(L)[n1×n2], Ayx(L)[n2×n1] and Ayy(L)[n2×n2] are matrices of lag polynomials.
Similarly as in the bivariate case, there are four situations for the causality
relationship between two vector time series xt and yt:
(1) Unidirectional causality from yt to xt exists if Axy(L) is significantly different
from zero and at the same time Ayx(L) is not significantly different from zero.
(2) Unidirectional causality from xt to yt exists if Ayx(L) is significantly different
from zero and at the same time Axy(L) is not significantly different from zero.
(3) feedback exists when both Axy(L) and Ayx(L) are significantly different from
zero.
(4) independence is rejected when either Axy(L) and Ayx(L) is not significantly
different from zero.
To test the following null hypothesis:
(1) H0: Axy(L) = 0, or
(2) H0: Ayx(L) = 0, or
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(3) H0: Axy(L) = 0 and Ayx(L) = 0.
We may first run the regression using OLS for each equation without any restric-
tions on the parameters, and then we obtain the residual covariance matrix Σ.
Secondly, we run the regression with the restriction imposed by the null hypothesis
and obtain the restricted residual covariance matrix Σ0. Then we got the likelihood
ratio statistics suggested by Sims (1980):
(T − c)( log|Σ0| − log|Σ| )
where T is the number of usable observations, c is the number of parameters esti-
mated in each equation of the unrestricted system, log|Σ0| and log|Σ| are the natu-
ral logarithm of the determinant of restricted and unrestricted residual covariance
matrix correspondingly. This test statistic has the asymptotic χ2 distribution with
the degree of freedom equal to the number of restrictions on the coefficients in the
system. For example, when we test H0 : Axy(L) = 0, we should let c equal to n˜p+1,
and there are are n2 × p restrictions on the coefficients in the first n1 equations in
the model. Hence, the corresponding test statistic (T − (n˜p+1))( log|Σ0|− log|Σ| )
asymptotically follows χ2 with the degree of freedom equal to n1 × n2 × p. The
conventional bivariate causality test is an special case of the multivariate causality
test. Besides the F test, the likelihood ratio test introduced in this thesis could be
used to identify the relationship.
We note that one can test a particular causality relationship in more than one
VAR models. For example, let’s consider the causation relation among five return
18
series of china’s segmented stock markets: H, SHA, SHB, SZA, and SZB. The
detailed description of these data sets will be provided in the next chapter. We
may test the causality relationship between any two series , say H and SHA, using
2-variable VAR model containing only H and SHA, or using 3-variable VAR model
containing H, SHA, SHB, up to 5-variable VAR model containing all five return
series. As mentioned above, including too many variables in the model will seriously
affect the efficiency of the estimation and lead to other problems, especially when
the sample size is not large enough. Adding one variable to the n-variable system
with the same lag length p will increase the number of parameters by (2n˜+ 1)× p
coefficients and n˜+ 1 variance/covariance. So, to test the causality, it is better to
use the model involved only the necessary variables. In this case, we should adopt
the 2-variable VAR model. Here, to illustrate how serious the model selection will
affect the test results, we show below the results of testing the pairwise causality
among the 5 return series using different VAR models.
The left figure in the above diagram shows the results of the test using 2-
variable systems. A → B indicates that causality from series A to B exists with
95% significance, A 99K B means that the causality relation from series A to B is
significant with 90% significance . The right figure in the above diagram shows the
results of the test using a 5-variable model. The data are the five daily stock return
series from 1 Jan 1996 to 16 Feb 2001, containing 1235 observations. For the 5-
19
Figure 3.1: Linear causality test results
variable VAR model, we choose the lag length to be 6 according to AIC. So we have
totally 150 parameters to be estimated in order to obtain the test statistics. Large
unknown parameter number and relatively small sample size make the estimation
inefficient and lead to different test results. There exists feedback causality relation
between almost every pair of the series in the later figure which is very different
and misleading compared to the first figure. So we should be aware of this problem
and use the proper model.
20
3.2 Multivariate Nonlinear Causality Test
3.2.1 Multivariate Nonlinear Causality Hypothesis
Based on the same idea of Hiemstra and Jones (1994), we try to detect the nonlinear
causality relationship by testing the residuals produced by the linear causality test.
In this section, we will extend the Hiemstra and Jones test, which deals with the
bivariate cases, to the multivariate cases.
Let us consider two vector residual series Xt = (X1, t, · · · , Xn1, t)′ and Yt =
(Y1, t, · · · , Yn2, t)′. First we define the lead vector and lag vector of the times series.
For Xi, t, i = 1, · · · , n1, the mxi-length lead vector of Xi, t is given as
Xmxii,t ≡ (Xi, t, Xi, t+1, · · · , Xi, t+mxi−1),mxi = 1, 2, · · · , t = 1, 2, · · · ,
and Lxi-length lag vector of Xi, t is defined as
XLxii, t−Lxi ≡ (Xi, t−Lxi , Xi, t−Lxi+1, · · · , Xi, t−1), Lxi = 1, 2, · · · , t = Lxi + 1, Lxi + 2, · · ·
Similarly, for yi, t, i = 1, · · · , n2, the myi-length lead vector and Lyi length lag
vector of Xi, t are given as
Y
myi
i,t ≡ (Yi, t, Yi, t+1, · · · , Yi, t+myi−1),myi = 1, 2, · · · , t = 1, 2, · · · ,
Y
Lyi
i,t−Lyi ≡ (Yt−Lyi , Yt−Lyi+1, · · · , Yt−1), Lyi = 1, 2, · · · , t = Lyi + 1, Lyi + 2, · · ·
21
Let’s denote
Mx = (mx1, · · · ,mxn1), Lx = (Lx1, · · · , Lxn1)
mx = max(mx1, · · · ,mxn1), lx = max(Lx1, · · · , Lxn1)
My = (my1, · · · ,myn2), Ly = (Ly1, · · · , Lyn2)
my = max(my1, · · · ,myn2), ly = max(Ly1, · · · , Lyn2)
For given mx, my, Lx, Ly, e , we define the following four events:
(1) ‖XMxt −XMxs ‖ < e: {‖Xmxii,t −Xmxii,s ‖ < e, for any i = 1, · · · , n1};
(2) ‖ XLxt−Lx −XLxs−Lx ‖< e: {‖XLxii,t−Lxi −XLxii,s−Lxi‖ < e, for any i = 1, · · · , n1};
(3) ‖Y Myt − Y Mys ‖ < e: {‖Y myii,t − Y myii,s ‖ < e, for any i = 1, · · · , n2};
(4) ‖ Y Lyt−Ly − Y
Ly




i,s−Lyi‖ < e, for any i = 1, · · · , n2}.
where ‖ · ‖ denotes the maximum norm. Finally, we define that vector series {Yt}
does not strictly Granger cause another vector series {Xt} if:




s−Ly ‖< e, )
= Pr(‖XMxt −XMxs ‖ < e| ‖ XLxt−Lx −XLxs−Lx ‖< e)
where Pr(· | · ) denotes conditional probability.
3.2.2 Test Statistic and Its Asymptotic Distribution




C1(Mx + Lx, Ly, e, n)
C2(Lx, Ly, e, n)

























































t, s = max(lx, ly) + 1, · · · , T −mx + 1, n = T + 1−mx −max(lx, ly).
Theorem 2. Under the assumptions that the time series {X1,t, · · · , Xn1,t} and
{Y1,t, · · · , Yn2,t} are strictly stationary, weakly dependent, and satisfy the mixing
conditions of Denker and Keller(1983), if {Y1,t, · · · , Yn2,t} do not strictly Granger




C1(Mx + Lx, Ly, e, n)
C2(Lx, Ly, e, n)
− C3(Mx + Lx, e, n)
C4(Lx, e, n)
)
a∼ N(0, σ2(Mx, Lx, Ly, e))
When the test statistic is too far away from zero, we reject the non-causality hypoth-
esis. A consistent estimator of σ2(Mx, Lx, Ly, e) will be given in next subsection.
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Proof of Theorem 2
Let us denote that










C3(Mx + Lx, e) ≡ Pr( ‖ XMx+Lxt−Lx −XMx+Lxs−Lx ‖< e)
C4(Lx, e) ≡ Pr( ‖ XLxt−Lx −XLxs−Lx ‖< e)
Thus we have






C1(Mx + Lx, Ly, e)
C2(Lx, Ly, e)
Pr(‖XMxt −XMxs ‖ < e| ‖ XLxt−Lx −XLxs−Lx ‖< e)
=
C3(Mx + Lx, e)
C4(Lx, e)
and the strict Granger non-causality hypothesis can be stated as
H0 :
C1(Mx + Lx, Ly, e)
C2(Lx, Ly, e)
− C3(Mx + Lx, e)
C4(Lx, e)
= 0
Before proceeding to the rest proof, let’s first give a basic introduction to the U-
statistics, which is essential in the proof. Here we refer to the definition given by
Kowalski and Tu (2007),
Definition 3. Consider an i.i.d sample of p×1 random vectors yi (1 ≤ i ≤ n). Let
h(y1, · · · ,ym) be a symmetric function with m arguments or input vectors, that is,
h(y1, · · · ,ym) = h(yi1 , · · · ,yim) for any permutation (i1, · · · , im) of (1, 2, · · · ,m).
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h(yi1 , · · · ,yim)
where Cnm = (i1, · · · , im); 1 ≤ i1 < · · · < im ≤ n denotes the set of all distinct com-
binations of m indices (i1, · · · , im) from the integer set 1, 2, · · · , n.














E(h(y1, · · · ,ym))
= θ
Univariate here refers to the dimension of U-statistic.
Definition 4. Consider an i.i.d sample of p × 1 column vector of response yi
(1 ≤ i ≤ n). Let h(y1, · · · ,ym) be a symmetric vector-valued function with m
arguments. We define a one-sample, m-argument multivariate U-statistic







h(yi1 , · · · ,yim)
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where Cnm = (i1, · · · , im); 1 ≤ i1 < · · · < im ≤ n denotes the set of all distinct com-
binations of m indices (i1, · · · , im) from the integer set 1, 2, · · · , n. Similarly as the
univariate case, Un is an unbiased estimate of Θ, if E(hn) = Θ.
Now, Let’s come back to our proof. Instead of i.i.d sample, we take vector
samples from strictly stationary, weakly dependent series which also satisfy the
mixing conditions of Denker and Keller(1983) as:
zt =
(















i=1 Lyi variables in each vector. For any
given (Mx, Lx, Ly, e), we denote θ1 ≡ C1(Mx+Lx, Ly, e), θ2 ≡ C2(Lx, Ly, e), θ3 ≡
C3(Mx + Lx, e), θ4 ≡ C4(Lx, e). and Θ = (θ1, θ2, θ3, θ4)′. And Let’s denote
U1n ≡ C1(Mx + Lx, Ly, e, n), U2n ≡ C2(Lx, Ly, e, n), U3n ≡ C3(Mx + Lx, e, n),
U4n ≡ C4(Lx, e, n) and Un = (U1n, U2n, U3n, U4n)′. We can tell that Un is
one-sample, 2-argument 4-variable U-statistic vector with kernel vector h(zt, zs) =

















































Since function I(x, y, e) is symmetric with respect to x and y, h(zt, zs) is sym-
metric with two arguments zt and zs. And we notice that











where the later equation is allowed by the assumption that residual series {Xt} and
{Yt} obtained from the VAR model are independent with each other. Similarly we
have
E(hi) = θi, i = 2, 3, 4
The major differences between our multivariate causality test statistics and
Hiemstra and Jones’ bivariate causality test statistics are the sample vector, kernel








t = max(Lx, Ly) + 1, · · ·
containing mx + Lx + Ly variables.
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These changes do not effect the asymptotic properties of the U-statistic Vector
used in the test. As in the bivariate case, the central limit theorem proved by
Denker and Keller(1983) can be applied to the U-statistic vector Un: under the
assumption that series {x1,t, · · · , xn1,t, y1,t, · · · , yn2,t} are strictly stationary, weakly
dependent, and satisfying one of the mixing conditions of Denker and Keller, we
have:
√
n(Un −Θ) d→ N(0,Σ), as n→∞
where
d→ means convergence in distribution, and Σ is the 4× 4 covariance matrix
of Un containing {Σi,j, i, j = 1, · · · , 4}. Further, by Denker and Keller (1986), we
have that the sequence Un of U-statistics converges to Θ in probability. Now let


















Thus, using the delta method (Serfling (1980, pp.122-125)),
√
n[f(Un)− f(Θ)] has
the same limit distribution as
√






C1(Mx + Lx, Ly, e, n)
C2(Lx, Ly, e, n)
− C3(Mx + Lx, e, n)
C4(Lx, e, n)
)
a∼ N (0,∇f(Θ)T · Σ · ∇f(Θ))
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3.2.3 A Consistent Estimator of Variance of the Test Statis-
tic
In this subsection, following the same procedure of Hiemstra and Jones (1994), we
give a consistent estimator of the variance of the test statistic:
σ2(Mx, Lx, Ly, e) = ∇f(Θ)T · Σ · ∇f(Θ)
For each component Σi,j, i, j = 1, · · · , 4 of the covariance matrix Σ, we have:




























































= E(h4 | xLxt−Lx)
By the results of Denker and Keller (1983) and Newey and West (1987), a consistent
estimator of the (i, j)th element is:










Aˆi,t(n) · Aˆj,t−k+1(n) + Aˆi,t−k+1(n) · Aˆj,t(n)
)]
,
t = max(lx, ly) + k, · · · , T −mx + 1
n = T + 1−mx −max(lx, ly)
K(n) = (int)n1/4, ωk(n) =

1, if k = 1,
































































− C4(Lx, e, n)
t, s = max(lx, ly) + 1, · · · , T −mx + 1








= [1/C2(Lx, Ly, e, n),−C1(m+ Lx, Ly, e, n)/C22(Lx, Ly, e, n),
− 1/C4(Lx, e, n), C3(Mx + Lx, e, n)/C24(Lx, e, n)]T
Thus, a consistent estimator of σ2(Mx, Lx, Ly, Lz, e) is:
σˆ2(Mx, Lx, Ly, Lz, e) = ∇̂f(Θ)
T · Σˆ · ∇̂f(Θ)
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Chapter 4
Applying the Test to the
Segmented Chinese Stock Markets
4.1 Description of the Data Set
In this chapter, we will apply our multiple linear and nonlinear causality test to
the Chinese stock markets to study the information flow between different segmen-
tations of China’s stock markets and the investors behavior’s relationship among
different investor groups.
China’s stock markets have been developed rapidly since the early 1990s and
they have attracted tremendous investment from both domestic and foreign in-
vestors. The Chinese government adopts a segmentation policy in two aspects.
First, there’s strictly segmentation between companies, which means that dual
listing is not permitted. One company can only be officially listed in one ex-
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change: Shanghai Stock Exchanges (SHSE) or Shenzhen Stock Exchanges (SZSE).
The companies listed in the SHSE are tend to be large state-owned companies,
many of them monopoly supplied to the domestic markets. On the other hand,
the companies listed in SZSE are likely to be smaller export-oriented ones, many
of them joint ventures (Kim and Shin, 2000). Both these two exchanges are in the
same macroeconomic and policy environment despite the location difference. But
the speed and scale of reaction to the common market factors might be different
between the two exchanges (Kim and Shin, 2000).
Secondly, there’s segmentation between domestic and foreign investors. A listed
company can issue three kinds of shares: A shares are restricted to domestic in-
vestors and are denominated in yuan (RMB), and B shares are for foreign investors
and residents in Hong Kong, Macau and Taiwan and are denominated in U.S dollars
on the SHSE and Hong Kong dollars on the SZSE. Although A and B shares are
issued by the same company, the behaviors’ of A and B share holders are different
due to their differences in experience, ability of analysis and access to information.
According to Sjo¨o¨ and Zhang (2000), there are several factors can cause informa-
tion transmission between domestic and foreign investors. The foreign investors
in China are generally large financial institutions which are more experienced and
capable of data analysis. Their behavior could be a signal for the local individual
investors. The domestic investors might have advantage in obtaining information
from local resources. Thus, the price information could flow from B shares to A
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shares, from A to B shares, on both direction, or finally no lead-lag relation at all.
Finally, H-shares are issued to Hong Kong , Macau and Taiwan residents and are
listed on the Hong Kong Exchange (HKSE). H shares are denominated in Hong
Kong dollars and HKSE provides a more stable and established system of stock
markets. And since yuan is not convertible yet, many foreigners prefer trading the
H shares other than B-shares in mainland China (Tian and Wan, 2004).
Our study will cover the data of A and B shares listed on the SHSE and SZSE
and H shares from October 6, 1992 to December 31, 2007. We denote these five
return series by SHA, SHB, SZA, SZB and H. Since February 19, 2001, Chinese
government allows the domestic citizens to trade B shares. Qiao, Li, and Wong
(2008) explored the bivariate causality relationship among these five series both
before and after the new policy. As they did, we will divide the sample into two
sub-samples: the first sub-sample from October 6, 1992 to February 16, 2001 and
the second sub-sample from February 19, 2001 to December 31, 2007. ( February
17 and 18, 2001 were weekends and the stock markets were closed.) All the data
used in our study are the daily price indices of the five shares taken from DataS-
tream International. They are based on the closing prices in U.S dollars, and are
calculated by the continuously compounded formula. Following are the figures of
the 5 series before and after the policy change.
34
Figure 4.1: Daily returns of H shares before and after the policy change on Feb 16th,
2001
Figure 4.2: Daily returns of Shanghai A shares before and after the policy change on
Feb 16th, 2001
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Figure 4.3: Daily returns of Shanghai B shares before and after the policy change on Feb
16th, 2001
Figure 4.4: Daily returns of Shenzhen A shares before and after the policy change on
Feb 16th, 2001
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Figure 4.5: Daily returns of Shenzhen B shares before and after the policy change on
Feb 16th, 2001
Table 4.1: The list of descriptive statistics for the daily returns of 5 shares
Index H SHA SHB SZA SZB
Sub-sample 1: 6 October 1992 to 16 February 2001
Min: -1.471e-01 -0.3879040 -0.1308464 -0.4033241 -1.670e-01
1st Qu.: -8.136e-03 -0.0097611 -0.0087703 -0.0105960 -6.805e-03
Median : 9.587e-05 0.0000000 0.0000000 0.0000000 -8.797e-05
3rd Qu.: 9.561e-03 0.0101233 0.0079689 0.0109672 5.445e-03
Max. : 1.727e-01 0.3088592 0.1218367 0.2960848 1.360e-01
Mean : 4.673e-04 0.0003039 0.0001153 0.0001882 -6.695e-05
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Sub-sample 2: 19 February 2001 to 31 December 2007
Min. : -9.274e-02 -9.106e-02 -0.1029169 -8.771e-02 -9.585e-02
1st Qu.: -5.182e-03 -6.339e-03 -0.0074474 -7.000e-03 -7.512e-03
Median : 3.017e-05 7.476e-06 0.0000000 3.681e-05 6.939e-05
3rd Qu.: 6.458e-03 7.365e-03 0.0086932 8.260e-03 9.680e-03
Max. : 5.721e-02 9.402e-02 0.0945308 9.242e-02 9.395e-02
Mean : 3.219e-04 6.218e-04 0.0008466 5.628e-04 9.674e-04
4.2 Methodology
We have discussed the statistics used to identify the multivariate linear and non-
linear causality relation in last Chapter. In this section we will give more detailed
test procedures.
4.2.1 Methodology for Multiple Linear Causality Test
As we mentioned before, it is assumed that series in a VAR model should be
stationary. So before carrying out our test, we should first run a unit root test
using augmented Dickey-Fuller (ADF) test for each relevant series. Given that
series has a unit root, we shall test whether the series involved are cointegrated
over a same time period using the Johansen procedure ( Johansen and Juselius,
1990). If there is no cointegration , we adopt the VAR model we mentioned before
to test for the multiple linear causality. In this model, lag length of each variable is
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the same in each equation. And we choose the lag length according to SC instead
of AIC, because SC pays more penalty on the lag length and leads to smaller
length. SC is more appropriate for the data given because the sample size is not
very big. We have tried using AIC to choose the lag length and the results are not
good. If cointegration exists, we shall adopt error correction mechanism ( Engle
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where ecmt−1 is the error correction term. In particular, when we want to test
the causality relationship between two non-stationary vector time series :xt =
(x1,t, · · · , xn1,t)′ and yt = (y1,t, · · · , yn2,t)′, where there are n1 + n2 = n series in
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whereAx[n1×1] andAy[n2×1] are two vectors of intercept terms, Axx(L)[n1×n1], Axy(L)[n1×n2],
Ayx(L)[n2×n1], Ayy(L)[n2×n2] are matrix of lag polynomials, αx[n1×1] and αy[n2×1] are
the coefficient vectors for the error correction term vecmt−1. Then we go on to test
the null hypothesis H0 : Axy(L) = 0 or H0 : Ayx(L) = 0 to identify strict causality
relation using the LR test mentioned before.
4.2.2 Methodology for Multiple Nonlinear Causality Test





C1(Mx + Lx, Ly, e, n)
C2(Lx, Ly, e, n)
− C3(Mx + Lx, e, n)
C4(Lx, e, n)
)
First we obtain the residual series {X1,t, · · · , Xn1,t} and {Y1,t, · · · , Yn2,t} from the
estimated VAR or ECM-VAR model. Then we need to set values for these lead
or lag length vectors Mx, Lx and Ly and the scale parameter e. Resembling what
Hiemstra and Jones did in the bivariate case, we set:
Mx = (mx1, · · · ,mxn1) = (1, · · · , 1)
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Lx = (Lx1, · · · , Lxn1) = (l, · · · , l),
Ly = (Ly1, · · · , Lyn2) = (l, · · · , l)
where l may be chosen from 1 to 10. And we let e = 1.5σ, where σ is the standard
deviation.
4.3 The Testing Results
In this section, we report the linear and nonlinear multiple causality testing results
for both sub-sample one and sub-sample two.
Table 4.2: Multiple linear testing results for sub-sample1 : 6 Oct.1992-16 Feb. 2001
causality hypothesis df. LR statistics p value
A← B({SHA,SZA}← {SHB,SZB}) 4 6.3625 0.1737
B← A({SHB,SZB}← {SHA,SZA}) 4 0.5800 0.9653
SH← SZ({SHA,SHB}← {SZA,SZB}) 4 32.0777 1.8444e-06***
SZ← SH({SZA,SZB}← {SHA,SHB}) 4 8.9932 0.0613*
A← B,H({SHA,SZA}← {SHB,SZB,H}) 6 6.4141 0.3784
B,H← A({SHB,SZB,H}← {SHA,SZA}) 6 0.7409 0.9936
* Significant at the 10% level
** Significant at the 5% level
***Significant at the 1% level
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The results indicates that there is strong causality from stocks listed in SZSE
to those listed in SHSE. On the other hand, the causal relation from Shanghai to
Shenzhen is relatively weak. And there is no information transmission between the
A shares and B shares and H shares.
Table 4.3: Multiple nonlinear testing results for sub-sample1 : 6 Oct.1992-16 Feb. 2001
Part I
Causality Hypothesis
lags A←B SH←SZ A←B,H
statistic,p value statistic,p value statistic,p value
1 1.6197,0.0526* 4.4989,0.0000*** 0.6168,0.2687
2 1.4134,0.0788* 4.8823,0.0000*** 0.3440,0.3654
3 0.5124,0.3042 4.6103,0.0000*** -0.5914,0.2771
4 0.5464,0.2924 4.1788,0.0000*** -0.4181,0.3380
5 -0.1873,0.4257 3.9710,0.0000*** -0.8002,0.2118
6 -0.7043,0.2406 3.5230,0.0002*** -1.0239,0.1529
7 -1.6627,0.0481** 2.9533,0.0016*** -1.4646,0.0715*
8 -1.8581,0.0316** 2.8631,0.0021*** -1.2490,0.1058
9 -1.8591,0.0315** 2.3753,0.0088*** -1.0585,0.1449
10 -2.1860,0.0144** 1.8870,0.0296** -1.0538,0.1460
* Significant at the 10% level
** Significant at the 5% level
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*** Significant at the 1% level
A indicates SHA and SZA, B indicates SHB and SZB,
SH indicates SHA and SHB, SZ indicates SZA and SZB
Table 4.4: Multiple nonlinear testing results for sub-sample1 : 6 Oct.1992-16 Feb. 2001
Part II
Causality Hypothesis
lags B←A SZ←SH B,H←A
statistic,p value statistic,p value statistic,p value
1 -2.1305,0.0166** 3.0710,0.0011*** -1.6378,0.0507*
2 -2.4233,0.0077*** 2.9833,0.0014*** -1.1709,0.1208
3 -2.0522,0.0201** 1.8955,0.0290** -1.0491,0.1471
4 -1.9009,0.0287** 2.3812,0.0086*** -1.2631,0.1033
5 -1.1042,0.1348 1.7545,0.0397** -1.4285,0.0766*
6 -1.2012,0.1148 1.5048,0.0662* -1.4607,0.0721*
7 -1.3252,0.0926* 1.0906,0.1377 -0.9430,0.1728
8 -0.9613,0.1682 0.7934,0.2138 -1.2043,0.1142
9 -1.1766,0.1197 0.8427,0.1997 -1.1646,0.1221
10 -1.3707,0.0852* 0.2937,0.3845 -0.6359,0.2624
* Significant at the 10% level
** Significant at the 5% level
***Significant at the 1% level
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A indicates SHA and SZA, B indicates SHB and SZB,
SH indicates SHA and SHB, SZ indicates SZA and SZB
The above nonlinear test results show some information that is not indicated in
the linear tests. It indicates strong casual relation both from Shanghai to Shenzhen
and from Shenzhen to Shanghai. Furthermore, we find the evidence that there is
bi-directional information transmission between A shares and B shares, and also
between A shares and the group of B and H shares. This implies that big and small
companies influence each other while foreign and local investors also influence each
other’s behavior.
Following are the test results for the sub-sample period 2:
Table 4.5: Multiple linear testing results for sub-sample2 : 19 Feb. 2001-31 Dec. 2007
causality hypothesis df. LR statistics p value
A← B({SHA,SZA}← {SHB,SZB}) 4 3.9475 0.4132
B← A({SHB,SZB}← {SHA,SZA}) 4 54.3180 4.5146e-11***
SH← SZ({SHA,SHB}← {SZA,SZB}) 4 10.4660 0.0333**
SZ← SH({SZA,SZB}← {SHA,SHB}) 4 86.0540 9.0645e-18***
A← B,H({SHA,SZA}← {SHB,SZB,H}) 6 20.3677 0.0024***
B,H← A({SHB,SZB,H}← {SHA,SZA}) 6 54.3876 6.1618e-10***
* Significant at the 10% level
** Significant at the 5% level
***Significant at the 1% level
44
Table 4.6: Multiple nonlinear testing results for sub-sample2 : 19 Feb. 2001-31 Dec.
2007 Part I
Causality Hypothesis
lags A←B SH←SZ A←B,H
statistic,p value statistic,p value statistic,p value
1 0.3582,0.3601 1.4337,0.0758** 1.2144,0.1123
2 0.9475,0.1717 3.3611,0.0004*** 1.0190,0.1541
3 0.3757,0.3536 4.0847,0.0000*** 0.6092,0.2712
4 -0.5411,0.2942 3.6385,0.0001*** -0.1782,0.4293
5 -1.2174,0.1117 3.3593,0.0004*** -1.3054,0.0959*
6 -1.0175,0.1544 3.0307,0.0012 *** -1.1585,0.1233
7 -0.9610,0.1683 2.8463,0.0022*** -0.6252,0.2659
8 -1.1906,0.1169 1.9902,0.0233** -0.8788,0.1897
9 -1.3312,0.0916* 2.0839,0.0186** -1.4263,0.0769*
10 -1.2829,0.0998* 1.7332,0.0415** -0.7784,0.2182
* Significant at the 10% level
** Significant at the 5% level
***Significant at the 1% level
A indicates SHA and SZA, B indicates SHB and SZB,
SH indicates SHA and SHB, SZ indicates SZA and SZB
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Table 4.7: Multiple nonlinear testing results for sub-sample2 : 19 Feb. 2001-31 Dec.
2007 Part II
Causality Hypothesis
lags B←A SZ←SH B,H←A
statistic,p value statistic,p value statistic,p value
1 2.0980,0.0180** 2.6113,0.0045*** 2.3086,0.0105**
2 2.3107,0.0104** 2.7925,0.0026*** 2.7079,0.0034***
3 2.2824,0.0112** 2.5990,0.0047*** 1.2318,0.1090
4 1.6729,0.0472** 1.8266,0.0339** 0.2241,0.4114
5 1.1146,0.1325 1.4741,0.0702* -0.5999,0.2743
6 1.6490,0.0496** 1.3077,0.0955* -1.1278,0.1297
7 1.5693,0.0583* 0.9072,0.1821 -0.7661,0.2218
8 1.3287,0.0920* 0.9335,0.1753 -0.9427,0.1729
9 1.1220,0.1310 0.7256,0.2341 -0.7741,0.2194
10 1.2219,0.1109 0.9130,0.1807 -0.5972,0.2752
* Significant at the 10% level
** Significant at the 5% level
***Significant at the 1% level
A indicates SHA and SZA, B indicates SHB and SZB,
SH indicates SHA and SHB, SZ indicates SZA and SZB
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The sub-sample 2 linear test results are quite different from those of sub-sample
1. We can see that after the Chinese government release the restriction on trading
B shares for domestic citizens, there is a strong bi-directional information trans-
mission between A shares the group of B and H shares. And there is also a strong
casual relation from A to B shares. It implies that the policy change tremendously
improve the information transmissions between A and other shares. In other words,
the causal relations between the local and foreign investors are stronger after the
policy change. The nonlinear test also shows that there is strong bi-directional in-
formation transmission between Shanghai and Shenzhen. And weak bi-directional
causal relations between A and B shares, A shares and the group of B and H shares
are also implied.
4.4 Comparison with the Results of Bivariate
Granger Causality Tests
To illustrate the advantage of our multivariate Granger causality test, we also run
the tests for the same data Qiao, Li, and Wong (2008) used and compare their













Figure 4.6: Bivariate linear and nonlinear causality test results
The data used covers the period from February 19, 2001 to December 30, 2005.
The left figure presents the bivariate linear Granger Causality results, the right
figure presents the bivariate nonlinear Granger Causality results. Following is a
part of the multivariate causality tests results:
Table 4.8: Multiple nonlinear testing results for sample : 19 Feb. 2001-30 Dec. 2005
H0: A←B,H
lag 1 2 3 4 5
test statistic -0.540476 -0.417739 -1.567436 -1.507828 -1.865379
p value 0.294434 0.338069 0.058506* 0.065799* 0.031064**
lag 6 7 8 9 10
test statistics -1.761310 -1.795535 -1.161868 -0.700088 -0.711139
p value 0.039093** 0.036284** 0.122645 0.241936 0.238499
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We can see that causal relation exists from the first group containing H, SHB
and SZB to the second group containing SHA and SZA. However, the bivariate
nonlinear test shows that no causality from any variable in the first group to any
variable in the second. It indicates that multivariate causality should be noticed
of besides the bivariate one.
4.5 Conclusion and Further Work
The are three main results in this thesis. Firstly, to detect the causal relation be-
tween two groups of variables we construct a VAR model. And then we adopt the
likelihood ratio test suggested by Sims (1980) as our multivariate linear test. Sec-
ondly, we propose a multivariate nonlinear test to identify the nonlinear causal re-
lation between two groups of variables. Based on the limit properties of U-statistic
vector, we prove that our test statistic follows normal distribution asymptotically.
And we also provide a consistent estimator of the variance of the test statistic. Fi-
nally, we apply our test to the segmented Chinese stock markets. The test results
shows that our tests are good for explaining the information flow between investors
and companies. And our multivariate tests do provide more information than the
original bivariate ones do. They helps us to see the causal relation between two
groups of variables instead of the causality just between two individual variables.
However, as we said before, the VAR model usually involves a lot variables due
to the common lag length p. Sample size may not large enough for a efficient estima-
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tion of the model in certain cases and this will lead to unreliable test results. So in
future we may develop a multivariate linear causality test in the Near-VAR model,
which allows different lag length. Furthermore, we notice that the multivariate
linear causality test (T − c)( log|Σ0| − log|Σ| ) has asymptotic χ2 distribution and










asymptotic normal distribution. Since both of the tests follow the corresponding
distribution asymptotically, we may use bootstrap methods instead of asymptotic
distribution to calculate the significance of the tests in future.
50
Bibliography
[1] Baek, Ehung Gi and Brock, William A., (1992) A General Test for Nonlinear
Granger Causality : Bivariate Model, Korea Development Institut, University
of Wisconsin-Madison.
[2] Brock, William A. and Baek, Ehung G., (1991) Some Theory of Statistical
Inference for Nonlinear Science Review of Economic Studies 58, 697-716
[3] Denker, Manfred and Keller, Gerhard. (1983) On U-statistics and v. Mises’
Statistics for weaky Dependent Processes , Zeitschrift fu¨r Wahrscheinlichkeit-
stheorie und verwandte Gebiete 64, 505-522.
[4] Denker, Manfred and Keller, Gerhard. (1986) Rigorous statistical procedures
for data from dynamical system . Journal of Statistical Physics, 44, 67-93.
[5] Diks, Cees. and DeGoede, J. (2001) A general nonparametric bootstrap test
for Granger causality in: Global Analysis of Dynamical Systems, eds. H.W.
Broer, B. Krauskopf and G. Vegter, pp 391-403, IoP Publishing, Bristol.
51
[6] Diks, C. and Panchenko, Valentyn. (2005) A note on the Hiemstra-Jones test
for Granger non-causality. Studies in Nonlinear Dynamics and Econometrics
9 (2), Art. No. 4, 1-7.
[7] Diks, Cees and Panchenko, Valentyn. (2006) A new statistic and practical
guidelines for nonparametric Granger causality testing. Journal of Economic
Dynamics and Control 30, 1647-1669.
[8] Enders,Walter. (1995) Applied Econometric Time Series, Second Edition. Uni-
versity of Alabama, John Wiley & Sons.
[9] Engle, Robert F. and Granger C. W. J., (Mar., 1987), Co-integration and
Error Correctio: Representation, Estimation, and Testing, Vol. 55, No. 2,
pp.251-276.
[10] Gujarati, Damador N.. (2003) Basic Ecomometrics, Fourth Edition. United
States Millitary Academy, West Point, McGraw-Hill, New york.
[11] Hiemstra, Craig and Jones, Jonathan D., (Dec., 1994), Testing for Linear and
Nonlinear Granger Causality in the Stock Proce-Volume Relation The Journal
of Finance Vol. 49, No.5. 1639-1664.
[12] Johansen,S. and Juselius, K., (1990). Maximum Likelihood estimation and In-
ference on the Cointegrarion with Application to the Demand for Money. Ox-
ford Bulletin of Economics and Statistics 52, 169-209.
52
[13] Kim, Yungsan and Shin, Jhinyong, (2000), Interactions among China-Related
Stocks. Asia-Pacific Financial Markets 7: 97-115.
[14] Kowalski, Jeanne, Tu, Xin M., (2007) ,Modern Applied U-Statistics, John
Wiley & Sons, New York.
[15] Marinazzo, Daniele, Pellicoro,Mario and Stramaglia, Sebastiano (11
April,2008) Kernel Method for Nonlinear Granger Causality. Physical Review
Letters
[16] Newey, Whitney K. and West, Kenneth D., (May, 1987), A Simple, Positive
Semi-Definite, Heteroskedasticity and Autocorrelation Constistent Covariance
Matrix. Econometrica, Vol. 55, No. 3, 703-708.
[17] Qiao, Zhuo, Li, Yuming, Wong, Wing-Keung, (2008), Policy Change and Lead-
lag relations among China’s Segmented Stock Markets. Journal of Multina-
tional Financial Management 18, 276-289.
[18] Serfling, R., (1980), Approximation Theorems of Mathematical Statistics John
Wiley & Sons, New York.
[19] Sjo¨o¨, Nnoo and Zhang, Jianhua, (2000), Market Segmentation and Informa-
tion Diffusion in China’s Stock Markets. Jounal of Multinational Financial
Management 10, 421-438.
[20] Sims, Chirstopher A.. (Jan., 1980).Macroeconomics and Reality. Econometrica
Vol. 48, 1-49.
53
[21] Tian, Gary Gang and Wan, Guang Hua, (2004), Interaction among China-
related Stocks: Evidence from a Causality Test with a New Procedure. Applied
Financial Economics, 14, 67-72.
