Abstract Multi-step ahead time series forecasting (TSF) is a key tool for supporting tactical decisions (e.g., planning resources). Recently, the support vector machine (SVM) emerged as a natural solution for TSF due to its nonlinear learning capabilities. This paper presents two novel evolutionary SVM (ESVM) methods for multi-step TSF. Both methods are based on an estimation distribution algorithm search engine that automatically performs a simultaneous variable (number of inputs) and model (hyperparameters) selection. The global ESVM (GESVM) uses all past patterns to fit the SVM, while the decomposition ESVM (DESVM) separates the series into trended and stationary effects, using a distinct ESVM to forecast each effect and then summing both predictions into a single response. Several experiments were held, using six time series. The proposed approaches were analyzed under two criteria and compared against a recent evolutionary artificial neural network (EANN) and two classical forecasting methods, Holt-Winters and autoregressive integrated moving average. Overall, the DESVM and GESVM obtained competitive and high-quality results. Furthermore, both ESVM approaches consume much less computational effort when compared with EANN.
Introduction
Knowing what is more likely to happen in the future is a fundamental step for assisting modern-day decisions. Thus, building predictions based on historical data is a key area of information technology [21] . Within this context, time series forecasting (TSF) is an important prediction type, where the goal is to model the behavior of a given phenomenon (e.g., shoe sales) based on past patterns of the same event. TSF is becoming increasingly used in several scientific, industrial, commercial and economic activity areas [5] . In particular, multi-step ahead predictions (e.g., issued several months in advance) are useful to support tactical decisions, such as planning production resources, controlling stocks and elaborating budgets.
Due to its importance, several classical statistical methods were proposed for TSF, such as the popular HoltWinters (HW), in the sixties [28] or autoregressive integrated moving average (ARIMA) model, in the seventies [2] . The HW is from the family of exponential smoothing methods and it based on the decomposition of a series into several components, such as trended and seasonal factors. The ARIMA model is based on a linear combination of past values (autoregressive component) and errors (moving average part). HW and ARIMA methods were developed decades ago, when higher computational restrictions prevailed (e.g., memory and computing power) and adopt rather fixed models (e.g., with multiplicative or additive seasonality), that may not be suited when more complex patterns are present in the data.
More recently, modern prediction methods, such as artificial neural networks (ANN) [18] (mid-eighties) and support vector machines (SVM) [22] (mid-nineties), were proposed for TSF. These modern methods are natural solutions for TSF since they are more flexible (i.e., no a priori restriction is imposed) when compared with classical TSF models, presenting learning capabilities that range from linear to complex nonlinear mappings. When compared with ANN, SVM presents theoretical advantages. In particular, the SVM algorithm finds the optimal solution while the training of ANNs (e.g., multilayer perceptrons) is sensitive to the choice of its initial weights. SVM is becoming a very popular data-driven method, and recently, it was considered one of the most influential data mining algorithms [30] .
When adapting SVM to TSF, variable and model selection are critical issues [6, 15, 23] . Variable selection is useful to select the relevant time lags to be fed into the SVM. Moreover, SVM has several hyperparameters that need to be adjusted (e.g., kernel parameter), and thus, model selection is important to avoid overfitting and to correctly adjust models to the implicit input-output mapping hidden within the data [13] . Ideally, variable and model selection should be performed simultaneously. Yet, most data mining applications tend to separate or overlook these issues [32] .
To automate the design of the best forecasting model, performing a simultaneous variable and model selection, an interesting approach is to use evolutionary computation [20] , which performs a global multi-point (or beam) search, quickly locating areas of high quality, even when the search space is very large and complex. Most studies use evolutionary algorithms to optimize ANN models, known as Evolutionary ANN (EANN) [9, 23, 24, 26, 31] . Yet, with the increasing interest in SVM [3, 30] , Evolutionary SVM (ESVM) systems are also becoming popular [10, 16] . In all these studies, the major approach is to adopt the standard genetic algorithm [14] , although there are more sophisticated search algorithms. The estimation distribution algorithm (EDA), proposed in 2001 [19] , makes use of exploitation and exploration properties to find good solutions and outperformed in [9] the standard genetic algorithm and a differential evolution method when selecting the best ANN TSF models.
In this paper, we propose two novel ESVM approaches, both based on the EDA engine to automatically select the best SVM multi-step ahead forecasting model. The global ESVM (GESVM) approach performs a simultaneous search for the number of time lags and hyperparameters of the SVM and it is fit using all past patterns. Inspired by the classical forecasting methods (e.g., HW), the decomposition ESVM (DESVM) approach first isolates the original series into trended and stationary (e.g., seasonal) effects.
Next, it uses a ESVM to separately forecast each effect and then sums both predictions into a single response. Furthermore, we compare these two approaches with a recently proposed EANN [9] and also two popular TSF methods (HW and ARIMA), using two forecasting metrics and six time series from distinct domains and with different characteristics.
The paper is organized as follows. First, Sect. 2 describes the time series data, evaluation procedure and methods (GESVM, DESVM, EANN, HW and ARIMA). Then, in Sect. 3, we present the experimental setup and analyze the obtained results. Finally, we conclude the paper in Sect. 4.
Materials and methods

Time series data
A time series is a collection of time ordered observations y 1 ; y 2 ; . . .; y t , each one being recorded at a specific time point t [5] . A time series modelŷ t assumes that past patterns will occur in the future. The horizon h defines the time in advance that a prediction is issued. Multi-step ahead forecasts h 2 f1; 2; . . .; Hg are often performed over monthly series and are used to support tactical decisions (e.g., planning production resources).
In this paper, we selected a set of six benchmark time series, with different characteristics and from distinct domains for the TSF evaluation (Table 1 ; Fig. 1 ). In this study, the first five datasets are related with real-world tasks and were selected from the time series data library (TSDL) repository [17] , while the last chaotic series is described in [11] . It should be noted that these six times series were also adopted by the NN3 and NN5 forecasting competitions [8] . The real-world datasets are interesting to forecast since the data suffered from external and dynamic phenomena (e.g., weather changes, strikes, technological advances), which are difficult to predict and accurate forecasts, can have an impact in their application domains. The Mackey-Glass series is often used to compare modern forecasting methods and has been chosen to extend the experimentation with a different benchmark, since it is not based on real data, not defined in terms of a timely period (e.g., daily or monthly) and contains no trend or noise components. Finally, we note that these time series were also studied in [9] for EANN, with similar splits into train (in-samples, column #train of Table 1 ) and test (out-ofsamples, column #test) data, thus facilitating the comparison with EANN. The autocorrelation coefficient is a useful tool to detect seasonal components or if a time series is random. It measures the correlation between a series and itself, lagged of k periods, and can be computed by [2] :
where y 1 ; y 2 ; . . .; y P stands for the time series, P for the current time period (column #train from Table 1) , and y for the series average. Figure 2 shows examples of autocorrelations for Abraham12 (left) and Quebec (right). In the plots, the seasonal period K is clearly visible. Also, several r k values are above the 95 % degree of confidence normal distribution bounds (horizontal dashed lines), showing that these series are not random and thus can be predicted. To automatically detect the seasonal period K, we adopt in this study an autocorrelation-based heuristic rule, which consists in finding the first maximum r k value such that r k [ r kÀ1 and r k [ r kþ1 . The column K of Table 1 presents the results of applying such rule when using only training data.
Evaluation
The global performance of a forecasting model is evaluated by an accuracy measure, such as mean squared error (MSE), relative squared error (RSE) and symmetric mean absolute percentage error (SMAPE):
where e t ¼ y t Àŷ t denotes the forecasting error at time t and H is the maximum forecasting horizon (column #test from Table 1 ). In all MSE, RSE and SMAPE metrics, lower values denote better forecasts. However, RSE and SMAPE have the advantage of being scale independent and thus can be used to compare results across different series. RSE is a relativebased metric, where a value lower than 100 % shows that the forecasting model is better than predicting always the average of the test data values. RSE and MSE have been widely used in the forecasting domain [29] . SMAPE is a percentage error metric that can be directly understood by domain users. We adopt the variant used in [1] , since it does not lead to negative values, thus ranging from 0 to 200 %. SMAPE was also the error metric used in NN3, NN5 and NNGC1 forecasting competitions [8] . Squared error-based metrics, such as RSE, are more sensitive to outliers when compared with absolute error-based metrics, such as SMAPE. For performing a correct evaluation, we opt for computing both measures over the test samples of Table 1 . To aggregate results over all time series, we calculate both mean and median values. We note that the latter measure is less sensitive to outliers, making the global evaluation of the results not dependent of a good result in just one series.
Evolutionary support vector machine
Any regression algorithm (e.g., SVM) can be applied to TSF by adopting a sliding time window, which is defined by the set of time lags f1; 2; . . .; Ig used to build a forecast [6] . For a time period t, the model inputs are y tÀI ; . . .; y tÀ2 ; y tÀ1 and the desired output is y t . For example, let us consider the series 6 1 ; 10 2 ; 14 3 ; 18 4 ; 23 5 (y t values). If the sliding window f1; 2; 3g is adopted, then two training examples can be created: 6; 10; 14 ! 18 and 10; 14; 18 ! 23. After training, the last known values are fed into the model, and multi-step forecasts are built by iteratively using 1-step ahead predictions as inputs. Before fitting the SVM models, the data are normalized into the range ½0; 1, using maximum and minimum values computed over training data only, and once the model outputs the resulting values, the inverse process is carried out, rescaling them back to the original scale [13] . The training data are used to train and validate each model generated during the evolutionary execution, and thus, it is split into two subsets, training (with the first 70 % elements of the series) and validation (with the remaining ones), under a timely ordered holdout scheme.
When designing a SVM model, there are three crucial issues that should be taken into account: the type of SVM to use, the selection of the kernel function and tuning the parameters associated with the two previous selections. Since TSF is a particular regression case, for the SVM type and kernel, we selected the popular e-insensitive loss function (known as e-SVR) and Gaussian kernel ðjðx;
the LIBSVM tool [4] . In SVM regression [27] , the input y ¼ ðy tÀI ; . . .; y tÀ2 ; y tÀ1 Þ, for a SVM with I inputs, is transformed into a high m-dimensional feature space, by using a nonlinear mapping / that does not need to be explicitly known but that depends on a kernel function. Then, the SVM algorithm finds the best linear separating hyperplane, tolerating a small error e when fitting the data, in the feature space:
The SVM performance is affected by three parameters: k, e and C (a trade-off between fitting the errors and the flatness of the mapping). In this paper, an evolving hybrid system that uses EDA and SVM is proposed. Following the suggestion of the LIBSVM authors [4] , SVM parameters are searched in terms an exponentially growing scale. We also take into account the number of time lags or inputs I used to train the SVM. Therefore, we adopt a direct encoding scheme, using a numeric representation with eight genes, according to the chromosome g 1 g 2 g 3 g 4 g 5 g 6 g 7 g 8 , such that: 
where g i denotes the i-th gene of the chromosome. Thus, the ranges for the search space are as follows: I 2 f1; 2; . . .; 100g; c 2 2 ½À14:9;4:9 ; C 2 2 ½À4:9;14:9 ; and e 2 2 ½À17:9;1:9 . The ESVM process consists of the following steps:
1. First, a randomly generated population (composed of to 50 individuals), i.e., a set of randomly generated chromosomes, is obtained. [9] operators (selection, estimation of the empirical probability distribution and sampling solutions) are applied in order to generate the population of the next generation, i.e., a new set of chromosomes. 4. Steps 2 and 3 are iteratively executed until a maximum number of generations is reached.
The parameters of the EDA (e.g., population size of 50) were set to the same values used by the EANN proposed in [9] . Since the EDA works as a second-order optimization procedure, the tuning of its internal parameters is not a critical issue (e.g., using a population of 48 does not substantially change the results). Also, this EDA has a fast convergence (shown in Fig. 3 ), quickly reaching a stable fitness value.
Decomposition-based evolutionary support vector machine
In classical decomposition forecasting (e.g., HW), distinct components such as trend and seasonal effects are first isolated and then predicted independently. Inspired by this concept, we propose a novel DESVM approach for TSF. The rationale is that it might be better to perform a specialization, where a distinct SVM will capture the trend and stationary components. The focus is set in terms of separating the trend, since this is a strong component that often obscures other interesting patterns, such as seasonal effects. For instance, the ARIMA methodology first removes trend from a time series in order to accurately perform the model identification [2] . The proposed DESVM works as follows. First, the original time series y t is transformed into two series: T t and S t , corresponding to its trend and stationary components. To estimate the trend series, we propose a heuristic that requires knowing the seasonal period K in advance in order to average all values within a given seasonal period:
. . .; P À 2K; P À K; Pg. The remaining T j values are computed by interpolating a line between two consecutive T l 1 , T l 2 elements (l 1 ; l 2 2 L). The estimated trends for the series of Table 1 are plotted with dashed gray lines in Fig. 1 . The plots make clear that for strong trended series, such as Passengers and Abraham12, the estimated trend values capture well the implicit trend. Regarding the stationary component, it is simply defined as S t ¼ y t À T t . Next, each individual decomposed series is modeled using a distinct ESVM, which works as defined in Sect. 2.3. After executing both ESVM systems, the final prediction is built by combining the individual responses:
whereT t andŜ t denote the predicted trend and stationary components at time t.
Evolutionary artificial neural network
For the comparison, we have chosen a recently proposed EANN [9] , which is similar to ESVM (e.g., use of EDA, fitness based on MSE) except that is uses a fully connected multilayer perceptron, with one hidden layer and logistic activation functions. This base learner is trained with the RPROP algorithm, as implemented using the SNNS tool [33] . EANN optimizes the number of inputs (I 2 f1; . . .; 100g), ANN hidden nodes (from 0 to 99) and the RPROP parameters (D 0 2 f1; 0:01; 0:001; . . .; 10 À9 g and D max 2 f0; 1; . . .; 99g).
Holt-winters
HW is based on trend and seasonal patterns that are distinguished from random noise by averaging the historical values [28] . The multiplicative model is defined by:
where B t , E t and D t denote the level, trend and seasonal estimates and a, b and c are the model parameters. To optimize the HW parameters, we adopt a 0.05 grid search for the best training error (MSE), which is a common procedure within the forecasting field. The HW was implemented using the stats package of the open-source R statistical tool [25] .
ARIMA method
When compared with HW, ARIMA often presents an higher accuracy over a wider domain of series. Several ARIMA variants can be defined, each based on a linear combination of past values (AR components) and errors (MA part). For example, the seasonal version is denoted by the term ARIMAðp; d; qÞðP 1 ; D 1 ; Q 1 Þ and can be written as:
where U P 1 and H Q 1 are polynomial functions of orders P 1 and Q 1 . The order and coefficients of the model are usually estimated by statistical approaches (e.g., least squares methods). To get the ARIMA forecasts, we adopted the automatic selection of the commercial ForecastPro tool [12] . The rationale is to use a popular benchmark that can easily be compared and that does not require expert model selection capabilities from the user. The automatic procedure includes the search for the best ARIMA model, its internal coefficients and detection of events such as level shifts or outliers, and thus, this benchmark is difficult to outperform.
Results
The two ESVM approaches and EANN experiments were conducted using code written in the C language by the authors. In the experiments, we used a maximum of 100 generations as the stopping criterion for the EDA search engine. The forecasting metric results are shown in Table 2 . When analyzing Table 2 , DESVM stands out as the best forecasting method. For both error metrics, DESVM outperforms other approaches in three (Abraham12, DowJones and Quebec) of the six series and also obtains the best aggregate (i.e., mean and median) results. The remaining approaches rank first only for one series: HW for Passengers (RSE and SMAPE), ARIMA for Temperature (SMAPE), EANN for Temperature (RSE) and GESVM for Mackey-Glass (RSE and SMAPE). Overall, considering both mean and median aggregate measures, GESVM is the second best method, followed by EANN (third place), ARIMA (fourth) and HW (fifth). The two exceptions are for: RSE and median (EANN is ranked at second place); and SMAPE and median (ARIMA and EANN tie at third place). To demonstrate the quality of the obtained forecasts, Fig. 4 plots the DESVM results (estimated trendT t and combined forecastŷ t ) for Abraham 12 and GESVM forecasts for Mackey-Glass. In both cases, a high-quality fit was achieved.
The best forecasting models for GESVM and DESVM are presented in Table 3 , each model defined in terms of its number of inputs I and hyperparameters c, C and e. For the first three series (Abraham12, Passengers and Temperature), DESVM optimized individual SVMs that are quite distinct in terms of the number of inputs, confirming the specialization performed by each SVM. Moreover, the GESVM and ESVM S t models have a number of inputs that includes the adopted seasonal period (K from Table 1), The experimentation was carried out with an exclusive access to a server (Intel Xeon 2.27 GHz processor using Linux). Table 4 shows the computational time (in minutes) required by each evolutionary method. The two gain columns show (in %) the reduction in computational effort obtained by GESVM and DESVM when compared with EANN, which is measured as 1 À ðt M =t EANN Þ, where t M and t EANN denote the computational times required for methods M 2 fGESVM; DESVMg and EANN. As shown by the table, GESVM and DESVM demand much less computational effort when compared with EANN, presenting an overall gain that is higher than 90 %. Overall, when analyzing mean and median measures, DESVM requires around twice the computation of the GESVM (as expected). Nevertheless, we noted that DESVM can be easily parallelized by running each of its two ESVM components in a different processor or core.
Classical methods are fast enough. Alternative approaches such as EANN provide slightly better accuracy but are too time consuming, since they cannot be used for quick predictions of high-frequency time series. Even in case of larger frequencies (e.g., monthly), users usually do not want to wait tens or hundreds of minutes. Hence, we provide a new approach that is even more precise than EANN and that is much faster. Although it does not reach the speed of classical approaches, the time requirements are not that much limiting, which may be found as a confirmation of the promising approach we suggest.
Conclusions
Forecasting the future based on past data is a key issue to support decision making in a wide range domains, The two ESVM variants were compared over six distinct time series and under two criteria (RSE and SMAPE). For comparison purposes, we also tested a recent evolutionary EANN (EANN) [9] and two popular classical methods, HW and ARIMA. Under the tested setup (time series, forecasting horizons, error metrics), the results show a competitive behavior of the proposed approaches. Overall, when considering both mean and median over all series, DESVM is best choice, followed by GESVM (second best method), EANN (ranked third), ARIMA (fourth) and HW (fifth). Indeed, high-quality forecasting results were achieved (e.g., 4.5 and 5.1 % median SMAPE values for DESVM and GESVM). These results are highlighted by the fact that we perform a multi-step ahead forecasting, which is more difficult than one-step ahead prediction (such as studied in [7] ). Moreover, the proposed ESVM methods can quickly obtain accurate forecasts, requiring much less computational effort when compared with EANN, with a reduction higher than 90 %.
Both ESVM approaches are general purpose TSF methods that can be applied to a time series with few or no a priori knowledge. Thus, DESVM and GESVM are suited for non-specialized users. GESVM is a totally automatic method, while DESVM requires the setting of one parameter, the seasonal period K, for creating the estimated trend component. Nevertheless, we stress that quite often such parameter is known by the user (e.g., in monthly sales typically K ¼ 12). Another alternative is the use of heuristics, such as the autocorrelation rule adopted in this paper. DESVM was designed for series with trend components, and thus, it naturally achieved better results for series with a strong trend (e.g., Abraham12 and Passengers) and worst results for Mackey-Glass (stationary series), when compared with GESVM. While DESVM still achieved good results for moderate or no trend series (e.g., Temperature), a specialized user could use a trend detection method over the training data (e.g., visual inspection, use of autocorrelations) to opt between DESVM and GESVM. In addition, we would like to stress that DESVM provides more predictive information than GESVM (expected future trend and stationary patterns), which might be useful in some real-world applications (e.g., to know if there is a steady increase in sales behind the normal seasonal pattern).
In the future, we intend to extend the ESVM approaches for multivariate time series, which are common in the economic domain (e.g., financial markets) and address other SVM kernels (e.g., Polynomial and Spline). Also, we intend to adapt and test the proposed methods for time series with multiplicative decomposition components (rather than just additive) and with two or more seasonal components (e.g., due to daily and weekly effects).
