Abstract. Optimal design of a Phase I cancer trial can be formulated as a stochastic optimization problem. By making use of recent advances in approximate dynamic programming to tackle the problem, we develop an approximation of the Bayesian optimal design. The resulting design is a convex combination of a "treatment" design, such as Babb et al.'s (1998) escalation with overdose control, and a "learning" design, such as Haines et al. 's (2003) c-optimal design, thus directly addressing the treatment versus experimentation dilemma inherent in Phase I trials and providing a simple and intuitive design for clinical use. Computational details are given and the proposed design is compared to existing designs in a simulation study. The design can also be readily modified to include a first stage that cautiously escalates doses similarly to traditional nonparametric step-up/down schemes, while validating the Bayesian parametric model for the efficient model-based design in the second stage.
INTRODUCTION
In typical Phase I studies in the development of relatively benign drugs, the drug is initiated at low doses and subsequently escalated to show safety at a level where some positive response occurs, and healthy volunteers are used as study subjects. This paradigm does not work for diseases like cancer, for which a non-negligible probability of severe toxic reaction has to be accepted to give the patient some chance of a favorable response to the treatment. Moreover, in many such situations, the benefits of a new therapy may not be known for a long time after enrollment, but toxicities manifest themselves in a relatively short time period. Therefore, patients (rather than healthy volunteers) are used as study subjects, and given the hoped-for (rather than observed) benefit for them, one aims at an acceptable level of toxic response in determining the dose. Current designs for Phase I cancer trials, which are sequential in nature, are an ad hoc attempt to reconcile the objective of finding a maximum tolerated dose (MTD) with stringent ethical demands for protecting the study subjects from toxicities in excess of what they can tolerate. It treats groups of three patients sequentially, starting with the smallest of an ordered set of doses. Escalation occurs if no toxicity is observed in all three patients; otherwise an additional three patients are treated at the same dose level. If only one of the six patients has toxicity, escalation again continues; otherwise the trial stops, with the lower dose declared as MTD. As pointed out by Storer (1989) , these designs, commonly referred to as 3-plus-3 designs, are difficult to analyze, since even a strict quantitative definition of MTD is lacking, "although it should be taken to mean some percentile of a tolerance distribution with respect to some objective definition of clinical toxicity," and the "implicitly intended" percentile seems to be the 33rd percentile (related to 2/6). Storer (1989) also considered three other "up-anddown" sequential designs for quantile estimation in the bioassay literature and performed simulation studies of their performance in estimating the 33rd percentile. Subsequent simulation studies by O'Quigley et al. (1990) showed the performance of these designs to be "dismal," for which they provided the following explanation: "Not only do (these designs) not make efficient use of accumulated data, they make use of no such data at all, beyond say the previous three, or sometimes six, responses." They proposed an alternative design, called the continual reassessment method (CRM), which uses parametric modeling of the dose-response relationship and a Bayesian approach to estimate the MTD or, more generally, the dose level x such that the probability F (x) of a toxic event is p (1/3 in the case of MTD).
Letting θ = (α, β) ′ and assuming the usual logistic model F θ (x) = 1/{1 + e −(α+βx) } (1) for the probability of a toxic response at dose level x, the problem of optimal choice of n dose levels to estimate the MTD seems to be covered by the theory of nonlinear designs. A well-known difficulty in nonlinear design theory is that the optimal design for parameter estimation involves the unknown parameter vector. To circumvent the difficulty, it has been proposed that the design be constructed sequentially, using observations made to date to estimate θ by maximum likelihood and choosing the next design point by using the MLE to replace the unknown parameter value in the optimal design; see Fedorov (1972) . If θ is known, then a target probability p of response is attained at the level x θ that solves F θ (x θ ) = p, that is, x θ = [log(p/(1 − p)) − α]/β. Wu (1985) proposed to use at stage t + 1 the certainty equivalence (or plug-in) level xθ t , where θ t is the MLE of θ based on (x i , y i ), 1 ≤ i ≤ t, and y i is the binary response at dose level x i . Using some approximations, he also derived a recursive representation of xθ t and showed that it is asymptotically equivalent (as t → ∞) to the adaptive stochastic approximation rule of Lai and Robbins (1979) . The likelihood version of CRM proposed by O'Quigley and Shen (1996) in response to the comments of Korn et al. (1994) on Bayesian designs is in fact a variant of Wu's (1985) design. Babb et al. (1998) pointed out that the symmetric nature of squared error loss used by CRM may not be appropriate for modeling the toxic response to a cancer treatment. They proposed the escalation with overdose control (EWOC) method, which uses an asymmetric linear loss function that penalizes dose level x = MTD + δ for δ > 0, corresponding to an overdose, more than an underdose x = MTD − δ. Whereas CRM is equivalent to estimating the MTD at each stage by the mean of the posterior distribution of x θ , EWOC is equivalent to estimating the MTD at each stage by the ωth quantile of the posterior distribution of x θ , where ω ∈ (0, 1/2) is the so-called feasibility bound, usually chosen to be slightly less than p. There has also been much work on designs intended to give an accurate post-experiment estimate of the MTD or other functions of the unknown parameter vector θ. For example, locally optimal designs such as c-and D-optimal designs have been investigated extensively for binary responses, and because a nonlinear model's information matrix for binary data is a function of the unknown parameters, locally optimal designs are usually applied using initial estimates, multistage methods or Bayesian priors. Haines, Perevozskaya and Rosenberger (2003) proposed a two-stage design whose first stage is a locally optimal design based on a chosen prior, which is then updated sequentially during its second stage. A comparative study of these methods is given in Section 4.
Since the parameter θ is unknown, active statistical learning involves setting the doses at levels that give maximum information about the function of the unknown parameters of interest, the MTD, and how to do this is a problem in nonlinear experimental design theory (Abdelbasit and Plackett, 1983; Dette et al., 2004) . On the other hand, there is also an ethical issue of treating patients in the Phase I trial at dose levels below the unknown MTD for safety, and hopefully close to the MTD for efficacy. This dilemma between treatment of current patients and efficient experimentation to gather information for future patients was articulated by Lai and Robbins (1979) in a simple linear regression model y k = α + βx k + ε k , where, instead of the MTD, the desired level is (y * − α)/β, for some given value y * . Whereas an asymptotic theory of how this dilemma can be resolved optimally as n → ∞ was developed by Lai and Robbins (1979) , it was quite recent that a tractable scheme was developed by Han, Lai and Spivakovsky (2006) to compute an approximately optimal solution for finite sample size n (number of patients enrolled in the trial).
In Section 2 we introduce a basic stochastic optimization problem that incorporates the treatment versus experimentation dilemma in the design of Phase I cancer trials. This problem adopts a Bayesian formulation as in CRM and EWOC, for which the computation of the posterior distributions of the parameters and of the MTD is described in Section 2. Because the regression function F θ (x) = E θ (y|x) for the binary response y given by (1) is nonlinear in the parameters, the stochastic optimization problem is considerably more difficult than the linear regression model E(y|x) = α + βx considered by Lai and Robbins (1979) . We review in Section 2 recent advances in the field of approximate dynamic programming, which we use in Section 3 to develop a new tool for tackling the stochastic optimization problem. Using this tool, we derive nearly optimal hybrid designs in Section 3. These hybrid designs are convex combinations (and therefore hybrids) of designs that are targeted toward treating the current patient at the best guess of the MTD (e.g., EWOC and CRM) and the Haines-Perevozskaya-Rosenberger designs that are D-or c-optimal in estimating the model parameters for future patients. The weights in these convex combinations are determined by approximate dynamic programming and can be conveniently stored to provide simple table look-up schemes for the clinical user, as noted in Section 5 which gives some concluding remarks. Section 4 provides a comparative study of the hybrid design and previous designs. It also introduces a modified hybrid design that incorporates the traditional nonparametric step-up/down scheme as a cautious first stage, followed by the model-based design in the second stage of a Phase I cancer trial.
STOCHASTIC OPTIMIZATION RELATED TO THE TREATMENT VERSUS EXPERIMENTATION DILEMMA
To begin with, we specify a prior distribution on θ by following Babb et al. (1998) who first specify a range [x min , x max ] of possible dose values believed to contain the MTD, with x min believed to be a conservative starting value. Rather than directly specifying the prior distribution π for the unknown parameter θ of the working model to be used in the second stage, which may be hard for investigators to do in practice, an upper bound q > 0 on the probability ρ = F θ (x min ) of toxicity at x min can be elicited from investigators; uniform distributions over [x min , x max ] and [0, q] are then taken as the prior distributions for the MTD and F θ (x min ), respectively. Let F k denote the information set generated by the first k doses and responses, that is, by (x 1 , y 1 ), . . . , (x k , y k ). Letting η denote the MTD, it is convenient to transform from the unknown parameters (α, β) in the two-parameter logistic model (1) to (ρ, η) via the formulas
Assuming that the joint prior distribution of (ρ, η) has density π(ρ, η) with support on
The aforementioned CRM and EWOC doses based on F k are the mean and the ω-quantile of (6).
A Global Risk Function and Its Minimization
Note that using EWOC or CRM amounts to the "myopic" policy of dosing the (k + 1)th patient at the dose
where x + = max(x, 0) and
Since the information about the dose-toxicity relationship gained from x k+1 and the response y k+1 affects the ability to safely and effectively dose the other patients k + 2, k + 3, . . . , n, one potential weakness of these myopic policies is that they may be inadequate in generating information on θ for treating the rest of the patients, as well as the postexperimental estimate of the MTD for subsequent phases. To incorporate these considerations in a Phase I trial, x 1 , x 2 , . . . , x n should be chosen sequentially in such a way as to minimize the global risk
in which the expectation is taken over the joint distribution of (ρ, η; x 1 , y 1 , . . . , x n , y n ). Note that (8) measures the effect of the dose x k on the kth patient through h(x k , η), its effect on future patients in the trial through n i=k+1 h(x i , η), and its effect on the post-trial estimateη through g(η, η). It can therefore be used to address the dilemma between safe treatment of current patients in the study and efficient experimentation to gather information about η for future patients. As noted in Section 1, Lai and Robbins (1979) have introduced a similar global risk function to address the dilemma between information and control in the choice of x k in the linear regression model y k = α + βx k + ε k so that the outputs y k , 1 ≤ k ≤ n, are as close as possible to some target value y * . Specifically, they consider (8) with g = 0 and h(x; α, β) = (α + βx − y * ) 2 .
Dynamic programming is a standard approach to a stochastic optimization problem of the form (8).
To minimize (8), dynamic programming solves for the optimal design x * 1 , . . . , x * n by backward induction that determines x * k by minimizing
after determining the future dose levels x * k+1 , . . . , x * n . Note that (10) involves computing the conditional expectation of
given the dose x at stage k and the information set F k−1 , and that x * k is determined by minimizing such conditional expectation over all x. For i ≥ k + 1, since x * i is a complicated nonlinear function of the past observations and of y k , x * k+1 , y k+1 , . . . , x * i−1 , y i−1 that are not yet observed, evaluation of the aforementioned conditional expectation is a formidable task. To overcome this difficulty, we use recent advances in approximate dynamic programming, which we first review and then extend and modify for the problem of minimizing the global risk (8).
Rollout Algorithms
To begin with, consider the problem of minimizing (8) with g = 0 and h(x; α, β) = (α + βx − y * ) 2 in the linear regression model y k = α + βx k + ε k with i.i.d. normal errors ε i having mean 0. Assuming a normal prior distribution of (α, β), the posterior distribution of (α, β) given F i−1 is also bivariate normal with parameters
in which E i−1 denotes conditional expectation given F i−1 . These conditional moments have explicit recursive formulas; see Section 4 of Han, Lai and Spivakovsky (2006) . The myopic policy that chooses x at stage i to minimize E[(α + βx − y * ) 2 |F i−1 ] is given explicitly bŷ
Although the myopic policy is suboptimal for the global risk function (8), Han, Lai and Spivakovsky (2006) use it as a substitute for the intractable (10), in which the conditional expectation can then be evaluated by Monte Carlo simulation. This method is called rollout in approximate dynamic programming. The idea is to approximate the optimal policy x * k by minimizing (10) with x * k+1 , . . . , x * n replaced by some known base policyx k+1 , . . . ,x n , which ideally is some easily computed policy that is not far from the optimum. Specifically, given a base policyx = (x 1 , . . . ,x n ), letx
(1) k be the x that minimizes
and the expectation in the second term in (12) is typically evaluated by Monte Carlo simulation. The
n ) is called the rollout of x and has been used for stochastic control problems arising in a variety of applications; see Section 2.1 of Han, Lai and Spivakovsky (2006) . The rolloutx (1) may itself be used as a base policy, yieldingx (2) , and, in theory, this process may be repeated an arbitrary number of times, Bayard (1991) showed that, regardless of the base policy, rolling out n times yields the optimal design and that rolling out always improves the base design, that is, that
for any policyx, where x * denotes the optimal policy.
For the global risk function (8) associated with Phase I designs, with h given by (7), one can use the myopic design EWOC or CRM as the base design in the rollout procedure. In contrast with the explicit formula (11) for the case of a linear regression model with normal errors ε t , the posterior distribution with density function (5) does not have finitedimensional sufficient statistics and the myopic design involves (a) bivariate numerical integration to evaluate
for i ≥ k, and (b) minimization of the conditional expectation over x. The simulation studies in 4, in which the rollout is implemented with EWOC as the base design, show substantial improvements of the rollout over EWOC and CRM. Although (13) says that rolling out a base design can improve it and rolling out n times yields the dynamic programming solution, in practice, it is difficult to use a rollout (which is defined by a backward induction algorithm that involves Monte Carlo simulations followed by numerical optimization at every stage) as the base policy for another rollout. To overcome this difficulty, we need a tractable representation of successive rollouts, which we develop by using other ideas from approximate dynamic programming (ADP).
Combining Least Squares with Monte Carlo in ADP
The conditional expectation in (10), as a function of x, is called the cost-to-go function in dynamic programming. An ADP method, which grew out of the machine learning (or, more specifically, reinforcement learning) literature, is based on two statistical concepts concerning the conditional expectation. First, for given x and the past information F k−1 , the conditional expectation is an expectation and therefore can be evaluated by Monte Carlo simulations, if one knows how h k (x * k+1 ), . . . , h n−1 (x * n ) are generated. The second concept is that, by (9), h i (x i+1 ) is a conditional expectation given F i , which is a regression function (or minimum-variance prediction) of h i (x i+1 ), with regressors (or predictors) generated from F i . Based on a large sample (generated by Monte Carlo), the regression function can be estimated by least squares using basis function approximations, as is typically done in nonparametric regression. Combining least squares (LS) regression with Monte Carlo (MC) simulations yields the following LS-MC method for Markov decision problems in reinforcement learning. Let {s t , t ≥ 0} be a Markov chain whose transition probabilities from state s t to s t+1 depend on the action x t at time t, and let f t (s, x) denote the cost function at time t, incurred when the state is s and the action x is taken. Consider the statistical decision problem of choosing x at each stage k to minimize the cost-to-go function
assuming that x k+1 , . . . , x n have been determined. Let
These functions can be evaluated by the backward induction algorithm of dynamic programming: V n (s) = min x f n (s, x), and for n > k ≥ 1,
in which the minimizer yields x * k . The LS-MC method uses basis functions φ j , 1 ≤ j ≤ J , to approximate V k+1 by V k+1 = J j=1 a k+1,j φ j , and uses this approximation together with B Monte Carlo simulations to approximate
for every x in a grid of representative values. This yields an approximation V k to V k and also x k to x * k . Moreover, using the sample
generated by the control action x k , we can perform least squares regression of
Further details of this approach can be found in Chapter 6 of Bertsekas (2007) .
Although the problem (10) can be viewed as a Markov decision problem with the F t+1 -posterior distribution being the state s t , the state space of the Markov chain at hand is infinite-dimensional, consisting of all bivariate posterior distributions of the unknown parameter vector (α, β). If the state space were finite-dimensional, for example, R m , then one could approximate the value functions (15) by commonly used basis functions in nonparametric regression, such as regression splines and their tensor products; see Hastie, Tibshirani and Friedman (2001) . However, in the infinite-dimensional case, there is no such simple choice of basis functions of posterior distributions, which are the states. As pointed out in Section 6.7 of Bertsekas (2007) , an alternative to approximating the value functions V k , called approximation in value space, is to approximate the optimal policy by a parametric family of policies so that the total cost can be optimized over the parameter vector. This approach is called approximation in policy space and most of its literature has focused on finite-state Markov decision problems and gradient-type optimization methods that approximate the derivatives of the costs, as functions of the parameter vector, by simulation. We now describe a new method for approximation in policy space, which uses iterated rollouts to optimize the parameters in a suitably chosen parametric family of policies.
The choice of the family of policies should involve domain knowledge and reflect the kind of policies that one would like to use for the actual application. One would therefore start with a set of realvalued basis functions of the state s t of the Markov chain with general, possibly infinitely-dimensional, state space, on which the family of chosen policies will be based. The control policies in this family can be represented by π t (φ 1 (s t ) , . . . , φ m (s t ); β), which is the action taken at time t [after s t has been observed and the basis functions φ 1 (s t ), . . . , φ m (s t ) have been evaluated] and in which β is a parameter to be chosen iteratively by using successive rollouts, with
being the base policy for the rollout x (j+1) . Using the simulated sample
. . . , φ m (s k,b ); β) is performed to estimate β by β (j+1) ; nonlinear least squares is used if π k is nonlinear in β. In view of (13), each iteration is expected to provide improvements over the preceding one. A concrete example of this method in a prototypical Phase I setting is given in the next section, where linear regression splines are used in iterated rollouts. In this setting the state variable s t represents the complete treatment history up to time t in the trial-all prior distributions, doses and responses up to that timeand the cost function f t (s t , x) will be replaced by h t (x) given by (9).
HYBRID DESIGNS AS BASE POLICIES FOR ITERATED ROLLOUTS
In their use of rollouts to approximate the optimum for (8) for the normal model, Han, Lai and Spivakovsky (2006) , Section 3, used the structure of their problem to come up with an ingenious "perturbation of the myopic rule" as a base policy to improve the performance of the rollout, without performing second-or higher-order rollouts. In this section we explore this technique in the context of Phase I designs, using such perturbations-called here hybrid designs-both as base policies and as a way to represent highly complicated but efficient policies in a simple, clinically useful way. As pointed out in Section 2.1, the objective function of the dynamic programming problem (8) involves both experimentation (for estimating the MTD) and treatment (for the patients in the study). Consider the kth patient in a trial of length n (≥ k). If the kth patient were the last patient to be treated in the trial (n = k), the best dose to give him/her would be the myopic dose m k that minimizes h k−1 (x k ), given by (9). On the other hand, early on in the trial, especially if n − k is relatively large, one expects the optimal dose to be perturbed from m k in the direction of a dose that provides more information about the dose-response model, for the relatively large number of doses that will have to be set for the future patients. Since the optimal design theory for learning the MTD under overdose constraints, developed by Haines, Perevozskaya and Rosenberger (2003) , yields a c-or D-optimal design ℓ k , we propose to use the following hybrid design representation of the optimal dose sequence:
where ℓ k is the chosen "learning design." Of course, any dosing policy admits the representation (18) with
However, we will show that it is possible to use rollouts to choose ε k of a simple form, not depending on x * k , such that the resulting hybrid design given by the right-hand side of (18) is highly efficient. Similar ideas have been used in "ε-greedy policies" in reinforcement learning (Sutton and Barto, 1998, page 122) .
From our simulation studies that include the example in Section 3.2, we have found that the sequential c-optimal design (Haines et al., 2003, Section 5) with c being the vector (0, 1) ′ works well for learning design ℓ k in (18), which we now briefly explain. In general, optimal designs such as c-and D-optimal can be characterized as optimizing some convex loss function Ψ of the information matrix I(θ, ξ) associated with the parameter value θ and a measure ξ on the space of design points (see Fedorov, 1972) . Here (nI(θ, ξ)) −1 is interpreted as the asymptotic variance of the MLE θ n of θ. The optimization problem can be generalized to the sequential Bayes setting, with prior distribution π on θ, by finding the ξ that minimizes
at the kth stage, where ξ k−1 is the empirical measure of the previous design points. In the case k = 1, (19) is replaced by Ψ[I(θ, ξ)]π(θ) dθ. For a given vector c, the c-optimal design measure ξ minimizes the asymptotic variance of the linear estimator c ′ θ n of c ′ θ or, equivalently, Ψ[I(θ, ξ)] = c ′ (I(θ, ξ) ) −1 c. Taking the Bayesian c-optimal design with c = (0, 1) ′ as the learning design ℓ k in (18) gives c ′ θ = c ′ (α, β) ′ = β, hence, this design is optimal, in some sense, for learning about β or, equivalently, about the slope
of the dose response curve (1) at the MTD, for which p is 1/3 or some other prespecified value. This has the following connections to the stochastic optimization problem of Lai and Robbins (1979) discussed in Section 1 and to the rollout procedure of Han, Lai and Spivakovsky (2006) . For the normal model discussed in Section 1 and as an asymptotic limiting case of other models, Sacks (1958) showed that the optimal value of the step size (a user-supplied parameter in the Lai-Robbins procedure affecting its convergence rate) is proportional to (∂/∂x)E(y|x). Moreover, Han, Lai and Spivakovsky (2006) , Section 3, found that in the normal model, perturbations of the myopic policy in the direction of this c-optimal design provide a base design for a rollout that has comparable performance to that of an "oracle policy."
Relating ε k to the Uncertainty in the Bayes
Estimate E(η|F k−1 )
Since the treatment versus experimentation dilemma discussed in Section 2 stems from the uncertainty in the current estimate of the MTD η, it is natural to expect that the amount of perturbation from the myopic dose m k depends on the degree of such uncertainty, using little perturbation when the posterior distribution of η is peaked, and much more perturbation when it is spread out. This suggests choosing ε k as a function of the posterior variance ν 2 k−1 = Var(η|F k−1 ), whose reciprocal is called the "precision" of E(η|F k−1 ) in Bayesian parlance. Following the approach described in Section 2.3, we use functions of s k = ν k−1 /ν 0 as basic features of the posterior distribution of η to approximate the ε k in (18).
To begin, Monte Carlo simulations are performed to obtain the rollout x (1) of EWOC, yielding a simulated sample {(e k,b , s k,b ), 1 ≤ b ≤ B}, where e k,b is the bth simulated replicate of
which is essentially the same as (18) with (x * k , ε k ) replaced by (x (1) k , e k ). The basic idea in Section 2.3 can be implemented via nonparametric regression of e k,b on s k,b , yielding the estimated regression function g k . Letting e k = g k (s k ), the hybrid design x k = (1 − e k )m k + e k ℓ k can then be used as the base policy to form the rollout x (2) , and this procedure can be repeated to obtain the iterated rollouts x (3) , x (4) , . . . .
Linear regression splines, and their tensor products for multivariate regressors, provide a convenient choice of basis functions; see Section 9.4 of Hastie, Tibshirani and Friedman (2001) . For the present problem, it suffices to use a truncated linear function
where s * and s * are the minimum and maximum of the sample values s k,b , 1 ≤ b ≤ B, and to extend beyond the range [s * , s * ] by
which agrees with the constraint g k (0) = 0 and ensures that the weight assigned to experimentation does not exceed g k (s * ). A further simplification is to group the data into K blocks so that ε k = ε k (s) does not vary with k within each block, since it is expected that the amount of experimentation for the initial stages depends mostly on the uncertainty about η, while for the final stages experimentation would only benefit the post-trial estimate of η.
Example and Simulation Study
We illustrate the method in Section 3.1 by applying it to the following example, in which n = 10 and [x min , x max ] is transformed to [0, 1] by location and scale changes. Independent uniform priors on [0, q] and [0, 1] are used for ρ = F θ (x min ) and the MTD η, respectively; see (2) and (3) and the sentence following it. We use q = 1/3 and the EWOC loss with ω = 1/4 in (7), and the squared error loss g( η, η) = ( η − η) 2 in (8). Since n is relatively small, we can assume for simplicity that (β (21) does not vary with k and estimate the common (β (0) , β (1) ) by applying least squares regression to the sample
We also simply use (21) for all s without performing the extrapolation beyond [s * , s * ]. Rolling out EWOC as the base design and using B = 2000 simulations, the preceding procedure gave (β (0) , β (1) ) = (0.096, 0.02). Putting
in the hybrid design
we used x (1) as the base policy of a second rollout, for which the preceding procedure yielded (β (0) , β (1) ) = (−0.72, 0.94). Here we used the sequential coptimal design with c = [0, 1] ′ as the learning design ℓ k (see Section 3). Table 1 contains the operating characteristics, explained below, of EWOC and its rollout, the first hybrid design x (1) with ε k given by (23) and the second hybrid design x (2) in which (0.096, 0.02) in (23) 
] of the EWOC, rollout and hybrid designs for k = 1, . . . , n(= 10). The operating characteristics in Table 1 are the Monte Carlo estimates of overall risk R 10 , the bias and root mean squared error (RMSE) of the terminal MTD estimate η 10 , the DLT rate P (y = 1) and the overdose rate OD, which is the expected proportion of patients treated at doses higher than η. Standard errors are given in parentheses.
The first hybrid design, which is an approximation to the rollout design, provides more than 10% improvement in terminal risk R 10 over the myopic policy. The second hybrid design provides an additional 5% improvement in the terminal risk R 10 , and also smaller values of the DLT and OD rates than the rollout design. The Monte Carlo simulations used to evaluate the operating characteristics and to fit the hybrid designs were performed by using rejection sampling to simulate from the posterior distribution. At each stage, the posterior distribution of (ρ, η) is continuous and supported on the compact set [0, q] × [x min , x max ], hence, the joint uniform distribution on [0, q] × [x min , x max ] is a natural candidate for the instrumental distribution in rejection sampling; see also the last paragraph of Section 5. Babb et al. (1998) used EWOC to design a Phase I trial to determine the MTD, with p = 1/3, of the antimetabolite 5-fluorouracil (5-FU) for the treatment of solid tumors in the colon, when taken in conjunction with fixed levels of the agents leucovorin (20 mg/m 2 ) and topotecan (0.5 mg/m 2 ). In this setting, a toxicity is considered a grade 4 hematologic or grade 3 or 4 nonhematologic toxicity within 2 weeks. As mentioned above, EWOC involves specifying pre-trial a set
A TWO-STAGE MODIFICATION AND COMPARATIVE STUDY
of possible dose values believed to contain the MTD, where x min is taken as the starting value. Based on preliminary studies of 5-FU given in conjunction with topotecan, a dose of x min = 140 mg/m 2 of 5-FU was believed to be safe when given with 0.5 mg/m 2 of topotecan. Also, a previous trial concluded that the MTD of 5-FU was 425 mg/m 2 when administered without topotecan, so x max was taken to be 425 mg/m 2 since 5-FU has been observed to be more toxic when given with topotecan than alone. The two-parameter logistic model (1) was chosen based on previous experience with the agents, and uniform prior distributions over [x min , x max ] and [0, 0.2] were chosen for the MTD and the probability F θ (x min ), respectively. A feasibility bound of ω = 0.25 was chosen for EWOC and p = 1/3. We compare EWOC and other previous designs with the rollout (abbreviated by ROLL) of EWOC and the Hybrid 1 design described in Section 3.2 in this setting with n = 24.
To give a feel for the computational time required for the EWOC, ROLL and Hybrid 1 designs, on a desktop personal computer with a 2.66 GHz processor, the simulation of a single n = 24 run of the ROLL design with the EWOC base design took 49 minutes, whereas the Hybrid 1 design took 0.4 seconds and EWOC took 0.12 seconds. The Hybrid 1 design is computationally much simpler than ROLL since it does not perform rollouts of a base design, but rather calculates its dose via (24), where m k is the EWOC dose and ℓ k is the sequential c-optimal learning design. So although the interpolation function (23) is derived from data gathered by ROLL during its rollouts as described in 3, the Hybrid 1 design has computational time on the order of EWOC and the learning design ℓ k , even though the computational time required for ROLL is large. Table 2 first lists Bayesian designs, followed by non-Bayesian designs that include Wu's (1985) design, stochastic approximation (Lai and Robbins, 1979) and two 3-plus-3 dose escalation designs. The first 3-plus-3, denoted by 3 + 3 10 , uses 10 uniformlyspaced dose levels in [x min , x max ] = [140, 425] . The second uses 20 uniformly-spaced dose levels and is denoted by 3 + 3 20 . Besides EWOC and its rollout ROLL, the Bayesian designs include CRM, the constrained D-optimal design (abbreviated by D-opt) of Haines et al. (2003) with constraint ε = 0.05 and the unconstrained sequential Bayesian c-optimal design (abbreviated by c-opt) with c being the vector (0, 1) T . The prior density is assumed to be uniform:
A Comparative Study
with q = 0.2, where 1(A) denotes the indicator of a set A. The values of (ρ, η) were generated from the prior distribution (26). The performance of these designs is first evaluated in terms of the global risk (8), in which we use the squared error g( η, η) = ( η − η) 2 for the MTD estimate η = η(x i , y i , . . . , x n , y n ). We then evaluate performance exclusively in terms of the bias and root mean squared error (RMSE) of η without taking into consideration the risk to current patients, noting that the c-and D-optimal designs focus on errors of post-trial parameter estimates. Finally, since safety of the patients in the trial is the primary concern of traditional 3-plus-3 designs, performance is also evaluated in terms of the DLT rate and the probability of overdose (i.e., dose level exceeding the MTD). Each result in Table 2 is based on 2000 simulations.
The results in Table 2 show that the effects of considering the "future" patients is large, with ROLL and Hybrid 1 substantially reducing the global risk from the myopic designs: in the case of ROLL, about 30% from EWOC, 35% from CRM, and more from the 3-plus-3, c-and D-opt, SA and Wu designs. Although ROLL has somewhat smaller global risk than Hybrid 1, it is computationally much more expensive, as noted above. The results for the 3-plus-3 designs show that they are highly sensitive to the choice of λ 1 , λ 2 , . . . in (25). The 3 + 3 10 design, using 10 uniformly-spaced levels in [x min , x max ], performs perhaps surprisingly well, as it even has smaller risk than D-opt, which suffers from substantial underdosing due to its overdose constraint of ε = 0.05. This seems to be because the number 10 of dose levels was a fortuitous choice given the parameter values and sample size of this study, allowing the 3+3 10 design to escalate to near the MTD in most cases. However, there is often little information about the appropriate number of doses and scale before a Phase I cancer trial begins, and when dose levels are chosen over a less fortuitous range or on too fine a scale, as with the 3 + 3 20 design, the majority of doses can end up being administered at levels far below the therapeutic range near the MTD. We emphasize that all of these designs are being evaluated using the EWOC loss function in (7) which, in particular for CRM, differs from its associated loss function; using the CRM loss function in (7) results in CRM having smaller global risk than EWOC, but again ROLL (with CRM as its base design) yields smaller global risk than both and the relationship between the other designs remains roughly unchanged.
In terms of MTD estimation accuracy, CRM and Wu have the smallest RMSE, closely followed by copt and ROLL; CRM and Wu also have the smallest absolute bias. It is interesting to note that the designs which explicitly account for the asymmetric underdose/overdose relationship, that is, ROLL, EWOC and D-opt (through its overdose constraint ε), are negatively biased, while the others all have positive bias.
In terms of safety, D-opt and the 3 + 3 designs have the smallest DLT and OD rates, but in view of their large risk values, this safety comes at the cost of low doses that are nontherapeutic. CRM has high estimation accuracy and moderate risk, but also the largest DLT and OD rates because of its symmetric loss function. The remaining designs, ROLL, EWOC, Wu and SA, all have comparable DLT and OD rates, but their risk values suggest that the magnitude of the overdoses in Wu and SA are larger than EWOC, which, in turn, has larger overdoses than ROLL.
Of particular concern in phase I trials is coherence of the design (Cheung, 2005) , that is, whether the next patient will be given a higher dose if the current patient experiences a toxicity, and a lower dose if the current patient does not. While a theoretical investigation of the coherence of the ROLL and Hybrid designs is beyond our scope here, as an illustrative example Figure 2 lists the first five doses given by EWOC, ROLL and Hybrid 1 in the 5-FU trial setting, assuming a nontoxic response to the first dose of x min = 140. Note that coherence is exhibited by all three designs in this example.
A Two-Stage Design
When one may have concerns about the validity of the Bayesian parametric model in this model-based approach, one can readily incorporate the hybrid designs as the second stage of a two-stage design. The first stage of such escalates the doses cautiously by using a modified 3-plus-3 design. For the batches of 3 in the 3-plus-3 design, we propose to combine the nonparametric step-up/down approach with a parametric model-based dose determining scheme, thereby checking the parametric model to be used for model-based escalation in the second stage. This modification of the traditional 3-plus-3 design uses a specified set of dose levels (25). Set d 1 = λ 1 = x min . In the kth group of 3 patients, 2 patients are treated at the same dose d k = λ j and 1 patient at the EWOC dose m k , computed given the doses and responses of the previous 3(k − 1) patients. If no DLT occurs in the group of 3 patients, d k+1 is increased to λ j+1 . If 1 DLT occurs, d k+1 stays the same at d k = λ j . Otherwise, 2 or 3 DLTS have occurred, so the trial is stopped if d k = x min , and otherwise continues with d k+1 lowered to λ j−1 . (Alternatively, it may be desired to stop when 3 toxicities occur, regardless of what d k was.) The EWOC dose m k+1 is updated when the process is repeated with the next group of 3 patients. This process repeats until a certain fraction of the total number n of patients has been treated, provided the trial has not been stopped at the first stage due to excess toxicities. We have found from our simulation studies that switch-over points around n/3 or n/4 seem to strike a balance between enough time for conservative dose escalation and model checking during the first stage, while leaving enough time for efficient dose escalation in the second stage.
The benefit of a first stage of conservative dose escalation occurs when, unlike in Table 2 , the prior distribution of the MTD is misspecified. For example, if the true MTD falls in the left tail of the prior distribution of η, then the prior information about the MTD is biased upward, which can cause overdoses. In this situation, including an initial stage of modified dose escalation, like the modified 3-plus-3 scheme, provides additional safety by refining the prior to be more accurate when it begins to be used in the second stage. Focusing on the CRM, EWOC, ROLL and Hybrid 1 designs, Table 3 contains the results of a simulation study that considers a situation such as this, where the true MTD is the lower 15th percentile of the MTD's nominal uniform prior distribution on [x min , x max ]. That is, the data are generated with η fixed at the 15th percentile of [x min , x max ] and ρ uniformly distributed over [0, q] , with q = 0.2 as in Table 2 . The nominal prior for (ρ, η) used by the Bayesian procedures in Table 3 is (26), the same as in Table 2 , as are the values of the other parameters. To see the effects of the first stage of more conservative dose escalation, the operating characteristics of ROLL are recomputed using a first stage of length n/4 = 6; the dose levels (25) used by the modified 3-plus-3 design are 10 uniformly-spaced levels in [x min , x max ] = [140, 425] . Adding this first stage to ROLL or Hybrid 1 substantially reduces the risk, DLT and overdose rates, as shown in Table 3 , in which (a) refers to the case of n = 24 dose levels without the modified 3-plus-3 first stage, and (b) refers to the two-stage design using a first stage of length n/4 = 6 consisting of the modified 3-plus-3 design.
CONCLUSION
Despite their shortcomings and the development of alternative Bayesian approaches since 1990, conventional dose-escalation designs are still widely used in Phase I cancer trials because of the ethical issue of safe treatment of patients currently in the trial. However, a Phase I design also has the goal of determining the MTD for a future Phase II cancer trial, and needs an informative experimental design to meet this goal. Von Hoff and Turner (1991) have documented that the overall response rates in Phase I trials are low and that substantial numbers of patients are treated at doses that are retrospectively found to be nontherapeutic. Eisenhauer et al. (2000) , page 685, have pointed out that "with a plethora of molecularly defined antitumor targets and an increasingly clear description of tumor biology, there are now more antitumor candidate therapies requiring Phase I study than ever," and that "unless more efficient approaches are undertaken, Phase I trials may be a rate-limiting step in the process of evaluation of novel anticancer agents." The hybrid designs in the previous section were motivated by developing one such "more efficient" approach. Hybrid designs with simple interpolation functions, refined through iterated rollouts and regression, can be implemented by using simple look-up tables for the parameters in (21), and thus can be relatively simple to use for clinicians. Given computer packages to compute the standard myopic and learning designs, practitioners can use a look-up table for the values ε k in (18) as a function of the relative posterior standard deviation ν k−1 /ν 0 . For given values of the prior parameters x min , x max , p, q and ω, a computer package can generate this look-up table, which can be used at every stage of the trial. We are in the process of developing open source software for this purpose.
Tighiouart, Rogatko and Babb (2005) have shown how Markov chain Monte Carlo (MCMC) can be used to compute the posterior distribution of (ρ, η) when the prior distribution is supported on [0, q] × [x min , ∞), extending the model considered above where the support of η is bounded above by x max . They note that priors in this class with a negative correlation structure between ρ and η result in an EWOC design with comparable accuracy for estimating the MTD but lower DLT and OD rates, relative to its performance for priors supported on [0, q] × [x min , x max ]. As noted in Section 4, a twostage design can easily address the higher DLT and OD rates caused by misspecifications of such priors. On the other hand, even without a cautious first stage, the above and other generalizations of the prior of (ρ, η) can be seamlessly incorporated into our hybrid design. In fact, the model M 4 of Tighiouart et al. (2005) , which has been shown to perform well in their simulation studies, has a lefttruncated, hierarchical normal prior distribution on η, so the rejection sampling approach in the last paragraph of Section 3.2 can be applied here by using, say, the exponential distribution as the instrumental distribution, since its tails are upper bounds of those of the normal distribution. We can therefore still use the Monte Carlo approach laid out at the end of Section 3.2.
