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Zu den beeindruckendsten Eigenschaften des menschlichen Gehirns ge-
hören Wahrnehmung und Bewusstsein. Auch wenn die dafür zugrun-
deliegenden Mechanismen noch nicht verstanden sind, gilt es als sehr
wahrscheinlich, dass zwei Faktoren wichtige Rollen spielen. Zum einem ist
dies die Struktur des Netzwerkes, d.h. seine Topologie, und zum anderen
die Netzwerkdynamik. Zur technischen Nachbildung und Modellierung
dieser Prozesse bieten neuromorphe Schaltungen einen interessanten
Ansatz, da sie es erlauben, die Komplexität neuronaler Netzwerke auf
energieeffiziente und echtzeitfähige Systeme abzubilden. Hierfür werden
analoge elektrische Schaltungen verwendet, die sich möglichst eng an bio-
logischen Netzwerken orientieren. Insbesondere sind hierfür elektronische
Komponenten wichtig, die es ermöglichen, die für Lern-und Gedächtnis-
prozesse wichtigen Mechanismen, die an den Verbindungsstellen zwischen
Neuronen in Form von Synapsen auftreten, nachzubilden. In diesem
Zusammenhang kann gezeigt werden, dass nano-ionische Mechanismen
in memristiven Bauelementen es ermöglichen, synaptische Plastizität auf
deskriptiver Ebene innerhalb eines einzelnen Bauelementes zu emulieren.
Bei memristiven Bauelementen handelt es sich um passive, nichtflüchtige
Bauelemente, deren Widerstandswert von den angelegten elektrischen
Potentialen abhängt. In den letzten Jahren konnten wichtige Plasti-
zitätsmechanismen der synaptischen Informationsverarbeitung mittels
memristiver Bauelemente nachgebildet werden. Die Bedeutung von mem-
ristiven Bauelementen zur Nachbildung dynamischer Prozesse in der
Informationsverarbeitung wird weltweit intensiv erforscht und bildet das
Thema der vorliegenden Arbeit.
In dieser Arbeit wird eine Brücke geschlagen von zellulären Prozessen,
die Informationskodierung und Weiterleitung innerhalb von Neuronen-
modellen emulieren, zu Netzwerken, die höhere kognitive Funktionen
nachbilden und es ermöglichen, Wahrnehmungsprozesse in elektronische
xSchaltungen zu emulieren. Insbesondere wird dafür der Zusammenhang
von Dynamik und Plastizität unter topologischen Gesichtspunkten un-
tersucht. Im Einzelnen wird eine elektronische, memristive Schaltung
vorgestellt, die die dynamische Informationskodierung eines Neurons in
Form von Frequenzkodierung und Frequenzadaption nachbildet. Der
Übergang zum Netzwerkverhalten wird über memristive, pulsgekoppelte
Oszillatoren erreicht. Es wird gezeigt, dass sich mit einer memristiven
Pulskopplung zweier Relaxationsoszillatoren zwei relevante dynamische
Aspekte der Biologie auf elektronische Schaltungen übertragen lassen:
Gedächtnis und Synchronität. Ferner wird gezeigt, dass der Aufbau puls-
gekoppelter memristiver Oszillatornetzwerke die Nachbildung von Wahr-
nehmungsprozessen erlaubt. Hierfür wird die inhärente Stochastizität des
Widerstandsschaltmechanimusses von elektrochemischen, memristiven
Bauelementen für ein Plastizitätsmodell verwendet, das die Veränderung
der Wahrnehmung unter den Einfluss von Aufmerksamkeit emuliert und
den bekanntesten Ansatz zur Lösung des Bindungsproblems innerhalb
einer elektronischen Schaltung nachbildet: die Pulskopplung neuronaler
Ensembles.
Abstract
The most impressive properties of the human brain are widely ackno-
wledged as being perception and consciousness. While the underlying
mechanisms are not yet understood, it is very likely that neural dynamics,
in connection with the topology of neural networks, may play a decisive
role. Neuromorphic systems offer an interesting approach to emulate and
model these processes, as they allow the complexity of neural networks
to be mapped onto energy-efficient and real-time capable systems. For
this purpose, analogue electrical circuits that are oriented as closely
as possible to biological networks are investigated. Electronic devices
are particularly important for this purpose, as they make it possible to
emulate the mechanisms that are important to the learning and memory
processes that occur at the connections of neurons in form of synapses.
In this context, it has been shown that nano-ionic mechanisms, in so-
called memristive devices, allow the emulation of synaptic plasticity on
a descriptive level within a single device. Memristive devices are passive,
non-volatile components whose resistance value depends on the applied
electrical potentials. In recent years, the important plasticity mechanisms
of synaptic information-processing have been emulated using memristive
devices. The importance of memristive devices in terms of emulating
dynamic processes within novel bio-inspired computing schemes attract
worldwide interest and is the subject of this thesis.
In this thesis, a bridge is built between the cellular processes that
emulate information coding and transmission within neural models to
networks that emulate higher cognitive functions and enable the emu-
lation of perceptual processes in electronic circuits. In particular, the
interrelation of dynamics and plasticity in a topology is investigated.
More specifically, an electronic memristive circuit that emulates the dyn-
amic information coding that occurs in a neuron in the form of frequency
coding and frequency adaptation is presented. The transition to network
xii
behavior is achieved via memristive pulse-coupled oscillators. For this
purpose, it is demonstrated that, with the memristive pulse-coupling
of two relaxation oscillators, two relevant dynamic aspects of biology
can be transferred to electronic circuits, namely memory and synchro-
nization. Furthermore, it is also demonstrated that the construction of
pulse-coupled memristive oscillator networks allows for the emulation of
perceptual processes. For this purpose, the inherent stochasticity of the
resistance-switching mechanism of electrochemical memristive devices is
used in a plasticity model that emulates the changes in perception that
occur as a result of the influence of attention; in addition, it emulates the
best-known approach to solving the binding problem within an electronic
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1 Introduction
The brain is a dynamic and flexible system wherein dynamic processes
occur in various manifestations at all levels [1]: starting at the cellular
level, in the form of synaptic plasticity [2] to neural dynamics and up
to the network level, where ensemble oscillations are associated with
dynamic synchronization mechanisms [3]. The neural dynamics in single
neurons are responsible for the transmission and coding of information
in the form of spike generation and neural activity patterns, including
frequency coding and spike-frequency adaptation [4–11]. While, at the
cellular level, the mechanisms that lead to plastic coupling strength
are largely understood, the complex mutual interaction of local cellular
process versus the global network behavior (and vice versa!), is still
unknown [3,12–14]. However, it has been found that cellular plasticity
processes are the basis of memory and learning processes in neural sy-
stem [9,15]. Thus, the emulation of such dynamical network behavior in
dependence on cellular plasticity processes must be possible [16]. This
includes local learning rules, such as the Hebbian learning rule, which
can be summarized as "neurons that fire together wire together" [15, 17].
At the network level, the dynamic system is divided into specialized
subsystems that process the information received from the environment
in an efficient manner. For example, visual information is decompo-
sed into individual aspects, such as color, shape, depth, and motion,
and is processed by a transient subsystem in each case [3,16,18]. This
enables a massive parallel processing of information via the use of context-
dependent and transient subsystems [3, 16, 19]. For this purpose, the
brain always passes through three stages of perception: selective atten-
tion, segregation, and integration [16, 20–22]. The mechanism behind
the integration of the decomposed aspects of information into a uniform
perception is one of the most puzzling questions in neuroscience and is
known as the "binding problem" [16,18,23–31]. A promising approach to
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address this issue is to relate brain oscillation to synchronization mecha-
nisms of even spatial separated neuronal ensembles [16, 18, 23, 24, 32–35].
In this context, pulse-coupled oscillators are suitable for the emulation
of neural synchronization, since they take the spike-induced interactions
of neurons into account [36–40]. Therefore, numerous theoretical investi-
gations have used pulse-coupled oscillators in their models [41–44].
A considerable number of artificial neural networks (ANNs) in the field
of neuromorphic engineering attempt to emulate brain-related neural pro-
cesses [15,16,45–48]. Based on a mixed-signal, very large scale integration
(VLSI) technology [47] and parallel computing schemes, energy-efficient
real-time processing systems have been demonstrated [15]. A further
facilitate access to neural networks could be achieved through the in-
sertion of memristive devices. Such a device’s resistance state changes
due to the "reminded" applied voltage (charge flow), and, thus, such a
single device is already capable of emulating a synapse’s behavior on
a descriptive level [15, 49–51]. However, the focus thus far has been
on the emulation of plasticity properties [12,52–65], rather than neural
dynamics (upon which the brain’s functioning also relies). Mathematical
models of the neural dynamics found in self-organized simple networks
have been developed [6,66–69], whereas access to electronic self-organized
circuits that demonstrate neural dynamics in combination with dynamic
synchronization is rarely available [70–72]. Furthermore, rigid static
resistors are mostly used for the experimental coupling of such oscillator
networks, rather than "synaptic" devices [73]. The synchronization of
oscillator dynamics within a complex network has led to a renewed inte-
rest in the emulation of neural dynamics [51,74,75]. In addition to the
synchronization mechanisms, special attention has been paid to network
topologies, since they are relevant to the learning mechanism and the
functioning of the brain [25,26,36,76,77].
This thesis intends to investigate the use of memristive devices in a
dynamical network. In the first instance, the focus is on the cellular para-
digms involved in neural dynamics. More specifically, the characteristics
of neural dynamics, in the form of spike generation, information coding,
and the transmission of spikes, are realized with the use of electronic
3neuromorphic circuits [10]. The transition from a single neuron to the
complex network level occurs via the use of pulse-coupled oscillator net-
works with memristive devices. In addition to the properties of real-time
processing, energy efficiency, and parallel computing, the circuit is charac-
terized by dynamic processes, wherein synchronization of neural activity
patterns introduces memory states and the association of information
for higher brain functionalities [16]. A placement in complex networks is
ensured by the fact that singular neural dynamics are linked in a multi-
tude of different states; as a consequence, the network behavior of single
dynamics deviates from their independent dynamics [1, 3, 20,69,78–81].
This thesis is divided into three sections: The first part provides a
basic overview of memristive systems. In the second part, an overview of
the important properties of the basic units in a neural system provides
an understanding of the spiking neuron models. More specifically, a
memristive spiking neuron model with the properties of frequency co-
ding and frequency adaptation is described in Chapter 3. In the third
part, memristively coupled oscillator networks are presented: Initial,
two memristively pulse-coupled oscillators are shown. Depending on
the memristive device used, the transition from the desynchronous to
synchronous state occurs in two ways: abruptly or with an intermediate
state. Finally, an extension to a dynamic network of memristively pulse-
coupled oscillators enables coping with perception processes through the
use of a local learning rule. This context-dependent, self-organized, and
transient network allows the dynamic temporal binding of the individual
attributes of a bistable image as an object by means of selective attention,
which is technically realized by means of a synchronous pattern.

2 Memristive Systems
In this chapter, the theoretical foundations of memristive devices and
memristive systems are first introduced (Sec. 2.1.1). An overview of the
two classes of memristive systems (anion- and cation-based devices) is
provided in Sec. 2.1.2, while the memristive systems used in this thesis
and their physical foundations are explained in greater detail in Sec.
2.1.4. Finally, memcapacitive devices are described in Sec. 2.2.
2.1 Memristive Devices
Memristive devices belong to the group of dynamical systems, which
are nonlinear, passive, and non-volatile, while at the same time, the
uncomplicated design of such devices allows a high degree of scalability
[15, 56, 82]. The additional properties of such devices, which include fast
switching and low levels of power consumption, make them attractive
within the field of nanoscale solid-state memory technology. The majority
of the research conducted in this field has focused on memristive devices as
resistive random access memories (RRAMs) [15,56,83]. But this research
on memory technology also found its way towards non-Boolean computing
in order to identify a novel solution to the persistent downscaling problem
of complementary metal oxide semiconductor (CMOS) technology, which
is also known as the problem of Moore’s law [15,56].
Improved techniques and exhaustive investigations have led to conti-
nuous expansion in terms of the diversity of memristive devices and their
properties over the previous decades. As a result, the range of applica-
tions of memristive devices has been widened [15,83,84]. The possible
applications that have already been investigated include neuromorphic
engineering [12,52], nonlinear information-processing [51], dynamic sen-
sor systems [52], and programmable logic systems [52, 85] [86]. This
thesis, however, places particular emphasis on neuromorphic systems.











Figure 2.1 Design and functionality of a memristive device: (a) Sketch of
a memristive device with an MIM thin layer structure. Possible participations
of charge carriers are indicated with black (electrons) and red (ions) arrows.
(b) A typical pinched hysteresis in the I-V curve indicates the memory effect
of the memristive device. High angular frequencies ω2 lead to memory
loss [15]. [Adapted from [15].]
2.1.1 Basic Aspects
In 2008, Stanley Williams and his colleagues [50] developed the first
bridge between Chua’s memristor theory [49] and the hysteresis beha-
vior of resistive switching devices [87,88]; such behavior had first been
experimentally observed at the beginning of the nineteenth century [89].
The memristor postulated by Leon Chua in 1971 completes the square
symmetry with the three known basic passive devices: resistors, capaci-
tors, and inductors [49]. The memristor (comprise memory and resistor),
which is assumed to be the fourth passive device, store the previously
applied electrical potential by a corresponding change of its resistance
state; it belongs to the nonlinear devices [56]. The idealized memristor
is a specialization of a memristive device, which in turn belongs to the
superordinate group of memristive systems [82].
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In the simplest case, an experimental realization of a memristive
device can be achieved by means of an insulating layer (I) between two
metallic electrodes (M) (cf. the metal-insulator-metal (MIM) structure
in Fig. 2.1(a)). The non-volatile reversible change of the resistance
state of the memristive device primarily occurs in the insulating layer
due to the reorganization of that layer as a result of ion movement and
redox reactions. Fig. 2.1(b) schematically depicts a current-voltage
(I-V ) characteristic of an MIM memristive device, with the frequency-
dependent pinched hysteresis curve for an applied voltage with a sweep-
frequency ω1 [15]. Extremely high angular frequencies ω2 force the device
to act in a manner similar to that of a linear resistor (cf. Fig. 2.1(b)),
which leads to loss of memory hysteresis due to the inertia of the inherent
reactions [50,82,83].
2.1.1.1 Memristive Systems
A memristive system is defined by particular properties, such as passivity,
nonlinear memory storage, and pinched hysteresis [87, 90]. In general,
a memory system’s performance can be described using the following
equations [82,91]:
x˙ = f(x, u, t) (2.1)
y = g(x, u, t)u (2.2)
where x is the state variable of the system, which describes both the
system’s dynamic and memory states. The derivative of x defines the
equation of the state. The physical variable y represents the output
signal of the memory system, a correlation to the input signal u is given
via the scalar function g. The multidimensional function f shows a depen-
dence on the state variable x, the input signal u, and the time t [82,91,92].
An input signal of u = 0 produces an output of y = 0 according to Eq.
(2.2). Consequently, no energy is stored when the system is turned off
and it is thus classified as a passive system [82,90]. Furthermore, phase
locking is observed between the input- and output signal. This pheno-
menon is likewise observed in the Lissajous figures: in particular, the
continuous current-voltage (I-V ) characteristic of these figures indicates
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a frequency-dependent hysteresis through the origin. This hysteresis (cf.
Fig. 2.1(b)) represents the dynamic storage of information [82,92].
The general Eqs. (2.1) and (2.2) used to describe a memory system
are adapted to a voltage-controlled memristive system, which leads to
the following equations [82,90]:
x˙ = f(x, v, t) (2.3)
i = G(x, v, t)v (2.4)
The memductance G is the link between the output current i and the
applied voltage v, while, simultaneously, G itself depends on the applied
voltage v. The state variable x does not depend on the initial time
t0; therefore, a voltage-controlled memristive system represents a time-
invariant system. Thus, the equations can be further simplified by taking
into account the time invariance, which leads to the following set of
equations [82,90]:
x˙ = f(x, v) (2.5)
i = G(x, v)v (2.6)
The precondition of the non-volatility of the state variable x leads to
the function f(x, 0) = 0, assuming a switched-off voltage v = 0. Thus, a
fundamental mathematical description of a voltage-controlled memristive
system reads [50,82,90]:
x˙ = f(v) (2.7)
i = G(x)v (2.8)
Here, the derivative of the state variable x depends exclusively on the
applied voltage v.
In order to further define the state variable x, the memristor model
of Strukov et al. [50] should be considered. This model, which is based
on a real bipolar resistive switch, defines a resistance value RLRS in
the low resistance state (LRS) and a resistance value RHRS in the high
resistance state (HRS). The resistance states of the physical model in the
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boundaries between RLRS and RHRS are described by the state variable
x. The state variable is limited to intermediate states in the areas x
∈ [0, 1], where the borders correspond either to the LRS (1) or HRS (0)
of the memristive device. Remaining in the borders results in a time
derivative of the state variable x equal to zero (cf. Eq. (2.7)), which
takes the extreme values into account [50,82,92].
2.1.1.2 Memristor
A memristor is a subclass of the far larger class of the aforementioned
memristive systems (cf. Sec. 2.1.1.1) [82]. The functionality of a
memristor is based on the relation between the electrical charge q and
the magnetic flux ϕ [93], which was identified by L. Chua [49]. In a
first-order memristive system, the state variable x can be replaced in
Eqs. (2.7) and (2.8) by the magnetic flux ϕ [87, 90]:
ϕ˙ = f(v) (2.9)
i = G(ϕ)v (2.10)
Here, the dependence of the memductance G on the magnetic flux
ϕ leads to nonlinear behavior with a frequency-dependent hysteresis.
The same structure as that defined in Ohm’s law determines the unit
[G]−1 = [M ] = Ω for the memristance M [49, 87].
There are individual points of critique concerning the memristor theory
of Chua and also of the "found missing memristor" [94–97]. N. Mathur [96]
revealed that the functionality of a memristor based on the relation
between the electrical charge q and the magnetic flux ϕ, which was
postulated by Chua, is not taken into account in the system described
by Strukov et al. [50]. Here, magnetic flux is neither electrically recorded
on the device nor induced in the system [96]. Another criticism from
Vongehr and Meng concerns the fact that a pinched hysteretic I-V
curve was previously observed much earlier [94,95,98]. In addition, in
their publication [97], Meuffels and Soni discuss difficulties encountered
in the preparation of a memristor, particularly when doing so on the
basis of Strukov’s research [50,97]. This includes the ignoring of basic
circumstances of electrochemistry, such as the coupling of the diffusion
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currents of ions and electrons. Furthermore, the authors state that
a realistic physical device that satisfies the requirements of Eqs. 2.9
and 2.10 does not yet exist and that, in all likelihood, such a type of
memristor will remain simply a mathematical concept that is unable to
be physically constructed in our world [97].
2.1.1.3 Physical Model
Strukov and colleagues [50] developed a physical 1-D model based on an
optimized memristor (cf. Sec. 2.1.1.2). The current-voltage characteris-
tics of the model were compared with experimental investigations of a
memristive device with a Pt/TiO2/Pt layer structure. In a simplified
scheme, the memristor model consists of doped and undoped regions
that are separated by a boundary. The boundary defines the regions
proportionately: A completely doped device would result in a resistance
value RLRS , whereas a resistance value of RHRS represents a complete
undoped region of the device. The injected dopants are moved by an
applied voltage due to their natural charge, which implies a movement












The ion mobility µV is given for a homogenous area of a semiconductor
with device diameter D. The state variable w ∈ [0, D] defines the state of
the system in form of the ratio of RLRS to the total area D of the device.
The other part of the area D is determined by RHRS . An increase in
the doped region results in a shift of the weighting of RLRS and RHRS
towards RLRS [50, 90,92].
2.1.1.4 Operation Mode
A memristive device varies its resistance state from HRS to LRS and vice
versa due to an applied voltage. A switching mode provides information
concerning which polarity of the applied voltage is expected to set (LRS)



























Figure 2.2 I-V characteristics of two well-known operation modes. A
current compliance (cc) is characterized with a dashed line: (a) Unipolar
resistive switching: Both the switching process and the reset process take
place in quadrant I and III. The current compliance prevents a reset during the
LRS. (b) Opposite polarities for the switch and reset process are characteristic
for the bipolar mechanism. The LRS is characterized by a current compliance,
which avoids an electrical damage of the device [83]. [Reproduced with
permission from [83].]
12 2 Memristive Systems
or reset (HRS) the memristive device. The switching between the states
can take place in three different operation modes: unipolar, bipolar, or
nonpolar. The I-V curves in Fig. 2.2 illustrate the typical characteristics
of unipolar and bipolar operation modes, respectively [56,83,99].
Unipolar resistive switching is characterized by the fact that the set
and reset processes both occur in quadrant I, with a positive polarity,
as well as in quadrant III, with a negative polarity, during the same
current-voltage sweep (cf. Fig. 2.2(a)). The following requirements apply
to the set and reset processes: Vset > Vreset and Iset < Ireset. However,
the set current Iset is limited by a current compliance: In the LRS, the
reset voltage is already reached (Vset > Vreset); if the current is not
limited by a current compliance, an immediate reset would occur. A
prerequisite for unipolar switching is fulfilled by using the same electrode
material in a symmetrical MIM configuration [56,83,99–102].
Bipolar switching is characterized by the fact that, during a current-
voltage sweep, the device is set in the LRS in either quadrant I or III.
However, an additional necessary criterion is that the reset must occur
with an opposite polarity (cf. Fig. 2.2(b)). The current compliance must
therefore not protect the device from being reset, but rather prevent
it from being damaged by electrical field stress. Bipolar switching is
achieved via the use of an asymmetric MIM configuration (diverse metal
materials are used for the top and bottom electrodes) [56,83,99–102].
Nonpolar is the term used to describe systems that demonstrate both
unipolar and bipolar switching [83].
2.1.2 Overview of Various Memristive Systems
After the connection between the memristor theory [49] and the experi-
mental realization of memristive devices was identified in 2008 [50], there
was a noticeable increase in interest in the experimental realization of
memristive devices [56, 88, 89]. This has led to extensive investigation of
the use of a diverse range of materials for the entire MIM device stack,
which results in a multitude of resistive switching effects [15]. While
there are many possibilities when it comes to classifying these resistive
switching effects [99], Waser et al. [99] considered it useful to broadly
classify the switching effects into three classes: magnetic effects, electro-
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Figure 2.3 A selection of resistive switching effects from the larger classes
of electrostatic effects and atomic configuration effects for the application as
non-volatile memristive devices with a particular emphasis on electrochemical
metallization cells and valence change memories [99]. [Adapted from [15,83].]
static effects, and atomic configuration. It is possible to make further
subdivisions within the class of atomic configuration in terms of ions
inducing redox effects, in crystallographic phases, in organic molecules,
and in mechanical switches. However, any attempt at classification that
is harmonized overall is complicated by the various physical processes,
which are leading to resistive switching mechanism [99].
A further distinction was made by Waser et al. [83] for non-volatile
memory utilizations (cf. Fig. 2.3). The memristive devices from this
class are also used for the emulation of synaptic properties, as was noted
by Ziegler [15]. Their switching mechanisms can be explained to some
extent in physical terms. The devices from this group are based on
redox-related chemical effects: thermochemical memory effects, valence
change memory effects, and electrochemical metallization effects (cf.
Fig. 2.3) [15, 83]. A further effect of the use of a memristive device
in neuromorphic engineering arises from electronic memory effects [15].
However, within the scope of this thesis, the focus lies on the class of
memristive devices, which can essentially be divided into anion- and
cation-based devices [56,83,99].
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2.1.2.1 Anion-based Devices
Anion-based resistive switching, which was first observed in the early years
of the 1960s [98], is based on the movement of oxygen ions or of cation
interstitials within the insulator layer in an MIM configuration [56,83].
The preference for the motion of anions, rather than that of highly mobile
cations injected by an active electrode, is justified by the selection of
the materials used for the electrodes [83]. In the case of anion-based
devices, the material properties of the anode electrode (e.g. Au, Pt, etc.)
demonstrate a slight tendency to oxidize. Even in the case of oxidation
of the metal material used for the anode electrode (e.g. Nb, Ti, etc.),
there is no reduction or crystallization of the metal cations to the origin
metal at the counter electrode [83]. The reason for this is that the ohmic
counter electrode does not demonstrate any willingness to make an ion
exchange with the oxidized metal cations [103].
Anion-based devices are also referred to as valence change memories
(VCM) because anions contribute to a change in the valence level [56,
99]. The switching of anion-based devices can take place either over a
single conducting filament formed in an electroforming step or over the
whole surface of a junction of two thin layers. The latter mechanism is
referred to as interfacial VCM [99]. The defining property of analogue
resistive switching can be achieved in interfacial VCM devices using two
approaches: either via a Schottky-like contact or a combination of a
memristive layer and a tunnel barrier [99,104].
There are two well-known models that are intended to explain the
homogeneous switching effects of interfacial VCM devices. One model is
based on the assumption that there are so-called interface trap states
within the memristive layer (cf. Fig. 2.4(a)). These traps can be filled
with electrons via tunneling or they can be emptied by jumping out of
electrons. Due to the variable number of electrons within the memristive
layer, a constant charge shift takes place, which results in an analogue
change of the resistance state. It should be noted that the electrons within
the memristive layer can only be located in the trap state [99, 104]. The
other model (cf. Fig. 2.4(b)), however, assumes that oxygen vacancies
are located in the memristive layer and can move freely. The freely
moving anions can attach to the junctions of the adjacent layers, which
causes an analogue change in the resistance value [99,104].
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Figure 2.4 Schematic band diagram of interface-based resistance change:
(a) Electrons fill traps in the memristive layer or electrons jump out of filled
traps, depending on the applied electrical field. However, electrons cannot
be in the memristive layer without the traps. (b) The memristive layer can
be occupied by negative ions. Sticking to the interface causes a change in
the resistance state [99,104]. [Adapted with permission from [99].]
In general, the ability of selected anion-based memristive devices to
make homogeneous gradual changes in resistance is beneficial with regard
to the emulation of synapses, as biological synapses experience continuous
changes of the synaptic weight. The mechanisms behind anion-based
memristive systems are still not completely understood, in contrast to the
almost fully understood switching effect found in cation-based devices,
which is summarized in the following Sec. 2.1.2.2 [15,99,103,104].
2.1.2.2 Cation-based Devices
A brief overview of electrochemical metallization memory (ECM) cells is
provided. Interested readers are referred to the relevant publications of
Waser et al. [83], Yang et al. [56], and Strukov and Kohlstedt [84].
The first investigations into cation-based memristive devices were con-
ducted in the mid-1970s, roughly ten years after the first investigations
of anion-based devices [56,105]. As the name implies, metallic cations of
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the active electrode are assumed to be the moving species in cation-based
devices. To produce cation migration, either one of the electrodes of the
MIM configuration must consist of an electrochemically active material
or an enrichment with such a material must already exist in the insulator
layer, which can be produced as the result of a preparation process [56].
Therefore, electrochemical metallization memory cell is the common de-
notation for cation-based devices [106]. Typical electrochemically active
materials include the transition metals (e.g. Cu, Ag, Ni) and compounds
of this transition metal group (e.g. CuTe) [56]. This transition metals
have the property of oxidizing rapidly [102]. Whereas the counter elec-
trode is fabricated of a metal without a tendency to react, such as the
noble metals Au, Pt or Ir [56, 102]. The insulating layer between the
electrodes consists of materials from the group of the solid electrolytes,
nitrides, or insulating oxides [56,83].
An overview of the switching process of a cation-based device is de-
picted in Fig. 2.5. The switching is essentially caused by electrochemical
effects in the insulating layer of the MIM configuration. In the initial
configuration, the memristive device is in its high resistance state RHRS
(cf. Fig. 2.5(a)). This phase is characterized by the presence of a solid
electrolyte layer without metal atoms M, which are still firmly in the
metallic bond of the active layer. A positive switch voltage V set applied
to the memristive device leads to dissolution of the metal atoms M from
the active electrode in the solid electrolyte (cf. Fig. 2.5(b)(I)) [83]. The
resulting negative electrons e−, as a part of the chemical reaction, disap-
pear in the active layer due to the application of a positive switch voltage
V set [107]. The overall reaction can be described using the following
equation [83]:
M →Mz+ + ze− (2.13)
Here,Mz+ indicates the separated metal atoms in the insulating layer [83].
The high electric field ensures that the metal cations move through the
solid electrolyte to the electrode on the opposite side, the electrochemi-
cally inert electrode (cf. Fig. 2.5(b)(II)). At the surface of the counter
inert electrode, the metal ions react with the electrons e− delivered
by the cathode. This reduction can be described as follows (cf. Fig.
2.5(b)(III)) [83]:
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Figure 2.5 Procedure of metallic filament creation in a cation-based device:
(a) Sketch of an electrochemical metallization memory (ECM) cell in the ini-
tial high resistance state (RHRS). (b) Redox processes at the metal/insulator
interfaces lead to a dissolution of cations at the active electrode and to a
reduction at the ohmic counter electrode. (c) Closing the metal filament
with the active electrode leads to a switching in the low resistance state
(RLRS). The current is usually limited by a current compliance. (d) A nega-
tive reset voltage leads to an electrochemical dissolution of the conductive
metal bridge [108]. [Derivative of [107,108].]
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Mz+ + ze− →M (2.14)
Hence, the surface of the inert electrode is deposited with metal atoms
M from the electrochemically active electrode, which leads a metal
filament growing within the insulating layer [83]. Closing the metal
filament with the active electrode (see Fig. 2.5(c)(IV)) leads a shortcut
(which is usually weakened by a current compliance), which results in
a switching from the high resistance state (RHRS) to the low resistance
state (RLRS) [83,102].
A positive voltage applied at the inert electrode effects an electro-
chemical dissolution of the metal filament, beginning at the surface of
the active electrode (cf. Fig. 2.5(d)(V)). Once, the metallic connection
between the filament and the active electrode is terminated, the device
resistance switches in the HRS. In general, the switching rate results
from the steps I-III [83].
2.1.3 Fabrication of Memristive Devices
The development of appropriate memristive devices with layer thicknesses
in the nm-regime is a task with many obstacles. Furthermore, there
is a need to optimize the device fabrication procedure with respect to
the desired functionality in a circuit environment. The devices used
in this thesis are based on inhouse developments. Thin technological
methods, such as sputtering, evaporation, etching, and lithography, have
been applied to fabricate memristive devices with appropriate electrical
characteristics [109].
2.1.3.1 Thin-Film Deposition Techniques
Within this thesis, the layer sequences of memristive devices were deposi-
ted by thermal evaporation and sputtering. Both belong to the category
of physical vapor deposition (PVD) and are widely used in industry
and research institutes for numerous applications, such as anti-reflective
coatings, tool tribology, or the fabrication of optical and electronic de-
vices. An overview of today’s deposition techniques can be found in
Ref. [110]. In the following two sections, the basic concept of evaporation
and sputtering is described.
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2.1.3.2 Thermal Evaporation
Thermal evaporation is one of the oldest techniques for depositing thin
films in high vacuum [111]. First, the coating material is placed as pellets
in an evaporation boat (crucible), which is typically made of transition
metals, such as tungsten or tantalum. These materials are particularly
suitable because of their high melting temperature, which must exceed
the melting temperature of the coating material [112]. For example,
silver (Ag), which is used as a coating material, has a melting point of
962 ◦C at a pressure of 1 bar (cf. Sec. 2.1.4.1) [113].
The evaporation process begins with a high current flowing through
the evaporation boat, which leads to a heating process that achieves the
approximate melting point of the coating material. The temperature of
the boat can be roughly adjusted by the power defined by the DC current
and DC voltage across the evaporation boat. Reaching the melting point,
the coating material evaporates in the direction of the substrate, which
is located directly above the boat. During this process, only a limited
number of collisions occur between the coating material and undesirable
particles in the chamber as a result of the high vacuum pressure of
typically 10-5 - 10-6 mbar [112].
For the purposes of this thesis, the Univex 300 system manufactured by
the company Oerlikon Leybold Vacuum GmbH was used to grow films at
room temperature. The thin film deposition is constantly monitored by a
crystal oscillator (Quartz) to ensure a desired thickness of the deposited
material [112].
2.1.3.3 Sputter Deposition
The sputtering process is defined by accelerated particles, which knock co-
ating material out of a target, which then disperse everywhere, including
on the substrate. The sputtering processes for the memristive devices
used were accomplish with a high vacuum experimentation system manu-
factured by the company Leybold Univex (the 450 B Sputtering System).
A sketch of the sputtering system is provided in Fig. 2.6(b). The system
consists of three chambers (the main- and separate sputter chambers,
and an oxidation chamber), as well as a load lock chamber for loading
the samples on a 4-inch holder. The main chamber accommodates up
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to eight 4-inch targets, which are the metallic coating materials. All
chambers function under high vacuum, which is created by a two pump
system. The first step toward obtaining a high vacuum relies on the
assistance of a roughing pump. The end pressure of 4 x 10-7 is generated
by a turbo molecular pump in the second step [109].
The targets in the main chamber are attached to a cathode electrode,
as shown in Fig. 2.6(a). The substrate is placed on a sample holder that
is positioned on the lower positive electrode. The noble chemical gas
Argon (Ar) is utilized as a sputtering gas; it is released in the chamber
before sputtering. There are already isolated radioactively ionized argon
ions Ar+ in the gas. The argon ions Ar+ are accelerated in the direction
of the cathode due to the electric field. In this manner, they encounter the
target, which is located at the cathode. Through impulse transmission,
the target atoms are knocked out of the solid bonds. It should be noted
that the impulse transfer from the collision must be higher than the
surface barrier represented by the atomic binding. The knocked-out
target atoms are spread in all directions, and also towards the substrate.
In addition, electrons are also knocked out. Due to the collision of argon
atoms with accelerated electrons an increased ionization of argon takes
place (cf. Fig. 2.6(a)) [109,114].
Direct current (DC) sputtering can be used for the metal aluminum
(Al), whereas the insulating layer TiO2 is realized using the reactive
sputter deposition method with a gas mixture of argon and oxygen (cf.
Sec. 2.1.4.1) [109,114].
2.1.3.4 Optical Lithography
With the help of lithography, a prestructuring of a wafer surface can
be achieved in order to determine the permitted areas for the process
steps described in Secs. 2.1.3.2 and 2.1.3.3. There are many modern
lithographic processes: Electron-beam lithography, for example, employs
an electron beam and can achieve thereby widths of a few nm in the
patterning of a wafer [109,118]. The memristive devices used have area’s
in the µm2 range; optical lithography is therefore acceptable for the
preparation of these devices.































Figure 2.6 Sputter deposition: (a) Schematical cross-section view graph
of a sputter chamber, including the Ar plasma and sputtering process. In
addition, the lower cartoon in (a) shows the substrate and the thin film
formation process [115]. [Derivative of [115, 116].]. (b) Sketch of the
chambers of a Univex 450B sputtering unit: the main chamber (MC) with
eight 4-inch targets and a holder positioning arm, rest chamber (RC) with
a robot arm, separate sputter chamber (SC), and an oxidation chamber
(OC) [109]. [Adapted from [109].]









Figure 2.7 Schematics showing a typical lithography procedure: (a) Sam-
ple with spin-coated photoresist. (b) Structuring of the photoresist by
exposure UV light. (c) Dissolving structure of a positive optical lithography
process. (d) A negative resist leads to an inverse structure [117]. [Derivative
of [117] / CC BY 4.0.]
In general, optical lithography is a process in which the wafer’s surface
is patterned by means of ultraviolet (UV) light [109,118]. The individual
process steps are depicted, in simplified form, in Fig. 2.7. In the first
step, the device surface to be patterned is coated with a liquid light-
sensitive photoresist, which is evenly spread by the centrifugal forces
generated by a spin coater (a VTC-100A) at high speed (4000 rpm for
30 s). Subsequently, the photoresist, which is partially protected by the
mask, is exposed to UV light (cf. Fig. 2.7(b)). Exact positioning of
the prefabricated photomask is achieved using a mask aligner (a Karl
Suess MA8 Mask Aligner) [109]. The light-sensitive photoresist can be
modified in two ways, depending on whether a positive (Fig. 2.7(c))
or a negative (Fig. 2.7(d)) resist is used. A positive resist results in
the structure dissolving, as the light disrupts the molecular bonds. The
energy of the exposure is used to amplify the molecular bonds of the
negative resist and thus, the resist is therefore no longer soluble for
developer solution [109,118].
2.1.4 The Memristive Systems Used
Two memristive systems are used for the biologically inspired circuits
described in the following chapters. More specifically, ECM cells and a
double barrier memristive device were implemented in the neuromorphic
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circuits. The ECM cells have the basic Ag/TiOx-2/Al (MIM) structure,
but were produced either with a one-step photolithography process (cf.
Fig. 2.8(a)) or with a three-step photolithography process (cf. Fig.
2.8(b)). The electrical circuit described in the Sec. 3.5 was equipped
with an ECM cell, which was fabricated with a one-step photolithography
process in a planar capacitor structure by M. Hansen and M. Ignatov.
The circuits discussed in the Secs. 3.8.3, 4.2.1, 4.3, and the circuit in
Sec. 4.2.2 were measured with an Ag-doped TiO2-x-based memristive
device, using a three-step photolithography process and a double barrier
memristive device [104], respectively, which were fabricated by M. Hansen.
The memristive devices used are described in the following sections.
2.1.4.1 Ag-doped TiO2-x-based Memristive Devices
The ECM cells were fabricated in a lateral stack using the well-known
metal/insulator/metal (Ag/TiOx-2/Al) design, as shown in Fig. 2.8(a,b).
The active electrode was implemented with the transition metal silver
(Ag). The electrochemically inert metallic material aluminum (Al) was
used for the counter electrode of the ECM cell. The solid-state electrolyte
of the insulating layer sandwiched between the electrodes consists of
TiOx-2. The thickness of the TiOx-2 insulator layer is in the nanometer
range; this is in order to ensure a connecting filament between the elec-
trodes within a reasonable electrical field. In this thin insulating layer, a
filament composed of Ag atoms grows under the applied electric bias field
from the counter electrode to the active electrode due to chemical redox
reactions. The titanium (Ti) and niobium (Nb) layers at the bottom
are used for a better adhesion of the silver (Ag) electrode. The niobium
layer on the top electrode (cf. 2.8(b)) serves as contact pad for the
device [10,15,16,73,83].
The ECM device, which was fabricated in a planar capacitor structure
(cf. Fig. 2.8(a)), was prepared using a one-step photolithography pro-
cess. Owing to the relatively simple structure of a MIM configuration,
the memristive device was fabricated layer by layer. The basis of the
Ag-doped TiO2-x-based memristive device forms a thermally oxidized Si
wafer, where the Ti adherent layer was sputtered with a thickness of 9
nm. Subsequently, the Ag bottom electrode was evaporated thermally
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with a thickness of 45 nm. Utilizing a negative photolithography process,
windows of 50 x 50 µm were defined by optical lithography in order to
deposit a 17.6 nm thin-layer of TiO2-x with the use of reactive sputte-
ring. The lithography process took place in a cleanroom environment.
Finally, the top layer consisted of a 140 nm thick Al layer, which was
also evaporated thermally [10,16,73].
The ECM devices fabricated with a three-step photolithography process
(cf. Fig. 2.8(b)) by M. Hansen were fabricated on a crystalline silicon
wafer, using thermally grown 400 nm thick oxide film. The device stack
consisted of Nb(5 nm)/Ag(40 nm)/TiO2-x(10 nm)/Al(40 nm)/Nb(500
nm). The top layer consists of 500 nm thick Nb, which was deposited
with the sputtering system shown in Fig. 2.6 [16].
A typical current-voltage curve of the Ag-doped TiO2-x-based mem-
ristive devices is depicted in Fig. 2.8(b). The voltage was swept from 0
to 1.1 V and vice versa in the positive area, whereas the negative range
was defined by a voltage sweep from 0 to -0.6 V and back. The sweep
rates for the positive and negative voltages were 0.55 V/s and 0.71 V/s,
respectively. As a result, the memristive device switched from the initial
high resistance state of RM = 1 MΩ to RM = 1 kΩ in the low resistance
state at a set voltage of Vset = 0.9 V. An electrical breakdown in the
LRS is avoided by a current compliance of ICC = 0.2 mA. The process of
resetting to 1 MΩ occurs at a reset voltage of Vreset = -0.2 V [10,16, 73].
The set and reset voltages of the same devices may fluctuate statisti-
cally. This is due to the intrinsic processes of Ag-doped TiO2-x-based
memristive devices, which are inherently stochastic in nature [10,16,52,73].
More specifically, the voltage pulses effect a migration of the Ag cations,
which change the resistance state by establishing a metallic filament bet-
ween the electrodes [10, 16, 73, 83]. To study this phenomenon in greater
detail, 1700 voltage sweeps were performed in order to obtain a distribu-
tion of the set voltage (cf. Fig. 2.9). A voltage sweep from 0 to 2 V was
applied to an Ag/TiO2-x/Al memristive device, which was protected by a
current compliance of ICC = 0.1 mA. As a result, the distribution of the
set voltage can be described by a Gaussian function with an average set
voltage of 0.7 V. The stochastic nature of the memristive devices leads
to an unpredictable influence on the transient dynamics [10,16,52,73].















Figure 2.8 Electrical characteristic of ECM cells: (a) Schematic of an
ECM cell with the layer sequence Ti/Ag/TiOx-2/Al fabricated in a planar
capacitor structure with a one-step photolithography process. (b) A three-
step photolithography process was used to fabricate an ECM cell with the
layer sequence Nb/Ag/TiOx-2/Al/Nb. (c) A typical I-V characteristic of an
ECM cell, which represents the functionality of both memristive devices of
(a) and (b). A current compliance ICC was set in the positive set cycle.
The sweep rates for positive and negative voltages are 0.55 V/s and 0.71
V/s, respectively [10,16]. [Adapted from [10] / CC BY 4.0.]
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Figure 2.9 Distribution of the switching behavior of an Ag-doped TiO2-x-
based memristive device. The sweep speeds are 0.74 V/s and 0.49 V/s,
applying a positive and negative voltage sweep, respectively. The set voltage
is extracted after 1700 voltage sweeps with a current compliance of ICC
= 0.1 mA. The distribution is averaged like a Gaussian distribution (red
curve) [16]. [Reproduced from [16] / CC BY-NC 4.0.]
2.1.4.2 Double Barrier Memristive Device
The double barrier memristive device used for the circuit discussed in
Sec. 4.2.2 was investigated and prepared by M. Hansen et al. [104] of
the research unit (RU 2093) [119]. A brief overview of the double barrier
memristive device is provided. Interested readers are referred to the
relevant publication of Hansen et al. [104] or to general publications
regarding interfacial switching devices [99,120–123].
A double barrier memristive device with the thin layer sequence
Nb/Al/Al2O3/NbxOy/Au [104], as shown in Fig. 2.10(a), is used in
this thesis. Oxygen ions are assumed to be responsible for the resistance
change of the device. The negative charged oxygen ions are confined bet-
ween the Al2O3 tunnel barrier and the inert gold electrode. By applying
an electric field, oxygen ions move either to the Al2O3/NbxOy interface
or to the top NbxOy/Au interface, in accordance to the field direction. In
this way, the tunnel barrier/NbxOy interface and the NbxOy/Au interface
are modified by oxidation and reduction, leading to a memristive swit-










Figure 2.10 Double barrier memristive device: (a) Schematic of a double
barrier device stack with the layer sequence Al/Al2O3/NbxOy/Au. (b)
Measured |J| -V characteristic of the corresponding memristive device. The
sweep speeds are 27 mV/s and 20.4 mV/s, applying a positive and negative
voltage sweep, respectively. [Based on [104] / CC BY 4.0.]
ching characteristic. Interesting features of the double barrier devices are
the analogue type of switching and that no initial forming step is needed.
Further experiments indicated a homogenous interfacial switching effect.
Even after hundreds of current-voltage cycles no filamentary kind of
I − V curves were obtained [104].
A typical current density |J| versus an applied bias voltage (|J| -V)
curve with a characteristic homogeneous switching behavior from HRS
to LRS, and vice versa, is depicted in Fig. 2.10(b). Generally, the
device demonstrated reproducible J − V characteristics due its more
controllable non-filamentary resistive switching behavior. In addition to
the aforementioned property of continuous switching, the device was also
implemented in the circuit (cf. Sec. 4.2.2) due to an intrinsic current
compliance. Besides, the retention of the device, which was pronounced
when compared to the ECM resistive switches (see Sec. 2.1.4.1), could
be biologically motivated within a neuromorphic circuit [15,104].
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2.1.4.3 Electrical Characterization
The prepared memristive devices were electrically characterized. Both
the current-voltage (I-V ) characteristics and the time measurements
were taken using an Agilent E5260 source measurement unit (SMU).
The I-V measurements were recorded by sweeping the applied voltage
while the current was simultaneously measured. Some of the measu-
rements of the memristive devices were performed with the aid of the
partly automatic SUESS Microtec probe station, using two probe holders.
The measurements were recorded using a TDS2002B oscilloscope and a
TDS7104 oscilloscope [10,16,73].
2.2 Memcapacitive Devices
Di Ventra and his colleagues [91] expanded the class of memory based
devices, which also involves a memristor, to include memcapacitors
and meminductors. Such memelements are characterized by a physical
intrinsic state variable that reflects the memory functionality of the device.
In particular, changes to the device-specific intrinsic state variable are
memory induced [106]. The memory effect of a memristor is demonstrated
by a frequency-dependent pinched hysteresis in the corresponding current-
voltage characteristic (cf. Fig. 2.1(b)). A comparative hysteresis is
observed in the charge-voltage curve and in the current-flux characteristic
of a memcapacitor and of a meminductor, respectively [91].
In the context of this thesis, the memcapacitor is of particular interest,
as it allows for the storage of information with a capacitance and thus
makes it possible to integrate a memory effect in neuromorphic circuits,
which commonly rely on commercial capacitors (cf. Sec. 3.4.1). Like
the memristor, the memcapacitor is among the series of non-volatile
devices, which can also be used in the field of non-volatile storage techno-
logy [91,124–127]. In 2010, Pershin and Di Ventra [126] used a memristor
emulator embedded in an active circuit in order to demonstrate memca-
pacitive functionality.
The equations used to describe the concept of a memory system (see
Sec. 2.1.1.1), in particular the Eqs. (2.1) and (2.2), are adjusted to suit
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a memcapacitor. This results in a system of charge-controlled memcapa-
citors, which can be described using the following set of equations [91]:
x˙ = f(x, q, t) (2.15)
VC(t) = C−1(x, q, t)q(t) (2.16)
The charge q(t) on the capacitor is defined at each time t. The appropriate
voltage is given with VC(t). The inverse memcapacitance C−1 is subject
to the state variable x of the system, which defines the memory effect [91].
The memory effect of the memcapacitor is demonstrated by the tem-
poral dependence on the charge flow. Therefore, Eqs. 2.16 and 2.15 are







With respect to the following assumption, the initial time t0 can be
defined as t0 = 0 [91]: ∫ t0
−∞
q(τ)d(τ) = 0 (2.18)
Since the memcapacitor, as a memristor, is a passive device, the charge-
voltage (q − V ) curve goes through the origin. As a result, a property of
the described memcapacitor implies that a charge q equal to zero means
that, at any time, the voltage V is zero as well, which is also recognizable
by the Eq. 2.16 [91].
2.2.1 Experimental Implementation: Memcapacitor
Realized with a Memristive Device
For the purposes of this thesis, a memcapacitor is realized experimentally,
as shown in Fig 2.11. Therefore, an Ag-doped TiO2-x-based memristive
device in a planar capacitor structure (cf. Sec. 2.1.4.1) is used. In
particular, the subcircuit is composed of the memristive device in parallel
to the capacitor C2 of a capacitive divider, which consists of C1 and C2.






Figure 2.11 A sketch of the experimental implementation of a memcapa-
citor exploiting an Ag-doped TiO2-x-based memristive device [10]. [Adapted
from [10] / CC BY 4.0.]
The memristive device RM and the capacitor C2 are combined to form
an RC element, referred to as C2N , as shown in Fig. 2.11 [10].
The resistance state of the memristive device RM in this subcircuit
is influenced by the progress of the charge flow through it, resulting
in the following dependency: RM = RM (q, t). The resistance state of
the memristive device RM influences the overall capacitive state of the





with C2N (uM , RM , t) (2.19)
= 1
uM
(q(t)− qM (uM , RM , t)) (2.20)
where uM is the voltage across the parallel connection C2N . The
variable q represents the charge through the capacitive branch, whereas
the stored charge between C1 and C2N is referred to as qM . Thus, there
is a dependence of C2N on RM (q, t), which agrees with the theoretical
definition of a memcapacitor offered by Di Ventra et al. [91] [10].
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Figure 2.12 Calculation of the phase φC2N of the network C2N depending
on the resistance of the memristive device RM . The numbers 1 and 3 refer
to the regions [10]. (cf. Ch. A) [Adapted from [10] / CC BY 4.0.]
The functionality of such a memcapacitor can be further analyzed by
considering the parallel connection C2N . Therefore, the total impedance
of C2N can be determined using the following equation [10]:






Here, ω is the angular frequency. To better understand the influence of
the memristive device RM on the memcapacitive system CM , the impe-
dance phase φC2N (RM ) of the total impedance ZC2N (RM ) is considered.
Therefore, the impedance phase φC2N (RM ) was plotted against the resis-
tance of the memristive device RM by applying Eq. 2.21 (cf. Fig. 2.12).
As a result, the impedance ZC2N (RM ) acts in a manner similar to that of
a linear resistor for an impedance phase of φC2N (RM ) ≈ 0◦ (region 1 in
Fig. 2.12). However, the subcircuit behaves almost like a capacitor with
a constant capacity providing an impedance phase of φC2N (RM ) ≈ 90◦
(region 3 in Fig. 2.12). The region in between demonstrates typical
memcapacitive characteristics, with a change in the effective capacitance.
In particular, a deviation from the purely capacitive behavior of C2N is
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Figure 2.13 Resistance change of the memristive device RM depending
on the number of applied pulses with a voltage amplitude of 10 V and
pulse width of 2 ms including the memcapacitive range from Fig. 2.12 [10].
[Reproduced from [10] / CC BY 4.0.]
achieved whenever the phase φC2N between RM and C2 is less than 90◦.
Thus, RM must be chosen in dependency of the capacitor C2 [10].
The Ag-doped TiO2-x-based memristive device (cf. Sec. 2.1.4.1)
satisfies the requirement of being able to switch between purely capacitive
and resistive behaviors since the measured resistance varied within the
memcapacitive area (cf. Fig. 2.13). To be more precise, single constant
voltage pulses of 2 ms and an amplitude of 10 V were applied to the
memristive devices while the resistance was measured. As a result, the
subsequently applied voltage pulses decreased the resistance of RM from
RM = 1 MΩ to RM = 1 kΩ within the first four pulses. In particular,
there was a transition of the impedance C2N from region 3 to region 1, as
shown in Fig. 2.12. In the HRS of the memristive device, the impedance
C2N behaved almost like a capacitor ZC2N ≈ C2, while, in the LRS, the
impedance acts in a manner similar to that of a linear resistor ZC2N ≈
RM = 1 kΩ [10].
3 Emulation of Neural Activity
and Plasticity with Memristive
Systems
The human brain encodes environmental sensory information into se-
quences of spikes. The decisive foundation for this coding scheme is the
correlation between the intensity of a stimulus and the spiking activity
of neurons. This led to the emergence of spiking neuron models, which
resulted in significant progress in the emulation of neural dynamics [10].
Very large scale integration (VLSI) technology [47] is the leading technical
approach, when it comes to the physical realization of bio-inspired neu-
ronal circuits owing to the variety of advantages it offers: highly parallel
computing, analogue operation, and real-time processing [15]. In 1991,
Mahowald and Douglas [128] have impressively demonstrated underlying
mechanisms of neurons with such an energy-efficient circuit [15]. In
general, further promising improvements for neuromorphic circuits were
achieved using non-volatile memristive devices. In this regard, the focus
was on the ability of memristive devices to emulate dynamic synaptic
properties with a single device [15]. In addition to the use as single
synaptic device, Pickett et al. [129] used a memristive neuristor circuit to
emulate the all-or-nothing spiking of neurons by exploiting the negative
differential resistance of nanoscale MIT memristors. However, dynamical
neural activity pattern cannot be demonstrated by a memristive neu-
ristor circuit. For the first time, a memristive spiking neuron model
that demonstrates dynamic spiking patterns, including adaptation, is
experimentally implemented in the research conducted for this thesis [10].
The objective of this chapter is to introduce spiking neuron models (cf.
Sec. 3.4) and to demonstrate the advantages that memristive devices offer
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for these circuits. First, an overview of the electrophysiological properties
of neurons is provided (Sec. 3.1). State-of-the-art spiking neuron models
are described in Sec. 3.4. Thereafter, a detailed description of an
experimentally implemented memristive spiking neuron model is provided
that demonstrates frequency coding and frequency adaptation (see Sec.
3.5). Finally, a PUT-based van der Pol oscillator circuit is presented
(Sec. 3.8).
3.1 Electrophysiological Properties
Neurons and synapses represent the fundamental information-processing
units in the neuronal system [15]. The human brain network is composed
of approximately 1011 neurons, which are linked to each other via 1014
possible synaptic connections [130]. A unidirectional interaction between
neurons takes place via approximately 3.5 ms long voltage pulses (called
spikes) with a peak to peak amplitude of roughly 100 mV [131]. This
neural activity takes the form of all-or-nothing behavior [132]. A single
synapse is altered by the all-or-nothing firing of adjacent neurons because
synapses are not rigid. Therefore, the corresponding mechanism of
synaptic plasticity is essential to learning and memory processes [15].
A comprehensive overview of the electrophysiological properties of
the basic units is provided by Born et al. [132] in the book "Biologie
Oberstufe Allgemeine Ausgabe Gesamtband Oberstufe". The overview of
the terms that are important to this thesis provided in this section is
based on translations of some aspects of this publication.
3.1.1 Structural Properties of Neurons
The neurons in the neural network have a basic structure, which is
specialized in the transmission of action potentials, in common. The
structure of an archetypical neuron can be considered in terms of the input
(dendrites), the processing (soma), and the output (axon) of neuronal
activity, as sketched in Fig. 3.1 [10, 132]. To elaborate, the soma is
the cell body of a single neuron; it is characterized by the cell nucleus,
which contains genetic information. The functionality corresponds to a
processing unit [10,132].
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Figure 3.1 Simplified depiction of responses to stimuli. The sketch of
a neuron illustrates the dendrites, the soma, and the axon. The stimulus
strength secured at the dendrites, which are referred to as input, arises
in three different intensities, as shown in the inset. The soma acts as a
processing unit. The spiking behavior caught at the axon (output) indicates
the frequency in dependence to the stimulus strength [10]. [Adapted from [10]
/ CC BY 4.0.]
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Dendrites are long, thin branches that spread from the cell body in all
directions. As a result, they provide as much contact surface as possible
in order to connect to different neurons simultaneously and to receive
input stimuli from them. The input stimuli are received via synaptic
connections [132] and are transmitted by the dendrites to the soma to
be processed [10,132].
The axon is a kind of transmission line and extends as a long branch
from the cell body. The axon carries the electrical nerve signals received
from the dendrites, even over long distances, away from the soma as
action potentials towards other, subsequent postsynaptic neurons. The
axon is surrounded by myelin sheaths, which accelerate the transmission
speed of the spikes. The end of the axon is linked to up to 1,000
dendrites of other neurons via synapses [132]. An important unit of the
cell body is the axon hillock (cf. Fig. 3.1). The generation of action
potentials in the axon hillock is triggered when a certain threshold value
is reached [132,133].
3.1.2 Generation of an Action Potential
An action potential represents a characteristic deviation of the membrane
potential from the resting potential (the black curve in Fig. 3.2(a)). The
process of generating an action potential can be divided into individual
phases [132].
In the initial state, the membrane potential is approximately -70 mV.
This resting potential arises from the differing ratio of ion concentrations
inside the cell when compared to the extracellular medium [132]. The
ions that are primarily responsible for the concentration gradient are
the positively charged sodium (Na+), potassium (K+), calcium (Ca2+),
and negatively charged chloride (Cl-) [134]. The ion concentration in the
resting state is determined by the ion (Na+-K+) pumps and ion (K+)
channels that are embedded in the otherwise electrically insulating mem-
brane. The open K+ channels enable a leakage of current flow. However,
the resting potential remains almost constant since an equilibrium state
between chemical and electrical gradient consistently occurs with the aid
of the ion pumps [132].
The sum of the incoming stimuli received by the dendrites emerges from
the chemical conversion of the spikes generated by the pre-neurons. At the
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Figure 3.2 Detailed description of an action potential: (a) The membrane
potential of a neuron can react passively (green line) or actively to input
stimuli. [Derivative from [132].] (b) The corresponding sodium and pot-
assium ions in red and blue, respectively [132]. [A similar figure is published
in [135].]
axon hillock, the postsynaptic (membrane) potential (PSP) influenced by
the input stimuli is compared with the constant threshold of -35 mV [132].
The intensity of the input stimuli determines the reaction of the neuron:
Subthreshold stimuli lead to a passive reaction of the neuron due to the
postsynaptic membrane potential being lower than the threshold (the
dashed green lines in Fig. 3.2(a)). In this case, the membrane potential
will temporarily differ slightly from the resting potential, in the manner of
a capacitor, which is charged and then discharged. However, stimuli that
raise the postsynaptic membrane potential above the threshold of -35 mV
induce an action potential by depolarizing the membrane potential (cf.
Fig. 3.2(a)). This leads to an opening of the voltage-gated Na+ channels,
leading to a Na+ flow into the cell (cf. Fig. 3.2(b)), which causes a sharp
increase of the membrane potential during the depolarization phase [132].
The explosive increase that occurs during the depolarization phase can
be explained by the positive feedback: The membrane potential increases
due to the entering of Na+ ions, which leads to an increased opening of
voltage-gated Na+ channels due to an increased positive concentration
inside the cell. A steady-state Na+ gradient is reached at a membrane
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potential of +30 mV, which closes the Na+ channels [132].
The positive concentration achieved within the cell in turn causes an
opening of the K+ channels after a time delay. The positively charged K+
ions flow from the interior of the cell to the extracellular medium. This
causes the voltage to drop further, which corresponds to a repolarization
of the cell membrane. The K+ channels are deactivated at a membrane
potential of -70 mV. Due to the inertia of the K+ channels, the mem-
brane potential drops below the resting potential, which is referred to as
hyperpolarization phase. The time between the beginning of the hyper-
polarization phase and the recovery of the resting potential is referred to
as the refractory period. The refractory period is characterized by the
suppression of further action potentials within this period [132].
3.1.3 Excitation Transfer between Neurons
The synapse is used for excitation transmission from the presynaptic
neuron to the postsynaptic neuron. The action potential generation (cf.
Sec. 3.1.2) within a neuron is electrical in nature. The exchange of
signals between two neurons via the synapse only occurs in an electric
manner in some cases, via the so-called electrical synapses [132]. However,
for a formation and learning mechanism, chemical synapses, where the
electrical signal is converted to a chemical, are of particular importance
[15, 132]. The chemical synapse can be divided into three segments: the
axon terminal of the presynaptic cell, with synaptic vesicles that contain
the neurotransmitter; the membrane of the dendrites of the postsynaptic
cell, with transmitter-gated ion channels; and the synaptic cleft between
them [132].
Excitation transmission via the synapse begins with an action potential
transmitted by the axon to the axon terminal of the presynaptic cell. This
results in an opening of the voltage-gated Ca2+ channels, leading to a
Ca2+ flow within the axon terminal of the presynaptic cell. The increased
calcium concentration in the axon terminal triggers the vesicle to release
the neurotransmitter in the synaptic cleft by means of exocytosis [132].
The neurotransmitter released in the synaptic cleft sticks to the receptors
of transmitter-gated ion channels at the postsynaptic membrane, which
causes an opening of the ion channels, producing an ionic current. Thus,
the postsynaptic membrane is electrically excited as a function of the
3.2 Neural Coding 39
distributed transmitter of the presynaptic neuron [132].
3.2 Neural Coding
Neural coding describes the interrelation between input information and
the neuronal response. The information always represents the duration
and the intensity of the input stimulus. Information is translated, in
neurons, into a deviation of the membrane potential [132]. There are
many theories concerning the coding mechanisms of a neuron [136]: One
theory speculates that information is encoded in the number of generated
spikes within a certain time interval [10]. This so-called frequency coding
was followed by further hypotheses, such as temporal coding, population
coding, and sparse coding [136]. In the following section, temporal
and frequency coding, including frequency adaptation, are explained in
greater detail.
3.2.1 Temporal Coding
Temporal coding is based on the hypothesis that information is coded
according to the temporal duration of the input stimulus. The time at
which an input stimulus is received is inevitably linked to the time at
which a neuron responds. Thus, the timing of the input stimulus is of
particular interest. Temporal coding can be implemented, for example,
through a frequency coding scheme [137].
3.2.2 Frequency Coding
The input stimulus received by a neuron is translated into an action
potential firing rate (cf. Fig. 3.1) [10]. This so-called frequency coding in
sensory neurons was first investigated by E.D. Adrian [4, 5] in 1926 [10].
The duration and intensity of the input stimulus is not encoded in
the amplitude or the width of a single spike, as every action potential
generated within an individual neuron has the same structure. Therefore,
the approach used to continuously generate action potentials is chosen
based on the temporal process of excitation [132]. The spike timing is
therefore not important; however, the number of spikes received within a
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period of time is relevant. Thus, the intensity of the stimulus determines
the frequency of the spike train [10,132,137]. The following correlation
can be observed between the intensity of the input stimulus and the
number of pulses generated within a specific time interval: A weak input
signal results in a limited number of pulses being generated within a
time interval, whereas a comparatively stronger input stimulus results in
a greater number of spikes being generated. Thus, the number of spikes
generated depends on the strength of the input stimulus; in this manner,
a comprehensive digital coding, in the form of a firing rate, is gained at
the output. The temporal appearance of the spikes does not necessarily
occur at regular intervals; however, it predominantly occurs in irregular
temporal patterns (see Fig. 3.1) [10,132].
Today, the frequency code hypothesis is no longer exclusively applied
to receptor neurons, as it has been applied to large sections of the brain,
such as the primary visual cortex, the somatosensory cortex, the auditory
cortex, and the place cells in the hippocampus. Furthermore, a higher
processing mode than sensory transduction, in which a sensory input
stimulus is transferred in another form, such as an action potential, is
represented by this hypothesis [6–11,132].
3.2.2.1 Neuron Models of Type I and Type II
Neuron models are classified into two categories: type I and type II. In
order to further determine the two models, the frequency of the oscillation
is examined in dependence on the applied current i, as shown in Fig.
3.3(a). The type I neuron model shows no oscillation up to a threshold
current Iθ. If this threshold current is reached, the frequency increases
continuously with an increased current i (the upper graph in Fig. 3.3(a)).
The neuron of the type II, on the other hand, jumps to a frequency
fθ > 0, when reaching the threshold current Iθ, although no oscillation
has taken place for currents smaller than the threshold. However, after
reaching the threshold current, the oscillation frequency of the type II
neuron model increases continuously, starting with the frequency fθ, with
an increased current (the lower graph in Fig. 3.3(a)) [138].
























Figure 3.3 Characteristic properties of a neuron: (a) Upper graph: Fire
frequency of a type I neuron as a function of the input current i with a
continuous increase in the fire rate starting at the threshold Iθ. Lower graph:
Fire frequency of a type II neuron as a function of the input current i with
a jump in the fire rate at the threshold Iθ. From that threshold, the fire
rate increases continuously [138]. [Adapted with permission from [138].]
(b) Relationship between the strength of an input stimulus and the spiking
behavior of a neuron including frequency adaptation, as proposed by E. D.
Adrian in 1926 [4, 5]. The initial frequency f0 decreases after the time τ to
the frequency f∞ [139,140]. [Adapted from [139].]
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3.2.3 Frequency Adaptation
Frequency adaptation refers to the adjustment of a neuron to a con-
stant stimulus in the form of a transiently reduced firing rate (cf. Fig.
3.3(b)) [10], as first observed by E. D. Adrian in 1926 [4, 5]. The require-
ments for adaptation are the habituation of the receptor and organisms
to a constant stimulus. Adrian assumed a direct link between the degree
of decrease in the firing rate and the extent of habituation to a stimu-
lus [5,10]. Adaptive behavior in the neuronal system was first recognized
in sensory systems, which are known to adapt to changing environmental
conditions [8, 10]. However, research has indicated that nearly every
spike-generating neuron in the neuronal system demonstrates frequency
adaptation [10, 139]. According to E. D. Adrian [4, 5], this adaptation
phenomenon can be found in all living creatures. From a biological point
of view, the assumption has been put forward that there adaptation to the
environment occurs on nearly any level of a biological system [6,10, 141]
in order to be better adapt to environmental changes [10]. Frequency
adaptation within the spike train of a spiking neuron is presumed to
represent the basis for the synchronization of neuronal assemblies and
selective attention [6, 10,142].
The concept of frequency adaptation in a spiking neuron is depicted in
Fig. 3.3(b): A constant stimulus strength is applied to a spiking neuron.
Initially, the neuron has the firing frequency f0 [139,140]. Rather than
remaining constant, the firing frequency decreases continuously due
to adaptation until the steady-state frequency f∞ is reached. In a
biological neuron, the adaptation time constant τ varies from the range
of milliseconds [143] to several seconds [144] [139,140].
3.3 Synaptic Plasticity
Synaptic plasticity forms the basis for learning and memory processes
in a neural system, as it allows for changes in the coupling strengths
between neurons as a result of their neural activity [15]. The functional
connection is either potentiated or depressed as a result of neural activity
patterns [12].
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Figure 3.4 Long-term potentiation based on pulses, which leads to diverse
postsynaptic potentials (PSP): (a) A single pulse causes a slight change
of the postsynaptic reaction. (b) A high-frequency pulse train induces
a postsynaptic action potential. (c) A single pulse causes a larger PSP
compared to (a) after the high-frequency pulse train [9]. [Adapted with
permission from [9].]
3.3.1 Long-Term Potentiation
Synapses in the nervous system have the ability to respond to sustained
characteristic neural activity patterns by increasing or decreasing their
synaptic efficacy, which is also referred to as long-term potentiation (LTP),
or its opposite, long-term depression (LTD), respectively [14, 16, 19].
Long-term potentiation is widely assumed to be the basic requirement for
learning and memory processes since memory is believed to be encoded
in synaptic strength changes. For the LTP process, the rate of arrival of
spikes at the corresponding synapse within a time frame ∆T is crucial;
this is schematically represented in Fig. 3.4 [9,16]. To clarify, pulse trains
were applied to the dendrites of a neuron while the activity in the cell body
was measured. In Fig. 3.4(a), a single pulse is applied to the dendrites,
which leads to a change in the postsynaptic membrane potential (PSP),
but it is insufficiently strong to trigger an action potential. Subsequently,
the application of a voltage pulse train with a sufficiently high frequency
led to the generation of an action potential (cf. Fig. 3.4(b)). Finally,
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the single pulse was found to be the same as at the beginning, as shown
in Fig. 3.4(c). However, there was a clear increase in the PSP when
compared to the initial pulse. As a result, a high-frequency pulse train
led to long-lasting enhancement of the synaptic strength [9].
Long-term potentiation demonstrates the properties expected of phy-
siological memory processes, such as input specificity, cooperativeness,
persistency, and associativity [9, 15]. Input specificity leads to an ex-
clusive strengthening of a particular synaptic weight, defined by the
neural activity of adjacent neurons, rather than concluding the neural
activity of all of the neurons in a nervous system [15]. The property
cooperation refers to a raised likelihood of the LTP process occurring as
the result of rising presynaptic neural activity being triggered by one or
more neurons [15]. A period of high synaptic activity leads to a persistent
synaptic change [9]; this association indicates that a strengthening of
one synapse results in a weakening of other synapses, leading to slight
changes throughout the entire network [15].
3.3.2 Hebbian Learning Rule
In 1949, the Hebbian learning rule was published by the psychologist
Donald Hebb, who described learning as a process that involves mo-
dification of synaptic weight. In particular, the activities of both the
pre- and postsynaptic neuron influence synaptic change in the following
manner [17,145]:
"When an axon of cell A is near enough to excite a cell B and repeatedly
or persistently takes part in firing it, some growth process or metabolic
change takes place in one or both cells such that A’s efficiency, as one
of the cells firing B, is increased." [17], p.62
This learning rule both made it possible to explain biological processes
and provided the mathematical basis for the learning mechanism at
the cellular level [15]. A cellular learning rule can be mathematically
described as follows [15]:
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dω
dt
= F (ω(t), vpre, vpost) (3.1)
with v = #Spikes∆T (3.2)
where dω/dt describes the rate of change of the synaptic weight, which
is based on the synaptic weight ω(t) and the activity of the pre- (vpre)
and post- (vpost) synaptic neuron. The activity of each neuron can be
defined with reference to the number of spikes generated (#Spikes)
within a certain time interval (∆T ) (cf. Eq. 3.2) [15]. According to the
Hebbian learning rule, there is no influence on the synaptic strength
whenever only one of the two neurons shows neural activity. Thus, the
Hebbian learning rule reads as follows [15]:
F (vpre, vpost) = βvprevpost (3.3)
Here, the constant β is the learning rate [15].
While many models focus on individual biological processes (e.g. level
of calcium concentration) when describing the function F [15], input
specificity, cooperativeness, persistency, and associativity form the basis
of learning and memory processes (cf. Sec. 3.3.1) [9, 15].
3.3.3 Spike-Timing-Dependent Plasticity
Spike-timing-dependent plasticity (STDP) concerns the synaptic strength
change ∆ω that occurs due to a causal link between the presynaptic
spike at tpre and the postsynaptic spike at tpost (cf. Fig. 3.5). The
change of the synaptic strength between two interconnected neurons
is determined by the time intervals at which the neurons were active,
which can be more precisely expressed by the difference: ∆t = tpost −
tpre [12]. Thus, the change in the synaptic weight depends on the
individual spikes generated with the time difference ∆t and leads to the
following dependency function: ∆ω = ξ(∆T ). Here, ξ is a STDP learning
function. The generation of a spike in the presynaptic neuron before the









Figure 3.5 Spike-timing-dependent plasticity: A spike generated in the
presynaptic neuron before the postsynaptic neuron fires (∆t > 0) leads to a
strengthening of the synaptic weight (∆ω > 0), whereas neural activity of
the postsynaptic neuron before the presynaptic neuron (∆t > 0) results in a
weakening of the synaptic weight (∆ω < 0) [12]. [Adapted from [146] / CC
BY 4.0.]
postsynaptic neuron leads to a strengthening of the synaptic strength
∆ω > 0, whereas neural activity that occurs in the postsynaptic cell
before the presynaptic cell leads to a weakening of the synapse ∆ω < 0.
The time difference between the respective spikes may not exceed ±40-80
ms when attempting to achieve a change in the synaptic weight [12].
3.3.4 Memristive Devices as Artificial Synapses
Memristive devices are suitable for the replication of synaptic plasticity
due to their resistance malleability, which is achieved by applying a
voltage (current) (cf. Sec. 2.1) [15]. This memristive plasticity for the
emulation of biological synaptic behavior has already been demonstrated
in a number of publications [12, 15, 53–55]. In particular, the voltage-
controlled memristor model discussed in Sec. 2.1.1.1, which is described
by Eqs. 2.3 and 2.4, was used in the work of Zamarreno-Ramos et al. [12]
to establish a direct link to the synaptic weight growth of a biological
synapse [15]:





= F (x(t),∆t,∆V ) (3.4)
Here, the rate of change of the synaptic weight dω/dt regulates the
potency of the biological synapse, while the rate of change dx/dt controls
the efficacy of the memristive device. The synaptic weight ω, as well
as the state variable x, are conceived to be non-volatile, but both can
be influenced by spikes, namely action potentials or current/voltage
pulses, respectively. In this regard, the spike parameters, such as pulse
duration ∆t and pulse amplitude ∆V , are important. In particular, the
amplitude is defined by the pre- and postsynaptic membrane potential as
∆V = Vpost−Vpre. In addition, the pulse frequency fp plays an important
part in the modification of the growth of the synaptic weight [15].
Jo et al. [53] used an Ag/Si-based memristive device as an artificial
synapse to demonstrate STDP. The application of potentiation or depres-
sion voltage pulse trains to a device with the same pulse width ∆t but
with different polarities caused a decrease or increase in the resistance
state of the device. In order to further emphasize the influence of pulse
width, further pulse trains were applied to the same device, this time
with different pulse widths ∆t. It was found that a longer pulse width
leads to a greater change in the resistance value; this applies to both
negative and positive pulses [53].
Ohno et al. [147] were able to demonstrate both short-term memory
and long-term memory using an Ag/Ag2S/nanogap/Pt synaptic device.
They applied voltage pulse trains with different frequencies fp to their
device. The authors found that a pulse train of a low frequency causes
little or no change in the resistance value of the device; however, applying
pulses of a high frequency was found to lead to a decrease in the resistance
state of the device [148].
Zamarreno-Ramos et al. [12] demonstrated an implementation of a
memristor-based STDP learning rule using suitable voltage pulse schemes.
Voltage pulse trains were applied to the electrodes of a synaptic device; it
was found that different spike shapes and widths resulted in the memristor
STDP weight function demonstrating significant variance in its course
ξ(∆T ) (cf. Sec. 3.3.3) [12,61].
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3.4 Spiking Neuron Models
In 1939, Hodgkin and Huxley succeeded in measuring an action potential
in the giant axon of a squid [149]. Years later, they used electronic
equivalent circuit models to emulate the dynamics of action potential
generation [10, 135]. In general, detailed conductance-based neuron
models emulate the electrophysiological characteristics that are necessary
when shaping an action potential [10]. However, these models are more
difficult to analyze than phenomenological spiking neuron models because
they are more intrinsically complex. Thus, phenomenological spiking
neuron models are of particular interest in the study of memory, neural
coding, and the dynamics of networks, because they allow for the analysis
of these properties in a plain electrical circuit [9, 10,150–153].
An excellent overview of spiking neuron models is given by Gerstner and
Kistler [9] and Gerstner et al. [138] in the books "Spiking Neuron Models:
Single Neurons, Populations, Plasticity" and "Neuronal Dynamics: From
Single Neurons to Networks and Models of Cognition", respectively. The
overviews of spiking neuron models provided in this section and in Sec.
3.6 are based on these publications [9, 138].
3.4.1 Leaky Integrate-and-Fire Model
The leaky integrate-and-fire neuron model is a simplified phenomenolo-
gical spiking neuron model that describes the generation of an action
potential by a threshold criterion: the sum of the input signals reaches a
certain threshold θ [9]. The circuit set-up of a leaky integrate-and-fire
model consists of a parallel connection between a capacitor C and a
resistor R with a constant voltage source urest, in series, as shown in Fig.
3.6. A constant input current I is applied to the circuit, which leads to




= −(u(t)− urest) +RI(t) (3.5)
Here, the membrane potential is determined by u(t), the reset potential
by urest, and the time constant of the circuit by τm = RC [9].
The integrate-and-fire model emulates spikes as particular incidents,







Figure 3.6 Sketch of a leaky integrate-and-fire neuron model. The circuit
consists of a parallel connection between a capacitor C and a resistor R
with a constant voltage source urest, in series. If the voltage u of the
parallel connection reaches the threshold θ at t(f)i , a fire pulse is induced [9].
[Adapted with permission from [9].]
rather than as a pronounced conductance-based voltage course similar to
that of an action potential shape. Therefore, the relevant parameter for
the emulated spikes is the firing time t(f), which is determined by the
following threshold criterion [9]:
t(f) : u(t(f)) = θ (3.6)
An electronic threshold subcircuit enables the firing by constantly com-
paring the membrane potential u(t) with the threshold θ. After reaching
the threshold θ at the fire time t(f), the membrane potential is reversed
to the reset potential urest < θ [9].
A constant input stimulus I0 is applied to the RC network of the leaky
integrate-and-fire neuron, assuming a reset potential of urest = 0. In
order to eliminate membrane potential u(t), Eq. 3.5 must be integrated.
This leads to the description of u(t) as a function of the input current
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Using the threshold criterion from Eq. 3.6 at the firing time t(2), the











This results in a regular firing rate, with the period T = t(2) − t(1)
depending on a constant input stimulus I0 [9]:
T = τm ln
(
R I0
R I0 − θ
)
(3.9)
The one-dimensional leaky integrate-and-fire model offers many advanta-
ges, such as a straightforward implementation and compactness. However,
the simplicity of this model means that it is unsuitable for reproducing
the diversity of the firing patterns of real neurons [138].
3.4.2 Adaptive Exponential Integrate-and-Fire Model
A two-dimensional spiking neuron model is necessary to emulate all of the
measured firing patterns of real neurons on a descriptive level. Thus, the
general nonlinear integrate-and-fire model (cf. Sec. 3.4.1) that describes
the dynamics of membrane potential is linked to the abstract adaptation
current variables ωk. The dynamics of each adaptation current ωk are















Here, the parameter ak constitutes the link between the membrane
voltage u and the adaptation currents ωk. The coupling develops with
the adaptation time constant τk [138]. The δ-function is implemented
in order to give the firing of the model an additional weighting. This
causes the rate of change of the adaptation currents dωk/dt to rise by
the constant bk after each reaches the threshold value θ. Thus, the value
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bk indicates a leap for the adaptation, which depends on the number of
spikes generated. The resistor R establishes the connection between the
abstract adaptation currents ωk and the temporally varying membrane
potential u [138].
Depending on the desired result, the nonlinearity f(u) in Eq. 3.10
can be selected in a variety of ways. A desired result with emphasis
on the best fit performance to the experimental values can be achieved
using the exponential integrate-and-fire model [138]. Thus, the adaptive
exponential integrate-and-fire model, also called AdEx, can be described

















Here, the parameter ∆T specifies the intensity of the influence of the
exponential function, also referred to as the sharpness variable [138]. The
fulfillment of the threshold criterion (cf. Eq. 3.6) leads a resetting of the
membrane potential u = urest. In general, the intensity of adaptation
and thus the firing patterns are determined by the variables a and b [138].
The adaptive exponential integrate-and-fire model can emulate all
of the previously measured firing patterns of biological neurons on a
phenomenological level [138].
3.4.2.1 Izhikevich Neuron Model
The Izhikevich model exploits the quadratic integrate-and-fire model
to account for the nonlinearity f(u) in Eq. 3.10, which leads to the
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The Izhikevich model has many properties that are consistent with the
AdEx model, such as the quality of spike generation and the variety
of possible spike patterns. However, the Izhikevich model offers a less
accurate representation of real spiking patterns [154].
3.4.2.2 Leaky Integrate-and-Fire Model with Adaptation
The leaky integrate-and-fire model (cf. Sec. 3.4.1) is extended by
















This model causes a further quantitative decrease in the description of
spike patterns of real neurons due to a missing exponential activation
term (AdEx) or a quadratic function (Izhikevich). However, the simplified
term enables a straightforward experimental realization [138,154].
3.5 Memristive Spiking Neuron Model
A memristive spiking neuron model was developed and experimentally
implemented. The set-up of the implemented circuit is illustrated in
Fig. 3.8(a). The integrator part of the circuit is highlighted with a blue
square, in which a memcapacitor CM (cf. Sec. 2.2.1) is in parallel with
a negative differential resistor RNDR and a constant voltage source VB.
In order to better understand the function of the memcapacitor, the
circuit from Fig. 3.7 should first be considered, which apart from the
memcapacitor represents an equivalent to the leaky integrate-and-fire
model from Fig. 3.6. Thus, according to Eq. 3.5, the integrator can be
described as follows [9, 10]:






Figure 3.7 An adaptation of the leaky integrate-and-fire model from Fig.
3.6 is provided by replacing the constant capacitance C with a memcapacitor




= −f(v) +RI(t) (3.18)
with f(v) = vout(t)− VB (3.19)
However, the time constant τm = RCM (ω) is not constant; rather, it
depends on the latest state ω(t) of the memristive device within the
memcapacitor subcircuit (cf. Sec. 2.2.1). This results in a change of the












Here, the device-specific constant is defined as β. The rate of change of
the state dω(t)/dt depends on the number of preceding generated spikes
quantified in the state ω(t) and current I(t) as a function of time t. Thus,
the state of the memcapacitor directly influences the time constant τm,
which in turn adapts the firing rate of the circuit. The frequency change
occurs as a result to the modifications of the integration time [10,155].
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The threshold value θ realized in the LIF model through the use of an
external circuit was achieved in the memristive spiking neuron model (cf.
Fig. 3.8(a)) using a negative differential resistor RNDR. This changes








The input stimulus I initially charges the memcapacitor CM with the
time constant τ = CM (ω)RNDR, while the resistance state of the NDR
is defined by the high ohmic branch (cf. Fig. 3.9). When the internal
threshold value θ of the NDR is reached by the constant input current I,
there is a transition from the high ohmic branch (RV O2 = 55 kΩ) to the
low ohmic branch (RV O2 = 2-14 kΩ). This leads to a voltage breakdown
of the output voltage vout and to a discharge of the memcapacitor. Thus,
a constant current input I leads to an oscillation at the output due to
the back-and-forth transfer of energy between the integrator branches.
It is worth mentioning that the input current must be greater than the
threshold current Iθ of the NDR, which becomes apparent later in the
evaluation of fire frequency coding (cf. Sec. 3.5.2.1) [10].
An output branch modifies a desired line shape, represented by vspike
from the output voltage vout (the orange box in Fig. 3.8(a)). The branch
consists of a voltage divider R1 and R2 in series with a commercial
diode D. The spike course vspike is detected across R2, and it is shown
with the output voltage vout for a constant current i(t) = I0 in Fig.
3.8(b). The diode D with R1 and R2 forms a voltage divider. Thus,
the resistance R2 (R2 << RD) carries no weight whenever the build-in
voltage of 0.7 V of the diode is not reached. Hence, the negative shift
of vout, including a positive voltage up to 0.7 V, is kept constant at the
spike output vspike. The duration of this holding is referred to as trest,
which includes a refractory period (cf. Fig. 3.8(b)). A refractory period
ensures the independent spiking of successive spikes. A spike is generated
with a width of approximately 2 ms, whenever the output voltage vout
reaches the threshold of ~0.7 V. Furthermore, the voltage divider R1 and
R2 reduces the spike output vspike to a peak-to-peak amplitude in the
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Figure 3.8 Memristive spiking neuron model to emulate neuronal functio-
nality: (a) The integrator part consists of a memcapacitor CM in parallel to
an NDR and a constant source VB . A biological spike line shape is achieved
by an output branch with a diode D and a voltage divider. (b) A constant
input current I0 of 0.25 mA results in an oscillation at the output vout. This
oscillation is modified to a desired line shape represented by vspike [10]. (cf.
Ch. A) [Adapted from [10] / CC BY 4.0.]
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low range of millivolts, which is comparable to biological spikes. In Fig.
3.8(b), spikes with an amplitude of 0.3 V and a resting potential of ur=
3.5 mV, including a resting period of trest = 0.18 ms, were generated
with the memristive spiking neuron circuit. It is worth mentioning that,
on a descriptive level, the memristive spiking neuron circuit emulates
voltage courses that are similar to those of biological spikes, rather than
emulating spikes as particular events [10].
The key devices in the spiking circuit are the memcapacitor (cf. Sec.
2.2.1) and an NDR. For the NDR, the strongly correlated electron
material VO2 was used, which is discussed in more detail in the following
section.
3.5.1 VO2-based NDR
The memristive spiking neuron circuit (cf. Fig. 3.8) exploits a negative
differential resistance from a current-controlled vanadium dioxide (VO2)
device [10]. The strongly correlated electron material vanadium dioxide
can alternate between two different forms; changes between the forms
occur as a result of external influences, such as pressure or temperature,
and show a sharp metal-insulator phase transition (MIT) at the material-
specific temperature of 60◦C (cf. Fig. 3.9(a)): A temperature higher than
60◦C leads to a conductive phase of the device, whereas temperatures
below the material-specific 60◦C results in an insulating character of
VO2 device [10,11,156–158].
A schematic of a lateral VO2 device stack used for the memristive
spiking neuron circuit (cf. Fig. 3.8) is depicted in the inset of Fig. 3.9(a)
and was fabricated by A. Petraru from the chair of Nanoelectronics. The
structure consists of the layer sequence TiO2/VO2/Au, wherein the two
single Au contacts on top are separated by a material-specific distance
of 2 - 4 µm and have a thickness of 40 nm. A pulsed laser deposition
(PLD) technique was employed to deposit the strongly correlated elec-
tron material VO2 on a TiO2 crystalline substrate [10,159]. The PLD
process was accomplished utilizing a ceramic V2O5 target, maintaining
a constant O2 pressure of 10-2 mbar, while a constant temperature of
380◦C was ensured. An energy density of the laser of 2.5 J/cm2 was set
at the target [10,159].







Figure 3.9 MIT transition of the VO2 device used: (a) Resistance versus
temperature characteristic. The inset shows the lateral VO2 device stack.
(b) Typical current voltage curve of the VO2 device with the corresponding
heating (red) and cooling (blue) phase. Arrows and numbers indicate the
current sweep steps. A current source has been used for this measurement
[10]. [Adapted from [10] / CC BY 4.0.]
A temperature-dependent resistance characteristic of the VO2 device
was measured. For this purpose, a constant voltage of 1 V was applied
to the device, while the current changes were simultaneously recorded
with rising (red arrow) or falling (blue arrow) temperature courses. The
substrate temperature was linearly ramped up from 30◦C to 95◦C and
back down to 30◦C. The resistance change was determined from the
abovementioned data. A representative resistance that depends on the
temperature characteristic of the VO2 is illustrated in Fig. 3.9(a). The
heating phase, which is marked by a red arrow in Fig. 3.9(a), shows
that a material-specific MIT transition was clearly observable at a tem-
perature of 58◦C, whereas the cooling phase showed a transition from
metal to insulator at a temperature of 48◦C, which resulted in an overall
hysteresis of the heating and cooling curves. This hysteresis resulted
from the inertia of the cooling system. The observed temperature was
consistent with the values known for VO2 devices. A change of the
resistance state that exceeds four orders of magnitude is also an indicator
of a good transition from metal to insulator and back to metal [10].
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An alternative to the external heating of the device substrate is pro-
vided by electrical stress. Electrical stress causes Joule heating of the
local filamentary grain structures within the VO2 device, which leads to
a change in resistance [10, 160,161]. Pickett et al. [129] refer to a device
that demonstrates MIT transitions as a result of electrical stress as a
memristive device [10].
A typical measured current-voltage characteristic, where electrical
stress was applied, is depicted in Fig. 3.9(b). The I-V characteristic
was recorded at a substrate temperature below the material-critical
temperature, i.e. at room temperature, at which the phase transition
occurred. This ensured a phase transition within the current sweep,
which was ramped from 0 to 1.5 mA and vice versa. Thus, an I-V
characteristic with a negative differential region that depends on local,
current-driven changes in the filament can be seen. More specifically, the
NDR region is defined by an increase of the current, while the voltage
decreases. The heating and cooling phases are marked by red and blue
arrows, respectively [10].
The threshold of this particular device is defined by θ(Vθ1|Iθ1) =
θ(11.56 V| 0.21 mA). Up to the threshold θ, the resistance of the device
reads RHVO2 = 55kΩ. Exceeding the threshold resulted in a voltage
breakdown, while the current was still increased by the current-sweep.
The lower resistance was located between 2 kΩ and 27 kΩ depending on
the input current (RLV O2 = 2 kΩ− 27 kΩ) [10].
It is worth noting that a thermic formation step of the VO2 device
is necessary in order to achieve an NDR region via electrical stress. In
the forming step, the device substrate is heated to a temperature that is
sufficiently high that MIT transition should be observed, as mentioned
previously. Thus, formation of a filament is ensured, thus providing
conduction channels for the charge transport [10].
3.5.2 Results of the Memristive Spiking Neuron Circuit
The results of the memristive spiking neuron model are discussed in
the following section. The discussion is divided into two sections: First,
the behavior of the memristive circuit is determined on the basis of the
spiking behavior as a function of the input signal; this is followed by an
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Figure 3.10 Fire frequency coding: (a) Intensity and duration of a stimulus
are encoded in the number and frequency of spikes. (b) Fire frequency as a
function of the input current. A stimulus above the threshold Iθ results in
an oscillation. Frequency increases with an increased current. A jump of
the frequency indicates a type II neuron model [10]. (cf. Ch. A) [Adapted
from [10] / CC BY 4.0.]
explanation of frequency adaptation, which is demonstrated using the
circuit [10].
3.5.2.1 Frequency Coding
The memristive spiking neuron circuit emulates frequency coding. For
this purpose, the memcapacitor was kept constant in order to exclu-
sively demonstrate the properties of frequency coding. Therefore, the
memcapacitor shown in Fig. 3.8 was replaced by a commercial constant
capacitor C0. Input stimuli I with different intensities were applied to
the spiking neuron circuit while the output voltage vout and the spike
output vspike were measured (cf. Fig. 3.10(a)). As a result, the circuit
emulated a spiking neuronal coding scheme, in which the number and
frequency of the generated spikes were dependent on the intensity and
duration of the input current [10].
To elaborate, an input current of 0.15 mA resulted in no oscillation
at the output within the observed time frame because the threshold
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current Iθ of the NDR was not exceeded (cf. Fig. 3.9(a)). However,
the spiking circuit demonstrated a reaction in the form of an increased
voltage, measured at vout and vspike. From a biological perspective, this
reaction is comparable with the passive reaction of a neuron. A slightly
deviation of the membrane potential from the resting potential occurs
in a biological neuron due to a stimulus raising the membrane potential
under the threshold (cf. Sec. 3.1.2) [10].
A constant current strength of 0.25 mA triggered the spiking circuit to
generate spikes with a constant frequency of 200 Hz. The applied input
current reached the NDR branch of the VO2 device. Similarly, an output
voltage was observed with an input current of 0.4 mA; the increase in
the input current resulted in an increase of the frequency to 1 kHz [10].
This can be seen more clearly in the measured oscillation frequency
as a function of the input current (cf. Fig. 3.10(b)). Therefore, single
constant input current pulses with a fixed length of 20 ms and varying
amplitudes were applied exclusively to the integrator circuit with a
constant capacitance C0 (cf. Fig. 3.8(a)). The current amplitude was
increased in steps of 0.05 mA, ranging from 0 to 1.55 mA. As a result, the
spiking circuit generated a diverse number of spikes per second, e.g. fire
frequencies, depending on the input current applied. An input current
lower than the threshold current I < Iθ (cf. Fig. 3.9) results in no
oscillation at the output, while an input current above the threshold
generates spikes of a certain frequency. When the threshold current is
reached, the oscillator frequency jumps from 0 Hz to 250 Hz immediately,
which corresponds to the behavior of a type II neuron. In particular, the
frequency increases approximately linearly up to 1 mA with an increased
current, at which point a direct assignment of the frequency to the
intensity of the input stimulus is possible. This represents the results
shown in Fig. 3.10(a). Starting with an input current of 1 mA, minor
discrepancies from the linear frequency course could be observed. This
can be explained by the partially jagged course of the I-V characteristic
(cf. Fig. 3.9); as a consequence, the resistance value is jumping slightly.
This is due to the Joule heating processes within the VO2 device, which
are not completely controllable [10].
An input stimulus starting with 1.5 mA no longer showed spike ge-
neration since the negative differential range was exceeded. Thus, the
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interval of frequency coding depends on the length of the NDR region of
the VO2 device (Fig. 3.9), which, in this case, ranges from input currents
between 0.45 mA to 1.45 mA [10]. The link between the frequency of
the circuit-induced oscillation and the input current strength can be
mathematically deduced using Eq. 3.9. Here, the frequency is linked
to the input current by the resistance of the VO2 device for the case
R = RV O2(i, t). An increase in the current I lead to a decrease in the
period T , which was electrically the result of a more rapid charging of the
capacitor C0 [10]. It is worth noting that the number of spikes generated
also depends on the duration of the input pulse, as the number of additio-
nal spikes increases proportionally with the duration. However, this does
not provide additional information with regard to the frequency [10].
3.5.2.2 Adaptation
The memristive spiking neuron circuit (cf. Fig. 3.8(a)) with the memca-
pacitor CM = CM (t) (cf. Sec. 2.2.1) was used to emulate firing frequency
adaptation, as first observed by E. D. Adrian in 1926 [4]. Applying a
constant input current of I = 0.5 mA to the memristive spiking neuron
circuit led to the measured voltage courses of vout(t) and vspike(t), as
shown in Fig. 3.11. As a result, the frequency of the generated spikes
noticeably decreased after the first eight spikes while a constant input
current was applied. A decrease of the frequency from an initial high
frequency of f0 ≈ 400 Hz to the final frequency f∞ ≈ 140 Hz occurred
abruptly, whereas the spike amplitudes remained nearly constant. The
transition from the initial frequency f0 to the low frequency f∞ can be
seen more clearly in the enlargement of the two individual spikes vspike
with either a spike generated before the frequency transition (the black
curve) or a spike generated after the transition (the red curve) (cf. Fig.
3.12(a)). Despite the spike width being reduced by approximately 50
percent, the amplitude of the spikes remained roughly constant at 0.36
V. Furthermore, the resting potential of both spikes remained constant
at urest = -15 mV. The spike widths (3 ms → 6.1 ms) and the refractory
periods (0.8 ms → 1.2 ms) changed significantly [10].
The changes in terms of the spike widths and the refractory peri-
ods can be explained with reference to the time constant τm. Here,
according to Eq. 2.19, the time constant can be defined as τm =






















0 20 40 60
Figure 3.11 The memristive spiking neuron circuit from Fig. 3.8 was
used to emulate frequency adaptation with a memcapacitor CM . Spiking
patterns of vspike and vout for a constant input current of I = 0.5 mA are
recorded [10]. (cf. Ch. A) [Adapted from [10] / CC BY 4.0.]
RV O2(i, t)CM (RM , uM , t) with the memconductance CM . Whenever
the resistance state RM of the Ag/TiO2-x/Al memristive device in the
memcapacitor subcircuit (cf. Fig. 2.11) changed from HRS to LRS due to
preceding spikes, the time constant τm = RV O2(i, t)CM (RM , uM , t) also
increased. This was due to an overall increased capacitance of CM ≈ C1.
This can be seen in greater detail when considering the phase plots (Fig.
3.12(b)) of the two single spikes. The phase plots demonstrate the rate
of voltage change of vspike (∆vspike) as a function of the spike voltage
vspike [10]. The phase plots of the two spikes differ slightly: however,
a significant difference exists in the initial phases of the depolarization
of the spikes. The enlargements of the initial phase of spike generation
clarify that the first spikes with the frequency f0 (the black curve in Fig.
3.12(a)), clearly rose more rapidly than the spikes after the frequency
transition with f∞ (the red curve) [10]. Naundorf et al. [162] identified
this initial spike phenomenon in cortical neurons and described it as a
significant property, which improves neuronal coding [10].
It is worth to mentioning that the abrupt change of the frequency
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(a) 
(b) 
Figure 3.12 Characteristic of the spikes from Fig. 3.11: (a) Spikes before
and after the frequency transition from high to low frequency and (b) the
corresponding phase plot of the two spikes with initial phases highlighted in
orange [10]. (cf. Ch. A) [Adapted from [10] / CC BY 4.0.]


















RM(tLRS) = 1 kΩ
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Figure 3.13 Characterization of the switching behavior: (a) The spike
voltage vspike of the neuron circuit. (b) Current flow through a Ag/TiO2-x/Al
memristive device during voltage oscillation. (cf. Ch. A)
change is inconsistent with the biology, where an adaptation process
is observed as a continuous decrease of the frequency [10, 163]. The
reason for the abrupt change is the switching mechanism of the used
Ag-doped TiO2-x-based memristive device since it changes the resistance
state sudden. The use of a memristive device with a gradual resistance
change would improve the emulation of biological properties. However,
the used Ag/TiO2-x/Al memristive device has an inherent stochastic
nature, which is in agreement with biological neurons [10, 164]. The
stochastic of the device is noticeable in the switching process, which
results in a variation of the number of generated spikes before a frequency
transition occurs. Furthermore, the pulse width of individual spikes (e.g.
the third and fourth pulse in Fig. 3.11) is influenced by the memristive
noise [10].
The behavior of the memristive device should be further analyzed. The
current iM through the Ag/TiO2-x/Al memristive device is shown in Fig.
3.13, while frequency adaptation was recorded at the spike output vspike.
The current was measured with a shunt resistor RS = 1 kΩ connected in
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series to the memristive device RM . A current of 6 µA was measured
during the first four voltage spikes, which indicates a high resistance
state of the memristive device. In the HRS, the memristive device has no
influence on CM and, according to Eq. 3.22, the frequency thus remains
constant. However, an abrupt switching of the memristive device from
the HRS to the LRS leads to an adaptation of the frequency and an
increase of the current iM at the time tLRS = 8 ms [10].
3.6 FitzHugh-Nagumo Neuron Model
The transition from the experimentally realized memristive spiking neu-
ron model to a more general experimental form of an oscillator is moti-
vated by the theory of the FitzHugh-Nagumo neuron model and the van
der Pol oscillator.
The FitzHugh-Nagumo model is a two-dimensional neuron model that
represents an adaptation of the Hodgkin-Huxley model, which uses four
variables in order to demonstrate sequences of spikes in pulse form [9].
The nonlinear integrate-and-fire model (cf. Sec. 3.4.1) represents the
mathematical basis, with a general function F that depends on an











Here, τω is a time-constant parameter. The FitzHugh-Nagumo model
determines the functions F (u, ω) and G(u, ω) using the following set of
equations [9]:
F (u, ω) = u− 13u
3 − ω (3.25)
G(u, ω) = b0 + b1u− cω (3.26)
Here, u and ω constitute the membrane potential and the limiting vari-
able, respectively [9,165,166]. The functions F and G depend on ω in
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the first order. Thus, the nonlinear behavior of the generated pulses is
defined exclusively by u3. Further adjustments are made by the varia-
bles b0, c, and b1. This model describes a relaxation oscillator [9,165,166].
Given the precondition that b0 = c = 0, what follows is a particular
application of the FitzHugh-Nagumo neuron model, which is also called












3.7 Van der Pol Oscillator
The term van der Pol oscillator originates from the first recorded ob-
servations of a nonlinear oscillation by the famous scientist Balthazar
van der Pol [168,169]. Van der Pol identified the sawtooth oscillations
of a self-sustained triode oscillator [168,169]. In general, a van der Pol
oscillator is described by a second order homogeneous equation [169,170]:
x¨+ µ (x2 − 1) x˙+ x = 0, µ ≥ 0 (3.29)
Here, the time-dependent dynamical variable is represented by x. In
comparison to damped oscillators, the friction coefficient is not constant
but depends on the amplitude. The parameter µ characterizes the nonli-
nearity of the system. Low values for µ lead to quasilinear oscillation
behavior, whereas an increase in the value of µ leads to increased nonli-
nearity [155,170].
A van der Pol oscillator with driving forces can be achieved by adding
the function A cos(ωt) to Eq. 3.29 [170]:
x¨+ µ (x2 − 1) x˙+ x−A cos(ωt) = 0 (3.30)
Here, the amplitude is referred to as A. In addition to the self-oscillation
frequency µ, the periodic forcing angular frequency ω also appears
3.8 PUT-based Van der Pol Oscillator Circuit 67
[155,170].
The relationship between the FitzHugh-Nagumo model (cf. Sec. 3.6)
and the van der Pol oscillator can be seen more clearly by applying the
Liénard‘s transformation [155,170]:




Applying Liénard‘s transformation to the van der Pol Eq. 3.29 produces
a modified van der Pol equation, which allows direct links to Eqs. 3.27










The term RI in Eq. 3.27 can be covered by the forced function Acos(ωt)
of the forced van der Pol oscillator (cf. Eq. 3.30) [155,170].
A self-sustained van der Pol oscillator based on a programmable
unijunction transistor (PUT) was experimentally realized (Sec. 3.8).
3.8 PUT-based Van der Pol Oscillator Circuit
A self-sustained van der Pol oscillator circuit based on a commercial
programmable unijunction transistor (PUT [171–173]) was experimentally
realized, as depicted in Fig. 3.14. A PUT resembles a four-layered
thyristor device and thus belongs to the family of silicon-controlled
rectifiers that have an NDR regime.The self-sustained oscillator circuit
consists of a resistor-capacitor (RC) network at the anode side of the
PUT, which constitutes the integrator part of the circuit, highlighted by
a blue square. A voltage divider consisting of two linear resistors RB and
RG comprises the gate side of the PUT [16,73,171–173]. The threshold
θ of the circuit is comprised of the intrinsic constant threshold of the
PUT of VPθ ≈ 0.6V and the potential at the gate terminal VG, which is
defined by the voltage divider. A constant voltage VBB applied to the
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oscillator circuit results in a charging of the capacitor CR1 with the time
constant τ = R1CR1 [73]. The charging of the integrator subcircuit can
be expressed using the following characteristic capacitor equation:






If the capacitor voltage VC = VA reaches the threshold Vθ of the
PUT modified by the threshold circuit (VA = Vθ ≥ VPθ + VG), the
PUT switches from the initial HRS to the LRS. This leads to a sudden
capacitor discharge via the PUT to ground, which can be observed as an
oscillation at the anode VA and a voltage breakdown of the gate voltage
VG in the shape of a rectangular pulse at the gate side (cf. Fig. 3.14(b)).
The oscillation at the anode VA takes the form of sawtooth relaxation
oscillation, while, at the gate voltage VG, modifiable peaks are generated,
representing the discharging of the capacitor CR1. Both voltages VA and
VG exhibit the same frequency and phase in a single oscillator.
In general, the adjusted threshold voltage Vθ must be attainable by the
capacitor voltage VA in order to demonstrate oscillation [73]. The design
of the self-sustained van der Pol oscillator circuit used to demonstrate
frequency coding (cf. Sec. 3.8.2) is depicted in Fig. 3.14(c). The
functionality corresponds to the circuit shown in Fig. 3.14(a), but nodes
1 and 2 were placed separately. Furthermore, the integrator circuit was
driven by an input current i(t), while a constant voltage VK was applied
to the voltage divider in order to define the circuit threshold Vθ [73].
It is worth mentioning that the circuit design represented in Fig.
3.14(a) cannot demonstrate frequency coding, since the anode VA and
the gate VG voltage increase proportionally to each other with an increa-
sed input voltage VBB. Nonetheless, the oscillator circuit of Fig. 3.14(a)
was implemented in Ch. 4, as the circuit required fewer power sources
and the focus in the following chapter lies on pulse coupling, rather than
on frequency coding [73].
The following sections discuss the PUT-based van der Pol oscillator
circuit extensively. First, the PUT is discussed in detail; thereafter, the
circuit performance is considered. The van Pol oscillator circuit emulates
frequency coding and frequency adaptation.






















Figure 3.14 Relaxation Oscillator: (a) Basic circuit set-up of a relaxation
oscillator to emulate spike generation based on a PUT. The anode (A), the
gate (G), and the cathode (C) of the PUT are connected to the peripheral
circuit environment. (b) A constant input voltage VBB of 25 V results in
a relaxation oscillation at the anode VA and modifiable peaks at the gate
potential VG. (c) Circuit design used to emulate frequency coding. (cf. Ch.
A) [Based on [16,173].]
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3.8.1 PUT-based NDR
A programmable unijunction transistor (PUT 2N6027 [171–173]) is clas-
sified as a silicon rectifier, which consists of several pn-junctions. To
elaborate, PUTs consists of a pnpn configuration with three external
terminals, namely the anode (A), the cathode (C), and the gate (G), as
depicted in Fig. 3.15(a). The four-layer structure can be divided into pnp
and npn regions. The operating principle of a PUT is best demonstrated
by a simplified circuit, as depicted in Fig. 3.15(b) [171–173]. Therefore,
the current IA was swept from 0 to 1 mA and back, while the voltage
at the anode VAC was measured simultaneously. As a result, current-
voltage curves (cf. Fig. 3.15(c)) with negative differential resistance
(NDR) areas were measured for different constant voltages: VB = 2 V, 4
V, 6 V. Thus, programming is possible via the adjustment of the NDR
threshold voltage Vθ by varying the potential VG at the gate terminal.
The interleaving of the middle np-region significantly contributes to the
NDR character of the device, which is controlled by the gate terminal
(cf. Fig. 3.15(a)). The length of the NDR region increases with an
increased voltage VB, which is of particular interest for fire-rate coding,
as the interval of frequency coding depends on the NDR region (cf. Sec.
3.8.2) [16,73,171–173].
3.8.2 PUT-based Frequency Coding
The relaxation oscillator circuit (cf. Fig. 3.16(a)) emulates frequency
coding, as shown in Fig. 3.16(b). Therefore, three different input
current intensities I = 0.01 mA, 0.3 mA, and 0.7 mA were applied
to the circuit, while an oscillation was measured at the output with
frequencies of 0 Hz, 1244 Hz, and 2834 Hz, respectively. Hence, the
induced oscillation frequency varied as a function of the input intensity
owing to the integrator RC-network. The threshold circuit (see the green
frame in Fig. 3.16(a)) defines a constant threshold voltage VG of the
voltage divider; thus, the threshold of the circuit Vθ = VPθ + VG is also
constant. According to the following equation, the threshold criterion

























Figure 3.15 Programmable unijunction transistor: (a) Schematic of the
internal pnpn-construction of the PUT and the corresponding electronic
equivalent circuit. (b) Reduced circuit to demonstrate the influence of
the gate voltage VB on the negative differential area. (c) Current-voltage
measurements for different voltages VB. An increased gate voltage VB
results in an increased negative differential area. The I − V curve was
measured using a current source. (cf. Ch. A) [Based on [171,173].]
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Vθ = VA is achieved more rapidly with an increased input current I:






As a result, the frequency of the oscillation depends on the current
intensity.
In order to study this point in greater detail, single constant current
pulses with a width of 20 ms and with amplitudes ranging from 0 to 1.5
mA were applied to the relaxation oscillator. As a result, oscillations were
generated after reaching the threshold I > Iθ = 0.01 mA with different
frequencies depending on the intensity of the input current (cf. Fig.
3.16(c)). These findings indicate a type II neuron model. The frequency
increased linearly with an increased applied current, which established
a direct dependency between the output frequency and the stimulus
intensity within the meaning of frequency coding. Input currents below
the threshold current Iθ and great than 1.4 mA generated no oscillation
at the output because the working point was no longer within the NDR
regime of the PUT.
The VO2 device from Sec. 3.5.2.1 was replaced here by a PUT, because
a more stable and reproducible behavior of the circuit performance and,
consequently, of the emulation of frequency coding was achieved.
3.8.3 Memristive Van der Pol Oscillator Circuit
A memristive van der Pol oscillator circuit was investigated in the ba-
chelor’s thesis of S. Siegmund [174]. A memristive circuit exploiting an
Ag/TiO2-x/Al memristive device (cf. Sec. 2.1.4.1) is able to demonstrate
frequency adaptation, as first observed by E. D. Adrian in 1926 [4,10].
The circuit design of the memristive oscillator circuit is depicted in Fig.
3.17(a). The basis of the circuit forms the relaxation oscillator shown in
Fig. 3.14(c). A high ohmic resistor RP in parallel with the capacitor CR1
avoids charging of the capacitor at low currents. The subcircuit that is
considerable relevance for the adaptation process is marked by a blue
frame in Fig. 3.17(a). The subcircuit consists of a voltage divider with
a linear resistor RJ and an Ag-doped TiO2-x-based memristive device















Figure 3.16 Fire frequency coding: (a) Circuit schematic to demonstrate
frequency coding. (b) Generated spikes of the circuit as a result of different
input intensities. Intensity and duration of an external stimulus is encoded in
the number and frequency of spikes. (c) Oscillation frequency as a function
of the input current I. An input stimulus above the threshold I > Iθ
results in an oscillation. (cf. Ch. A) [Based on [10].]
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RM , and a linear resistor RB connected in parallel to the voltage divi-
der. The overall resistance RT of the subcircuit and the gate resistance
RG influence the frequency of the oscillator circuit in such a manner
that adaptation can be emulated. This can be seen more clearly in Fig.
3.17(b), where the voltage courses of the anode voltage VA and the gate
voltage VG are shown for a constant input current of 15 µA. As a result,
the frequency decreased from an initial frequency of f0 = 280 Hz to a
final frequency of f∞ = 170 Hz after 60 ms. The adjustment in terms of
frequency can be directly related to the resistance state of the memristive
device [174].
In the beginning, the memristive device is in its HRS; thus, the overall
resistance is defined by RB ≈ RT with RM = 1 MΩ. This leads to the
initial frequency f0 due to the threshold voltage of Vθ = VG + 0.6 V =
1.8 V. A switch of the memristive device to the LRS occurs due to applied
voltage pulses with an amplitude of VRB ≈ VRM = VK − VG = 1.2 V ,
assuming that RJ  RM . The resistance of the memristive device in the
LRS is RM ≈ 1 kΩ. This leads to a decrease from RT = 33 kΩ in the HRS
of the memristive device to RT = 13.55 kΩ, corresponding to the LRS of
the device. The corresponding shift of the oscillator threshold Vθ results
in a decreased frequency, which is the basis of frequency adaptation. The
switch occurs abruptly due to the digital switching characteristic of the
memristive device [174].
In addition to the change in the frequency, the switching of the mem-
ristive device caused changes in the amplitude of the anode voltage
and in the amplitude of the gate pulses, which are clearly visible in
Fig. 3.17(b). However, this stands in conflict with the measured values
of a biological neuron, the amplitude of which remains the same after
frequency adaptation. The memristive spiking neuron model (cf. Sec.
3.5) demonstrates an almost constant amplitude of the spike output
voltage vspike, even after frequency adaptation as shown in Fig. 3.11,
which is in good agreement with biology.
















Figure 3.17 Experimental implementation of a memristive neuronal oscil-
lator circuit: (a) Schematic of the investigated circuit. (b) Measured spike
pattern with adaptation for a constant input current based on a memristive
device. (cf. Ch. A) [Adapted from [10,174].]

4 Dynamics and Topology
Thousands of fireflies flash in perfect harmony, a consistent applause
sounds after a concert, two pendulum clocks on a wooden beam run evenly,
and unified light pulses are generated by a laser: These phenomena have
one thing in common, namely the mathematical description [175,176]. To
elaborate, these events demonstrate the synchronization of self-sustained
oscillators, as first observed by chance by Christiaan Huygens, when he
contemplated weakly coupled pendulum clocks in 1665 [16,73,176,177].
Synchronization is classically defined by a weak coupling, which adapts
the frequencies of self-sustained oscillators. A self-sustained oscillator
is characterized by a periodic motion that results from a non-rhythmic
internal power source [176]. Its oscillation converts against a limited cycle
according to a compensation between dissipation and energy flow [176].
The brain is the most interesting environment in which synchronization
has been observed. Here, synchronization is attributed to various higher
cognitive functionalities, such as information-processing within the whole
brain [3, 16]. These brain areas are context-dependent, self-organized,
and transient subsystems that are defined in the case of the visual
system by the diverse but associated attributes of a visual object. This
leads to the essential question concerned with binding these attributes
to a homogeneous perception, which is also known as the "binding
problem" [16]. It is assumed that neuronal synchronization is the most
likely solution to the binding problem, as it may function to encode
various features, such as color, shape, and motion, to a coherent transient
state by means of neuronal dynamics in connection with the topology of
neuronal networks [16].
Artificial neural networks (ANN) are used in the field of neuromor-
phic engineering to emulate brain activities. Electrical neuromorphic
circuits should include important phenomena associated with biologi-
cal computation, such as neuronal synchronization, natural oscillation,
and memory [16,73]. Synchronization and self-sustained oscillators are
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classified in the field of nonlinear dynamics and enable the modeling of
complex dynamic procedures, rather than simple static condition [176].
The memory process can be handled by memristive devices due to the
ability of such devices to emulate the plasticity of functionalities such as
STDP including Hebb’s learning rule [16,56,58,73,178,179].
In this chapter, coupled oscillator networks are introduced. First, the
relevant terminology is explained (Sec. 4.1); this is followed by a detailed
discussion of memristively coupled van der Pol oscillators in Sec. 4.2.
Device-specific digital (Sec. 4.2.1) and analogue (Sec. 4.2.2) coupling
is also discussed. Finally, a memristive network, which is capable of
addressing the binding problem, is presented (cf. Sec. 4.3). Therefore, the
intermediate between dynamics and plasticity is examined in a network
topology.
4.1 Coupled Oscillator Networks
In order to better understand and investigate synchronization processes,
coupled oscillators are used; this is due to their dynamic properties
[175,176]. Therefore, the phase-locking and frequency synchronization
properties of pulse-coupled self-sustained oscillators mean that they enjoy
widespread popularity in various scientific fields [180].
An excellent overview of synchronization is provided by Pikovsky et
al. [176] in the book "Synchronization: A Universal Concept in Nonli-
near Sciences"; the overview of terms that are important to this thesis
presented in this section is based on this publication [176].
4.1.1 Periodic Self-sustained Oscillator
A self-sustained oscillator uses energy from an internal source to provide
a steady oscillation, which classifies such an oscillator as an active system.
The internal energy source works against the internal energy dissipation to
keep the periodic motion constant. The self-sustained oscillator produces
an oscillation with a consistent rhythm provided that the internal power
source persists and assuming that there is no external influence. Such a
system’s autonomy is demonstrated by the fact that there is no external















Figure 4.1 Coupled oscillators: (a) Two metronomes sitting on a light
board lying on two cans, which demonstrate two phase synchronization
regimes: in-phase and anti-phase synchronization. [Based on [176, 181].]
(b) Mutual coupling of two oscillators with the natural frequencies f1 and
f2 results in a common frequency F due to synchronization [176]. (c) The
discrepancy between the frequencies ∆F of coupled self-sustained oscillators
as a function of the corresponding difference of the natural frequencies
∆f with a synchronization region. The dashed line indicates two coupled
oscillators, which have no synchronization region due to a too high frequency
detuning [176]. (d) Limit cycle of a self-sustained oscillator. Perturbation
leads to a persistent jump of the phase from φ0 to φ1 on the limit cycle with
a re-emerging amplitude A [176]. [Adapted with permission from [176].]
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influence; for example, the external parameter time t, including the initial
time t0, has no influence on the dynamical oscillator system [176].
The intrinsic parameters of a self-sustained oscillator exclusively define
the oscillation behavior, thus ensuring independence from a transient ini-
tial behavior. The circuit-induced oscillation of a self-sustained oscillator
remains regular even after small perturbation [176].
The rhythm of a self-sustained periodic oscillator is defined by intrinsic
parameters; thus, the majority of different oscillation behaviors can be
observed, such as waveforms (which are quasilinear), sawtooths, or pulses
(which are strongly nonlinear). The rhythm of a self-sustained periodic
oscillation is determined by a temporal repetition of the oscillation form
after a period T . The inverse of the period constitutes the number of





The angular frequency is commonly used to describe oscillation [176]:
ω = 2pif = 2pi
T
(4.2)
The natural frequency of a self-sustained oscillator occurs when it is
free of external influences in its autonomous system. The frequency of a
self-sustained oscillator is usually described with a capital letter F when
the oscillator is in a coupled system [176].
Beyond the frequency, the phase of an oscillator is of particular interest
in the theoretical investigation of self-sustained oscillators since it defines
where exactly the oscillation movement is in the periodic cycle and
because the phase is not rigid. In general, the phase can be determined
using the following equation [176]:
φ(t) = ω0t+ φ0 (4.3)
with the angular frequency ω0 = 2pi/T . The initial phase φ0 is defined
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once on the switch-on of the oscillator system, but it can change during
oscillation if, for example, interference occurs. Equation 4.3 indicates
that the phase grows indefinitely with time t, but, simultaneously, the
phase defines the exact state of an oscillator system. This can be explai-
ned by the fact that the increase of the phase after a cycle is exactly
defined, namely with 2pi within the period T . Thus, two phases that
deviate from each other within one oscillatory cycle by a multiple of 2pi
are classified as the same physical state [176].
The phase describes the state of an oscillation as an additional variable
to the oscillation amplitude y. The amplitude alone cannot exclusively
determine the state of a periodic oscillation, because, for example, in the
case of a harmonic oscillation that occurs during an oscillation cycle, the
same amplitude value is taken twice, but during different phases of the
cycle. However, these two parameters are usually sufficient to identify
all of the necessary states of an oscillator system. Therefore, they are
plotted as a function of each other in a so-called phase portrait (cf. Fig.
4.1(d)). A resulting closed curve (limit cycle) in the phase portrait is
the typical pattern of a repetitive periodic oscillation movement after
a period T for each [176]. An external disturbance to the oscillator
system can lead to a shift from the limit cycle in the corresponding
phase portrait. However, if the external disturbance disappears, the
self-sustained dynamical oscillator system will return to the limit cycle
as long as there have been no changes in the intrinsic parameters of the
oscillator. Thus, the limit cycle can be referred to as an attractor of the
self-sustained oscillator since deviating progressions in the phase portrait
always move back to the attractor cycle [176].
The disturbance causes a shift in the initial phase from φ0 to φ1, while
the amplitude returns to its original amplitude value A after a deviation
during the perturbation (cf. Fig. 4.1(d)). As a result, the free-running
phase can be modified by the initial phase φ0 without influencing the
following oscillation. Thus it is possible to synchronize a self-sustained
oscillator with a limit cycle, for example with another oscillator, by
adjusting their phases to a common one, which is the basis of phase
synchronization [176].
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A self-sustained oscillator that exhibits a limit cycle is essentially a
nonlinear autonomous system, rather than a linear harmonic oscillator
system, in which oscillation dies out or is infinitely amplified. Thus, a
self-sustained oscillator can be defined as a van der Pol oscillator (cf. Sec.
3.7) [176].
4.1.2 Mutual Synchronization
Two self-sustained oscillators with differing natural frequencies can reci-
procally influence each other’s rhythm assuming that a weak interaction
originates from a mutual coupling [176]. A weak interaction occurs
whenever extreme forms, such as a rigid or no coupling, are excluded. A
weak interaction is quantified by the coupling strength, which determines
to what extent the interaction occurs [176]. A sufficiently high coupling
strength can lead to a complex dynamic process of synchronization with
frequency locking and/or phase-locking of the two self-sustained oscilla-
tors. However, synchronization can only occur if both systems are not
changed qualitatively in their most basic behaviors [176].
A frequency synchronization of two self-sustained oscillators is cha-
racterized by the fact that the natural frequencies f1 and f2 differ from
each other in the uncoupled state, while the periodic oscillators have a
common frequency F1 = F2 = F in a coupled system due to the weak
interaction. The common frequency F can be further determined with
reference to the natural frequencies: f1 < F < f2, assuming f1 < f2 (cf.
Fig. 4.1(b)). Thus, the common frequency F of mutual synchronized
oscillators depends on the initial detuning of the uncoupled oscillators
and is located near the natural frequency f2 of the faster self-sustained
oscillator [176].
Frequency synchronization can be further determined with reference to
the detuning of the frequency. For this purpose, the frequency difference
∆f = f1 − f2 between the natural frequencies of the self-sustained oscil-
lators (in an uncoupled system) is locked, which is an indicator of the
equality of the oscillators. The frequencies of the same two oscillators in
a coupled system lead to the following frequency difference ∆F = F1−F2
for a defined coupling strength. A plot of the frequency ∆F as a function
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of the corresponding detuning frequency ∆f demonstrates a characteris-
tic behavior, including a synchronization regime for a defined coupling
strength (cf. Fig. 4.1(c)). As a result, a small frequency mismatch in an
uncoupled system leads to a frequency synchronization of the same oscil-
lators within a coupled system. However, an excessively high frequency
detuning results in a desynchronization of the interacting self-sustained
oscillators [176].
The phase differences between two coupled self-sustained oscillators
offer additional information concerning their interaction state, as phase-
locking indicates an interconnection between the phases of two coupled
self-sustained oscillators. The phase difference, like frequency synchroni-
zation, depends on different presettings of the coupled oscillator system,
such as frequency detuning, coupling strength, and interaction. The
phase difference will diverge for coupled oscillators in the desynchronous
state, whereas phase synchronization shows a constant phase difference,
as indicated by the following equation [176]:
nφ1(t)−mφ2(t) = constant. (4.4)
Here, the constant can be specified as φ0 + ∆φ with the phase shift ∆φ
resulting from an initial detuning. The variables n and m define the
possibility of phase synchronization with a certain phase shift. There is
always a slight, usually invisible phase shift between coupled oscillators
due to the presence of natural detuning. The degree of the difference bet-
ween the phases, which indicates the phase shift, is used when classifying
the synchronization type. The best-known type is in-phase synchroniza-
tion, which is based, according to Eq. (4.4), on a small phase difference
(Fig. 4.1(a)). A phase shift of pi between two phase locked self-sustained
oscillators is called an anti-phase synchronization and demonstrates an
offset of half an oscillation, which is illustrated using metronomes on a
common board in Fig. 4.1(a) [176].
It is worth noting that a frequency synchronization implies a certain
phase relation, whereas phase-locking does not imply frequency synchro-
nization [176].
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A phase portrait of two coupled oscillators is obtained by plotting
their two respective amplitudes as a function of each other. The resulting
pattern provides information concerning the degree of interaction bet-
ween the self-sustained oscillators. The phase portrait of synchronized
oscillators with the same frequency and a fixed phase shift corresponds
to a rounded form, which refers to the limited cycle discussed in Sec.
4.1.1, whereas strong interaction corresponds to a straight line in the
phase portrait. An absence of phase and frequency relations between
two coupled oscillators will be reflected in the form of chaotic trajectory
in the corresponding phase portrait [176].
4.1.3 Synchronization in a Network
Synchronization can also be observed in a network of oscillators. The
properties discussed in Sec. 4.1.2 are also valid for synchronization in
a population. The fastest oscillator triggers all of the other oscillators
to synchronize, provided that the initial detuning is not excessively
high [3, 176, 182]. If more than two oscillators are coupled in an even,
regular spatial structure, there are many parameters that must be taken
into account, such as the number of oscillators, their respective cou-
pling strength, and the type of interaction. A low coupling strength or
excessively diverse natural frequencies can lead to clusters of synchro-
nized oscillators within a network. A clustering is defined as existing
when some oscillators are synchronized with their neighbors, whereas
other oscillators in the network process oscillate at their natural fre-
quencies. The structure of a network coupling can take different shapes,
such as a chain or global coupling, with the latter implying an all-to-all
coupling [3, 176,182].
4.1.4 Synchronization in the Brain
Synchronization also plays a central role in the field of neuroscience. For
instance, synchronization behavior is observed in neural ensembles in
the brain. A neural ensemble, known as a cell assembly, is a temporary
coalition of nervous cells that perform a certain neural computation
[3, 16, 73, 176, 182, 183]. A single neuron can be involved in various
assemblies [3, 176, 182]. The transient synchronization of clusters of
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neurons is suspected to be responsible for essential processes in the
brain, such as communication between diverse brain areas [16,184]. It
is widely believed that even the neural computation of consciousness
and perception can be interpreted with the theory of transient neural
synchrony with reference to dynamic network behavior [16]. Transient
interrelated neural pattern activity is used to encode information; hence,
neural synchrony has been proposed as a solution for the binding problem
(cf. Sec. 4.1.5) associated with the dynamic temporal links between the
diverse descriptive attributes that are necessary to finally form a uniform
object [16]. Numerous studies concerning experimental investigations into
the neural synchrony observed in the entire brain have been published
subsequently, while the beginnings of research in this field were based
on sensorimotor networks. Controversially, neural synchronization has
been discussed in association with the binding problem; however, the
extensive experimental and theoretical data indicate that it plays an
important role in higher cognitive brain functionality [16].
4.1.5 Binding Problem
In everyday life, humans are exposed to many visual information. Nor-
mally, the perception and processing of these large quantities of infor-
mation takes place automatically [185]: One is not aware of the fact
that complex objects are divided into individual areas, such as motion,
depth, form, and color, and are then reassembled into complete objects
in the brain [16,185]. The question of how the brain reassembles these
individual areas is referred to as the "binding problem" [185].
4.2 Memristively Coupled Van der Pol
Oscillators
The mutual coupling of two self-sustained relaxation oscillators that
feature a memristive device has been realized experimentally [73, 176,
186]. Two memristive devices with different resistive switching behaviors
were used for the memristive coupling, as shown in Fig. 4.2. An Ag-
doped TiO2-x memristive device with digital switching behavior (cf. Fig.
4.2(a)) was used; in addition, a double barrier memristive device capable
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Figure 4.2 Mutually coupled van der Pol oscillators: The coupling was
realized either by (a) an Ag-doped TiO2-x memristive device with digital
switching behavior or (b) a double barrier memristive device with a gradual,
analogue switching behavior. [Adapted from [73,104].]



















Figure 4.3 Experimental implementation of two mutually coupled relaxa-
tion van der Pol oscillators via a memristive device. The key device of the
two self-sustained oscillators (highlighted by the dashed red and blue frame)
is a programmable unijunction transistor (PUT) with anode (A1,2), cathode
(C1,2), and gate (G1,2) terminals. The oscillators are pulse-coupled via a
memristive resistor subnetwork m(x, t) (marked by a green frame). (cf. Ch.
A) [Adapted from [16] / CC BY-NC 4.0.]
of incremental resistance change (cf. Fig. 4.2(b)) was implemented
in the oscillator circuit. The memristively coupled oscillator circuits
demonstrated autonomous phase-locking and frequency synchronization
due to changes in the memristive device’s resistance [73,176,186].
The basic structure of the experimentally realized electronic circuits is
depicted in Fig. 4.3. Both circuits consisted of two PUT-based oscillators,
as described in Sec. 3.8, with different natural frequencies f1 and f2
(indicated by red and blue frames, respectively), which were connected
by a resistor-capacitor (RC) coupling subnetwork with a single memory
device m(x, t) (indicated by an orange frame). The memory behavior is
introduced by the time t and the state variable x describes the condition
of the memristive device [49,51,73].
The implementation of memristively coupled self-sustained oscillators
is feasible due to the fact that the frequency of each oscillator can
be adjusted via the gate potential VG. As such, the two PUT-based
oscillators with different frequencies f1 and f2 were pulse-coupled through
modifiable pulses at the gate terminals VG1 and VG2 (see Fig. 4.3),
rather than by sawtooth oscillation at the anode terminals. Thus, the
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threshold voltages VG1,2 of oscillators 1 and 2 are influenced by the
gate potentials VG2,1, respectively. This mutual influence is classified
as threshold coupling network, which was previously described by van
der Pol et al. [176,187]. The coupling subnetwork m(x, t) that binds the
gate terminals consists of a memristive device RM in a series connection
with a commercial resistor RK1 and a parallel resistor RK2 (the dashed
green frame in Fig. 4.3). The general task of the resistor RK1 is to avoid
a rigid coupling of the two oscillators, whreas the parallel resistor RK2,
together with the capacitors CK1 and CK2, ensures a small time constant
of the resistor network. The two resistors fulfill further functions, which
depend on the selection of the memristive device in the circuit; each
circuit is therefore individually described in the following sections. In
addition, two capacitors CK1 = CK2 within the coupling network form
the DC potential decoupled connection between the oscillators at the
gate terminals. The coupling network m(x, t) is a passive high-pass filter
that only allows frequencies above a circuit-specific cut-off frequency fC
to be passed. The cut-off frequency fC of the complete RC network is





The cut-off frequency is thus a function of the resistance state RM of
the memristive device, which changes from HRS to LRS due to pulse-
coupling [73]. Both the HRS and the LRS differ significantly between
the binary and analogue memristive devices; hence, the exact cut-off
frequency fC is determined separately in the following sections.
4.2.1 Digital Coupling
The mutual coupling of two self-sustained oscillators, as depicted in Fig.
4.3, was realized using an Ag-TiO2-x-Al memristive device with a binary
switch.
4.2.1.1 Device Properties
The memristive device was fabricated by M. Hansen as a mesa structure
with a layer sequence of Nb(5 nm)/Ag(40 nm)/TiO2-x(10 nm)/Al(40
4.2 Memristively Coupled Van der Pol Oscillators 89
Figure 4.4 The resistance value of the Ag-doped TiO2-x memristive device
depends in the LRS on the set current compliance ICC . The red squares
are measured data [73]. [Adapted from [73].]
nm) in a three-step photolithography process [73]. Details regarding the
procedure used to manufacture the device can be found in Sec. 2.1.4.1.
The ECM cells (Sec. 2.1.4.1) demonstrate a switching of their resistance
states due to an Ag-filament growth. This procedure is affected to
various circumstances, such as pulse duration, polarity, amplitude, and
pulse number, and is subject to inherent stochastic processes [52, 73].
This inherent stochasticity makes it difficult to control the switching
behavior of the memristive device, even if consistent repetitive pulse
trains are applied [73]. In the LRS, the memristive device requires a
current compliance ICC in order to avoid electrical damage. However,
the resistance RLRS of the device is significantly influenced by the value
of the current compliance, as depicted in Fig. 4.4. A current compliance
that is too low prevents the device from switching to the LRS. Therefore,
the resistor-coupling network was chosen carefully. The resistance RK2
limits the current flow through the branch with the memristive device
in the HRS and thereby ensures that the device remains intact. The
resistance RK1 operates as a voltage divider with the memristance RM
in the LRS. Considering a resistance RK2 = 47 kΩ and a memristance of
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Figure 4.5 Measured voltage curves at the anodes VA1,2 of oscillator 1
(red) and oscillator 2 (blue) shown in the upper figure. The gate voltages
VG1,2 are measured at the red and blue points in the circuit from Fig. 4.3,
respectively. The frequencies and phases of both oscillators are locked
autonomous after 55 ms. (cf. Ch. A). [Adapted from [73].]
RM = 1 MΩ in the device’s HRS, the coupling capacitors were selected
as CK1 = CK2 = 33 nF. This resulted in a cut-off frequency fC = 215 Hz
according to Eq. (4.5), ignoring the resistance RK1 with the condition
RK1  RM due to the HRS of the memristive device [73].
4.2.1.2 Circuit Performance
In order to obtain some insight into the synchronization phenomena, the
anode voltages VA1,2 and gate voltages VG1,2 (converted to V0 − VG1,2)
were measured during the device switching; the results obtained are
plotted in Fig. 4.5. A Tektronix TDS 7104 oscilloscope was used for
measurement. A constant voltage VBB = 25 V was applied to the circuit
using the Agilent E5263A source measurement unit (SMU). The voltage
offsets V0 = V01 = V02 = 2.74 kΩ at the gate terminals arose from the
voltages across RG1,2, which were defined by the supply voltage applied at
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the voltage divider RB1,2 and RG1,2. The voltage offsets were considered
as being constant while charging the capacitors CR1,2 until the threshold
value of the circuit was reached [73].
At first, the two oscillators were decoupled due to an initially high-
ohmic resistance state RM = 1 MΩ of the Ag-TiO2-x-Al memristive
device. This was noticeable in the different frequencies of oscillator 1
(the red curve in Fig. 4.5) and oscillator 2 (the blue curve in Fig. 4.5),
which oscillated with their natural frequencies f1 = 410 Hz and f2 =
538 Hz, respectively. The two capacitors CR1,2 of the self-sustained
oscillators were charged with the time constant τ1,2 = R1,2CR1,2 until
the threshold voltage Vθ1,2 of each relaxation oscillator was reached
(Sec. 3.8). The threshold voltages were approximately the same, with
Vθ1 = Vθ2 = 3.1 V, as well as the capacities, with C1 = C2; however,
the integrator resistances R1 and R2 differed significantly. This leads
the threshold of oscillator 1 being reached more rapidly, due to τ1  τ2.
This individual oscillation with the natural frequencies could be observed
in the initial 55 ms (Fig. 4.5). After 55 ms, a synchronization of the two
oscillators could be observed, accompanied by frequency synchronization
and phase-locking [73].
4.2.1.3 Threshold Modification
The reason for the frequency synchronization and phase-locking lies in the
pulse coupling of the two self-sustained oscillators. Each discharge phase
of oscillator 1 led to a generation of a gate pulse (the red curve in the lower
graph in Fig. 4.5). During the desynchronous state, these generated
pulses were applied to the memristive device, which was initially in
the HRS. In this phase, the pulses generated by oscillator 2 have no
influence on the memristive device, as they are applied to the device
as negative voltage pulses. However, the pulses of oscillator 1 had a
significant influence on the memristive device, as they caused the device
to changes its resistance from the HRS to the LRS at some point. This
resulted in an increase of the coupling strength between the self-sustained
oscillators. As a consequence, any discharge of the faster oscillator (in
this case, oscillator 2) would trigger a discharge of oscillator 1 due to
the modification of its threshold Vθ1 [73]. The threshold voltage Vθ1 of
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oscillator 1, as modified by oscillator 2, can be determined as follows:
Vθ1 = 0.6 V + VG1 = 0.6 V + VBB
RG1||RN2
RB1 +RG1||RN2 (4.6)
with RN2 = (RK2||(RM +RK1)) +RG2 (4.7)
In the case that the memristive device is in the HRS, oscillator 2 has no
influence on the threshold voltage Vθ1 due to RG1 << RN2. Thus, the
threshold Vθ1 = 3.04 V is determined solely by the circuit parameters of
the self-sustained oscillator 1. The LRS of the memristive device RM
= 1 kΩ, together with the spiking of oscillator 2 (RG2 ≈ 0 due to an
electrical short of PUT 2), influences the threshold of oscillator 1, leading
it to assume the value Vθ1 = 2.4 V; this leads to phase and frequency
synchronization of the two self-sustained oscillators [73].
It is worth noting that the application of coupled oscillators is of interest
to the field of neuromorphic engineering, as it is energy-efficient [73,187].
4.2.1.4 Voltage Difference
To gain deeper insight into the synchronization process involved in
frequency and phase-locking, two representative pulses of the oscillators,
represented as voltage difference VG1 − VG2, are shown in Fig. 4.6:
one for the HRS state of the device and one for the LRS. As a result,
subsequent pulses can be up to 1.4 ms apart from each other, with a
pulse width of 38 µs and a pulse amplitude of 2.4 V in the HRS of the
device, whereas the voltage difference VG2 − VG1 of the synchronized
state (S) of a memristive device in the LRS is characterized by two
voltage peaks with a width of 4 µs and an amplitude of 1.1 V. This
can be attributed to a concurrent generation of voltage pulses at the
gate terminals with contrary polarities. A complete synchronization
results in a voltage difference of zero; however, the voltage peaks in the
S phase, indicating a phase shift between the generated pulses due to
an initial frequency mismatch. More precisely, generating a pulse from
oscillator 2 triggers a pulse generation of oscillator 1, with a time delay
of 4 µs. This time delay leads in the voltage difference to the indicated
negative voltage peak. The simultaneous presence of the gate pulses of
both oscillators with different polarities causes an overlap of the pulses;
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Figure 4.6 Circuit characteristic: (a) Two pulses represented as voltage
difference VG1 − VG2 in the desynchronous (DS) and synchronous (S) state.
(b) Phase portrait of a coupled oscillator system. One pulse was marked as
blue from DS state (HRS) and one pulse as red from S state (LRS) [73].
(cf. Ch. A). [Adapted from [73].]
this results in a vanishing of the voltage difference VG2 − VG1 for 32 µs.
The PUT of oscillator 2 becomes high-ohmic, which causes the PUT of
oscillator 1 to also close, with a time delay of 4 µs. The time delay again
causes a voltage peak in the voltage difference VG2 − VG1, this time of
the opposite polarity [73].
4.2.1.5 Phase Portrait
The phase portrait displays the mechanism of synchronization more
clearly (cf. Fig. 4.6(b)). For this purpose, the gate pulses were plotted
as V01 − VG1 vs. V02 − VG2. The gray curves represent the entirety
of the synchronization process; two curves, which once indicated the
desynchronous state (DS) caused by the memristive device RM (x, t) being
in the HRS (the blue curve) and the S state caused by the memristive
device being in the LRS (the red curve), are highlighted. The DS state
is characterized by three significant points, which arise according to the
digital form of the gate pulses and thus do not indicate any correlation
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between the gate pulses. A relationship, in the form of a hysteresis
between the gate voltages, can be seen as soon as the S phase was
reached via a memristive device in the LRS. A complete synchronization
of both self-sustained oscillators would result in a straight line, starting
from the point of origin up to 2.2 V in the phase portrait; however, the
hysteresis indicates a synchronization phase of the same frequency but a
constant phase shift [73, 176]. Thus, a frequency synchronization with a
constant phase shift is achieved by the memristive device shifting from
the HRS to the LRS due to positive pulses being applied to the device
during the DS state [73].
4.2.1.6 Simulation Results
The memristively coupled self-sustained oscillators are mathematically de-
fined by mutually coupled van der Pol oscillators, which can be described






− β1x1 (x1 + γ1)
2
γ21






− β2x2 (x2 + γ2)
2
γ22
= m(x, t)(x˙1 − x˙2) (4.9)
with the positive values α1,2, β1,2, and γ1,2, which modifying the fre-
quency and the damping behavior of each individual self-sustaining
oscillator system. Mutual coupling is implemented by the positive cou-
pling strength m(x, t) depending on the state variable x. Two binary
states are considered for the coupling strength m(x, t) based on the
switching mechanism of the memristive device. A weak coupling m0
represents an uncoupled oscillator system as a result of a high-ohmic
memristive device RM (x, t), whereas a coupled system with a memristive
device in the LRS is identified by a strong coupling m1. This makes it
possible to define the overall coupling strength using the Heaviside step
function θ [73]:
m(t) = m0θ(tS − t) +m1θ(t− tS) (4.10)
Here, the time tS defines the point in time at which the memristive
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Figure 4.7 Simulation performance: (a) State variables x1 and x2 repre-
sent the coupled oscillators 1 and 2, respectively. According to the coupling
strength m a phase and frequency synchronization is observed after 55 ms.
(b) The phase portrait of the simulated oscillator network with highlighted
cycles with low (red) and high (blue) coupling strength [73]. (cf. Ch. B).
[Adapted from [73].]
device shifts from the HRS to the LRS. Thus, a time t < tS results in a
weak coupling strength m(t) = m0; whereas the condition t ≥ tS leads to
a strong coupling strength, which corresponds to the memristive device in
the LRS. Furthermore, the well-known van der Pol equation [169,187,188]
was extended by the addition of a nonlinear term [x1,2(x1,2+γ1,2)2/γ1,2)2]
in order to correspond with the digital character of the gate pulses of the
self-sustained oscillators, as was similarly demonstrated in the publication
of Postnov et al. [189]. Here, the variables γ1,2 determine the number
of generated pulses by a single van der Pol oscillator within a time
interval [73].
The simulation results of the state variables x1 and x2 of the van
der Pol oscillators are shown in Fig. 4.7(a). In the beginning, both
oscillators followed their own natural frequencies, defined by γ1,2 due to a
low coupling strength of m0 = 0.01. After reaching the switching time tS ,
the coupling strength switched to m1 = 0.1, which lead to phase-locking
and frequency synchronization [73].
The phase plot of the simulated oscillator system is defined by x1 as a
function of x2, with an emphasized cycle of the uncoupled system (the
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Figure 4.8 Frequency detuning: The frequency difference ∆F of the
coupled oscillator system as a function of the frequency mismatch ∆f for
three different coupling strengths (cf. Ch. A, B). [Reproduced from [73],
with the permission of AIP Publishing.]
red curve) and a cycle of the synchronized phase (the blue curve) (Fig.
4.7(b)). The theoretical data here correspond to the experimental data
(Fig. 4.6), resulting in three digital points at a weak coupling strength
(m0 = 0.01) and a hysteresis at a strong coupling strength (m1 = 0.1),
which resulted in a frequency synchronization with a constant phase
shift [73].
4.2.1.7 Frequency Detuning
Further information concerning the oscillator system can be obtained
with reference to frequency detuning (cf. Sec. 4.1.1) [73, 176]. There-
fore, the frequency mismatch ∆f = f1 − f2 of the uncoupled system
is plotted as a function of the frequency difference ∆F = F1 − F2 of
the coupled oscillator system, as shown in Fig. 4.8 [73, 176]. The fre-
quency detuning was measured (left graph) and simulated (right graph)
for the following resistance values and coupling strengths, respectively:
uncoupled system RM = ∞ and m = 0.01, RM = 10 kΩ and m =
0.05, and RM = 1 kΩ and m = 0.1. Measurements were obtained by
maintaining the natural frequency f1 = 410 Hz of oscillator 1 constant,
whereas the natural frequency f2 of oscillator 2 was swept in a range
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of between 310 Hz to 640 Hz. Standardization of the measurement and
the simulation on the frequency f1 = f0 allows better comparison. As
a result, the orange and red curves show the characteristic behavior of
weakly coupled oscillators for the defined coupling strengths, including a
synchronization area. Furthermore, an increased coupling strength leads
to an increased synchronization area; thus, the frequency mismatch that
leads to a synchronization will be more pronounced when the coupling
strength is higher, whereas the uncoupled system (the blue curves) is
indicated by an independent straight line with no synchronization area.
The asymmetric behavior of the frequency detuning is achieved by the
adjustment of the frequencies towards the common frequency F of the
mutually synchronized oscillators, which is always regulated in favor of
the faster frequency (f1) (Sec. 4.1.1) [73,176].
4.2.2 Analogue Coupling
A self-organizing nonlinear dynamic system comprised of two mutually
coupled self-sustained oscillators was realized using an analogue mem-
ristive device. Therefore, the pulse coupled circuit displayed in Fig. 4.3
was implemented.
4.2.2.1 Device Properties
The double barrier memristive device (Sec. 2.1.4.2) used has a layer
sequence of Nb/Al/Al2O3/NbxOy/Au; it was fabricated by M. Hansen,
using a standard photolithography process. The memristive device
exhibits a continuous change in resistance, rather than a digital switch.
The switching of the resistance state occurs due to oxygen diffusion and
variations within the NbxOy layer, as indicated in Fig. 4.2(b) [104].
This procedure is affected by different circumstances, such as pulse
duration, polarity, amplitude, and pulse number, and is subject to
inherent nonlinear dynamical processes with a retention. The inherent
nonlinearity and the retention make it difficult to completely control the
switching behavior of the memristive device; even if consistent repetitive
voltage pulse trains are applied [104]. Therefore, the circuit parameter
of the implemented oscillator network shown in Fig. 4.3 was carefully
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chosen in order to permit an autonomous transition from a desynchronous
to a synchronous phase.
4.2.2.2 Circuit Design
The circuit design shown in Fig. 4.3 was used for the analogue coupling.
In addition, two instrumentation amplifier were taken, as shown in Fig.
4.9, to measure the voltages across the memristive device RM and the
resistor RK1. The measurement with an instrumentation amplifier with
a very high input impedance of the voltage across the memristive device
was only done to prevent any influence on the high-impedance of the
memristive device. Whereas the measured voltage across the resistor
RK1 was amplified by a factor of 102 using the instrumentation amplifier
from Fig. 4.9.
The values of the amplitudes of the gate pulses were selected with
regard to the characteristics of the double barrier memristive device. The
double barrier memristive device has the advantage of not requiring an
external current compliance due to the Al2O3 tunneling layer, as only
a restricted number of oxygen ions can adhere to both interfaces [104].
However, under normal circumstances, the memristive device can tolerate
voltages of up to 4 V. This was taken into account when choosing the
voltage amplitude of the positive applied gate pulses VG1 generated by
oscillator 1. In addition to the time t and the state variable x, the positive
pulse amplitude determines the resistance state of the memristive device
due to a device-specific electrical field  dependency. An excessively
high voltage amplitude of the gate pulse VG1 would produce an initially
low resistance state due to the electrical field dependence of the device,
which can lead to an absent desynchronous phase. At the same time,
the amplitude of oscillator 1 must be sufficiently high to ensure that the
memristive device continuously switches with intermediate states.
It is worth mentioning that, with an increased voltage amplitude, the
range of resistance change decreases, as the hysteresis decreases. The
gate voltage VG1 = 2.26 V of oscillator 1 was selected taking these points
into account, whereas the gate pulses of oscillator 2 were applied as
negative voltage pulses to the memristive device and thus effected a reset














Figure 4.9 Instrumentation amplifier realized with operational amplifiers
and commercial resistors. The output voltage results as follows: Vout =
(Vin1 - Vin2)Gain. The gain factor Gain can be adjusted via the resistors.
The memristive device from the circuit shown in Fig. 4.3 was measured with
a Gain = 1.002 and the shunt resistor RK1 with a gain factor of Gain =
100.2 [190]. (cf. Ch. A) [A similar figure is published in [190].]
of the device. In order to avoid a pronounced active reset caused by the
gate pulses VG2, in addition to the intrinsic retention of the device and
the asymmetrical shape of the I − V characteristic, the lowest possible
pulse amplitude was selected for oscillator 2. Therefore, a gate voltage
VG2 = 0.53 V was selected for oscillator 2. It is also worth noting that,
due to the high-resistance state at negative voltages, a unidirectional
coupling of the oscillator system, which can also be observed in biology
between the pre-synaptic and the post-synaptic neuron, was achieved.
Due to the extremely nonlinear and voltage-dependent I − V characte-
ristic, it is difficult to achieve a desired initial coupling strength with the
resistance value of the double barrier memristive device by simply adjus-
ting the voltage amplitude of the gate voltage VG1. For this reason, the
initial coupling strength was further adjusted via the resistance network
(cf. Fig. 4.3), meaning that frequency synchronization and phase-locking
occurred after an initially desynchronous state. The parallel resistor RK1
reduces the total resistance of the coupling circuit, resulting in a small
time constant, together with the coupling capacitors CK1 = CK2. The
resistor in series RK2 enables a further readjustment of the total coupling
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strength and operates as a shunt resistor for measuring the current IM
in the memristive branch using an instrumentation amplifier. The cut-off
frequency of the RC subcircuit is given, according to Eq. (4.5), as fC =
0.48 Hz and as fC = 0.51 Hz for the device resistances RM = 326.5 kΩ
and RM = 246.5 kΩ, respectively.
4.2.2.3 Circuit Performance
In order to further examine the functional mechanisms involved in phase
and frequency synchronization, the gate voltages VG1,2 of both oscilla-
tors and the voltage VM across the double barrier memristive device
were recorded using an interposed instrumentation amplifier, alongside
a PicoScope 3000 Series mixed-signal oscilloscope. The frequencies f1,2
and the resistance state RM calculated based on these measurements
are shown in Fig. 4.10. By considering the two aspects of the switch
dynamic and retention of the memristive device, the natural frequencies
of the two independent oscillators 1 and 2 are f1N = 833 mHz and f2N
= 625 mHz, respectively. In this way, the time of the oscillation was
around 1 s and (very) roughly comparable to the response time of the
analogue device. This becomes clear considering the resistance state of
the memristive device after switching off the oscillator network, which
is in a synchronous state. For this purpose, the resistance value was
measured immediately afterwards and once again after a time delay of 1
minute. A comparison of the two resistance measurements identified a
noticeable reduction of the resistance state after 1 minute. Consequently,
one might expect an interesting coupling scenario of the two oscillators,
because coupling strength and oscillator frequencies mutually interact.
It is worthwhile to mention that this experiment is biological justifiable.
Synapses exhibits, as well as the applied analogue device, a forgetting
rate and neurons in the close neighborhood actively influence the synaptic
coupling strength.
Initially, both self-sustained oscillators follow their natural frequencies
f1 = f1N and f2 = f2N . The initially uncoupled desynchronous state
(DS) is the result of a resistance state of RM = 326.5 kΩ (see lower
graph of Fig. 4.10), which can be considered in this case as the HRS
of the memristive device. For the first 624.8 s, the oscillator network
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Figure 4.10 Circuit characteristic: Upper graph: The frequency course
f1,2 of both self-sustained oscillators as a function of time t. The conti-
nuous resistance change of the double barrier memristive device causes a
desynchronous state (DS), an intermediate state (I), and a synchronous
state (S). Lower graph: The gray dots indicate the corresponding resistance
state of the double barrier memristive device. The exponential decrease of
the resistance state is highlighted by a fit curve. (cf. Ch. A, B)
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remained desynchronous until the intermediated state (I) was reached
(see the upper graph in Fig. 4.10). This state is characterized by the
fact that the individual pulses of oscillator 1 triggered oscillator 2 to
generate a gate pulse (Sec. 3.8). The number of triggered pulses within
a time interval t increases with the on-going measurement until phase
and frequency synchronization were reached in the S phase, beginning at
808.2 s. Oscillator 1 oscillated with its natural frequency over the entire
period of time measured, because the pulses of oscillator 2 are applied in
the reverse direction of the diode-like characteristic of the double barrier
memristive. As a result, the pulses of oscillator 2 are blocked by the
memristive device. It is worth mentioning that a further double barrier
memristive device connected antiparallel to the existing memristive device
has no influence on the measured values; because the voltage-dependent
memristive device would still have a resistance value of several megohms
due to the weak voltage amplitude of VG2 = 0.53 V of oscillator 2, which
has no noticeable influence on the frequency of oscillator 1. However,
oscillator 1 with a voltage amplitude of VG1 = 2.26 V has a noticeable
influence on the frequency of oscillator 2. Therefore, the frequency of the
oscillator 2 occupied one of two digital states, either the frequency f2N
(corresponding to its natural frequency) or the frequency f1 of oscillator 1.
In particular, in the desynchronous phase, the frequency of oscillator
2 is equal to its natural frequency; however, in the I phase, oscillator
2 generated pulses of either the frequency f2N or f1N at irregular time
intervals. Finally, phase-locking and frequency synchronization of the
two oscillators led to a common frequency of f1 = f2 = f1N in the S
phase. The entire time to complete synchronization took 800 seconds.
4.2.2.4 Resistance Change
The resistance change of the double barrier memristive device is shown in
the lower graph of Fig. 4.10. The resistance values were specified during
the generation of the gate pulses of oscillator 1 (the gray dots) because the
current IM was within a measurable range. As a result, the memristive
device continuously decreased its resistance state, starting from the HRS.
In particular, individual discrete levels are achieved; however, there was
a fluctuation in the resistance states between the levels over time. The
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fluctuation of the resistance value was due to the nonlinearity of the
memristive device. A superposition of the pulses with different polarities
resulted in a reduction of the positive applied voltage amplitude at the
device.
In the desynchronous phase, a decrease of the resistance from RHRS
= 326.5 kΩ to RM = 257.1 kΩ was achieved, with several intermediate
levels. While in the I phase, there was a continuous alternation between
five resistance levels (RM = 237 kΩ, 242 kΩ, 247 kΩ, 252 kΩ, 257 kΩ),
which continued until the synchronous phase finally ensued, during which
the resistance value of the device was either RM = 246.5 kΩ or RM
= 251.7 kΩ. The measured data can be adjusted using an exponential
decay function:
RM (t) = RLRS + (Rdiff exp(−αt)) (4.11)
Here, RLRS is the final resistance state. Rdiff indicates the overall
decrease in resistance, and α is a device-specific constant. The device-
specific constant should be roughly comparable to the response frequency
of the analogue device to achieve an interesting coupling scenario of the
two oscillators. The parameters for the adjustment from Fig. 4.10 are as
follows: RLRS = 249 kΩ, Rdiff = 66 kΩ, and α = 4.7 ms-1.
4.2.2.5 Intermediate Phase
In order to obtain a more detailed perspective on the intermediate phase,
the frequency f2 of oscillator 2 was considered as a function of the
conductivity of the double barrier memristive device. In particular, the
frequency of oscillator 2 at the natural frequency f1N = 0.833 Hz of
oscillator 1 was examined, as shown in Fig. 4.11. Thus, only the pulses
of oscillator 2 will be considered, which are triggered by oscillator 1.
As a result, the increased conductivity of the memristive device led to
an increased triggering of the gate pulses of oscillator 2 by oscillator
1. It should be noted here that the conductivity was determined by
the fit curve from the Fig. 4.10, rather than the measured conductivity
displayed in Fig. 4.10.







3.99                         4.00                        4.01   
conductance (µS) 
Figure 4.11 The oscillator frequency f2 as a function of the conductivity
of the double barrier memristive device. The frequency f2 was only examined
in the interval of the intermediate state from the Fig. 4.10 at the natural
frequency of oscillator 1. The strokes indicate when the oscillator 2 is forced
to generate a spike by oscillator 1 and thus, to oscillate with the natural
frequency f1 = 0.833 Hz of oscillator 1. It should be pointed out here that
the conductivity is determined by the fit curve from Fig. 4.10 rather than
the measured conductivity. (cf. Ch. A).
(a) 
D state 
S state I state 
(b) 
Figure 4.12 Phase portrait of (a) the desynchronous (D) and synchronous
(S) state represented by one cycle in black and red, respectively, as well as
(b) the intermediate (I) state. (cf. Ch. A).
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4.2.2.6 Phase Portrait
The behavior of the I state can be determined in more detail by means
of the phase portrait. To do so, two representative cycles of the DS
and S state were first determined, as shown in Fig. 4.12(a). The cycle
from the DS state displays a typical behavior, which is indicated by a
shape that is parallel to both axes; this is due to the digital character of
the gate pulses. The hysteresis of the cycle from the synchronous state
indicates phase-locking and frequency coding of the two oscillators, while
the phase portrait of the I state is shown separately in Fig. 4.12(b). The
phase portrait of the I state shows both characteristic digital behavior
that is comparable to the DS state and hysterical processes that are
similar to the S state.
4.3 Memristive Stochastic Plasticity Enables
to Cope the Binding Problem
Human consciousness and the human brain’s ability to perceive are
believed to be the consequences of parallel information-processing in
a distributed dynamical self-organized nervous system [3, 16, 19]. The
neural computational approach that many believe may allow for this
information-processing challenge to be overcome is neuronal synchroni-
zation, which would make it possible to employ the inherently dynamic
characteristics of a network [3, 16, 33, 191, 192]. It is widely believed
that, due to the simultaneous temporal occurrence of neuronal activity
patterns, a coding in the form of consistent conditions is achieved (cf.
Sec. 4.1.4) [16,32]. In this manner, the binding problem (cf. Sec. 4.1.5)
can be addressed by creating a temporal dynamic connection between
the various attributes of an identical object [16, 24, 33–35]. After the
initial experimental measurements of the sensorimotor cortex made it
possible to establish a theoretical basis [16,193,194], further studies were
also able to apply this approach to the entire brain [16, 32, 191]. Such
investigations focused on the dynamic processes of phase synchroniza-
tion of neuronal activity patterns that occur in the form of neuronal
communication between different areas of the brain. In recent years, the
temporal synchronization approach has been discussed, often somew-
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hat controversially; however, the theoretical and experimental findings
prove a connection between cognitive brain functions and synchroniza-
tion [16,25,191,195].
In the following sections, it is argued that memristive devices have
certain advantages when emulating neuronal synchronization, as they
represent a local memory that enables transient, dynamic, and context-
dependent bindings in a neuromorphic circuit. An oscillator network with
integrated memristive devices has the ability to address two aspects of
the binding problem: information storage, through stochastic plasticity,
and long-lasting association of information [16]. The electrochemical
metallization cells (Sec. 2.1.4.1) fabricated by M. Hansen were used for
the memristively coupled relaxation van der Pol oscillators [16, 169,187,
188]. The oscillator network is demonstrated by its application to the
binding problem posed by a "bistable" object, where a slight deviation
in the attention paid to the same object causes a binding of diverse
attributes. Therefore, the stochastic plasticity of the memristive device
enables the temporary synchronization of selected oscillators depending
on the context. Based on a description of the inherent stochasticity of
a memristive device that features a distribution probability, a model
that enables an autonomous transition from the desynchronous to the
synchronous phase is described [16].
4.3.1 Temporal Binding Problem
An illustration of neural synchronization is shown in Fig. 4.13 [16,196,
197]. It indicates that attention determines which attributes of the
same object are linked for a transient, context-depending binding [16,33].
Various perceptions of the same bistable illustration (Fig. 4.13(a)) stem
from the possibility that the individual attributes (marked 1 to 4 in
Fig. 4.13) can be connected with the body of the hippo (marked A
in Fig. 4.13); alternatively, a shift in attention might result in the
attributes being considered as part of the background (marked B in Fig.
4.13) [16,196,197]. This means that the attributes are not rigidly bound
to an object, but rather depend on the attention paid to the object in
question. For instance, attributes 1 and 2 of the hippo are bound to
the background in Fig. 4.13(b); however, in Fig. 4.13(c), there is an






















Figure 4.13 Illustration of temporal binding: (a) The ambiguously drawn
representation of a hippo enables the temporal binding of the attributes
marked with 1 to 4 with one of the two objects. The objects are either
the body of the hippo or the background, marked with A or B, respectively.
(b) The colored area represents the background, which in this case implies
attributes 1 and 2. Whereas attributes 3 and 4 are associated with the
hippo’s body. (c) The reverse case to (b), where now the attributes 1 and 2
are associated as part of the body due to shifted attention. (d) The case
of (b), however, the attribute 3 is considered to be an partial aspect of a
separate object [16]. [Reproduced from [16] / CC BY-NC 4.0.] [A similar
drawing is published by Shepard [196,197].]
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association of the same attributes with the body of the hippo. Another
approach to interpreting the image presented in Fig. 4.13(a) is shown in
Fig. 4.13(d): Here, the foot of the hippo (attribute 3) is considered to be
a partial aspect of a separate object, which is neither the hippo’s body
nor the background. It follows from this that different perceptions of the
image are possible (Fig. 4.13((b) to (d))), but all are exclusive [16].
In this context, temporal binding can be emulated using the characte-
ristics of cortical neural dynamics [16, 24, 33]. Thus, separate (neuronal)
self-sustained oscillators represent attributes 1 to 4 of the hippo’s image,
which can be bound to one of the object oscillators as representing either
the body of the hippo (A in Fig. 4.13) or as part of the background (B
in Fig. 4.13). Both object oscillators (A and B) are connected to every
single attribute oscillator (1 to 4) in an oscillator network [16]. The
circuit topology can be seen more clearly in Fig. 4.14: Here, individual
bindings are possible by exploiting the process of synchronization. The
four attribute oscillators (1 to 4) can be bound either to the body of
the hippo in the red circle, to the background in the blue circle, or with
nothing at all. Consequently, higher-level assemblies can vary the per-
ception in a state-dependent manner, which makes different perceptions
possible in the first place. Thus, representations of ever-changing sensory
impressions are possible [16].
4.3.2 Stochastic Plasticity
Synapses make long-lasting changes to their synaptic strength due to the
unique neural activity patterns of adjacent neurons. This leads to either
an increase (LTP) or a weakening (LTD) of the synaptic strength, which
is the basis for memory and learning processes (Sec. 3.3.1) [14, 16, 19].
A simplified mechanism of long-term potentiation is depicted in Fig.
4.15(a): The number of spikes that encounter a synapse in a certain
time interval ∆T is of decisive importance. A high level of neuronal
activity corresponding to a certain number of action potentials causes a
long-lasting change in synaptic strength, while a limited number of action
potentials (low activity) within a certain time interval has no lasting
influence on the synapse [16]. It has been simplified assumed compared
to biology that the level of attention is coated in the pulse number of an
applied voltage train, which results in an LTP of the memristive device.





Figure 4.14 Binding process: An oscillator network allows the integration
of attribute oscillators (1 - 4) either with the body of the hippo or with the
background by means of synchronization. [Derivative of [16] / CC BY-NC
4.0.] [Based on Refs. [196,197].]
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However, this is a simplification to biological synapses, since a long-term
potentiation in a biological synapse only occurs under a depolarization
of the postsynaptic membrane together with neuronal activity in the
presynaptic cell. This leads to a unidirectional potentiation from the pre-
to the postsynaptic cell. Here, however, the approach to synchronization
is bidirectional [16].
4.3.3 ECM Cell
Electrochemical metallization cells with the layer sequence Al/TiO2-x/Ag
(cf. Sec. 2.1.4.1) were used to emulate synaptic functionalities. In
general, the properties of this type of memristive device are associated
with synapses due to their non-volatile memory and plain, capacitor-like
structure [16, 53, 54]. The device demonstrates an inherent stochastic
switching behavior [16,52,83,198]. This can be seen more clearly when
considering the distribution of the set behavior of 1700 current-voltage
sweeps, as shown in the diagram of the distribution of the set voltage
of Fig. 2.9 in Sec. 2.1.4.1. As a result, the device switches at different
set voltages, meaning that the set distribution can likely be adjusted
with a Gaussian distribution. The randomness of resistive switching is
due to the large number of different chemical and physical processes
involved in filament formation, which can only be approximated to a
certain degree [16,52,83,199].
4.3.4 Mathematical Description of Stochastic Plasticity
The randomness of the resistive switching behavior of the devices in
biologically oriented circuits is based on the Refs. [52, 108,200,201]. The
author’s take advantage of the fact that the switching of the ECM cells
follows a Poisson distribution at applied voltage pulses, with a defined
width and amplitude. As a result, switching can be limited to a certain
voltage interval, and, within this interval distribution, it can be predicted
with a certain probability, which minimizes the randomness of the cells.
This makes it possible to control the memristive devices to a certain
degree via the number and form (i.e. the amplitude and width) of the
applied pulses. The particular influence of the pulse amplitude can be
seen in Fig. 4.15(b). For this purpose, the pulse width of the 30 applied












Figure 4.15 Synaptic plasticity with stochasticity: (a) Illustration of an
activity-dependent LTP process, where a high neuronal activity within a
certain time interval ∆T in a synapse leads to LTP, where low activity has
no effect on the synapse between two neurons. (b) A voltage train with
a pulse width of 1 ms was applied to the memristive device. The change
in the resistance state was measured depending on the pulse amplitudes
of 1.6 V and 1.2 V. (c) Probability for switching of the memristive device
from the HRS to the LRS as a function of the applied voltage for a different
number of voltage pulses within a pulse train, namely, 5, 15, and 60. The
measured data are black patterns, while the curves were determined using
the distribution function fN . (d) The effect of the number of pulses in
a pulse train for a selected voltage of 1.4 V. The probability of switching
increases considerably from 20 percent to 90 percent, when the number
of pulses is increased from 5 to 60. An increased pulse number causes a
decrease of the threshold voltage θthr [16]. [Adapted from [16] / CC BY-NC
4.0.]
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positive voltage pulses was constant kept at a duration of 1 ms, while
the voltage amplitude was either 1.2 V (the blue measured points) or
1.6 V (the red measured points) [16]. As a result, the resistance state
of the memristive device changed from the initial HRS to the LRS at
a pulse amplitude of 1.2 V after 10 pulses, but applying pulses with
a voltage amplitude of 1.6 V caused the device to switch after three
pulses. However, the measured number of switches from the HRS to the
LRS can vary from measurement to measurement, even with an identical
pulse train. This can be perceived with the underlying stochastic nature.
Therefore, the switching probability of memristive devices was examined
in relation to the number N of applied voltage pulses for defined voltage
amplitudes V , as shown in Fig. 4.15.
4.3.4.1 Probability of a Memristive Device Switching
For the ECM cells, binary switching behavior is expected, which results
in a normally distributed probability density at a defined pulse train. A
normal distribution is also referred to as Gaussian distribution. Thus,
the distribution function makes it possible to describe the probability
function, which can be determined, assuming no cumulative effects
between the individual pulses, as follows [16]:
fN (V ) =
1
1 + e−β(V−θthr) (4.12)
with the device-specific constant β. The variable θthr can be determined
by the condition fN (V ) = 0.5, which implies an equal probability for
each of the two binary states (HRS or LRS) of the memristive device.
The distribution function fN (V ) was determined for switching within
a pulse train with N = 5, 15, and 60 applied pulses to the memristive
device, which are shown as red, green, and blue curves in Fig. 4.15(c),
respectively. Furthermore, the measured data are shown as black patterns
in Fig. 4.15(c), which were obtained as follows: The measurement data
were obtained with the aid of pulse trains composed of 70 positive voltage
pulses. Therefore, a voltage train with amplitudes ranging from 200
mV to 1.8 V was applied to the memristive device in its HRS. For each
applied voltage train, the pulse number was determined by NSW (V ),
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according to which the device changed from the HRS in the LRS. The
distribution values of the measured data were determined using the
following function [16]:
fN (V ) = 1− NSW (V )
N
(4.13)
Here, the variable N is defined as N = 5, 15, 60, depending on the number
of pulses applied within a voltage pulse train. For the special case of
a memristive device remaining in the HRS within the applied voltage
pulse train (5, 15, 60), the distribution value of fN (V ) = 0 is valid.
The other distribution values of the measured data were determined
using Eq. (4.13). These measured values can be approximated with
a set of curves by means of Eq. 4.12, as shown in Fig. 4.15(c). For
this reason, 12.5 V-1 was chosen for the variable β, while the threshold
voltages θthr were chosen depending on N = 5, 15, and 60 with 1.64
V, 1.42 V, and 1.16 V, respectively. Thus, an approximation of the
stochastic switching of the memristive device can be achieved despite its
inherently arbitrary chemical and physical processes [16,52,108,200–202].
The memristive device, with its intrinsic randomness, emulates a varying
synaptic strength, since it depends on the number N of applied spikes. As
an example, the distribution function fN , as a function of applied pulses
for a specified voltage amplitude of 1.4 V, are shown in Fig. 4.15(d). As
a result, the five applied pulses had a switching probability of only 20
percent, but if 60 pulses with the same voltage amplitude of 1.4 V were
applied to the memristive device, the probability for a switching would
increases to 93 percent, as shown by the black curve in Fig. 4.15(d).
Simultaneously, the threshold voltage θthr calculated using Eq. 4.12 is
reduced from 1.64 V to 1.16 V, as shown by the red curve [16].
4.3.5 Mathematical Model of n Memristively Coupled
Van der Pol Oscillators
In order to address all of the aspects of the temporal binding problem, it
is necessary to develop a model that can address both synaptic plasticity
and the association of information [16]. While an approach to the
first aspect of the binding problem was previously described in Sec.
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4.3.2, the mechanism of neuronal synchrony is used to combine the
information obtained. Relaxation (van der Pol) oscillators were pulse-
coupled via memristive devices to create a neuromorphic circuit, thus
addressing both areas of the binding problem. This electrical circuit can
be mathematically described by n nonlinear van der Pol equations [16,73]:
d2xi
dt2


















with the state variable xi of oscillator i. The damping behavior is de-
fined by the parameter µ, while the nonlinearity and frequency of the
self-sustained oscillators are determined by γ and ωi, respectively. The
quantity of object oscillators (A and B in Fig. 4.13(a)) and the quantity
of attribute oscillators (1 to 4 in Fig. 4.13(a)) are defined by n0 and na,
respectively. The respective coupling of the two object oscillators with
each attribute oscillator (cf. Fig. 4.14) is represented by the coupling
matrix gM (n0 x na). The coupling matrix is comprised of the coupling
strength of every single memristive device in the network. Thus, it
contains the information regarding whether a memristive device that
connects two oscillators is in the HRS (low coupling strength) or in the
LRS (high coupling strength). A device in the HRS has no influence
on the attached self-sustained oscillators n0, which follow their natural
frequencies, while the device being in the LRS leads to frequency syn-
chronization and phase-locking of the adjacent oscillators. An approach
to addressing the temporal binding problem is thus addressed via the
resistance state of each individual memristive device and the possible
resulting oscillation [16].
The change in the resistance state is caused by a separate sensory
input at each memristive synapse, thus fulfilling the illustration of Fig.
4.13. These sensory inputs are summarized in a sensory input matrix S
that considers each memristive coupling with its switching probability,
which can be described as follows [16]:
dgijM
dt
= S(θij(N,V )), i = 1, ..., n0, j = 1, ..., na (4.15)
4.3 Memristive Stochastic Plasticity Enables to Cope the Binding
Problem 115
with the voltage pulse train θij induced by the sensory input to the
memristive devicemij that connects the object oscillator i to the attribute
oscillator j. The input matrix S contains the pulse number N and
the voltage amplitude V of the distribution function fN (V ) of each
memristive synapse, calculated according to Eq. (4.12). Thus, the
matrix S contains a coding of attention in the form of voltage pulse
trains [16].
4.3.6 Two Memristively Coupled Van der Pol Oscillators
Two experimentally realized memristively coupled self-sustained relaxa-
tion oscillators are depicted in Fig. 4.16(b). The simplified representation
in Fig. 4.16(a) illustrates the concept behind the circuit: The resistance
state of the memristive device changes as a function of attention, which
is coded into a certain number of voltage pulses that are applied to the
memristive device. This leads to the following procedure: In the begin-
ning, the memristive device is in its HRS, which leads to an oscillating
of the uncoupled neuronal oscillators at their natural frequencies f1 and
f2. The amplitude of the coupling gate pulses of both oscillators was
selected in such a manner that they were below the threshold value θthr
of the memristive device according to Eq. 4.12, preventing undesirable
switching of the device. Thus, no autonomous synchronization occurred
as a result of the coupling gate pulses, as was the case in Sec. 4.2.1.
According to Eq. (4.15), the signal S contains the information concerning
the voltage pulse train θ(N,V ); thus, the level of attention is encoded in
the pulse number. The information concerning the voltage pulse train has
a decisive influence on the switching probability of the memristive device
(Sec. 4.3.2). As a result, a high number of applied voltage pulses within
a certain time interval leads to a transition of the memristive device
from the HRS to the LRS. This results in frequency synchronization and
phase-locking of the neuronal oscillators [16].
To realize two memristively coupled self-sustained oscillators capable of
stochastic plasticity, relaxation (van der Pol) oscillators based on a PUT
(Sec. 3.8) were employed, as shown in the blue and red frames in Fig.
4.16(b). Memristive coupling according to Eq. (4.12) was realized via an
Ag-doped TiO2-x memristive device (the red frame in Fig. 4.16(b)) that



































Figure 4.16 Two memristively coupled self-sustained relaxation oscillators:
(a) Sketch of two neuronal oscillators connected by a memristive synapse.
A local sensory input S influences the resistance state of the device RM
depending on the information θ(N,V ). (b) Set-up of the electrical imple-
mentation of two memristively coupled relaxation oscillators based on a PUT.
The sensory input was realized by a pulse generator VP with a series resistor
RP containing the information θ(N,V ) of the voltage pulse train (number,
amplitude, and width) [16]. [Adapted from [16] / CC BY-NC 4.0.]
4.3 Memristive Stochastic Plasticity Enables to Cope the Binding
Problem 117
connected the gate terminals GX of both oscillators. The two capacitors
CK = CC ensured a DC potential decoupling. While the integration of
stochastic plasticity in the circuit was realized by the voltage pulse train
θ(N,V ) of the input signal S being applied directly to the memristive
device RM . The subcircuit of the input signal S (the green frame in
Fig. 4.16) consisted of two linear resistors RP and RK , ensuring that
the required voltage amplitude of the pulse train θ was generated by the
pulse generator. Furthermore, capacitor CP compensated for the offset
voltage of the pulse generator during the generation of the voltage pulse
train. This subcircuit enabled a switching of the memristive device from
HRS to LRS, meaning that the learning rule discussed in Sec. 4.3.2 is
accomplished [16].
4.3.7 Synchronization of Two Van der Pol Oscillators
In order to study the phase and frequency dynamics of the two memristi-
vely coupled oscillators, the gate voltages of the pre-oscillator VG,pre (N1)
and the post-oscillator VG,post (N2) were simultaneously recorded with a
Tektronix TDS 7104 oscilloscope and plotted as V01−VG1 and V02−VG2
in the upper graph of Fig. 4.17(a). The offset voltages V01,2 are 0.25 V;
the voltage drop across the memristive device is shown in the lower graph
of Fig. 4.17(a). The resulting voltage VM across the memristive device is
defined by the voltage divider RM and RG2. Initially, both self-sustained
oscillators oscillated at their natural frequencies (f1 = 190 Hz and f2
= 267 Hz). During this initial phase, the positive gate pulses applied
to the memristive device by oscillator 1 were so weak (VG,pre = 0.25 V)
that they were below the threshold value of the device and therefore
had no influence on it. Thereafter, the learning phase begins, which is
coded in seven pulses that were generated by the pulse generator and
applied to the memristive with an amplitude of VM = 2.2 V. This led
to a switching of the memristive device from the HRS to the LRS after
the fifth pulse, which can be clearly seen in the reduction of the voltage
pulses VM across the device due to the voltage divider. The switching
effected a phase and frequency synchronization of the oscillators due
to an adjustment of the frequency of oscillator 1 to the frequency of
oscillator 2 (cf. Sec. 3.8) [16]. The synchronization phenomenon can be
seen more clearly when considering the phase portrait in Fig. 4.17(b).
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(a) (b) 
Figure 4.17 Synchronization of two coupled oscillators: (a) The voltage
courses taken at the gate terminals show a desynchronous, a learning, and
a synchronous phase. The voltage across the memristive device indicates
a learning phase with seven successive pulses. (b) The phase plot of the
synchronization process demonstrates a digital course of the gate pulses in
the HRS of the device, and a hysteresis progression of almost a straight line
in the LRS of the device. The independent states in between, marked with
gray dots, mostly indicate the learning phase [16]. (cf. Ch. A) [Adapted
from [16] / CC BY-NC 4.0.]
Therein, V01−VG1 is shown as a function of V02−VG2. The red and blue
lines illustrate the dependency on the two oscillators when the memristive
device is in the HRS or the LRS, respectively. Three different points
illustrate the digital character of the gate pulses while the device was in
its HRS. Whereas the line-like hysteresis reinterprets a typical behavior
for frequency synchronization and phase-locking, which indicates that
the memristive device was in its LRS. The independent states in between,
marked with gray dots, largely indicate the learning phase [16].
4.3.8 Desynchronization of Two Van der Pol Oscillators
In order to be able to switch between the different states illustrated in Fig.
4.13, a desynchronization phase is essential. Thus, the synchronized state
must be transferred back to an uncoupled network by transferring the
memristive device from the LRS to the initial HRS. In order to obtain a
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(a) (b) 
Figure 4.18 Desynchronization of two coupled oscillators: (a) The voltage
courses taken at the gate terminals show a synchronous, a learning, and a
desynchronous phase. The voltage across the memristive device indicates
a reset phase with a single negative voltage pulse. (b) The cumulative
probability as a function of the reset current for 795 negative voltage
sweeps [16]. (cf. Ch. A) [Adapted from [16] / CC BY-NC 4.0.]
more precise picture of the reset process, 795 voltage sweeps were applied
to the memristive device and the reset behavior was examined more
closely, as shown in Fig. 4.18(b). The cumulative distribution of the
reset current Ireset of the memristive device is shown as a function of
the sweep voltage. The distribution is given for the LRS and HRS of the
device, as well as for the sweep voltages -0.35 V and -0.45 V. As a result,
the device resistance in the LRS was found between 1 kΩ - 13 kΩ, while
the resistance state for 99.75 percent of all of the measured sweeps was
greater than 1 MΩ.
Both states (HRS and LRS) represent already known resistance values
for an Ag-doped TiO2-x memristive device. However, in the case of
negative voltage sweep values (cf. gray curves in Fig. 4.18(b)) between
the HRS and LRS, multilevel intermediate states were found to exist
during the reset process. The HRS of the device is reached with a higher
probability with increasingly negative voltages. However, small negative
reverse voltages are sufficient to reset the device from LRS to HRS. This
approach was used via the circuit design depicted in Fig. 4.18(a), wherein
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a single negative input signal θ(N,V ) was applied by the subcircuit S
to reset memristive device. The procedure is shown in Fig. 4.18(a) for
two memristively coupled van der Pol oscillators. Here, during the first
53 ms, the memristive device was in the LRS, which led to a frequency
synchronization and phase-locking of both oscillators. A negative voltage
pulse with an amplitude of -1.6 V and a pulse width of 5 ms was applied
via the pulse generator at the subcircuit S to the oscillator network.
This led to a resetting of the device from LRS to the HRS. Therefore,
the decreased coupling strength resulted in a desynchronous system,
with the two self-sustained oscillators once again following their natural
frequencies [16].
4.3.9 Memristively Coupled Network
The bistable illustration in Fig. 4.13 is emulated by a system of six
van der Pol oscillators coupled via eight memristive devices, which is
an extension to the network depicted in Fig. 4.16. This system was
realized as a neuromorphic electrical circuit, as shown in Fig. 4.19. The
circuit was comprised of two object oscillators n0 (either the body of the
hippo vdPA or the background vdPB) and four attribute oscillators na
(either the legs of the hippo vdP1,2 or the hippos feet vdP3,4). The object
oscillators were coupled to every attribute oscillator via an Ag-doped
TiO2-x memristive device, denoted as mn0,na . The initial position of
the network is represented in the form of a diagram in Fig. 4.19(a), in
which the memristive devices are all in the HRS and thus allow all of
the oscillators to follow their natural frequencies. During the learning
phase, depending on where the attention is drawn - which is coded into
a voltage pulse train θ(N,V ) at the respective input subcircuit S - a
transition of the respective memristive device to the LRS takes place, as
indicated in green in Fig. 4.19(b).
To elaborate, the gate voltages of the self-sustained oscillators are
shown in Fig. 4.20 for the particular case of Fig. 4.13(b). In the
beginning, the six oscillators followed their natural frequencies, which
resulted in a desynchronous system. The learning phase effected an
association of the object oscillator A with the attribute oscillators 1 and
2, whereas the attribute oscillators 3 and 4 were linked to the object




































Figure 4.19 Sketch of the implemented oscillator circuit to deal with the
binding problem: (a) Illustration of the system of six coupled van der Pol
oscillators via eight memristive devices. All oscillators follow their natural
frequency due to the HRS of all memristive devices, indicated by the gray
color. The corresponding illustration from Fig. 4.13 is shown next to it. (b)
The same circuit sketch as (a), but after the learning phase, which leads
to a switching of four memristive devices, indicated by green color, and to
the synchronization of the respectively oscillators. The picture of the hippo
shows the corresponding perception [16]. [Adapted from [16] / CC BY-NC
4.0.] [A similar drawing is published by Shepard [196,197].]
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oscillator B. The increased attention is realized by a voltage pulse train
θ(N,V ) of eight pulses with an amplitude of 1.8 V, calculated according
to Eq. (4.15), at the subcircuits S of the following memristive devices:
mA1, mA2, mB3, and mB4 (cf. Fig. 4.19(b)). According to Eq. (4.15),
this number of applied pulses corresponds to a high level of activity,
meaning that partial synchronization of the network oscillators due to
memristive resistance changes could be observed. As shown in Fig. 4.20,
a frequency synchronization and phase-locking of vdPA were achieved
with oscillators 1 and 2, and a frequency synchronization and phase-
locking of vdPB were obtained with oscillators 3 and 4 after the learning
phase [16].
4.3.10 Context-Dependent Oscillator Network
An oscillator network can account for a context-dependent and transient
behavior, which becomes clear when considering the different illustrati-
ons in Fig. 4.21. The different illustrations demonstrate the significant
property selectivity of the binding problem since perception of the image
varies the moment that the attention paid to the picture varies in favor
of other aspects. The memristive device meets this challenge when emu-
lating a shift in attention with respect to Eq. (4.12). Here, the number
of voltage pulses within a pulse train θ applied to the device is used as a
means to code the attention paid to the particular attributes identified
in Eq. (4.15). An attention shift corresponds to a shift in the switching
probability in favor of the corresponding memristive device by applying
the voltage pulse activity to that device. This leads to a synchronization
of other oscillators in the network depicted in Fig. 4.19, meaning that
different self-organized sub-networks can be realized depending on the
context of perception, as shown in Fig. 4.21.
The angular frequency curves of the three possible perceptions of
the illustration from Fig. 4.13 are shown. At the beginning, all three
oscillator networks are in a desynchronous state due to the memristive
devices being in a high-ohmic state. Thus, each of the six oscillators
follows its natural angular frequency until the learning phase. However,
the learning phase leads to a differentiation of the three perceptions
as a function of attention. This is achieved by means of pulse trains
4.3 Memristive Stochastic Plasticity Enables to Cope the Binding
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124 4 Dynamics and Topology
θ(N,V ) with eight positive voltage pulses with an amplitude of 1.85 V
being applied to the corresponding memristive device, which thus has
a switching probability of 0.8 due to θ(N,V ) (cf. Fig. 4.15(c)). After
the learning phase, different sub-networks are formed, representing the
mutually exclusive cases from Fig. 4.13. In Fig. 4.21(a), the object
vdPA (the body of the hippo) synchronizes in phase and frequency with
both attribute oscillators 1 and 2 (the red curves), while the background,
represented by vdPB is bound to the attribute oscillators 3 and 4 (the
blue curves). The reverse case is shown in Fig. 4.21(b), in which the
attribute oscillators 1 and 2 are bound to the background (oscillator B),
whereas the attribute oscillators 3 and 4 are associated with the body
(oscillator A). It may be possible that attributes are neither associated
with the background nor with the body, as it is the case in Fig. 4.21(c).
In this case, the attribute oscillator 3 (foot) will continue to follow
its natural frequency even though a learning phase took place. Thus,
the attention was not fixed, which can be very well represented with a
memristive device due to its stochasticity. The switching probability is
0.8, due to a pulse train of eight pulses [16].
4.3.10.1 Discussion
Memristively coupled van der Pol oscillators demonstrate the ability to
integrate plasticity in a model of learning-induced synchronization in
a neuronal network. For this purpose, the ability of non-volatile mem-
ristive devices was used to establish a long-lasting connection between
objects and attributes in order to form a unified perception. In order to
switch between individual states of perception, it is necessary to have an
equivalent to the partial parts of the temporal sensory input, which is
accomplished by the inclusion of higher-level assemblies. The allocation
among assembly is necessary since the brain is an active and dynamic sy-
stem that produces a modified uniform perception by combining different
sensory modalities from a complex environment. The brain’s computing
process has three levels of description: selective attention, segregation,
and integration [16,20,22,203].
Selective attention is a fundamental property of the brain that is
intended to cope with the enormous amount of data taken from the












Figure 4.21 Context-dependent and transient oscillator network: A shift
by attention was achieved by shifting the input information θ(N,V ) of
the respective input signal S at the memristive device. (a) Frequency
synchronization takes place between vdPA and vdP1,2 as well as between
vdPB and vdP3,4. (b) Frequency synchronization takes place between vdPB
and vdP1,2 as well as between vdPA and vdP3,4. (c) Oscillator 3 follows its
natural frequency even after the learning phase [16]. (cf. Ch. A). [Adapted
from [16] / CC BY-NC 4.0.] [A similar drawing is published in [196,197].]
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environment via the receptive fields. Thus, attention is paid only to
those items that are accepted as essential for the current task at hand.
This approach, at the neuronal level, assumes that sensory neurons con-
strue attention as an input signal encoded in neuronal activity patterns.
Therefore, in this work, the model of the number of voltage pulses within
a pulse train was used to code attention. By varying the number of
voltage pulses, the probability of switching of the memristive device is
also changed, as shown in Fig. 4.15(c). Thus, the first step is to perceive
relevant information from the environment, as opposed to copying it [16].
In the second phase, segregation of selective information received from
the environment proceeds by means of dividing partial aspects of percep-
tion into assemblies (motifs), such as color or shape. For this propose,
neural oscillators are used. The strategy involves using relaxation os-
cillators with diverse natural frequencies, which can be described by a
van der Pol equation, to emulate the oscillators. The differences in the
natural frequencies are crucial in distinguishing between desynchronous
and synchronous phases. A desynchronous phase in the oscillator network
can always been attained by resetting the memristive device, which can
occur in two different ways: Either every single memristive device can be
reset globally or a locally generated pulse at the subcircuit S can cause a
change from the LRS to the HRS, as shown in Fig. 4.18(a). Furthermore,
the continuous intermediate reset process, including stochasticity, can
be exploited. It is worth mentioning that it is not sufficient to have
different phases of the oscillators; the natural frequencies must also differ,
as, otherwise, the oscillator system will remain in phase and frequency
synchronization [16,191]
Finally, the integration of assemblies occurs over a temporal binding.
This is realized with a memristively coupled oscillator network, which
uses the stochasticity of memristive devices to implement the frequency
and phase synchronization of the relaxation oscillators [16].
In the following section, a fundamental discussion of the perception
of the informative environment can be found. The most widely accep-
ted model involves defining perception in the brain as an interplay of
the separate functions involved in processing motion, depth/form, and
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color [16,203]. Knowledge of this topic is based on the measured incre-
ased neuronal activity of different assemblies in the visual cortex that
occurs in reaction to the different attributes of an object. Based on
the example shown in Fig. 4.13, a uniform perception is determined
from a biological point of view through coherent states using different
visual areas. However, the model used may not meet these requirements:
The information transfer from the sensory input to the local level of
the oscillator synchronization was achieved by means of the local input
S. A separate control of each coupling takes place, in which the sensor
input is directly encoded into the number of voltage pulses. However,
the model represents a great simplification of the brain, which is able to
select relevant information from a multitude of information [16].
The extraordinary ability of the brain to handle complex processing
would have to be technically realized by means of a global selection
mechanism that filters out using specific processes at the higher-level
in order to obtain the desired information (i.e. down-streaming of
information). However, it should be noted that there are clear advantages
in the technical implementation of the memristive model, by which a basis
was laid for more complex neuromorphic circuits with cognitive features,
including the reductionist strategy. Reduction remains an important
point since the brain must process several actions simultaneously during
the visual perception of diverse objects. This naturally results in a
large number of binding problems for each object and the interactions
between them [16,18,203]. The challenge of a communication strategy
can be addressed with neuronal synchronization and a local memory, in
which one differentiates between neural communication and plasticity
in the context of synchronization [16,191]. This makes it clear that the
memory process cannot be considered separately but is instead a part
of the binding problem, as is reflected in the memristive model. An
extension of the circuit presented here to include devices from the field of
memristive systems (Sec. 2), such as a memcapacitor or meminductors
(Sec. 2.2) [127], would allow for a more precise representation of biology.
Thus, this memristive model may only represents the beginning of the
development of much larger neuromorphic circuits [16].

Conclusion
Research into the brain’s cortex have led to the finding that different
areas of the brain are responsible for diverse visual stimuli, such as
motion, depth, form, and color. It is assumed that neural oscillation
related to synchronization mechanisms within a topology of the neural
network is the key to bind these areas together into a single unit in
the brain, which is referred to as the "binding problem". In this thesis,
dynamic electronic neuromorphic circuits with memristive devices were
investigated in a bio-inspired manner in order to finally address the
binding problem.
Initially, the basic electrophysiological properties of a neuron were
emulated with the use of a memristive spiking neuron circuit. A VO2-
based NDR (i.e. an electronic element exhibiting a "negative device
resistance") and an Ag-doped TiO2-x memristive device are the key
components of the circuit and enable the emulation of the following
neural properties: spike coding, frequency adaptation in real time, and
an action-potential-like shape that included a refractory period. The
implemented subcircuit, comprising a memristive device and a capacitive
divider, demonstrates the characteristic behaviors of a memcapacitance.
Abstraction from the cellular behavior of a spiking neuron to the more
general form of oscillation was achieved by means of a PUT-based relax-
ation (van der Pol) oscillator. The coupling of two of these self-sustained
van der Pol oscillators via a single memristive device demonstrates the
biological properties of synchronization in conjunction with memory. For
the coupling, either an Ag-doped TiO2-x memristive device or a double
barrier memristive device were selected, which respectively demonstrated
digital or analogue continuous resistive switching. Both oscillator circuits
revealed phase-locking and frequency synchronization after a resistive
switching of the device. The transition from the desynchronous state
(over an intermediated state in the case of the double barrier memristive
device) to a synchronous state occurred autonomous due to the pulse-
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coupling. An extension of two coupled oscillators to a network of six
coupled oscillators with an integrated local plasticity model was realized
to address the binding problem. The transient, context-dependent, and
self-organized network that exploits eight Ag-doped TiO2-x memristive
devices demonstrates a model of neural synchrony by using local memo-
ries to store and to integrate transient neural activity simultaneously. For
this purpose, partial phase-locking and frequency synchronization took
place in the oscillator network in order to emulate different perceptions
of a bistable image.
A Circuit Parameter
Figure 2.12:
C2 = 0.068 µF, ω = 3141.6 Hz
Figures 3.8(b), 3.10(a):
VB = -3.5 V, C0 = 68 nF, R1 = 47 kΩ, R2 = 10 kΩ
Figure 3.10(b):
VB = -3.5 V, C0 = 68 nF
Figures 3.11, 3.12, 3.13:
VB = -5.5 V, R1 = 1 MΩ, R2 = 47 kΩ, C1 = 0.165 µF, C2 = 0.68 µF
Figure 3.14(b):
VBB = 25 V, R1 = 100 kΩ, RB = 10 kΩ, RG = 1 kΩ, CR1 = 0.15 µF
Figure 3.15:
RG = 1 kΩ, RC = 100 Ω
Figure 3.16:
VK = 5.5 V, R1 = 22 kΩ, RB = 470 Ω, RG = 22 kΩ, CR1 = 0.047 µF
Figure 3.17:
VK = 2.4 V, R1 = 200 kΩ, RB = 33 kΩ, RG = 33 kΩ, RJ = 22 kΩ,
RP = 1 MΩ, CR1 = 0.047 µF
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Figures 4.3, 4.5, 4.6, 4.8:
Parameters for the digital coupling (Sec. 4.2.1):
VBB = 25 V, R1 = 119.5 kΩ, R2 = 164.2 kΩ, RB1 = 20.8 kΩ,
RB2 = 39.5 kΩ, RG1 = 2.37 kΩ, RG2 = 4.71 kΩ, RK1 = 10 kΩ,
RK2 = 47 kΩ, C1 = C2 = 0.15 µF, CK1 = CK2 = 33 nF
Figures 4.3, 4.10, 4.11, 4.12:
Parameters for the analogue coupling (Sec. 4.2.2):
VBB = 14.48 V, R1 = 714 kΩ, R2 = 5 MΩ, RB1 = 22 kΩ, RB2 = 47 kΩ,
RG1 = 4.45 kΩ, RG2 = 2.26 kΩ, RK1 = 1 kΩ, RK2 = 83.2 kΩ,
C1 = 10 µF, C2 = 11 µF, CK1 = CK2 = 10 µF
Figure 4.9:
Parameters for the measurement of the memristive device RM :
R1 = 1 kΩ, R2 = 10 kΩ, R3 = 10 kΩ, Rg = 1 MΩ
Parameters for the measurement of the resistor RK1:
R1 = 10 kΩ, R2 = 1 kΩ, R3 = 100 kΩ, Rg = 1 MΩ
Figure 4.17:
VBB = 9.25 V, VP = 20 V, RP = 10 kΩ, RKij = 470 Ω, CPij = 1 µF,
CKij = CCij = 0.47 µF, RBX = 22 kΩ, RGX = 1 kΩ, CRX = 0.68 µF,
R1 = 460 kΩ, R2 = 325 kΩ
Figure 4.18:
VBB = 9.25 V, VP = -4 V, RP = 2.2 kΩ, RKij = 470 Ω, CPij = 1 µF,
CKij = CCij = 0.47 µF, RBX = 22 kΩ, RGX = 1 kΩ, CRX = 0.68 µF,
R1 = 460 kΩ, R2 = 325 kΩ
Figures 4.20, 4.21:
VBB = 9.25 V, VP = 20 V, RP = 10 kΩ, RKij = 470 Ω, CPij = 1 µF,
CKij = CCij = 0.47 µF, RBX = 22 kΩ, RGX = 1 kΩ, CRX = 0.68 µF,
R1 = 472 kΩ, R2 = 472 kΩ, R3 = 470 kΩ, R4 = 460 kΩ, RA = 325 kΩ,
RB = 320 kΩ
B Simulation Parameter
Figures 4.7, 4.8:
α1 = 3.5, α2 = 4.8, β1,2 = 0.1, γ1,2 = 3.0, m0 = 0.01, m1 = 0.1
Figure 4.10:
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