[1] Regression-based methods are widely used in flood regionalization. Since the generalized least squares (GLS) regression model properly accounts for both model and sampling errors, realistic estimates of uncertainty can be obtained. This study presents a general Bayesian approach for inferring the GLS regional regression model and for combining with any available site information to obtain the most accurate flood quantiles. A robust block Metropolis scheme is developed to sample the posterior distribution of the GLS regression model parameters. A particular feature of the sampler is the use of a uniform proposal for the regional model error variance to avoid convergence difficulties. A simple but general procedure, based on importance sampling, is developed to combine any kind of site information with regional information. The benefit of this approach is that all available information is fully exploited, and uncertainty is rigorously quantified as well as being minimized. Two case studies are presented. A synthetic case study illustrates the complex nature of the posterior distribution for the regional model error variance with its shape dependent on how much sampling error dominates the total error in the regional GLS model. A second case study involving 24 sites from the east coast of Australia is presented for the log Pearson III model. It demonstrates the significant benefit of combining site and regional information and the quantification of uncertainty.
Introduction
[2] In flood frequency analysis the objective is to infer the flood probability model described by the probability density function (pdf) p(qjq) where q is the annual maximum flood and q is a vector of parameters characterizing the probability model. Information about q can come from site information such as gauged flows and historic information, and from information at other catchments transferred to the site of interest using a regional model. The combining or pooling of both sources of information is advantageous in most cases because it leads to reduced uncertainty [Kuczera, 1983] . Perhaps the best known example is presented in Bulletin 17B [Interagency Advisory Committee on Water Data, 1982] which describes a variance-weighted procedure for pooling site and regional estimates of skewness. It should be noted that Bulletin 17B is currently under review, with Griffis and Stedinger [2007a] providing a review of the history of the existing procedures and recommendations for future improvements.
[3] In view of the fact that practical application of flood frequency analysis is typically constrained by limited information, it is worthwhile revisiting the question of how to make the best use of the available information to estimate flood risk. Though it has been well recognized that the Bayesian paradigm provides a very flexible framework to efficiently pool different kinds of information, its usage has been limited by implementation obstacles. Fortunately, with recent advances in Markov chain Monte Carlo methods to sample from multivariate probability distributions (for a recent treatment, see, e.g., Robert and Casella [2004] ), the full potential of Bayesian methods is now more accessible.
[4] The principal contribution of this study is to reassess the Bayesian framework for pooling site and regional information using Monte Carlo methods. The widely used regional linear model is considered. A robust two-step block Metropolis scheme is outlined to evaluate the posterior distribution of the regional model parameters. Its output is in the form of a large sample of regional model parameters. A simple and general procedure is presented to utilize this regional information, expressed in the form of a random sample from the regional posterior distribution, with any available site information to produce a pooled flood frequency inference. Two case studies, one synthetic and one actual, illustrate the method.
Regional Regression Model
[5] Regression-based methods are widely used in flood regionalization. These methods map a set of catchment descriptor variables into a set of hydrologic variables. Typically, the relationship is assumed to be a linear function. For the ith site, it is
where q i is a scalar variable of interest (e.g., a parameter from the flood probability model or a flood quantile), z ij is the jth catchment descriptor (e.g., catchment area, channel slope), b j is the jth regional regression parameter, and d i is the regional model error. For n sites and m catchment descriptors, this relationship can be rewritten in matrix form: . In general, the vector of regional model errors is assumed to have zero mean and a covariance matrix of the form
where s R 2 is the regional model error variance and V is a symmetric, positive definite matrix [Theil, 1971] .
[6] Different assumptions about the structure of the model errors can be made by the appropriate selection of the matrix V. A traditional approach often used in hydrology is the ordinary least squares (OLS) method, which assumes that the model errors are independently distributed with zero mean and a common variance s R 2 ; that is,
where I is an n Â n identity matrix. This approach is appropriate when the q i are estimated with negligible sampling error and there is no spatial correlation in the regional model errors between sites. However, in practice, sampling error cannot be neglected [Tasker and Stedinger, 1989] .
[7] Equation (1) assumes that the true value of q is available. However, typically only estimates of q are available and are denoted byq. As a result, sampling error associated with the estimation of q needs to be filtered out in order to correctly infer the model error variance s R 2 and the regional regression parameters b [Kuczera, 1983] . To accomplish this, Stedinger and Tasker [1985 , 1986a , 1986b ] posed the regional model as a generalized least squares (GLS) modelQ
whereQ is a vector of estimates of q, e is a time-sampling error vector arising from the fact that q is estimated from a limited flood record. The total regression error h has the properties E(h) = 0 and covariance
where S is the covariance matrix of time-sampling errors, which are usually correlated. Estimation of this covariance matrix is an important task because it describes the precision of the estimatorq. The structure and form of the sampling covariance matrix S varies with both the variable of interest q and the underlying flood distribution.
[8] In a regional flood frequency study, a key step is to infer the regional model parameters b and s R 2 . The inference of the regional model error variance s R 2 is particularly important as s R 2 expresses the noise in the regional relationship between site variables and descriptors. Both Kuczera [1983] and Stedinger and Tasker [1985] show that sampling theory estimates of s R 2 can produce negative values. In such cases, Stedinger and Tasker [1985] suggested setting s R 2 to zero, a not altogether satisfactory resolution of the problem. Recently Reis et al. [2005] derived a ''quasi-analytical'' Bayesian solution to overcome this problem.
Regional Model Calibration Using the Block Metropolis Sampler
[9] As in work by Reis et al. [2005] , we adopt a Bayesian approach to infer the regional model parameters b and s R 2 . However, rather than employing quasi-analytic expressions, we develop a simple and robust Monte Carlo approach to sample from the posterior distribution of the regional parameters s R 2 and b. The key advantage of our approach is that it leads to a simple and general Monte Carlo algorithm for inferring the regional model parameters and for making predictions at a site using regional and any available site information for any type of flood probability model.
Overview of Bayesian Method
[10] The regional model parameters b and s R 2 are estimated using Bayesian inference, which uses a probability distribution to describe what is known about the true value of the model parameters given the available information. Central to the Bayesian approach is Bayes theorem:
where p(FjY) is the posterior density describing the current knowledge about the model parameter vector F given the observed data Y, f(YjF) is the likelihood function that defines the sampling distribution of Y for a particular F and can be interpreted as the goodness-of-fit function, p(F) is the prior density that expresses the analyst's prior knowledge (which may be subjective) about the true value of F, and p(Y) is the marginal likelihood which plays the role of a normalizing constant.
[11] A major objective of Bayesian inference is evaluating and interpreting the posterior distribution. However, it is often not possible to derive an analytic expression, so other methods must be employed to explore the posterior distribution. The techniques often used are those known as Markov chain Monte Carlo (MCMC) methods [e.g., Gelman et al., 1995; Robert and Casella, 2004] . MCMC methods provide a general means to randomly sample from virtually any multivariate probability distribution, which, by design, is chosen to be the posterior distribution. Well-known implementations of MCMC methods include the MetropolisHastings algorithm [Metropolis et al., 1953; Hastings, 1970] and the Gibbs sampler [Geman and Geman, 1984] , with Marshall et al. [2004] providing a comparison of the performance of several MCMC methods in a hydrological context.
[12] For the regional GLS regression model, a two-step block Metropolis sampler is used to draw samples from the posterior distributions of b and s R 2 . Before the two-step block Metropolis sampler procedure is described, the (single block) Metropolis-Hastings algorithm is first outlined.
Overview of the Metropolis-Hastings Algorithm
[13] The Metropolis-Hastings algorithm is discussed in detail by Chib and Greenberg [1995] . The objective is to draw samples from the posterior distribution. For the jth iteration of the Metropolis-Hastings sampler, a trial parameter F* is sampled from a proposal distribution J:
where denotes ''is sampled from.'' While the selection of the proposal distribution is arbitrary, it is noted that a proposal that approximates the posterior distribution improves the performance and efficiency of the sampler. The trial parameter is then subjected to an acceptance/ rejection test:
where u is a random draw from the uniform distribution U(0, 1) and
[14] If the proposal distribution is chosen to be symmetric, such that J(AjB) = J(BjA), r reduces to the ratio of posterior densities:
This simplification is known as the Metropolis algorithm. Selection of the initial starting parameter value F (0) is arbitrary; however, a poor initial selection may delay convergence to the target (i.e., posterior) distribution.
Block Metropolis Sampler Implementation
[15] The block Metropolis sampler is a generalization of the (single block) Metropolis-Hastings sampler where the Metropolis-Hastings algorithm is applied to subsets (blocks) of parameters, rather than simultaneously to the entire parameter vector. The full parameter vector for the regional model is first partitioned into two blocks F = {s R 2 , b} to take advantage of the known solution for the conditional posterior of b. Each iteration of the block Metropolis sampler cycles through the two blocks of F, randomly sampling each block from its conditional posterior distribution. The method is implemented using the following steps.
[16]
Step 0 initializes the regional model parameter vector b (0) and the model error variance upper bound s Max 2 . The jth iteration of the block Metropolis sampler then proceeds as follows.
[17]
Step 1 randomly samples a regional model variance s R 2 using a Metropolis-Hastings step:
[18]
Step 2 randomly samples a regional model parameter vector b using a Gibbs step: b
Steps 1 -2 are iterated j = 1, . . ., N times. A detailed explanation of these steps follows. 3.3.1.
Step 0: Initialization
[20] Before starting the block Metropolis sampler, OLS is used to provide an initial unbiased estimate for b, denoted by b (0) . An upper bound on the model error variance is then estimated as [e.g., Theil, 1971, p. 114, equation (3.8 
where K is a constant, say in the range 2 to 4. It is important to check that the posterior of s R 2 is not constrained by K. If it is, then K would need to be increased. 3.3.2.
Step 1: Sample Regional Model Variance
[21] Sample a trial model error variance from a uniform distribution with limits 0 and s Max 2 ; that is,
The choice of a uniform distribution was deliberate. On the basis of unpublished work, we have found the uniform distribution to be more robust than inverse-gamma-type distributions, particularly as s R 2 ! 0. Because computer run times are of the order of a minute, we opted for a proposal that behaved robustly.
[22] Since the uniform proposal is symmetric, the Metropolis-Hastings acceptance ratio reduces to
with N(xjm, S) denoting the multinormal pdf evaluated at vector x with mean vector m and covariance matrix S and p(s R 2*
) is the prior pdf, which for convenience can be set to U(0, s Max 2 ). The proposal is then subjected to an acceptance/ rejection step
3.3.3.
Step 2: Sample Regional Model Parameter Vector [23] For the linear regression model, the conditional posterior distribution takes a convenient form allowing direct sampling [Gelman et al., 1995, pp. 255, 235-237] . The new value of b is directly sampled according to
As a concluding remark, the design of the algorithm has been guided by the need for robustness. The adoption of a W04405 MICEVSKI AND KUCZERA: COMBINING SITE AND REGIONAL FLOOD INFORMATION uniform proposal in step 1 and sampling from a multivariate normal in step 2 maximize the chance of the algorithm successfully converging to the posterior. Note that the twostep block Metropolis procedure can be readily extended to a more complex model involving nonlinear dependency between site descriptors and model errors. In such cases, step 2 would require a Metropolis-Hastings step.
Combining Site and Regional Information
[24] We now consider the case of prediction at a site not used in developing the regional model. The regional model will be used as the prior and updated with any available site information to produce the posterior.
[25] Suppose there are p variables of interest. For example, one may be interested in developing regional relationships for the three log Pearson III parameters which would lead to p = 3 regional models. The output of the block Metropolis sampler for the p regional models would be {b k (j) , s kR 2 (j) , j = 1, . . ., N; k = 1, . . ., p}. It is assumed here that the regional models are statistically independent of each other. The question arises: how can this sample be used in conjunction with any available site information to make a pooled inference about flood frequency quantities such as quantiles? The most direct approach would use the regional sample in the computation of the pooled posterior. This can be done using importance or particle sampling, an example of which was presented by Kuczera [1999] .
Importance Sampling
[26] To motivate the procedure, Monte Carlo importance sampling is briefly outlined. The objective is to randomly sample from the (multivariate) pdf f(x) denoted by
where x is a n vector. It is assumed there is no straightforward way to sample directly from f(x). Importance sampling offers a simple and often satisfactory solution to this problem [see, e.g., Gelman et al., 1995; Robert and Casella, 2004] . It is based on the idea of sampling from a convenient proposal pdf h(x) (which spans the domain of f(x)) and weighting the sample to compensate for the difference between f(x) and h(x).
[27] Consider the expected value of some function g(x)
This can be reexpressed as
An approximation to this integral can be obtained using the method of Monte Carlo integration
where the weight w(x i ) can be interpreted as the probability mass assigned to the random sample (or ''particle'') x i .
[28] The importance sampling algorithm yields N particles from the distribution f(x) with each particle having the (normalized) probability mass
where f u (x) and h u (x) denote the unnormalized pdfs of f(x) and h(x). One can randomly sample from the set of particles {x i , P(x i ); i = 1, . . ., N} to obtain a random sample from the distribution f(x).
Combining Site and Regional Information Using Importance Sampling
[29] With the importance sampling algorithm established, the problem of combining site and regional information in a Monte Carlo framework can be resolved. At a particular site, the hydrologist is interested in making an inference about some function g(q), where q is the parameter vector characterizing the site flood frequency distribution p(qjq). Typically the function g(q) may be a particular flood quantile.
[30] The true value of the vector q is unknown. However, the following information pertaining to q is available to make an inference.
[31] 1. Using site descriptors denoted by the vector z s , the p regional models describe the probability distribution for q in the form of a set of p Â N samples
where p(q k jz sk , R k ) denotes the regional posterior pdf of q k given the site characteristics z sk and the regional data R k = {Q k , Z k } used to calibrate the regional model.
[32] 2. Site-specific flood data S relevant to the flood frequency distribution p(qjq) is available. The data S may consist of, for example, gauged peaks or pregauged information about historic peaks. The data enables the construction of the likelihood function p(Sjq) (see, e.g., Stedinger and Cohn [1986] , Kuczera [1999] , and Micevski et al. [2005] for details on how to compute the likelihood for different types of data).
[33] Both sources of information can be combined to obtain the Bayesian distribution of g(q). The importance sampling algorithm described in the preceding section provides a framework for generating N samples from the Bayesian distribution. Starting with the posterior expected value of g(q)
where p(qjS, z s , R) is the posterior pdf of q after combining site and regional information.
[34] This expectation can be approximated by sampling from the regional posterior p(qjz s , R)
which yields N particles from the Bayesian distribution of g(q) with particle weights
[35] The importance sampling algorithm thus involves drawing samples from the regional model and assigning a weight proportional to the sample's likelihood. As the site information increases the particle weight will be concentrated around samples close to the most likely value. Conversely, with decreasing site information, the likelihood will flatten toward a uniform distribution. As a result, the weight assigned to each particle will tend to equality whereby the regional distribution completely informs the inference.
[36] Though this is a simple and general algorithm, its practical utility depends on how well the regional distribution p(qjz s , R) overlaps with the likelihood p(Sjq). One would expect some sites to be outliers from the perspective of the regional model. In such cases the overlap may be poor with a limited number of particles having significant probability mass. It is therefore important to check the distribution of particle weights to guard against such cases. Gelman et al. [1995, pp. 307 -308] suggests checking histograms of the largest particles (or their logarithms) and ensuring that the largest particles are not too large relative to the others.
Case Studies
[37] Two case studies are presented to illustrate different aspects of the approach. The first considers synthetic data to illustrate the difficult case when sampling error dominates the total error. The second considers application to the northeastern region of New South Wales, Australia, to illustrate the pooling of site and regional information and the quantification of predictive uncertainty.
Synthetic Example
[38] As this study was motivated by the problem of negative sample estimates of the regional variance [Reis et al., 2005] , the focus of the example is the behavior of the posterior of s R 2 as the sampling error starts to dominate the total error. The example considers the regional estimation of a variable with ''data'' generated according to the following scheme.
[39] 1. At each of 80 sites, the true value of the variable is sampled from the true regional model q i N(2 + 0.3z i , s R 2 ), i = 1, . . ., 80, where z is a single catchment descriptor ranging from 3.1 to 15.
[40] 2. For each site, the estimate of the true value of the site variable was sampled independently according toq i N(q i , (0.25q i ) 2 ), i = 1, . . ., 80. This means site estimates have a sampling coefficient of variation of 25%.
[41] Three data scenarios were analyzed corresponding to the following regional error variances s R 2 : 0.25, 0.40 and 1.00. For each scenario the posterior was evaluated using N = 100000 samples (with CPU times less than 2 seconds on a 2 GHz Dell Latitude D610) and compared against ordinary least squares (OLS) regression estimates. Table 1 summarizes the results. Several points deserve comment.
[42] 1. As the true s R 2 decreases, the posterior coefficient of variation for s R 2 increases to values exceeding one indicating the sampling error noise is making it harder to infer the underlying true value of s R 2 . Nonetheless, the posterior of s R 2 encloses the true value.
[43] 2. The OLS error variance grossly overestimates s R 2 . This is to be expected given that the OLS regression is not made ''aware'' of the sampling errors affecting the site estimates.
[44] 3. The posterior and OLS estimates of b are similar and consistent with the true values. The uncertainty in b is quite small (as would be expected with 80 sites) with OLS yielding consistently greater standard deviations for b.
[45] These considerations are consistent with earlier findings [e.g., Tasker, 1985, 1986b; Tasker et al., 1987] that the main advantage of GLS over OLS is that it can filter out the effects of sampling error and arrive at a better estimate of s R 2 . However, as already noted, GLS can produce negative sample estimates of s R 2 . Setting such estimates to zero is unsatisfactory as it overinflates the precision of the regional model.
[46] The advantage of the Bayesian MCMC approach becomes evident upon considering Figure 1 , which plots the posterior of s R 2 for the three scenarios. For scenario 3 (true s R 2 = 1), s R 2 is of the same order as the sampling error. As a result, the posterior of s R 2 is unimodal and exhibits a c 2 -type shape. However, for scenario 1 (true s R 2 = 0.25) the sampling error dominates the total error. As a result, the posterior of s R 2 exhibits a J shape with the mode at 0 but an expected value of 0.160. Scenario 2 (true s R 2 = 0.40) represents a transitionary phase where sampling error is starting to dominate the total error, resulting in a bimodal density with the dominant mode at 0. [47] We conclude that the posterior of s R 2 can exhibit quite complex behavior which classical approaches are unlikely to describe. Because the uncertainty in regional prediction is governed by s R 2 , the case for a full Bayesian analysis is very strong.
New South Wales Case Study
[48] This case study illustrates application of the Bayesian regional GLS regression for the log Pearson III distribution applied to flood data in northeastern New South Wales (Australia) and demonstrates the combining or pooling of site and regional information. The distributions of selected quantiles are inferred using regional information alone and several combinations of gauged and regional information. The reductions in quantile uncertainty arising from pooling are demonstrated and highlight the importance of using, whenever possible, all valid sources of information.
Flood Data
[49] The flood data were obtained from the Pinneena database of the New South Wales (NSW) Department of Water and Energy. Instantaneous annual maximum discharges were extracted for 24 sites in northeastern NSW. The locations of these sites are shown in Figure 2 . The region under study is large and ideally should be subdivided into smaller regions to enable stronger regional predictive performance. However, this is not a critical issue in this case study. The flood data are assumed to follow the widely used log Pearson III distribution with mean m, standard deviation s, and skewness g.
Quantile Inference
[50] For the sake of clarity, the importance samplingbased pooling procedure described in section 4 is presented in full detail.
[51] 1. The flood frequency distribution parameters are randomly sampled from their corresponding regional models. For the jth regional parameter sample, we sample the three log Pearson parameters q = {q 1 , q 2 , q 3 } = {m, s, g} using
for k = 1, 2, 3. [52] 2. The T-year flood is computed:
where K T is the frequency factor, with nonexceedance probability 1 À 1/T.
[53] 3. The likelihood function p(Sjq (j) ) is computed, which provides the unnormalized particle weight w(q (j) ). If there are no site data available, then all particles have equal weight.
[54] 4. Steps 1 -3 are repeated for all j = 1, . . ., N regional posterior samples.
[55] 5. The particle weights P g (q (j) ) are normalized using equation (28).
[56] 6. The N values of the quantile q T are sorted, and the associated cumulative particle weights are computed.
[57] 7. Quantile probability limits are extracted using the cumulative particle weights.
[58] It is important to note that the above algorithm cannot be used if flood quantiles are regionalized (rather than distribution parameters). This is because the likelihood function in step 3 cannot be constructed given a quantile value.
Results and Discussion
[59] The regional flood data were analyzed using separate GLS regional regressions for each of the log Pearson III parameters using the block Metropolis sampler with N = 55000 samples, where the first 5000 samples were discarded to allow the sampler to ''warm up.'' Three catchment descriptors were used, namely constant, log area, and log IFD, where IFD is the 2-year, 12-h rainfall intensity [Canterford, 1987] . Table 2 presents summary statistics for the descriptors.
[60] Table 3 summarizes the posterior moments for the regression model parameters for several combinations of descriptors. Table 3 also reports the acceptance rate achieved for the regional error variances (using the uniform sampler; see section 3.3.2) and the diagnostic p values from Kolmogorov-Smirnov (K-S) tests. The K-S tests [e.g., Ang and Tang, 2007, pp. 293-296] were performed using the R software package [R Development Core Team, 2008] to assess the adequacy of the regression models by checking the normality of their standardized model errors (''residuals'') defined as
where R i is the standardized residual for site i and S ii is the appropriate diagonal element of the sampling covariance matrix. Appendix A summarizes the sampling covariance matrices for the LP III distribution.
[61] For the mean (m) regression, the m3 model (using all 3 descriptors) is the preferred choice because it has, by far, the smallest regional model error variance, and the K-S test shows that the standardized model errors are consistent with the assumption of normality. Note that it could be argued that the m2 model would be a better choice because none of its coefficients contain zero in their 90% probability limits, while the constant coefficient for the m3 model does. However, this neglects the fact that the m3 model has a vastly superior expected regional error variance compared to m2; moreover, it seems unreasonable to exclude the constant coefficient in the regression model. For the standard deviation (s) regression, only two models (s1 and s2a) have coefficients that do not contain zero in their 90% probability limits, with model s2a being preferred because it has a smaller regional error variance. For the skewness (g) regression, the obvious choice would be the g1 model because it has the smallest regional error variance. However, it is excluded because its model errors are borderline normal. As a result, the g2 model was chosen even though the 90% probability intervals include zero.
[62] The posterior mean of s R 2 for regional skewness g is of particular interest. Noting that the asymptotic variance of sample skew is 6/n, s R 2 equal to 0.0029 has an equivalent sample size of 2069 years. This arises because virtually all of the variation of the sample skew about the regional regression relationship g2 can be attributed to sampling error. Nonetheless, note that the posterior standard deviation on s R 2 is 0.0071, which indicates there is very large uncertainty about the true value of s R 2 . Importantly, step 1 in the quantile inference procedure of section 5.2.2 properly accounts for this uncertainty.
[63] The achieved uniform sampler acceptance rates were quite good for the mean and standard deviation regressions; Gelman et al. [1995, p. 335] states that, for normal posteriors, the optimal acceptance rate is about 0.4. The skewness acceptance rates were poorer and due to the fact that sampling error dominated model error. The skewness acceptance rates of 2 -5% are at the lower end of the desirable range; if the rates had dropped much further, Figure 3 . Posterior distributions of 10-and 100-year flood quantiles with boxes showing posterior median and 90% probability limits. Gf is the full (at-site) gauged record, G10 uses 10 years of gauged data, U is the regional distribution only (''ungauged''), U10 is ungauged data pooled with 10 years of gauged data, and Uf is ungauged data pooled with the full gauged record.
action would have been taken to improve the rates, such as decreasing the value of K (equation (12)).
[64] A key assumption is that the regional model errors for m, s, and g are statistically independent. This can be tested approximately by analyzing the correlations between the standardized model residuals. Table 4 shows that the correlations between the models are small, with a maximum of 0.27. In addition, Table 4 reports p values testing the hypothesis that the correlation is zero (the tests were performed using the function ''cor.test'' in the R software package). The smallest p value is 0.198, which indicates that there is insufficient evidence to reject the null hypothesis that the correlation is zero for any model pair.
[65] The regional pooling procedure is illustrated for several scenarios. Two gauged data scenarios are considered: Gf, the full gauged record; and G10, 10 years of data randomly sampled from the full gauged record. These scenarios are used to determine the improvements, if any, that may be gained from pooling at-site information with regional information. Figure 3 shows the 10-and 100-year flood quantile distributions for 4 sites. For each site and flood quantile, five distributions are displayed with the following labels: Gf, at-site distribution for the full gauged record; G10, at-site distribution for the randomly sampled 10-year gauged record; U, distribution using regional model only (this is the ungauged catchment case); U10, pooled distribution using regional model and 10-year gauged record; Uf, pooled distribution using regional model and full gauged record.
[66] The regional quantiles U exhibit less uncertainty than the G10 quantiles for 3 of the 4 sites, particularly for the 100-year quantile. This illustrates the not insignificant information content of the regional model. Most likely this benefit comes from the skewness regional model. With only 10 years of gauged data, the skewness sample errors are large and can induce very large uncertainty in extreme quantiles. This is a timely reminder of the motivation for using regional skewness in Bulletin 17B.
[67] Pooling 10 years of gauged flows with regional information brings about considerable reductions in quantile uncertainty. In some cases, the uncertainty is similar to that for the full gauged record. Not unexpectedly, pooling the full gauged record with regional information reduces uncertainty below that of the full gauged record.
[68] Site 206001 is interesting because the shortened 10-year record appears quite different to the full 81-year gauged record; by chance the shortened record consists of higher-than-average flow years, leading to the shortened flood distribution having an upward bias. The pooled distribution U10 is quite consistent with the full gauged distribution Gf. This illustrates that the use of the regional pooling procedure can help guard against bias in the resultant flood frequency distribution if a short, gauged record is unrepresentative of the long-run flood risk. However, it should be noted that there is potential for the regional model to misspecify the flood distribution at outlier sites.
Conclusion
[69] This study has presented a general Bayesian approach for inferring the GLS regional regression model and for pooling with any available site information to obtain the most accurate flood quantiles at a particular site.
The approach uses a robust block Metropolis scheme to sample the posterior distribution of the GLS regression model parameters. Moreover, it uses a simple but general procedure, based on importance sampling, to pool any kind of site information with regional information. The benefit of this approach is that all available information is fully exploited and uncertainty is rigorously quantified as well as minimized.
[70] Two case studies were used to illustrate important characteristics of the regionalization problem. The first, a synthetic case study, illustrated the complex nature of the posterior distribution for the regional model error variance with its shape dependent on the degree that sampling error dominates the total error in the regional GLS model. It highlights the need for a full Bayesian analysis to properly account for uncertainty. The second case study, involving 24 sites from the east coast of Australia, demonstrated the significant benefit of pooling site and regional information and the quantification of uncertainty.
[71] Although the Bayesian method was illustrated for the log Pearson III distribution, it can be applied to other flood distributions (using the appropriate sampling covariance matrices) or to flood quantiles directly (although pooling with site information is not possible). The algorithms have been implemented in the Fortran 95 programming language, with executable files and documentation freely available for research purposes from the first author, on request.
