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Abstract
We consider the problem of segmenting triangle
meshes endowed with a discrete scalar function f
based on the critical points of f . The watershed
transform induces a decomposition of the domain of
function f into regions of influence of its minima,
called catchment basins. The discrete Morse gradi-
ent induced by f allows recovering not only catch-
ment basins but also a complete topological charac-
terization of the function and of the shape on which
it is defined through a Morse decomposition. Un-
fortunately, discrete Morse theory and related algo-
rithms assume that the input scalar function has no
flat areas, whereas such areas are common in real data
and are easily handled by watershed algorithms. We
propose here a new approach for building a discrete
Morse gradient on a triangulated 3D shape endowed
by a scalar function starting from the decomposition
of the shape induced by the watershed transform.
This allows for treating flat areas without adding
noise to the data. Experimental results show that
our approach has significant advantages over existing
ones, which eliminate noise through perturbation: it
is faster and always precise in extracting the correct
number of critical elements.
keywords: Discrete Morse theory, Watershed
transform, MorseâĂŞSmale complexes
1 Introduction
Forman’s discrete Morse theory [11] is a combinato-
rial counterpart of Morse theory [22]. Used in shape
analysis and understanding, it has been adopted for
shape segmentation, and homology and persistent ho-
mology computation [4]. In particular, discrete Morse
theory is the basis for an efficient and derivative-free
computation of a segmentation of a discretized shape
endowed with a scalar function f . The discrete Morse
gradient fully encodes the topological structure of the
function and of its domain and the regions of influ-
ence of the critical points. Also, the critical net or
the Morse-Smale complex can be efficiently extracted
from it, but the whole theory is developed under the
assumption that no flat areas are present in the input
data. On the other hand, flat areas are very common
in real-world datasets. They can be intrinsic to a
shape, like in terrains representing lakes, isolines or
other real flat features, or they can be due to the
limited precision of acquisition devices. Currently,
most of the approaches based on discrete Morse the-
ory adopt the idea of Simulation of Simplicity (SoS)
[8] for eliminating flat areas (also called plateaus)
by introducing noise into them. Both when we are
analysing the morphology of a scalar field, or when
we are studying the persistent homology of a shape a
fundamental step is computing persistence pairs [7].
Using discrete Morse theory, the computational com-
plexity of this operation depends on the number of
1
critical simplexes present in the data. The pipeline
resulting from using SoS is then conceptually mis-
leading. Introducing a number of spurious critical
simplexes we increase the computational complexity
for computing the persistence pairs and we succes-
sively remove the spurious critical simplexes before
studying the actual results.
We propose here a new algorithm that creates a
discrete Morse gradient starting from a watershed
decomposition of a triangulated 2D shape in R3 en-
dowed with a scalar function. It permits to construct
a discrete Morse gradient from real data containing
flat areas without perturbing the original function.
To do so we first segment our domain using an exist-
ing watershed approach, subdividing the vertices of
the input triangulated surface Σ into regions of influ-
ence of the minima of the scalar function f defined
on Σ. Then, our algorithm proceeds in three steps.
First, all the vertices in Σ, with the exception of the
minima of f , are paired with some incident edge. This
pairing is induced by the used watershed algorithm.
Second, starting from the boundary of each basin,
triangles that are contained in the basin are paired
with edges. Third, the gradient obtained so far is
modified to introduce critical triangles corresponding
to maxima of f and finally, edges and triangles be-
tween basins are paired to produce the final discrete
Morse gradient. The discrete Morse gradient extends
the watershed decomposition in the sense that, by
navigating the gradient, we obtain the same regions
of influence of the minima as the watershed decom-
position. At the same time, it gives a much more
powerful topological description of the function and
its domain since from a discrete Morse gradient all
the Morse features, including the critical net and the
Morse-Smale complex, can be computed. The fact
that the discrete Morse theory subsumes the water-
shed approach was experimentally shown in [5] by
comparing their results on input data satisfying the
requirement of having no flat features. Here, we go
further and propose a method to complete the output
of a watershed algorithm to a discrete Morse gradient.
The main contributions of our work are:
• a new algorithm for computing a discrete Morse
gradient on 2D scalar fields with flat areas,
• a constructive proof of the equivalence of the
techniques based on discrete Morse theory and
watershed,
• experiments showing that our algorithm is faster
in computing the Forman gradient compared to
the state of the art techniques, while it preserves
the flat areas.
The remainder of the paper is organized as follows.
In Section 2, we review some background notions on
discrete Morse theory and on the watershed trans-
form. In Section 3, we discuss some related work on
these subjects. In Sections 4, 5, 6 and 7, we describe
the three steps of our algorithm. Experimental results
are presented in Section 8, and concluding remarks
are drawn in Section 9.
2 Background Notions
We recall here some basic notions on discrete Morse
theory [11] and on the watershed transform [20, 23],
both in the framework of triangle meshes. A triangle
mesh Σ is a set of triangles such that, for any pair of
distinct triangles σ1 and σ2 ∈ Σ, either σ1 and σ2 are
disjoint, or their intersection is a common edge or a
common vertex. Vertices and edges of the triangles
in Σ are also considered as belonging to Σ. Triangles,
edges and vertices are also simplexes of dimension
2, 1, and 0, respectively. A k-dimensional simplex,
or k-simplex, σ is the convex hull of k + 1 affinely
independent points. The convex hull of any subset of
the vertices of σ defines a simplex γ which is called a
face of σ, while σ is a coface of γ. Thus, the faces of a
triangle are its three edges and vertices, and the faces
of an edge are its two extreme vertices. The star of a
k-simplex σ in Σ is the collection of all the cofaces of
σ in Σ.
2.1 Discrete Morse theory
Discrete Morse theory [11] is defined for simplicial
and cell complexes, but here we introduce it for tri-
angle meshes, which are a special case of simplicial
complexes. Discrete Morse theory [11] considers func-
tions defined over all the simplexes (vertices, edges,
triangles) of a triangle mesh Σ. A function F defined
over all the simplexes of Σ is called a discrete Morse
function, or a Forman function if, for any k-simplex
σ, all the (k−1)-faces of σ have a lower F value than
σ, and all the (k + 1)-cofaces have a higher F value
than σ, with at most one exception. A simplex is
critical if there is no such exception. Figure 1a shows
an example of a discrete Morse function F . Vertex 0
is critical (minimum), since F has a higher value on
all edges incident to it. Triangle 9 is critical (maxi-
mum), since F has a lower value on all edges incident
to it. Edge 8 is critical (saddle), since F has a higher
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Figure 1: (a) A discrete Morse function on a triangle
mesh and (b) the corresponding discrete Morse gra-
dient. Each simplex is labeled by its function value.
value on the incident triangle 9, and lower values on
its extreme vertices.
The unique exception to the above rule, which
holds for a non-critical simplex, permits to pair such
simplex with either one of its faces, or one of its co-
faces. Thus, a discrete Morse function F on a triangle
mesh Σ induces a collection of pairs (σ, τ), where σ is
an edge and τ is a triangle, or σ is a vertex and τ is
an edge, with σ face of τ . Such pair can be depicted
as an arrow going from σ (tail) to τ (head), as shown
in Figure 1b. An alternative way to introduce dis-
crete Morse theory is through the notion of Forman
gradient.
A collection of pairs (σ, τ) defines a discrete vector
field V when each simplex of Σ is in at most one pair
of V [11]. A V -path is a sequence σ1, τ1, σ2, τ2, ...,
σr, τr of k-simplexes σi and (k + 1)-simplexes τi, i =
1, .., r with r ≥ 1, such that (σi, τi) ∈ V , σi+1 is a
face of τi, and σi 6= σi+1. In a triangle mesh, V -
paths involve either vertices and edges, or edges and
triangles. A V -path with r > 1 is closed if σ1 is a
face of τr different from σr−1. A discrete vector field
V is called a discrete Morse gradient vector field (or
a Forman gradient) if and only if there are no closed
V-paths in V . A critical simplex of V of index k is a
k-simplex γ which does not appear in any pair of V .
There is a correspondence between discrete Morse
functions and discrete Morse gradients [10]. Namely,
for each such function F , a discrete Morse gradient
VF can be constructed. Conversely, for each discrete
Morse gradient V there exists a (non-unique) For-
man function F such that the gradient of F is V .
The (negative) discrete Morse gradient VF of F at
a vertex (edge) σ indicates the direction of a unique
coface edge (triangle) τ of σ, in which F is decreas-
ing. Figure 1b shows the discrete Morse gradient VF
corresponding to the Forman function F in Figure 1a.
As noted in [11, 12], Forman functions are hard to
find, and are unintuitive to work with. Thus, almost
all the algorithms available in the literature focus on
computing a discrete Morse gradient.
2.2 The Watershed transform
The watershed transform has been first defined for
grey-scale images [30, 28, 20, 25, 29], and has sub-
sequently been extended to triangle meshes [19]. It
is defined on an undirected labeled graph H =
(NH , AH , f), where the nodes in NH , labeled by func-
tion f , represent the pixels in an image, or the vertices
of a triangle mesh, and the arcs in AH represent the
edge-adjacencies between pairs of pixels or the edges
in a triangle mesh. The notion of a discrete topo-
graphic distance is given in terms of minimum-cost
paths in H [20]. The lower slope LS(p) at a node p
is the maximal slope linking p to any of its neighbors
of lower function value:
LS(p) = max{f(p)− f(q)
dist(p, q)
| (p, q) ∈ AH , f(q) < f(p)}
where distance dist(p, q) is computed in domain space
(i.e., on the 2D plane in case of an image). If no neigh-
bor q exists with f(q) < f(p), then LS(p) = 0. A cost
is associated with the arcs in AH defined in terms
of the lower slope. The π-topographic distance be-
tween nodes p and q is the sum of costs of all directed
arcs in path π connecting p and q. The topographic
distance T (p, q) between p and q is the minimum of
the π-topographic distances along all such paths π.
The catchment basin of a minimum m of f is the set
of nodes closer to m than to any other minimum of
f . Note that the topographic distance is actually a
pseudo-distance, because it is equal to zero on distinct
nodes in the same flat area.
3 Related Work
We provide here an overview of algorithms for ex-
tracting discrete Morse gradients, and catchment
basins based on the watershed transform.
3.1 Algorithms for discrete Morse
gradient
Algorithms based on discrete Morse theory are purely
combinatorial, dimension-independent and indepen-
dent of the type of the discretization of the underly-
ing shape (domain of f).Algorithms [24, 26, 27, 31]
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are easily parallelizable or have been specifically de-
veloped for distributed computation. Starting from
a discrete scalar function f defined over the vertices
of a complex Σ, they aim at constructing a discrete
Morse gradient that best fits function f . They focus
on extracting a minimum number of critical simplexes
[24, 15], or they perform a-posteriori simplifications
to reduce their number [17, 14]. The typical appli-
cations for such algorithms are data analysis and vi-
sualization, since a discrete Morse gradient provides
a computationally efficient way for extracting the re-
gions of influence of the critical points.
The algorithm presented in [24] has been recog-
nized as one of the most powerful. It has been
adapted to triangle and tetrahedral meshes in [31, 9]
and an optimized version for computing persistent ho-
mology on volumetric images has been developed in
[13]. A function value is defined for each simplex by
listing the field values on its vertices in lexicographic
order. The algorithm processes the lower star of each
vertex v in Σ independently, where the lower star of
a simplex σ is the subset of the star of σ contain-
ing only simplexes with a lower function value than
σ. Simplexes are considered in ascending order of
function value and of dimension in such a way that
each simplex is considered after its faces. The sim-
plexes in the lower star of the current simplex are
paired via homotopy expansion. Two simplexes, k-
simplex σ and (k + 1)-simplex τ , are paired when σ
has no unpaired coface and τ has only one unpaired
face (i.e., σ). In [24] it has been proven that up to the
3D case, the critical cells identified are in one-to-one
correspondence with the topological changes in the
sub-level sets of the scalar function defined over the
complex.
Based on the latter, a new algorithm has been de-
fined in [16] for computing a discrete Morse gradient
based on an input segmentation. Similarly to our
proposal, the input segmentation is used for guiding
the gradient computation. However, in [16] the seg-
mentation has the purpose of limiting the number of
gradient paths between adjacent regions, while in our
case, as we describe in Section 4, the segmentation
helps us to reconstruct the correct number of critical
simplexes.
3.2 Watershed algorithms
Several algorithms have been proposed in the litera-
ture for performing the watershed transform, which
are based on the discrete topographic distance [20],
on simulated immersion [30, 28], or on rain falling
simulation [19, 29].
The approach based on topographic distance di-
rectly applies the definition of catchment basins. The
image integration algorithm by Meyer [21, 20] is a
variation of the Dijkstra-Moore algorithm [6] for com-
puting the shortest path, in terms of topographic dis-
tance, from a source node to every other node in a
graph. The hill climbing algorithm [20] is a simplified
version of the image integration approach, which ap-
plies to regular grids, since the distance between two
adjacent nodes p and q in domain space is assumed
to be constant.
The intuitive idea behind the simulated immersion
approach [30, 28] is that of letting water raise from
minima. When applied to the graph H describing the
image or the triangle mesh, the algorithm expands
catchment basins by processing the nodes of H by
increasing function values. When a certain level h is
reached, all catchment basins of minima with value
h′ < h have been started and contain just nodes with
function values lower than h. Processing level h will
add new nodes to existing basins, and will start new
basins from minima having a function value equal to
h. The expansion of existing basins treats flat areas
in a transparent way.
The watershed approaches discussed so far have
in common the idea of growing catchment basins
upwards from the minima of f . The rain falling
paradigm [19, 29] uses the idea of letting water fall
down from each vertex until it reaches a minimum.
The algorithm descends from each node to its lowest
adjacent node until a minimum is reached. The al-
gorithm in [19] is for triangle meshes, while the one
in [29] is for regular grids. Both of them allow for
the treatment of flat areas. In [19], all such areas
are found in a preliminary step and each of them is
treated as a single node. In [29], flat areas are found
as they are encountered during the descent. An im-
plementation of the rain falling simulation for triangle
meshes has been used in [18].
In the output of watershed algorithms, not all
nodes belong to a catchment basin. In the approaches
based on topographic distance and on simulated im-
mersion, nodes that have the same distance from dif-
ferent minima, or are reached by water from different
minima, are labelled as belonging to watershed lines
(watershed nodes).
3.3 Removal of Flat Areas
Simulation of Simplicity (SoS) [8] is the most widely
used method to resolve differentiability in topological
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analysis in the discrete case. Given a complex with
flat areas, a strictly increasing ordering of vertices is
defined. The new indexes preserve the old order (in-
duced by function values) for distinct value data and
impose a new ordering for vertices having the same
value. The main drawback of SoS is that it intro-
duces spurious critical points that are not present in
the original data. To mitigate this problem an im-
proved version of the SoS approach has been intro-
duced in [14]. Two sorted queues are used for impos-
ing a breadth first visit of the flat areas. In this man-
ner, no spurious minima are created but saddles and
maxima are still introduced without control. The al-
gorithm presented in [18] is the only one, to the best
of our knowledge, that address the problem of per-
turbing data in a such a way that the modified scalar
field does not have missing or extra critical points.
This algorithm works on triangle meshes only. It it-
eratively addresses vertices on the boundary of a flat
area and slightly raises or lowers them (according to
specific rules), in order to progressively "erode" each
plateau without creating new maxima or minima, or
deleting existing ones. The method has to use a prior-
ity queue of candidate vertices for the various rules, as
each modified vertex creates new candidates. More-
over, in order to avoid machine precision errors, it ap-
plies a symbolic modification of height values followed
by a final rescaling of all the vertices. For such rea-
sons, it is rather complicated and intrinsically slower
than using perturbation.
4 Computing the discrete Morse
gradient
In this section, we describe our approach, that com-
bines watershed transform and discrete Morse the-
ory, for computing a Forman gradient from a scalar
field. The input of our algorithm is a triangle mesh Σ
endowed with a scalar function f at its vertices, to-
gether with a partition of the vertices of Σ, produced
by a watershed algorithm (see Section 3). In our im-
plementation we have used simulated immersion, but
any other watershed algorithm can be used as well.
We apply the watershed algorithm to the graph H
formed by the vertices and edges of Σ, where each
node of H, which is a vertex of Σ, is labeled with
the corresponding value of f . Recall that the wa-
tershed algorithm applied to H labels the nodes of
H as belonging to catchment basins or to watershed
lines. We remove watershed nodes by assigning them
to a basin in the following way. A queue of watershed
Figure 2: A triangle mesh representing a terrain,
where scalar function f is elevation. Dots indicate
the unpaired or critical simplexes after step 2. All
triangles contained in some basin are paired, while
triangles on the boundary of two or more basins are
still unpaired.
nodes having a lower adjacent node assigned to some
basin is built. At each step, a watershed node v is
extracted from the queue, labeled as belonging to the
same basin as its neighbor with lowest function value,
and watershed nodes adjacent to v are inserted into
the queue. The process continues until the queue is
emptied. The result of this preprocessing is a parti-
tion of the vertices of Σ into catchments basins.
The discrete Morse gradient V induced by the wa-
tershed algorithm is built in three steps:
1. Vertex-edge pairing: A discrete Morse gradient
V ′ is constructed having only vertex-edge pairs,
such that each vertex, which is not a minimum,
is paired in V ′.
2. Edge-triangle pairing inside basins: V ′ is ex-
tended to V ′′ by adding edge-triangle pairs in
such a way that each triangle lying completely
inside some basin (i.e., such that all three ver-
tices belong to the basin) is paired (see Figure
2).
3. Edge-triangle pairing between adjacent basins:
The final discrete Morse gradient V is built from
V ′′ by determining critical triangles and pairing
the remaining edges and (non-critical) triangles
whose vertices belong to different basins.
In the following three sections, we describe the
three steps in detail, and prove the correctness of each
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Algorithm 1: vertexEdgeInsideFlat(Σ,f ,V )
1: Input: Σ, triangle mesh
2: Input: f , scalar function
3: Input: W , watershed segmentation
4: Input/Output: V , Forman gradient
5:
6: for each vertex v in Σ do
7: if !isPaired(v,V) AND !isCritical(v,V) then
8: K ← collectPairedInsideFlatArea(v,V)
9: if K = ∅ then
10: setCritical(v,V){v is a minimum}
11: K ← adjacentsUnpaired(v,Σ,V)
12: for each u in K do





18: Q← K {Q is queue}
19: while !Q.isEmpty() do
20: u ← Q.pop()
21: for each w in adjacentsUnpaired(u,Σ,V)
do











step, and thus of the whole algorithm. We show that
the pairing of cells established by our algorithm de-
fines a discrete Morse gradient V on Σ such that there
is a one-to-one correspondence between the critical
points of the scalar function f and the critical sim-
plexes of V .
5 Step 1: Vertex-Edge Pairing
We first pair the vertices that do not belong to any
flat area. We construct the vertex-edge pairs directly
from the watershed partition. Each vertex v in Σ is
paired with its lowest adjacent vertex u, belonging
to the same basin, only if they do not share a flat
edge. A second sweep on the vertices of Σ is used
Figure 3: Pairings inside a plateau minimum. (a) A
vertex is chosen as representative minimum (inside
the red circle) and all its adjacent vertices are paired.
(b) The paths are then extended starting from those
vertices until all the vertices in the plateau are paired.
for pairing vertices inside flat areas (see Algorithm
1). These are exactly those left unpaired after the
first sweep (row 7). For each unpaired vertex we re-
cursively collect the adjacent vertices inside the flat
area. Among them we select those that have been al-
ready paired (K ← collectPairedInsideFlatArea(·)).
If K = ∅ the flat area is a minimum and v is set as
critical (see Figure 3a). Each unpaired vertex u, ad-
jacent to v, is then paired with v if the edge uv is
flat (rows 11 to 14). After that, plateau minima and
non-minima are treated in the same fashion. We in-
sert the vertices, belonging to the plateau, that have
been already paired, in a queue Q (row 17). Vertices
in Q are recursively paired, in a breadth first man-
ner, with adjacent vertices having the same value of f
and belonging to the same basin (row 20). The latter
corresponds to extending the gradient paths upwards,
starting from vertices having gradient paths that exit
from the plateau (see Figure 4), or from the artificial
minimum (see Figure 3b) in case of a plateau mini-
mum.
5.1 Correctness of step 1
We have to show that the constructed set of vertex-
edge pairs, that we denote with V ′: (i) has no cycles;
(ii) all vertices are paired, with the exception of the
minima of f , and of one artificial minimum for each
plateau minimum.
We observe that the input of our algorithm is a cor-
rect watershed output. Distinct minima of function f
(including plateau minima) have different labels, and
each other vertex takes its basin label from one of its
lower adjacent vertices.
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Figure 4: Pairings inside a non-minimum plateau. (a)
Starting from the vertices belonging to the plateau
and already paired (red dots), the other vertices are
progressively paired (b), (c).
Properties (i) and (ii) are trivially satisfied for non-
flat edges. For flat edges, let P be the connected set
of vertices that form a plateau, let A be the set of
edges in Σ that connect vertices in P and let A∗ be
the set of edges in A that are paired with a vertex
in P . The graph (P,A∗) is a spanning forest of the
graph (P,A). The roots of trees in (P,A∗) are vertices
paired with an edge connecting it to a lower neighbor
(for non-minimum plateaus) or the artificial minimum
(for plateau minima). Since there are no cycles in
a forest, property (i) is satisfied. Since (P,A) is a
connected graph, each node in P is either a node or
a root of some tree, implying property (ii).
6 Step 2: Edge-Triangle Pairing
Inside Basins
We extend the collection V ′ of vertex-edge pairs pro-
duced at step 1 by adding edge-triangle pairs to V ′
for each triangle t where the three vertices of t belong
to the same basin R. In that case, for short, we say
that triangle t is inside R. We denoted the extended
set as V ′′.
We use a priority queue Q of edge-triangle pairs or-
ganized in descending order of the interpolated func-
tion value at the centroids of the edges. Q is initial-
ized with pairs (e, t), where e is an unpaired edge on
the boundary of R and t is an unpaired triangle inside
R and incident in e. Then, for each edge-triangle pair
(e, t) in Q, if t is already paired the pair is skipped.
Note that the pairing of t might have occurred while
processing another edge of t with higher priority than
e. Otherwise, edge e and triangle t are paired in V ′′.
Each unpaired edge e′ of t, with e′ 6= e, is added to Q
together with the triangle t′ sharing e′ with t only if
t′ is inside the same basin as t. The process continues
until Q becomes empty.
The above process progressively erodes the set of
unpaired triangles inside a basin, starting from tri-
angles lying on the boundary of the set (which are
paired first) and then moving into the basin.
6.1 Correctness of step 2
We have to show that (i) the edge-triangle pairs con-
structed do not form cycles, and (ii) all triangles lying
inside a basin have been paired.
Let us consider the set of triangles inside a basin
R. This set consists of one or more connected compo-
nents, each bounded by one or more cycles of edges.
Q is initialized using the unpaired edges belonging
to such cycles. Each time a triangle t is paired with
one of those edges, the other (unpaired) edges of t are
inserted in the queue. Thus, after each pairing, we
obtain a new set of bounding cycles, which are con-
tained in the previous ones, until there are no more
unpaired triangles inside R. Property (i) is shown
by noting that generated gradient arrows are always
directed from outer boundary (before the update) to
inner boundary (after the update). Figure 5 shows a
working example; note that a connected component
can be split into two, and in that case each of the two
cycles has an edge added to the queue.
For property (ii), we have to show that Q is ini-
tialized with at least one unpaired boundary edge
for each connected component of (unpaired) trian-
gles inside a basin R. This follows from the fact that
there is, at least, one unpaired edge e in each cycle
C bounding a connected component of triangles in-
side a basin R in the initial configuration. Otherwise,
there would be a vertex in C that is paired with more
than one edge, or there would be a closed path in V ′
consisting of vertices and edges in cycle C, which is
false (as we proved in Section 5.1).
7 Step 3: Edge-Triangle Pairing
on Basin Boundaries
At the end of the second step, all triangles inside a
basin are paired. Unpaired triangles are limited to
those on the boundary between basins, and are or-
ganized into triangle strips, as depicted in Figure 2
(general view) and in Figure 6a (detail).
The following step is described in Algorithm 2. We
identify both isolated maxima of f (vertices of Σ hav-
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Figure 5: Successive pairings inside a basin and updates of the corresponding cycles. (a) Discrete Morse gradient
V ′ with only vertex-edge pairs. Vertices abcdef define edges in cycle C. (b) After pairing of unpaired edge ab
with triangle abg, edge ab is replaced with edges ag and bg in cycle C. (c) After pairing of unpaired edge de
with triangle deg, cycle C is split in two, C ′ defined by bcdg and C ′′ by agef . (d) After pairing of unpaired
edge bg with triangle bcg, cycle C ′ surrounds a unique triangle cdg, (e) which is then paired with unpaired edge
dg.
ing all the adjacent vertices with a lower function
value), and plateau maxima, which are sets of con-
nected vertices such that all the vertices adjacent to
them have the same or a lower function value. For
each maximum, we pick the corresponding critical tri-
angle (row 10) among those incident in the maximum
vertex, or in one of the vertices of the plateau maxi-
mum. Precisely, the critical triangle is the unpaired
triangle having the maximum number of unpaired
edges on its boundary. If two or more triangles have
the same number of unpaired edges, we pick the one
having the centroid with the highest (interpolated)
function value. From maximum triangles, we start a
descending process in which we create new gradient
pairs. We say that t′ < t when the the third vertex of
t′ (not in t) has a lower function value than the two
shared vertices. Let t be the current triangle (initially,
a maximum triangle). We initiate a descending gradi-
ent path from each of its unpaired edges (row 16). We
pair each of such edges e with its incident triangle t′
different from t, if t′ < t. Otherwise, we declare edge
e as critical. A working example is shown in Figure
6. Cases exist where maxima lie inside some basin
R instead of lying on its boundary. In this case the
identified critical maximum is surrounded by paired
triangles. In such cases (see Algorithm 3), triangle
t is chosen based on the function value of the cen-
troid and declared critical (rows 6 and 7). Then, the
gradient path originally converging to t is reversed.
7.1 Special cases
The above process may leave unpaired triangles and
edges when the domain has a boundary (see Figure
7a) or when a basin R1 is completely contained in
another basin R2 (see Figure 8a).
a b
Figure 6: A terrain with two minima (cyan) and one
maximum (red). (a) Pairs obtained after the first two
steps. (b) The red triangle is defined as a maximum
and the descending paths from its edges to the two
green critical edges are created.
In such cases, we need to find other triangles (and
edges) to restart a descending path. In the first case,
an unpaired triangle t must be adjacent to the bound-
ary of the domain along an unpaired edge e. In the
second case, either there is an unpaired edge e on
the boundary of R2 (it has endpoints in R2, and the
third vertex of the unpaired triangle t incident to e
is in R1), or there is a critical edge c with endpoints
in R2, such that there is a gradient V ′′-path starting
from an edge e on the boundary of R2 and ending at
a triangle incident to c. In the latter case, we reverse
this gradient path making e unpaired. Among such
candidates, we select the one with the highest inter-
polated function value on the unpaired edge e, then
we pair e and t, and we restart a descent from each
other unpaired edge of t (as described before). This
process continues until all triangles have been paired.
An example involving a boundary edge is shown in
Figure 7. An example with a basin contained in an-
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Algorithm 2: edgeTrianglePairing(Σ,f ,V )
1: Input: Σ, triangle mesh
2: Input: f , scalar function
3: Input/Output: V , Forman gradient
4:
5: visited ← array[vertices in Σ]
6: for each vertex v in Σ do
7: if !visited[v] AND isMaximum(v,Σ,f) then
8: K ← collectPlateauVertices(v,Σ,f)
9: setVisited(K,visited)
10: t ← pickBestTriangle(K,Σ,V,f)
11: if t != ∅ then
12: setCritical(t,V)
13: Q← t
14: while !Q.isEmpty() do
15: t ← Q.pop()
16: for each unpaired edge e in t do
17: t’ ← adjacent(e,t)













other basin is shown in Figure 8.
7.2 Correctness of step 3
Step 3 creates one maximum triangle in the gradient
field for each maximum of function f . We have to
show that no cycles are created during the descent.
Since all the gradient paths are built following a de-
scent on the function value, no closed V-paths can be
obtained.
In the special cases, we have to show that at least
one triangle-edge pair exists as a candidate to restart
the descent. In case where an unpaired triangle is
on the boundary of the domain, the boundary edge
must be unpaired, because it could only be paired
with the triangle itself. In case where one basin R1
is completely contained in another basin R2, if an
unpaired edge e exists on the boundary of R2 that
Algorithm 3: reversePath(Σ,K, f ,V )
1: Input: Σ, triangle mesh
2: Input: K, vertices in the plateau
3: Input: f , scalar function
4: Input/Output: V , Forman gradient
5:
6: t ← pickBestTriangleInsideBasin(K,Σ,V,f)
7: setCritical(t,V)
8: e ← getPair(t,V)
9: t’ ← adjacent(e,t)
10: while t’ < t do
11: e’ ← getPair(t’,V)
12: removePair(e,t,V)
13: setPair(e,t’,V)
14: e ← e’
15: t ← t’
16: t’ ← adjacent(e,t,Σ)
17: end while
18: setCritical(e,V)
is incident to an unpaired triangle t in the triangle
strip between R1 and R2, we are done. Otherwise,
let us consider the simplicial complex ΣR defined by
connected component of triangles in R2 that encloses
R1 and all the incident edges and vertices, together
with the restriction V ′′R of V
′′ to ΣR. Note that each
two vertices in ΣR are connected through a V ′′R -path.
Since ΣR has a hole corresponding to R1 and V ′′R is
a discrete Morse gradient, there must be at least one
critical edge c in ΣR incident to two triangles t1 and
t2 in ΣR. Since all triangles in ΣR are paired, there
is a gradient V ′′R -path p1 starting at an edge e1 on
the boundary of R2 and ending at t1, and similarly
for t2. Such gradient paths define triangle strips, i.e.,
each two consecutive triangles in the path share an
edge that is paired with one of the two triangles. The
two edges e1 and e2 must be on two different cycles of
boundary edges of R2, because otherwise the union of
triangles in the two paths p1 and p2 would disconnect
the vertices in ΣR, i.e., the endpoints of c would not
be connected through a gradient path in ΣR. For
similar reasons, such gradient paths for two different
critical edges cannot start at edges belonging to the
same two cycles. Thus, for each basin R1 enclosed in
R2 there must be an edge e on the boundary of R2
that is incident to a triangle t with the third vertex
in R1, such that there is a gradient V ′′-path starting
at e and ending at some triangle in R2 incident to
a critical edge c. The reversal of this gradient path
will pair e with t, and step 3 of the algorithm can
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a b
Figure 7: A terrain with two minima (cyan) and one
maximum (red). (a) Pairs obtained after the first two
steps. (b) The red triangle is defined as a maximum
and the descent from it ends at the green critical edge
on the boundary, white triangles remain unpaired.
The descent is restarted from the boundary triangles
marked with circle ending on the other green (critical)
edge.
a b
Figure 8: (a) A basin (yellow) completely contained in
another one (pink). The descent starts from the un-
paired triangle having three unpaired edges (marked
with red circles). (b) The set of triangles paired with
edges and the new critical (green) edge.
proceed from the remaining two edges of t. From the
discussion above, it follows that path reversal and the
pairing of triangles between R1 and R2 will not create
closed gradient V -paths. Thus, the gradient field V ,
built by our algorithm, is a discrete Morse gradient
on Σ: it is defined by vertex-edge and edge-triangle
pairs, each element of Σ is in at most one pair and
there are no closed V -paths.
8 Results and discussion
The presented approach is based on the idea of in-
troducing a single critical vertex or triangle wherever
there is a minimum or maximum in the dataset in the
piecewise-linear sense (see [3]). We have proved that
no vertices and triangles (other than those associated
with minima and maxima, respectively) remain un-
paired after applying our algorithm and, thus, the
number of critical minima and maxima is correct. We
checked that also the number of critical edges found
is always correct by exploiting the Euler formula and
the known Euler characteristic of the domain of our
test meshes.
In this section we compare the results obtained us-
ing our approach with those combining Simulation of
Simplificty (SoS) [8], or its improved version (SoS++)
[14], with the algorithm for Forman gradient compu-
tation based on homotopy expansion in [24]. For en-
coding the triangle mesh and representing the Forman
gradient we are using the efficient representation de-
scribed in [31]. Experiments have been performed on
a MacBook Pro with a 2.8GHz processor and 16GB
of memory. The segmentation algorithm used in our
experiments is the watershed by simulated immersion
[30].
Tests have been performed on a variety of trian-
gle meshes representing both terrain datasets and 3D
shapes (closed triangulated surfaces). The results are
shown in Table 1. For each dataset, we present the
number of vertices (|V |), triangles (|T |) and the total
number of critical points (|CP |) of the scalar field.
Note that this latter is equal to the total number of
critical simplexes of the discrete Morse gradient ex-
tracted by our algorithm. The timings required by
the new algorithm are shown separately for each step.
We can notice that the time required by step 1 is gen-
erally less than that required by step 2, since steps 1
and 2 cycle over vertices and triangles, respectively,
and there are twice as many triangles as vertices in
any triangle mesh. For the same reason, step 3 re-
quires about the same time as step 2 since it cycles
over the triangles for a second time. Column Tot
indicates the time required by the algorithm includ-
ing also the computation of the watershed segmen-
tation. Columns SoS and SoS++ in Table 1 show
the number of critical points obtained imposing a
total order on the vertices based on the respective
methods. We can notice the drawback of introducing
noise for perturbing the input function around flat
areas. When the input function has large flat areas,
the number of spurious critical simplexes found by
the algorithm increases up to a maximum of 46% of
the total number of critical simplexes found by our
algorithm. SoS++ solves only partially the problem
and for some datasets more than 40% of the criti-
cal simplices identified are still spurious. Figure 9
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Figure 9: Our algorithm finds the correct number of
critical simplexes, and (b) the one in [24] finds up to
5.6 times more critical simplexes. Dots mark maxima
(red), minima (blue), saddles (green).
shows this behavior on three toy expamples; Figures
10 and 11 show it on two real datasets. On the left,
we show the critical simplexes extracted by our algo-
rithm, on the right those extracted by the algorithm
in [24] after SoS is applied. The last column presents
the time required for computing the Forman gradient
using the algorithm described in [24]. Notice that the
latter does not include the time required for creating
the total order with SoS or SoS++. By comparing the
timings of the two algorithms, we see that our method
takes less time in general, being up to 2.1 times faster.
The algorithm in [24], however, is dimension inde-
pendent, while our algorithm is designed for triangle
meshes only, and does not extend to higher dimen-
sions in a straightforward manner. Another approach
could be to eliminate plateaus with the method in [18]
and then compute a discrete Morse gradient with the
algorithm in [24]. However, the results presented in
Table 1 make such a comparison unnececessary, be-
cause our method is already faster than [24] alone.
9 Concluding Remarks
We have proposed a new algorithm that constructs
a discrete Morse gradient on triangulated surfaces
endowed with a scalar field by starting from a wa-
tershed decomposition of their set of vertices. The
first property of our approach is that the discrete
Morse gradient computed maintains the vertex clas-
sification inferred by the watershed decomposition,
since the vertex-edge pairs are built in the same way
as in the watershed decomposition. By combining
an algorithm for watershed decomposition as a pre-
processing step and the algorithm proposed here, we
are able to process scalar fields that are not generic,
i.e., that have adjacent vertices with same function
value. This opens up to the use of discrete Morse
theory in real applications where flat areas are com-
mon, such as in terrain modeling but not only. Our
method is preferable to other approaches based on
simulation of simplicity [8, 14], since it preserves the
original number of topological features. We have dis-
cussed the soundness of the new method and have
demonstrated the importance of properly handling
flat areas when dealing with morphological analysis
of terrains and shapes. Also we have provided a fair
comparison between our algorithm and the state of
the art in computing a discrete Morse gradient start-
ing from a given scalar field in 2D. We are currently
working on a parallel implementation of our algo-
rithm. In particular the vertex-edge pairing (section
5) and the edge-triangle pairing (section 6) can be
parallelized improving time efficiency. We think that
extending the computation of a discrete Morse gra-
dient to functions with flat areas will strongly en-
courage the wider use of topological tools in shape
analysis. The source code is publicly available
(https://github.com/IuricichF/FormanGradient2D).
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Dataset |V | |T | |CP | Our Method. SoS [8] SoS++ [14] Exp.[24]1 2 3 Tot. |CP| Time
Crater 100K 199K 869 0.4 0.4 0.3 1.3 1637 (+46.9%) 1609 (+45.9%) 2.6 (x2.00)
GardaLake 810K 1.6M 62291 2.9 2.9 2.9 10.1 99259 (+37.2%) 77733 (+19.8%) 20.6 (x2.03)
Kilimanjaro 490K 0.9M 26175 1.5 1.7 1.5 5.4 38591 (+32.1%) 29297 (+10.6%) 11.6 (x2.14)
ComoLake 810K 1.6M 43269 2.3 2.8 2.6 8.9 68729 (+37.0%) 52573 (+17.6%) 19.3 (x2.16)
Baia 4.1M 8.3M 31805 9.5 17.2 16.0 48.8 37541(+15.2%) 34665 (+8.2%) 91.8 (x1.88)
Puget 9M 19M 328235 26.7 39.5 37.2 122.1 417943 (+21.4%) 347649 (+5.5%) 218.9 (x1.79)
OilPump 0.5M 1.1M 24436 1.3 2.1 0.9 5.3 28070 (+13.0%) 26210 (+6.7%) 13.1 (x2.4)
Carter 0.5M 1.0M 35306 1.9 1.3 1.1 5.8 52336 (+32.3%) 47386 (+25.4%) 12.4 (x2.0)
Eros 0.4M 0.9M 41236 1.2 1.5 0.9 4.5 63182 (+34.8%) 45748 (+9.8%) 10.8 (x2.4)
Rim01 0.6M 1.3M 57320 3.0 2.2 2.0 8.4 83722 (+31.6%) 75026 (+23.5%) 14.9 (x1.7)
Neptune 0.2M 4.0M 272546 7.2 6.6 5.4 23.9 390988 (+30.3%) 334558 (+18.5%) 50.3 (x2.1)
Table 1: Results obtained from eleven triangle meshes. The first six represent terrain datasets, where the
scalar function is elevation. The last five are freeform surfaces, and the scalar function defined on them is
mean curvature. The columns show, for each mesh, the number of vertices, triangles, critical simplexes, the
computation times for our algorithm for performing steps 1, 2 and 3, and the total computation time of our
approach including the preprocessing step computing the input watershed segmentation, the number of critical
simplexes obtained while applying simulation of simplicity (SoS) and the improved version described in [14]
(SoS++). The last column shows the computational time for the homotopy expansion algorithm (timings are
expressed in seconds). Blue and red values indicate the lowest and highest value for each column, respectively.
Figure 10: The 953 critical simplexes, connected through a discrete Morse gradient, computed on the Crater
dataset (a) using our algorithm. Using the algorithm in [24] and SoS 1761 critical points are found (b). Red,
blue and green dots mark maxima, minima and saddles, respectively.
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Figure 11: (a) The Rim01 dataset enriched with the mean curvature for each vertex. Our method identifies
57320 critical points (a) while using the algorithm in [24] and SoS, 83722 critical points are found (b). Red,
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