Abstract
Introduction
Modelling macroeconomic time series has received considerable attention in the last few decades. Initially, deterministic approaches were adopted, based on linear (or quadratic)
functions of time and/or seasonal dummy variables. These models, however, were shown to be inappropriate in many cases, especially if the trend or the seasonal components changed or evolved over time. Unit root models were then proposed by Box and Jenkins (1970) and test statistics were developed by Dickey and Fuller (1979) ; these tests became extremely popular, especially after the seminal paper of Nelson and Plosser (1982) . Seasonal unit root tests were also proposed for quarterly (e.g. Dickey, Hasza and Fuller, DHF, 1984, and Hylleberg, Engle, Granger and Yoo, HEGY, 1990) and monthly (Hasza and Fuller, HF, 1982, and Beaulieu and Miron, BM, 1993, etc.) data. More recently, the unit root approach has been extended to allow for other types of long-memory behaviour, in particular allowing for fractional degrees of integration in each of the components of the series. A review of fractional processes at the zero frequency is Baillie (1996) and tests of the (possible) fractional order of integration at the seasonal quarterly and monthly components can be found in Gil-Alana and Robinson (2001) and Gil-Alana (1999) . These two papers are based on a procedure due Robinson (1994) that is very general in the sense that it allows to consider a large variety of long memory processes.
In this paper, we introduce a version of Robinson's (1994) procedure which is suitable to test simultaneously for the order of integration of the trend and of the seasonal (quarterly and monthly) components of a time series. The tests are fairly general and allow us to test for both unit and fractional degrees of integration. The outline of the paper is as follows: Section 2 describes the version of the tests of Robinson (1994) used in this paper.
Section 3 reports finite-sample critical values of the suggested tests, along with some Monte
Carlo experiments conducted to examine their size and power properties in finite samples. In Section 4, the tests are applied to several US monthly monetary aggregates, while Section 5 contains some concluding comments.
The tests of Robinson (1994)
Let us assume that y t is the time series we observe from t = 1, 2, …, T, and consider the following model: 
(2) y t in (1) follows a fractionally integrated process with orders of integration: d 1 (for the long run component); d 2 (for the quarterly component); and d 3 (for the monthly structure). Robinson (1994) proposed a Lagrange Multiplier (LM) test for testing H o (2) in (1) against the alternative H a : θ ≠ 0. Specifically, the test statistic is then given by:
Â is a (3x3) matrix with (r,s) th element: 6   5  cos  cos  2  log  6  cos  cos  2  log   3   2  cos  cos  2  log  3  cos  cos  2 
The function g above is known and is obtained from the spectral density function of u t ,
and the summation on * in the above expressions are over λ ∈ M where M = {λ: -π < λ < π, λ ∉ (ρ l -λ 1 , ρ l + λ 1 ), l = 1, 2, …, s} such that ρ l , l = 1, 2, …, s < ∞ are the distinct poles of
Based on the null hypothesis (2), Robinson (1994) showed that, under certain regularity conditions,
and, also, the Pitman efficiency property that against local alternatives of the form: H a : θ = δT -1/2 for δ ≠ 0, R has an asymptotic distribution given by ) ( 2 3 ν χ , with a non-centrality parameter, ν, which is optimal under Gaussianity of u t .
Other versions of the tests of Robinson (1994) which analyse separately the orders of integration of each of the components of the series have been used in earlier papers. For example, Gil-Alana and Robinson (1997) consider the case of roots occurring exclusively at the long run or zero frequency in several US macroeconomic historical annual time series, whilst Gil-Alana (1999) and Gil-Alana and Robinson (2001) look respectively at the cases of roots with monthly and quarterly components. In the present study, we consider another version of Robinson's (1994) testing procedure that allows us to test simultaneously for the orders of integration of each of these components. We then carry out an empirical application using our approach based on fractional integration tests including both trends and seasonal components.
A finite-sample experiment
This section examines the finite-sample behaviour of the tests described in Section 2 by means of Monte Carlo simulations. Finite-sample critical values of R in (3) are computed and their power properties are investigated.
[Insert Table 1 about here] χ distribution.
We assume that u t is a Gaussian white noise process with zero mean and variance 1, generated by the routines GASDEV and RAN3 of Press, Flannery, Teukolsky and Vetterling (1986) . One can see that, for practically all the percentiles and all sample sizes, the finitesample critical values are higher than those given by the 2 3 χ distribution. Thus, when testing H o (2) against H a : θ ≠ 0, the test statistic based on the asymptotic results will reject the null more often than those based on the size-corrected ones. One can also note that, increasing T, the critical values approximate to those given by the 2 3 χ distribution. Table 2 reports the rejection frequencies of the tests, based on both the asymptotic and the finite-sample critical values, the null model consisting of three unit roots corresponding to the trend, the seasonal and the monthly components, i.e.,
, and white noise u t . The alternatives are such that:
with θ 1 , θ 2 , and θ 3 equal to -1, -0.50 and 0. Thus, the rejection frequencies corresponding to θ 1 = θ 2 = θ 3 = 0 will indicate the sizes of the tests. The nominal size is 5% in all cases.
[Insert Table 2 about here] Table 2 shows that the sizes based on the asymptotic results are too large in all cases, although they improve with T. The larger sizes of the asymptotic tests are also associated with some superior rejection frequencies compared with the finite-sample ones. As expected, 
An empirical application
The version of the tests of Robinson (1994) [Insert Table 3 about here]
Starting with M1, one can see in Table 3 
with white noise u t .
[Insert Tables 4 -6 about here]
Tables 4 -6 report the same statistic as in Table 3 for The results in Tables 3 -6 show that there are very few non-rejection values, which may reflect unaccounted-for I(0) autocorrelation in u t . Therefore, we also calculated the test statistics imposing an autoregressive (AR) structure on the disturbances u t . We examined the cases of non-seasonal and seasonal AR processes of the form: estimates for the AR structure, which entails AR roots that are automatically less than one in absolute value, but can be arbitrarily close to one).
[Insert Tables 7 and 8 about here]
Finally, in Table 8 , we report the values of the test statistic when u t in (1) is modelled in terms of a seasonal monthly AR(1) process. The results are very similar to those reported in Table 4 for the case of white noise disturbances, showing that H o (2) cannot be rejected when d 1 = 1, d 2 = 0 and d 3 ranging between 0 and 0.75. Thus, we can conclude that the inclusion of a seasonal monthly AR process for the disturbances does not eliminate either the unit root behaviour of the trending component, or the potential fractional degree of integration of the monthly dynamic structure.
The fact that in most cases d 1 is close to 1 while d 3 (the order of integration at the monthly frequency) is strictly smaller than 1 suggests that shocks to US monetary aggregates affecting the long run structure are of a permanent nature. The implication is that policy measures are required to bring monetary aggregates back to their original level. On the other hand, shocks affecting the monthly component appear to be mean-reverting, implying that the effect on monetary aggregates is only temporary, and that these will eventually readjust to their long-run value even without policy intervention.
Conclusions
In this paper we have introduced a version of the tests of Robinson (1994) for simultaneously testing the orders of integration in the trend and the seasonal quarterly and monthly components of time series. The tests have standard null and local limit distributions. Finitesample critical values were computed and results based on Monte Carlo simulations showed that they perform relatively well against both local and non-local departures from the null.
The tests were applied to monthly non-seasonally adjusted data on four US monetary aggregates, and the results indicate that all series contain a unit root at the zero frequency, along with possibly fractional values for the monthly component.
The present study could be extended in several ways. For instance, the AR structure for the I(0) disturbances could be replaced by other less conventional forms of I (0) Robinson, 1995a, b) can also be applied to monetary aggregates or to other macroeconomic time series. 
TABLE 2
Rejection frequencies of R in (3) against (5) True model: 
TABLE 7
Testing H o (2) in (1) with R given by (3) with AR(1) u t
TABLE 8
Testing H o (2) in (1) with R given by (3) with monthly seasonal AR(1) u t
