UNDERSTANDING THE GENETIC BASIS OF NATURAL VARIATION IN THE REGULATION OF CIRCADIAN CLOCK OF NEUROSPORA CRASSA by Kim, Tae Sung
  
 
 
UNDERSTANDING THE GENETIC BASIS OF NATURAL 
VARIATION IN THE REGULATION OF CIRCADIAN CLOCK OF 
NEUROSPORA CRASSA 
 
 
 
 
 
A Dissertation 
Presented to the Faculty of the Graduate School 
of Cornell University 
In Partial Fulfillment of the Requirements for the Degree of 
Doctor of Philosophy 
 
 
 
 
 
by 
Tae Sung Kim 
January 2009
  
 
 
 
 
 
 
 
 
 
 
 
© 2009 Tae Sung Kim
 UNDERSTANDING THE GENETIC BASIS OF NATURAL 
VARIATION IN THE REGULATION OF CIRCADIAN CLOCK OF 
NEUROSPORA CRASSA 
Tae Sung Kim, Ph. D. 
Cornell University 2009 
 
Circadian clock has been found in all forms of life from bacteria to humans. Its 
biological function is thought to provide organisms with time keeping ability, which 
enables organisms to control their behavioral, physiological and cellular activities 
efficiently on daily basis environmental changes. 
Over the past four decades, Neurospora crassa has been developed as a model 
organism for the study of circadian clocks.  However, despite the intensive molecular 
characterizations of the Neurospora circadian clock, our understanding of this system 
is far from comprehensive.  
Quantitative Trait Loci (QTL) analyses, using natural strains, have been 
successfully utilized over the past decade to dissect complex traits down to a naturally 
occurring polymorphism that is relevant to phenotypic variations. The high quality 
genomic sequence and sophisticated molecular biology tools, in combination with the 
QTL analysis, may make it possible to increase the understanding of mechanisms of 
circadian regulation and may also provide insights into the biological role of the 
circadian clock, especially in the process of adapting to local environments, a topic 
that is somewhat overlooked in current research. 
In this work, I have explored an alternative strategy to uncover new 
perspectives in the Neurospora circadian clock.  My research has laid the 
groundwork for QTL analysis and has demonstrated QTL analysis of the clock 
phenotypes, period and entrained phase using natural populations. 
 In chapter II, I describe the computational, statistical and genetic analyses 
performed to evaluate the marker potential of Neurospora simple sequence repeat 
(SSR) and to investigate the biological role of the SSR 
In chapter III, I describe the research regarding the development of two 
important bioinformatic tools which include 1) a genetic marker management system 
which facilitates QTL analysis and subsequent positional cloning steps, and 2) an 
automatic image processing system for the Neurospora circadian clock phenotype. 
Lastly, in chapter IV, I describe the results of QTL analysis for the two clock 
phenotypes (period, phase) in three natural F1 populations using two independent 
statistical methods. Subsequently, I confirmed the QTL effects of one of those in the 
BC4 generation which were predicted from the F1 populations by constructing near 
isogenic lines (NIL). 
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CHAPTER 1 
GENERAL INTRODUCTION 
 
Intrinsic properties of circadian clock 
Biological rhythms with about a 24 hour period, called circadian rhythms, have 
been found in all forms of life from bacteria to humans [1, 2]. Since the circadian 
rhythm is tightly controlled by an intercellular pacemaker or circadian clock, the 
rhythmic patterns thus reflect the intrinsic properties of the circadian clock. In 
addition, the rhythm should maintain a self sustained endogenous oscillation under 
constant environment or free running condition (FRC) (self sustaining nature) and its 
period in the FRC is about 24 hours. It should also be able to be reset and 
synchronized by environmental signals, primarily by light and temperature cycles 
(entrainment). The circadian rhythm’s operation is relatively stable at different 
temperatures if it is within a physiological temperature range (temperature 
compensation) [1-4]. 
It is thought that those intrinsic clock functions provide organisms with time 
keeping ability to anticipate and deal with daily basis external environmental changes 
effectively [1-7], which enable organisms  to controlling their behavioral, 
physiological and cellular activity at the right time of  day [8].   
 
Conceptual structure of circadian clock 
The circadian clock is thought to be comprised of at least three different 
functional mechanisms or pathways, which include the input, the circadian oscillator, 
and the output pathways. The input pathway perceives environmental cues, such as 
light and temperature signals. Temporal information is then transferred to the 
circadian oscillator where the endogenous rhythm of the circadian oscillator is 
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modified by temporal information. Eventually, the information reaches the output 
pathways to regulate the expression of target genes, which are related to various 
physiological processes (Figure 1-1). However, much remains to be elucidated in this 
process, especially about how the input, oscillator and output pathways can 
communicate temporal information among each other. 
 
                      
 
Figure 1-1. Schematic diagram of the operation of the circadian clock to keep 
track of local times. 
 
Mechanism of autoregulatory cellular oscillation 
In the circadian system, the most well characterized part is the circadian 
oscillator. Under the FRC, the output phenotype of the circadian rhythm, called 
period, exclusively reflects endogenous regulation of the circadian oscillator (Figure 
1-2). 
  Oscillator
Input 
pathway 
Output 
pathway  Physiological process 
Environmental 
 3
           
  Figure 1-2. Regulation of the circadian clock under FRC. 
A forward genetic approach has been applied to find components associated 
with the endogenous regulation of the cellular oscillator by focusing on mutants with 
altered periods or arrhythmic phenotypes [9].  The cloning and molecular 
characterization of genes, especially the Drosophila period (per) gene using this 
approach became a foundation of the current paradigm of the cellular oscillation of the 
circadian clock [10, 11]. The per gene encodes a novel protein of unknown function 
that accumulates in the nucleus. A mutation in the per gene affects the circadian 
rhythm [11]. Hardin et al (1990) show that the levels of per gene product undergo 
circadian oscillation at the transcription and translational level, but per mRNA level is 
inhibited by the enrichment of its gene product (PER protein). This suggests a 
hypothesis where an autoregulatory negative feedback loop underlies the self 
sustaining rhythm of the cellular oscillator [11]. Based on the model proposed, other 
components related to the negative feedback loop began to be characterized in this 
organism and other model systems as well [3, 11-13]. 
 
  
- -  
P P+ P
Input  Oscillator  
Output 
Clock controlled genes Physiological process 
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The transcriptional/translational negative feedback loop is a fundamental 
mechanism underlying the autonomous cellular oscillator in all eukaryotes studied to 
date [2, 10, 13], where the positive elements of the loop initiate the transcription of a 
gene/genes that encode the negative element. As the concentration of the gene product 
of the negative element increases, it interacts with the positive elements by regulating 
the phosphorylation status of the positive elements, which in turn inhibits the gene 
transcription of the negative element[14]. However, phosphorylation-mediated 
degradation of the negative elements by SCF type E3 eubiquitinase complete the 
oscillation [15]. The degradation of the negative element leads to reactivation of the 
positive elements, which allows a new cycle. In addition, at different times of day in 
thhe cytoplasm, the negative element activates the expression of the positive elements 
to form positive feedback. This positive feedback mechanism, which interlocks with 
negative-feedback loops is important for maintaining the stability and robustness of 
the cellular oscillator[16].  Interestingly, the transcriptional/translational negative 
feedback mechanism seems to be universal in eukaryotes, but the components in the 
pathway are greatly different among organisms. For example, the clock gene 
sequences share no or little homology across taxa except functional domains [2, 13, 
17]. Thus, it is speculated that the common feature in the clock operation shared by 
eukaryotes may be the result of the convergent evolution [18].  
 
Biological role of circadian clock  
One of the crucial roles of the circadian clock is to synchronize organisms to 
local time in order to control the behavioral, physiological, and cellular activities in 
response to daily or seasonal environmental changes. Most popular examples 
regarding circadian clock-mediated activities include many important biological 
process; nitrogen fixation in cyanobacteria [19], scent emission and  stability of 
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photosynthesis in plants [20, 21], conidiation in Neurospora crassa [22], olfactory 
responses of Drosophila melanogaster [23], luteinizing hormone levels in birds [24], 
and wheel running activity in hamsters [25], Thus, it is reasonable to think that the 
proper regulation of circadian clock may provide a fitness advantage or have adaptive 
significance to organisms [8, 21, 26]. Nevertheless, justifying this statement is not  as 
simple as it seems [18] because fitness itself is not easily defined.  
A classic definition of fitness in evolutionary biology is “ a measure of 
reproductive success and the passing on  of genes.[18]”  Many factors like longevity, 
survival rate, growth, and development are somewhat related to the fitness, but these 
ancillary factors may not be direct measures of the fitness[18].  However, in many 
cases, researchers fell short of finding a correlation between circadian clock function 
and these ancillary factors and failed to demonstrate the fitness advantage of the 
circadian clock.   
To test the fitness advantage hypothesis appropriately, three approaches can be 
proposed as addressed in the review paper from Johnson (2005). The first was 
executed by DeCoursey et al (2000). In this approach, the circadian clock phenotype is 
manipulated (for example, compromise circadian clock phenotype by a clock gene 
knock out or by a surgical control) and then the overall effect is evaluated in natural 
conditions [27].  In the second approach different genotypes in clock properties (for 
example: wild type versus clock mutant) can be competed in various environments 
under a laboratory setting  [28]. The third approach compares genetic variation 
between or among natural strains adapted in different environments using Quantitative 
Trait Loci (QTL) analyses or association studies [29-31]. 
In general, a criticism of the first (competition experiment in a laboratory 
setting) and second (manipulation of circadian clock phenotype) approaches is that 
these settings are artificial. Here are the reasons; in the first approach, tested in natural 
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conditions, a mutant may not be a good subject to use because the overall conclusion 
may be drawn from other effects, rather than from the circadian clock function, via 
pleiotropy effect [21, 32]. For the second approach, in many cases, the laboratory 
setting may not be precise enough to simulate the selective pressures occurring in 
natural environments due to technical limitations if the environment is too 
complex[33]. However, some elaborate laboratory settings have been successfully 
applied to make strong inferences about natural phenomena, since controlled 
experiments under the laboratory environments can erase unnecessary noises that may 
distract from the logic of the investigation [34-36]. In this context, the third approach, 
which tested the hypothesis through QTL or association studies using natural strains 
under elaborated laboratory setting, seems to be the most promising approach to test 
the role of the circadian clock in adaptive processes.  
 
Neurospora crassa as a model system in the chronobiology 
The ascomycete filamentous fungus Neurospora crassa, which is called red 
bread mold, has served as one of the leading model systems in circadian clock studies. 
In this fungal species, 10,620 genes are documented by a >16-fold sequence coverage 
and the availability of information is  supported by sophisticated web based 
bioinformatics tools; targeted gene replacements are now possible[37]; a complete 
gene knock out project is under way [37, 38]; inexpensive whole genome microarrays 
are available and facilitate transcriptional profiling[39].   In addition to the genetic 
tractability and many resources,  one of the reasons that N. crassa has become a model 
system in chronobiology is the obvious output phenotype of the circadian clock, which 
is the rhythmicity of the production of asexual spores (conidiation) as shown in Figure 
1-3 [22]. N. crassa creates a banding phenotype which results from the changes in 
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developmental stages between the asexual and vegetative stages in a circadian clock 
manner. 
 
                                         
 
Figure 1-3. The rhythmic production of asexual spores in N. crassa.  
A. The rhythmic pattern of conidiation shown from the culture of N. crassa at Petri 
dish under free running condition. B. Microscopic view on the vegetative growth, 
which is dark ring part at (A). C. Microscopic view of the conidiation, which represent 
bright ring portion in (A).  This figure is obtained from the web page of Fungal 
Genetics Stock Center (http://www.fgsc.net/). 
 
The most common assay to measure the Neurospora clock is the race tube 
assay. As the result of circadian clock-controlled asexual development, the banding 
phenotype can be interpreted more precisely in a long glass tube or “race tube” since 
the growth rate is unified under this environment (Figure 1-4 B and C) [40]; after a 
segment of mycelia of a Neurospora strain in one end is inoculated, one can measure a 
circadian clock property of a strain without any sophisticated instrument (Figure 1-4 B 
A 
B 
C 
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and C). This easily detected clock phenotype made the Neurospora circadian rhythm 
an attractive system for genetic studies. 
 
                     
 
Figure 1-4. Image of the race tube assay.  
A. The individual race tube image at side view. Minimal media with agar is used to fill 
in the bottom. B. The individual race tube image from top view. The mycellial 
segment is inoculated in one end. C. Race tube image of  a 6 pack where mycellial 
segments of N.crassa are inoculated and cultured for 5 days.  
 
 
Circadian clock study in Neurospora crassa. 
The availability of powerful genetic analysis tools and the easily assayable 
clock phenotype in Neurospora has made the system one of the most successful model 
organisms to dissect the circadian clock by forward genetics approaches [2, 9, 40].  
Mutant screens for clock genes have focused on mutants with altered period or 
arrhythmic phenotypes caused by a single mutation inherited through Mendelian 
A 
B 
C 
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segregation [9].  The most interesting gene discovered in these mutant screenings is 
frequency (frq), which when mutated, leads to strains with long period, short period or 
arrhythmic phenotype [2, 9, 40]. This finding led to the proposal that a single gene 
could function as a “state variable” for the circadian oscillator [41]. Cloning and 
characterizing the frq gene significantly advanced molecular understanding of 
eukaryotic circadian oscillators (Figure 1-5) [4, 12]. 
 
                  
 
Figure 1-5. Schematic diagram of circadian clock regulation under free running 
conditions. 
 
For about two decades, great effort has been made to understand mechanism of 
circadian oscillators as summarized in Figure 1-5. Central components of the 
transcriptional/translational negative feedback loop in Neurospora include two 
negative elements, the proteins FREQUENCY (FRQ) and FRQ-RELATED 
HELICASE (FRH), and two positive elements, WHITE COLLAR-1 (WC-1) and 
WHITE COLLAR-2 (WC-2), which form a hetero duplex, WHITE COLLAR 
COMPLEX (WCC) through Per-Ant-Sim domain (PAS) [2, 4, 12, 38]. In addition to 
these core components, there are a number of proteins with supporting roles: the 
 
 
FRQ 
wcc
Input Oscillator 
-  
P P
Clock controlled genes Biological process 
P
frq 
cka, ckII 
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various kinases (Casein kinase I (CKI) and II (CKII)),  phosphatases (Protein 
phosphotase 1(PP1), protein phosphotase 2a (PP2a)) that regulate phosphorylation 
status of positive element and negative elements during time of a day[12]. The SCF 
type E3 eubiquitinase, FWD-1, is responsible for the termination of a cycle by 
degrading the negative element based on the phosphorylation status of the negative 
element, FRQ[15].  
At subjective dawn, the WCC is already bound to the Clock Box (C-box) in the 
frq promoter, a region containing two GATG repeats, and is actively initiating frq 
transcription. The FRQ is translated with little lag, dimerizes, and assembles with FRH 
into the FFC in the cytoplasm, and moves to the nucleus[38]. FRQ, in the FFC, 
participates in several pleotropic actions, which affect the kinetics of the circadian 
cycle. The first and dominant action is that the FFC acts to reduce the activity of the 
WCC by regulating the phosphorylation status of one or both elements of the WCC 
with the help of CKI and CKII, which make the transcription of frq less active [14, 
38]. At different times of day in the cytoplasm, the FFC activates the expression of the 
positive elements to form positive feedback. This positive feedback mechanism 
interlocks negative-feedback loops and is important for maintaining the stability and 
robustness of the cellular oscillator[16].   
FRQ disappears through phosphylation-mediate  proteasomal degradation[15]. 
As soon as FRQ is translated, it begins to be phosphorylated  by CKI and CKII[12]. 
The kinetics of FRQ phosphorylation are likely to be the most critical feature 
determining the period length of the clock; point mutations in single phosphorylated 
residues can shift the period from 22 to 35 h [4]. Phosphorylation of FRQ promotes its 
interaction with the WD-40 domain of FWD-1, SCF-type ubiquitin (E3) ligase, which 
promotes the precipitous turnover of FRQ around the middle of the subjective night, 
resulting in the completion of a cycle[15]. When FRQ disappears, the 
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phosphorylation-mediated inactivation of the WCC is reversed presumably by PP2A 
and the expression of frq by WCC launch a new cycle [2, 4, 12, 38]. 
Despite the intensive molecular characterizations of frq and other known clock 
genes in N. crassa, there is still no comprehensive understanding of the Neurospora 
circadian clocks. Our understanding of circadian regulation is mainly focused on the 
circadian clock regulation under FRC, and most of the genetic screening done 
previously was focused on identifying period determinants. Thus, just a handful of 
genetic loci that are responsible for other clock properties, such as entrained phase or 
temperature compensation, have been characterized. With advances in our 
understanding of the molecular structure of Neurospora clocks,  the circadian clock is 
more tightly linked to other cellular machineries than previously speculated [1].  
However, we still don’t have a clear picture of the biological role of the circadian 
clock, for example its adaptive significance. Lastly, our understanding of the cellular 
oscillator is incomplete. It has been suggested that the frq-based oscillator might not 
be the only oscillator.  For example frq-less oscillators [42] coupled to other 
oscillators in a cell have been proposed [43]. Currently, we know very little about the 
genetic basis of these loosely defined oscillators [4].  Forward genetics may be useful 
to make a breakthrough, but the conventional forward genetics approach may not as 
helpful as proposed. That is because it can uncover neither genetic loci with subtle 
clock phenotypes nor those associated with essential cellular functions [44, 45]. Thus, 
we explored an alternative strategy for detecting novel genetic loci affecting the 
Neurospora circadian clock. 
 
Summary of the chapters  
In the second chapter, the results of investigation in the distribution and size 
variability of SSRs across the N. crassa genome are described. This work was 
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primarily dedicated to establishing a genetic marker system. I had four specific 
questions in the project. 1) Is the distribution of SSRs random or not in the N. crassa 
genome? If it is not random, what factors could explain this? 2) What are the 
biological functions of SSRs? 3) What are the forces causing size variation in SSRs? 
4) Can we use SSRs for population studies in intra-species populations as previously 
suggested? 
In the third chapter, I describe the research leading to the development of two 
important tools that facilitate QTL analysis and subsequent positional cloning. The 
first tool we developed is MoMMs (Molecular Marker Management System). This 
software assists with SSR marker development and integrates all relevant 
bioinformatic and experimental data derived from the polymorphic SSR markers to 
one database. In addition, this program can visualize the physical location of the SSR 
markers at the chromosome and nucleotide level to facilitate genetic mapping and 
subsequent positional cloning procedures. The second tool, I involved an update of the 
phase evaluation function in Circamate, which is a high through-put image processing 
software for circadian rhythm analysis. 
Lastly, in the fourth chapter, the results of QTL analysis, followed by QTL 
characterization are described. The QTL study is performed for the two clock 
phenotypes, period and entrained phase, using natural populations. In an effort to 
efficiently find natural genetic variations affecting the clock phenotype, we employed 
two QTL analyses, composite interval mapping (CIM) and Bayesian multiple QTL 
(BMQ) analysis in three independent mapping populations derived from natural 
accessions that were collected from geographically isolated areas [59]. Subsequently, I 
confirmed the QTL effect in the BC4 generation based on prediction in the F1 
generation, by constructing near isogenic line (NIL) 
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CHAPTER 2 
 
SIMPLE SEQUENCE REPEATS IN NEUROSPORA CRASSA: DISTRIBUTION, 
POLYMORPHISM AND EVOLUTIONARY INFERENCE 
 
Introduction; Simple Sequence Repeats in Neurospora crassa 
Simple sequence repeats (SSRs) refer to the sequences that are one to six-
nucleotides (nt) repeated in tandem in a genome. SSRs have many advantageous 
features for various biological studies:  SSRs are ubiquitous and abundant in a genome, 
highly variable and suitable for high-throughput applications [1 , 2-8]. In addition to 
practical usages of SSRs for biological studies, the SSRs have also been under the 
intense scrutiny of researchers to elucidate the evolution of genomes: (1) why are they 
ubiquitously present in a genome, (2) how do they arise, (3) why are they are unusually 
polymorphic, and (4) what are their biological or structural functions are [1, 9]? The 
evolutionary dynamics of SSRs have been actively discussed and hypotheses for 
experimental confirmation have been reviewed in the recent literature [1, 9-11]. 
The growing numbers of completed genome sequences in eukaryotic organisms 
from fungi to human have greatly assisted understanding SSRs at the genome-wide 
level. One obvious observation from the genome-wide studies was that the distribution 
of SSRs in the genome was not random in several respects: tri-nt and hexa-nt SSRs in 
coding regions were the dominant SSR types; other SSR repeat types (except tri-nt or 
hexa-nt SSRs) were found in excess in the non-coding regions of the genome but were 
rare in coding regions; differential distribution in terms of abundance of SSRs was 
observed in between intronic and intergenic regions 5' and 3' UTRs, and different 
chromosomes; and lastly, different species have different frequencies of SSR types and 
repeat units [2, 10, 12, 13]. The current experimental and observational evidence 
suggests that these non-random distributions of SSRs, both in coding and non-coding 
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regions, may be associated with a functional significance, which presumably results in 
adaptive advantages [9, 14-20].  Two alternative hypotheses were suggested to explain 
the genesis of SSRs. These hypotheses propose that SSRs originate either spontaneously 
from/within unique sequences (de novo genesis) or that they are brought about in a 
primal form into a receptive genomic location by mobile elements (adoptive genesis). 
These two hypotheses are both adequate for explaining the ubiquitous distribution of 
SSRs. However, there remains much to be understood to elucidate which one is right 
and how the non-random distribution of SSRs has emerged in the eukaryotic genome [1, 
9-11]. N. crassa has been well characterized for its diverse genome defence 
mechanisms that inactivate genetic mobile elements and gene duplication across the 
genome except in some restricted regions close to telomeres and centromeres [21-24]. 
Thus, we reasoned that characterizing the SSR distribution in the N. crassa genome 
would provide a unique opportunity to explore the non-random distribution of SSRs 
shaped by the de novo genesis in the eukaryotic genome. 
In this report, we investigate the distribution and size variability of SSRs across 
the N. crassa genome. We had four specific questions in mind. 1) Is the distribution of 
SSRs random or not in the N. crassa genome? If it is not random, what factors could 
explain this? 2) What are the biological functions of SSRs? 3) What are the forces 
causing the size variation of SSRs? 4) Could we use SSRs for population studies in 
intra-species populations as previously suggested [8]? 
Our data on the distribution and size variation of SSRs in the N. crassa genome 
reveal both similarities and uniqueness in composition and distribution patterns in 
comparison to the other eukaryotic genomes, including other sequenced fungal 
organisms. We discuss the potential forces for shaping non-random distribution and size 
variation of SSRs, and biological implications of size variations of SSRs in the N. 
crassa genome.  
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Method; SSR analysis in the Neurospora genome sequence 
The 39.2 Mb Neurospora genome sequence, release 7, was downloaded from 
the Broad Institute website, 
http://www.broad.mit.edu/annotation/genome/neurospora/Home.html, and was analyzed 
to identify SSRs.  We utilized the “tandem repeat finder” program[25]. We used 
stringent cut-off parameters as follows: matching weight = 2, mismatching penalty = 7, 
indel penalty = 7, match probability = 80, indel probability = 10, minimum alignment 
score to report = 50, and maximum period size to report = 6.  From the analysis, we 
selected 2749 SSRs and subsequently categorized the SSRs by unit size and repeat 
motif in different genomic locations. In our study, the genomic location categories were 
intergenic and genic (exon and intron) regions. Each of the SSRs was considered as 
unique and was subsequently classified according to theoretically possible combinations 
in each SSR. For example, (AC)n is equivalent to (CA)n, (TG)n, and (GT)n, while 
(AGC)n is equivalent to (GCA)n, (CAG)n, (CTG)n, and (TGC)n. Lastly, we determined 
the abundance of each SSR motif and unit size in the different genomic regions  by 
normalizing the size of the corresponding genomic region. To describe the abundance 
of SSRs in different genomic region, we chose to use the “relative abundance”, which is 
calculated by dividing the number of SSRs by mega base-pair (MB) of sequences in our 
analyses. 
 
Method; Statistical frame work to infer SSR genesis rate in chromosomes and 
genomic locations 
In the statistical analysis, Y is denoted as a frequency and L the associated length, then 
the (relative) abundance is given by A=Y/L. Our modeling strategy incorporates the 
frequency and length information by assuming that the counts are Poisson random 
variables with expected values proportional to their associated lengths. If E denotes the 
expected value of a count, then the expected rate is R=E/L. A log-linear model is used 
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to describe how these rates vary as a function of SST type, genomic region category, 
and chromosome. The fit of a particular model can be assessed by comparing the 
empirical abundance values, A, to maximum likelihood estimates of expected rates 
which satisfy the model assumptions, using the model deviance statistic, 
∑= EYYD ˆlog2  
where the summation is over all 266 cells in the 2719 ××  contingency table. Our most 
general model has the form, 
,log GTGCTR ×++++= α  
or equivalently, 
,loglog GTGCTLE ×+++++= α  
where T denotes the main effect of SSR type, C denotes the effect of chromosome, G is 
the main effect of genomic location category, and TxG allows for type by region 
interaction, that is, differential type effects by genomic category.  
 
Method; SSR marker development from Neurospora genome 
To characterize the overall pattern of polymorphism of the SSRs in the Neurospora 
genome, we strived to select SSRs randomly from the Neurospora genome.  We divided 
the genome into 250 kb windows and selected SSRs randomly within each window. A 
total of 164 SSR loci consisting of di- to hexa-SSRs with various sequence motifs were 
chosen for further analysis. The scatter plot of the selected markers showed that they 
were evenly distributed in the genome (Data not shown). With the SSRs selected, we 
designed oligos using Primer3 software (Whitehead Institute for Biomedical Research, 
Boston, USA) in flanking sequence to amplify the targeted SSR loci. The range of the 
annealing temperatures in each primer set was between 50 °C and 60 °C and the primer 
pairs yielded amplification products between 100 and 350 bp.   
For semi-automated genotyping analysis, the 5’ M13 sequence was attached to a 
forward primer in order to incorporate a florescent dye into the PCR product. 
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Fluorescent dye labelled M13 forward primer and a marker specific reverse primer were 
used to generate fluorescent-labelled PCR product as  previously described [30]. The 
composition of the PCR master mix was prepared as described in Cho et al [31], and the 
PCR profile was modified from Schuelke as follows [30]. The basic profile was: 5 min 
at 94°C, 30 cycles of 30 sec at 94°C, 45 sec at 55°C, 1 min at 72°C, and 25 cycles of 15 
sec at 94 °C, 30 sec at 53°C, 1 min at 72°C, and 10 min at 72°C for final extension. 
Fluorescent-labelled PCR products for SSR loci were multiplexed with regard to each 
molecular weight and fluorescent dye. Each multiplexing set of primers was called a 
panel. One panel consisted of 12-15 SSR marker sets. The multiplexed PCR products 
were analyzed by an ABI 3730 (Applied Biosystems) according to the manufacturer’s 
instructions. Allele sizes of SSR loci were determined using Genemapper3.0® (Applied 
Biosystems).  
The measurement of the allelic diversity or polymorphism information content (PIC) 
value was first described by Botstein et al [32] and modified by Anderson et al. [33]. 
PIC was defined as the probability that two randomly chosen copies of gene will be 
different alleles different within a population. The formula for the PIC value applied in 
our study was as follows: 
 
 
where Pij represents the frequency of the jth allele for marker i, and summation extends 
over n alleles. The allelic polymorphism of the 162 SSR markers in the seven natural 
accessions, FGSC#2223, FGSC#4825, FGSC#4720, FGSC#4715, FGSC#3223, 
FGSC#4724, and FGSC#2478, were calculated following the formula. The genome 
structure of seven N. crassa strains are divergent and not related among each other 
(unrooted tree analysis, minimum pair-wise dissimilarity= 0.91). 
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Method; linkage mapping analysis of Neurospora genome 
The 564 F1 progenies (188 F1 haploid progeny from each line-cross, Table 2-6) were 
genotyped to determine the linkage maps for each cross. Genetic linkage maps of each 
population were constructed using two different algorithms, Map Manger QTX v. 0.3 
[38] and GMENDEL v.3.0 [39] with the Kosambi mapping function [40]. Using Map 
manager, the initial linkage grouping was performed using the Double Haploid option 
with a threshold level of P= 0.001. Subsequently, Monte Carlo simulation with 500 
iterations was used to test the marker locus order generated by GMENDEL.  
 
Experiment and Result; Genome-wide distribution of SSRs by the SSR unit size 
In order to systematically characterize the distribution of SSRs, we surveyed all 
of the SSRs in the N. crassa genome.  With our filter conditions (Experiment and 
Result; SSR analysis in the Neurospora genome sequence), we identified 2749 SSRs, 
which all the information is available at 
http://ncssr.genesis.plantpath.cornell.edu/ssr.php.  SSRs were present equally in the 
genic and intergenic regions in the N. crassa genome; 51% in the genic region and 49% 
in the intergenic region (Figure 2-1 and Table 2-1). Tri-nt SSRs were the most abundant 
SSRs overall (Figure 2-1 and Table 2-1). SSRs in different repeat units show 
differential or non-random distributions in the different genomic locations. It is 
noteworthy that tri-nt SSRs were the most abundant SSR type in the genic region, 
whereas, mono-nt SSRs were the most abundant SSR type in the intergenic region 
(Figure 2-1). In an attempt to analyze the differential distribution of SSRs more clearly, 
we characterized the distribution of SSR types in each repeat unit across genomic 
locations.  
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Table 2-1. Relative abundance of SSR types by functional genome regions in N. 
crassa. 
 
Intergenic 
region 
(21.7 Mb) 
Genic region (17.4 Mb) 
 
Total (39.2 Mb) 
 
   Exon (14.7 Mb) Intron (2.7 Mb)   
SSR 
types Count RAa Count RAa Count RAa Count RAa 
Mono 835 38.4 3 0.2 152 56.3 990 25.3 
Di 167 7.7 1 0.1 22 8.1 191 4.9 
Tri 414 19.1 591 40.2 64 23.7 1084 27.7 
Tetra 213 9.8 1 0.1 22 8.1 243 6.2 
Penta 73 3.4 1 0.1 7 2.6 82 2.1 
Hexa 84 3.9 64 4.4 7 2.6 159 4.1 
a Relative abundance = number of SSR / chromosome size in mega base (MB). 
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Figure 2-1. Genome-wide distribution of relative abundance of SSRs by the unit 
size.  
The relative abundance was calculated by the number of SSR type / mega base-pair 
(MB). Each bar represents the relative abundance of SSR type in different genome 
locations; genic (red bar), intergenic (blue bar), and whole genome (green bar), which 
was calculated by (genic + intergenic) / 2. The x-axis represents SSRs that have 
different SSR units and the y-axis represents the relative abundance of each SSR type. 
 
 
Mono-nt SSR was the second largest class by repeat unit, representing 36% of 
the total SSRs in N. crassa. Mono-nt SSRs were distributed preferentially in the 
intergenic and intronic regions and were rare in the exonic region (Fig. 2-1 and Table 2-
1). The relative abundances of mono-nt SSRs in intergenic, intronic and exonic regions 
were 38.4, 56.3 and 0.2 per Mb, respectively.  Among the possible four types of mono-
nt repeats (poly-A, -T, -G and –C), poly-A and -T were the predominant forms: 11.4 
poly-A per Mb and 11.3 poly-T per Mb in the genome (Figure 2-2). 
Unlike other organisms, the di-nt SSRs were a minor class SSR type in the N. 
crassa genome (Fig. 2-1 and Table 2-1) [11, 26]. But it was consistent that the di-nt 
SSRs were preferentially distributed in the nongenic region (Figure 2-2) as found in 
other organisms [11]: 88% of di-nt SSRs present in the intergenic region and 12% in the 
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genic region (0.5% exon and 11.5% intron) (Figure 2-2 and Table 2-1). AG/GA, 
GT/TG, AC/CA are the most abundant SSR types in di-nt SSRs (about 1 SSR per Mb in 
each case). The relative abundance of AT/TA was about half that of AG/GA, GT/TG, 
and AC/CA.  No GC/CG SSR type was identified in our analysis. 
 
 
 
Figure 2-2. Genome-wide distribution of relative abundance of SSRs by the SSR 
types in different SSR unit number. 
The relative abundances of SSRs are presented by the genome region: genic region (red 
bar) and non-genic region (blue bar). Each panel represents a different SSR type: mono-
nucleotide SSR (A), di-nucleotide SSR (B), tri-nucleotide SSR (C), tetra-nucleotide 
SSR (D), penta-nucleotide SSR (E), and hexa-nucleotide SSR (F). From tetra-
nucleotide SSR (D), the possible repeats of each microsatellite type are shown as 
(nucleotide sequence)n. For example, (AGGT)n stands for 
AGGT/GGTA/GTAG/TAGG repeats. The x-axis represents the different sequence 
types and the y-axis represents relative abundance where the observed count of SSRs in 
each category is divided by megabase of sequence. 
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The tri-nt repeat was the most abundant SSR in terms of unit number: 39.4 % of 
the total SSRs (1084 out of 2749) (Figure 2-1 and Table 2-1). The relative abundance of 
tri-nt SSRs in the exonic region was approximately two-fold higher than in the 
intergenic region (40.2 per Mb vs. 19.1 per Mb) (Figure 2-1 and Table 2-1). Among the 
tri-nt SSRs, AAC/ACA/CAA was the most abundant (Table 2-1). We also found that 
some tri-nt SSR types were not randomly distributed in the genome. For example, a 
group of SSR types, AAC/ACA/CAA, GCT/CTG/TGC, AGC/GCA/CAG, was 
preferentially located in the exonic region (Figure 2-2C). And AAT/ATA/TAA was 
exclusively located in the intergenic region (Figure 2-2C). The tri-nt SSRs in the exonic 
region are translated into amino-acid repeats, which possibly contribute to the biological 
function of the protein.             
We investigated the frequency of the amino-acid repeats encoded by the tri-nt 
repeats in the exon (Figure 2-3). The frequency was measured based on the encoded 
amino-acid repeats that are composed of at least 5 repeats of a single amino acid 
without any interruption. To see if there is a bias in the distribution of amino acid 
repeats (AAR) encoded by the tri-nt SSRs in the exonic region, we compared the 
expected and observed frequencies of the encoded AAR (Figure 2-3). To estimate 
predicted predicted amino acid repeats encoded by exonic tri-nt SSRs. we generated the 
predicted amino acid sequences with an assumption that exonic tri-nt SSR sequences 
had an equal chance to be translated in all the possible reading frames of the tri-nt 
repeats. For example, SSR sequences GCTGCTGCTGCTGCTGCT can be translated in 
three different frames: 1) GCT GCT GCT GCT GCT GCT, which will be translated 
into Ala-Ala-Ala-Ala-Ala-Ala, 2) CTG CTG CTG CTG CTG CTG, which will be 
translated into Leu-Leu-Leu-Leu-Leu-Leu, and 3) TGC TGC TGC TGC TGC TGC, 
which will be translated into Cys-Cys-Cys-Cys-Cys-Cys. Only one of the three possible 
reading frames would be used to generate the “observed” amino acid repeats. 
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Figure 2-3.  The predicted and observed frequencies of amino acid repeats encoded 
by tri-nucleotide SSRs.  
Predicted (blue bars) and observed (red bars) frequencies for each amino acid repeat are 
presented. Green bars represent the differences between the predicted and observed 
frequencies for each amino acid repeat. If the expected frequency is higher than the 
observed frequency, the green bar is drawn below the x-axis. If the observed frequency 
is higher than the expected frequency, the green bar is drawn above the x-axis. Please 
see Methods and main text for more detailed description. 
 
 Among the AAR, three AAR accounted for 50% of the total: Glutamine (Gln), 
174 repeats, 29%; Serine (Ser), 75 repeats, 12.9%; and Glycine (Gly), 66 repeats, 
11.1%. Interestingly, some AAR are present far more abundantly than the expected 
frequency in the exonic region (p<0.001). These amino acids are Gln, Glutamic acid 
(Glu), and Asparagine (Asn), Gly. On the other hand, another group of amino acids, 
Cysteine (Cys), Tryptophan (Trp), Arginine (Arg), Leucine (Leu), and Valine (Val), are 
observed at less than expected frequencies (Fig. 2-3). The longest AAR encoded by tri-
nt SSRs was observed for Gln with 81 repeats. Generally, the proportion of amino acid 
repeats exponentially decreases as the number of repeat units increase in all types of 
 33
AAR (Fig. 2-4). This suggests that there could be functional adverse effects when an 
AAR becomes too large. To characterize the potential biological effects of the size 
variation of AAR, we grouped the proteins containing AAR using gene ontology (GO).  
This showed that the proteins containing the AAR that prevail in the N. crassa genome 
are involved in important biological functions in sustaining life, including physiological 
process (GO ID: 007582), binding (GO ID:0005488), and catalytic function (GO 
ID:0003824).  Small modifications of these genes could trigger large effects in 
downstream pathways.  
 
Figure 2-4. The distributions of the repeat lengths of the different types of amino 
acid repeats encoded by tri-nucleotide SSRs.   
The x-axis represents the length of amino acid repeat and the primary y-axis (left side) 
is the observed count of individual amino acid repeats in a given amino acid motif (thin 
lines) and the secondary y-axis (right side) is the observed count of all amino acid 
repeats combined (thick red line).  
 
Tetra-nt SSRs were predominantly distributed in the nongenic regions (Fig. 2-2, 
D). The two most frequent tetra-nt SSRs were (TAGG)n and (ACCT)n, representing 
1.58 and 1.07 repeats per Mb respectively in the genome (Fig. 2-2, D). Penta-nt SSRs 
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were also predominantly distributed in the nongenic regions (Fig. 2-2, E). The most 
abundant penta-nt SSR was (CTTTT)n. The relative abundance of hexa-nt SSR in the 
intergenic region was slightly higher than those SSRs in the exonic region: 2.14 vs 1.74 
SSRs/Mb, respectively. The most common amino acid repeat encoding hexa-nt SSRs 
was Gln-Gln repeats (13.8% of the total amino acids encoded by hexa-nt SSRs), which 
is the same as Gln repeats by tri-nt SSR.  The second most common AAR encoded by 
hexa-nt SSRs was Gly-Ser repeats and Glu-Lys repeats: 6.1 % each in hexa-nt SSRs. 
 
Experiment and Result; SSR genesis rate in chromosomes and genomic locations 
The apparently non-random distribution (Figure 2-2) prompted us to further 
characterize the distribution of SSRs in each chromosome and different genome 
locations. In this analysis, our goal was to test the de novo genesis model in detail: what 
are the potential parameters that cause the genesis rate of SSRs in the N. crassa 
genome? If the genesis of SSRs (birth of SSRs) in the genome is random, one could 
interpret that the high abundance of SSRs as the high occurrence rate of SSRs [27].  
In general, the number of SSRs increases with the size of the chromosomes 
except for chromosome 2 (linkage group II) (Figure 2-5 A, B). The average abundance 
of SSRs in chromosome 2 is significantly higher than the other chromosomes.  Among 
963 SSR types that we identified, only 19 different SSR types were present at least 
more than once per Mb (Table 2-2). Thus, we classified these SSR types as abundant 
SSR types (AST). Only mono-, di-, and tri-nt SSRs are included in the AST (Table 2-2).  
About 71% of the total N. crassa SSRs (1,990) belong to one of the 19 AST and the 
relative abundance of AST reflects the relative abundance of the total SSRs among 
chromosomes (Figure 2-5B). Moreover, the high copy number of AST allows us to 
perform statistical tests to characterize the chromosomal distribution of different SSR 
types.  
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Figure 2-5.  The distribution SSRs in different chromosomes in the N. crassa 
genome. A. The scatter plot for cumulative abundance of SSRs (y-axis) and size of 
chromosome (x-axis). Red squares represent the 19 abundant SSR types (AST) and blue 
diamonds represent all 963 SSR types (Total). B. Relative abundance of SSRs in 
different chromosomes. Red bars represent AST and blue bars represent Total. C. The 
relative abundances of total SSRs are presented by the chromosome and by the SSR 
type. 
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Table 2-2.  Sequential analysis of deviance of log linear model for all 19 SSR types. 
 
Effect 
Number of 
Parameters 
Change in 
Deviance 
 
Residual DF 
Residual 
Deviance 
Null (α  only) 1  265 2396.08 
SSR type (T) 18 1504.79 247 891.30 
Chromosome (C) 6 14.53 241 876.77 
Genomic location (G) 1 43.98 240 832.79 
Interaction (T x G) 18 604.00 222 228.79 
 
In addition to the variation in the distribution of different SSR types in different 
functional regions (Figure 2-2), the relative abundance of SSR types (SSR counts per 
Mb) also appears to be variable across the chromosomes (Figure 2-5C). Thus, the data 
suggest that the occurrence rate of a SSR type may depend on both chromosome and 
functional region. To statistically validate these apparent differences, we performed an 
analysis of SSR abundance for the 19 AST using a Poisson log linear model as shown in 
the previous section [28].  
The probabilistic motivation for the Poisson model is that random occurrence of 
an SSR in the genome is synonymous with SSR “events” occurring according to a 
Poisson process, when traversing the genome from one end to the other. The data 
presented in Figure 2-2 and Figure 2-5 indicates substantial variability in abundance 
rates among types in each chromosome and genomic location (Figure 2-2 and 2-5). 
There was no a priori reason to expect variation in abundance between chromosomes. 
However, the log-linear modelling approach allowed multiple factors to be examined 
simultaneously in a unified statistical framework. Thus, we analyzed three factors in our 
analysis: chromosome, SSR type, and genomic location (genic vs. intergenic). Our 
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analysis was based on the data for the 19 AST, with a cumulative total of 1990 SSR 
occurrences. For the purpose of our statistical analysis, the data were summarized as 
two 19 by 7 contingency tables (one for genic and one for intergenic regions) giving the 
frequencies of the 19 SSR types on each chromosome [29]. The abundance for each 
SSR type/chromosome/region combination was defined as the number of SSRs divided 
by the length of the relevant region on the chromosome in Mb. Our statistical model 
assumes that the effects are all additive on a log rate scale, and therefore multiplicative 
on the rate scale. The goodness-of-fit of this model is summarized in the analysis of 
deviance decomposition given in Table 2-2. In particular, the residual deviance for the 
full model, 228.79 with 222 degrees of freedom, indicates a good overall fit. In 
addition, all of the factors in the model, including the chromosome main effects, are 
statistically significant. In particular, adding SSR type as an explanatory factor to the 
null model reduces the residual deviance by over 1500, which is clearly statistically 
significant (p<0.0001 when compared to a chi-squared distribution with 18 degrees of 
freedom). Thus, abundance is clearly not uniform over SSR types There is also a 
modest, but statistically significant, chromosome main effect (chi-squared=14.53 with 
df=6, p=0.02). The cause of the significant chromosome effect was the higher overall 
SSR abundance on chromosome number 2 relative to all other chromosomes. 
 The statistical significance of the SSR type/genomic location interaction was 
partially explained by the fact that the 8 mono- and di-nt SSR types (among the 19 
AST) were almost non-existent in the genic region, whereas the 11 tri-nt SSR types 
combined are approximately equally abundant in the genic and intergenic regions. For 
this reason we considered separate fits of the log linear model to the mono/di-nt SSR 
data and the tri-nt data, with the genomic category factor omitted from the model in the 
mono/di-nt data case. The sequential deviance decompositions for the two data sets are 
reported in Tables 2-3 and 2-4.  
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Table 2-3.  Sequential analysis of deviance of log linear model for 8 mono/di-nt 
SSR types, intergenic region only. 
 
Effect Number of 
Parameters 
Change in 
Deviance 
Residual DF Residual 
Deviance 
Null (α  only) 1  55 1130.89 
SSR type (T) 7 1085.14 48 45.75 
Chromosome (C) 6 8.89 42 36.86 
 
Table 2-3 indicates a significant SSR type effect as observed in Table 2, but no 
strong evidence of differences between abundance rates of mono/di-nt SSR types 
among chromosomes. The statistical significance of the SSR type factor was a 
consequence of the large differences in the empirical abundance rates, which strongly 
suggest that the genesis rates of different SSR types were not uniform. The residual 
deviance after dropping chromosome as a factor in the model was 45.75 with 48 
degrees of freedom, indicating a good fit for the Poisson model with SSR dependent 
abundance rates. 
The story for the tri-nt SSR counts was more complex (Table 2-4). Dropping 
chromosome from the model increases the residual deviance by a statistically 
insignificant 10.38. Examination of the chromosome coefficients does indicate a 
significantly higher abundance value on chromosome number 2. This may be just a 
statistical anomaly or may indicate the existence of a differential SSR genesis rate in 
chromosome 2. The residual deviance for the reduced model was 142.69 with 136 
degrees of freedom, again indicating that the Poisson variation model was reasonable. 
However, not only do the abundance rates vary by SSR type, but the differences depend 
upon the genomic location category (intergenic/genic). While abundance was generally 
higher in the genic region, the pattern was not uniform across all 11 tri-nt types. In some 
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cases there was no significant difference between genic and intergenic regions (Table 2-
5).   
 
Table 2-4. Sequential analysis of deviance of log linear model for 11 tri-nt SSR 
types. 
 
Effect Number of 
Parameters 
Change in 
Deviance 
Residual DF Residual 
Deviance 
Null (α  only) 1  153 409.70 
SSR type (T) 10 68.05 143 341.65 
Chromosome (C) 6 10.37 137 331.28 
Genomic category (G) 1 150.92 136 180.00 
Interaction (T x G) 10 47.68 126 132.31 
    
Experiment and Result; Characterization of size polymorphism in SSRs among 
natural accessions 
Next, we tested if the size variations of SSRs among natural accessions suggest 
evolutionary forces for the cause of SSR size variations. We scanned the genome using 
a 250 kb window and randomly selected a SSR within each window. Mono-nt SSRs are 
not easy to accurately assay for their repeat number and could mislead our analysis [34], 
so they were eliminated from this analysis.  Of the 1759 SSRs (after removing mono-nt 
SSRs), we selected 162 SSRs for further analysis as addressed in the previous section. 
We analyzed the characteristics of the 162 selected SSRs and found that their 
distribution, repeat units, and frequencies were comparable to those in the complete 
genome-wide collection [29].  
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Table 2-5. Comparison of log abundance rates in genic and intergenic regions 
based on a Poisson model.  
 
SSR Genic Intergenic Diff. Std.err Z-value P-value 
AAC/ACA/CAA 1.689 0.335 1.354 0.216 6.280 0.000*** 
AAG/AGA/GAA 0.683 0.370 0.312 0.253 1.236 0.216 
ACC/CCA/CAC 0.590 0.335 0.255 0.261 0.979 0.328 
AGC/GCA/CAG 1.405 0.094 1.311 0.244 5.363 0.000*** 
AGG/GGA/GAG 1.182 0.047 1.134 0.256 4.433 0.000*** 
ATG/TGA/GAT 0.247 0.222 0.026 0.292 0.088 0.930 
CCT/CTC/TCC 1.164 0.047 1.116 0.257 4.352 0.000*** 
CTT/TTC/TCT 0.557 0.437 0.121 0.256 0.471 0.638 
GCT/CTG/TGC 1.474 0.047 1.426 0.247 5.778 0.000*** 
GGT/GTG/TGG 1.068 0.640 0.428 0.215 1.988 0.047* 
GTT/TTG/TGT 1.538 0.558 0.980 0.202 4.836 0.000*** 
* indicates significance at the 5% level, ** 1%, and *** 0.1% 
 
To test size polymorphism of the 162 SSRs, primers were designed and used to 
screen the length polymorphism in a SSR locus with 7 natural accessions. Subsequently 
we accessed the size variability of SSRs represented by the polymorphic index content 
(PIC). The PIC value 0 represents no polymorphism among alleles and the PIC value 1 
represents the most complete polymorphism. Of the 162 SSR loci, 33 SSR loci were 
eliminated from further characterization due to PCR failure or ambiguous results. We 
calculated the PIC scores for the remaining 129 SSR loci. The range of the PIC scores 
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spans from 0.63 to 0.86. All the results of the polymorphism analysis for the 129 
sampled SSR loci are described in Table 2-6 [29]. In this analysis, we considered two 
different parameters, physical characteristics of SSRs (repeat number, type, and length) 
and genome location of SSRs (chromosomes and genic vs. intergenic).  First, we 
grouped these experimentally characterized SSR loci to test if the distributions of PIC 
scores are associated with different physical characteristics of the SSRs. There were no 
significant differences in the mean values of PIC scores among repeat units or SSR 
types (p=0.86 and p=0.84 respectively, using one-way ANOVA) (Figure 2-6A and 6B), 
and there was no significant correlation between PIC and repeat number (p=0.4) (Figure 
2-6C). Second, we compared PIC scores of 129 SSRs in two functional regions (genic 
vs. intergenic) (Figure 2-6D) and the seven chromosomes (Figure 2-6E). We also found 
that there were no significant differences in the distribution of PIC scores in different 
functional genome regions (genic vs. intergenic) (p = 0.2, Figure 2-6D) and 
chromosomes (p= 0.94, Figure 2-6E). Thus, these data suggest that there was no 
systematic difference in terms of the variations of PIC values among different physical 
characteristics of the SSRs tested here, or across functional regions, or chromosomes. 
Finally, we also compared the PIC value distributions of the same SSR type 
(AAC/ACA/CAA) in 20 different loci at different functional genome locations and 
found that there were no significant differences in PIC scores between genic and 
intergenic regions (p = 0.84, Figure 2-6F). These results suggest that there is no 
apparent bias in SSR genesis rates in 1) the physical characteristics of SSRs, 2) genomic 
locations, and 3) chromosomes. It is worth noting that the SSR size variability of N. 
crassa that is estimated from our study is relatively high, in comparison to other 
organisms [5, 6], with an average PIC score = 0.8. 
We were concerned that the PIC values calculated from seven accessions might 
not reflect the true PIC values among all accessions in nature. To test this, we randomly 
chose 32 strains from the collection of natural accessions in the Fugal Genetics Stock 
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Center (FGSC, Kansas) and analyzed the PIC score of one SSR type, AC/CA, at three 
randomly chosen different loci. The PIC values of the AC/CA SSR type with two 
different population sizes, 7 vs. 32, were not significantly different (two sample t-test, p 
= 0.19, Figure 2-7). 
 
Experiment and Result; Statistical inference for evolutionary forces of size 
variation of SSRs 
We thought that the size variation of SSRs in seven different accessions could 
provide some insights in terms of the occurrence of size variations in nature. We 
hypothesized three simple scenarios regarding the scope of evolutionary forces in SSR 
size variation for statistical tests: 1) Hypothesis #1 (genome-wide effect), the sizes of 
the SSRs in the genome are either longer or shorter for a given strain in comparison to 
those in other strains, 2) Hypothesis #2 (local effect), the sizes of some SSRs are either 
significantly shorter or longer than other SSRs, 3) Hypothesis #3, there could be both 
significant differences among strains and within a strain (Figure 2-8).   
To test these hypotheses, we used 33 SSRs (Table 2-7) that had no missing data 
in seven strains (Table 2-8) [29]. The distribution of repeat numbers across all seven 
strains and 33 markers is considerably right-skewed. 
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 Table 2-6. The physical location and PIC values of 131 SSR loci in the Neurospora 
crassa genome. 
 
No Name Chromo-some Contig Location Length Unit 
unit 
number
Repeat 
Number 
Allele 
numbera 
Allele 
total 
testedb
PICc 
1 MN001 3 1 
221811 ~ 
221875  65  CCT 3 21.7 4 7 0.69 
2 MN003 3 1 
730845 ~ 
730888  44  AGC 3 14.7 5 7 0.78 
3 MN007 3 1 
1500560 ~ 
1500605  46 
 TAC
A 4 11.5 5 6 0.78 
4 MN008 1 2 
277495 ~ 
277591  97  GTT 3 32.3 5 7 0.78 
5 MN009 1 2 
380469 ~ 
380523  55 
 TTC
C 4 13.8 5 5 0.80 
6 MN010 1 2 
524605 ~ 
524640  36 
 CTT
C 4 9 3 5 0.64 
7 MN011 1 2 
882110 ~ 
882179  70 
 CAA
CAC 6 11.7 6 7 0.82 
8 MN014 1 2 
1588956 ~ 
1588998  43  CAA 3 14.3 4 4 0.75 
9 MN015 1 3 
232922 ~ 
232968  47  CAG 3 15.7 7 7 0.86 
10 MN016 1 3 
343335 ~ 
343379  45 
 GAC
T 4 11.3 5 7 0.78 
11 MN017 1 3 
652024 ~ 
652064  41  ACG 3 13.7 5 6 0.78 
12 MN018 1 3 
896071 ~ 
896119  49  AC 2 25 6 7 0.82 
13 MN019 1 3 
1247202 ~ 
1247252  51  AGG 3 17 6 6 0.83 
14 MN023 6 4 
972152 ~ 
972189  38  TGG 3 12.7 5 6 0.78 
15 MN024 6 4 
1022466 ~ 
1022511  46 
 TTG
G 4 11 4 5 0.72 
16 MN026 2 5 
424445 ~ 
424483  39  TGC 3 13 6 7 0.82 
17 MN027 2 5 
523288 ~ 
523331  44  TCT 3 14.7 5 7 0.73 
18 MN028 2 5 
833653 ~ 
833728  76  GTT 3 25.3 7 7 0.86 
19 MN029 1 6 66556 ~ 66597  42  ACA 3 14 3 4 0.63 
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Table 2-6 (continued) 
No Name Chromo-some Contig Location Length Unit
unit 
number
Repeat 
Number 
Allele 
numbera 
Allele 
total 
testedb
PICc
            
20 MN030 1 6 
311750 ~ 
311800  51  GCA 3 17 5 5 0.80 
21 MN032 1 7 
70610 ~ 
70651  42 
 AAG
A 4 10.5 4 5 0.72 
22 MN033 1 7 
414141 ~ 
414186  46  TCT 3 15.3 6 7 0.82 
23 MN034 1 7 
550900 ~ 
550949  50  GAT 3 16.7 6 7 0.82 
24 MN035 1 7 
972109 ~ 
972173  65 
 CAG
CAA 6 10.8 3 3 0.67 
25 MN036 2 8 
225775 ~ 
225814  40  GGT 3 13.3 5 6 0.78 
26 MN037 2 8 
445938 ~ 
445986  49  CAT 3 16.3 7 7 0.86 
27 MN038 2 8 
590238 ~ 
590281  44  TGT 3 14.7 4 5 0.72 
28 MN039 2 8 
860683 ~ 
860717  35 
 TAG
G 4 8.8 3 3 0.67 
29 MN041 1 9 
261776 ~ 
261829  54 
 ACA
T 4 13.5 7 7 0.86 
30 MN042 1 9 
679283 ~ 
679345  63  ACA 3 21 5 5 0.80 
31 MN045 7 10 
252056 ~ 
252120  65  TG 2 32.5 3 3 0.67 
32 MN046 7 10 
624049 ~ 
624091  43  CTG 3 14.3 6 7 0.82 
33 MN047 7 10 
902607 ~ 
902748  142 
 AGG
T 4 35.5 6 7 0.82 
34 MN048 5 11 
160124 ~ 
160173  50  CA 2 26 6 7 0.82 
35 MN049 5 11 
320460 ~ 
320499  40 
 GCC
A 4 10 4 4 0.75 
36 MN051 5 11 
764835 ~ 
764878  44  CTC 3 14.7 7 7 0.86 
37 MN052 6 12 
79329 ~ 
79382  54  TC 2 27.5 3 4 0.63 
38 MN053 6 12 
422999 ~ 
423051  53 
 GGT
A 4 13.3 6 7 0.82 
39 MN054 6 12 
634162 ~ 
634199  38  AGC 3 12.7 6 7 0.82 
40 MN057 5 13 
264664 ~ 
264705  42 
 AGG
T 4 10.3 5 5 0.80 
41 MN058 5 13 
521169 ~ 
521206  38  ACC 3 12.7 6 7 0.82 
42 MN059 5 13 
831848 ~ 
831892  45  CAT 3 15 6 7 0.82 
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Table 2-6 (continued) 
No Name Chromo-some Contig Location Length Unit
unit 
number
Repeat 
Number 
Allele 
numbera 
Allele 
total 
testedb
PICc
43 MN060 5 14 
166889 ~ 
166952  64 
 TGT
AG 5 12.8 4 4 0.75
44 MN061 5 14 
275448 ~ 
275544  97  AC 2 48.5 4 6 0.80
45 MN062 5 14 
731790 ~ 
731824  35 
 GA
G 3 11.7 5 7 0.73
46 MN065 6 16 
147716 ~ 
147751  36  AC 2 18 5 6 0.78
47 MN066 6 16 
385833 ~ 
385870  38  TGG 3 12.7 4 4 0.75
48 MN067 6 16 
501791 ~ 
501828  38  ACA 3 12.7 6 7 0.82
49 MN068 3 17 
323626 ~ 
323662  37  GTC 3 12.3 7 7 0.86
50 MN072 4 19 
481576 ~ 
481610  35  GGT 3 11.7 6 6 0.83
51 MN073 4 19 
534736 ~ 
534787  52 
 ATA
C 4 13 5 5 0.80
52 MN074 4 20 
204217 ~ 
204261  45  AAC 3 14.7 5 7 0.78
53 MN075 4 20 
256193 ~ 
256291  99 
 TCA
CCA 6 16.5 6 7 0.82
54 MN076 4 20 
505127 ~ 
505208  82  TGT 3 27.3 5 5 0.80
55 MN077 7 21 
275287 ~ 
275330  44  GA 2 22 5 5 0.80
56 MN078 7 21 
615080 ~ 
615259  180  ACA 3 60 4 6 0.72
57 MN079 6 22 
128438 ~ 
128527  90 
 CCT
A 4 22.5 6 7 0.82
58 MN080 6 22 
536453 ~ 
536488  36 
 GA
AA 4 9 7 7 0.86
59 MN081 7 23 
194233 ~ 
194352  120  TCA 3 40 3 3 0.67
60 MN082 7 23 
343505 ~ 
343587  83  GTA 3 27.7 4 4 0.75
61 MN084 3 25 
25541 ~ 
25581  41  TTC 3 13.7 5 7 0.78
62 MN086 4 26 
171173 ~ 
171211  39  GTT 3 13 5 5 0.80
63 MN087 4 26 
340105 ~ 
340154  50 
 GG
A 3 16.7 3 3 0.67
64 MN089 3 27 
400773 ~ 
400817  45  GAT 3 15 6 7 0.82
65 MN090 4 28 
138649 ~ 
138692  44  TGT 3 14.7 7 7 0.86
66 MN092 1 29 
13096 ~ 
13146  51  CTC 3 17.3 3 3 0.67
            
            
 46
            
Table 2-6 (continued) 
No Name Chromo-some Contig Location Length Unit
unit 
number
Repeat 
Number 
Allele 
numbera 
Allele 
total 
testedb
PICc
67 MN094 2 30 
255769 ~ 
255808  40  TTG 3 13.3 5 5 0.80
68 MN095 7 32 
24674 ~ 
24717  44  CTC 3 14.7 4 4 0.75
69 MN096 7 32 
262267 ~ 
262346  80 
 GG
GAA
A 
6 13.3 4 4 0.75
70 MN104 3 1 
838136 ~ 
838171  36 
 ACT
G 4 9 4 4 0.75
71 MN108 3 1 
1452588 ~ 
1452625  38  TGA 3 12.7 4 6 0.72
72 MN112 1 2 
700491 ~ 
700535  45  CAC 3 15 5 7 0.78
73 MN114 1 2 
1056415 ~ 
1056474  60 
 AA
G 3 20 4 4 0.75
74 MN116 1 2 
1648807 ~ 
1648894  88  TCT 3 29 3 3 0.67
75 MN117 1 3 
711452 ~ 
711509  58 
 AA
AG 4 14.3 4 4 0.75
76 MN119 6 4 
293442 ~ 
293472  31  GTG 3 10.3 4 6 0.72
77 MN121 6 4 
795125 ~ 
795174  50 
 GA
A 3 16.7 5 7 0.78
78 MN127 2 5 
914661 ~ 
914699  39  AC 2 19.5 3 5 0.64
79 MN128 1 6 
200004 ~ 
200161  158  CAA 3 52.7 5 7 0.78
80 MN129 1 7 
636597 ~ 
636632  36  AC 2 18 5 7 0.64
81 MN131 1 7 
823852 ~ 
823909  58 
 AA
GC 4 14.5 3 4 0.63
82 MN132 2 8 
602669 ~ 
602703  35 
 CAG
C 4 8.8 4 5 0.72
83 MN136 1 9 
478497 ~ 
478537  41 
 CGT
T 4 10.3 6 7 0.82
84 MN142 7 10 
722692 ~ 
722745  54  CT 2 27 3 3 0.67
85 MN150 5 13 
361740 ~ 
361779  40  TTC 3 13.3 5 7 0.78
86 MN153 5 14 
449098 ~ 
449139  42  GCT 3 14 5 5 0.80
87 MN154 5 14 
564948 ~ 
565014  67  AG 2 33.5 4 4 0.75
88 MN157 6 16 
245477 ~ 
245519  43  GT 2 21.5 5 7 0.78
89 MN162 4 19 
270621 ~ 
270662  42  CAA 3 14 6 6 0.83
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Table 2-6 (continued) 
No Name Chromo-some Contig Location Length Unit
unit 
number
Repeat 
Number 
Allele 
numbera 
Allele 
total 
testedb
PICc
90 MN164 4 19 
439820 ~ 
439856  37  CAA 3 12.3 5 5 0.80
91 MN167 4 20 
621911 ~ 
621950  40 
 AA
G 3 13.3 4 6 0.72
92 MN168 7 21 
157800 ~ 
157838  39  TGA 3 13 6 6 0.83
93 MN170 7 23 
430962 ~ 
431003  42  AGC 3 14 5 6 0.78
94 
MN1
71 5 24 
290074 ~ 
290135  62 
 GGT
A 4 15.5 4 6 0.72
95 MN173 3 25 
289671 ~ 
289709  39  AGC 3 13 5 6 0.72
96 MN178 3 27 
153363 ~ 
153415  53 
 TGC
C 4 13.3 4 7 0.78
97 MN179 3 27 
238013 ~ 
238056  44  AAC 3 14.7 5 5 0.72
98 MN182 4 28 
141787 ~ 
141849  63  CTC 3 21 6 5 0.80
99 MN184 1 29 
13096 ~ 
13146  51  CTC 3 17.3 5 6 0.83
100 MN186 7 32 
351411 ~ 
351449  39 
 CAG
G 4 9.8 6 5 0.80
101 MN188 2 33 
341828 ~ 
341953  126  TC 2 63 3 7 0.82
102 MN191 4 35 
134360 ~ 
134438  79 
 GG
AT 4 19.8 4 3 0.67
103 MN192 4 35 
224393 ~ 
224431  39  TG 2 19.5 6 4 0.75
104 MN194 4 36 
260119 ~ 
260171  53 
 GG
A 3 17.7 4 6 0.83
105 MN196 5 37 
223562 ~ 
223611  50  GCA 3 16.7 4 6 0.72
106 MN197 1 38 
157604 ~ 
157643  40 
 AA
GA 4 10 6 5 0.72
107 MN199 1 39 
137780 ~ 
137824  45  TG 2 22.5 5 7 0.82
108 MN201 3 40 
218684 ~ 
218749  66  AG 2 33 7 5 0.80
109 MN203 5 41 
229996 ~ 
230091  96  ACA 3 32 7 7 0.83
110 
MN2
05 3 42 
246781 ~ 
246972  192  AAC 3 64 3 3 0.67
111 
MN2
08 2 44 
116121 ~ 
116161  41  TGT 3 13.7 5 7 0.78
112 MN213 5 46 
132777 ~ 
132812  36  CAA 3 12 4 7 0.78
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Table 2-6 (continued) 
No Name Chrom-osome Contig Location Length Unit
unit 
number
Repeat 
Number 
Allele 
numbera 
Allele 
total 
testedb
PICc
113 MN215 4 47 
84629 ~ 
84670  42 
 AGC
A 4 10.8 5 4 0.75
114 MN220 4 51 
173992 ~ 
174041  50  CAA 3 16.7 4 7 0.78
115 MN225 2 54 
210836 ~ 
210872  37  ACA 3 12.3 5 7 0.69
116 MN227 1 56 
88744 ~ 
88785  42 
 CTT
G 4 10.5 5 7 0.78
117 MN229 2 57 
104129 ~ 
104172  44 
 CCG
A 4 11 5 6 0.78
118 MN231 1 58 
110853 ~ 
110887  35 
 GAC
C 4 8.8 4 7 0.73
119 MN234 1 62 
8763 ~ 
 8813  51  CCT 3 17 3 7 0.69
120 MN236 5 63 
115653 ~ 
115704  52  CAA 3 17.3 3 4 0.63
121 MN239 1 65 
38240 ~ 
38278  39  GTG 3 13 5 4 0.63
122 MN240 7 66 
71475 ~ 
71602  128  AAC 3 42.7 5 7 0.73
123 MN241 2 68 
34772 ~ 
34815  44  GA 2 22 5 5 0.80
124 MN242 3 69 
83662 ~ 
83807  146 
 AG
A 3 48.7 4 5 0.80
125 
MN2
43 1 70 
67709 ~ 
67744  36 
 TGT
A 4 9 3 4 0.63
126 
MN2
45 3 74 
2479 ~  
2513  35  TAT 3 11.7 3 5 0.64
127 
MN2
46 7 75 
24819 ~ 
24941  123  AAC 3 41 3 3 0.67
128 
MN2
48 7 78 
46844 ~ 
46906  63  ACA 3 21 5 5 0.80
129 
MN2
49 4 79 
60095 ~ 
60140  46  AAC 3 15.3 6 4 0.72
128 
MN2
48 7 78 
46844 ~ 
46906  63  ACA 3 21 5 5 0.80
129 
MN2
49 4 79 
60095 ~ 
60140  46  AAC 3 15.3 6 4 0.72
            
a ,  The allele number refer to the number of different allele in a given SSR locus. 
b,  The total allele number refer to the tested allele from the possible 7 alleles in a 
SSR locus. 
c, PIC stands for polymorphism information contents (see method) 
d, NA stands for Not acquired 
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Figure 2-6. The polymorphic information content analysis from 129 SSR loci.  
A. The frequencies of the PIC values of 129 SSR loci are displayed by the SSR type: di-
nucleotide SSR (blue diamond), tri-nucleotide SSR (green square), and tetra-nucleotide 
SSR (red triangle). B. The comparison of PIC scores in the sampled SSRs of different 
SSR types. The error bars show the standard error of the mean. C. The scatter plot for 
PIC score and the repeat number among the sampled SSRs. The frequencies of the PIC 
values of 129 SSR loci are displayed by the genome region (D), exon (red diamond), 
intron (blue triangle) and intergenic region (green square), and by the chromosome (E). 
F. PIC score distribution of one SSR type, AAC/ACA/CAA, located either in genic 
(blue diamond) or intergenic (red square) regions.  
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Figure 2-7. Comparison of PIC values of the AC/CA SSR type in two different 
population sizes. 
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Figure 2-8. Three hypotheses for the size variation of SSRs 
This skewness was largely removed by a (natural) log transformation. In the 
following analysis we attempted to isolate the sources of variation in the log 
transformed repeat numbers by taking into account the strain, chromosome, genome 
regions (genic vs. intergenic), and SSR type. It is worth noting here that, unlike in the 
analysis of the SSR counts, there is no particular reason that the repeat number should 
have a Poisson distribution. Accordingly, our analysis of the repeat numbers uses 
classical linear models with the natural logarithm of the repeat number as the response 
variable. 
Comparison of the averages of repeat numbers for the seven strains using one-
way ANOVA indicates significant differences among the strains. Pairwise comparisons 
indicate that strain FGSC#2489 has a significantly higher average of repeat numbers 
than the other six strains (P<0.05 for all pairwise comparisons with strain FGSC#2489). 
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Table 2-7. The list of 33 SSR loci for statistical analyses 
 
Marker 
number 
genomic 
region (genic 
or intergenic) 
genomic 
region 
(exonic,intron 
and 
intergenic) 
SSR type 
MN001 genic Exon  cct/ctc/tcc 
MN003 Intergenic  Intergenic  agc/gca/cag 
MN011 Intergenic  Intergenic  caacac/aacacc/acacca/caccaa/accaac/ccaaca
MN018 Intergenic  Intergenic  ac/ca 
MN026 Intergenic  Intergenic  tgc/gct/ctg 
MN027 genic Exon  tct/ctt/ttc 
MN028 genic Intron  gtt/ttg/tgt 
MN033 Intergenic  Intergenic  tct/ctt/ttc 
MN034 Intergenic  Intergenic  gat/atg/tga 
MN037 genic Intron  cat/atc/tca 
MN041 Intergenic  Intergenic  acat/cata/atac/taca 
MN046 genic Intron  ctg/tgc/gct 
MN048 Intergenic  Intergenic  ac/ca 
MN053 Intergenic  Intergenic  ggta/gtag/tagg/aggt 
MN054 genic Exon  agc/gca/cag 
MN059 Intergenic  Intergenic  cat/atc/tca 
MN067 Intergenic  Intergenic  aac/aca/caa 
MN068 Intergenic  Intergenic  gtc/tcg/cgt 
MN121 genic Exon  gaa/aag/aga 
MN125 genic Exon  aac/aca/caa 
MN129 Intergenic  Intergenic  ac/ca 
MN136 non genic Intergenic  cgtt/gtta/ttag/tagt 
MN150 genic Exon  tct/ctt/ttc 
MN157 genic Intron  gt/tg 
MN173 Intergenic  Intergenic  agc/gca/cag 
MN201 genic Intron  ag/ga 
MN203 genic Exon  aac/aca/caa 
MN215 Intergenic  Intergenic  agca/gcaa/caag/aagc 
MN220 genic Exon  aac/aca/caa 
MN225 genic Exon  aac/aca/caa 
MN229 Intergenic  Intergenic  ggca/gcag/cagg/aggc 
MN239 genic Exon  gtt/ttg/tgt 
MN250 genic Intron  ctg/tgc/gct 
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Table 2-8. Line-cross populations from N. crassa accessions. 
 
Cross number Parents* Mating type Origin of collection Polymorphic SSRs 
3223 mat A Louisiana, U.S.A. 
N2 4724 mat a Penang, Malaysia  74 
4720 mat A India 
N4 4715 mat a Haiti 94 
4825 mat A TiassaleI, Ivory Coast 
N6 2223 mat a Iowa, U.S.A. 91 
* Fungal Genetics Stock Number 
 
The strain FGSC#2489 is the sequenced standard laboratory strain that has been 
developed through an extensive backcrossing in the laboratory [35]. We are tempted to 
speculate that the systematic difference in the repeat numbers of SSRs between 
FGSC#2489 and other natural accessions could be a result of repeated selection in the 
laboratory environment. This supports our hypothesis #1 that there was a strain specific 
(genome-wide) effect in SSR size variation. There are also significant differences 
among the six natural strains. However, after Bonferroni adjustment of the pairwise P-
values, the only significant differences were strains FGSC#3223 and FGSC#2489 
having higher average repeat numbers than strains FGSC#4720 and FGSC#4724. 
Strains FGSC#4825, FGSC#2223, and FGSC#4715 have average repeat numbers in 
between these two pairs, none being significantly different from either extreme after 
Bonferroni adjustment. 
In an attempt to more carefully analyze the size variation, we performed two-
way ANOVA analyses: 1) strain by functional regions, 2) strain by chromosome, and 3) 
strain by SSR type. Analysis of the means by strain and region shows no significant 
interaction (P=0.36) and no genic region main effect (P=0.07). Analyses of the means 
by strain and chromosome shows no significant interaction (P>0.99) and no significant 
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chromosome main effects (P<0.30), but a significant strain effect (P<0.0001). The 
estimated strain effects have a similar pattern as in the one-way analysis. Thus, this 
result also supports the hypothesis that there was a genome-wide regulation of SSR 
repeat number. 
Since each marker occurs exactly once in each strain, it was not possible to 
conduct a global test for strain by marker interaction. However, a singular-value 
decomposition of the 33 by 7 interaction matrix, M [36], reveals that there are two 
dominant components that account for more than 60% of the residual variation after 
accounting for strain and marker main effects. Thus, we consider a linear model of the 
form, 
ijjiji
M
j
S
iij vuvuY ελλββμ +++++= 222111 , 
where ijY  is the log repeat number for marker j  on strain i ,  μ  was the overall mean, 
S
iβ  is the main effect of strain i , and Mjβ  is the main effect of marker j . The vectors 
ku  and kv , 2,1=k , are the unit eigenvectors corresponding to the largest two 
eigenvalues of the matrices, 'MM  and MM ' , respectively. This is an additive main 
effects and multiplicative interaction (AMMI) model that has been widely used in the 
analysis of agricultural yield trials [37]. The ijε  terms account for residual variation 
(interaction) not explained by the multiplicative component. The least squares estimate 
of the parameter, kλ , is equal to the singular value associated with the eigenvectors, ku  
and kv , in the singular value decomposition of the interaction matrix, M. The square of 
this singular value is equal to the sum of squares explained by the multiplicative 
interaction component in the ANOVA decomposition for this model as summarized in 
Table 6.  
Examination of the first eigenvector for markers reveals a very large positive loading on 
marker 48. On the other hand, the first eigenvector for strain was essentially a contrast 
between two groups of strains, one group including FGSC#4720 and FGSC#4715 and 
other group including FGSC#4825, FGSC#2223, FGSC#4724, FGSC#3223, and 
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FGSC#2489. Thus, one source of the strain by marker interaction appears to be caused 
by the extremely high repeat numbers for marker 48 in strains FGSC#4720 and 
FGSC#4715, relative to the other five strains. The second eigenvector for markers has a 
dominant positive loading on marker 201 and a dominant negative loading on marker 1. 
In this case, the corresponding eigenvector for strain was a contrast between the pair of 
strains, FGSC#4724 and FGSC#3223, and the remaining five strains. Thus, a second 
source of interaction appears to be due to the contrast between these two groups of 
strains with respect to the difference in repeat numbers between markers 1 and 201, 
relative to this contrast for any other pair of markers. These data support our hypothesis 
#3 that there are variations in SSR repeat numbers that genome-wide effects alone 
cannot explain.  
An alternative simple analysis is to look for markers that have highly variable 
(log) repeat numbers across the seven strains. Under the assumption that the seven (log) 
repeat numbers for a particular marker are a random sample from a normal distribution, 
the sample variance is proportional to a chi-squared statistic with 6 degrees-of-freedom. 
Specifically, )6(~/6 222 χσs , where 2σ  is the unknown true variance. Using the chi-
squared reference distribution with 2σ  replaced by the median sample variance from 
the 33 markers, we found 4 markers with significantly large sample variances 
(P<0.005). In order of increasing variance these are markers 201, 34, 48 and 1. Thus, 
three of the four markers with the largest sample variances are the ones found using the 
ANOVA methods. Based on these data, we concluded that there are genome-wide, 
chromosomal, and local effects in size variation of SSRs. 
 
Experiment and Result; Genetic map construction 
It was suggested that SSRs could be useful molecular markers for genetic 
analysis in intra-species populations due to the hypervariablity of SSRs [8]. Earlier in 
this paper we also confirmed this high variability of SSRs in N. crassa. In addition to 
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hypervariability, a useful genetic marker should show stable inheritance. Thus, we 
wanted to examine the stability of the SSRs as genetic markers by constructing linkage 
maps from intra-species populations generated by crossing N. crassa natural accessions 
(Table 2-8). We also reasoned that the polymorphic SSR markers could provide a 
means of detecting chromosome rearrangement if there was a significant chromosome 
rearrangement among accessions. We found that 140 SSR markers out of the 162 
(86.4%) exhibited polymorphisms of either co-dominant or presence/absence types in at 
least one pair of the mapping parents. 
The availabilities of the polymorphic markers are predominately population 
specific and the mapped SSR loci varied in the different mapping populations (Table 2-
9). Of the 109 mapped loci, only 17 loci (13% of the mapped loci) were mapped into all 
the mapping populations and 47 markers were common in at least two mapping 
populations. About 18%-34% of the SSRs depending on the population showed 
significant segregation distortion. We detected 7 different genomic regions where the 
segregation distortions were observed in at least two populations. Especially, the region 
covering contig 7 at chromosome 1R consistently revealed the deviated segregations in 
the mapped SSR loci (six SSR loci out of 8 SSR loci). The total genetic length and loci 
density of the three genetic maps are summarized in Table 5. The total genetic distances 
varied in the three line-cross populations; N2 cross, 547.1 cM with an average marker 
distance (amd) of 13.0 cM; N4 cross, 882.7 cM with an amd of 13.0 cM; N6 cross, 
934.8 cM with an amd of 13.7 cM. 
 Utilizing the polymorphic SSR markers, 188 F1 haploid progeny derived from 
each mapping population were genotyped. We coalesced 109 SSR loci out of 140 SSR 
loci into the three genetic maps: N2 (50 out of 71 SSRs, 70.04 %), N4 (69 out of 94 
SSRs, 77.2 %), and N6 (70 out of 91 SSRs, 76.9 %). 
To evaluate the co-linearity of the mapped SSR loci among the three populations 
and the physical map based on the sequenced strain, FGSC# 2489, SSR marker orders 
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among the three mapping population were cross examined by using commonly mapped 
loci and a physical map. The positions of the mapped SSR loci from the three mapping 
populations were highly consistent with the physical map positions, with few exceptions 
(Figure 2-9). These exceptions are found in closely linked markers, especially when the 
markers are located in the same contig, for example, MN153 and MN061 on linkage 
group 5. No errors in genotyping or significant segregation distortion at the adjacent 
markers were detected in most case (Table 2-9).  
Discussion; Distribution of SSRs in the sequenced N. crassa genome 
There is a discrepancy between the numbers of the estimated SSRs in the N. crassa 
genome in our study and a previous report [41]. The discrepancy could be attributed to 
the following facts: 1) we used different algorithms from the one used in the previous 
analysis; and 2) we used the most up-to-date genome sequence (release 7), whereas, the 
previous analysis used an earlier version (release 3) of the genome sequence. In 
addition, it should be noted that there is currently no consensus among researchers 
regarding how to define SSRs [1]. To achieve our goals, we applied more stringent 
conditions to define the SSRs than previously used.  Since rates of SSR mutations are 
positively correlated with SSR lengths, we chose to have the number of nt within the 
SSR locus to be greater than 21 [1, 42, 43].  
We found similarities and differences in SSR compositions and distributions 
between the sequenced N. crassa genome and other eukaryotic genomes. In the mono-nt 
SSRs, which accounted for 36% of the total SSRs, poly-A/T was far more abundant 
than poly-G/C.  Indeed, A/T is most abundant across the N. crassa genome. 
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Table 2-9. The marker quality of the mapped SSR loci. 
Popul- 
ation 
Chromo 
some 
SSR 
Locus Contig 
Number of 
progenies 
testeda 
Proprotion 
of progenies 
testedb 
χ2value p valuec 
n4 3 MN003 1 175 93% 4.17 0.01<p<0.05 
n4 1 MN010 2 139 74% 28.55 <0.001 
n6 1 MN013 2 175 93% 10.57 <0.001 
n6 1 MN015 3 166 88% 11.66 <0.001 
n2 1 MN017 3 138 73% 10.46 < 0.001 
n6 1 MN018 3 154 82% 14.96 <0.001 
n4 1 MN019 3 154 82% 10.39 <0.001 
n2 2 MN027 5 135 72% 41.67 <0.001 
n6 1 MN128 6 184 98% 33.07 <0.001 
n6 1 MN035 7 160 85% 13.23 <0.001 
n2 1 MN129 7 166 88% 16.29 <0.001 
n6 1 MN129 7 179 95% 16.90 <0.001 
n4 2 MN037 8 162 86% 5.56 0.01<p<0.05 
n6 2 MN037 8 177 94% 10.45 <0.001 
n6 2 MN038 8 167 89% 11.07 <0.001 
n6 1 MN042 9 167 89% 31.91 <0.001 
n6 1 MN136 9 155 82% 6.20 0.01<p<0.05 
n6 5 MN051 11 175 93% 25.65 <0.001 
n4 5 MN150 11 159 85% 6.85 0.001<p<0.01 
n6 6 MN053 12 165 88% 7.42 0.001<p<0.01 
n6 6 MN054 12 151 80% 10.07 0.001<p<0.01 
n4 5 MN059 13 169 90% 6.44 0.01<p<0.05 
n6 5 MN155 15 184 98% 7.85 0.001<p<0.01 
n2 6 MN067 16 185 98% 50.86 <0.001 
n6 6 MN157 16 161 86% 9.45 0.001<p<0.01 
n4 4 MN074 20 166 88% 29.52 <0.001 
n4 4 MN075 20 153 81% 6.28 0.01<p<0.05 
n4 4 MN167 20 141 75% 15.67 <0.001 
n6 7 MN078 21 183 97% 10.10 0.001<p<0.01 
n2 7 MN168 21 130 69% 7.88 0.001<p<0.01 
n6 6 MN080 22 169 90% 6.44 0.01<p<0.05 
n2 7 MN082 23 133 71% 8.19 0.001<p<0.01 
n6 5 MN083 24 167 89% 6.52 0.01<p<0.05 
n4 4 MN086 26 180 96% 28.80 <0.001 
n6 3 MN089 27 165 88% 11.21 <0.001 
n4 4 MN090 28 141 75% 24.69 <0.001 
n6 4 MN191 35 181 96% 14.37 <0.001 
n2 1 MN199 39 182 97% 12.66 < 0.001 
n2 4 MN215 47 123 65% 61.54 <0.001 
n2 4 MN220 51 137 73% 11.10 <0.001 
n6 4 MN220 51 171 91% 16.43 <0.001 
n6 4 MN223 53 170 90% 15.91 <0.001 
n4 5 MN236 63 134 71% 28.69 <0.001 
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Table 2-9 (continued) 
Population Chromo- some 
SSR 
Locus Contig 
Number 
of 
progenies 
testeda 
Proprotion 
of 
progenies 
testedb 
χ2value p valuec 
n6 5 MN236 63 183 97% 23.09 <0.001 
n6 7 MN247 76 164 87% 7.05 0.001<p<0.01 
n6 5 MN250 80 166 88% 16.29 <0.001 
a The number progenies genotyped in each SSR locus. 
b # of genotypes progeny / # of total progeny (188) * 100  
c The p values were deteremined based on c2 distribution in df=1. In df=1, p =0.05 
is equal to 3.84 in c2 value and p=0.01 is 6.65, p=0.001 is 10.8 respectively. 
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Figure 2-9. Genetic linkage maps of three mapping populations.   
Each linkage group is named according to their cross number and the corresponding 
chromosome number. Cross number is expressed by a letter; A (N6, FGSC#4825 x 
FGSC#2223), B (N4, FGSC#4720 x FGSC4715), and C (N2, FGSC#3223 x 
FGSC#4724). For example, 1-A indicates the linkage group that corresponding 
chromosome 1 in the cross N2. The corresponding linkage groups from different 
crosses are aligned based on the relative positions of anchor markers. The anchor 
markers are underlined and connected by thin lines among the corresponding linkage 
groups. The physical location of each marker is indicated by the super-contig number 
(Broad Institute, 
http://www.broad.mit.edu/annotation/genome/neurospora/Home.html) followed by the 
marker name, e.g. MN018-3 and MN015-3 are two markers that are located in the 
super-contig 3. The scale on the left of each linkage group shows a relative map 
position denoted by centi-morgan (cM). 
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Most mono-nt SSRs were located in the intergenic and the intronic regions but 
rarely located in the exonic regions. This overrepresented A/T SSR tract in the N. 
crassa genome resembles the pattern found in the primate genome [2, 41, 44, 45].  In 
general, di-nt SSRs are the most common SSRs in many organisms [2, 45]. However, 
di-nt SSRs represent only 6.9% of the total SSRs in the N. crassa genome. Among the 
di-nt SSRs, the proportion of the AT/TA SSR type was smaller than those of the other 
di-nt SSRs: AG/GA, GT/TG, AC/CA, and CT/TC. This result may reflect the 
difference in SSR compositions between fungal and other organisms [1].  It is also 
possible that the AT/TA SSR type could have been underestimated because of our 
stringent SSR definition (discussed earlier), thus accounting for the difference between 
the studies.  
Tri-nt SSR is the major class of SSRs in the N. crassa genome. In our analysis, 
tri-nt SSRs accounted for 39.4 % of the total. This is larger than the di-, tetra-, penta- 
and hexa-SSRs combined (24.5%). The predominance of tri-nt SSRs in N. crassa 
appeared to be unique feature compared to other sequenced fungal genomes [41]. In 
terms of relative abundance, there were twice as many tri-nt SSRs present in the 
exonic region than in the intronic and intragenic regions combined. The enrichment of 
the tri-nt in the exonic region has been observed in other eukaryotic organisms across 
taxa [2, 10, 44, 46]. This pattern was attributed to a tight negative selection on the 
other SSRs (other than tri-nt SSRs) that would perturb the reading frame in the coding 
regions [2, 10, 47-49].  Our analysis shows that most SSRs (74%) are predominantly 
distributed in the intergenic and intronic regions, with tri-nt and hexa-nt SSRs being 
exceptions (Table 1 and Fig. 1). Moreover, the presence of SSRs, such as ATG 
variants that could act as a start codon, or TTA variants that could act as a stop codon, 
are restricted in the exonic region (See Table 2-1, Figure 2-1 and Figure 2-2).    
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Discussion; Potential role of AAR encoded by tri-nt SSRs 
Our results suggest that AAR encoded by tri-nt SSRs have undergone positive 
and negative selections, depending on their sequence types: three AAR (Gln, Glu and 
Ser) were over-represented and three AAR (Leu, Cys and Val) were under-represented 
in the genome (Figure 2-3).  This suggested that the observed size variation of tri-nt 
SSRs within a gene may be differential, possibly due to functional selection on the 
amino acid reiteration in encoded proteins [10, 11, 50]. Previous analyses of protein 
database and genomic sequence in different taxa found that AAR stretches of small 
hydrophilic amino acids were more tolerated in proteins [10, 50]. In agreement with 
previous reports, our data showed that the hydrophilic amino acids including Gln, Glu 
and Ser repeats are over-represented in the N. crassa genome (Fig. 2-3). However, the 
tolerance of AAR stretches in proteins has certain restrictions. Our results showed that 
the proportion of AARs exponentially decreased as the number of repeat units 
increased in all types of AARs, with 25 repeats being a critical threshold (Figure 2-4). 
This may be because longer AAR repeats have such detrimental effects on protein 
functions that they are apt to be selected out in the genome [10, 50, 51]. 
Numerous lines of evidence have been accumulated to support the potential 
roles of the AAR encoded by tri-nt SSRs in the functional divergence of proteins [10, 
12, 52, 53]. Hydrophilic AAR stretches can be a major source of phenotypic variations 
[10, 18]. For instance, expansion of CAG repeats resulting in poly-Gln repeats in 
various neurological genes in humans can cause changes to their original gene 
functions and lead to various neuronal disorders including Huntington’s disease, 
detatorubro-pallidoluysian atrophy, spinbulbar muscular atrophy, and spinocerebellar 
ataxia [53].  
It is suggested that gene duplication has a fundamental role in diversifying 
gene function [54]. However, diversifying gene function by gene duplication is 
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probably not a good option for N. crassa because it has a genome defense 
mechanisms, Repeat-Induced Point mutation or RIP [54]. Neurospora detects 
duplicated copies of sequences in the genome and mutates both sequences by repeated 
point mutations during the sexual cycle [54]. Thus, the questions of whether and how 
N. carssa could generate diversified functional genes has been raised [55]. We 
propose that the AAR encoded by tri-nt SSRs might have a crucial role in creating 
functional variability of gene regulation.  Since RIP requires a minimal duplicated 
sequence length of about 400 base pairs (bp)[55], a tandem repeat of SSRs less than 
400 bp within a gene may escape from the influence of RIP and hence may modify the 
original gene functions efficiently [10, 56]. The proteins including AAR are in diverse 
functional groups. Further, the size variations of tri-nt SSR in exonic regions are 
variable across the N. crassa genome (Figure 2-6). These raise the possibility that 
highly active contraction and expansion of the tri-nt SSRs in exonic regions may play 
roles in the evolution of gene functions that may facilitate adaptation in new 
environments [10, 56].  
We explored the possibility of SSRs being a target of functional variation of 
circadian rhythms in nature. First, we surveyed the variation of repeat numbers of 
SSRs located in ORFs of known circadian clock genes, white collar-1 (wc-1), white 
collar-2 (wc-2), vivid (vvd), and frequency (frq), among 143 N. crassa natural 
accession collected from all over the world. We found significant size variations of 
SSRs in clock genes. Furthermore, these variations were associated with circadian 
rhythms [57]. WC-1 is a blue-light receptor for circadian clock and it functions as an 
activator in a complex with a partner, wc-2. We focused our study on the 
polyglutamine repeat domain in the amino-terminal of wc-1, NpolyQ, which has been 
proposed as an activation domain [58, 59]. Previous studies also suggested that 
NpolyQ plays a role in clock-specific activation [60, 61]. We found that NpolyQ is a 
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target for period variation. Furthermore, we found evidence that variation in the 
circadian clock was associated with latitude of collection, which suggested that the 
WC-1 genotype provided an adaptive advantage in natural populations. The 
quantitative role of variation in the amino-terminal polyglutamine (NpolyQ) domain 
of WC-1 in period variation among accessions has been confirmed in an independent 
experimental line cross population [57]. Further functional characterization will be 
directed toward determining the effects of the variable AAR encoded by tri-nt SSRs 
on the corresponding gene functions and their ecological implication. 
 
Discussion; Evolutionary inference of SSR variations in N. crassa 
We attempted to infer factors on size variation of SSRs in the N. crassa 
genome by statistical analysis of size variations of 33 markers in seven accessions. 
Our results suggest that there were at least three different levels of statistically 
significant factors (genome-wide, chromosome-specific, and local effects) involved in 
size variations of SSRs in the N. crassa genome. Our study does not address the actual 
mechanism of variation in SSR repeat numbers; however, it provides foundations for 
further experimental verification. One of the widely discussed theories on the genesis 
of the length variation of SSRs is the strand-slippage theory, that the variation of 
length in SSRs is caused by slipped-strand mis-pairing and subsequent errors during 
DNA replication, repair, and recombination [1, 11, 62, 63]. This could be a good 
explanation for the strand-slippage theory with an assumption that there is no bias in 
the rate of mis-pairing in genomic regions during the replication process. However, 
there are reports that the length variation does not follow in a step-wise manner 
because the efficiency of the length variation may differ due to numerous local 
circumstances in the genome [1, 10, 11]. Our data also suggest that the genome-wide 
mechanism cannot be the only source variation for SSR size variations. The existence 
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of chromosome-specific and local effects suggests that genomic context is an 
important factor for the variation of SSR repeat numbers. More research should be 
focused on the factors influencing the local variation. 
RIP could be a potential mechanism for the observed species-specific bias in 
SSR distribution. RIP refers to a genetic phenomenon that mutates duplicated 
sequences in a genome during the sexual cycle [22, 64]. Both duplicated regions go 
through C:G to T:A mutations preferentially at CpA di-nt [65, 66]. For example, a 
segment of the Tad 1-1 sequence,…ACACA…, is mutated to, …ATATA…, after RIP 
in all progeny the authors analyzed (Fig. 4 in [21]). The systematic mutations of these 
types could accelerate the genesis of certain types of SSRs and interrupt others. We 
did not find CG/GC repeats in the N. crassa genome. This observation could be 
explained by RIP since the expanded CG/GC repeats could be a target for repeated 
RIP. Characterizing the roles of RIP in SSR evolution requires more careful study. 
 
Discussion; Marker potential of Neurospora SSR 
The estimated PIC value was comparable and relatively high for SSR markers 
compared to other organisms [67-69] where the SSR marker system has been applied 
to many genetic analyses. The average PIC in rice is 0.637[70], in soybean 0.43 [71], 
and in wheat 0.40 [72]. The mean PIC score in the rust fungus, Puccinia graminis, is 
0.49 [73], and  the mean PIC score in Diplodia pinea [= Sphaeropsis sapinea], a well-
known pathogen causing a shoot or tip blight of numerous pine species and some other 
conifers, is 0.43 [74]. Compared to these organisms, SSR size variability estimated by 
PIC scores in N. crassa seems to be relatively high. To estimate a mean PIC value 
objectively, the tested SSR loci should be randomly sampled. However, unbiased 
sampling, as done in our study (Figure 2-10), is not easy to achieve even in sequenced 
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organisms. Since the PIC calculations in many studies, including those mentioned 
above, are based on the available SSR marker set rather than a random sample, they 
could produce biased estimates of the PIC for the genome.   
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Figure 2-10. The distribution of the randomly selected SSRs by the unit number 
The genome is scan by a 250 kb window to select a SSR within each window. Mono-
nt SSRs are skipped in the count. The distribution of selected 162 SSRs shows 
comparable to those of the complete genome-wide collection in the SSR repeat type. 
 
 
The high PIC value in N. crassa implies that the SSR marker system has 
sufficient resolution/polymorphism to be used for genetic studies. Even though our 
current study of polymorphism of the selected SSR types uses a rather small sample of 
7 strains, our PIC estimation of the SSR type AC/CA was consistent with the 
estimation using a larger sample of 32 strains (Figure 2-7). A larger scale study of 
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genome-wide SSR analysis with a bigger population would be required to obtain a 
more comprehensive understanding of the distribution of SSRs in fungal genomes. 
  We investigated whether the polymorphism of SSRs could be affected by any 
of the factors including different repeat units, SSR types, chromosomes, repeat 
numbers, and total SSR lengths (Figure 2-6). Our result showed that there were no 
significant differences in PIC scores among those criteria (Figure 2-6) in the N. crassa 
genome. Since the mutation rate seems to be random across the genome, it was 
difficult to estimate the mutation rates of SSRs in different categories, i.e. SSR types 
or functional regions. Thus, empirical characterization of size variability for each SSR 
is necessary to estimate the usefulness of a particular SSR as a molecular marker. 
Currently, genomic sequences of many fungal organisms are accessible 
through public genome databases. Identification of SSRs can be easily done using 
several publicly available software packages. However, despite the many advantages 
of SSR markers in various biological studies, the lack of experimental data on 
polymorphic SSR markers is still a major limitation for utilizing SSR markers in 
biological studies in fungal systems. Thus, community based databases for SSRs will 
expedite the implementation of SSR markers in genetic and genomic studies in N. 
crassa as well as in other fungal organisms. 
 
Discussion; SSR based genetic map construction for N. crassa genome 
Recently, molecular marker techniques for assisting efficient mapping/gene-
cloning have been developed in N. crassa system [75-77]. All of these techniques 
utilize polymorphisms at the nucleotide level. The usefulness of polymorphisms found 
in SSRs for evolutionary studies was explored by Dettman and Taylor [8]; 13 SSRs in 
147 strains from eight species of Neurospora have been analyzed. The authors 
sequenced 5 SSRs and about 500 nucleotides of the flanking sequences, and then 
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characterized the genealogical relationships between SSR alleles by mapping them 
onto a tree drawn by flanking sequence data. This study revealed that SSRs are not 
appropriate for studies on inter-phylogenetic relationship among species due to high 
mutation rates in SSRs (about 2500 times greater than those of flanking sequences) 
and allele length homoplasy [8]. The same report also suggested that SSRs could be 
used for population studies in inter-species populations. In the current study, we 
wanted to test if we could experimentally confirm this prediction by constructed three 
linkage maps using three independent F1 populations. 
Based on our SSR polymorphism data, we were able to construct three 
different genetic maps from the three different pairs of N. crassa natural accessions 
(Table 2-6). A previous study estimated that the Neurospora genome is about 1000 
cM [35]. The discrepancy in the estimated genome-wide map units, between our 
estimation and the previous study, is mostly due to the different coverage of either 
molecular or genetic markers for each strain. Our linkage maps roughly agree with the 
previous estimation, about 1000 cM [35].  
The order of SSR markers along the chromosomes were conserved well among 
the three mapping populations in our analysis. Furthermore, the positions of mapped 
SSR loci from the three mapping population are highly consistent with the positions in 
the physical map, with a few exceptions, suggesting that the genetic architecture of the 
6 natural accessions are highly similar to each others. One of the exceptions was the 
loci order between closely linked markers. Because of this, the inconsistency is mostly 
attributable to statistical complications cased by a lack of recombination information 
between two tightly linked markers, rather than chromosomal rearrangements due to 
missing values or segregation distortions. A previous simulation study also supports 
our interpretation[78] .  
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CHAPTER 3 
 
TOOL DEVELOPMENTS TO FACILITATE QTL ANALYSIS AND SUBSEQUENT 
POSITIONAL CLONING PROCEDURES 
 
Introduction; The need for tool development for the efficient QTL analysis  
A QTL approach to the study of the Neurospora clock may be promising for the 
following reasons: First, Neurospora crassa is a very genetically tractable organism, 
having appropriate resources and also reliable phenotypes for the circadian clock 
regulation. Second, this is forward genetic approach so no prior information is required 
to find new genes underlying the clock phenotype. Third, we may find a novel genetic 
components underlying clock phenotype if we exploit natural variations between natural 
strains that have accumulated for a long period time as a consequence of the adaptive 
process to local environment. Fourth, we may be able to characterize a causal genetic 
variant that from an adaptive process since the genetic variation that affects clock 
function is relevant to the adaptive process. Thus, for these reasons, a QTL approach 
may increase our understanding of the mechanisms of circadian regulation and also give 
insight for the role of the circadian clock in the process of adapting to local 
environments, a topic that is somewhat overlooked in current research. 
However, identifying a gene from the QTL approach is not easy; it requires a 
sequence of multiple procedures and each step may require a plenty of work (Figure 3-
1). Thus, I have developed two efficient tools that facilitate using QTL approaches in 
genetic marker development/management and phenotyping procedures. 
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Figure 3-1. Procedures to discover a gene/genes from QTL analysis 
 
Introduction; MoMMS: A Molecular Marker Management System 
Whole genome sequence data facilitates the development and application of 
sequence based markers. Microsatellite or simple sequence repeat (SSR) markers are 
one of most frequently used sequence based markers in current genomics studies 
because they are ubiquitous, abundant and highly polymorphic across eukaryotic 
genomes [1-4]. Moreover, since SSRs are PCR (Polymerase Chain Reaction) based 
markers, they are easily assayable with relatively low cost and compatible with high 
throughput methods [5, 6].  
Among many applications, SSR markers has been employed efficiently in 
quantitative trait loci (QTL) analysis to identify genetic polymorphisms in a segregating 
population that are associated with a phenotype of interest [5].  A significant advantage 
of using sequence based markers for QTL analyses in sequenced organisms is that a 
genetically defined QTL position can be converted directly to a physical position, which 
facilitates subsequent map-based or positional cloning [6].  
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However, identifying a gene that is responsible for a QTL from a coarse QTL 
map through positional cloning still requires much work; one has to perform high 
resolution mapping to narrow down the genomic region of interest [7, 8]. Efficient ways 
to develop molecular markers for a specific region of interest are thus indispensable [9].  
To facilitate the process of developing and managing SSR marker data, we 
developed the MoMMS. This software provides a graphical user interface to display 
positions of SSR markers in a sequence segment or a genetically ordered physical map 
if the related information is available. Selected markers can be exported or viewed at 
the sequence level using the ARTEMIS package 
(http://www.sanger.ac.uk/Software/Artemis/). Further, this visualization function in the 
software can, in principle, be extended to any other sequence based marker systems 
such as SNPs (single nucleotide polymorphisms) if a proper input file is constructed. 
Tandem Repeats Finder (trf, http://tandem.bu.edu/trf/trf.html) and Primer3 are 
integrated in this software to maximize the efficiency of the application of SSR marker.  
The incorporated trf assists to find SSRs through an uploaded genomic sequence. 
MoMMS can automatically convert the output of trf to a new input file to visualize SSR 
positions in the genome. Primers flanking SSRs can be created by Primer3 program 
(http://primer3.sourceforge.net/) in a high throughput manner. Local database in this 
software assist to organize and filter SSR marker information regarding their genomic 
position, their physical characteristics (e.g. SSR motif) and their polymorphism. These 
functions greatly assist genetic marker developments both genome-wide and at specific 
target sites, which facilitate procedures from QTL analyses and positional cloning in 
any eukaryotic model organism. The operational process is summarized in Figure 3-2. 
In this report, we demonstrate an application of MoMMS in QTL analysis and 
positional cloning using the Neurospora crassa genome. 
 8585 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-2. Graphical summary in the operational processes of MoMMS 
A. SSR marker development step. A proper input file is automatically constructed after 
the SSR discovery. Tandem Repeats Finder (trf) B. SSR visualization & data 
management step. The genetic information along with sequence of a genome of interest 
information allow a construction of a physical map (green bar). The defined SSR by trf 
can be visualized in the physical map (red line). Local database in this software assist to 
organize and filter SSR marker information regarding their genomic position, their 
physical characteristics (e.g. SSR motif) and their polymorphism. C. Development of 
molecular markers & candidate gene at targeted region. Selected markers can be viewed 
at the sequence level using the ARTEMIS package and the flanking primer of the 
selected SSRs can be designed in a high though-put manner.  
 
 
A. SSR marker development  B. SSR visualization & data 
management  
C. Development of molecular markers & candidate gene 
at targeted region 
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Introduction; Circamate, the high through-put image processing system for the 
circadian clock analysis  
As mentioned earlier, since a clock phenotype may be easily detected through a 
race tube assay, the Neurospora circadian rhythm becomes an attractive system for 
genetic studies. However, phenotyping the number of race tubes manually that is 
required in QTL analysis is so laborious that one must think about overcoming this 
problem before applying QTL to Neurospora circadian clock study. 
Circamate, a program developed in our lab, was designed to assist the 
phenotyping procedure in race tube assay.  Specifically, it is designed to analyze the 
circadian rhythm of N. crassa or other fungi from digital images by performing the 
following three steps automatically (figure 3-3): 1) label recognition 2) band 
recognition and interpretation 3) the visualization and management of the result. This 
software was applied to our QTL analysis, and the result turned to be very satisfactory 
since it not only saved time and effort but also introduced a precision and objectiveness 
in the interpretation of the banding phenotype.   
In the original version of the Circamate program, we focused on the function 
that analyzes period and phase under FRC (need to define FRC?). Using the clock 
phenotypes under the FRC, the circadian clock study may be not comprehensive; using 
those phenotypes alone, we may not go further to find genetic components underlying 
the function of circadian clock at natural environments using QTL analysis, since the 
output phenotypes of circadian rhythm only reflect endogenous regulation of circadian 
oscillator. However, the natural environment is cyclic in light and temperature, by 
which harmonious actions of input, oscillator and output pathways are orchestrated to 
control the physiological processes according to daily or seasonal basis change. Thus, 
we updated Cirmate to accommodate a function to interpret Neurospora circadian clock 
phenotype under cycling conditions to understand biological functions of Neurospora 
circadian clock in natural environment through QTL.  
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Figure 3-3. The three analysis steps by Cricamate.  
A. 1st step; label recognition. Automatic label recognition (blue circle) of labels in the 
race tubes (red circle). B. 2nd step; banding pattern recognition. Automatic recognition 
of beginning and end of experiment (blue and red circle). C. 3rd step; statistical analysis 
and saving data in the SQL server. Data summary of statistical analysis (blue circle) and 
graphical presentation of the banding pattern (red circle). This figure is adopted and 
modified from the figure shown in Lee’s lab home page 
(http://genesis.plantpath.cornell.edu/Tools.aspx.) 
 
A. 1st step; label recognition. B. 2nd step; banding pattern 
 
 
C. 3rd step; statistical analysis and saving 
data in the SQL server   
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Experiment and Result; Establishment of a phase evaluation function which is 
compatible to cycling condition. 
Under the entraining condition, the conidiation rhythm is synchronized to the external 
cycling rhythm. For example, if the race tube is subject to a 24 hour light-dark cycle, the 
conidiation occurs at the same position everyday, in contrast to the rhythm under FRC since the 
endogenous rhythm is synchronized to 24 hours (Figure 3-4A and B). 
 
 
 
 
Figure 3-4. The comparison of the conidiation rhythm between free running (A) and 
entraining condition to 24 hour cycle (B).  
Race tube image is segmented by 24 hours’ interval and is arrayed horizontally. x axes 
in (A) and (B) represent duration of light treatment each day. Open box in x axis 
represents light treatment and box with black color represent dark treatment. In y axis, d 
stands for day thus, for example, 1d represent day 1 of incubation. In this figure, 
endogenous rhythm (20.5hr) under FRC (A) is synchronized to 24 hour (B) of the 
external cycle. 
A. B. 
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Calculation of the phase in entraining condition is simply formulated as follows:  
Phase (ZT) = (distance of band center from light-off/total growth for 24 hours) x 24 
hours +12 (ZT); where, 12 (ZT) is a constant that represents ambient light condition 
(light-off) of a cycling environment.  
The basic idea of this calculation is to represent when the band center occurs each day 
under cycling conditions.  However, the calculation is based on the assumption that the 
growth rate is constant.  It is found that growth rate is not constant in some cases 
dependent on different environmental stages of a cycle or any unknown 
microenvironment in a day; some natural Neurospora strains show differential growth 
rates under a different ambient environment of a cycle. Thus, one cannot generally use 
the above calculation to infer the entraining phase or phase of Neurospora natural stains. 
Furthermore, since the differential growth rate is not thought to be under circadian clock 
regulation, the estimation of the phase from the calculation could be incorrect.  In order 
to bypass this problem, the updated Circamate has a function that processes a 
reconstructed band image that has been normalized by the growth rate at each different 
environmental stage of a cycle when the phase is calculated (data not shown). Our 
prediction was that the updated function could estimate the phase accurately regardless 
of the differential growth rate since the growth rate is not under circadian control.  To 
confirm this prediction, we examined the phase of a strain that has inconsistent growth 
during race tube experiments using a normalized image processed by the undated 
Circamate and an original image as a control. The race tube experiment for the phase 
analysis was conducted over 5 days under a 12h:12h light-dark cycle at 25Cº inoculated 
with FGSC2225, a strain that tends to have unstable growth rates during race tube 
experiments. As expected, the growth rate of FGSC 2225 was variable during the race 
tube experiment, with somewhat faster growth under light condition in the 12h:12h 
light-dark cycle (Figure 3-5A). We then compared the phase values of the normalized 
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image processed by the updated Circamate to values of the original image. The phase 
measurements from the normalized image among incubation days are much less 
variable than those measurements from the original image (the standard deviations are 
0.2 vs 1.3 ZT hours respectively, Figure 3-5B). Thus, this experiment confirmed the 
prediction and also strongly suggested that the updated function of Circamate is 
accurate enough to estimate the phase of Neurospora natural strains.  
 
 
Figure 3-5. Comparison of phase inference from between the normalized and 
original image. 
A. Race tube image that is inoculated with FGSC 2225. The original image is 
segmented by 24 hours’ interval and then is arrayed horizontally. Open box in x axis 
represents light treatment and box with black color represents dark treatment. y axis 
represents day of incubation. Black vertical bar is a marking drawn at ZT0.  B.  
Comparison of phase inference between the normalized (diamond with blue color) and 
original image (rectangle with red color) in each incubation day through Circamate. x-
axis represents the day of incubation and y axis represents phase value. 
 
 
In addition to the main change ad described above, the updated Circamate 
accommodate many other efficient functions for Neurospora circadian phenotype. First, 
the image reconstruction solution to correct differential growth rate can be applied to 
period analysis since the daily growth could be variable during race tube experiments 
from unexplained environmental noise. Second, we can specify any cycling condition 
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other than light/dark conditions (for example, temperature cycle) in the database to 
manage the information efficiently. Third, we can change period of a certain 
environmental condition in a given cycle in phase analysis. For example, in the 
light/dark cycle with 24 hour condition, we can choose any photoperiod to define the 
photoperiod-specific phase. The flow chart of the operational process is described in 
Figure 3-4.   
 
Method; Implementation of MoMMS 
 MoMMS is implemented in Java using the Swing graphics package and is 
compatible with J2SE 1.4.0 and later. It reads common bioinformatics sequence file 
formats such as FASTA and EMBL. Chromosomes that are split into contigs can be 
displayed with the aid of an additional linkage file. A local MySQL database is used to 
store chromosomal sequences and annotations. Large sequences are 'chunked' into sub-
sequences for faster storage and retrieval. A Java .jar file for ARTEMIS release 8 is 
included in MoMMS and accessed as a Java package. trf v 3.3.0 and Primer3 are 
included as separate programs. 
 
Experiment and Result; Application of MoMMS in QTL analysis and subsequent 
positional cloning.  
Through a QTL analysis, we aimed to find genetic regions associated with one 
circadian clock property, namely, period under a constant environment [12, 13]. First, 
we obtained 2745 candidate SSR markers using the trf program. The outcome of trf was 
automatically converted into a format compatible for MoMMS. After uploading the 
output of trf analysis into MoMMS, the corresponding location of each marker was 
visualized as a graph (Figure 3-7). 
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Figure 3-6. Flow chart in the operational process of the updated Circamate 
a, OCR stands for optical center recognition. b, Mbb stands for multi bound box. The 
MBB method represents a marking method that require multiple times of markings done 
at every transition of cycle (in cycling condition) or day (in constant environment). c, 
SBB stands for single bonding box. The SBB method represents a marking method that 
require two times of marking done at the start and end of a race tube experiment.  
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To identify polymorphic SSR markers evenly distributed across the genome, we 
randomly selected one candidate SSR marker within each 250 kb window, and 
experimentally tested for heterogeneity between two parents (Figure 3-8A) [10]. 
Primers flanking SSRs were created by the integrated Primer3 program (Figure 3-6B). 
MoMMS can simultaneously generate primer pairs for SSR for any number of selected 
loci. Once we had experimental data for each marker, we updated the marker 
information. The updated marker information, both computational and experimental 
data, was visualized as a table (Figure 3-8B). The information in the table can be 
reorganized according to the user’s purpose with a filter function (Figure 3-8B). 
In this fashion we constructed a linkage map covering the whole genome using 
polymorphic SSR markers[10], and then performed a QTL analysis to identify 
chromosomal regions associated with the period phenotype. Several QTLs affecting 
period were detected. One QTL mapped to a region around MN046 on chromosome 7. 
To find a potential gene corresponding to this QTL [11], we searched for candidate 
genes in the QTL region using genome browser, ARTEMIS, linked to MoMMS (Figure 
3-4C). We could easily identify a candidate gene, wc-1(NCU02356.2, Broad Institute) 
that is located just next to MN046 (Figure 3-8C). WC-1 is a blue light receptor and a 
key circadian clock gene that has been extensively characterized[12].  
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Figure 3-7.  Simple sequence repeat (SSR) marker developments of Neurospora 
crassa genome using MoMMs.  
Virtual image of the 2745 SSR sequences defined by Tendam repeat finder (trft) across 
Neurospora genome through MoMMs. The Roman numerals at the head of each column 
(in yellow) are chromosome numbers. The vertical green bars under the yellow blocks 
represent chromosomes of N. crassa that consist of supercontig sequences that are 
oriented by genetic order. The numbers written by black clock in green bar denote 
supercontig IDs, which are obtained from Neurospora genome database on the Broad 
Institute website 
(http://www.broad.mit.edu/annotation/genome/neurospora/Home.html). The 
horizontally drawn red lines located in green bar in the left side on each Neurospora 
chromosome represent the SSRs defined by trf.  
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Figure 3-8. Finding candidate genes for QTL in the N. crassa genome.   
An example chromosome view (A) and table view (B) for SSR markers on chromosome 
7. (C). The image of genome browser, Artemis, which displays the selected contig 
sequence and annotation data (e.g. contig 10). The circled marker in the left panel is the 
marker linked to the circadian QTL, marker MN046. In the genome view of contig 10 
(right), the marker MN046 is indicated by red arrows. A well-characterized clock gene 
wc-1 (NCU02356.2, Broad Institute) is indicated by blue arrows. The top panel shows 
the physical location of the SSR marker and the annotated genes, and the bottom panel 
shows the order of annotated genes and SSR markers. 
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CHAPTER 4 
 
QUANTITATIVE TRAIT LOCI FOR THE CIRCADIAN CLOCK IN NEUROSPORA 
CRASSA 
 
Introduction: Quantitative Trait Loci (QTL) approach for Neurospora Clock 
study 
Biological rhythms with about a 24 hour period have been found in all forms of 
life from bacteria to humans [1-6]. The availability of powerful genetic analysis tools 
and the easily assayable clock phenotype in Neurospora has made the system one of the 
most successful model organisms to dissect the circadian clock by forward genetics 
approaches [6-8].  Mutant screens for clock genes have focused on mutants with altered 
period or arrhythmic phenotypes caused by a single mutation inherited through 
Mendelian segregation [6].  The most interesting gene discovered in these mutant 
screenings is frequency (frq), which, when mutated, leads to strains with long period, 
short period or arrhythmic phenotype [6-8]. This finding led to the proposal that a single 
gene could function as a “state variable” for the circadian oscillator [9]. Cloning and 
characterizing the frq gene significantly advanced molecular understanding of 
eukaryotic circadian oscillators [10, 11].  Despite the intensive molecular 
characterizations of frq and other known clock genes in N. crassa, there is still not a 
comprehensive understanding of the Neurospora circadian clocks. With advances in our 
understanding of the molecular structure of Neurospora clocks, there has been a 
realization that the circadian clock is more tightly linked to other cellular machineries 
than speculated previously [12].  
It has been suggested that the frq-based oscillator might not be the only 
oscillator.  For example frq-less oscillators (FLO) coupled to other oscillators in a cell 
have been proposed [5]. Currently, we know very little about the genetic basis of these 
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loosely defined oscillators [10].  The conventional forward genetics approach is limited 
in the discovery of genetic loci with subtle clock phenotypes or with essential cellular 
functions [13, 14]. Furthermore, most of the genetic screening done previously was 
focused on identifying period determinants. Thus, just a handful of genetic loci have 
been characterized that are responsible for other clock properties such as entrained 
phase or temperature compensation. Thus, we explored an alternative strategy for 
detecting novel genetic loci affecting the Neurospora circadian clock.  
Within natural populations there reside important clues to genetic variation, 
which are vital in unraveling the mysteries of gene function [15]. Identifying the 
molecular components and characterizing the molecular mechanisms of the natural 
variations will provide us novel insights into molecular mechanisms of complex 
circadian traits. For identifying regulatory elements for complex traits, quantitative 
genetics techniques have been utilized successfully over the past decade to describe 
how known mutant loci genetically interact with one another, as well as to isolate new 
loci in the same pathway [16]. Quantitative genetics is an extension of fundamental 
Mendelian principles to polygenic traits, phenotypes encoded by multiple loci. Much of 
the phenotypic variation seen in natural populations is due to multiple loci contribute to 
variation [15].  Each of these Quantitative Trait Loci (QTLs) has relatively small effects 
on the phenotype. For circadian clock phenotypes, the clock QTLs have been identified 
in multiple organisms and a few were characterized in Arabidopsis and in mice [17-22].  
Although clock phenotypes are ideal subjects for QTL analysis, there have been 
no reports on QTL analysis for Neurospora circadian clock phenotypes. This may have 
been due to technical barriers. The most common assay to measure the Neurospora 
clock has been the race tube assay. As a result of circadian clock-controlled asexual 
development, Neurospora produces orange spores. These dense orange colored spores 
create a “banding” phenotype in a long glass tube or “race tube” [7]. This easily 
detected clock phenotype made the Neurospora circadian rhythm an attractive system 
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for genetic studies. All laboratory Neurospora strains used in clock studies contain a 
useful mutation band, bd [23]. This mutation allows a robust conidial banding pattern 
even in the high CO2 environment of the race tube culture. In the wild type strains 
without the bd mutation, the rhythmic asexual development of Neurospora in a race 
tube is suppressed, which has been a major obstacle in clock study [24]. However, a 
modified race assay has recently been developed that allows study of Neurospora 
circadian clocks in natural accessions without the bd mutation in their genetic 
background [25].  
Haploid organisms provide multiple advantages in quantitative studies; 1) they 
can be maintained clonally to allow large numbers of individuals to be assayed (thereby 
reducing error from environmental effects); 2) genetic dominance does not contribute to 
the genetic variation; 3) a permanent segregating population is available after the first 
generation; 4) the sexual cycle is short [26]. Thus, the QTL analysis in Neurospora 
system as described in Figure 4-1 could provide a unique opportunity to extend 
quantitative genetics to molecular genomics due to its sequenced haploid genome and 
many useful resources [27]. For these reasons, Neurospora will serve as a valuable 
model organism for elucidating fundamental questions of quantitative genetics for 
complex behaviors such as the circadian clock. The high quality of  genomic sequence, 
genetic tractability and bioinformatics supports of Neurospora system along with the 
current breakthrough in the molecular marker technologies and sophisticated mapping 
algorithms in QTL analysis could make it possible to dissect the circadian clock 
phenotype down to a single sequence polymorphism strategically (Figure 4-2) [28]. 
In this report, we describe the QTL analysis of the two clock phenotypes, period 
and entrained phase using natural populations. In an effort to efficiently find natural 
genetic variations affecting the clock phenotype, we employed two QTL analyses, 
composite interval mapping (CIM) and Bayesian multiple QTL (BMQ) analysis in three 
independent mapping populations derived from the natural accessions that were 
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collected from geographically isolated areas [29]. In the further characterization, we 
confirm the QTL effect at BC4 generation which predicted in F1 generation from the 
construction of the near isogenic line (NIL). 
 
 
 
 
Figure 4-1. Sechmatic diagram of Neurospora QTL analysis. 
A. Genotyping and phenotyping step. Parents with different genetic history (as 
described different colors) are crossed to make F1 mapping population where the 
genetic and phenotypic segregation can be occurred due to haploid nature. The genome 
wide genotyping with multiple genetic markers and phenotyping for the circadian 
phenotypes in all the F1 progeny are performed in this step. B. QTL analysis. The 
associations between genotype and phenotype in genome wide are inferred from the 
genotyping and phenotyping results by various statistical algorithms so as to find a 
significance genetic region (red arrow) relevant to circadian phenotypic changes where 
the molecular characterizations are targeted subsequently.   
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Figure 4-2. The flow chart that describes the process for the characterizations 
QTLs defined in F1 mapping population. 
Each QTL is categorized in terms of availability of candidate gene. If obvious candidate 
genes (for example, previous characterized clock genes) are available at a QTL, 
candidate gene approach is performed to characterize a molecular mechanism 
underlying natural variations. In contrast, if any candidate genes are not available, the 
QTL is narrow down by forward genetic approach which is dependent on genetic 
purification (by NIL construction) and recombination and gene-knock out (which is 
publicly available) to verify a function of gene in the clock regulation. 
 
NIL Constrctuion 
Use Knock-out 
lines 
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 Method; Strains and growth conditions 
Natural accessions, FGSC#3223, FGSC#4724, FGSC#4720, FGSC#4715, 
FGSC#4825 and FGSC#2223, were obtained from Fungal Genetics Stock Center, 
www.fgsc.net. F1 progenies from three line-crosses were obtained as previously 
described [30]. The detailed information of the parental strains in their estimated 
geographical origin and circadian properties is summarized in Table 1. N. crassa strains 
in this study were cultured as previously described [31]. The overt clock phenotypes 
including period and phase in those strains described above were measured utilizing the 
Inverted Race Tube Assay [25].  
 
Method; Race tube experiment 
Race tubes were incubated in constant light (LL) for 12 hrs at room temperature. 
After confirming the normal mycelial growth in the race tube, the race tubes were 
transferred to the growth chamber, I-36LL Percival Scientific (Perry, IA) and incubated 
an additional 12 hr under LL. For all experiments, temperature was set at 25 ºC. After 
the 24hr LL treatment, light was off for the rest of the experiment for the period 
measurement. The growing front was marked at light to dark transition and on the last 
day of experiment. In the race tube experiment for the phase phenotype, the light 
condition was light12 hr: dark12 hr (LD) cycle. The growing front of the culture in the 
race tube was marked every 24 hr at the time when light to dark transition occurred. The 
fluence rate was 250 µE/m2/s in LL. Light source was the white fluorescent bulbs and 
incandescent bulbs (Osram Sylvania Inc.). In both period and phase experiments, tubes 
were randomly positioned within the chamber to reduce the possibility of positional 
effects. In each experiment, three replicates of each progeny were assayed. In the event 
that we could not have at least three replicate data for each strain, we repeated the 
experiment to generate at least three biological replicates for each strain. 
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For the analysis of period phenotype, individual period estimates of F1 
progenies of each population were produced after 4-5 day of consecutive conidial 
banding using the Fast Fourier Transform Nonlinear Least-Squares (FFTNLS) program 
[19, 32].  For the phase analysis, the reference time for phase of each individual 
genotype/progeny was the band center. Thus, the phase of each individual progeny was 
determined based on the time elapsed from one band center to the next after light to 
dark transition within a day. Band center was visually determined by the spore density. 
The time when cultures were transferred to dark cycle is, by definition, CT12 (dusk). 
Thus in these experiments, the time in band center of each individual was calculated by 
the following formula: ZT phase= (growth to band center/ overall growth) x 24+ 12. For 
example, if conidial band occurs 180 mm out of 280 mm total growth after light dark 
transition, ZT phase= 24 × (180/280) + 12 = 27.43. By convention, ZT is always 
expressed as 24 hr period. For example, the example ZT phase above will be expressed 
as ZT 3.43 (27.43 – 24).  
 
Method; Genotyping and genetic map construction 
The genotyping method and linkage group analysis has been done as described 
previously [33-35]. The 564 F1 progenies (188 F1 haploid progeny from each line-
cross, Table 2-6) were genotyped to determine the linkage maps for each cross. Genetic 
linkage maps of each population were constructed using two different algorithms, Map 
Manger QTX v. 0.3 [36] and GMENDEL v.3.0 [37] with the Kosambi mapping 
function [38]. Using Map manager, the initial linkage grouping was performed using the 
Double Haploid option with a threshold level of P= 0.001. Subsequently, Monte Carlo 
simulation with 500 iterations was used to test the marker locus order generated by 
GMENDEL. We also utilized the physical map information at the Broad Institute 
database, http://www.broad.mit.edu/annotation/genome/neurospora/maps/Index.html. 
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For semi-automated genotyping analysis, the 5’ M13 sequence was attached to a 
forward primer in order to incorporate a florescent dye into the PCR product. 
Fluorescent dye labelled M13 forward primer and a marker specific reverse primer were 
used to generate fluorescent-labelled PCR product as  previously described [39]. The 
composition of the PCR master mix was prepared as described in Cho et al [40], and the 
PCR profile was modified from Schuelke as follows [39]. The basic profile was: 5 min 
at 94°C, 30 cycles of 30 sec at 94°C, 45 sec at 55°C, 1 min at 72°C, and 25 cycles of 15 
sec at 94 °C, 30 sec at 53°C, 1 min at 72°C, and 10 min at 72°C for final extension. 
Fluorescent-labelled PCR products for SSR loci were multiplexed with regard to each 
molecular weight and fluorescent dye. Each multiplexing set of primers was called a 
panel. One panel consisted of 12-15 SSR marker sets. The multiplexed PCR products 
were analyzed by an ABI 3730 (Applied Biosystems) according to the manufacturer’s 
instructions. 
 
Method; QTL analysis 
QTL analysis was carried out on the mean value of free running period and 
entrained phase in N2, N4 and N6 population (Table 2). The markers with significant 
segregation distortion (χ2 test, p=0.05) were disregarded from our QTL analyses. 
Composite Interval mapping (CIM) and Bayesian QTL mapping (BMQ) was used to 
identify putative clock QTL.  CIM analysis using the QTLCartographer v.2.5 [41] for 
F1 mapping population was conducted with a walking speed of 0.5 and a window size 
of 3 cM under forward and backward regression model (probability into 0.01, 
probability out 0.1). To determine experimental type 1 error, 1,000 permutations test 
were performed in each phenotype of each population [42]. We defined the confidence 
interval as the physical genome region above the threshold defined by this 1,000 
permutation test. This functional confidence interval region was in average 10 cM or 
about 200-300 kilobase pair (kb) around the genetic positions with the maximum LR 
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score. We searched the candidate clock QTL genes among these genome regions within 
confidence interval regions. LR critical values ranged from 11 to 12 (P = 0.05) across 
phenotypes and populations. Additive effect estimates and percentages of variance 
explained by the QTL were generated with Eqtl, testing hypothesis 10 and using model 
6 from Zmapqtl. Likelihood ratio (LR) profiles for two circadian properties including 
free running period and entrained phase in the three populations of our study  
CIM analysis using the QTLCartographer v.2.5 [41] for backcross 4th generation 
(BC4F1) mapping population was conducted with a walking speed of 0.5 and a window 
size of 3 cM by  standard model under forward  regression mode. To determine 
experimental type 1 error, 1,000 permutations test were performed in each phenotype of 
each population [42] 
The BMQ approach uses a hierarchical modeling scheme where at the “top” 
level, each marker has a probability of being categorized into one of three classes: 
linked to a QTL with a positive effect on (i.e. increases) the value of the phenotype 
( +p ), linked to a QTL with a negative effect on the phenotype ( −p ), and not linked to a 
QTL ( −−− pp+1 )[43].  At the “bottom” level, the actual effects of QTLs are defined in 
the usual way using a linear model.  The advantage of this hierarchical classification 
approach is that, with an appropriate choice of prior for marker class hyper-parameters 
[43], we can implement an efficient stochastic search in low-dimensional model 
subspaces.  This avoids the tendency to over-shrink estimates of QTL effects observed 
with other multi-QTL Bayesian approaches [44, 45].  Following the previous report 
[43], we used a “spike and slab” prior [46] which incorporates the assumption that most 
markers will not be linked to a QTL. In our Bayesian classification framework, the 
probability that a marker is linked to a QTL is reflected by the posterior probability 
distribution associated with the marker classes +p  and −p .  We implemented the Gibbs 
sampler described in Zhang et al. 2005 to generate samples from these posterior 
distributions.  Marginal posteriors for both the additive effect (β) and probabilities of 
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categorization ( +p , −p ) were estimated by sampling 5000 iterations after an initial burn 
in of 5000.   
We considered the cumulative probability greater than 0.5 that the marker is in 
the +p  ( −p ) class to determine whether a marker is linked to a QTL (hereafter we refer 
to this as the Posterior Probability Threshold or PPT).  This is a univariate version of 
the heat map summary provided in Zhang et al. (2005) and reflects the probability that a 
marker has a greater than 50% chance of being linked to a QTL. 
QTL names were formulated in order of the name of the mapping population, a 
QTL method used ("C" for CIM specific QTLs and “B" for BMQ specific QTLs, BC 
for the QTLs detected by CIM and BMQ), the trait targeted (for example, “per” for 
period and “pha” for phase), chromosome (chr.) number, and numeric numbers to 
differentiate QTLs within a chr. For example, N6CBper7-1 refers to 1st QTL located 
chromosome 7 of period phenotype in N6 that were detected both by CIM and BMQ 
method. 
 
Method; The Near isogenic line (NIL) construction 
The near isogenic lines (NIL) were constructed to confirm the QTL effect. Dependent 
on an origin of allele that generates a QTL effect, one of mapping parent is used as a 
recurrent parent (RP) and the other parent is used as a donor parent (DP). In F1 
population, several candidate strains are selected as a starting genetic material where the 
genetic background except the targeted region is relatively similar to the RP genome. 
Those selected strains are backcrossed (BC) to RP in order to clean the genetic 
background of DP except the target site. In every BC generation, two hundred 
ascospores were selected to test the mating type and genotypes in the marker loci 
around the QTL region. Individuals (BC progeny) with opposite mating type to RP and 
favorable genotype and favorabl were selected. The selected strains were then bulked 
and crossed to RP to progress another BC generation. This step was repeated up to BC 
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2nd generation (BC2F1). To test the allelic effect of QTL, the phenotype of indiviuals 
with target allele was evaluated at BC 3rd generation (BC3F1) where about 85 % of 
genetic background is switched to of the RP genome. The strategy for the NIL 
construction is graphically described in Figure 4-3. 
 
 
 
Figure 4-3. Strategy for the QTL confirmation and the subsequent high resolution 
mapping step. 
,RP or DP can be determined dependent on an origin of allele of a QTL effect. a, MAS 
represent marker assisted selection. 
 
 
 Recurrent parent(RP)  Ⅹ Donor parent (DP) 
F1 Ⅹ RP 
BC1F1 Ⅹ RP 
BC2F1 Ⅹ RP 
BC3F1 Ⅹ RP 
MASa & mating type 
selection 
MAS, mating type & 
Phenotype selection 
BC4F1 Ⅹ RP 
Goal  
 Purification of background 
Confirmation of QTL 
Narrow down to 1cM or 
40kb 
Purification of background (50%)
Purification of background (75%)
High resolution  
mapping 
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Experiments and Results; Phenotypic analysis of Neurospora circadian rhythm 
(Period and phase) 
We generated three F1 populations derived from mapping parents described in 
Table 4-1 and Figure 4-4 to map QTLs for two circadian phenotypes, the free running 
period and the light entrained phase. Each mapping population was composed of 188 
progeny derived from a cross between two N. crassa natural accessions (Table 4-2). 
The continuous patterns of the distribution of both of the circadian phenotypes in F1 
progenies were observed in all three populations, indicating that inheritance of the 
circadian properties in N. crassa is polygenic (Figure 4-5 and Figure 4-6), which is 
consistent with results with previous studies in other systems [17-19, 21, 22, 47-54]. 
The mean period lengths of our mapping populations were 21.4 hrs, 21.7 hrs and 21.7 in 
N2, N4 and N6 populations, respectively (Table 4-2). The period of the parental lines of 
each population were approximately similar to mean value of the periods in the F1 
progeny (Figure 4-5 and Table 4-2). The ranges of the period length in N2, N4 and N6 
were 4.55, 5.79 and 4.12 hr, respectively. The broad sense of heritability (H2) of N. 
crassa clock phenotype was high in all populations, 0.62, 0.87 and 0.85, which suggests 
the phenotypic variation in the segregating populations was due to mostly genetic 
effects.  
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Table 4-1. N. crassa accessions used as parental stains in crosses. 
Cross Straina,b Mating type 
Origin of 
collections 
Periodc Phased 
N2 3223e (♀) mat A Louisiana, 21.3 ± 0.20 0.6 ± 0.18 
N2 4724 (♂) mat a Penang, 21.0 ± 0.17 0.5 ± 0.24 
N4 4720 (♀) mat A India 21.4 ± 0.42 23.2 ± 0.44 
N4 4715 (♂) mat a Haiti 21.7 ± 0.14 23.5 ± 0.26 
N6 4825 (♀) mat A Tiassale, Ivory 22.2 ± 0.10 2.5 ± 0.25 
N6 2223 (♂) mat a Iowa, U.S.A. 21.3 ± 0.10 1.4 ± 0.19 
a ♀, ♂ represent female or male parent, respectively, of each population 
b Strain number (http://www.fgsc.net/scripts/StrainSearchForm.asp)   
c  period values refer to the period values under free running condition, unit = hr 
d phase values refer to the phase values under 12 hr light :12 hr dark cycles, unit = ZT  
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Figure 4-4. Graphical summary of the collection site of N. crassa accessions used as 
parental stains in crosses  
 
4724:5N 
3223, 2223: 429N 
N4 
4715: 18N 4720:12N 
4825:8N 
N6 
N2 3223 x 4724 
4720 x 4715 
4825 x 2223 
 113 
Traditionally, the phase phenotype has been expressed in subjective hours, or 
zeitgeber (ZT) hours. In contrast to period, the means of the phase values among 
progenies in different populations were different; the mean phase value in N2 and N4 
was 0.5 ZT hr, whereas, that in N6 was 1.6 ZT hr (Figure 4-6 and Table 4-2). The phase 
of the parental lines of N2 and N6 populations was close to the mean of the phase of the 
progenies. However, in N4 population, 93% of N4 progeny were distributed toward the 
right side beyond the mean value of parental strains in the phase phenotype (Figure 4-6 
and Table 4-2). The ranges of phase distribution in N2, N4 and N6 were 4.7, 6.1 and 4.1 
ZT hr, respectively. As observed in period value, relatively high heritability in phase 
was also observed in each population; the heritabilities of N2, N4 and N6 were 0.84, 
0.87 and 0.74, respectively. There was no correlation between period and phase under 
entrained environment within a population in all three populations (Figure 4-4).  
 
Experiments and Results; Comparison of two QTL methods (CIM vs BMQ)  
In an effort to pinpoint the clock QTLs and identify genetic elements responsible 
for subtle phenotypic variation in the N. crassa clock efficiently, two independent QTL 
analyses methods were used, CIM and BMQ. In BMQ approach, we considered the 
cumulative probability greater than 0.5 (Posterior Probability Threshold or PPT) to 
determine whether a marker is linked to a QTL (Methods). To assess the appropriate 
PPT cutoff to use when determining whether a marker is linked to a QTL, we simulated 
QTL data using the marker data for population N6 and determined the PPT for all 
markers not linked to QTL, neutral markers [43].   
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Table 4-2.   Phenotypic variation in period length and phase in N2, N4 and N6 
population. 
 
Percentage of progenies that 
show the trasngressive 
segregation 
 
 
Pheno- 
type 
 
Cross Meana STDEV Rangeb Herit-
abilityc Total 
(%) 
(-) sided 
(%) 
(+) sidee 
(%) 
 N2 21.4 0.62 4.60 0.62 47 35 75 
period N4 21.7 0.98 5.80 0.87 43 46 54 
 N6 21.7 0.57 4.10 0.85 20 54 46 
 N2 0.5 0.75 4.67 0.84 54 49 51 
phase N4 0.5 0.92 6.11 0.87 80 7 93 
 N6 1.9 1.05 4.14 0.74 44 49 51 
a The unit for period is hr and the unit for phase is ZT hr. 
b Range for period = most highest phenotype - most lowest phenotype 
c Variance associated with the genotype effect by 2-way ANOVA and its significance, 
*p <0.05; ***p <0.001. 
d (-) side , percentage of progeny that show transgressive phenotypic segregation in 
lower phenotypic value than a mean value of parental phenotypes in each mapping 
population.  
e (+) side , percentage of progeny that show transgressive phenotypic segregation in 
higher phenotypic value than a mean value of parental phenotypes in each mapping 
population
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Figure 4-5. The circadian period variation in F1 populations. The phenotypic 
distributions of F1 progenies of N2 (A), N4 (B), and N6 (C) populations.  
x-axis represents circadian period and y-axis represents frequency of period in the 
corresponding F1 progenies. Arrows indicate the periods of the parents for each cross. 
(D) Race tube images of conidial banding patterns under constant darkness (free 
running condition). The panel shows two N6 parents (FGSC 4825 and FGSC 2223) and 
three representative progeny (N6 055, N6 103 and N6 144) with different free running 
periods. The vertical black lines represent growing front in 24 hr period. The number in 
the parenthesis is the average period of the strain. 
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Figure 4-6. The entrained phase variation under 12:12 light/dark condition in F1 
populations. The phenotypic distribution of F1 progeny of N2 (A), N4 (B) and N6 
(C) populations.  
x-axis represents the entrained phase in ZT (zeitgeber) time (see Materials and 
Methods) and y-axis represent frequency of the periods in the corresponding F1 
progenies. ZT 24 is the same as ZT 0. ZT 0 is when light is on (dawn) and ZT 12 is 
when light is off (dusk). Arrows indicate the phases of the parents for each cross. (D). 
Race tube images of conidial banding pattern under 12:12 LD cycles for 5 days. The 
panel shows N6 parents (FGSC 4825 and FGSC 2223) and three representative progeny 
(N6 163, N6 113 and N6 041) with different phases. The number in the parenthesis is 
the average phase of the strain for 5 days. The arrow indicates the average phase value 
of each strain. 
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Figure 4-7. Scatter plot analysis between period and phase in N2, N4 and N6 
population 
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 The results of the simulations are summarized in Figure 4-8.  When there is no 
QTL, i.e. additive effects = 0, no neutral markers had PPT>0.01 (or < -0.01).  When 
three QTL of equal effects spaced throughout the genome are simulated, the PPT can be 
larger but the bulk of the markers still have a PPT<0.05.  In fact, even as the effects of 
these QTLs are decreased to an additive effect of 0.25 (heritability of 0.13), only 1 
neutral marker had PPT > 0.05, showing PPT= 0.16 (Figure 4-8).  Missing genotype 
data can increase the type I error rates for neutral loci when there are QTL present as we 
see in Figure 4-8, where the distribution of PPT across neutral markers has greater 
outliers with smaller additive effects.  We therefore used PPT=0.17 as a cutoff for 
deciding whether markers were linked to QTL to minimize a false positive result.  We 
also performed a simulation experiment with three pre-defined QTLs (Fig. 4-9) Note 
that neutral markers surrounding the marker in strongest linkage disequilibrium with a 
QTL also have reasonably high PPT but that the highest PPT occurs at the marker 
where the true QTL is positioned (Figure. 4-9).  For a set of consecutive markers with 
PPT≥ 0.17, we therefore determined the maker with the greatest PPT to be linked to a 
QTL.   
We detected twice the number of QTLs from BMQ compared to that from CIM 
(Figure 4-10A). BMQ identified all QTLs that were found in CIM in both phenotypes 
of our study (Table 4-3, Figure 4-10B) except two QTLs (N6CPer7-2 and N6Cper7-3, 
Table 4-3). The peak positions on the marker loci that linked to significant QTL were 
highly consistent in the two methods (Figure 4-10B). 
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Figure 4-8. Distributions of PPT for neutral markers.   
A simulation with no QTLs (additive effects of 0) and four simulations with three QTLs 
distributed uniformly throughout the genome with additive effects 0.25, 0.5, 0.75, and 1 
(heritabilities 0.13, 0.38, 0.58, and 0.72 respectively) are shown.  The distributions of 
PPT values for markers unlinked to QTLs across the genome (neutral markers) are 
represented as box plots.  The middle line in each box plot is the median, the boxes span 
the interquartile range, and the whiskers span the maximum and minimum observations, 
unless there are outliers, which are defined as observations greater than 1.5 times the 
interquartile range above or below the box. Outliers are represented as pluses.  The PPT 
value 0.17 (dotted line) was used as the threshold to eliminate false positives.  
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Figure 4-9. PPT for three simulated QTLs.  
Three QTLs were simulated with additive effect 0.5 (heritability 0.38). The markers, 12, 
36 and 60, were the true QTLs (black arrows). The simulation showed that the same 
markers have the highest PPT values. Although the peak PPT occurs at the marker 
linked to the QTL, there was one neutral marker has a PPT value higher than 0.17 
(arrow head). The dotted line represents the threshold PPT, 0.17. 
 
The ranges of the PPT were variable, spanning from 0.17 to 0.96 (Figure 4-11), 
in which the median value is 0.43  Average PPT for QTLs detected by both methods is 
significantly higher than the average value PPT for QTLs that were detected only by 
BMQ (0.58 versus 0.30, Figure 4-10C). The LR score in CIM showed a highly 
significant positive correlation with PPT in BMQ (Pearson’s correlation coefficient = 
0.69 p<0.0001, Figure 4-10D).Thus, hereafter, we will use PPT value when we describe 
QTLs except those two QTLs (N6CPer7-2 and N6Cper7-3) that were not detected by 
BMQ 
 121
 
 
 
 
Figure 4-10. Summary of Bayesian QTL analysis (BMQ, CIM).  
(A). Comparison of number of QTLs using CIM and BMQ methods (red bar, CIM and 
blue bar, BMQ approach). (B). The graphical description of BMQ and CIM analysis 
(red line, CIM and blue line, BMQ analysis).  The x-axis represents the marker position 
in the linkage map. The primary y-axis on the left is LR score for CIM analysis and 
secondary y-axis is PPT score for the BMQ approach. (C). The average PPT (y-axis) in 
between QTLs mapped by BMQ and CIM simultaneously and QTLs mapped by BMQ 
specifically (x-axis). Error bar represents for mean standard error. (D). The scatter plot 
analysis between LR score by CIM and by BMQ in each QTL locus. In the panel (D), 
the variable plotted on the x-axis represents PPT of a QTL detected by BMQ analysis 
and the y-axis is the LR score of the corresponding locus measured by CIM. The 
diamond shaped dots with pink color are scatter plots representing QTL loci that are 
commonly detected by BMQ and CIM. The QTLs that are detected by BMQ 
specifically are denoted by the rectangular shaped dot with blue color. 
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Figure 4-11. Distribution of PPTs of QTLs in BMQ analysis.  
x-axis is range of PPT and y-axis is frequency in given PPT. 
 
Experiments and Results; Comparisons with the previous clock study 
 From two statistical methods, we detected 43 QTLs from three populations that 
affect the two circadian clock properties, period and phase (Table 4-3).  We detected 
similar number of QTLs in two clock phenotypes per population; 8 QTLs in period and 
9 QTLs in phase per population (Table 4-3) except the period phenotype in N2 where 
we did not detect any significant QTLs with either CIM or BMQ analyses.  
We searched candidate QTL genes around the detected clock QTL regions to see 
whether previously characterized clock genes were co-localized with the clock QTLs. 
We defined the confidence interval region for the clock QTL by performing a 
permutation test. We also developed wc-1 and vvd specific SSR markers as positive 
controls. This strategy was based on the idea that one of QTLs maybe co-localized with 
these two key genes (wc-1 in period, vvd in phase) in N. crassa clock regulation.  
Although, these genes were known to influence phase of the Neurospora clock, 
the specific roles of theses candidate genes for the phase-determination have not been 
clearly studied except vvd [55, 56]. These results suggest that our QTL studies were 
concordant with previous clock studies and give insight in the mechanism of N. crassa 
regulation, especially in phase regulation. 
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Table 4-3. Summary of the additive QTLs in circadian properties that are 
segregated in three different population formed by N. crassa natural accessions 
using Bayesian QTL analysis. 
 
Cross Trait QTL ID Marker Chr
 a PPTb LRc Additive genetic 
varianced 
Origin of 
allelic 
effecte 
Candidate 
Genef (ncug) 
N2 Phase N2BPha2-1 MN125 2 0.30 7.10 0.31 3223 na 
N2 Phase N2CBPha2 MN229 2 0.72 25.30 0.46 4724 na 
N2 Phase N2BPha3 MN173 3 0.19 5.50 0.25 3223 na 
N2 Phase N2BPha4 MN182 4 0.17 5.90 0.26 3223 
pp2a  
(ncu06630.2) 
N2 Phase N2CBPha5-1 MN051 5 0.78 31.50 0.48 4724 na 
N2 Phase N2CBPha6 MN054 6 0.46 14.70 0.36 3223 
vvd 
(ncu03967.2) 
N2 Phase N2BPha7-2 MN247 7 0.17 4.20 0.22 4724 na 
N4 Period N4CBPer1-1 MN008 1 0.16 4.8 0.28 4715 na 
N4 Period N4CBPer1-3 MN129 1 0.19 4.3 0.29 4715 
prd-4 
 (ncu02814.2) 
N4 Period N4CBPer1-2 MN042 1 0.30 12 0.41 4720 
ckII catalytic 
subunit 
 (ncu03124.2)) 
N4 Period N4BPer2 MN094 2 0.44 9.4 0.38 4715 na 
N4 Period N4BPer3 MN003 3 0.25 8.2 0.31 4715 na 
N4 Period N4BPer4 MN162 4 0.44 6.9 0.34 4720 na 
N4 Period N4CBPer5 MN153 5 0.58 11.3 0.45 4720 na 
N4 Period N4CBPer7 MN046 7 0.95 32.1 0.66 4720 
wc-1 
(ncu02356.2) 
N4 Phase N4CBPha1-1 MN008 1 0.42 15.5 0.35 4715 na 
N4 Phase N4BPha1-3 MN019 1 0.28 4.5 0.25 4715 na 
N4 Phase N4BPha1-2 MN129 1 0.22 3 0.26 4715 
prd-4 
(ncu02814.2)  
N4 Phase N4BPha4-1 MN074 4 0.22 1.1 0.32 4715 na 
N4 Phase N4CBPha4-2 MN090 4 0.57 16.3 0.39 4715 
pp2a 
 (ncu06630.2) 
N4 Phase N4CBPha5 MN061 5 0.90 36.58 0.59 4715 na 
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Table 4-3 (continued) 
Cross Trait QTL ID Marker Chr
 a PPTb LRc Additive genetic 
varianced 
Origin of 
allelic 
effecte 
Candidate 
Genef (ncug) 
N4 Phase N4CBPha6 MN157 6 0.40 12.1 0.34 4715 na 
N6 Period N6CBPer2 MN026 2 0.34 14.5 0.30 2223 na 
N6 Period N6CBPer3 MN108 3 0.28 14.4 0.22 4825 na 
N6 Period N6BPer4-1 MN075 4 0.20 0.6 0.22 4825 na 
N6 Period N6BPer4-2 MN220 4 0.23 9.1 0.23 4825 na 
N6 Period N6BPer5-2 MN061 5 0.17 3.9 0.21 4825 na 
N6 Period N6CPer-7-3 MN046 7 0.00 15.2 na 2223 
wc-1  
(ncu02356.2) 
N6 Period N6CPer-7-2 MN046 7 0.10 17.75 na 2223 
frq  
(ncu02265.2) 
N6 Period N6CBPer-7-1 MN168 7 0.95 29.6 0.35 4825 
fwd-1 
 (ncu045450.2) 
N6 Phase N6BPha1-1 MN018 1 0.56 5.4 0.39 2223 na 
N6 Phase N6CBPha1-2 MN131 1 0.79 10.2 0.37 4825 
prd-4  
(ncu02814.2) 
N6 Phase N6CBPha1-3 MN041 1 0.55 21.5 0.38 2223 
ckII catalytic 
subunit  
(ncu03124.2) 
N6 Phase N6BPha2-2 MN027 2 0.28 1.6 0.25 2223 na 
N6 Phase N6BPha2-1 MN038 2 0.84 10.9 0.51 4825 na 
N6 Phase N6BPha3-1 MN084 3 0.30 8.9 0.37 2223 na 
N6 Phase N6BPha3-2 MN089 3 0.39 11.7 0.34 2223 na 
N6 Phase N6CBPha4 MN215 4 0.53 17.3 0.47 4825 na 
N6 Phase N6BPha5-2 MN153 5 0.43 0.1 0.40 2223 na 
N6 Phase N6BPha5 MN155 5 0.36 4.4 0.49 4825 na 
N6 Phase N6BPha5-1 MN083 5 0.37 2.8 0.35 2223 na 
N6 Phase N6CBPha6 MN054 6 0.96 21.9 0.79 4825 
vvd 
(ncu03967.2) 
N6 Phase N6CBPha6-1 MN067 6 0.69 10.4 0.41 2223 na 
a chr., chromosome number 
b PPT, Posterior Probability 
c LR, Likelihood ratio 
d, In this column, the estimation of additive genetic variance value originates from 
Baysian multiple QTL analysis. 
e, Each number in this column represents the accession number used in Fungal Genetics 
Stock Center (www.fgsc.net) 
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Table 4-3 (continued) 
 f The range of candidate gene are plus and minus 200-300 kilobase pair (kbp) at the 
genetic locus where LR score or PPT is maximized. In this column, na is abbreviation of 
not  available, which means no previously characterized clock gene is available. 
g In case a candidate gene is available, the corresponding ncu number of the candidate 
gene which is obtained from Neurospora genome database in Broad institute website is 
recorded in a parenthesis.   
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Nine (out of 16 QTLs in period) and 16 QTLs (out of 26 QTLs in phase) were 
characterized as unknown clock loci, which suggest there is a lot more to understand 
about N. crassa circadian clock (Figure 4-13). Several QTLs, especially in phase 
phenotype, with high significance level are still uncharacterized, including N2Bpha5-1 
(PPT=0.78, LR=35.5), N2Bpha2 (PPT=0.72, LR=25.3) and N4Bpha5 (PPT=0.90, 
LR=35.8). The co-localized candidate genes with QTLs are also summarized in Table 
4-3 and Figure 4-13. 
We wanted to estimate how many clock QTLs are identified more than one time 
in different populations. Obviously, we could increase the chance of identifying all 
potential clock QTLs by increasing the number of mapping populations. However, for 
practical reasons, we chose to characterize three independent line-cross populations. To 
avoid the over-estimation of the number of clock QTLs, we excluded the common 
QTLs identified in different populations. We found that there were no significant 
chromosome re-arrangements among N. crassa natural isolates that we studied (Figure 
4-14). Thus, we defined the common QTL as a QTL linked to the same SSR marker in 
more than one population for the same phenotype regardless of their relative genetic 
positions.  
Three QTLs out of 16 QTLs for the period phenotype and 8 QTLs out of 27 
QTLs for the phase phenotype are common QTLs (Figure 4-15). Thus, our data suggest 
that at least 13 different QTLs contribute to the period phenotype, and 19 different 
QTLs contribute to the phase phenotype respectively.  
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Figure 4-12. The graphical description of composite interval mapping (CIM) 
analysis in period length under free running condition in N4 (A) and N6 (B) 
populations.  
x-axis of each panel represents marker position within the linkage map. y-axis of each 
panel represents likelihood ratio (LR) score of each genetic position denoted by cM. 
Dotted line in each panel stands for threshold level determined by 1000 permutation 
test. QTL names (indicated by arrows with dotted line) and candidate genes in the 
corresponding QTL are shown around the peak position of the QTL (refer to Table 3). 
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Figure 4-13. The graphical description of composite interval mapping (CIM) 
analysis in the phase under the 12:12 LD cycle in N2(A), N4 (B) and N6 (C) 
population.  
x-axis of each panel represents marker position within the linkage map. y-axis of each 
panel represents likelihood ratio (LR) score of each genetic position. Dotted line in each 
panel stands for threshold level determined by 1000 permutation test. QTL names 
(indicated by arrows with dotted line) and candidate genes in the corresponding QTL 
are shown around the peak position of the QTL (refer to Table 3). 
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Figure  4-14.  Comparison of mapped loci between Neurosproa physical map (A) 
and  linkage maps derived from N6 (B), N4 (C), N2 (D) cross respectively. 
The image of physical map is obtained from MoMMs. The chromosome 5 is shown 
here as a example. Anchored markers in which the marker name is underlined are 
connected among each other. 
A B C D 
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Figure 4-15. Venn diagram analysis of period (A) and phase QTL (B) among 
populations. 
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Lastly, we wanted to know how closely the period and entrained phase 
phenotypes are genetically interrelated. To answer that question, we investigated on 
how many QTLs were contributing both to period and phase phenotypes. Since we 
could not detect any period QTL in N2, we excluded the comparison between the phase 
and period QTLs in N2 population. Three QTLs in N4 and two QTLs in N6 contribute 
to both in period and phase variations respectively (Table 4-3 and Figure 4-16).  We 
also found seven QTLs that contribute to both period and phase variations when we 
consider all three populations (Table 4-3). This suggests that there are common genetic 
elements contributing for both period and phase phenotypes.  
 
 
 
Figure 4-16. Venn diagram analysis of between period and phase in population 
specific (A and B) and all three populations (C).  
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Experiment and Results; Further characterizations of the QTL effect 
The reliable QTLs which include N6CBpha6, N4CBpha5, N6CBper7-1 and 
N6CBper5 were chosen for further characterizations. In F1 population, several 
candidate strains are selected as a starting genetic materials based on their genotypes 
(method). Those individuals were bulked and crossed to a recurrent parent (RP) to 
generate BC1F1 population. In the generation, individuals which showed the desirable 
genotypes at targeted marker loci along with an appropriate mating type were screened. 
About 15 % of progeny were selected for those two criteria and those selected were 
combined and backcrossed to the RP. This step is repeated up to the following 
generation (BC2F1). The steps required at each backcross generation and the 
information regarding genetic marker loci tested and recurrent or donor parent (RP or 
DP) of the targeted QTL are summarized at Table 4-4 and 4-5 respectively. 
 
Table 4-4. The information of backcross parent and tested marker.  
a , The strain ID in backcross parent section belongs is the number used in Fungal 
Genetics Stock Center (FGSC, Kansan Univ.).  b, The A or a in the parenthesis stands 
for the mating type of a strain. c, The detailed genetic marker information can be found 
in Table 2-6.
Backcross parent information Targeted QTL 
Recurrent parent Donor parent 
Tested markers 
MN153c 
MN061 N4CBper5 4715 a (a) b 4720 (A) 
MN051 
MN153 
MN061 N4CBpha5 4720 (A) 4715 (A) 
MN051 
vii109 
MN046 N6CBper7-1 2223 (a) 4825 (A) 
MN168 
MN053 
MN054 N6CBpha6 2223 (a) 4825 (A) 
MN119 
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Table 4-5. The steps required at each backcross (BC) generation in the NIL 
construction. 
Result of strain selections at each step in BC1 for NIL 
constructions in targeted QTLs Steps required 
at each 
backcross 
Number of 
individuals that is 
expected to be 
selected as a result of 
each step in each BC 
a 
N6CBper7-1 N6Cbper6 N4Cbpha5 N4Cbper5 
Spore picking 200 168 158 156 156 
Mating type 
determination 100 94 93 82 69 
Genotyping 30 29 31 32 16 
The overall 
proportion 
selected for the 
next BC 
15% 17.3% 19.6% 20.5% 10.2 
a, The values of the column are estimated from the mean values derived from observed 
values among the targeted QTLs
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We did not perform the phenotyping until BC 1st and 2nd  generations since we 
wanted to evaluated the QTL effect at more cleaned genetic background, which is 
more objective way to test QTL effect. Thus, the phenotype analysis for the QTL 
effect was evaluated at BC 3rd generation in which about 85% of the genome is 
purified.   
Figure 4-17 shows the phenotypic analysis to evaluate the QTL effect 
underlying N6CBpha6. The QTL effect originates from the donor parent (FGSC 4825) 
was a delayed phase. Thus, if the QTL effect predicted at F1 were real, we should 
observe the expected phenotype at most of BC3F1 individuals with the targeted allele. 
To test the hypothesis, we selected 13 individuals of BC3F1 which have a desirable 
allele from FGSC 4825 and subsequently compared the phenotype with recurrent 
(FGSC 2223) and donor (FGSC 4825) parents (Figure 4-17). The result showed that 
most of the individuals selected showed more delayed phases than the recurrent 
parent, FGSC2223 (Figure 4-17A) as expected. The median value of the phase of the 
selected individuals was ZT 2.3 which is delayed by 1.5ZT comparing to the phase of 
the recurrent parent (FGSC 2223) (Figure 4-17B). This result strongly suggested that 
the QTL effect of N6Cbpha6 predicted at F1 was real. We further characterized the 
QTL effect of N6Cbpha6 at backcross 4th generation (BC4F1); CIM analysis was 
performed in BC4F1 population to confirm the phenotypic effect which is observed in 
the selected BC3F1 individuals. We detected highly significant QTL effect (LR 30 
with R-Square=0.23) at the expected genetic position (MN053) for the phase 
phenotype, which confirmed the QTL effect of N6Cbpha6.  
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Figure 4-17. Comparison of phase phenotype between 13 individuals of BC4F1 
with a targeted allele and those of recurrent and donor parents.  
A. Comparison of phase phenotype between 13 individuals of BC3F1 with a targeted 
allele and those of recurrent and donor parents. x-axis represents the strain ID tested 
and y axis stands for the phase value of a strain tested. Green bars are the 
measurements of phase in the 13 BC3F1 individuals selected which is called candidate 
NILs in this graph. Red and Blue bars represent the phase measurement of the 
recurrent (FGSC 2223) and donor (FGSC 4825) parents. B. Box plot analysis that 
shows range of phase value from the selected strains. The median value is denoted by 
the black line in the box with light brown color.    
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Figure 4-18. CIM analysis to confirm the QTL effect of N6Cbpha6 at BC4F1 
The highly significant QTL at consistent position (MN053) as F1 were detected., 
which confirm the QTL effect. The threshold level was calculated from 1000 
permutation test 
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Discussion; Phenotypic variations of circadian rhythm in F1 mapping population. 
Our study showed that the fungal F1 population can be employed as a mapping 
population for the QTL study in circadian clock phenotypes by confirming the QTL 
effect (Figure 4-7 and Figure 4-18). From the three independent F1 populations in our 
study (N2, N4 and N6), a wide range phenotypic transgressive segregation were 
observed in both free running period and light entrained phase clock phenotypes. 
Since those phenotypes shows high heritability consistently in the line-cross 
populations (average H2 = 0.79, standard deviation=0.12) and the genome structure of 
two parental strains are so divergent (Figure 4-19), the phenotypic transgressive 
segregations of the phenotypes that are observed in those populations were 
presumably attributable to segregation of the accumulated genetic variations to a 
specific environment (Figure 4-1) between the parental strains. 
 
Discussion; Advantage of haploid organism in QTL analysis 
Haploid organism have an important advantage in constructing mapping 
population; due to the haploid nature of genome organization, one generation (F1) is 
enough to make an immortal and true breeding population similar to that of 
recombinant inbred line (RIL), where it takes at least 8-9 generations of selfing in 
plant species or about 20 generation of full-sib mating for out- breeding animals. The 
important consideration of the employment of F1 population is the size of population. 
Due to the relatively less number of meiotic events compared to RIL, a small number 
of progeny can cause errors in estimating genetic distance and order. HACKETT and 
BROADFOOT (2002) performed simulation studies to give a reasonable guess for the 
mapping population size[57].  
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Figure 4-19. Phylogenetic analysis of Neurospora natural strains collected from 
diverse geographic region. 
This phyogenic inference originates from unrooted tree with the neighbor joining 
method based on the polymorphism of 17 randomly chosen SNP loci. The parental 
stains are positioned in the phylogentic three. The combination of mapping parents are 
denoted by same color and also connected with arrows with same color. 
N2 3223 x 4724
N6 4825 x 2223
N4 4720 x 4715
4825 2223 
4720
4715 
4724
3223 
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They investigated locus ordering performance in genetic linkage map construction of 
double haploid (DH) population under the conditions where effects of missing values, 
typing errors and distorted segregation are allowed [57]. They concluded that with 150 
DH progenies, locus order spacing 10cM is relatively robust to missing values and 
typing errors, even in the case of the combination of 3% typing errors and 20% 
missing values. In accordance with their result, the order of mapped loci in our study 
is quite consistent with the physical map (Figure 4-14). Furthermore, significant QTLs 
associated with period and phase variation were detected in the given resolution 
(Table 4-3).  
 
Discussion; Comparisons of two different QTL methods (CIM vs BMQ) 
The statistical power to detect meaningful QTLs can be determined by many 
factors including the number of individuals in genome organization of the target 
organism, the experimental designs for the mapping population, the types of molecular 
marker, the qualities of phenotyping and genotyping analysis and method of statistical 
analysis [43, 58, 59]. Thus, it is important to find an efficient statistical method so as 
to detect meaningful QTLs more sensitively in a given experimental conditions. We 
compared the result of the QTLs analysis with the two different statistical methods, 
CIM [58] and BMQ [43]. We detected twice the number of QTL using BMQ analysis 
compared to CIM (20 QTLs from CIM vs. 41 QTLs from BMQ) (Table 3, Figure 4-
10A). And also, there is highly significant positive correlation between significance 
levels of the two methods (Figure 4-10D), which suggests BMQ could detect a QTL 
much sensitively for circadian clock phenotype. CIM has been used in quantitative 
genetics studies in other research areas [58, 60, 61]. While CIM incorporates 
additional markers into the regression analysis that can, in theory, account for the 
effects of other QTL, the method does not necessarily remove the confounding effects 
  140
of these other QTL.  The Bayesian approach utilized in this study directly fits a multi-
QTL model using a hierarchical variable selection approach that avoids many of the 
difficulties associated with model selection in likelihood based approaches [43, 62, 
63].  By directly modeling how multiple QTL contribute to phenotype variation, BMQ 
is expected to be able to identify true QTLs, particularly those with more subtle 
effects.  In our analysis, 22 additional clock QTLs were detected by BMQ. 
 
Discussion; Important considerations in the application of QTL approach to 
Neurospora circadian clock study 
Numerous study have demonstrated that QTL analysis is one of the most 
powerful ways to find naturally conserved intact genetic variation affecting traits [64] 
but the method has a major limitation; QTLs detected in one cross are limited to the 
different alleles fixed in parental strain [65]. Thus, regardless of the amount of 
divergence between parents, those QTLs detected in the cross may be one snapshot of 
the total variation [14]. Therefore to overcome this problem, we increased the number 
of populations and derived each population by crossing different accessions adapted in 
different regions so as to widen our scope in searching various genetic loci that 
potentially contribute to the circadian clock traits [65, 66]. Our study found 43 QTLs 
affecting the two N. crassa circadian clock phenotypes of the period length and the 
entrain phase. As expected, QTLs of both phenotypes in our study showed population 
specific patterns, suggesting that those divergent mapping parents have accumulated 
genetic variation at independent loci. Thus, similar trait values in circadian properties 
among mapping parents observed in Table 4-1 and originate from different genetic 
variation of different loci that were built as a result of distinct evolutionary history. 
Besides the population specific QTLs, common QTLs affecting period (3 QTLs) or 
phase (8 QTLs) variation were detected from our mapping populations. Thus, at least 
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thirteen and nineteen different QTLs could be involved in the determination of period 
and phase respectively in N. crassa natural population (Table 4-3). Cloning and 
characterizing those common QTLs may reveal the molecular nature of clock variation 
in nature.  
 
Discussion; Neurospora clock QTLs 
From QTLs affecting period length, some QTLs co-localized with previously 
characterized clock genes, which includes the catalytic subunit (cka) (N4CBper1-2) of 
casein kinase II (ckII), frequency (frq)(N6Cper7-2) and fwd-1(N6CBper7-1) (Table 4-
3). This result suggests that our QTL study agrees with a previous clock study in 
period, where progressive phosphorylation of FRQ (by cka), FRQ degradation (by 
fwd-1) are suggested as major determinants of period length of N. crassa circadian 
clock [11].   
A total of 27 QTLs affecting the phase variation were detected from the all 
three population (N2, N4 and N6). As observed in period QTLs, QTLs affecting phase 
determinant underlie numerous known clock genes including ckba (N6CBpha1-3),  
prd-4 (N4Bpha1-2, N6Bpha1-2 ), pp2a(N2Bpha4,  N4Bpha4-2 ) and vvd (N2Bpha6 
and N6Bpha6) (Table 3). However, the roles of these candidates gene are undefined 
currently except vvd [56]. Thus, characterizations of the role of these candidate genes 
in the phase determination will provide valuable insights into the regulation of this 
phenotype. 
 One of the interesting findings in our study was the phase QTL linked to the 
marker MN129, which was detected both in N4 and N6 populations. Those QTLs 
were closely linked with prd-4 as a candidate gene.  One of the known roles in prd-4 
in circadian clock oscillation is enhancing FRQ phosphorylation in response to DNA-
damaging agents, resulting in resetting the N. crassa clock [67]. Interestingly, the 
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mutants of prd-4 failed to show an appropriate circadian phase shift in response to a 
light pulse [67, 68]. It is tempting to propose that prd-4 plays a role in phase 
determination in light/dark cycling environment. In general, light information is one of 
the important environmental signals for fungi. However, light also could be a DNA-
damaging agent. prd-4 might play a role in determining the phase in such a way to 
avoid adversary photoxidative damage/stress in light phase, which may function as a  
DNA-damaging agent [68]. 
 
Discussion; Functional relationship between clock phenotypes (period vs phase) 
From the correlation analysis between period and phase, we found no evidence 
that there is significant correlation between period and phase in the three populations 
of our study (Pearson’s correlation, p value in N2 =0.61, p value in N4=0.64, p value 
in N6=0.68, Figure 4-4). Consistent with this result, we found few common QTLs 
between the two phenotypes within a population (Figure 4-15). However, when we 
consider three populations, 7 QTLs were overlapped between period and phase 
phenotype (Figure 4-16). This suggests at least some pleiotropic effects for the 
regulation of phase and period. More in-depth study of those common QTLs may 
provide an important clue of how phase and period are functionally associated. Since 
30 QTLs out of 43 (70%) are not linked to any previous characterized clock genes 
(Figure 4-20). This result strongly suggests that our current understanding of N. crassa 
circadian clock regulation is not complete. Further characterization of these novel 30 
genomic regions will aid our understanding of N. crassa circadian clock regulation.  
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Figure 4-20. Graphical summary of our QTL study for Neurospora circadian  
clock phenotypes. 
The QTL regions which include known clock loci are partitioned and denoted with 
various colors. The proportion with novel QTL is denoted with red color.  
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