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Abstract
In this note we prove bounds on the upper and lower probability tails of sums of independent
geometric or exponentially distributed random variables. We also prove negative results showing
that our established tail bounds are asymptotically tight.
1 Introduction
Consider independent and identically distributed random variables X1, · · · ,Xn from either the
geometric distribution (the failure model)
Pr[X = k] = p(1− p)k, k = 0, 1, 2, · · · (1)
or the exponential distribution
p(y) = ρe−ρy, y ∈ [0,∞). (2)
Let Xn := (X1 + · · ·+Xn)/n be the normalized sum of i.i.d. geometric or exponential random
variables, and µ := EX1 = (1−p)/p for Eq. (1) or µ := 1/ρ for Eq. (2) be the mean of each random
variable. The objective of this paper is to characterize the tail probabilities Pr[Xn ≥ λµ] for
λ ∈ (1,∞) or Pr[Xn ≤ λµ] for λ ∈ (0, 1). Such tail bounds are important in statistics, computer
science and operations research, and have recently found interesting applications in assortment
selection problems in operations management [AAGZ17a, AAGZ17b, CWZ18].
Our main result can be summarized in the following theorem:
Theorem 1. For any λ, µ > 0, define H(λ, µ) := µλ lnλ − (1 + µλ) ln
(
1+µλ
1+µ
)
and G(λ) :=
λ− 1− lnλ. Then for geometric random variables X1, · · · ,Xn,
Pr[Xn ≥ λµ] ≤ exp {−n ·H(λ, µ)} λ ∈ (1,∞); (upper tail)
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Pr[Xn ≤ λµ] ≤ exp {−n ·H(λ, µ)} λ ∈ (0, 1). (lower tail)
In addition, for exponential random variables Y1, · · · , Yn, we have
Pr[Y n ≥ λµ] ≤ exp {−n ·G(λ)} λ ∈ (1,∞); (upper tail)
Pr[Y n ≤ λµ] ≤ exp {−n ·G(λ)} λ ∈ (0, 1). (lower tail)
Note that for all µ, λ > 0, H(λ, µ) ≥ 0 and G(λ) ≥ 0, with equality holds if and only if
λ = 1. This means both upper and lower tails of Xn or Y n decay exponentially fast as exp{−Ω(n)}
provided that λ 6= 1.
Theorem 1 is proved by careful applications of the Chernoff bound, which is given in Sec. 3. We
also give several approximations of H(λ, µ) in Sec. 2, making it easier for practical usage and also
to compare against existing tail bounds [Jan18, AAGZ17a].
To understand the tightness of Theorem 1, and especially H(λ, µ) and G(λ), we state the
following result:
Corollary 1. Let λ, µ > 0, λ 6= 1 be fixed and not changing with n. For geometric random variables
X1, · · · ,Xn, · · · , we have
lim
n→∞
−ln Pr[Xn ≥ λµ]/[nH(λ, µ)] = 1 λ ∈ (1,∞); (upper tail)
lim
n→∞
−ln Pr[Xn ≤ λµ]/[nH(λ, µ)] = 1 λ ∈ (0, 1). (lower tail)
Similarly, for exponential random variables Y1, · · · , Yn, · · · , we have
lim
n→∞
−lnPr[Y n ≥ λµ]/[nG(λ)] = 1 λ ∈ (1,∞); (upper tail)
lim
n→∞
−lnPr[Y n ≤ λµ]/[nG(λ)] = 1 λ ∈ (0, 1). (lower tail)
Corollary 1 is a simplified statement of Theorems 2 and 3, both of which are stated and proved
in Sec. 4. It shows that the leading terms in the exponents of the tail bounds in Theorem 1, namely
−n ·H(λ, µ) and −n ·G(λ), are asymptotically tight as n→∞. Actually, in Theorems 2 and 3 we
show that the remainder terms are on the order of O(log n), which is considerably smaller than the
−n ·H(λ, µ) and −n ·G(λ) leading terms.
Corollary 1 is proved by binomial or Poisson counting process characterizations of Xn and Y n,
for which exact tail probabilities are known via combinations of binomial coefficients. Afterwards,
Stirling’s approximation is applied to derive asymptotic expressions of the tail probabilities. The
complete proof is given in Sec. 4.
2 Approximations of H(λ, µ), and comparisons
In this section we give several approximations of H(λ, µ) with simpler forms. We also compare our
result with existing tail bounds for sums of geometric random variables, mostly from [Jan18] and
[AAGZ17a], showing our bound is tighter in several cases and easier to use overall.
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Proposition 1. The function H(λ, µ) = µλ lnλ − (1 + µλ) ln
(
1+µλ
1+µ
)
for λ, µ > 0 admits the
following approximations:
1. For all µ > 0 and λ ∈ (0, 1], H(λ, µ) ≥ µ2(1+µ) · (λ− 1)
2;
2. For all µ > 0 and λ ∈ [1, 2], H(λ, µ) ≥ µ4(1+µ) · (λ− 1)
2;
3. For all µ > 0 and λ ≥ 2, H(λ, µ) ≥ µ4(1+µ) · (λ− 1);
4. For all 0 < µ ≤ 13 and λ ≥ 3, H(λ, µ) ≥
µλ
4 · ln
(
min
{
λ, 1µ
})
;
5. For all 0 < λ ≤ 13 and µ ≥ 3, H(λ, µ) ≥
1
4 · ln
(
min
{
1
λ , µ
})
.
2.1 Comparison with [Jan18]
In [Jan18] a slightly different geometric random variable X ′ = X +1 was considered; hence the tail
bounds have to be carefully converted under the context of our geometric random variable model.
More specifically, Theorems 2.1 and 3.1 of [Jan18] imply that
Pr
[
Xn ≥ λµ
]
≤ exp {−n · ((λ− 1)(1 − p)− ln((λ− 1)(1 − p) + 1))} , (λ > 1);
Pr
[
Xn ≤ λµ
]
≤ exp {−n · ((λ− 1)(1 − p)− ln((λ− 1)(1 − p) + 1))} , (λ < 1);
where p is the geometric random variable parameter defined in Eq. (1). Because z−ln(z+1) ≤ z2/2
for all z > 0, we have
(λ− 1)(1 − p)− ln((λ− 1)(1 − p) + 1) ≤
µ2
2(1 + µ)2
· (λ− 1)2. (3)
Comparing Eq. (3) with the simplified forms of H(λ, µ) in Proposition 1, we observe that Eq. (3)
has an extra µ/(1 + µ) factor. This means that when µ→ 0+ is very small, our results are tighter
than [Jan18].
2.2 Comparison with [AAGZ17a]
In Appendix D of [AAGZ17a], the following were established for sums of i.i.d. geometrically dis-
tributed random variables: for δ > 0,
Pr
[
Xn > (1 + δ)µ
]
≤


exp
(
− nµδ
2
2(1+δ)(1+µ)2
)
if µ ≤ 1,
exp
(
− nµ
2δ2
6(1+µ)2
(
3− 2δµ1+µ
))
if µ ≥ 1, δ ∈ (0, 1);
Pr
[
Xn < (1− δ)µ
]
≤


exp
(
− nµδ
2
6(1+µ)2
(
3− 2δµ1+µ
))
if µ ≤ 1, δ ∈ (0, 1),
exp
(
− nµ
2δ2
2(1+µ)2
)
if µ ≥ 1, δ ∈ (0, 1).
We make several remarks comparing the above results from [AAGZ17a] with our tail bounds.
First, the case of µ ≥ 1 and δ > 1 is missing in the above tail bounds, while our Theorem 1 and
3
Proposition 1 cover all cases of µ, δ > 0. In addition, in the case of µ ≥ 3 and 0 < λ < 1/3,
we have δ ≥ 2/3 and therefore nµ
2δ2
2(1+µ)2
≤ n2 . On the other hand, by Proposition 1 we know that
H(λ, µ) ≥ 14 ln(min{λ
−1, µ}). Hence our tail bound is sharper when µ ≥ e2 and λ < 1/e2. Finally,
our forms of H(λ, µ) and its simplifications in Proposition 1 are more user-friendly compared to
[AAGZ17a].
2.3 Proof of Proposition 1
To simplify notations, we use H ′λ(·, µ) and H
′′
λ(·, µ) to denote ∂H(t, µ)/∂t and ∂H
2(t, µ)/∂t2, re-
spectively. Also define H(0, µ) := limλ→0+ H(λ, µ).
Case 1: µ ≥ 0 and λ ∈ (0, 1]. Note that H(1, µ) = H ′λ(1, µ) = 0. By Taylor expansion with
Lagrangian remainders, for any λ ∈ (0, 1] there exists λ∗ ∈ [λ, 1] (depending on λ) such that
H(λ, µ) = H ′′λ(λ
∗, µ)(λ− 1)2/2. The first inequality of Proposition 1 is then proved by noting that
H ′′λ(λ
∗, µ) = µλ∗(1+µλ∗) ≥
µ
1+µ .
Case 2: µ > 0 and λ ∈ [1, 2]. Let ξ(λ)
def
= H(λ, µ)− µ4(1+µ) · (λ− 1)
2. Because ξ(1) = 0, it suffices
to show ξ′(λ) = µ lnλ − µ ln
(
1+µλ
1+µ
)
− µ2(1+µ) · (λ − 1) ≥ 0 for all λ ∈ [1, 2]. We know ξ
′(λ) is a
concave function, because ξ′′′(λ) = ∂
3H
∂λ3
(λ, µ) = − µ(1+2µλ)
λ2(1+µλ)2
≤ 0. Note also that ξ′(1) = 0. To settle
our claim, it remains to show ξ′(2) ≥ 0. Indeed, ξ′(2) = −µ ln
(
1− 12(1+µ)
)
− 12 ·
µ
1+µ≥0, where
the last inequality holds because − ln(1 − z) ≥ z for all z ∈ (0, 1). This completes the proof of the
second inequality in Proposition 1.
Case 3: µ > 0 and λ ≥ 2. Because − ln(1− z) ≥ z for all z ∈ (0, 1),
H ′λ(λ, µ) = −µ ln
(
1−
1− λ−1
1 + µ
)
≥
1
2
·
µ
1 + µ
∀λ ≥ 2. (4)
By Taylor expansion with Lagrangian multiplier, for any λ ≥ 2 there exists λ∗ ∈ [2, λ] depending
on λ such that H(λ, µ) = H(2, µ) +H ′λ(λ∗, µ) · (λ− 2) ≥ H(2, µ) +
µ
2(1+µ) · (λ− 2), where the last
inequality follows by Eq. (4). Note also that H(2, µ) ≥ µ4(1+µ) by the second property of Proposition
1. We then conclude that H(λ, µ) ≥ 14 ·
µ
1+µ · (2λ− 3) ≥
1
4 ·
µ
1+µ · (λ− 1), for all λ ≥ 2.
Case 4: 0 < µ ≤ 1/3 and λ ≥ 3. It can be checked that for all λ ≥ 3,
H
(
λ, λ−1
)
= ln
[(
2 + λ+ λ−1
)
/4
]
≥ (1/4) · lnλ. (5)
When λ ≥ 1/µ ≥ 3, we also have H ′λ(λ, µ) = µ · ln
(
1+µ
λ−1+µ
)
≥ µ · ln
(
1+µ
2µ
)
≥ µ4 ln
(
1
µ
)
.
Subsequently, H(λ, µ) − µλ4 · ln
(
1
µ
)
≥ H
(
1
µ , µ
)
− 14 ln
(
1
µ
)
≥0, where the last inequality holds by
Eq. (5).
In the case of 1/µ ≥ λ ≥ 3, we know
[
H(λ, µ) − µλ4 lnλ
]
is a concave function of µ, be-
cause ∂
2
∂µ2
[
H(λ, µ)− 14 · µλ · lnλ
]
= ∂
2H
∂µ2
(λ, µ) = − (λ−1)
2
(1+µ)2(1+µλ)
≤ 0. By Eq. (5) and the fact that
limt→0+ H(λ, t)−
1
4tλ lnλ = 0, we have H(λ, µ)−
1
4 ·µλ · lnλ ≥ 0. Combining both cases of 1/µ ≤ λ
and 1/µ ≥ λ we complete the proof of the fourth property in Proposition 1.
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Case 5: µ ≥ 3 and 0 < λ ≤ 1/3. It can be checked that for all 0 < λ ≤ 1/3,
H
(
λ, λ−1
)
= ln
[(
2 + λ+ λ−1
)
/4
]
≥ 1/4 · ln(λ−1). (6)
Because H ′λ(λ, µ) = −µ · ln
(
1 + λ
−1−1
1+µ
)
≤ 0 for all λ ∈ (0, 1], we have forall 0 < λ ≤ 1/µ ≤ 1/3
that H(λ, µ) ≥ H
(
µ−1, µ
)
≥1/4 · lnµ = 1/4 · ln
(
min
{
λ−1, µ
})
, where the second inequality holds
by Eq. (6).
On the other hand, for the case of 0 < 1/µ ≤ λ ≤ 1/3, because ln(1+z) ≤ z for all z ∈ [0,+∞),
we have ∂H∂µ (λ, µ) =
1−λ
1+µ − λ · ln
(
1 + λ
−1−1
1+µ
)
≥ 0 for all λ ∈ (0, 1]. Consequently, H(λ, µ) ≥
H
(
λ, λ−1
)
≥1/4 · ln
(
λ−1
)
= 1/4 · ln
(
min
{
λ−1, µ
})
, where the second inequality follows Eq. (6).
Combining both cases we complete the proof of the fifth property of Proposition 1.
3 Proof of Theorem 1
Geometric distribution, upper tail (λ > 1). Using Chernoff bound,
Pr
[
Xn ≥ λµ
]
= Pr
[
etXn ≥ etλµ
]
≤
1
etλnµ
·
n∏
i=1
E
[
etXi
]
, 0 < t < − ln(1− p),
where E
[
etXi
]
= p/[1− (1− p) · et] = 1/[(1 + µ)− µ · et] for i = 1, · · · , n. Define f(t)
def
= λµ · t +
ln
[
(1 + µ)− µ · et
]
. Note also that − ln(1− p) = ln(1 + µ−1). We then have
Pr
[
Xn ≥ λµ
]
≤ exp {−n · f(t)} , 0 < t < ln(1 + µ−1). (7)
For the function f(·) and its derivative f ′(·), the following properties hold:
• f ′(t) = λµ− µ·e
t
(1+µ)−µ·et is a decreasing function when 0 < t < ln
(
1 + µ−1
)
;
• f ′(t) = 0 iff µ·e
t
(1+µ)−µ·et = λµ, or iff t equals T1
def
= ln
(
1+µ−1
1+µ−1·λ−1
)
.
Because 0 < T1 < ln
(
1 + µ−1
)
, f(·) attains its maximum at f(T1) = H(λ, µ). Eq. (7) then implies
the desired upper tail bound.
Geometric distribution, lower tail (λ < 1). Again using the Chernoff bound,
Pr
[
Xn ≤ λµ
]
= Pr
[
e−tXn ≥ e−tλnµ
]
≤ etλnµ ·
n∏
i=1
E
[
e−tXi
]
, t > 0,
where E
[
e−tXi
]
= p/[1− (1− p) · e−t] = 1/[(1 + µ)− µ · e−t] for i = 1, · · · , n. Define g(t)
def
=
λµ · t− ln
[
(1 + µ)− µ · e−t
]
. Then
Pr
[
Xn ≥ λµ
]
≤ exp {n · g(t)} , t > 0. (8)
For the function g(·) and its derivative g′(·), the following properties hold:
• g′(t) = λµ− µ·e
−t
(1+µ)−µ·e−t is an increasing function on t ∈ (0,+∞);
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• g′(t) = 0 iff µ·e
−t
(1+µ)−µ·e−t = λµ, or iff t equals T2
def
= ln
(
1+µ−1·λ−1
1+µ−1
)
.
Because T2 > 0 for all λ ∈ (0, 1), the minimum of g is attained at g(T2) = −H(λ, µ), which implies
the desired lower tail bound.
Exponential distribution, upper tail (λ > 1). By Chernoff bound,
Pr
[
Y n ≥ λµ
]
= Pr
[
etY n ≥ etλµ
]
≤
1
etλnµ
·
n∏
i=1
E
[
etYi
]
, 0 < t < µ−1,
where E
[
etYi
]
=
∫ +∞
0 µ
−1 · e−z/(µ+tz)dz = 1/[1 − µt]. Define h(t)
def
= λµt+ln(1−µt). We then have
Pr
[
Y n ≥ λµ
]
≤ exp {−n · h(t)} , 0 < t < µ−1. (9)
For the function h(·) and its derivative h′(·), the following properties hold:
• h′(t) = λµ− µ1−µ·t is a decreasing function when 0 < t < µ
−1;
• h′(t) = 0 iff µ1−µ·t = λµ, or iff t equals T3
def
= µ−1 ·
(
1− λ−1
)
.
Because 0 < T3 < µ
−1, the maximum of h(·) is attained at h(T3) = G(λ), which implies the desired
upper tail bound.
Exponential distribution, lower tail (λ < 1). This part is directly implied by Theorem 5.1(iii)
of [Jan18].
4 Proof of Corollary 1
We shall prove the following theorems, which imply Corollary 1.
Theorem 2. Let X1, · · · ,Xn be geometrically distributed random variables; define ∆U (λ, µ) :=
7/6 + ln(λ+ 2/µ) and ∆L(λ, µ) := 1/6 + 3/2 · ln(1 + 1/λµ). For all λ > 1 and all n ≥ 1,
Pr
[
Xn ≥ λµ
]
≥ exp
{
−n ·
[
H(λ, µ) +
ln(2pin)
2n
+
∆U (λ, µ)
n
]}
. (10)
In addition, for λ ∈ (0, 1) and all n ≥ 1/λµ,
Pr
[
Xn ≤ λµ
]
≥ exp
{
−n ·
[
H(λ, µ) +
ln(2pin)
2n
+
∆L(λ, µ)
n
]}
. (11)
Theorem 3. Let Y1, · · · , Yn be exponentially distributed random variables. For all λ ≥ 1 and
n ≥ 1,
Pr
[
Y n ≥ λµ
]
≥ exp
{
−n ·
[
G(λ) +
ln(2pin)
2n
+
1
12n2
]}
. (12)
In addition, for λ ∈ (0, 1) and n ≥ 1,
Pr
[
Y n ≥ λµ
]
≥ exp
{
−n ·
[
G(λ) +
ln(2pin)
2n
+
1
12n2
]}
. (13)
6
In the rest of this section we prove Theorems 2 and 3.
Geometric distribution, upper tail (λ > 1). We say a random variable Z follows a binomial
distribution with parameters m ∈ N and p ∈ [0, 1] if Pr[Z = k] =
(m
k
)
pk(1 − p)m−k for k ∈
{0, 1, · · · ,m}. Abbreviate by B(m, 1/(1 + µ)) the binomial distribution parameterized by m and
p = 1/(1 + µ). Given λ ∈ [1,+∞), the event {Xn ≥ λµ} corresponds to fewer than n successes in
⌈λnµ⌉+ n− 1 trials. Formally,
Pr
[
Xn ≥ λµ
]
=Pr
[
nXn ≥ ⌈λnµ⌉
]
= Pr
Z∼B(⌈λnµ⌉+n−1,1/(1+µ))
[Z < n]
=
n−1∑
k=0
(
⌈λnµ⌉+ n− 1
k
)(
1
1 + µ
)k ( µ
1 + µ
)⌈λnµ⌉+n−1−k
≥
(
⌈λnµ⌉+ n− 1
n− 1
)(
1
1 + µ
)n−1( µ
1 + µ
)⌈λnµ⌉
≥
(
⌈λnµ⌉+ n
n
)
·
n
λnµ+ 1 + n
(
1
1 + µ
)n−1( µ
1 + µ
)λnµ+1
.
Invoking Stirling’s approximation (see [Rob55], also summarized as Lemma 1 in the appendix),
we have
1
n
ln
(
⌈λnµ⌉+ n
n
)
≥λµ ln
(
1 +
1
λµ+ 1/n
)
+ ln(1 + λµ)−
ln(2pin)
2n
−
1
n
·
1
6
=H1(λ, µ)−
ln(2pin)
2n
− λµ ln
(
1 +
1
λµ
1/n
1 + λµ+ 1/n
)
−
1
6n
(†)
≥H1(λ, µ)−
ln(2pin)
2n
−
1/n
1 + λµ+ 1/n
−
1
6n
≥H1(λ, µ)−
ln(2pin)
2n
−
7
6
·
1
n
,
where H1(λ, µ)
def
= µλ ln (1 + 1/(µλ)) + ln(1 + µλ), H2(λ, µ)
def
= ln(1 + µ) + λµ ln (1 + 1/µ), and (†)
holds because ln(1 + z) ≤ z,∀z ≥ 0. Subsequently,
n
λnµ+ 1 + n
(
1
1 + µ
)n−1( µ
1 + µ
)λnµ+1
≥ exp
{
−n ·
[
H2(λ, µ) +
1
n
ln
(
λ+
2
µ
)]}
.
This completes the proof of Eq. (10) since H(λ, µ) = H2(λ, µ)−H1(λ, µ).
Geometric distribution, lower tail (λ < 1). Recall the definitions of H1(λ, µ) = µλ ln(1 +
1/(µλ)) + ln(1 + µλ) and H2(λ, µ) = ln(1 + µ) + λµ ln(1 + 1/µ). For λ ∈ (0, 1), we have
Pr
[
Xn ≤ λµ
]
=Pr
[
nXn ≤ ⌊λnµ⌋
]
= Pr
Z∼B(⌊λnµ⌋+n,1/(1+µ))
[Z ≥ n]
=
⌊λnµ⌋+n∑
k=n
(
⌊λnµ⌋+ n
k
)(
1
1 + µ
)k ( µ
1 + µ
)⌊λnµ⌋+n−k
≥
(
⌊λnµ⌋+ n
n
)(
1
1 + µ
)n( µ
1 + µ
)⌊λnµ⌋
.
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Note also that
(
1
1 + µ
)n( µ
1 + µ
)⌊λnµ⌋
≥
(
1
1 + µ
)n( µ
1 + µ
)λnµ
= exp {−n ·H2(λ, µ)} .
With the condition n ≥ 1/(λµ) which is equivalent to ⌊λnµ⌋ ≥ 1, it follows from Lemma 1
(Stirling’s approximation) that
1
n
ln
(
⌊λnµ⌋+ n
n
)
≥
(
λµ−
1
2n
)
ln
(
1 +
1
λµ
)
+ ln
(
1 + λµ−
1
n
)
−
ln(2pin)
2n
−
1
6n
=H1(λ, µ)−
ln(2pin)
2n
−
1
2n
ln
(
1 +
1
λµ
)
+ ln
(
1−
1
n
·
1
1 + λµ
)
−
1
6n
(‡)
≥H1(λ, µ)−
ln(2pin)
2n
−
[
3
2
ln
(
1 +
1
λµ
)
+
1
6
]
1
n
,
where (‡) holds because
(
1− 1n ·
1
1+λµ
)n
≥ 1 − 11+λµ =
(
1 + 1λµ
)−1
. This completes the proof of
Eq. (11) by noting that H(λ, µ) ≡ H2(λ, µ) −H1(λ, µ).
Exponential distribution, upper tail (λ > 1). Consider a Poisson counting process {N(t) : t ≥
0} with rate 1/µ; that is, Pr[N(t) = n] = (λt)ne−λt/n! for n ∈ N. We then have for λ > 1 that
Pr
[
Y n ≥ λµ
]
=Pr
[
Y n > λµ
]
= Pr
[
N(λnµ) < n
]
(Y n has continuous density)
=
n−1∑
k=0
(λn)k
k!
· e−λn ≥
(λn)n−1
(n− 1)!
· e−λ(n−1)
=
eλ
λ
·
(λn)n
n!
· e−λn ≥
(λn)n
n!
e−λn. (ez ≥ z for all z ≥ 1)
Note also that (λn)
n
n! · e
−λn can be re-written as exp
{
−n ·
[
G(λ) + lnn!n − lnn+ 1
]}
. Using
Lemma 1 (Stirling’s approximation) we complete the proof of Eq. (12).
Exponential distribution, lower tail (λ < 1). Consider again the Poisson counting process {N(t) :
t ≥ 0} with rate 1/µ. For λ ∈ (0, 1), we have
Pr
[
Y n ≤ λµ
]
=Pr
[
N(λnµ) ≥ n
]
=
∞∑
k=n
(λn)k
k!
· e−λn ≥
(λn)n
n!
· e−λn.
Eq. (13) can then be proved by following the same lines as in the proof of Eq. (12) above.
Stirling’s approximation. The following lemma is from [Rob55].
Lemma 1. For all m ∈ N, m > 0, it holds that
(
m+
1
2
)
lnm−m+
ln(2pi)
2
+
1
12m+ 1
≤ ln(m!) ≤
(
m+
1
2
)
lnm−m+
ln(2pi)
2
+
1
12m
.
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