Abstract. In this paper we propose a GMRES-type method for the solution of linear systems with a p-cyclic coefficient matrix. These p-cyclic matrices arise in the periodic steady state simulation of circuits, assuming that the DAE is discretized in the time domain. The method has similarities with existing GMRES approaches for p-cyclic matrices, but in contrast to these methods the method is efficiently parallelizable, even if the p-cyclic matrix has a small block size. However, the serial costs of the method may be somewhat higher. Numerical experiments demonstrate the effectiveness of the method.
Introduction
Periodic differential algebraic equations of the form d dt q(t, x(t)) + j(t, x(t)) = 0 ∈ R n , x(0) = x(T ) ,
arise in the periodic steady state analysis of a circuit. The sources of the circuit are included in function j(t, x(t)). We assume that all explicitly timedependent coefficients and sources are periodic with period T . Transient analysis of d dt q(t, x(t)) + j(t, x(t)) = 0 for t → ∞ often converges very slowly to the periodic solution of (1) . This leads to an excessive amount of CPU-time for the simulation process. Therefore, it may be more efficient to solve the periodic problem (1) with a method that exploits the periodic structure, for instance, the multiple shooting method or the finite difference method, see [1, 5] . We will briefly describe the finite difference method. Time discretization of (1) at the discrete time points t 0 = 0 < t 1 < . . . < t M−1 < t M = T leads to a system of nonlinear algebraic equations with M n unknowns: x i = x(t i ), i = 1, . . ., M . Applying Newton's method to this nonlinear system gives a linear system of the form    
For a more detailed derivation of (2) we refer to [5] . Note that both the multiple shooting method and the finite difference method lead to a linear system of the form (2) . The E i and F i in (2) are sparse n by n matrices. The matrix in (2) is called an M -cyclic matrix. We will assume that the diagonal blocks F i are nonsingular; the off-diagonal blocks E i may be singular. If one y i is known, the others can be computed by the forward recursion
Block diagonal scaling of (2) with M = diag(F 1 −1 , . . ., F M −1 ) leads to a linear system that is easier to handle:    
with c ′ i = F i −1 c i and
The M -cyclic linear system (4) can be reduced by block Gaussian elimination to a p-cyclic one, with p ≤ M . In order to eliminate blocks, we define a partition of the integers 1, . . ., M :
(1, 2, . . ., M ) = (q 1 , . . ., q 1 , . . ., . . ., q p , . . ., q p ) .
A reduced system is obtained by eliminating the unknowns y q i , . . ., y q i −1 , i = 1, . . ., p from (4). Hence, the unknowns y q 1 , y q 2 , . . ., y q p are not eliminated. The reduced system is
and
The vectors b i are defined by the following recursion:
The x i and y j are related via y q i = x i , for i = 1, . . ., p. The other y j , j = 1, . . ., M , can be computed by the forward recursion (3), after (7) has been solved.
Block Gaussian elimination of x 1 , . . ., x p−1 in (7) gives a linear system
whereb p is defined by the recurrence relation
The linear system (10) is equal to the linear system obtained by block Gaussian elimination of y 1 , . . ., y M−1 in (4), this is the case p = 1 in (7). LU factorization of I − B p · . . . · B 1 in (10) leads to a direct method for solving (2) . This method requires 2nM (nnz(E i ) + nnz(L i ) + nnz(U i )) flops for explicitly forming I − B p · . . . · B 1 and 2/3n 3 flops for the LU factorization of I − B p · . . . · B 1 . Here nnz( · ) is the number of nonzeros of a matrix and L i U i is the LU factorization of F i . The other costs are relatively minor. We refer to [1] for other direct methods for (2) .
A Krylov subspace method may be attractive for solving (10), because these methods do not require to form I − B p · . . . · B 1 explicitly. For example, GMRES [4] only needs matrix vector products (I − B p · . . . · B 1 )v. Here B i is defined by (5) and (8), and sparse LU decompositions of the diagonal blocks F i with partial pivoting are used for F −1 i . The costs of m matrix vector products are 2mM (nnz(E i ) + nnz(L i ) + nnz(U i )) flops and the other costs are relatively minor. Usually m ≪ n, so then there is a gain compared with the direct method.
Instead of applying GMRES to (10), it can be applied to (7). Then each matrix vector product Av requires the matrix vector products B i v i , i = 1, . . ., p, which are independent of each other. So, the computation of Av is efficiently parallelizable. Note that the matrix vector product (I − B p ·. . . ·B 1 )v is hard to parallelize because of its serial nature. In practice E i and F i are often too small for parallelization on a matrix level. Unfortunately, GMRES converges usually much better for (10) than for (7), and even in a parallel environment there is no gain for (7), if p = 1.
In Sect. 2 we will introduce an efficiently parallelizable iterative method for solving the p-cyclic linear system (7). We will not discuss all the details of the method, a more comprehensive and precise description of the method will appear later in [2] . The method is not restricted to periodic steady state simulation of circuits, because linear systems of the form (2) may arise in the simulation of other periodic phenomena as well, for example, in periodic AC analysis of RF circuits [6] .
Independently and simultaneously with our work, Dekker has developed the P-GMRES method [3] . For the special case p = 2 our method is equivalent with this P-GMRES method. For p = 1 our method is equivalent with the standard GMRES method [4] .
Telichevesky, et al., [5] propose to solve (2) with preconditioned GMRES applied to (2) . The preconditioner they use is the block lower triangular part of the matrix in (2) . In this approach the matrix B 1 of the reduced system (7), with p = 1, arises as a block matrix on the diagonal of the (block upper triangular) preconditioned linear system. Therefore, solving (2) by applying our method (or standard GMRES) to the reduced system (7), with p = 1, is approximately as efficient as the approach of [5] . Similar to the p = 1 case, this method is hard to parallelize because of the serial nature of the matrix-vector recursions.
In Sect. 3 we present numerical experiments for solving linear systems of the form (2) arising from periodic steady state simulation of circuits.
Superscripts are used frequently in this paper. We will use the following convention for it: X −1 denotes the inverse of a nonsingular matrix X. The i in X i is an index number if X is a vector or matrix and i ≥ 0. Throughout this paper we use · for the 2-norm of a vector or a matrix.
p-cyclic GMRES
The GMRES method applied to (7) finds an approximate solution x m in the Krylov subspace 
The idea of the p-cyclic GMRES method is to decouple the Krylov subspace (11) into p independent subspaces K m i , each with dimension less than or equal to m. We illustrate this idea for the special case p = 3 and m = 4. The generalization to arbitrary p and m is straightforward. We seek an approximate solution x 4 of (7) in the search spacê (b 2 , B 2 b 1 , B 2 B 1 b 3 , B 2 B 1 B 3 b 2 (b 3 , B 3 b 2 , B 3 B 2 b 1 , B 3 B 2 B 1 b 3 )    .
(12) Algorithm 1: p-cyclic GMRES 1. Initialization:
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