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Povzetek
V tem diplomskem delu bom razloºil, kaj sta Shannonova in von Neumannova en-
tropija, kako se uporabljata in njune lastnosti. Razloºil bom tudi povezavo med
entropijo v informacijski teoriji ter njeno uporabo v kvantni mehaniki.
Entropy in information theory, thermodynamics and quantum
mechanics
Abstract
In this work I will explain Shannon's and von Neumann's entropy, their uses and
properties. I will also explain the connection of the entropy of information theory
with the entropy of quantum mechanics.
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1. Uvod
V na²em ºivljenju potekajo nekateri procesi, ki so smiselni le, kadar se izvajajo
v eno smero: jajce lahko pope£emo na vro£i plo²£i, vendar nikoli ne bomo na²li
plo²£e, ki ga bo pretvorilo nazaj v surovo obliko. e razbijemo okno, se £repinje ne
bodo same od sebe nazaj sestavile v nerazbito steklo [16]. To sta dva primera rasti
entropije, neke fizikalne koli£ine, ki v zaprtih sistemih, torej sistemih brez zunanjega
vpliva, lahko le raste. Najprej se je ta koli£ina pojavila v 19. stoletju, ko jo je
obravnaval Lazare Carnot v zvezi s spremembami v toplotnem stroju. Ugotovil je,
da iz ena£b izhaja, da se neka koli£ina ve£a z upravljanjem toplotnega stroja. To
je poimenoval entropija, torej energija, ki se izgubi zaradi sevanja in trenja. Ta
koncept so potem znanstveniki kot so Rudolph Clausius dodelali. Leta 1932 je John
von Neumann definiral ²e kvantno mehansko entropijo.
S komunikacijskimi omreºji se je pojavil nov problem: kako lahko vemo, koliko
sporo£il in kako hitro jih lahko po²iljamo skozi telegrafske ºice? In kako naj ugo-
tovimo, £e je na² sistem kodiranja teh sporo£il u£inkovit? S tem vpra²anjem so se
ukvarjali ljudje zaposleni v Bell Labs v 20-ih in 30-ih letih v Ameriki. Ukvarjali so
se s kvantifikacijo, torej meritvijo, informacije. Do preloma v tem podro£ju, ki ga
danes imenujemo teorija informacije, je pri²lo leta 1948 v delu Claude Shannona A
Mathematical Theory of Communication". V tem delu je Claude Shannon pri²el
do zelo podobne ena£be, kot jo je von Neumann dobil za entropijo in ki se je pred
njima uporabljala v statisti£ni mehaniki. Iz tega je tudi sledilo ime za to specifi£no
entropijo v informacijski teoriji, ki ji re£emo Shannonova entropija [19]. Kadar se
ukvarjamo s kvantno mehanskimi sistemi, pa tej koli£ini re£emo von Neumannova
entropija.
Poleg vpra²anj kot so, Kaj je entropija?, Kak²ne uporabe ima? in Kako se
izpelje?, se pojavi tudi vpra²anje povezave med entropijo v kvantni mehaniki in
entropijo v informacijski teoriji. Von Neumann in Shannon sta ºivela v istem £a-
sovnem obdobju in ºe takrat vedela, da imata oba pojma podobno, £e ne celo isto
ena£bo. Torej bomo v tem diplomskem delu poskusili ugotoviti, kaj so podobnosti
teh dveh entropij in zakaj sta si ekvivalentni. V poglavju 2 definiramo informacijo
in kako nastopa v definiciji entropije. To definicijo informacije bomo uporabili v
poglavju 3, kjer bomo definirali Shannonovo entropijo, vse njene lastnosti in na pri-
merih pokazali uporabnost entropije. V poglavju 4 bomo predstavili na£in, kako se
lahko z uporabo entropije oceni neko neznano verjetnostno porazdelitev. V poglavju
5 bomo to metodo uporabili v primeru statisti£ne mehanike in predstavili povezavo
entropije v statisti£ni mehaniki in entropije v termodinamiki. V poglavju 6 bomo
razloºili nekaj osnovnih pojmov kvantne mehanike in definirali von Neumannovo
entropijo in njene lastnosti.
2. Informacija
V tem poglavju bomo sledili [1] in povedali, kaj je informacija in kako jo lahko
matemati£no obravnavamo in merimo.
V vsakdanjem ºivljenju sre£amo veliko sporo£il, ki nam dajo razli£no koli£ino
informacije. e vam po²ljem dve razli£ni sporo£ili, ki se glasita:
• Jutri zjutraj bo sonce vz²lo!
• Jutri bo² zmagal na loteriji!
se bomo strinjali, da vam je drugi stavek dal ve£ informacije, kot pa prvi. Zakaj je
to tako? To je zato, ker je drugi dogodek manj verjeten. Torej lahko predpostavimo,
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da nam dogodek da ve£ informacije, £im manj verjeten je. Po²ljem vam ²e tretje
sporo£ilo, ki se glasi:
• !!JKDjjjfF!
To je nesmiselni stavek in za nas ljudi tudi nima informacije. A £e ga gledamo
z verjetnostnega stali²£a, tj. kak²na je verjetnost, da bi dobili tako sporo£ilo, je
to sporo£ilo zelo malo verjetno in nam zato da veliko informacije! Zakaj? Ker se
noben stavek v knjiºni sloven²£ini ne za£ne s klicaji in stavki brez samoglasnikov so
redki. Informacija tega sporo£ila, £etudi nima smisla, je, da smo dobili sporo£ilo,
ki se le redko pojavlja v vsakdanjem ºivljenju. Lahko re£emo, da to sporo£ilo nosi
informacijo, a ne iste informacije kot v prvih dveh primerih, saj nam ne pove ni£
koristnega o na²ih ºivljenjih. Ko govorimo o informaciji, govorimo o koli£ini, ki se
ukvarja le z verjetnostmi, ne pa s pomenom, kajti laºje je matemati£no opredeliti
verjetnost, kot pa pomen. V drugih poglavjih bomo tudi videli, kako u£inkovite so
na²e metode ravno zaradi tega, ker se ne ukvarjamo s pomenom.
2.1. Funkcija informacije. Pri obdelavi informacije ºelimo vedeti koliko virov ra-
bimo, da jo shranimo, to so npr. biti v ra£unalniku. Ker ho£emo biti £imbolj
u£inkoviti glede shranjevanja, bi tudi radi imeli kako funkcijo, ki nam pove koli-
£ino informacije. O tej funkciji, ki jo bomo ozna£ili z I, ºe vemo nekaj lastnosti iz
prej²njega razmisleka (v glavnem, da je informacija nasprotno sorazmerna z verje-
tnostjo), sledi pa bolj matemati£na konstrukcija informacije.
Naj bo X diskretna slu£ajna spremenljivka z n razli£nimi izidi. Naj bo {X = xi}
dogodek, kjer X zavzame vrednost xi. Od prej je o£itno, da bi za P (X = xi) <
P (X = xj) moralo veljati I(X = xi) > I(X = xj), ker nam manj verjetni dogodki,
po na²em razmi²ljanju, dajajo ve£ informacije. Ozna£imo P (X = xi) kot p(xi) za
laºjo berljivost.
Za£nimo s preprostimi dogodki in ugotovimo, kako mora izgledati funkcija, ki bi
nam povedala, koliko informacije nosi dogodek. Vzemimo kot primer navaden kup
52 igralnih kart in tri dogodke,
• A = vle£emo as,
• B = vle£emo pik,
• A ∩B = vle£emo pikov as.
Vemo, da so verjetnosti p(A) = 1
13
, p(B) = 1
4
in p(A∩B) = 1
52
. eprav je na£eloma
funkcija informacije funkcija verjetnosti dogodka, torej I(p(A)), jo bomo, spet zaradi
laºje berljivosti, pisali kot funkcijo samega dogodka I(A). Iz na²ih razmi²ljanj o
naravi informacije imamo naslednje lastnosti te funkcije.
• e je A ⊆ B, tj. je A na£in dogodka B, je
I(A) ≥ I(B).
• Dva neodvisna dogodka hkrati nam dasta toliko informacije, kot oba dogodka
posamezno,
I(A ∩B) = I(A) + I(B).
• Vsak dogodek nam da ni£ ali ve£ kot ni£ informacije, nikoli nimamo opravka
z negativno informacijo.
I(X) ≥ 0,
za vsak X iz prostora dogodkov.
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Funkcija, ki vsem tem pogojem zadostuje, je I(xi) = −K logb(pi), kjer je K ∈ R
neka pozitivna konstanta, in b ∈ R baza logaritma. Dokaz te trditve in ²e ve£ je v
poglavju 3.1 te diplome. Za bazo b = 2 nam bodo njene vrednosti pomenile bite in
to bazo bomo tudi uporabljali v prihodnje.
Ta funkcija se popolnoma ujema z zgornjim razmi²ljanjem. Edina nenavadna
lastnost je, da je informacija nemogo£ega dogodka, tj. dogodek C, za katerega je
p(C) = 0, neskon£na I(C) = −K log(0) = ∞. Torej dogodek z verjetnost 0 nosi
neskon£no informacije. Ampak to nas ne moti, saj nam le dodatno potrdi, da je
od nemogo£ih dogodkov nemogo£e dobiti informacijo. Dodatno lahko vidimo, da
dogodek D z verjetnost P (D) = 1 ne nosi informacije I(C) = −K log(1) = 0, tj. ni£
novega nismo izvedeli, £e smo videli nekaj, kar smo vedeli z vso gotovostjo, da se bo
zgodilo. Kar se lepo sklada z na²imi pri£akovanji.
Opazimo ²e, da je izbira K v bistvu izbira enote, saj je loga(x) =
logb(x)
logb(a)
in logb(a)
je konstanta, torej lahko z mnoºenjem konstante spremenimo bazo logaritma, s £imer
ne spremenimo njenega obna²anja. Iz teh razmislekov bomo ozna£ili informacijsko
vsebino poljubnega dogodka X z I(X) = − log(P (X)), kjer ima logaritem dvoji²ko
bazo.
Zdaj preverimo informacijo, ki jih nosijo posamezni dogodki A,B in A ∩ B iz
na²ega primera igralnih kart:
I(A) = − log(P (A)) = − log
(︃
1
13
)︃
≈ 3.7 bitov
I(B) = − log(P (B)) = − log
(︃
1
4
)︃
= log(4) = 2 bita
I(A ∩B) = − log(P (A ∩B)) = − log
(︃
1
52
)︃
≈ 5.7 bitov.
e bi hoteli £imbolj u£inkovito zapisati te dogodke preko neke kodirne tabele, bi
potem ne mogli tega narediti bolj²e kot v ²tevilu bitov zgoraj. Seveda pri tem ne
upo²tevamo prostora potrebnega za kodirno tabelo in potrebne algoritme.
3. Shannonova Entropija
V tem poglavju bomo definirali Shannonovo entropijo, skupno entropijo, pogojno
entropijo, relativno entropijo in vzajemno informacijo. Na primerih bomo pokazali,
kako se izra£una Shannonova entropija za razli£ne diskretne distribucije in doka-
zali nekaj lastnosti teh koli£in. Drºali se bomo [1] in [10, str. 502510]. Preden
definiramo Shannonovo entropijo ponovimo nekaj osnovnih pojmov iz verjetnosti.
Naj bo X diskretna slu£ajna spremenljivka z moºnimi vrednostmi {x1, x2, . . . , xn}.
Pri£akovana vrednost diskretne slu£ajne spremenljivke X je E(X) =
∑︁n
i=1 xipi. e
definiramo Y = I(X), je E(Y ) entropija, in jo ozna£imo kot
(1) H(X) = E(Y ) = E(I(X)) = −
n∑︂
i=1
pi log(pi).
Takoj lahko vidimo problem, £e je pi = 0, saj bi potem bil tisti £len v vsoti enak
−0 log(0), kar pa ni definirano. Da re²imo problem, bomo za nemogo£e dogodke
pi = 0 privzeli, da uporabljamo funkcijo
f(x) =
{︃ −x log(x), £e x > 0
0, £e x = 0 ,
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v definiciji entropije, kar se sklada z limito limx→0−xlog(x) = 0, torej je to zvezna
raz²iritev. Potem definicija entropije izgleda kot
H(X) =
n∑︂
i=1
f(x),
ampak se ne bomo ubadali s tako formalnimi definicijami in bomo enostavno pri-
vzemali, da je 0 log(0) = 0.
3.1. Edinstvenost Entropije. Ena£ba (1) je tudi edina moºna definicija entro-
pija, sledi dokaz te edinstvenosti. Naj bo X slu£ajna spremenljivka, ki zavzame
vrednosti {x1, x2, . . . , xn} z verjetnostmi {p(x1), p(x2), . . . , p(xn)}. Rekli bomo, da
je neka funkcija U(X), ki jo bomo tudi pisali kot U(p1, p2, . . . , pn), definirana na
vseh diskretnih slu£ajnih spremenljivkah X, mera negotovosti, £e izpolnjuje nasle-
dnje lastnosti:
(1) Funkcija U(p(x1), . . . , p(xn)) je maksimalna, kadar velja p(xi) = p(xj) za vse
i, j.
(2) e je Y ²e ena slu£ajna spremenljivka, ki zavzame vrednosti {y1, y2, . . . , ym}
z verjetnostmi {p(y1), p(y2), . . . , p(ym)}. Potem velja
U(p(x1), . . . , p(xn), p(y1), . . . , p(ym)) = UX(p(y1), . . . , p(ym)) + U(p(x1), . . . , p(xn)).
(3) U(p(x1), p(x2), . . . , p(xn), 0) = U(p(x1), p(x2), . . . , p(xn))
(4) Funkcija U(p(x1), p(x2), . . . , p(xn)) je zvezna v vseh svojih argumentih.
Opomba 3.1. Lastnosti (1) in (2) izhajata iz tega, da je U mera negotovosti, saj
je negotovost maksimalna, kadar imajo vsi dogodki isto verjetnost. Prav tako lahko
re£emo, da je negotovost dveh slu£ajnih spremenljivk enaka kot negotovost prve
spremenljivke plus negotovost druge spremenljivke, le da moramo pri negotovosti
druge spremenljivke upo²tevati, da smo ºe ²teli negotovost prve in zato moramo le
pri²teti negotovost, ki ni povezana s prvo spremenljivko.
Povedati moramo ²e, kaj v to£ki (2) pomeni UX(p(y1), . . . , p(ym)). Za dve slu£ajni
spremenljivki X in Y , ki sta definirani kot prej, definiramo Ui(p(y1), . . . , p(ym)), tj.
negotovost Y -a ob pogoju, da je X = xi, kot
Ui(p(y1), . . . , p(ym)) = U(p(y1|xi), p(y2|xi), . . . , p(ym|xi)),
kjer so p(yk|xi) pogojne verjetnosti p(yk|xi) = P (Y = yk|X = xi). Tako dobimo
UX(p(y1), . . . , p(ym)) =
n∑︂
i=1
p(xi)Ui(p(y1), . . . , p(ym)).
e sta spremenljivki X in Y neodvisni, potem velja
UX(q1, . . . , qm) =
n∑︂
i=1
piUi(Y )
=
n∑︂
i=1
piU(p(y1|xi), p(y2|xi), . . . , p(ym|xi))
=
n∑︂
i=1
piU(p(y1), p(y2), . . . , p(ym)), ker sta X in Y neodvisni,
= U(Y ).
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Za spremenljivki X, Y je njuna skupna negotovost U(X, Y ) definirana kot
U(X, Y ) = U(p(x1, y1), . . . , p(x2, y1), . . . , p(xn, y1), . . . , p(xn, ym)),
kjer je p(xi, yj) skupna verjetnost za dogodka {X = xi} in {Y = yj}, tj. p(xi, yj) =
P ({X = xi} ∩ {Y = yj}).
Po tej razlagi lahko kon£no dokaºemo edinstvenost.
Izrek 3.2. U(X) je mera negotovosti natanko tedaj, ko velja
U(X) = KH(X),
kjer je K > 0 poljubna realna konstanta.
Dokaz. Naj bo A(n) = U( 1
n
, 1
n
, . . . , 1
n
). Dokaz bomo razdelili na tri dele:
(a) V tem delu bomo pokazali, da A(n) = K log(n) in tako pokazali, da izrek drºi
v primeru, ko ima X enakomerno porazdelitev.
Iz lastnosti (1) in (3) imamo
A(n) = U(
1
n
,
1
n
, . . . ,
1
n
, 0) ≤ A(n+ 1).
Torej je A nepadajo£a funkcija argumenta n.
Naj bodo X1, X2, . . . , Xm paroma neodvisne slu£ajne spremenljivke in naj imajo
vse enakomerno distribucijo. Vsak Xi naj ima r moºnih vrednosti. Potem velja
U(Xi) = A(r), za vsak i, za katerega velja 1 ≤ i ≤ m. Potem imamo po lastnosti
(2)
U(X1, X2) = U(X1) + U(X2) = 2A(r)
in po indukciji
U(X1, X2, . . . , Xm) = mA(r).
Definirajmo slu£ajno spremenljivko X = (X1, X2, . . . , Xm), ki ima m komponent in
vsaka komponenta ima r enako verjetnih izidov, tj. ima spremenljivka rm moºnih
izidov. e uporabimo U na X bo veljalo
U(X) = A(rm) = mA(r).
Ta rezultat velja za poljuben r in poljuben m, torej lahko zapi²emo
A(sn) = nA(s).
Izberemo poljubno naravno ²tevilo r in naravni ²tevili s, n ≥ 2 in naj bo m tako
nenegativno celo ²tevilo, da je
rm ≤ sn ≤ rm+1.
To lahko vedno naredimo, saj imamo dve neena£bi, ki dolo£ata na² m. Prva je rm ≤
sn, ki jo lahko logaritmiramo (neenakost se ohranja, saj je logaritem nepadajo£a
funkcija), da dobimo m ≤ n logr(s). Ker je n logr(s) nenegativno realno ²tevilo,
lahko vedno najdemo tako nenegativno celo ²tevilom, da bo neena£ba veljala. Druga
neena£ba nam da m ≥ n logr(s) − 1 s £imer imamo natan£no dolo£en m. Npr. £e
izberemo r = 2, s = 3 in n = 4, lahko izberemo m = 6.
Ker je A nepadajo£a funkcija, sledi
A(rm) ≤ A(sn) ≤ A(rm+1),
torej velja
mA(r) ≤ nA(s) ≤ (m+ 1)A(r),
m
n
≤ A(s)
A(r)
≤ m
n
+
1
n
,
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⃓⃓⃓⃓
A(s)
A(r)
− m
n
⃓⃓⃓⃓
≤ 1
n
.
e logaritmiramo rm ≤ sn ≤ rm+1 dobimo
m log(r) ≤ n log(s) ≤ (m+ 1) log(r).
Iz tega, podobno kot pri |A(s)
A(r)
− m
n
| ≤ 1
n
, dobimo⃓⃓⃓⃓
log(s)
log(r)
− m
n
⃓⃓⃓⃓
≤ 1
n
.
Iz trikotni²ke neenakosti, kjer za katerikoli dve realni ²tevili a in b velja |a + b| ≤
|a|+ |b|, dobimo⃓⃓⃓⃓
A(s)
A(r)
− log(s)
log(r)
⃓⃓⃓⃓
=
⃓⃓⃓⃓(︃
A(s)
A(r)
− m
n
)︃
+
(︃
m
n
− log(s)
log(r)
)︃⃓⃓⃓⃓
≤
⃓⃓⃓⃓
A(s)
A(r)
− m
n
⃓⃓⃓⃓
+
⃓⃓⃓⃓
log(s)
log(r)
− m
n
⃓⃓⃓⃓
≤ 2
n
.
e po²ljemo n proti neskon£nosti, dobimo⃓⃓⃓⃓
A(s)
A(r)
− log(s)
log(r)
⃓⃓⃓⃓
≤ 0,
oziroma
A(s)
A(r)
=
log(s)
log(r)
.
Ker sta A(r) in log(r) konstantni ²tevili, je A(s) = K log(s). Ker je A nepadajo£a
funkcija, smo kon£ali del (a) tega dokaza.
(b) Dokazali bomo izrek v primeru, ko je pj ∈ Q, tj.
pj =
mj
m
, kjer
n∑︂
j=1
mj = m.
Naj bo Y ²e ena slu£ajna spremenljivka, ki ima m vrednosti, katere razdelimo v n
skupin na slede£i na£in:
y11, y12, . . . , y1m1 , y21, y22, . . . , y2m2 , . . . , yn1, yn2, . . . , ynmn .
Da bi dosegli odvisnost spremenljivke Y od X, definirajmo ²e naslednje pogojne
verjetnosti,
p(yrk|xr) = 1
mr
za 1 ≤ k ≤ mr,
p(ysk|xr) = 0 za 1 ≤ k ≤ ms, s ̸= r,
za vse r, za katere velja 1 ≤ r ≤ n. Dobimo Ur(p(y1m1), . . . , p(ynmn)) = K log(mr)
po (a) in dobimo
UX(p(y1m1 , . . . , ynmn)) =
n∑︂
r=1
p(xr)Ur(p(y1m1), . . . , p(ynmn)) = K
n∑︂
r=1
mr
m
log(mr).
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Sledijo skupne verjetnosti
p(xr, ysk) = p(xr)p(ysk|xr) = 0 , kadar s ̸= r[20](2)
p(xr, ysk) =
mr
m
1
mr
=
1
m
za vsak 1 ≤ k ≤ mr(3)
Po zgornjih dveh ena£bah, (a) in (3) ugotovimo
U(X, Y ) = K log(m).
Zdaj lahko po lastnosti (2) izra£unamo, kaj je U(X):
U(X) = U(X, Y )− UX(Y )
= K log(m)−K
n∑︂
r=1
mr
m
log(mr),
ker je
∑︂
r
mr
m
= 1 je K log(m) = K
∑︂
r
mr
m
log(m),
= −K
n∑︂
r=1
mr
m
log
(︂mr
m
)︂
.
S tem je dokaz za (b) kon£an. Opazimo, da lahko zdaj U izra£unamo za vsako
porazdelitev, ki ima racionalne verjetnosti. Raz²irimo to z zadnjim delom dokaza.
(c) Naj bodo zdaj verjetnosti pj ∈ R. Vsako realno ²tevilo pj lahko aproksimiramo
z zaporedjem racionalnih ²tevil p(N)j , kjer lahko vsak p
N
j napi²emo v obliki kot v (b)
zgoraj. Naj bo H(N)(X) pripadajo£e zaporedje entropij in definirajmo
H(X) = −
n∑︂
j=1
pj log(pj),
od koder potem imamo H(X) = limN→∞H(N)(X).
Zaradi privzetka zveznosti (4) in rezultata (b) imamo
U(X) = lim
N→∞
H(N)(X).
Zaradi edinstvenosti te limite mora veljati U(X) = H(X) in s tem smo kon£ali na²
dokaz. □
Naslednja lema se kljub enostavnosti pojavlja v veliko dokazih v tej diplomi, zato
se jo spla£a zapomniti.
Lema 3.3. ln(x) ≤ x − 1 za x ∈ (0,∞). Pri tem velja enakost, £e in samo £e je
x = 1.
Dokaz. Naj bo q(x) = x− 1− ln(x). Njen odvod je q′(x) = 1− 1
x
. Za 0 < x ≤ 1 bo
odvod q′(x) < 0, tj. bo funkcija padajo£a. Ker je q(1) = 0 sledi, da je q(x) > 0 za
0 < x < 1. Za x ≥ 1 bo odvod q′(x) > 0, tj. bo funkcija nara²£ajo£a, od koder iz
q(1) = 0 spet sledi, da je q(x) > 0 za x > 1. Iz tega sledi, da je funkcija q(x) = 0 le
pri x = 1, povsod drugod pa je pozitivna. □
Izrek 3.4. Naj bo X diskretna slu£ajna spremenljivka z n razli£nimi izidi. Potem
je
(1) H(X) ≥ 0;
(2) H(X) = 0, £e in samo £e X zavzame neko vrednost z verjetnost 1;
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(3) H(X) ≤ log(n) z enakostjo, £e pi = 1n za vsak i.
Dokaz. (1) O£itno iz same definicije, saj sta pi,− log(pi) nenegativni ²tevili in en-
tropija je potem vsota nenegativnih realnih ²tevil.
(2) Recimo, da je H(X) = 0. Potem iz definicije sledi, da je vsak pj log(pj) = 0,
ker ne morejo biti negativni. Tedaj mora za vsak i veljati, da je ali pi = 0 ali
log(pi) = 0. Ker se verjetnosti se²tejejo v
∑︁
i pi = 1 in je logaritem ni£eln le pri
vrednosti pi = 1, sledi, da ima le en dogodek neni£elno verjetnost in da ima ta
dogodek verjetnost 1.
(3) Najprej predpostavimo, da verjetnost pi ̸= 0 za vsak i. Iz definicije imamo
potem
H(X)− log(n) = − 1
ln(2)
(︂ n∑︂
i=1
pi ln(pi) + ln(n)
)︂
= − 1
ln(2)
(︂ n∑︂
i=1
pi[ln(pi) + ln(n)]
)︂
= − 1
ln(2)
(︂ n∑︂
i=1
pi ln(pin)
)︂
, ker pi ̸= 0 za vse i,
=
1
ln(2)
(︂ n∑︂
i=1
pi ln
(︁ 1
pin
)︁)︂
≤ 1
ln(2)
(︂ n∑︂
i=1
pi
(︁ 1
pin
− 1)︁)︂ po 3.3
=
1
ln(2)
(︂ n∑︂
i=1
(︁ 1
n
− pi
)︁)︂
= 0.
V primeru, da obstajajo taki i, da so verjetnosti pi = 0, ravnamo takole. Naj bo
k tak²nih verjetnosti, ki so ni£elne. Brez ²kode za splo²nost predpostavimo, da
so pn−k+1, pn−k+2, . . . , pn−1, pn = 0. Po definiciji entropije je 0 log(0) = 0, tj. lahko
napi²emo entropijo kot H(X) = −∑︁n−ki=1 pi log(pi). Zdaj spet velja predpostavka, da
pi > 0 za vsak i in potem sledi, da H(X) = −
∑︁n−k
i=1 pi log(pi) ≤ log(n−k) < log(n).
Iz 3.3 bo enakost veljala natanko takrat, ko bo vsak pi = 1n . To nam tudi pove,
da je najve£ja moºna entropija doseºena, ko so vsi dogodki enako verjetni. □
Vsaka diskretna distribucija ima definirano entropijo. Oglejmo si nekaj primerov.
3.2. Primeri. Oglejmo si, kako izgleda in se obna²a entropija na diskretnih poraz-
delitvah, ki jih ºe poznamo.
Primer 3.5 (Bernoullijeva porazdelitev). Naj boX Bernoullijeva slu£ajna spremen-
ljivka z dvema moºnima vrednostnima {0, 1} z verjetnost p, da zavzame vrednost
1, in verjetnost 1 − p, da zavzame vrednost 0. To ozna£imo kot X ∼ Bernoulli(p).
Primer v ºivljenju je met kovanca. Druga£e zapisano so verjetnosti
P (X = 0) = 1− p,
P (X = 1) = p.
11
Pri£akovana vrednost spremenljivke X je enaka E(X) = p in njena varianca je
enaka var(X) = p(1− p). Za poljuben p je njene entropija enaka
H(X) =
n∑︂
i=1
−pi log(pi) = −p log(p)− (1− p) log(1− p).
Ta je za p = 1 ali p = 0 enaka 0. Vidimo torej, da imajo gotovi dogodki entropijo 0,
maksimalno negotovi dogodki pa maksimalno entropijo, saj je entropija H(X) pri
p = 1
2
enaka H(X) = 1
2
log(2) + 1
2
log(2) = log(2) = 1 bit.
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Slika 1. Graf entropije Bernoullijeve spremenljivke za p ∈ [0, 1].
♢
Primer 3.6 (Binomska porazdelitev). Naj bo X slu£ajna spremenljivka, ki je vsota
n neodvisnih spremenljivk Xi, kjer ima vsak Xi porazdelitev Bernoulli(p). Za tako
slu£ajno spremenljivko X re£emo, da ima Binomsko porazdelitev s parametroma
n, p. To ozna£imo kot X ∼ Binomska(n, p).
P (X = k) =
(︃
n
k
)︃
pkqn−k
E(X) = np
var(X) = np(1− p)
Izra£unajmo entropijo.
H(X) = −
n∑︂
k=1
(︃
n
k
)︃
pkqn−k log
(︃(︃
n
k
)︃
pkqn−k
)︃
.
Opazimo, da imata tudi grafa entropije 3.6 v odvisnosti od verjetnosti tudi vrh
na sredini pri p = 1
2
. Saj to tudi ni £udno, binomska distribucija je le vsota Berno-
ullijevih. ♢
Zdaj si oglejmo primer, kjer se bo entropija malo druga£e obna²ala. Preden se ga
lahko lotimo, pa potrebujemo naslednjo lemo.
Lema 3.7. [8] Naj bo
∑︁∞
n=0 anx
n neskon£na vrsta za x ∈ R. Vrsti ∑︁∞n=0 anxn in∑︁∞
n=0 nanx
n−1 imata enak konvergen£ni polmer.
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Slika 2. Levi graf prikazuje entropijo X ∼ Binomska(5, p) za p ∈ [0, 1].
Slika 3. Desni graf prikazuje entropijo X ∼ Binomska(30, p) za p ∈ [0, 1].
Dokaz. Za x, y ∈ R:
Dokazujemo, £e
∑︁∞
n=0 |nanxn−1| konvergira, konvergira tudi
∑︁∞
n=0 |anxn|. Ker
konvergira
∑︁∞
n=0 |nanxn−1| konvergira tudi
∑︁∞
n=0 |nanxn−1||x|.
|anxn| ≤ |nanxn−1||x| za vsak nenegativen n ∈ Z.
Sledi konvergenca
∑︁∞
n=0 |anxn|, ker je vsak £len |anxn| manj²i ali enak £lenu iz vrste,
ki konvergira, kar je tudi znano kot primerjalni kriterij.
Zdaj dokazujemo, £e
∑︁∞
n=0 |anxn| konvergira in |y| < |x|, potem
∑︁∞
n=0 |nanyn−1|
konvergira. Vrsta
∑︁∞
n=0 n
⃓⃓
y
x
⃓⃓n po kvocientnem kriteriju
lim
n→∞
(n+ 1)|y|n+1|x|n
n|y|n|x|n+1 = limn→∞
(n+ 1)|y|
n|x| < 1
konvergira, torej so njeni £leni omejeni. Izberimo tak pozitiven M ∈ R, da bo za
vsak nenegativen n ∈ Z veljalo n ⃓⃓ y
x
⃓⃓n ≤M . Takoj sledi n|y|n < M |x|n. Torej
|nanyn−1| ≤ |anxn|M|y| za ∀n ∈ N ∪ 0
in po primerjalnem testu konvergira vrsta
∑︁∞
n=1 nanx
n−1. □
Primer 3.8 (Geometrijska porazdelitev). Naj ima slu£ajna spremenljivka X geo-
metrijsko porazdelitev s parametrom p. To ozna£imo kot X ∼ Geometrijska(p). Ta
porazdelitev predstavlja verjetnost, da potrebujemo k poskusov z Bernoullijevo spre-
menljivko do prvega uspeha, kjer je ta verjetnost enaka P (X = k) = p(1− p)k−1[17]
za vse k iz naravnih ²tevil. Primer bi bil ²tevilo metov kovanca do prvega grba.
Izra£unimo pri£akovano vrednost geometrijske porazdelitve:
E(X) =
∞∑︂
k=1
kp(1− p)k−1 = p
∞∑︂
k=1
k(1− p)k−1,
definiramo 1 − p = q in f(q) = ∑︁∞k=1 qk = 11−q . Potem je f ′(q) = ∑︁∞k=1 kqk−1 =
1
(1−q)2 ,
E(X) =
p
(1− q)2 =
p
p2
=
1
p
.
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var(X) =
1− p
p2
H(X) = −
∞∑︂
k=1
p(1− p)k−1 log (︁p(1− p)k−1)︁
= −
∞∑︂
k=1
p(1− p)k−1 log(p)−
∞∑︂
k=1
p(1− p)k−1(k − 1) log(1− p)
= −p log(p)
∞∑︂
k=1
(1− p)k−1 − p log(1− p)
∞∑︂
k=1
(1− p)k−1(k − 1)
Pri prvi in drugi vsoti lahko nadomestimo l = k − 1, da dobimo
H(X) = −p log(p)
∞∑︂
l=0
(1− p)l − p log(1− p)
∞∑︂
l=0
l(1− p)l
Ker je
∑︁∞
l=0(1 − p)l obi£ajna geometrijska vrsta je njena vsota enaka 11−(1−p) = 1p .
Da izra£unamo drugo, definiramo za laºji zapis q = 1− p in
f(q) =
∞∑︂
k=0
qk =
1
1− q ,
f ′(q) =
∞∑︂
k=0
kqk−1 =
1
(1− q)2 .
Po (3.7) vemo, da f ′(q) konvergira za |q| < 1, saj f(q) konvergira za |q| < 1.
Opazimo, da velja
∑︁∞
k=0 kq
k−1 =
∑︁∞
k=0
(︁
(k − 1)qk−1 + qk−1)︁ in spet nadomestimo
l = k − 1, da dobimo
f ′(q) =
∞∑︂
l=−1
lql +
∞∑︂
l=−1
ql
=
∞∑︂
l=0
lql +
−1
q
+
∞∑︂
l=0
ql +
1
q
=
∞∑︂
l=0
lql +
1
1− q ,
kar je enako f ′(q) = 1
(1−q)2 ..
Iz tega sledi
∑︁∞
l=0 lq
l = q
(1−q)2 =
1−p
p2
.
H(X) = −p log(p)1
p
− p log(1− p)1− p
p2
= − log(p)− (1− p) log(1− p)
p
.
Na zgornjem grafu lahko vidimo, da se to ne obna²a ve£ kot entropija Bernoullijeve
ali binomske porazdelitve. Maksimum entropije niti ni v sredini in niti ne obstaja,
saj entropija konvergira proti neskon£nosti, ko p → 0. Prav tako lahko vidimo, da
entropija pada proti ni£, ko raste p→ 1, kar je smiselno, saj £e je p = 1 bomo vedno
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Slika 4. Graf entropije Geom(p) za p ∈ (0, 1).
potrebovali en poskus do prvega uspe²nega izida, torej ni negotovosti glede izida.
Nasprotno pa bliºja, ko bo p k ni£li, tem bolj bomo imeli vedno manj gotov uspe²en
izid. ♢
Na teh primerih lahko vidimo, da je entropija res mera negotovosti, ki jo imamo
glede nekega dogodka. Bolj kot smo gotovi o neki spremenljivki, naj bo ta izid
kovanca, kocke, karte ali koliko metov kovanca bomo potrebovali dokler ne pade
na grb, manj²a je entropija. Pri Bernoullijevi distribuciji smo najbolj negotovi o
izidu, kadar je p = 1
2
. Pri binomski smo najbolj negotovi prav tako pri p = 1
2
, saj
je to le vsota Bernoullijevih spremenljivk. Pri geometrijski smo bolj negotovi glede
²tevila poskusov preden vidimo prvi uspeh, manj²a je verjetnost, da se bo uspeh
sploh pojavil.
3.3. Skupna entropija. e imamo slu£ajno spremenljivko X, znamo izra£unati
povpre£no negotovost, ki jo imamo glede spremenljivke X. Ta koli£ina je ravno
entropija H(X). Kaj pa, £e ho£emo izra£unati, koliko smo negotovi o paru spre-
menljivk X, Y ? Pri tem nam sluºi skupna entropija X in Y , ki jo ozna£imo kot
H(X, Y ). V tem razdelku se ta koli£ina definira in pokaºe na primerih.
Naj bosta X in Y dve diskretni slu£ajni spremenljivki. Vemo, da je p(x, y) =
p(x)p(y|x). Definiramo njuno skupno entropijo H(X, Y ) kot
H(X, Y ) = −
∑︂
i,j
p(xi, yj) log(p(xi, yj)).
Opazimo, da je H(X, Y ) = H(Y,X). Ta koli£ina nam pove skupno negotovost,
ki jo imamo glede obeh spremenljivk X, Y . Seveda se skupna entropija lahko raz²iri
na poljubno ²tevilo spremenljivk P ({X1 = x1} ∩ {X2 = x2} ∩ · · · ∩ {Xn = xn} =
p(x1, x2, . . . , xn) in dobimo
H(X1, . . . , Xn) = −
∑︂
i1,...,in
p(xi1 , . . . , xin) log(p(xi1 , . . . , xin)).
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Poglejmo, kako se obna²a skupna entropija na enostavnem primeru. Imamo dva
po²tena kovanca, tj. X, Y ∼ Bernoulli(1
2
). In naredimo dva poskusa. Prvi poskus,
v katerih sta oba kovanca neodvisna, in drugi poskus, kjer je en kovanec odvisen od
drugega, in pogledamo, kaj se dogaja z njuno skupno entropijo.
Primer 3.9 (Neodvisna kovanca). Me£emo vsak kovanec posebej, izra£unamo njuno
skupno entropijo. Ker sta X, Y neodvisna, velja p(x, y) = p(y|x)p(x) = p(y)p(x).
H(X, Y ) = −
n∑︂
i=1
m∑︂
j=1
p(xi, yj) log(p(xi, yj)))
= −
n∑︂
i=1
m∑︂
j=1
p(xi)p(yj) log(p(xi)p(xj))
= −
n∑︂
i=1
m∑︂
j=1
p(xi)p(yj)(log(p(xi)) + log(p(yj)))
= −
n∑︂
i=1
m∑︂
j=1
p(xi)p(yj) log(p(xi))−
n∑︂
i=1
m∑︂
j=1
p(xi)p(yj) log(p(yj))
Ker se verjetnosti se²tejejo v 1 dobimo
H(X, Y ) = −
n∑︂
j=1
pj log(pj)−
m∑︂
k=1
pk log(pk) = H(X) +H(Y ).
Lahko vidimo, da £e sta dve slu£ajni spremenljivki neodvisni, je njuna skupna en-
tropija kar vsota njunih entropij. Vstavimo na²e podatke v to ena£bo in dobimo, da
je njuna skupna entropija enaka
H(X, Y ) = 1 + 1 = 2 bita.
♢
Primer 3.10 (Odvisna kovanca). Naredimo isti poskus, le da tokrat, £e prvi kovanec
pade na grb, obrnemo drugega kovanca na grb, ne da bi ga vrgli. e prvi kovanec
pade na cifro, vrºemo drugega. Torej, £e ozna£imo grb kot G in cifro kot C:
• X ∼ Bernoulli(1
2
),
• e je X = G, velja Y ∼ Bernoulli(0),
• e je X = C, velja Y ∼ Bernoulli(1
2
).
Verjetnosti vseh moºnih kombinacij so p(G,C) = 0, p(G,G) = 1, p(C,G) = 1
2
,
p(C,C) = 1
2
.
H(X, Y ) = − log(1)− 1
2
log
(︃
1
2
)︃
− 1
2
log
(︃
1
2
)︃
= − log(1)− log
(︃
1
2
)︃
= 1 bit.
♢
Iz teh dveh primerov lahko vidimo, da imata odvisna dogodka manj entropije kot
neodvisna, kar potrjuje interpretacijo entropije kot mere negotovosti.
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3.4. Pogojna entropija. Kot pogojna verjetnost obstaja tudi pogojna entropija Y
pogojno X, ki jo ozna£imo kot H(Y |X). Ta nam pove povpre£no negotovost, ki jo
imamo glede slu£ajne spremenljivke Y , £e vemo, da se je zgodil en moºen dogodek
slu£ajne spremenljivke X. Oglejmo si, kako jo definiramo.
e je p(yj|xi) verjetnost, da je spremenljivka Y = yj ob pogoju, da je spremen-
ljivka X = xi, potem definiramo entropijo Y pogojno X = xi kot
Hi(Y ) = −
m∑︂
j=1
p(yj|xi) log(p(yj|xi)).
e je p(xi) = 0, je X = xi dogodek z verjetnostjo 0. V takem primeru definiramo
H(Y |X = xi) = H(Y ) za nemogo£e dogodke X = xi. Zdaj si oglejmo slu£ajno
spremenljivko H_(Y ), ki ima moºne vrednosti {H1(Y ), H2(Y ), . . . , Hn(Y )} s pripa-
dajo£imi verjetnostmi {p(x1), p(x2), . . . , p(xn)}, te ima, ker izid X dolo£a vrednost
H_(Y ). Definiramo pogojno entropijo kot
(4) HX(Y ) = E(H_(Y )) =
n∑︂
i=1
piHi(Y ).
e razpi²emo desno stran ena£be, dobimo
n∑︂
i=1
piHi(Y ) = −
n∑︂
i=1
pi
m∑︂
k=1
p(yk|xi) log(p(yk|xi)).
Vemo, da je p(yk|xi)p(xi) = p(xi, yk) in dobimo
−
n∑︂
i=1
m∑︂
k=1
p(yk, xi) log
(︃
p(yk, xi)
pi
)︃
= −
n∑︂
i=1
m∑︂
k=1
p(yk, xi) log(p(yk, xi))
+
∑︂
i,k
p(yk, xi) log(pi)
= H(X, Y )−H(X).
Torej lahko pogojno entropijo definiramo s skupno entropijo:
(5) H(Y |X) = H(X, Y )−H(X).
3.5. Vzajemna informacija. Vemo, da za slu£ajni diskretni spremenljivki X, Y
predstavljata njuni entropiji H(X), H(Y ) povpre£no koli£ino informacije, ki jo do-
bimo ob opazovanju X in Y . Vzajemna informacija spremenljivk X in Y se ozna£i
kot H(X : Y ) in predstavlja koli£ino informacije, ki jo dobimo o X, ko opazujemo
Y [22]. Torej predstavlja povpre£no koli£ino informacije, ki je skupno X in Y . e
se²tejemo povpre£no informacijo X, tj. H(X), s povpre£no informacijo Y , tj. H(Y ),
smo ²teli informacijo, ki je skupna obema, dvakrat! Torej moramo le od²teti to
koli£ino, ki je enaka skupni entropiji H(X, Y ), da dobimo
(6) H(X : Y ) = H(X) +H(Y )−H(X, Y ).
3.6. Relativna entropija. Naj bosta X, Y diskretni slu£ajni spremenljivki nad
isto mnoºico vrednosti. Verjetnosti naj bodo P (X = i) = pi, P (Y = i) = qi za neko
indeksno mnoºico i ∈ I. Relativna entropija porazdelitve X glede na porazdelitev
Y je definirana kot
H(X||Y ) =
∑︂
i∈I
pi log
(︃
pi
qi
)︃
,
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kjer definiramo −0 log(0) = 0 in −pi log(0) = ∞ za pi ̸= 0. Iz tega sledi, da je
H(X||Y ) =∞, £e obstaja tak i ∈ I, da je qi = 0 za pi ̸= 0.
Trditev 3.11 (Nenegativnost relativne entropije). Relativna entropija je
H(X||Y ) ≥ 0
za vse pi, qi. Enakost velja natanko tedaj, ko je pi = qi za vsak i ∈ I.
Dokaz. Dokaz nenegativnosti je iz [10, str. 505]. Upo²tevamo
∑︁n
i=1 pi ln
(︂
pi
qi
)︂
=
−∑︁ni=1 pi ln(︂ qipi)︂ in ln(2) log(x) = ln(x) za ena£bo relativne entropije
H(X||Y ) = −
n∑︂
i=1
pi logb(
qi
pi
) = − 1
ln(b)
n∑︂
i=1
pi ln
(︃
qi
pi
)︃
,
po ln(x) ≤ x− 1 (3.3) dobimo
H(X||Y ) = −1
2
n∑︂
i=1
pi ln
(︃
qi
pi
)︃
≤ −
n∑︂
i=1
pi(
qi
pi
− 1) = −
n∑︂
i=1
qi +
n∑︂
i=1
pi = 0,
od koder sledi
∑︁n
i=1 pi ln
(︂
pi
qi
)︂
≥ 0, ko mnoºimo obe strani ena£be z −1.
Dokazujemo ekvivalenco. e sta X in Y enako porazdeljeni, imamo pi
qi
= 1 in
sledi takoj H(X||Y ) = 0. Zdaj izhajamo iz H(X||Y ) = 0. Enakost ln
(︂
qi
pi
)︂
= qi
pi
− 1
velja natanko takrat, kadar velja za vsak i ∈ I ena£ba qi
pi
= 1, kar je ekvivalentno
ena£bi qi = pi (3.3), kar pa pomeni, da sta X in Y enako porazdeljeni. □
To nam da enostavnej²i dokaz za ºe znano lastnost entropije.
Posledica 3.12. Naj bo X diskretna slu£ajna spremenljivka z n razli£nimi moºnimi
vrednosti in H(X) njena entropija. Potem H(X) ≤ log(n). Enakost velja, £e in
samo £e je X enakomerno porazdeljena.
Dokaz. Za Y vzamemo enakomerno porazdeljeno funkcijo na mnoºici n vrednosti X,
tj. verjetnosti so qi = 1n in izra£unamo H(X||Y ) =
∑︁
i pi log
(︂
pi
1
n
)︂
=
∑︁
i pi log(npi) =∑︁
i pi log(n) +
∑︁
i pi log(pi) = −H(X) + log(n). Iz zgornje trditve vemo, da je
relativna entropija vedno nenegativna. Entropija X je H(X) = −∑︁i pi log(pi), tj.
lahko iz ena£be razberemo
H(X) ≤
∑︂
i
pi log(n) = log(n)
∑︂
i
pi = log(n),
kjer enakost velja natanko takrat, ko ima X isto porazdelitev kot Y , tj. ko je X
enakomerno porazdeljen £ez n vrednosti. □
Zdaj, ko imamo definirane vse te pojme, lahko dokaºemo nekaj lastnosti Shanno-
nove entropije.
3.7. Lastnosti Shannonove entropije. Drºali se bomo [10, str. 505509] in do-
kazali nekaj lastnosti Shannonove entropije.
Definicija 3.13 (Markovska veriga). Zaporedje slu£ajnih spremenljivk X1, X2, . . .
je Markovska veriga, £e velja
P (Xn+1 = xn+1|Xn = xn, . . . , X1 = x1) = P (Xn+1 = xn+1|Xn = xn)
18
za vsak n. Druga£e povedano, vsaka spremenljivka Xi v zaporedju spremenljivk je
odvisna od spremenljivke Xi−1 in neodvisna od vseh spremenljivk pred Xi−1.
Trditev 3.14 (Osnovne lastnosti entropije). (i) Vzajemna informacija je sime-
tri£na H(X : Y ) = H(Y : X).
(ii) Pogojna entropija je H(Y |X) ≥ 0, posledi£no je H(X : Y ) ≤ H(Y ), kjer
velja enakost, £e in samo £e je Y funkcija X oz. Y = f(X).
(iii) H(X) ≤ H(X, Y ), kjer velja enakost, £e in samo £e je spremenljivka Y neka
funkcija spremenljivke X.
(iv) Subaditivnost entropije: H(X, Y ) ≤ H(X)+H(Y ), kjer velja enakost, £e in
samo £e sta X in Y neodvisni slu£ajni spremenljivki.
(v) H(Y |X) ≤ H(Y ) in s tem tudi H(X : Y ) ≥ 0, kjer velja enakost pri obeh,
£e in samo £e sta X in Y neodvisni slu£ajni spremenljivki.
(vi) Krepka subaditivnost entropije: H(X, Y, Z) + H(Y ) ≤ H(X, Y ) + H(Y, Z),
kjer velja enakost, £e in samo £e tvorijo Z, Y,X Markovsko verigo.
(vii) S pogojevanjem zmanj²ujemo entropijo: H(X|Y, Z) ≤ H(X|Y ).
Dokaz. (i) Povedali smo ºe, da je skupna entropija simetri£na H(X, Y ) = H(Y,X).
Iz tega tudi sledi, da je vzajemna informacija simetri£na, saj je H(X : Y ) = H(X)+
H(Y )−H(X, Y ) = H(Y ) +H(X)−H(Y,X) = H(Y : X).
(ii) Vemo, da je skupna verjetnost p(x, y) = p(x)p(y|x). Potem imamo
H(X, Y ) = −
∑︂
x,y
p(x, y) log(p(x)p(y|x))
= −
∑︂
x,y
p(x, y) log(p(x))−
∑︂
x,y
p(x, y) log(p(y|x))
= −
∑︂
x
p(x) log(p(x))−
∑︂
x,y
p(x, y) log(p(y|x))
= H(X)−
∑︂
x,y
p(x, y) log(p(y|x)).
Vemo, da je pogojna entropija H(Y |X) = H(X, Y )−H(X), kar je po zgornji ena£bi
enako H(X, Y )−H(X) = −∑︁x,y p(x, y) log(p(y|x)), tj.
H(Y |X) = −
∑︂
x,y
p(x, y) log(p(y|x)).
Verjetnost p(x, y) je vedno nenegativna in − log(p(y|x)) je vedno nenegativen, zato
je H(Y |X) ≥ 0. Enakost bo veljala, kadar bo −∑︁x,y p(x, y) log(p(y|x)) = 0. Vsi
£leni v vsoti so ve£ji ali enaki ni£, torej bo vsota enaka ni£ le, kadar bo ali p(x, y) = 0
ali p(y|x) = 1 za vsak par x, y. Iz p(y|x) = 1 vemo, da Y zavzame neko vrednost
y z gotovostjo, £e X zavzame vrednost x. e je y′ ̸= y, velja p(y′|x) = 0, ker
se verjetnosti porazdelitve se²tejejo v 1. Druga£e povedano: vsaka vrednost X
dolo£a natanko eno vrednost Y in lahko naredimo preslikavo f , ki slika iz vrednosti
{x1, . . . , xn} v {y1, . . . , ym}. Torej je Y funkcijsko odvisna od X.
(iii) Vemo, da je H(Y |X) = H(X, Y ) − H(X) ≥ 0. Iz tega takoj sledi H(X) ≤
H(X, Y ). Prav tako iz prej²nje to£ke vemo, da enakost velja natanko takrat, ko je
Y funkcija X.
(iv) Opazimo, da je H(X) = −∑︁x p(x) log(p(x)) = −∑︁x,y p(x, y) log(p(x)).
Enako velja za H(Y ) = −∑︁x,y p(x, y) log(p(y)). e vstavimo ti dve ena£bi v
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H(X, Y )−H(X)−H(Y ), dobimo
H(X, Y )−H(X)−H(Y ) = −
∑︂
x,y
p(x, y) log
(︃
p(x, y)
p(x)p(y)
)︃
=
∑︂
x,y
p(x, y) log
(︃
p(x)p(y)
p(x, y)
)︃
,
uporabimo zvezo ln(2) log(x) ≤ x− 1
≤ 1
ln(2)
∑︂
x,y
p(x, y)(
p(x)p(y)
p(x, y)
− 1).
=
1
ln(2)
∑︂
x,y
(p(x)p(y)− p(x, y))
=
1
ln(2)
(1− 1) = 0.
Enakost je doseºena natanko takrat, ko je p(x)p(y)
p(x,y)
= 1, kar je ekvivalentno ena£bi
p(x, y) = p(x)p(y|x) = p(x)p(y), tj. sta X, Y neodvisni spremenljivki.
(v) Uporabimo zvezo H(Y,X) = H(Y |X) +H(X) iz definicije pogojne entropije
in lastnost (iv), da dobimo H(Y,X) = H(Y |X) +H(X) ≤ H(X) +H(Y ) od koder
seveda sledi H(Y |X) ≤ H(Y ) in po lastnosti (iv) bo enakost veljala natanko takrat,
ko sta X, Y neodvisni. Neenakost za vzajemno informacijo dobimo z uporabo te
lastnosti in definicije vzajemne informacije
H(X : Y ) = H(X) +H(Y )−H(X, Y )
= H(X) +H(Y )−H(Y |X)−H(X)
= H(Y )−H(Y |X) ≥ 0,
kjer enakost velja, £e velja enakost H(Y |X) = H(Y ).
(vi) Uporabimo podobni trik, kot pri dokazu za lastnost (iv), da dobimo neena£bo
H(X, Y, Z) +H(Y )−H(X, Y )−H(Y, Z) =
∑︂
x,y,z
p(x, y, z) log
(︃
p(x, y)p(y, z)
p(x, y, z)p(y)
)︃
,
spet uporabimo log(x) ≤ 1
ln(2)
(x− 1),
≤ 1
ln(2)
∑︂
x,y,z
p(x, y, z)(
p(x, y)p(y, z)
p(x, y, z)p(y)
− 1)
=
1
ln(2)
∑︂
x,y,z
(
p(x, y)p(y, z)
p(y)
− p(x, y, z)),
se²tejemo oba £lena po x,
=
1
ln(2)
∑︂
y,z
(p(y, z)− p(y, z))
=
1
ln(2)
∑︂
y
(p(y)− p(y))
= 0.
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Enakost seveda velja natanko tedaj, ko je
(7) p(x, y, z) =
p(x, y)p(y, z)
p(y)
.
Dokaºimo ekvivalenco v eni smeri. Naj bo Z, Y,X Markovska veriga in ho£emo
dokazati, da iz tega sledi (7). Razvijemo levo stran ena£be
(8) p(x, y, z) = p(z)p(x, y|z) = p(z)p(y|z)p(x|y, z) = p(y, z)p(x|y, z).
Iz definicije markovske verige sledi, da je X neodvisen od Z. Zato
(9) p(y)p(x|y, z) = p(y)p(x|y) = p(x, y).
Levo stran (7) lahko pomnoºimo s p(y)
p(y)
in izkoristimo (8) in (9), da dobimo
p(x, y, z)p(y)
p(y)
=
p(z)p(y|z)p(x|y, z)p(y)
p(y)
=
p(x, y)p(y, z)
p(y)
,
kar je enako desni strani ena£be (7).
Zdaj dokazujemo v obratni smeri s predpostavko, da je p(x, y, z) = p(x,y)p(y,z)
p(y)
.
Levo stran preuredimo v obliko p(x, y, z) = p(y,z)p(x|y,z)p(y)
p(y)
in desno stran v obliko
p(x,y)p(y,z)
p(y)
= p(y,z)p(y)p(x|y)
p(y)
. Torej je p(x|y, z) = p(x|y) od koder sledi neodvisnost X
od Z, tj. je Z, Y,X Markovska veriga.
(vii) Upo²tevamo definicijo pogojne entropije
H(X|Y ) = H(X, Y )−H(Y ), H(X|Y, Z) = H(X, Y, Z)−H(Y, Z)
in vstavimo v neenakost
H(X, Y, Z)−H(Y, Z) ≤ H(X, Y )−H(Y ).
To je enako
H(X, Y, Z) +H(Y ) ≤ H(X, Y ) +H(Y, Z),
kar pa drºi po lastnosti (vi). □
Izrek 3.15 (Veriºno pravilo za pogojne entropije). e so X1, X2, . . . , Xn, Y slu£ajne
spremenljivke, potem velja
H(X1, . . . , Xn|Y ) =
n∑︂
i=1
H(Xi|Y,X1, . . . , Xi−1).
Dokaz. Dokazovali bomo z indukcijo na n. Naj bo n = 2, po definiciji pogojne
entropije potem sledi
H(X1, X2|Y ) = H(X1, X2, Y )−H(Y )
= H(X1, X2, Y )−H(X1, Y ) +H(X1, Y )−H(Y )
= H(X2|Y,X1) +H(X1|Y )
Zdaj dokaºimo n→ n+ 1
H(X1, . . . , Xn+1|Y ) = H(X1, . . . , Xn+1, Y )−H(X1, Y ) +H(X1, Y )−H(Y )
= H(X2, . . . , Xn+1|Y,X1) +H(X1|Y ).
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Po indukcijski predpostavki je
H(X2, . . . , Xn+1|Y,X1) =
n+1∑︂
i=2
H(Xi|Y,X1, . . . , Xi−1) +H(X1|Y )
=
n+1∑︂
i=1
H(Xi|Y,X1, . . . , Xi),
s £imer je izrek dokazan. □
4. Princip maksimalne entropije
V tem poglavju bomo pokazali, kako lahko ocenjujemo porazdelitve spremenljivk
z uporabo entropije. Pri tem bomo sledili [1].
Naj imamo slu£ajno spremenljivko X, ki lahko zavzame vrednosti xi s pripadajo-
£imi verjetnostmi p(xi) za i ∈ {1, . . . , n}. e ne vemo ni£esar glede te spremenljivke,
lahko re£emo, da je enakomerno porazdeljena. V tak²nem primeru bi bila entropija
tudi maksimalna. Princip, ki smo se ga drºali, ko smo ocenili, da je najbolj²a po-
razdelitev spremenljivke X tak²na, da je entropija maksimalna, se izkaºe kot zelo
koristen princip [4]. Recimo, da poznamo pri£akovano vrednost te slu£ajne spremen-
ljivke E(X) = E. e vedno lahko ocenimo na na£in, da bo entropija maksimalna.
Vendar v primeru, kadar je pri£akovana vrednost E(X) razli£na od aritmeti£ne sre-
dine vrednosti, je nemogo£e, da je spremenljivka X enakomerno porazdeljena. To
je zato, ker je aritmeti£na sredina vseh moºnih vrednosti slu£ajne spremenljivke, ki
je enakomerno porazdeljena, ravno enaka njeni pri£akovani vrednosti. Oglejmo si,
kako se lahko oceni porazdelitev X v tak²nem primeru.
Naj bo X diskretna slu£ajna spremenljivka z n vrednostmi in neznano porazde-
litvijo. Recimo, da poznamo pri£akovano vrednost spremenljivke E(X) = E, kjer
je E neka konstanta. Kot smo povedali prej, je nemogo£e, da je X enakomerno
porazdeljena, £e je E razli£na od aritmeti£ne sredine vseh moºnih dogodkov. Oceno
te nove porazdelitve bomo naredili preko entropije in Lagrangeevih multiplikatorjev.
Maksimiziramo entropijo glede na vezi
(i)
n∑︂
i=1
pi = 1 in (ii)
n∑︂
i=1
xipi = E
Torej moramo najti maksimalno vrednost funkcije (n+ 2) spremenljivk
L(p1, . . . , pn;λ, µ) = −
n∑︂
i=1
pi log(pi) + λ
(︄
n∑︂
i=1
pi − 1
)︄
+ µ
(︄
n∑︂
i=1
xipi − E
)︄
.
Tukaj je prvi £len seveda entropija, druga dva pa vezi, pomnoºeni z Lagrangeevema
multiplikatorja λ in µ.
Odvajamo po verjetnosti in dobimo n ena£b:
dL
dpi
= − 1
ln(2)
(ln(pi) + 1) + λ+ µxi = 0 za i ∈ {1,. . . ,n}.
Re²itve teh ena£b so
(10) pi = eλ
′+µ′xi za i ∈ {1,. . . ,n},
kjer je λ′ = ln(2)λ− 1 in µ′ = ln(2)µ.
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Se²tejemo (10) po vseh i in upo²tevamo vez (i), da dobimo λ′ = − ln(Z(µ′)), kjer
je Z(µ′) =
∑︁n
i=1 e
µ′xi . Funkcija Z(µ′) se imenuje particijska funkcija. Tako dobimo
izraz za pi, ki je odvisen le od µ′:
pi =
eµ
′xi
Z(µ′)
za i ∈ {1,. . . ,n}.
Da dobimo µ′, moramo zgornjo ena£bo pomnoºiti na obeh straneh z xieλ
′
in se²teti
po vseh i:
n∑︂
i=1
xipie
λ′ =
n∑︂
i=1
xi
eλ
′
Z(µ′)
eµ
′xi .
Uporabimo vez (ii)
∑︁n
i=1 xipi = E in λ
′ = − ln(Z(µ′))
−EZ(µ′) = −
n∑︂
i=1
xi
Z(µ′)
Z(µ′)
eµ
′xi
n∑︂
i=1
Eeµ
′xi =
n∑︂
i=1
xie
µ′xi
n∑︂
i=1
(E − xi)eµ′xi = 0.
Iz tega izraza dobimo µ′ z numeri£nimi metodami[24]. Verjetnostno porazdelitev, ki
jo te ena£be opisujejo, se imenuje Gibbsova distribucija po ameri²kem fiziku William
Gibbsu in ima pomemben fizikalen pomen, ki ga bomo razloºili kmalu.
5. Entropija v termodinamiki
V tem poglavju si bomo ogledali, kako lahko uporabimo princip maksimalne en-
tropije iz prej²njega poglavja, da izra£unamo entropijo v statisti£ni mehaniki, ki je
veja fizike, ki sku²a iz splo²nih zakonov za gibanje delcev izpeljati lastnosti snovi, ki
jih ti delci sestavljajo [7, str. 105]. Poleg tega si bomo ogledali, kako je entropija v
termodinamiki povezana z entropijo v statisti£ni mehaniki. Pri tem se bomo drºali
[12] in [1, poglavje 6.5].
Definicija 5.1 (Prvi zakon termodinamike). Prvi zakon termodinamike nam pove,
da se energija ohranja. Naj bo U notranja energija sistema, Q toplota in W delo in
naj dU, dQ in dW izraºajo spremembe teh koli£in. Potem je sprememba notranje
energije enaka spremembi toplote sistema plus vloºeno (ali odvzeto) delo na sistemu.
(11) dU = dQ+ dW.
Definicija 5.2 (Drugi zakon termodinamike). Clausiusova formulacija drugega za-
kona termodinamike je: Nemogo£e je, da se toplota prenese s hladnej²ega telesa k
toplej²emu, ne da bi se so£asno zgodila neka druga sprememba, povezana s tem.[3]
To lahko tudi izrazimo na matemati£ni na£in. Naj bo S termodinamska entropija.
Njena sprememba dS je definirana kot
(12) dS =
dQ
T
,
kjer je dQ sprememba toplote in T temperatura.
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Ker toplota, po drugemu zakonu termodinamike, lahko te£e le, brez drugih spre-
memb, s toplega telesa na hladno telo, je edini na£in, da se entropija spremeni,
ko neko telo izgubi temperaturo T1, ki jo dobi drugo telo kot T2, kjer seveda velja
T2 ≤ T1. Sprememba entropije v tem primeru je
−dQ
T1
+
dQ
T2
≥ 0.
Ta ena£ba je ravno tista, po kateri je Clausius leta 1865 formuliral drugi zakon
termodinamike, ki se lahko tudi formulira kot entropija zaprtega sistema se ne
more zmanj²ati. Zaprti sistem je mnoºica teles, ki niso v stiku z zunanjim svetom,
npr. toplotno izolirana posoda plina. Posledi£no bo vsak zaprti termodinami£ni
sistem dosegel maksimalno entropijo in s tem bo tudi dosegel Gibbsovo distribucijo.
Entropija, za razliko od prej²njih razmislekov, kjer je bila mera negotovosti, je zdaj
v fizikalnem smislu tudi lahko opisana kot mera neurejenosti. Zakaj? e imamo dve
lo£eni posodi vode: eno z vro£o vodo, drugo s hladno vodo, ima ta sistem dveh
posod manj²o entropijo, kot pa £e bi vlili obe teko£ini v eno posodo. Po drugem
zakonu entropije se ta me²anica sama po sebi ne bo spet lo£ila v hladno in vro£o
vodo. Ampak, £e bi na neki na£in lo£ili toplo vodo od hladne, za kar bi morali
uporabiti delo, bi zmanj²ali entropijo sistema. Vendar ta sistem posod vode ne bi
bil ve£ zaprt sistem, saj smo mi vplivali nanj. Torej lahko vidimo, da neka urejenost
nastane, ko sistemu zmanj²amo entropijo. Seveda, odprti sistemi, kot so recimo na²a
telesa, lahko zmanj²ajo svojo entropijo s tem, da jo oddajo v okolico.
Princip maksimalne entropije lahko uporabljamo povsod, kjer imamo opravka z
verjetnostnimi porazdelitvami, a nazorna uporaba je ravno v fiziki. Vzemimo posodo
plina, katerega volumen lahko poljubno spreminjamo.Mikrostanje termodinamskega
sistema je ena od moºnih konfiguracij vseh delcev ob dolo£eni temperaturi, tlaku, vo-
lumnu, itd.[21] Naj ima mnoºica delcev v na²em plinu n moºnih mikrostanj. Potem
povpre£no notranjo energijo sistema definiramo kot U =
∑︁n
i=1 piEi, kjer je pi verje-
tnost, da bo sistem v i-tem mikrostanju z notranjo energijo Ei. Naj bo X slu£ajna
spremenljivka z vrednostmi {E1, E2, ..., En}, ki predstavljajo energije mikrostanj.
Zdaj lahko uporabimo princip maksimalne entropije, da ocenimo porazdelitev spre-
menljivke X. Vemo, kaj je povpre£na energija plina in sklepamo, da je entropija
maksimalna. Kot vezi uporabimo notranjo energijo plina in
∑︁n
i=1 pi = 1.
Naj bo na² plin idealni plin, tj. predpostavljamo, da delci v plinu ne vplivajo na
druge delce v plinu. Za idealne pline velja, £e le spreminjamo volumen posode plina
in ni£ drugega, je delo, ki je vloºeno v sistem, izraºeno kot dW = PdV , kjer je P
povpre£en pritisk sistema in dV sprememba volumna posode, v kateri je plin. Tako
lahko druga£e napi²emo (11) kot:
dU = dQ− PdV.
Ker je sprememba entropije dS = dQ
T
, se lahko zgornja ena£ba napi²e kot
(13) dU = TdS − PdV.
Iz tega sledi, da je odvod (povpre£ne) notranje energije po volumnu enak (povpre£-
nemu) pritisku dU
dV
= −P oz. dEi
dV
= −Pi. Particijska funkcija za na²o spremenljivko
X je izraºena zdaj kot Z(µ) =
∑︁
i e
−µEi . Da izra£unamo, kak²na je vrednost spre-
menljivke µ si oglejmo odvode ln(Z) po volumnu V in spremenljivki µ:
∂ ln(Z(µ))
∂µ
=
1
Z(µ)
∑︂
i
−Eie−µEi = −
∑︂
i
Eipi = −U,
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kjer smo upo²tevali pi = 1Z(µ)e
−µEi . Odvod po volumnu je
∂ ln(Z(µ))
∂V
=
1
Z(µ)
∑︂
i
−µdEi(V )
dV
e−µEi =
µ
Z(µ)
∑︂
i
Pie
−µEi = µ
∑︂
i
Pipi = µP,
kjer je P povpre£ni pritisk plina. Funkcija ln(Z(µ)) je funkcija spremenljivk µ in
V [12, str. 155], tj. je totalni diferencial te funkcije enak
d ln(Z) =
∂ ln(Z)
∂µ
dµ+
∂ ln(Z)
∂V
dV
= −Udµ+ µpdV
= −d(µU) + µdU + µPdV
= −d(µU) + µ(dU + PdV ).
Vemo, da je dU + PdV = TdS po (13). e to vstavimo v zgornjo ena£bo dobimo
d ln(Z) = −d(µU) + µTdS. Iz tega dobimo
(14) TdS =
1
µ
d(ln(Z) + µU).
Ker je leva stran odvisna od T in S je desna stran tudi odvisna od T, S, torej je
ln(Z) + µU funkcija S in T . To lahko napi²emo kot ln(Z) + µU = f(S, T ), kjer je
f(S, T ) neka odvedljiva funkcija. Zapi²imo totalni diferencial
df(S, T ) =
∂f
∂S
dS +
∂f
∂T
dT,
iz (14) vemo, da velja
µTdS = df(S, T ) =
∂f
∂S
dS +
∂f
∂T
dT,
in zato mora biti ∂f
∂T
= 0. Torej imamo µTdS = ∂f
∂S
dS in velja, da je funkcija f
odvisna samo od entropije S in ne od temperature T , torej je df
dS
= f ′(S). Tako
dobimo f ′(S) = µT , kjer vidimo, da je leva stran odvisna od S desna pa je odvisna
od T , torej sta obe strani konstantni, saj velja ena£ba za vse vrednosti S, T :
f ′(S) = µT =
1
k
.
Iz tega sledi, da je µ = 1
kT
, kjer je k neka konstanta. Ta konstanta se imenuje
Boltzmannova konstanta in je pribliºno enaka k = 1.38 × 10−23 J
K
. Ta konstanta
nam zagotovi, da je statisti£no mehanska entropija enaka klasi£ni entropiji, kot
jo je definiral Clausius [13]. Definiramo β = 1
kT
. Lagrangeev multiplikator λ′ =
− ln(Z(µ′)) po prej²njem poglavju. Od tod in zgornjega razmisleka sledi, da sta
Lagrangeeva multiplikatorja v na²em primeru
µ′ = −β in λ′ = − ln(Z(µ)) = β(U − TS) = βF,
kjer je F prosta Helmholtz energija, definirana kot F = U − TS = kT ln(Z), tj.
energija v zaprtem termodinami£nem sistemu, ki se lahko uporabi za koristno delo
ob konstantni temperaturi in volumnu [18]. Zdaj vemo, da je µ′ = −β in zato tudi
µT = k v 14 oz. druga£e napisano
kdS = d(ln(Z) + µU),
od koder sledi
d(ln(Z) + µU)− kdS = 0,
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torej je razlika med ln(Z) + µ′U in kdS konstantna in velja, do konstane natan£no,
− ln(Z) = µ′U − kS
=
µ′
T
U − kS
= µ′U − µ′TS, kar je po definiciji Helmholtz energije
= µ′F
= −βF.
Tako dobimo, za vsak i ∈ {1, . . . , n},
(15) pi =
1
Z(−β)e
−βEi =
1∑︁
i e
−βF e
−βEi = eβ(F−Ei).
Ta distribucija opi²e na² plin v toplotnem ravnovesju pri temperaturi T . e loga-
ritmiramo obe strani (15) dobimo
log(pi) =
β
ln(2)
(F − Ei).
Pomnoºimo obe strani z verjetnost −pi, se²tejemo po i in upo²tevamo, da je pov-
pre£na energija sistema enaka
∑︁n
i=1 pixi = E in sledi ravno ena£ba za entropijo!
H(X) = −
n∑︂
i=1
pi log(pi) =
β
ln(2)
(E − F )
Termodinamsko entropijo definiramo kot
(16) S(X) = k ln(2)H(X).
Prav tako lahko entropijo izra£unamo preko definicije proste Helmholtz energije in
particijske funkcije. Ker je F = U − TS = kT ln(Z), je
S(X) = k ln(Z) +
U
T
= k ln(Z) + kβU
= k ln(Z) + k
∑︂
i
βEipi
= k
(︄
ln(Z)−
∑︂
i
pi(ln(Z) + ln(pi))
)︄
= −k
∑︂
i
pi ln(pi)
= −k ln(2)
∑︂
i
pi ln(pi)
= −k ln(2)H(X),
kar je isti rezultat kot prej. Obstaja ²e en na£in izra£unati entropijo z uporabo
particijske funkcije. Namesto notranjih energij mikrostanj Ei lahko razdelimo razpon
notranjih energij na energijske pasove [Er, Er + ∆E] s poljubno malo ²irino ∆E.
Definirajmo funkcijo Ω(Er), ki nam pove, koliko mikrostanj ima notranjo energijo v
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pasu [Er, Er +∆Er]. Tako lahko napi²emo particijsko funkcijo kot
Z =
∑︂
i
e−βEi ≈
∑︂
r
Ω(Er)e
−βEr ,
kar je manj natan£na definicija. Vendar v mnogih primerih bo ve£ina mikrostanj le-
ºala okoli povpre£ne notranje energije U , torej bo Ω(U) vsebovala ve£ino mikrostanj.
Zaradi tega lahko izra£unamo pribliºek particijske funkcije z le enim £lenom
Z ≈ Ω(U)e−βU oz. ln(Z) ≈ ln(Ω(U))− βU.
e vstavimo β = 1
kT
in preuredimo zgornjo ena£bo, dobimo
k ln(Z) +
U
T
≈ k ln(Ω(U))
in iz definicije Helmholtz energije F = U − TS = −kT ln(Z) izrazimo entropijo
S = −F+U
T
= k ln(Z) + U
T
in po zgornji ena£bi dobimo pribliºek
(17) S ≈ k ln(Ω(U)),
ki je seveda zelo natan£en za velike sisteme z ogromno delci. Ena£ba (17) je iz-
jemnega pomena v statisti£ni mehaniki in sluºi kot definicija statisti£no mehanske
entropije za zaprte sisteme v termodinamskem ravnovesju, tj. sisteme z maksimalno
entropijo [13]. Na tem primeru lahko vidimo povezavo med Shannonovo entropijo
in termodinamsko entropijo.
6. von Neumannova Entropija
V tem poglavju bomo najprej razloºili nekaj osnovnih stvari o kvantni mehaniki
in definirali von Neumannovo entropijo, dokazali nekaj njenih lastnosti in pokazali
na primeru, kako se razlikuje od Shannonove entropije. Drºali se bomo [10].
6.1. Nekaj o kvantni mehaniki. Von Neumannova entropija je bolj splo²na oblika
termodinamske entropije, prav tako kot je kvantna mehanika bolj splo²na oblika kla-
si£ne mehanike. Vendar kvantna mehanika je , kot pojem, zelo skrivnostna zadeva.
Ne bomo se poglabljali posebej v podrobnosti kvantne mehanike. Bomo pa razlo-
ºili nekaj splo²nih pojmov v kvantni mehaniki, da bomo lahko laºje razumeli von
Neumannovo entropijo.
Definicija 6.1. Hilbertov prostor
Hilbertov prostor je realen ali kompleksen vektorski prostor z notranjim produk-
tom, ki je hkrati tudi polni metri£en prostor za metriko, ki jo inducira ta notranji
produkt.
Mi bomo za Hilbertov prostor vzeli kon£no razseºen vektorski prostor komple-
ksnih ²tevil, za notranji produkt bomo vzeli navadni skalarni produkt vektorjev.
V kvantni mehaniki je stanje fizikalnega sistema, torej stanje neke mnoºice delcev,
predstavljeno preko enotskega vektorja v Hilbertovem prostoru [5]. Znanstveniki
in matematiki so razvili posebno pisavo za vektorje v kvantni mehaniki, ki je dosti
laºja za uporabljati, kot bi bila pisava, ki smo jo mi navajeni. Oglejmo si jo.
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6.1.1. Bra-ket ozna£evanje. V matematiki ponavadi pi²emo vektorje kot stolpce
x⃗ =
⎛⎜⎜⎝
x1
x2
...
xm
⎞⎟⎟⎠ .
V kvantni mehaniki jih pi²emo namesto tega v slede£i bra-ket notaciji, kjer je ket
ekvivalent stolpi£nega vektorja in se ozna£i kot |x⟩ = x⃗. Vsakemu ketu seveda tudi
pripada bra, to zato ker je bra-ket le £udno napisana angle²ka beseda za oklepaj
(angl. bracket). Bra je definiran kot kompleksno adjungiran ket |x⟩H = ⟨x| =
(x̄1, x̄2, . . . , x̄n). Skalarni produkt med dvema vektorjema x, y zapi²emo kot ⟨x| |y⟩
oz. v skraj²ani obliki kot ⟨x|y⟩. e obrnemo vrstni red mnoºenja in mnoºimo ket
od desne z bra, dobimo |y⟩ ⟨x|, kar tvori matriko. To se bo pogosto uporabljalo v
nadaljevanju.
Primer 6.2. Naj bosta |i⟩ , |j⟩ razli£na ortogonalna vektorja v Hilbertovem pro-
storu. Potem je notranji produkt ⟨i|j⟩ = 0, ker sta ortogonalna vektorja. ♢
Primer 6.3. Naj bo |0⟩ = (1, 0, 0)T bazni vektor v tri-razseºnem Hilbertovem pro-
storu. Izra£unamo |i⟩ ⟨i| s tem, da upo²tevamo vektorski zapis⎛⎝10
0
⎞⎠(︁1 0 0)︁ =
⎛⎝1 0 00 0 0
0 0 0
⎞⎠ .
Opazimo, da je to ravno projektor, ki projicira poljuben tri-razseºen vektor na bazni
vektor |0⟩. ♢
Primer 6.4 (Sled matrike). Vemo, da je sled matrike A enaka vsoti diagonalnih
elementov tr(A) =
∑︁
iAii. e imamo ortonormirano bazo {|i⟩}i∈I} lahko sled tudi
zapi²emo kot tr(A) =
∑︁
i ⟨i|A |i⟩. ♢
Postulati kvantne mehanike nam povedo, da se lahko vsako kvantno stanje pred-
stavi z vektorjem v Hilbertovem prostoru[10, str. 80]. Ta stanja pa lahko tudi
predstavimo kot matrike[10, str. 99].
Definicija 6.5 (Gostotna matrika). Naj bo ρ stanje nekega kvantnega sistema. To
stanje lahko vedno razvijemo po neki ortonormirani bazi {|i⟩}i∈I}[2, str. 1]
ρ =
∑︂
i
pi |i⟩ ⟨i| .
Trditev 6.6 (Lastnosti gostotne matrike). e je ρ =
∑︁
i pi |i⟩ ⟨i| gostotna matrika
in so |i⟩ ortonormirani bazni vektorji s pripadajo£imi lastnimi vrednosti pi, potem
velja
(1) Matrika ρ je sebi adjungirana, oz. velja ρH = ρ, kjer je ρH adjungirana
matrika ρ.
(2) Njena sled je tr(ρ) = 1.
(3) ρ je pozitivna semi-definitna matrika.
Dokaz. (1) Po definiciji verjetnosti so pi ∈ R. Upo²tevamo lastnosti operacije ad-
jungiranja (AB)H = BHAH in (A+B)H = AH +BH [15]. Izra£unamo
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ρH = (
∑︂
i
pi |i⟩ ⟨i|)H
=
∑︂
i
pi(⟨i|)H(|i⟩)H ,upo²tevamo, da je ⟨i| = |i⟩H
=
∑︂
i
pi |i⟩ ⟨i|
= ρ.
(2) Izra£unamo tr(ρ) =
∑︁
i ⟨i| pi |i⟩ ⟨i|i⟩ =
∑︁
i pi| ⟨i|i⟩ |2 =
∑︁
i pi = 1.
(3) Naj bo |φ⟩ poljuben vektor. Sledi
⟨φ| ρ |φ⟩ = ⟨φ|
∑︂
i
pi |i⟩ ⟨i|φ⟩
=
∑︂
i
pi ⟨φ|i⟩ ⟨i|φ⟩
=
∑︂
i
pi ⟨φ|i⟩ ⟨φ|i⟩H
=
∑︂
i
pi| ⟨φ|i⟩ |2
≥ 0.
□
6.1.2. Superpozicija in kubit. Ena od posebnosti, ki jo ima kvantna mehanika v
primerjavi s klasi£no mehaniko, je superpozicija. V klasi£ni mehaniki ima lahko delec
le eno stanje, recimo atom je na to£no dolo£enih koordinatah. e bi imeli le dovolj
natan£na merila, bi lahko ugotovili, kaj so te koordinate. Kvantna mehanika pa nam
pove, kar se tudi sklada z eksperimentalnimi dokazi, da ne glede na natan£nost na²ih
meril, ne bi mogli ugotoviti kje natan£no se nahaja neki delec. e ve£, pove nam,
da je ta delec na nekem obmo£ju porazdeljen po neki verjetnostni distribuciji.[11,
str. 11] Za bolj²o ponazoritev superpozicije bomo vzeli kubit, ki je kvantni ekvivalent
navadnega bita. Kakor tudi bit ima kubit dve stanji, 0 in 1. Za razliko od navadnega
bita ima kubit lahko tudi kak²rnokoli me²anico oz. superpozicijo teh dveh stanj.
Lahko si predstavljamo to superpozicijo stanj kot vektor, kjer je |0⟩ = (1, 0)T in
|1⟩ = (0, 1)T ,
ρ = a2 |0⟩ ⟨0|+ b2 |1⟩ ⟨1| =
(︃
a2 0
0 b2
)︃
.
Vrednosti a in b bomo obravnavali kot realni ²tevili, £eprav bi lahko tudi bili komple-
ksni. Posebnost te me²anice stanj je, da ne moremo z gotovostjo dolo£iti, v kak²nem
stanju je kubit z meritvami. e bi merili kubit v stanju ρ =
(︃
1
2
0
0 1
2
)︃
, bi v eni polo-
vici primerov (spomnimo se, da so vrednosti na diagonali verjetnosti) izmerili, da je
v stanju |0⟩, v drugi polovici pa izmerili, da je v stanju |1⟩. Torej nam ta matrika
pove s kak²no verjetnost bomo izmerili posamezne vrednosti kubita, ki je v nekem
stanju.
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Definicija 6.7 (Matri£ne funkcije). Naj bo A matrika, I matrika identitete in f :
C→ C. Potem je funkcija uporabljena na tej matriki definirana kot
f(A) = f(0)I +
f ′(0)
1!
A+
f ′′(0)
2!
A2 + . . .
V posebnem, naj bo A = diag(λ1, . . . , λn) diagonalna matrika. Potem je f(A) =
diag(f(λ1), . . . , f(λn)).
6.2. von Neumannova entropija. Naj bo kvantni sistem v stanju ρ. Von Neu-
mannova entropija sistema ρ je potem,
(18) S(ρ) = − tr(ρ log(ρ)),
To ena£bo se lahko tudi predstavi na druga£en na£in, ki je pogosto bistveno laºji za
izra£unati. Po [2] vzamemo |i⟩ kot ortonormirane lastne vektorje matrike ρ in lahko
vidimo, da je
− tr(ρ log(ρ)) = − tr
(︄
ρ
∑︂
i
log(ρ) |i⟩ ⟨i|
)︄
= − tr
(︄∑︂
j
pj |j⟩ ⟨j|
∑︂
i
log(pi) |i⟩ ⟨i|
)︄
= −
∑︂
k
(︄
⟨k|
∑︂
j
pj |j⟩ ⟨j|
∑︂
i
log(pi) |i⟩ ⟨i|k⟩
)︄
,
ker so |i⟩ ortonormirani, je ⟨i|j⟩ = δij = 1 natanko takrat, ko je i = j,
= −
∑︂
k,j,i
δkjpjδji log(pi)δik
= −
∑︂
i
pi log(pi).
Lastne vrednosti gostotne matrike so pi, tj. lahko napi²emo von Neumannovo entro-
pijo kot
(19) S(ρ) = −
∑︂
i
pi log(pi),
kjer kot pri Shannonovi entropiji definiramo 0 log(0) = 0. Lahko ºe opazimo ne samo
podobnosti s Shannonovo entropijo, ampak kar enakost S(ρ) = H(p1, p2, . . . , pn)!
Tako se Shannonova entropija uporablja za izra£un von Neumannove. Prav zaradi
tega je von Neumann predlagal Shannonu, da poimenuje svojo koli£ino po fizikalni
koli£ini entropije[1, str. 98]. Oglejmo si izra£un von Neumannove entropije na
enostavnem primeru.
Primer 6.8 (Kubit). Naj bo kubit v stanju ρ = 1
2
|0⟩ ⟨0| + 1
2
|1⟩ ⟨1|. Spomnimo se,
da to pomeni, da v polovici primerov izmerimo |0⟩, v drugi polovici primerov pa
izmerimo |1⟩. Pretvorimo ρ v bolj doma£i zapis,
ρ =
1
2
(︃
1 0
0 0
)︃
+
1
2
(︃
0 0
0 1
)︃
=
1
2
(︃
1 0
0 1
)︃
In takoj vidimo, da so lastne vrednosti λ1,2 = 12 , torej
S(ρ) = −21
2
log
(︃
1
2
)︃
= log(2) = 1 bit.
30
Kar je povsem isti rezultat kot Shannonova entropija za Bernoullijevo spremenljivko!
♢
6.3. Relativna entropija. Kot pri Shannonovi entropiji je tudi za von Neuman-
novo entropijo koristno definirati relativno entropijo. Naj bosta ρ in σ matriki go-
stote nad istim vektorskem prostoru. Relativna entropija ρ glede na σ je definirana
kot
S(ρ||σ) = tr(ρ log(ρ))− tr(ρ log(σ)).
Tu je ta koli£ina neskon£na, kadar se zgodi, da ima ker(σ) netrivialen presek z im(ρ)
(ker definiramo −pi log(0) = ∞), druga£e je kon£na. To, da je kvantna relativna
entropija nenegativna, je znano kot Kleinova neenakost. Za dokaz bomo potrebovali
naslednje definicije:
Definicija 6.9. Funkcija f na nekem intervalu I ⊂ R je konkavna, £e za x, y ∈ I in
t ∈ [0, 1] velja neenakost
f((1− t)x+ ty) ≥ (1− t)f(x) + tf(y).
To je ekvivalentno izjavi, da je vsaka daljica, ki povezuje dve to£ki na grafu funkcije
f povsem pod grafom funkcije f [14].
Iz grafi£nega razmisleka se tudi takoj vidi, da je logaritem konkavna funkcija.
Izrek 6.10 (Kleinova neenakost). Kvantna relativna entropija je nenegativna,
S(ρ||σ) ≥ 0,
kjer velja enakost, £e in samo £e ρ = σ.
Dokaz. Razvijemo matriki gostote po njunih ortonormiranih bazah {|i⟩}i∈I , {|j⟩}j∈J .
Moramo biti pozorni, ker baza ρ ni nujno ortonormirana glede na bazo σ. Vsak bazni
vektor ima pripadajo£e lastne vrednosti pi, qj. Te lastne vrednosti predstavljajo ver-
jetnost, da izmerimo pripadajo£i bazni vektor oz. stanje, tj. velja
∑︁
i pi =
∑︁
i qi = 1.
ρ =
∑︂
i
pi |i⟩ ⟨i| in σ =
∑︂
j
qj |j⟩ ⟨j|
Ra£unamo relativno entropijo. Ker lahko razvijemo ρ, σ po bazah, lahko relativno
entropijo zapi²emo kot
S(ρ||σ) =
∑︂
i
pi log(pi)− tr
(︄∑︂
i
pi |i⟩ ⟨i|
∑︂
j
log(qj) |j⟩ ⟨j|
)︄
=
∑︂
i
pi log(pi)−
∑︂
i
pi ⟨i|i⟩ ⟨i|
∑︂
j
log(qj) |j⟩ ⟨j|i⟩
=
∑︂
i
pi log(pi)−
∑︂
i
pi
∑︂
j
log(qj) ⟨i|j⟩ ⟨j|i⟩
Naj bo Pij = ⟨i|j⟩ ⟨j|i⟩ = | ⟨i|j⟩ |2 ≥ 0. Vemo, da so |i⟩ , |j⟩ bazni vektorji. Velja,
da je skalarni produkt kateregakoli vektorja £ez ortonormirano bazo enak dolºini
tega vektorja. e se²tejemo skalarne produkte poljubnega |i⟩ z vsemi |j⟩ dobimo∑︁
j | ⟨i|j⟩ |2 = | ⟨i| | = 1, ker je |i⟩ normiran. Isto velja za |j⟩, torej lahko re£emo, da
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je
∑︁
i Pij = 1,
∑︁
j Pij = 1. Nadaljujemo na² ra£un:
S(ρ||σ) =
∑︂
i
pi log(pi)−
∑︂
i
pi
∑︂
j
log(qj)Pij
=
∑︂
i
pi
(︄
log(pi)−
∑︂
j
log(qj)Pij
)︄
,
ker je logaritem konkavna funkcija, velja
∑︁
j Pij log(qj) ≤ log(ri), kjer je ri =∑︁
j Pijqj,
S(ρ||σ) ≥
∑︂
i
pi(log(pi)− log(ri))
=
∑︂
i
pi log
(︃
pi
ri
)︃
Ta zadnja ena£ba je Shannonova relativna entropija, za katero vemo, da je nenega-
tivna. Enakost velja v primeru, kadar za vsak i obstaja tak j, da je Pij = 1, ker je v
tak²nem primeru neenakost
∑︁
j Pij log(qj) ≤ log(Pijqj) kar enakost log(qj) = log(qj).
e za vsak i obstaja neki j, da velja Pij = 1, potem je P permutacijska matrika.
Seveda lahko preuredimo bazi σ, ρ, da je P potem kar matrika identitete in sta ma-
triki diagonalni v isti bazi. Iz pogoja, da je Shannonova relativna entropija enaka
ni£ natanko takrat, ko pi = qi za vsak i potem vidimo v na²em primeru, da sta
matriki diagonalni v isti bazi in da se njune lastne vrednosti ujemajo, tj. sta enaki
ρ = σ. □
6.4. Lastnosti von Neumannove entropije. Kot prej ozna£imo von Neuman-
novo entropijo neke gostotne matrike ρ =
∑︁
i pi |i⟩ ⟨i| kot S(ρ) = −
∑︁
i pi log(pi),
kjer so pi verjetnostni in |i⟩ bazni vektorji.
Izrek 6.11. (Lastnosti von Neumannove entropije)
(1) Entropija je nenegativna S(ρ) ≥ 0. Enakost velja, £e in samo £e zavzame ρ
eno svojih stanj z gotovostjo, tj. £e obstaja tak i, da je verjetnost pi = 1.
(2) V n-dimenzionalnem vektorskem prostoru je entropija najve£ log(n). Ena-
kost velja, £e in samo £e so vse lastne vrednosti pi = 1n .
Dokaz. (1) Sledi iz nenegativnosti Shannonove entropije.
(2) Sledi iz nenegativnosti relativne entropije,
0 ≤ S(ρ|| 1
n
I) = −S(ρ) + log(n).
□
Definicija 6.12 (Tenzorski produkt[6]). Naj bosta |a⟩ ∈ V, |b⟩ ∈ W poljubna vek-
torja iz nekih vektorskih prostorov V,W . Tenzorski produkt vektorjev |a⟩ ⊗ |b⟩ je
operacija, ki ima naslednje lastnosti.
• Naj bo z ∈ C, sledi
z(|a⟩ ⊗ |b⟩) = (z |a⟩)⊗ |b⟩ = |a⟩ ⊗ (z |b⟩);
• Za poljubna vektorja |a1⟩ , |a2⟩ ∈ V in |b⟩ velja
(|a1⟩+ |a2⟩)⊗ |b⟩ = |a1⟩ ⊗ |b⟩+ |a2⟩ ⊗ |b⟩ ;
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• Za |a⟩ in poljubna |b1⟩ , |b2⟩ ∈ W velja
|a⟩ ⊗ (|b1⟩+ |b2⟩) = |a⟩ ⊗ |b1⟩+ |a⟩ ⊗ |b2⟩ .
e ima vektorski prostor V bazo {ei}i∈I in vektorski prostor W bazo {fj}j∈J ima
tenzorski produkt teh dveh vektorskih prostorov V ⊗W bazo {ei ⊗ fj}i∈I,j∈J .
Naj bo A n × m-razseºna kvadratna matrika in B poljubna matrika. e je Aij
element v A, ki leºi v i-ti vrstici in j-tem stolpcu, je tenzorski produkt matrik
definiran kot
A⊗B =
⎛⎜⎜⎝
A11B A12B . . . A1mB
A21B A22B . . . A2mB
...
...
...
...
An1B An2B . . . AnmB
⎞⎟⎟⎠ .
Bodimo pozorni, da lahko preko te definicije tudi izra£unamo tenzorski produkt
vektorjev, s tem da vstavimo m = 1.
Definicija 6.13. Naj bosta ρA, ρB neki matriki gostote, ki predstavljata kvantna
sistema A,B. Matrika gostote ρAB za skupni kvantni sistem AB je definirana kot
tenzorski produkt
ρAB = ρA ⊗ ρB.
Podobno kot pri Shannonovi entropiji lahko tudi za von Neumannovo definiramo
skupno in pogojno entropijo.
6.5. Skupna entropija. e imamo dve kvantni stanji ρA in ρB in skupni kvantni
sistem ρAB = ρA ⊗ ρB, potem definiramo skupno entropijo kot
(20) S(A,B) = −tr(ρAB log(ρAB)).
6.6. Pogojna entropija. Spet imamo dve kvantni stanji ρA in ρB in skupni kvantni
sistem ρAB = ρA ⊗ ρB. Pogojno entropijo A glede na B definiramo kot
(21) S(A|B) = S(A,B)− S(B).
Nekatere lastnosti Shannonove entropije ne veljajo za von Neumannovo, kjer lahko
ºe vidimo, da nista dejansko isti koli£ini. En primer te razlike je, da pri Shannonovi
entropiji za dve slu£ajni spremenljivki X in Y velja neenakost H(X) ≤ H(X, Y ).
To je smiselno z navadno intuicijo, saj bi ne morali biti bolj negotovi o stanju X
kot pa o stanju X in Y . Ta intuicija propade za kvantne sisteme. Vzemimo sistem
dveh kubitov AB v prepletenem stanju ψ = (|00⟩+ |11⟩)/√2. Ne bomo se ubadali s
pomenom prepletenosti. Baza za en kubit je, kot prej, |0⟩ = (︁1 0)︁T , |1⟩ = (︁0 1)︁T .
Baza prostora dveh kubitov je, po upo²tevanju definicije tenzorskega produkta za
matrike,
|00⟩ =
⎛⎜⎜⎝
1
0
0
0
⎞⎟⎟⎠ |01⟩ =
⎛⎜⎜⎝
0
1
0
0
⎞⎟⎟⎠ |10⟩ =
⎛⎜⎜⎝
0
0
1
0
⎞⎟⎟⎠ |11⟩ =
⎛⎜⎜⎝
0
0
0
1
⎞⎟⎟⎠ .
Kvantno stanje teh dveh kubitov v tej bazi je ψ =
(︁ 1√
2
0 0 1√
2
)︁T
. Matrika
gostote je potem
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ρAB =
⎛⎜⎜⎝
1
2
0 0 1
2
0 0 0 0
0 0 0 0
1
2
0 0 1
2
⎞⎟⎟⎠ .
Naj nas ne zmede, da smo dobili matriko gostote, ki ni diagonalna, saj jo lahko
zlahka diagonaliziramo. e izra£unamo lastne vrednosti te matrike, dobimo λ1,2,3 =
0 in λ4 = 1, torej je S(A,B) = 0. Ampak, £e gledamo le sistem A, ima ta matriko
gostote ρA = 12I, potem je S(A) = 1 bit, tj. je pogojna entropija S(B|A) = S(A,B)−
S(A) = −1 bit negativna!
7. Zaklju£ek
Shannonova entropija se ukvarja z verjetnostnimi porazdelitvami. Ker se ubada
le z verjetnostmi, je Shannonova entropija mera na²e negotovosti o obna²anju neke
abstraktne koli£ine, zato jo lahko uporabljamo za katerikoli objekt, ki ima neko verje-
tnostno distribucijo. V primeru informacijske teorije so ti objekti pogosto sporo£ila,
predstavljena kot biti v ra£unalniku ali signali po ºici. Izhajali smo iz matemati£ne
formulacije informacije in dokazali, zakaj je le ena funkcija  do konstante natan£no
 na verjetnostnih distribucijah primerna za to definicijo informacije. Entropijo smo
definirali kot pri£akovano vrednost te funkcije informacije za neko slu£ajno spremen-
ljivko in pokazali lastnosti te koli£ine. Definirali smo tudi skupno, pogojno, relativno
entropijo in vzajemno informacijo. Na koncu poglavja o Shannonovi entropiji smo
tudi podali kratek primer prakti£ne uporabe te koli£ine v termodinamiki, kjer smo
pokazali povezavo entropije kot termodinamsko koli£ino s Shannonovo entropijo.
Von Neumannova entropija ima marsikatere lastnosti podobne kot Shannonova
entropija. Na za£etku poglavja o von Neumannovi entropiji smo ugotovili nekaj
malega o reprezentaciji kvantnih sistemov v matemati£nem jeziku in s tem znanjem
si ogledali lastnosti von Neumannove entropije. Pokazali smo, da so v ve£ini pri-
merov te lastnosti povsem enake Shannonovi entropiji. Pokazali smo tudi, da so
skupna, pogojna in relativna von Neumannova entropija skorajda enake v primer-
javi s Shannonovo. Do razlik med njima je pri²lo, ker se von Neumannova entropija
ne ukvarja s splo²nimi verjetnostnimi porazdelitvami, ampak z verjetnostnimi po-
razdelitvami fizikalnih delcev. Vendar ti fizikalni delci se ne obna²ajo vedno tako kot
bi pri£akovali, zato tudi pridemo do razli£nega vedenja von Neumannove entropije
v primerjavi s Shannonovo entropijo, kot smo pokazali na primeru dveh prepletenih
kubitov.
Vendar zakaj imata ti dve koli£ini potem isto ime? Razlog je enostaven. Obe
se ukvarjata z informacijo [7]. Pri sporo£ilih in datotekah ne vemo vedno vnaprej,
kak²no informacijo bomo sprejemali ali oddajali. To informacijo lahko le predvidimo,
to pa naredimo preko verjetnostne porazdelitve. Prav tako pri opazovanju malih
delcev ne vemo, kako natan£no se bodo obna²ali. V kvantni mehaniki celo v principu
ne moremo vedeti kako se bodo delci obna²ali, najbolj²e kar lahko naredimo je,
da povemo po kak²ni porazdelitvi se bo delec obna²al. V obeh primerih je zato
informacija o teh dveh stvareh, torej o sporo£ilih in delcih, pomemben podatek in
zato potrebuje ta podatek ime in matemati£no obravnavo. Entropija je pri£akovana
vrednost funkcije informacije za neko slu£ajno spremenljivko. V za£etku naloge smo
dokazali, da je funkcija informacije do konstante natan£no dolo£ena, zato tudi ni
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£udno, zakaj je funkcija informacije v informacijski teoriji enaka kot v fiziki. Iz
enakosti funkcije informacije potem tudi sledi enakost entropije.
Slovar strokovnih izrazov
complete metric space polni metri£en prostor
density matrix gostotna matrika  predstavitev kvantnega sistema v matri£ni
obliki
subadditivity subaditivnost
Markov chain markovska veriga
microstate mikrostanje
tensor product tenzorski produkt
mutual information vzajemna informacija
ideal gas idealni plin
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