Three models for detecting abnormalities of wind turbine vibrations reflected in time domain are discussed. The models were derived from the supervisory control and data acquisition (SCADA) data collected at various wind turbines. The vibration of a wind turbine is characterized by two parameters, i.e., drivetrain and tower acceleration. An unsupervised data-mining algorithm, the k-means clustering algorithm, was applied to develop the first monitoring model. The other two monitoring models for detecting abnormal values of drivetrain and tower acceleration were developed by using the concept of a control chart. SCADA vibration data sampled at 10 s intervals reflects normal and faulty status of wind turbines. The performance of the three monitoring models for detecting abnormalities of wind turbines reflected in vibration data of time domain was validated with the SCADA industrial data.
Introduction
The management of wind farms is challenging because it involves several difficult tasks, such as wind forecasting and the operations and maintenance of turbines. The maintenance of wind turbines has received attention in recent years due to its impact on the cost of generating power from wind. Two types of maintenance strategies are considered, preventive maintenance, and corrective maintenance [1] . The goal of preventive maintenance is to perform maintenance operations for wind turbines to prevent their failure, and the goal of corrective maintenance is to perform maintenance after a failure has occurred. Preventive maintenance can be classified further as scheduled and condition-based maintenance [1] . Numerous studies on condition-based maintenance of wind turbines have been reported in the literature. Nilsson and Bertling [2] developed a condition monitoring system to improve the maintenance efficiency based on the lifecycle cost analysis of wind turbines. Andrawus et al. [3] presented an approach integrating reliability-centered maintenance and asset lifecycle analysis techniques for selecting suitable condition-based maintenance activities for wind turbines. Hameed et al. [4] evaluated the viability of a condition monitoring system for the maintenance and performance improvement of wind turbines.
Condition-based maintenance of wind turbines relies on the monitoring of turbine parameters. The existing approaches for monitoring wind turbines fall into two categories. The first category includes analytical models based on aerodynamics and physics. Caselitz and Giebhardt [5] presented an online monitoring approach to detect faults in the performance of rotors. Yang et al. [6] utilized the wavelet transform technique to monitor electrical faults in the generator and mechanical faults in the drivetrain. Wiggelinkhuizen et al. [7] assessed the added value of various monitoring techniques to optimize the maintenance procedure for off-shore wind turbines. The second category involves soft computing tools. Kusiak et al. [8] presented an on-line monitoring model for power curves. The analytical models are explicit. However, they usually focus on labeling (detecting faults that have occurred). Although the detection of faults is useful, a preferred solution is to determine when a fault will occur. The latter solution may reduce or even prevent damage of the wind turbine systems. Data-mining is able to cope with this challenge.
The research reported in this paper is to develop monitoring models using the vibration data collected at the wind turbine drivetrain and tower. Clustering and control chart based monitoring models are introduced. The clustering model identifies abnormal vibration based on the trained clusters and the control chart monitors the trend of vibration acceleration. Control charts have been widely researched and evaluated in the statistical quality control literature [9] . Furthermore, control charts have been applied for monitoring tasks in manufacturing, sensor calibration, and logistics [10] [11] [12] . In this research, the control chart concept was used to establish the upper and lower boundaries to detect abnormalities in the vibration of wind turbines. These two monitoring models are capable of detecting abnormalities and determining the onset of the abnormal vibration. SCADA data sampled at 10 s intervals is used in this research. Although vibration data are normally sampled at higher frequency, normal and faulty statuses of wind turbines are reflected in the 10 s data.
Background and Data Description
The identification of occurrences of abnormal performance of wind turbines during their operation, as reported by the SCADA system, needs additional research attention. The SCADA system collects values of parameters measured by the sensors installed at the wind turbine. Vibration is recognized as an important reference for characterizing conditions of wind turbines. In this paper, data-mining algorithms are used to develop models for monitoring the vibration of wind turbines. The 1.5 MW variable speed, pitch controlled wind turbines are used in this research.
The data utilized in this research were collected by the SCADA system of a large wind farm. Vibrations of the drivetrain and the tower of wind turbines are measured by two accelerometers and stored in the SCADA system. Thus, to monitor conditions of wind turbines, two models are needed. One for monitoring drivetrain acceleration and the other for tower acceleration. In this paper, the drive train acceleration is measured by the accelerometer installed at the bottom back of the nacelle and attached with the drivetrain. The direction of drivetrain acceleration is measured transverse to the drivetrain. The tower acceleration is measured by the accelerometer mounted near the connection of the nacelle and the tower. The direction of tower acceleration is along the wind direction.
The SCADA data used in this research were collected at six wind turbines and the sampling interval is 10 s (the 10 s mean value of higher frequency data). SCADA system normally records data at 10 min averages. The 7, 2009 . During the two time periods, all six wind turbines (labeled as turbines 1-6) operated in normal conditions. The error dataset reflects the faulty status of wind turbine 1. For the first fault, several abnormal occurrences were reported, such as pitch malfunction, diverter malfunction, and pitch controller time out. For the second fault, the occurrence of tower vibration was reported in addition to the abnormal occurrences that were reported in the first period. The error dataset contained 3572 data points collected in the period between 11:00:40 PM on Nov. 5, 2009 and 8:58:50 AM on Nov. 6, 2009. Table 1 presents the description of the training, test, and the error datasets.
The accelerometers are sensitive to noise, so Daubechies' (Daub) [13] wavelet was applied to denoise the turbine acceleration data. The Fix_Hard [14, 15] threshold scheme of the Daub 5 wavelet with five levels was used to denoise the drivetrain and tower acceleration.
In this study, the drivetrain and tower acceleration are analyzed independently. Although the drivetrain and tower acceleration are coupled, such relationship is not statistically significant based on the collected data. Sensitivity analysis [16] is performed with the drivetrain acceleration considered as an output first. The inputs are the tower acceleration and parameters impacting the drivetrain acceleration, such as generator torque, wind speed, and blade pitch angle. The coefficients assigned to the generator torque, wind speed, and blade pitch angle are much higher than the tower acceleration coefficient. Next, the tower acceleration is treated as output and drivetrain acceleration is treated as one of its inputs. The coefficients of all inputs are similar. This indicates that the generator torque, wind speed, and blade pitch angle are statistically more significant than the coupling relationship between the drivetrain and the tower acceleration.
3 Clustering-Based Wind Turbine Vibration Monitoring Model 3.1 The Modified k-Means Algorithm. In this section, a modified k-means clustering algorithm [17] is introduced. This algorithm was used to develop a model for monitoring the vibration of the drivetrain and tower acceleration. The k-means algorithm is an unsupervised learning algorithm that clusters data into groups by evaluating their similarity. (The Euclidean distance was used here.) To determine an appropriate value of k, clustering cost function (1) was used in a tenfold, cross-validation scheme [18, 19] .
where d is the clustering cost, k is the number of clusters, n is the total number of data points contained in the dataset, x is a set of observations fx 1 , x 2 , …, x j g where each observation x j is a vector of parameters, c represents a set of centroids of each cluster, c i represents the centroid of cluster i, j is the index of each observation, and C i represents cluster i.
In the k-means algorithm, the total number of data points, n, is computed by summing the number of data points in each cluster, as shown below
where m is the number of data points in each cluster. Then, the clustering function can be rewritten as shown in Eq. (3), based on Eqs. (1) and (2) dðk; x; cÞ
Here, the maximum number of clusters is fixed at k ¼ 25, and the minimum number of clusters k is set at 2. The parameters in each observation, (4) Estimate the average of clustering cost d in tenfold crossvalidation, where the threshold, n, is arbitrarily set to 0.001.
Monitoring
Drivetrain Acceleration: A Case Study. The error dataset considered in this research contains data on both normal and abnormal occurrences for wind turbines. Error log data, snapshots of faults, is used here to validate whether the k-means clustering algorithm can identify the normal and abnormal occurrences effectively. The error logs report status codes, time, and severity of the recorded abnormal component behavior. A vector of two parameters, wind speed and drivetrain acceleration, is used in developing the k-means clustering model. The evaluation result of value of k is demonstrated by Fig. 1 . As shown in Fig. 1 , the cost of clustering starts to converge from Table 2 summarizes the clustering results produced by the kmeans algorithm. Clusters are indexed from 1 to 12. The cluster number, centroid values of the clusters, number of points in each cluster, and the percentage of data points in each cluster are reported in Table 2 .
As shown in Table 2 , an abnormal status of drivetrain acceleration can be determined based on the corresponding wind speed. In Table 2 , cluster 3 is associated with a fault status since the corresponding wind speed is about 10 m=s and the drivetrain acceleration is surprisingly high (around 234). Cluster 3 contains data points that present a period of malfunction of the blade pitch indicated in the status report from the wind farm. Clusters 4, 5, 7, 8, and 12 point to a period that wind turbine is shut down after the fault described in cluster 3 has occurred. In this period, the drivetrain acceleration is almost zero and the generator torque is mostly zero, while the wind speed is higher than 9 m=s. If the generated power is positive, clusters 8 and 12 might describe faulty data transmission of the accelerometer although this scenario does not appear in the dataset. The remaining six clusters, i.e., 1, 2, 6, 9, 10, and 11, represent the normal vibration status of the drivetrain system. Among the six clusters, cluster 6 represents a scenario that wind speed and vibration are both close to 0 as wind turbine is shut down. Figure 2 shows the clustering that resulted from the use of the k-means algorithm. The horizontal axis presents the values of drivetrain acceleration, and the vertical axis shows the values of wind speed. The distributions of the 12 clusters are circled and tagged in Fig. 2 . The scatter plot in Fig. 3 shows the relationship between the drivetrain acceleration and the wind speed of turbine 2, which was considered to be operating under normal conditions in the same time period.
3.3 Case Study of Monitoring Tower Acceleration. The same error data described in Sec. 3.2 are used in this section. The tower acceleration and the wind speed are utilized here to develop the clustering model for monitoring tower acceleration. The same scheme used in Sec. 3.2 to evaluate the value of k is also applied here to determine the appropriate number of clusters. Figure 4 addresses the result of the evaluation of k. As presented in Fig. 4 , the cost of clustering converges at k ¼ 10 and thus the number of initial centroids for this k-means algorithm is 10.
The results produced by the k-means algorithm are summarized in Table 3 . In Table 3 , clusters 5, 6, and 9 reflect erroneous status conditions of tower acceleration. The data points in clusters 5 and 9 reveal extremely high tower acceleration, and they match the record of a faulty period in the error report. Cluster 6 reflects a failure in data collection. In this cluster, all wind speed and tower acceleration values are constant for a period of time. Clusters 3 and 4 in Table 3 raise a concern because both include faulty values. This can be clearly observed in Fig. 5 . The corresponding clusters are labeled and framed in Fig. 5 . Figure 6 presents a scatter plot that shows the relationship between tower acceleration and wind speed of turbine 2, which remains in normal status. The remaining clusters in Table 3 represent the normal status of tower acceleration. Step 1: Obtain new observed data point
, where x 1 is the value of wind speed and x 2 is the value of drivetrain acceleration or tower acceleration.
Step 2: Calculate the Euclidean distance between the new data and the centroids of all clusters. Label the cluster index to these new data if its distance is the shortest, using
Step 3: Make turbine maintenance decisions. If the data belong to a cluster representing the error status, a warning message is created and appropriate wind turbine maintenance actions are taken. If the data belong to a cluster indicating an undetermined status of the wind turbine, randomly choose some of the occurrences and perform the diagnosis analysis. If the data belong to a cluster representing the normal status, it is not necessary to take any action.
Although clustering is able to identify normal and abnormal status of wind turbine vibration in general, integration with other models addressing the boundary of the clusters is needed. Moreover, since the time factor is not considered in clustering, the relationship between acceleration and time cannot be observed. Without observing the acceleration value in time (a trend), it is difficult to determine the future condition of a wind turbine. Therefore, a model that is capable to monitor the acceleration trend needs to be established.
Control-Chart-Based Wind Turbine Vibration Monitoring Model
The concept of a control chart from quality control [20] is applied to identify abnormal occurrences for wind turbines by monitoring the acceleration trend. The SCADA collected data are used to develop models for prediction of the drivetrain and tower acceleration. The control chart is constructed based on an accurate model for vibration prediction. The upper and lower bounds serve as the threshold for detecting abnormal vibration status of a wind turbine indicated by the points falling outside the two bounds.
Drivetrain Acceleration Baseline Model.
The training and test dataset of wind turbine 1 described in Sec. 2 are utilized to develop the baseline model accurately predicting its drivetrain acceleration. The test data of wind turbine 1 are used for testing the prediction accuracy of the baseline model. The SCADA system collects data on more than 120 parameters. However, in this research, only meaningful parameters that are potentially related to drivetrain acceleration are selected based on domain knowledge and the literature. The parameter selection aims at reducing the dimensionality of the data and simplifying the model.
Parameter Selection.
The SCADA parameters impacting the drivetrain acceleration, such as wind speed, blade pitch angle, generator torque, and wind deviation, are considered in prediction of the drivetrain acceleration. The past values of these parameters and the drivetrain acceleration impact the current drivetrain acceleration and they are considered in the development of the prediction model. Definition 4.1. Assume that the current time is t and that the data sampling time is T; then, the time index of parameters observed at the current time will be expressed as t, and the time index of parameters observed n steps backward can be expressed as t -nT. For example, one step backward will be t -T, and two steps backward will be t -2T, and so on.
Usually, not all past states of parameters have significant impact on the current drivetrain acceleration. In addition, the Transactions of the ASME importance of the parameters may vary due to the data sampling interval T. Therefore, a parameter selection procedure is needed to identify most important parameters for developing data-driven models. In this section, a wrapper method [21, 22] with a genetic search has been applied for parameter selection. Table 4 illustrates the parameter pool before the parameter selection and the selected parameters based on the wrapper approach. Using the selected parameters, the drivetrain acceleration model is expressed in Eq. (4) A d ½t ¼ f ðv½t; v½t À 3T; b½t; b½t À T; b½t À 2T; b½t À 3T; s½t; s½t À T; s½t À 2T; s½t À 3T; d½t; d½t À T; d½t À 3T;
The notation used here is described in Table 4 .
Algorithm Comparison.
To construct the model in Eq. (4), seven different data-mining algorithms have been used, namely, neural network ensemble (NNE) [23] , neural network (NN) [24] [25] [26] , boosting regression tree (BT) [27, 28] , support vector machine (SVM) [29, 30] , random forest with regression (RF) [31] , standard classification and regression tree (CART) [32] , and k nearest neighbor neural network (kNN) [33] . Four metrics, the mean absolute error (MAE), standard deviation of absolute error (SD of AE), mean square error (MSE), and the standard deviation of square error (SD of SE), are utilized to evaluate the performance of data-mining algorithms in model extraction. The four metrics are defined in Eqs. (5)
where n is the total number of data points in the dataset,ŷ is the predicted value, and y is the observed value. Table 5 presents the test results for models developed by the seven data-mining algorithms. The NNE model provided the lowest values for all four metrics. Thus, the NNE model is recognized as the most suitable for determining drivetrain acceleration. To quantify the accuracy of the NNE model, the mean absolute percentage error (MAPE) metric in Eq. (9) is used. The MAPE of the NNE model is 0.09 which corresponds to the model accuracy of 91%. Figure 7 illustrates the results of the first 100 points of the test dataset based on the NNE model. In general, the predicted values follow the observed ones. However, due to the measurement errors and information loss in data sampling the predicted values fluctuate around the observed data.
Baseline
Model for Tower Acceleration. In order to establish a control chart for monitoring the vibration of a turbine wind tower, a baseline model is introduced in this section. A datadriven approach is used to extract this model based on the data collected for turbines presented in Sec. 4.1. Table 6 presents a pool of parameters used in the selection process and the parameters selected with the wrapper approach introduced in Sec. 4.1.1.
The tower acceleration model is expressed in Eq. (10), below
b½t À T; b½t À 3T; s½t; s½t À T; s½t À 2T;
s½t À 3T; d½t À 3T; A t ½t À TÞ (10)
Comparison of Algorithms.
The seven data-mining algorithms of Sec. 4.1.2 have been applied to develop a model for predicting tower acceleration. The test data of Sec. 2 are used to test the accuracy of the developed models. The four metrics introduced in Sec. 4.1.2 are used to evaluate the performance of these models. Table 7 summarizes the test results of the models learned by the seven data-mining algorithms, with the NNE model producing the smallest MAE, and the kNN model producing the smallest SD of MSE. However, in general, the NN model provides the best performance (with MAE values close to the MAE of NNE) and the values of the other metrics better than NNE. In contrast to the kNN model, the values of the remaining three metrics of NN outweigh those of the kNN model, although the SD of SE of NN is slightly lower than the MSE of kNN. Thus, the NN model is considered to be the most suitable algorithm for developing the model for predicting tower acceleration. The accuracy of the NN model is 90% (MAPE ¼ 0.1). Figure 8 demonstrates the results of the prediction of first 100 points in the test dataset based on the model trained by an NN algorithm. The predicted tower acceleration deviates slightly from the observed data. The prediction accuracy can be further improved by reducing the measurement errors and increasing the data sampling frequency. 
[t -T] Wind speed at t -T A t [t -T] Tower acceleration at time t -T v[t -2T]
Wind speed at t -2T training baseline model. The mean of e is expressed as l t , and the calculation of this value can be formulated in Eq. (11). To monitor the variation of the residual, the center line of the control chart is defined as the variation of e for the training of baseline model. This variation is represented by s t expressed in Eq. (12).
where n is the number of data points in the training dataset. The upper and lower bounds of the control-chart monitoring residuals are constructed based on the center line, and this control chart is expressed as
where UCL r , CL r , and LCL r represent the upper control limit, center line, and the lower control limit of residuals, m is the number of data points sampled for monitoring, c is the parameter that controls the sensitivity of the control chart, and the remaining notation is the same as in Definition 4.3.
To monitor the variation of residuals, the upper and lower bounds and the center line are expressed as
where v 2 a=2;mÀ1 denotes the right a=2 percentage of the chi-square distribution, and the remaining notation is identical to that of Eqs. (13)- (15) .
The error dataset of wind turbine 1 introduced in Sec. 2 is used here to address the capability of the control-chart-based monitoring model in detecting vibration abnormalities in the wind turbine. The mean and variation of the residual for m data points from the error dataset are computed from the following:
Definition 4.4. If the values of l e or s e are greater than the upper control limit or lower than the lower control limit, the values of l e or s e are considered to be abnormal, and this may indicate issues with vibration of the drivetrain or the tower. If neither of these is the case, the vibration of the drivetrain or tower is considered to be normal.
To demonstrate the monitoring result in a more straightforward manner, the control chart of monitoring residuals can be modified to directly monitor the values of future observed drivetrain acceleration or tower acceleration. The modified control chart can be written as
LCL s ¼ŷ e þ l t À cðs t = ffiffiffi ffi m p Þ
whereŷ e presents the predicted value of drivetrain acceleration or tower acceleration for the error dataset, and the other notation is the same as in Eqs. (13)- (15). Definition 4.5. Based on this modified control chart, abnormal values of drivetrain acceleration and tower acceleration will be detected if the observed values of drivetrain acceleration or tower acceleration fall outside the upper control limit with an increasing trend and the lower control limit with a decreasing trend.
Results From Monitoring Drivetrain Acceleration.
In this section, the modified control chart stated in Eqs. (21)- (23) is applied to both the testing dataset and the error dataset of wind turbine 1 introduced in Sec. 2 to demonstrate the results of monitoring drivetrain acceleration. Figure 9 shows the monitoring results of the first 100 points of the test dataset. Since all the data points contained in the test dataset present a normal status of vibration in the drivetrain system, all of the observed values fall in the region between the upper bound and lower bound. Figure 10 shows the monitoring results of 100 points in the error dataset. As shown in Fig. 10 , many of the points fall outside the upper and lower bound. The root causes of this abnormality are reported in the error log file. There are two occurrences of pitch and diverter malfunction in the period represented by these 100 points.
Results
From Monitoring Tower Acceleration. The performance of the modified control chart in monitoring the tower acceleration is addressed in this section. Figure 11 shows the performance of the control chart in monitoring normal data, while Fig. 12 demonstrates the capability of the control chart in detecting abnormal tower acceleration. A fault, high tower vibration, is reported 10 s later than the pitch malfunction fault in the error log file. Therefore, it is possible that the abnormal vibration is caused by the pitch overrun. Fig. 9 The control chart for the dataset that contains normal drivetrain acceleration data In Sec. 4, data-driven models for predicting drivetrain acceleration and tower acceleration were utilized as the baseline models for conducting the control chart for monitoring the vibration of the wind turbine. In order to establish the data-driven prediction models, in Sec. 4, parameters of wind turbine 1, such as wind speed and generator torque, are considered as inputs to the model that computes the output, which is drivetrain acceleration or tower acceleration of wind turbine 1. However, in the real case, it is still hazardous to establish a control chart to monitor turbine vibration just by relying on the baseline models introduced in Sec. 4. This is because there is always a certain level of risk that data transmission errors may occur in data collection due to a malfunction of the information system. In this scenario, developing the prediction model for drivetrain acceleration or tower acceleration for one wind turbine without using the parameters of the wind turbine itself becomes a challenging issue. To handle this circumstance, the concept of virtual sensor models is introduced to offer another option of predicting drivetrain acceleration and tower acceleration. The virtual sensor model has been reported in some of the previous studies [34] and [35] .
The basic concept of the virtual sensor model is that the vibration of one wind turbine can be predicted based on information borrowed from other wind turbines rather than its own parameters. In this research, to demonstrate the virtual sensor concept in a simpler way, it was assumed that there were obstacles in acquiring information for the parameters of wind turbine 1. In order to predict the drivetrain acceleration and tower acceleration for this turbine, virtual sensor models were developed. Since the parameters of turbine 1 are unavailable under the assumption, the first challenging problem is to determine how meaningful information can be selected from other wind turbines to assist the development of the virtual sensor models. Since wind speed is recognized as the most significant factor that contributes to the vibration of the wind turbine based on importance analysis by the boosting tree algorithm [27, 28] , information from wind turbines that have similar wind conditions to those of turbine 1 is considered more helpful than information from other wind turbines.
The training dataset and test dataset of all six wind turbines presented in Sec. 2 are used here to develop the virtual sensor models for turbine 1. In the six wind turbines, turbines 1, 2, and 3 were installed in the same sector, and turbines 4, 5, and 6 were installed in a different sector. The layout design of the six wind turbines is presented in Fig. 13 .
In Fig. 13 , the wind turbine in each sector that has the most similar wind speed conditions compared with those of turbine 1 will be selected to conduct the virtual sensor models for turbine 1.
Definition 5.1. Assume that n is the total number of data points in the training dataset, i is the index of the data points in this dataset, v is the wind speed, and j is the index of the wind turbine. Then, the difference of the wind speeds between turbine 1 and any other wind turbine, which is expressed as / j , is computed as follows:
The selection procedure is implemented based on the training dataset and can be described in the following two steps:
n for every wind turbine in each sector. Fig. 13 Layout design of six wind turbines Fig. 12 The control chart for the dataset that contains some abnormal tower acceleration data Fig. 11 The control chart for the dataset that contains normal tower acceleration data Transactions of the ASME (2) Select the turbine with the smallest / in each court to develop virtual sensor models. Table 8 shows the results of the selection. The information of turbines 2 and 5 is considered in developing the virtual sensor models for turbine 1.
Virtual Sensor Model for Drivetrain Acceleration.
To develop the virtual sensor model for estimating the drivetrain acceleration of turbine 1, the training dataset and test dataset of turbines 1, 2, and 5 are used in this section.
5.1.1 Parameter Selection. Similar to the parameter selection discussed in Sec. 4.1, various parameters, such as wind speed, wind deviation, drivetrain acceleration, and tower acceleration, for turbines 2 and 5 are considered as important factors for predicting the drivetrain acceleration of turbine 1. In addition to these parameters, the past three states of these parameters and the drivetrain acceleration of turbine 1 are also included in the prediction. The same approach for parameter selection that was discussed in Table 9 presents the results of the parameter selection process.
Based on the results of parameter selection, the virtual sensor model for predicting drivetrain acceleration can be expressed as (25) where the notation of this virtual sensor model is presented in Table 9 .
Comparative Study of Algorithms.
The data-mining algorithms mentioned in Sec. 4.1 are also applied here to train the virtual sensor model for measuring the drivetrain acceleration of turbine 1 based on the training dataset in Sec. 5.1.1. Then, the test dataset in Sec. 5.1.1 is used to test the performance of the datadriven models in making the predictions. Table 10 shows the test results achieved by data-driven models that have been trained by all seven data-mining algorithms.
As shown in Table 10 , the NNE model provides the best test results for predicting the drivetrain acceleration of turbine 1 based on the test dataset. Therefore, it was selected as the most suitable Table 9 Parameters before and after selection --algorithm for use in designing the virtual sensor model. The MAPE of NNE is 0.13. Figure 14 shows the accuracy of the prediction based on the model that was based on the NNE algorithm.
The test results for the first 100 points in the test dataset are included in Fig. 10 .
Virtual Sensor
Model for Tower Acceleration. The datasets described in Sec. 5.1 are used here to build the virtual sensor model for predicting tower acceleration.
Parameter Selection.
The same procedure used for parameter selection in Sec. 5.1.1 is used here to select the important parameters for establishing the virtual sensor model. The initial parameter pool is similar to that of Sec. 5.1.1, except that the drivetrain acceleration of turbine 1 has been replaced by the tower acceleration. Table 11 shows the results the two pools of parameters.
Then, the formulation of the virtual sensor model for predicting tower acceleration of turbine 1 can be written as To train the virtual sensor model for predicting tower acceleration, the data-mining algorithms presented in Sec. 5.2.1 are used. Four metrics, i.e., Eqs. (5)- (8) , are used to evaluate the performance of the datamining algorithms. Table 12 illustrates the test results of the models extracted with different data-mining algorithms. The model extracted by algorithm NNE outperforms the others, and algorithm NNE is recognized as the best algorithm to develop the virtual sensor model for predicting tower acceleration (see Table  12 ). The MAPE of the NNE model is 0.1. Figure 15 shows the prediction results for the first 100 data points in the test dataset based on algorithm NNE.
Monitoring
Based on the Virtual Sensor Model. To monitor the drivetrain or tower acceleration, the control-chart approach discussed in Sec. 4.3 is used. In this section, the virtual sensor model for predicting the drivetrain acceleration and tower acceleration is used as the center line of the control chart. Training, test, and error datasets of turbines 1, 2, and 5 are used to demonstrate the monitoring results by the control chart based on the virtual sensor model. Equations (21)- (23) are used to compute the upper control limit, the center line, and the lower control limit of the control chart to monitor the future observed values of drivetrain and tower acceleration. An observed value that falls outside the two boundaries is considered to be an abnormal occurrence of vibration in the drivetrain system or in the turbine tower. Figure 16 illustrates the monitoring results for drivetrain acceleration based on the test dataset that contained only normal data, while Fig. 17 presents the monitoring results for the drivetrain Fig. 17 The control chart for the dataset that contains abnormal drivetrain acceleration data Fig. 18 The control chart for the dataset that contains normal tower acceleration data Fig. 19 The control chart for the dataset that contains some abnormal tower acceleration data acceleration based on the error dataset. The error dataset contains some abnormal occurrences of wind turbine vibration data. Figure 18 illustrates the monitoring results for tower acceleration of the test dataset based on control chart with center line provided by the virtual sensor model. Figure 19 shows the performance of the monitoring model in detecting abnormal tower acceleration data for the error dataset.
To realize the on-line monitoring of wind turbine vibration, an on-line access to SCADA system is needed for vibration health monitoring and model updates.
Conclusions
In this paper, three monitoring models for detecting abnormal vibration of wind turbines in time domain are introduced. Datamining algorithms were used to develop the monitoring models based on SCADA data collected at six wind turbines operating at a large wind farm. The sampling interval of SCADA data is 10 s, it allows to detect abnormal statuses of wind turbines in the time domain.
A modified k-means clustering algorithm was used to develop the first vibration monitoring model. The k-means algorithm grouped data into clusters by examining their similarity. The clusters were labeled as normal or abnormal statuses of wind turbine vibration based on the error reports of wind turbines. The abnormal data points could be detected by comparing them with the data points assigned to the two class clusters.
The concept of control charts was used to develop models for monitoring of turbine vibration. In the second model, the baseline model, which provides accurate prediction of turbine vibration, was treated as the center line of the control chart. The upper and lower control limits of this control chart were established based on the center line to detect abnormal points that fall outside the two limits. In the third monitoring model, a virtual sensor model acted as the baseline model and provided the center line of the control chart. The virtual sensor model predicted turbine vibration by using information from other wind turbines rather than its own data. The baseline and virtual sensor models were both trained by data-mining algorithms based on a large volume of industrial data.
An approach for detecting abnormal drive train and tower vibration of a wind turbine was addressed in this research. Although the presented approach detects abnormal vibration, detection of root causes of the wind turbine vibration needs further investigation and requires higher frequency data. Incorporating vibration in the frequency domain with the presented framework offers a promising research direction.
