Abstract. We study the Ericksen-Leslie's parabolic-hyperbolic liquid crystal model in compressible flow. Inspired by our study for incompressible case [20] and some techniques from compressible Navier-Stokes equations, we prove the local-in-time existence of the classical solution to the system with finite initial energy, under some constraints on the Leslie coefficients which ensure the basic energy law is dissipative. Furthermore, with an additional assumption on the coefficients which provides a damping effect, and the smallness of the initial energy, the global classical solution can be established.
1. Introduction 1.1. Ericksen-Leslie's hyperbolic compressible model. The hydrodynamic theory of liquid crystals was established by Ericksen [7, 8] and Leslie [22, 23] during the period of 1958 through 1968, see also the survey paper [24] . In this paper, we consider the general parabolichyperbolic system (derived by Leslie in [23] ) of nematic liquid crystal in compressible flow:
  ρ + ρdivu = 0 , ρu = ρF + div σ , ρω = ρG + g + div π .
(1.1)
The above system is consisted of the equations of (ρ, u, d) with variables (x, t) ∈ R N × R + (N = 2, 3). It is a macroscopic description of the time evolution of the material under influence of both the flow velocity field u = (u 1 , · · · , u N ) ⊤ and the macroscopic description of the microscopic orientation configurations d = (d 1 , · · · , d N ) ⊤ (with geometric constraint |d| = 1) of rod-like liquid crystals. It represents the conservations laws of mass, linear momentum and angular momentum respectively. Here, ρ is the fluid density. Furthermore, g is the intrinsic force associated with d, π is the director stress, F and G are external body force and external director body force, respectively. We use the notation ∂ i = ∂ x i , and ∇ = (∂ 1 , · · · , ∂ N ) ⊤ and div = N i=1 ∂ i . The superposed dot denotes the material derivative ∂ t + u · ∇, and ω =ḋ = ∂ t d + u · ∇d represents the material derivative of d. Throughout this paper, the same index occurring in a monomial term means taking summation, for instance,
In the system (1.1), the constitutive relations for σ, π and g are given by:
Here p = p(ρ) is the pressure, the scalar function Γ are Lagrangian multipliers for the constraint |d| = 1 and
The terms involving the coefficient α 0 are significant only if the director stress is specified as a boundary condition. ρW is the Oseen-Frank energy functional for the equilibrium configuration of a unit director field:
where the coefficients k 1 , k 2 , k 3 , and k 4 are the measure of viscosity, depending on the material and the temperature. The kinematic transport g is given by:
which represents the effect of the macroscopic flow field on the microscopic structure. The following notations A = The stress tensor σ has the following form:
(1.5) These coefficients µ i (1 ≤ i ≤ 6) and ξ which may depend on material and temperature, are usually called Leslie coefficients, and are related to certain local correlations in the fluid. Usually, the following relations are frequently introduced in the literature. λ 1 = µ 2 − µ 3 , λ 2 = µ 5 − µ 6 , µ 2 + µ 3 = µ 6 − µ 5 .
(1.6)
The first two relations are necessary conditions in order to satisfy the equation of motion identically, while the third relation is called Parodi's relation, which is derived from Onsager reciprocal relations expressing the equality of certain relations between flows and forces in thermodynamic systems out of equilibrium. Under Parodi's relation, we see that the dynamics of a compressible nematic liquid crystal flow involve six independent Leslie coefficients in (1.5). For simplicity, in this paper, we assume the external forces vanish, that is, F = 0, G = 0, and the coefficient α 0 = 0, which reduces to
(1.7)
Moreover, we take k 1 = k 2 = k 3 = 1, k 4 = 0 in (1.3), then
Since |d| = 1, this can be further simplified as 2W = |∇d| 2 , which implies
Thus the third evolution equation of (1.1) is ρd = ∆d + Γd + λ 1 (ḋ + Bd) + λ 2 Ad .
(1.9)
Since |d| = 1, it is derived from multiplying d in ( Combining the first equality of (1.2) and (1.8), one can obtain that div σ = −∇p + div( where the symbol I indicates the identity matrix and (∇d ⊙ ∇d) ij = ∂ i d k ∂ j d k . On the other hand, it can yield that by (1.5) divσ = div 1 2 µ 4 (∇u + ∇ ⊤ u) + ξdivuI + divσ , 12) on R N × R + (N = 2, 3) with the geometric constraint |d| = 1. The symbol ⊗ denotes the tensor product for two vectors with entries (a ⊗ b) ij = a i b j for 1 ≤ i, j ≤ 3. For the simplicity, we assume that the pressure p obeys the γ-law, i.e. p(ρ) = aρ γ with γ ≥ 1, a > 1. And the notation Σ i (i = 1,2,3) are as follows: where ρ 1 > 0 is the inertia constant, and other notations are the same as before. Let us remark that a particularly important special case of Ericksen-Leslie's model (1.13) is that the term divσ vanishes. Namely, the coefficients µ ′ i s, (1 ≤ i ≤ 6, i = 4) of divσ are chosen as 0, which immediately implies λ 1 = λ 2 = 0. Consequently, the system (1.13) reduces to a model which is Navier-Stokes equations coupled with a wave map from R N to S N −1 :
   ∂ t u + u · ∇u + ∇p = 1 2 µ 4 ∆u − div(∇d ⊙ ∇d) , divu = 0 , ρ 1d = ∆d + (−ρ 1 |ḋ| 2 + |∇d| 2 )d .
(1.14)
1.2.1. ρ 1 = 0, λ 1 = −1, incompressible parabolic model. When the coefficients ρ 1 = 0 and λ 1 = −1 in the third equation of (1.13), the system reduces to the parabolic type equations, which are also called Ericksen-Leslie's system in the literatures. This is the most well-developed case for analytical studies. If the fluid containing nematic liquid crystals is at rest, we have the well-known Oseen-Frank theory for static nematic liquid crystals, whose mathematical study was initialed from Hardt-Kinderlehrer-Lin [12] on the existence and partial regularity from the point view of calculous of variations.. Since then there have been many works in this direction. In particular, the existence and regularity or partial regularity of the approximation (usually Ginzburg-Landau approximation as in [27] ) dynamical Ericksen-Leslie's system was started by the work of Lin and Liu in [27] , [28] and [29] . For the simplest system preserving the basic energy law
which can be obtained by neglecting the Leslie stress and specifying some elastic constants. In 2-D case, global weak solutions with at most a finite number of singular times was proved by Lin-Lin-Wang [26] . The uniqueness of weak solutions was later on justified by Lin-Wang [31] and Xu-Zhang [44] . Recently, Lin and Wang proved global existence of weak solution for 3-D case in [32] .
For the more general parabolic Ericksen-Leslie's system, local well-posedness is proved by Wang-Zhang-Zhang in [42] , and in [14] regularity and existence of global solutions in R 2 was established by Huang-Lin-Wang. The existence and uniqueness of weak solutions, also in R 2 was proved by Hong-Xin and Li-Titi-Xin in [13] [25] respectively. Similar result was also obtained by Wang-Wang in [40] . For more complete review of the works for the parabolic Ericksen-Leslie's system, please see the reference listed above. (1.13 ) is an incompressible Navier-Stokes equations coupled with a wave map type system for which the corresponding mathematical theories are far from well-developed, comparing the corresponding parabolic model, which is Navier-Stokes coupled with a heat flow. The only notable exception might be for the most simplified model, say, in (1.14), taking u = 0, and the spacial dimension is 1. For this case, the system (1.14) can be reduced to a so-called nonlinear variational wave equation. Zhang and Zheng (later on with Bressan and others) studied systematically the dissipative and energy conservative solutions in series work starting from late 90's [45, 46, 47, 48, 49, 50, 51, 52, 1, 53, 54, 2] .
For the multidimensional case, to our best acknowledgement, there was very few mathematical work on the original hyperbolic Ericksen-Leslie's system (1.13). De Anna and Zarnescu [3] considered the inertial Qian-Sheng model of liquid crystals which couples a hyperbolic type equation involving a second order derivative with a forced incompressible Navier-Stokes equations. It is a system describing the hydrodynamics of nematic liquid crystals in the Q-tensor framework. They proved global well-posedness and twist-wave solutions. Furthermore, for the inviscid version of the Qian-Sheng model, in [11] , Feireisl-Rocca-Schimperna-Zarnescu proved a global existence of the dissipative solution which is inspired from that of incompressible Euler equation defined by P-L. Lions [34] . Recently, in [20] the first two-named authors of the current papers proved the local well-posedness of (1.13) under the mild coefficients under which the basic energy law is dissipative, and with additional damping effect assumption, i.e. λ 1 < 0, global in time classical solutions with small initial data was also proved. When this assumption is not satisfied, even for the simplest case (1.14), the global well-posedness is open. Furthermore, when the bulk velocity u is given, the zero inertia limit ρ 1 → 0 from hyperbolic to parabolic system is rigorously justified in [21] .
1.3.
Previous results: compressible model. For the compressible liquid crystal model, there are also extensive studies for simplified parabolic system, i.e. the following system which is basically a coupling of compressible Navier-Stokes equations and parabolic heat flow:
where Lu = µ∆u + (µ + λ)∇divu. In dimension one, the existence of global strong solutions and weak solutions to (1.16) has been obtained by [5, 6] respectively. In dimension two, the existence of global weak solutions, under the assumptions that the image of the initial data of d is contained in S 2 + , was obtained by [18] . In dimension three, the local existence of strong solutions has been studied by [16] and [17] . The incompressible limit of compressible nematic liquid crystal flow has been studied by [4] . When considering the compressible nematic liquid crystal flow under the assumption that the director d has variable degree of orientations, the global existence of weak solutions in dimension three has been obtained by [35] and [38] . Recently, inspired by the work of [32] for parabolic incompressible flow, the corresponding global finite energy weak solutions to (1.16) was proved in [33] . Notice that for general parabolic liquid crystal model in compressible flow, i.e. the system (1.12) without ρd term and with λ 1 = −1, there are very few studies so far.
1.4.
Main results of this paper. In this paper, we study the Cauchy problem of the most general parabolic-hyperbolic Ericksen-Leslie's system in compressible flow (1.12) with the initial conditions 17) where d in andd in satisfy the geometric constraint |d in | = 1 and compatibility condition d in ·d in = 0. To state our main results, we first introduce some notations. We denote by ·, · the usual L 2 -inner product in R N , by |·| L 2 , |·| H s its corresponding L 2 -norm and higher order derivatives H s -norm , respectively, and | · |Ḣ s the homogeneous H s -norm. We define the following two Sobolev weighted-norms as
and denote the quantity N s (ρ) as
Furthermore, we define the following energy:
In particular, the initial energy is
At last, the notation A B will be used in this paper to indicate that there exists some constant C > 0 such that A ≤ CB.
The L 2 -estimate which is the so-called basic energy law plays a fundamental role in our analysis for (1.12). However, it is not dissipative for all the Leslie coefficients. We first give some constraints on the Leslie coefficients such that the basic energy law is dissipative, which is presented in Section 2. Under these coefficients constraints, we prove the local-in-time existence of classical solutions to the system (1.12) with large initial data. More precisely, the first main result is stated as follows: Theorem 1.1 (Local existence). Let s > N 2 + 1. If E in < +∞, ρ ≤ ρ in ≤ρ for some constant ρ,ρ > 0 and the Leslie coefficients satisfy
then there exist T, C 0 > 0, depending only on E in and the Leslie coefficients, such that the system (1.12)-(1.17) admits the unique solution (ρ, u, d) satisfying
Moreover, the energy inequality
We then study the global existence of classical solutions to the system (1.12). We rewrite the density function ρ(x, t) as the form ρ(x, t) = 1 + ̺(x, t).
Consequently, the system (1.12) is of a new form
The initial data of the system (1.19) is imposed on 20) in which the function
We define the initial energy as
We prove that if the Leslie coefficients relations in Theorem 1.1 still hold, and, in addition, λ 1 < 0, then the system (1.19) with the initial conditions (1.20) has the unique global classical solution under the small size of the initial energyẼ in . Now, we precisely state our second main theorem of this paper as follows. 
Then there exists an ǫ > 0, depending only on Leslie coefficients, such that ifẼ in < ǫ, then the system (1.19)-(1.20) admits the unique global solution (̺, u, d) satisfying
Furthermore, the energy bound
holds for some constant C 1 > 0, depending only on Leslie coefficients.
We now sketch the main ideas and the novelties of the proof of the above theorems. It is well-known that the geometric constraint |d| = 1 brings difficulties (particularly in higher order nonlinearities) on the Ericksen-Leslie's system, even in the parabolic case. We treat this difficulty as we did in [20] the incompressible hyperbolic case (1.13). More specifically, if the initial data d in ,d in satisfy |d in | = 1 and the compatibility conditiond in · d in = 0, then for the solution to (1.12), the constraint |d| = 1 will be forced to hold. Hence, these constraints need only be given on the initial data, while in the system (1.12), we do not need the constraint |d| = 1 explicitly any more.
Comparing to our previous work on the parabolic-hyperbolic Ericksen-Leslie system for incompressible flow [20] , in compressible case considered in the current paper, there appears some new difficulties, in particular on the estimates of the density. To overcome these difficulties we employ some techniques inspired by the studies in compressible Navier-Stokes equations. The first is the L ∞ -bound of the density ρ(x, t), which is derived by the following inequalities from the mass conservation law under the initial density ρ in (x) with positive lower bound ρ and upper bound ρ (see Lemma 3.1):
As a result, in the derivation of the a priori estimates, the L ∞ -bounds of the density ρ(x, t) and 1 ρ(x,t) can be bounded by the L ∞ -norm of divu(x, t). Our next step is that for a given smooth density ρ(x, t) and velocity field u(x, t), the equation of d(x, t) can be solved locally in time. We use the mollifier method to construct the approximate solutions without assuming the constraint |d| = 1. The key point is that we can derive the uniform energy estimate also without this constraint. Then as mentioned above, the condition |d| = 1 will be automatically obeyed in the time interval that the solution is smooth.
Now we carefully design an iteration scheme to construct approximate solutions (ρ k , u k , d k ): solve the mass conservation equation of ρ k+1 with the velocity field u k , the Stokes type equation of u k+1 in terms of ρ k , u k and d k , and the wave map type equation of d k+1 in terms of ρ k and u k . Note that the two keys in this construction are as the follows: 1. the inequalities (1.22) for ρ k+1 are preserved in the iteration approximate systems, so that the norms |ρ k+1 (·, t)| L ∞ and
the geometric constraint of d k will not be a trouble. So we can derive the uniform energy estimate by assuming |d| = 1 which will significantly simply the process. We emphasize that in this step the basic energy law play a fundamental role: the main term of the higher order energy are kept in the form of the basic L 2 -estimate. Thus the existence of the local-in-time smooth solutions can be proved.
To prove the global-in-time smooth solutions, the dissipation in the a priori estimate in the last step is not enough. We assume furthermore the coefficient λ 1 is strictly negative which will give us an additional dissipation on the direction field d, based on a new a priori estimate by carefully designing the energy and energy dissipation. Since the pressure p(ρ), depending on the density function ρ, satisfies p ′ (ρ) > 0 for ρ > 0, the term ∇p(ρ) in the velocity equation of (1.12) will give us a more dissipation on the density ρ by multiplying ∇ρ (or ∇ k ρ for higher order estimates) in the u-equation. Then we can show the existence of the global smooth solution with the small initial data. This paper is organized as follows: we devote the Section 2 to prove the basic energy law and give the conditions on the coefficients such that the energy is dissipative. In Section 3, the a priori estimate of the equations (1.12) is obtained by using energy method. The local well-posedness of d for a given density ρ and bulk velocity field u is then constructed in Section 4, which will be used in constructing the approximate scheme of the system (1.12)-(1.17). In Section 5, the local existence of the system (1.12) with large initial data, namely, Theorem 1.1 is proved through obtaining uniform energy estimate of the approximate system (5.1). Finally the proof of Theorem 1.2 are presented in Section 6.
Basic Energy law
The main purpose of this section is to deduce the basic energy law of the liquid crystal model (1.12), which will play an important role in the energy estimate. We shall assume first that the solutions (ρ, u, d) to (1.12)-(1.17) are sufficiently smooth. If (ρ, u, d ) is a smooth solution to the system (1.12), then the following energy identity holds:
Moreover, the basic energy law (2.1) is dissipated if and only if Leslie coefficients satisfy
Proof. Multiplying the equation (1.12) 2 (the second equation of (1.12)) by u and integrating on the whole space with respect to x, one obtains
Taking L 2 -inner product withḋ in the third equation of (1.12), and making use of the fact thatḋ · d = 0, we can deduce that
In order to cancel the term aρ γ , divu , we should multiply the first equation of (1.12) with γp(ρ) (γ−1)ρ , and then we can obtain
Simple calculation tells us that
Hence we know
Now we will deal with the right-hand side terms of the above equality (2.2). Based on the observation of the structure ofσ, we can divide it into four parts as follows:
For the first part, by the fact that A ij = A ji , B ij = −B ji and ∂ j u i = A ij + B ij , we can easily get
For the second part, straightforward calculation enable us to get
Here we have used the symmetry of the tensor A and the skew symmetry of the tensor B, and the coefficients relation (1.6).
For the last two parts, by using the same argument as (2.4), we arrive at
and
respectively. Therefore, the above equalities (2.3), (2.4), (2.5), (2.6) along with the equality (2.2) imply that
Finally, by the square method we can get the basic energy law (2.1), this completes the proof of Proposition 2.1.
A priori estimate
This section is devoted to the a priori estimate for the compressible Ericksen-Leslie liquid crystal model (1.12)-(1.17). Besides the energy norm defined in (1.18), we introduce the following energy dissipation rate:
The following three lemmas are needed in the derivation of the a priori estimate. The first is about the bound of the density ρ in terms of the initial data ρ in and |divu| L ∞ .
Lemma 3.1. Assume that ρ ≤ ρ in (x) ≤ ρ for some constants ρ,ρ > 0, and the density ρ(x, t) satisfies the first equation of (1.12), then the following inequalities hold
Proof. Rewriting the first equation of (1.12) as ∂ t ρ + u · ∇ρ = −ρdivu, then multiplying it by ρ −1 , one has ∂ t ln ρ + u · ∇ ln ρ = −divu . By the transport property of the above equation, we will use the characteristic method to derive the bound of ρ. Let
Hence we have
, then integrating on (0, t) with respect to t infers that
Then by the assumption ρ ≤ ρ in (x) ≤ ρ we obtain the bound (3.2) of the density, this completes the proof.
The second lemma is about the L 2 -bound of the derivative of the function f (ρ), which will be play an important role in our calculation. Lemma 3.2. Let f (ρ) be a smooth function, then for any positive integer k > 0 and ρ ∈ H k ∩ L ∞ , we have
In particular, when ρ satisfies the assumption stated in Lemma 3.1, and f (ρ) = 1 ρ , we then have
where
Proof. It is easy to prove the lemma by the induction, so we omit it for simplicity.
The next lemma so-called Moser-type inequality formulated by Moser [37] concerning the estimate of commutator.
Lemma 3.3 (Moser-type inequality). For functions
with the constant depends only on s.
The system (1.12) can be rewritten as
We now turn to deal with the higher order estimates of system (3.7) and give the following lemma about the a prior estimate of the system (1.12)-(1.17): Then there is a constant C > 0, depending only on Leslie coefficients and s, such that for all t ∈ [0, T ], we have
, firstly, acting ∇ k on the first equation of (3.7) and taking L 2 -inner product with
Secondly, applying the multi-derivative operator ∇ k to the second equation (3.7), and taking L 2 -inner product with ρ∇ k u enable us to derive the following equality:
Thirdly, via acting ∇ k on (3.7) 3 , then multiplying by ρ∇ kḋ and integrating the resulting identity on R N with respect to x, one obtains
Therefore, combining the equalities (3.9), (3.10) and (3.11) leads to
We now turn to deal with I i (1 ≤ i ≤ 5) term by term. It is obvious that the terms in I 1 have a cancellation relation, so we can get by employing the Hölder inequality and Sobolev embedding theory that
As to I 2 , it is easy to deduce that
For the third term I 3 , we also want to find some cancellation to reduce the order of the derivation. Based on such idea, we can infer that
by using the Hölder inequality and Sobolev embedding theory. We now turn to estimate I 4 . To do so, we first have
Then, keeping the structure of the Lagrangian Γ in mind, we know that the estimate of the second terms on the right-hand side of the forgoing equality can be divided into three parts, for the first part a+b=k, b≥1
H s . Similar as the above estimates, we can infer that a+b=k, b≥1 
With the above three estimates in hand, one has a+b=k, b≥1
Next we will control the term
In addition,
Therefore, we have the estimate of I 4 as
For the terms of I 5 , we anticipate that they can give us some dissipation similar as the derivation of the basic energy law. Actually, I 5 can be rewritten as the endpoint derivative terms part I e 5 and the intermediate terms part I m 5 , and the former can give us some dissipation if the coefficients satisfy some relations. That is
, where
. Similar as the derivation of the basic energy law, one can get the dissipation as
Next we will estimate the intermediate terms one by one, which should be controlled by the free energy or/and dissipation energy. Thanks to Hölder inequality, Sobolev embedding theory and |d| = 1, one arrives at 
Thus, we have the following estimate
where µ = |µ 1 |+|µ 2 |+|µ 3 |+|µ 4 |+|µ 5 |+|µ 6 |. As a result, combining with the above estimates of I l (1 ≤ l ≤ 5), we arrive at the following estimate:
We now turn to deal with J term by term. By using the Hölder inequality, Sobolev embedding theory and the Moser-type inequality (3.6), we can infer that
Similarly, one has
And it is easy to deduce that J 5 and J 6 have the same estimate:
For the estimate of J 7 , using the first equation of system (1.12) infers that
Based on the observation of the structure of Σ 1 , we only need to estimate the one part
We now turn to estimate J 9 , we should first get the estimate of
hence we obtain
By the analysis of the construction of J 10 , we only need to estimate the following three parts:
As a result, one has
As for the estimate of J 11 , from the representation of Lagrangian Γ we can divide it into three parts a+b=k, a≥1
Based on the above three estimates, we have that
Now we turn to control the last two terms of J, it is easy to deduce that a+b=k, a≥1
and a+b=k, a≥1
then we have
Therefore, the combination of the estimates of J l (1 ≤ l ≤ 13) leads to 
By Lemma 3.1, one can infer that
Similarly,
Meanwhile, noticing the fact that
then combining with inequality (3.33), we can deduce that 
In this section, we focus on the well-posedness of the following hyperbolic system
with the initial conditions
where the density ρ ∈ R and bulk velocity u ∈ R N are given satisfying the relation ∂ t ρ + div(ρu) = 0, andḋ is the first order material derivative of the vector field d, the Lagrangian multiplier Γ(ρ, u, d,ḋ) is of the form (1.10), and the initial data satisfy the compatibility
Before getting the well-posedness of the system (4.1)-(4.2), we should give the following lemma which is concerned with the relation between the Lagrangian multiplier Γ and the geometric constraint |d| = 1 and play an important role in our analysis. 
. If the constraint |d| = 1 is required, then the Lagrangian multiplier Γ is
Conversely, if Γ is of the form (4.3) and the initial data d in andd in are such thatd in ·d in = 0, |d in | = 1, then |d| = 1 holds for all t ∈ [0, T ].
Proof. We can proof this lemma similar as Lemma 4.1 of the reference [20] . Here we omit the detail of the proof for simplicity.
Then we state the well-posedness of the system (4.1)-(4.2) in the following proposition. Here we point out that the proposition will play an important role in constructing the iterating approximate system of the system (1.12)-(1.17). 
Ifd in ∈ H s , ∇d in ∈ H s ρ(·,0) −1/2 , then there exist 0 < T ≤ T 0 and C 2 > 0, depending only on d in ,d in , ρ and u, such that (4.1)-(4.2) admits the unique classical solution d satisfyinġ d ∈ C(0, T ; H s ) and ∇d ∈ C(0, T ; H s ρ −1/2 ). Moreover, the following energy bound holds:
Proof. Proof of the proposition can be divided into three steps. Firstly, we construct an approximate scheme for the system (4.1)-(4.2) by standard mollifier methods. Secondly, we derive a uniform energy bound of the approximate system. Lastly, we take limits in the approximate system by using the arguments of compactness.
Step 1. Construct the approximate scheme. We can define the mollifier operator J ǫ as
where the operator F is the standard Fourier transform and F −1 is the inverse Fourier transform. It is easy to check that the mollifier has the proposition that J 2 ǫ = J ǫ . We then turn to construct the approximate scheme of (4.1)-(4.2) as follows:
Then by the ODE theory, we can have that there exists a maximal time T ǫ > 0, depending only on d in ,d in , ρ, u and T 0 , such that the approximate system (4.4) admits a unique solution
. We remark that T ǫ < T 0 for all ǫ > 0, which is determined by the regularity of ρ and u. Noticing the fact that J 2 ǫ = J ǫ , we have (J ǫ d ǫ , J ǫḋ ǫ ) is also a solution to the system (4.4). Then we can immediately have
by the uniqueness of solution. Thus substituting the relation (4.5) into the system (4.4), we have
(4.6)
Step 2. Uniform energy estimate. With the relation (4.5) in hand, and by using Hölder inequality and Sobolev embedding theory, we want to derive the uniform energy bounds for the system (4.6).
Firstly, we calculate the L 2 -estimate of the approximate system (4.6). Multiplying (4.6) 1 withḋ ǫ and integrating respect with x over R N , we have
We now estimate the terms on the righthand side of (4.7) term by term.
Integrating by parts, we can easily deduce
For the second term I ǫ 2 , by using the fact thatḋ ǫ = ∂ t d ǫ + u · ∇d ǫ and the first equation of (1.12), we can infer that
Recalling the structure of Lagrangian Γ(ρ, u, d ǫ ,ḋ ǫ ), we have
by using Hölder inequality.
For the term I ǫ 4 and I ǫ 5 , it is easy to derive that I
Combining with the above estimates (4.8)-(4.12) infers that
Secondly, we concern with the higher order energy estimate of the approximate system (4.6). Acting the k-order (1 ≤ k ≤ s) derivative operator ∇ k on (4.6) 1 and taking L 2 -inner product by multiplying ∇ kḋǫ , then integrating by parts, we can obtain
(4.14)
We now turn to estimate the termsĨ ǫ j (j = 1, ..., 5) one by one. For the term ofĨ ǫ 1 , we havẽ
by taking advantage of Hölder inequality and Sobolev embedding theory. We then turn to deal with the termĨ ǫ 2 . We can divideĨ ǫ 2 into the following two parts
We now calculateĨ ǫ 21 andĨ ǫ 22 , respectively. By using Hölder inequality, Sobolev embedding theory and the first equation of (1.12), we can derive that
Combining with the estimates (4.16) and (4.17), we obtaiñ
For the estimate of the termĨ ǫ 3 , by the structure of Γ(ρ, u, d ǫ ,ḋ ǫ ), we know that
Taking advantage of Hölder inequality and Sobolev embedding theory infers that
Similar as the above calculation, we havẽ
With the above estimates (4.19)-(4.21) in hand, we have
Then we estimate the last two parts of the right-hand side of (4.14), by using Hölder inequality and Sobolev embedding theory, we can infer that
Consequently, combining with the estimates (4.15), (4.18), (4.22), (4.23) and (4.24), we have the following higher order estimate:
Then the basic energy estimate (4.13) and higher order estimate (4.25) give us
Noticing that |d ǫ | L ∞ in the right-hand side of the H s -energy estimate (4.26) is uncontrolled by now. We now try to control it. Obviously, it holds that
And by using the second equation of system (4.6) and Sobolev embedding theory, we can derive that
The L 2 -norm estimate (4.13) and higher order estimate (4.25) tell us that we can define the free energy functional as 27) and dissipative energy functional as
Then we can easy get
meanwhile, the bound
Then the inequalities (4.26), (4.29) and (4.30) imply that there exists a positive constant C 2 , depending only on λ 1 , λ 2 and d in , such that for all ǫ > 0 the inequality
holds for all t ∈ [0, T ǫ ). Finally, based on the estimate (4.31), we then try to get the uniform bounds of the energy functional E ǫ (t) by using Gronwall arguments. Noticing that
defining the time T * ǫ as
one can immediately derive that T * ǫ > 0 by using the continuity of the energy functional E ǫ (t). Then the inequality (4.31) implies that
where the non-negative function Λ(t) is
Integrating with respect to t (t ≤ T * ǫ ) over (0, t), so we have
for all ǫ > 0. Since F (0) = Êin , and noticing that´t 0 Λ(τ )dτ is continuous in t and is independent of ǫ > 0, then there is a time T < T * ǫ independent of ǫ > 0 such that F (t) ≤ 2 Êin for all t ∈ (0, T ). Namely, for all ǫ > 0 and t ∈ [0, T ], we have E ǫ (t) ≤ 4Ê in . Consequently, we get the following uniform energy bound
for all ǫ > 0 and t ∈ [0, T ].
Step 3. Pass to the limits. Based on the bound (4.30) and (4.32), and taking limit in the approximate system (4.6) as ǫ → 0, we can obtain that there exists a d
satisfies the first equation of the system (4.1) with the initial data (4.2). Then we know that ≥ 0, namely, Theorem 1.1. Firstly, we construct the approximate system of (1.12) by iteration. More precisely, the iterating approximating sequences are constructed as follows:
Before proving the local well-posedness of (1.12)-(1.17), we should obtain the existence conclusion of the approximate system (5.1), which is presented in the following lemma.
Then there is a maximal number T * n+1 > 0 such that the approximate system (5.1) admits a unique solution
, and ∇d n+1 ,ḋ n+1 ∈ C(0, T * n+1 ; H s ). Proof. For the case n + 1, the unknown vectors of the approximate system are ρ n+1 , u n+1 , d n+1 ,ḋ n+1 . The first equation of the approximate system is a linear equation about ρ n+1 , which have a unique solution ρ n+1 ∈ C(0,T n+1 ; H s ) ∩ L 2 (0,T n+1 ; H s+1 ) on the maximal time interval [0,T n+1 ). Substituting the solution ρ n+1 of the first equation of the approximate system into the velocity equation of u n+1 , which then to be a linear Stokes type system, therefore there exists a timeŤ n+1 ≤T n+1 , such that the second equation of the approximate system has a unique solution u n+1 ∈ C(0,Ť n+1 ; H s ) ∩ L 2 (0,Ť n+1 ; H s+1 ). Since ρ n , u n are the known, by Proposition 4.1, we know that the orientation equation of d n+1 admits the unique solution d n+1 satisfying ∇d n+1 ,ḋ n+1 ∈ C(0,T n+1 ; H s ) on the maximal time interval [0,T n+1 ). Denote the T * n+1 = min{Ť n+1 ,T n+1 } > 0, then we complete the proof of Lemma 5.1. Remark 5.1. We remark that T * n+1 ≤ T * n . Secondly, we should get the uniform energy bound of the iterating approximate system (5.1) and the uniform positive lower bound T of the time sequence {T * n+1 } in the Lemma 5.1. Then by using the standard compactness arguments and Lemma 4.1, we can take limit for the system (5.1) as n → +∞. To do that, we can get the local well-posedness of the initial system (1.12)-(1.17), and the time interval of the solution existence is [0, T ] . Before stating the lemma about the uniform energy bound of the system (5.1), we define the energy functionals as follows:
. Next, we are concerned with the following lemma which will give us an uniform existence time for the iterating solutions (̺ n , u n , d n ,ḋ n ). The lemma is articulated as Lemma 5.2. Assume that (̺ n+1 , u n+1 , d n+1 ,ḋ n+1 ) is the solution to the iterating approximate system (5.1), for any fixed positive constant M , we define
where T * n+1 > 0 is the existence time of the iterating approximating system (5.1). Then for any fixed M > E in , there is a constant time T > 0 depending only on Leslie coefficients, M and E in , such that
Proof. It is obvious that T n+1 > 0 by the continuity of the energy functional E n+1 (t). We now consider the time sequence {T n }, and prove that it admits a uniform positive lower bound. If the sequence {T n } is increasing, the conclusion immediately holds. Otherwise, if the time sequence is not increasing, we can choose a strictly increasing sequence {n q } Λ q=1 as follows: n q+1 = min{n; n > n q , T n < T nq } and n 1 = 1 .
The number Λ is finite or infinite. If Λ < ∞, the conclusion holds. Hence we only need to consider the case Λ = ∞. The definition of n q infers that the time sequence {T nq } is strictly decreasing, whose uniform lower bound is the same as the time sequence {T n }, obviously. So the goal of us is to prove lim q→∞ T nq > 0 .
We now first to estimate the basic energy eatimate of the iterating approximating system (5.1). In order to get the L 2 -estimate of the approximating system, multiplying the three equations of system (5.1) by γp(ρ n+1 ) (γ−1)ρ n+1 , ρ n u n+1 and ρ nḋn+1 , respectively, then similar calculation as the basic energy law in section 2 gives us
n .
We then turn to deal with the higher order estimate of the approximation system (5.1). For 1 ≤ k ≤ s, acting ∇ k on the three equations of the system (5.1), multiplying them by
and ρ n ∇ kḋn+1 , respectively, then integrating the resulting equalities over R n with respect to x and adding up them together, one has
3)
Consequently, summing up with 1 ≤ k ≤ s in (5.3) and combining the result inequality with the L 2 -estimate (5.2) implies that
holds for all t ∈ [0, T * n+1 ). Recalling the definition of the sequence {n q }, we have that T N > T nq holds for any integer N < n q . Taking n = n q − 1 in the inequality (5.6), then by the definition of T n we have
holds for all the time t ∈ [0, T nq ] and k ≤ n q . Meanwhile, by the notation of Q(u) we have that there exists a sufficiently large positive number Λ and a constant C such that
for all t ∈ [0, T nq ] and k ≤ n q . Then based on the inequality (5.6) and the estimates ofH,Ĩ andJ , we have
Here
Integrating the inequality (5.7) with respect to t over (0, t), and noticing the fact that for any t ∈ (0, t nq )
hold by using Cauchy inequality and Hölder inequality. Then we can infer that
Obviously, H(t) is a strictly increasing and continuous function with respect to t, and H(0) = E in ≤ M , then there exists a timet > 0, depending only on M , initial energy E in and Leslie coefficients such that
holds for any t ∈ [0,t] and p ∈ N + . So we deduce that T nq ≥t > 0 by the definition of T n , hence T = lim q→∞ T nq ≥t > 0. Consequently, we finish the proof of the Lemma 5.2.
Proof of theorem 1.1: Local well-posedness. Lemma 5.2 implies that for any fixed M > E in there is a T > 0 such that for all integer n ≥ 0 and t
Then by compactness arguments and Lemma 4.1, we obtain that the system (1.12) with the initial data (1.17) admits a unique solution
Therefore the proof of the theorem 1.1 is finished.
Global classical solution
The goal of this section is to prove existence of global classical solution (ρ, u, d) near the equilibrium (1, 0, d 0 ) for the system (1.12) in an additional coefficients constraint λ 1 < 0. Namely, we prove the global solution to (1.19) with small initial data. Before we proceed, what should be mentioned is that the main difficult in proving the well-posedness of system (1.19) near the equilibrium is lacking some dissipation by the observation of the H s -estimate (3.8). So we need to find a new energy estimate which can give us enough dissipated terms. For any constants η 1 , η 2 > 0, we present the energy functionals as follows:
With the above energy functionals in hands, we then articulate the following lemma, which plays an key role in proving the global well-posedness of the system (1.19).
Lemma 6.1. There exists a small constant η 0 > 0, depending only on Leslie coefficients, such that if (1 + ̺, u, d) is the local solution constructed in Theorem 1.1, then for all 0 < η 1 , η 2 ≤ η 0
where the positive constant C depends only on the Leslie coefficients.
Proof. This proof can be divided into four parts. Firstly, we get the L 2 -estimate of (1.19), which is different with the basic energy law in section 2. Secondly, the higher order estimate can be obtained by using the similar way as the a priori estimate in Section 3. Thirdly, we can get some dissipation of the density ̺ by multiplying ∇ k (1.19) 2 with ∇ k+1 ρ (0 ≤ k ≤ s − 1). Lastly, multiplying the k-order derivative of the third equation of (1.19) with ∇d (1 ≤ k ≤ s) gives us more dissipation about ∇d.
Step 1. Basic energy estimate. For the estimate of the L 2 -estimate of the system (1.19), multiplying the three equations of (1.19) with p ′ (1+̺) 1+̺ ̺, (1 + ̺)u and (1 + ̺)ḋ, respectively, then adding the result identities together and taking L 2 -inner product with respect to x over R N , we have
We now deal with the above identity. Direct calculation enables us to get
where we take use of Hölder inequality and the interpolation inequality:
for any f ∈ H 1 (R N ) (N = 2, 3). For the term on the right-hand side of (6.1), by using the first equation of (1.19), we can easily get
The other terms in (6.1) can be dealt with by using the same calculation of the basic energy law in Section 2. Hence we have
Step 2. Higher order estimate for ̺, u andḋ. For the higher order estimate, we can use the same method as the a priori estimate in Section 3, the different is that here 1 + ̺ has the uniform bounds since (ρ, u, d) is near the equilibrium state (1, 0, d 0 ). Hence similar calculation as the a priori estimate in Section 3 tells we that 
Step 3. The estimate for dissipation of density. We should get some dissipation of ̺. Since p ′ (1 + ̺) > 0, then we can use the term
1+̺ ∇̺ to get the dissipation. To do it, for all 1 ≤ k ≤ s − 1, taking ∇ k on the second equation of (1.19), multiplying ∇ k+1 ̺ by integration by parts, we obtain
For the first term on the left-hand side of (6.5), by using the first equation of (1.19), it is easy to get
Straightforward calculation tells us that
Then by using Hölder inequality and Sobolev embedding theory, we have the estimates of R i (i = 1, ..., 5) in the following.
For the estimate of R 1 and R 2 , and note that 1 ≤ k ≤ s − 1, we can get
by utilizing Hölder inequality, Sobolev embedding theory and Moser-type inequality.
As to the estimate of R 3 , we need only to estimate
And another term in R 3 can be controlled by the same way, then we have
For the estimate of the term R 4 , since the two parts of it have the same structure, we need only to estimate
Then we can infer that
We now estimate the last term R 5 . By using the Lemma 3.3, one has
So if we want get the bound of R 5 , we should get the bounds of |∇ k divσ| L 2 and |divσ| L ∞ . In order to get the bounds of |∇ k divσ| L 2 and |divσ| L ∞ , we just need to estimate the following two terms:
The other terms can be controlled by the same way, then we have
Combining with the above two bounds and (6.13), we obtain
For the case k = 0, it is easy to derive that
Noticing that the first term on the right-hand side of (6.17) can be rewritten as
Step 4. The estimate for the dissipation of d. Taking ∇ k (1 ≤ k ≤ s) on the orientation equation of the system (1.19), and multiplying ∇ k d by integrating by parts, then taking advantage of the following identities
meanwhile, noticing that
we then have
We now estimate (6.19) term by term. The termR 1 can be easily controlled as By using the Lemma 3.3 and Sobolev embedding theory, one can deduce that
We then turn to estimate the termR 5 , note that
The termR 6 can be estimate by using the Moser-type inequality (3.6) and Sobolev embedding theory as follows:
(6.24)
As to the termR 7 , Hölder inequality and Sobolev embedding theory implies the following two bounds: We then estimate the last termR 8 on the right-hand side of (6.19) . Based on the representation of the Lagrangian multiplier Γ,R 8 can be divided into three parts as follows: We now estimate the three terms in the right-hand side of the above identity. For the term R 1 8 , we havẽ
The termR 2 8 can be divided into two parts as follows:
The first part ofR 2 8 can be controlled as follows:
, where we utilize Hölder inequality, Sobolev embedding and the following estimate For the estimate ofR 3 8 , we know that
Then by the following two estimates With the estimate (6.31) and the definition E η (t) and D η (t) in hand, we then derive that
where the constant C depends only on the Leslie coefficients. So we complete the proof of Lemma 6.1.
