This paper introduces a framework for simulating finite dimensional representations of (jump) diffusion sample paths over finite intervals, without discretisation error (exactly), in such a way that the sample path can be restored at any finite collection of time points. Within this framework we extend existing exact algorithms and introduce novel adaptive approaches. We consider an application of the methodology developed within this paper which allows the simulation of upper and lower bounding processes which almost surely constrain (jump) diffusion sample paths to any specified tolerance. We demonstrate the efficacy of our approach by showing that with finite computation it is possible to determine whether or not sample paths cross various irregular barriers, simulate to any specified tolerance the first hitting time of the irregular barrier and simulate killed diffusion sample paths.
Introduction
Diffusions and jump diffusions are widely used across a number of application areas. An extensive literature exists in economics and finance, spanning from the seminal Black-Scholes model [10, 25, 26 ] to the present [16, 4] . Other applications can be easily found within the physical [29] and life sciences [18, 19] to name but a few. A jump diffusion V : R → R is a Markov process. In this paper we consider jump diffusions defined as the solution to a stochastic differential equation (SDE) of the form (denoting V t− := lim s↑t V s ), dV t = β(V t-) dt + σ(V t-) dW t + dJ λ,µ t V 0 = v ∈ R, t ∈ [0, T ], (1) where β : R→R and σ : R→R + denote the (instantaneous) drift and diffusion coefficients respectively, W t is a standard Brownian Motion and J λ,µ t denotes a compound Poisson process. J λ,µ t is parameterised with (finite) jump intensity λ : R→R + and jump size coefficient µ : R→R with jumps distributed with density f µ . All coefficients are themselves (typically) dependent on V t . Regularity conditions are assumed to hold to ensure the existence of a unique non-explosive weak solution (see for instance [28, 30] ). A discussion of conditions sufficient to allow the application of the methodology presented within this paper are given in Section 2.
Motivated by the wide range of possible applications we are typically interested (directly or indirectly) in the 
Unfortunately, as diffusion sample paths are infinite dimensional random variables it isn't possible to draw an entire sample path from T v -at best we can hope to simulate some finite dimensional subset of the sample path, denoted V f . Careful consideration has to be taken as to how to simulate V f as any numerical approximation impacts the unbiasedness and convergence of the resulting Monte Carlo estimator (2, 3) . Equally, consideration has to be given to the form of the test function h, to ensure it's possible to evaluate it given V f .
To illustrate this point we consider some possible applications. In Figures 1.1(a), 1.1(b) and 1.1(c) we are interested in whether a simulated sample path V ∼ T v , crosses some barrier (i.e. for some set A we have h := 1(V ∈ A)).
Note that in all three cases in order to evaluate h we would require some characterisation of the entire sample path (or some further approximation) and even for diffusions with constant coefficients and simple barriers this is difficult. For instance, as illustrated in Figure 1 .1(c), even in the case where T v is known (for instance when T v is Wiener measure) and the barrier is known in advance and has a simplistic form, there may still not exist any exact approach to evaluate barrier crossing. Diffusion sample paths can be simulated approximately at a finite collection of time points by discretisation [21, 24, 30] , noting that as Brownian motion has a Gaussian transition density then over short intervals the transition density of (1) can be approximated by one with fixed coefficients (by a continuity argument). This can be achieved by breaking the interval the sample path is to be simulated over into a fine mesh (for instance, of size ∆t), then iteratively (at each mesh point) fixing the coefficients and simulating the sample path to the next mesh point. For instance, in an Euler discretisation [21] of (1), the sample path is propagated between mesh points as follows, V t+∆t = V t + β (V t ) ∆t + σ (V t ) ξ w.p. exp {−λ(V t )∆t} , where ξ ∼ N(0, ∆t), V t + β (V t ) ∆t + σ (V t ) ξ + µ w.p. 1 − exp {−λ(V t )∆t} , where ξ ∼ N(0, ∆t) and µ ∼ f µ (V t ).
It is hoped the simulated sample path (generated approximately at a finite collection of mesh points) can be used as a proxy for an entire sample path drawn exactly from T v . More complex discretisation schemes exist (for instance, by exploiting Itô's lemma to make higher order approximations or by local linearisation of the coefficients [24, 30] ), but all suffer from common problems. In particular, minimising the approximation error (by increasing the mesh density) comes at the expense of increased computational cost, and further approximation or interpolation is needed to obtain the sample path at non-mesh points (which can be non-trivial). As illustrated in Figure 1 .2, even when our test function h only requires the simulation of sample paths at a single time point, discretisation introduces approximation error resulting in the loss of unbiasedness of our Monte Carlo estimator (2) . If T v has a highly non-linear drift or includes a compound jump process or h requires simulation of sample paths at a collection of time points then this problem is exacerbated. In the case of the examples in Figure 1 .1, mesh based discretisation schemes don't sufficiently characterise simulated sample paths for the evaluation of h. Recently, a new class of Exact Algorithms for simulating sample paths at finite collections of time points without approximation error have been developed for both diffusions [9, 5, 6, 14] and jump diffusions [13, 17, 20] . These algorithms are based on rejection sampling, noting that sample paths can be drawn from the (target) measure T v by instead drawing sample paths from an equivalent proposal measure P v , and accepting or rejecting them with probability proportional to the Radon-Nikodým derivative of T v with respect to P v . However, as with discretisation schemes, given a simulated sample path at a finite collection of time points subsequent simulation of the sample path at any other intermediate point may require approximation or interpolation and may not be exact. Furthermore, we are again unable to evaluate test functions of the type illustrated in Figure 1 .1.
In this paper we introduce a novel mathematical framework for constructing exact algorithms which address this problem. In particular, instead of exactly simulating sample paths at finite collections of time points, we focus on the extended notion of simulating skeletons which in addition characterise the entire sample path.
Definition 1 (Skeleton).
A skeleton (S) is a finite dimensional representation of a diffusion sample path (V ∼ T v ), that can be simulated without any approximation error by means of a proposal sample path drawn from an equivalent proposal measure (P v ) and accepted with probability proportional to dT v dP v , which is sufficient to restore the sample path at any finite collection of time points exactly with finite computation where V|S ∼ P v |S. A skeleton typically comprises information regarding the sample path at a finite collection of time points and path space information which ensures the sample path is almost surely constrained to some compact interval.
Methodology for simulating skeletons (the size and structure of which is dependent on exogenous randomness) is driven by both computational and mathematical considerations (i.e. we need to ensure the required computation is finite and the skeleton is exact). Central to both notions is that the path space of the proposal measure P v can be partitioned (into a set of layers), and that the layer to which any sample path belongs to can be simulated.
Definition 2 (Layer). A layer R(V)
, is is a function of a diffusion sample path V ∼ P v which determines the compact interval to which any particular sample path V(ω) is constrained.
We show that a valid exact algorithm can be constructed if it is possible to partition the proposal path space into layers, simulate unbiasedly to which layer a proposal sample path belongs and then, conditional on that layer, simulate a skeleton. Our exact algorithm framework for simulating skeletons is based on three principles for choosing a proposal measure and simulating a path space layer, Principle 1 (Layer Construction). The path space of the process of interest, can be partitioned and the layer to which a proposal sample path belongs can be unbiasedly simulated, R(V) ∼ R := P v • R −1 . Together Principles 1 and 2 ensure it is possible to simulate a skeleton. However, in addition we want to characterise the entire sample path and so we construct exact algorithms with the following additional principle.
Principle 2 (Proposal Exactness
)
Principle 3 (Path Restoration). Any finite collection of intermediate (inference) points, conditional on the skeleton,
can be simulated exactly, V t 1 , . . . , V t n ∼ P v |S.
In developing a methodological framework for simulating exact skeletons of diffusion sample paths we make several additional contributions. We make a number of methodological improvements to existing exact algorithms with potential for substantial computational benefit and extension of the applicability of existing algorithms. In addition, we introduce a novel class of Adaptive Exact Algorithms (AEA) for both diffusions and jump diffusions, underpinned by new results for simulating Brownian path space probabilities (which are of separate interest) and layered Brownian motion (Brownian motion conditioned to remain in a layer).
Furthermore, by application of the results developed in this paper we significantly extend -Strong Simulation methodology [8] (which allows the simulation of upper and lower bounding processes which almost surely constrain stochastic process sample paths to any specified tolerance), from Brownian motion sample paths to a general class of jump diffusions, and introduce novel results to ensure the methodology in [8] can be implemented exactly.
Finally, we highlight a number of possible applications of the methodology developed in this paper by returning to the examples introduced in Figure 1 .1. We demonstrate that it is possible not only to simulate skeletons exactly from the correct target measure but also to evaluate exactly whether or not non-trivial barriers have been crossed and so construct Monte Carlo estimators for computing barrier crossing probabilities. It should be noted that there are a wide range of other possible direct applications of the methodology in this paper, for instance, the evaluation of path space integrals and barrier hitting times to arbitrary precision, among many others.
In summary, the main contributions of this paper are as follows:
-A mathematical framework for constructing exact algorithms, along with a new class of adaptive exact algorithms, which allow both diffusion and jump diffusion sample path skeletons to be simulated without discretisation error (see Sections 3 and 4).
-Methodology for the -strong simulation of diffusion and jump diffusion sample paths, along with a novel exact algorithm based on this construction (see Sections 7 and 8).
-New methodology for constructing Monte Carlo estimators to compute irregular barrier crossing probabilities, simulating first hitting times to any specified tolerance and simulating killed diffusion sample path skeletons (see Section 9) . This work is reliant on the methodological extensions of Sections 3-8 and presented along with examples based on the illustrations in Figure 1 .1.
We also make a number of other contributions which are necessary for the implementation of our methodology. In particular, we extend existing exact algorithms to satisfy Principle 3 (see Sections 3, 4 and 6); we detail how to simulate unbiasedly events of probability corresponding to various Brownian path space probabilities (see Section 5); and, we make significant extensions to existing -strong methodology enabling the initialisation of the algorithms and ensuring exactness (see Sections 7 and 8) .
This paper is organised as follows: In Section 2 we detail conditions sufficient to establish results necessary for applying the methodology in this paper. In Sections 3 and 4 we outline our exact algorithm framework for diffusions and jump diffusions respectively, including the AEAs . We extend existing layered Brownian bridge constructions in Section 6, introducing novel constructions for the adaptive exact algorithms in Section 7 (both of which rely on novel Brownian path space simulation results which are summarised in Section 5). In Section 8 we apply our methodology to the -strong simulation of (jump) diffusions and finally in Section 9 we revisit the examples outlined Figure 1 .1 to which we apply our methodology.
Preliminaries & Conditions
In order to apply the methodology in this paper we require conditions in order to establish Results 1-4 which we introduce below. To present our work in full generality we assume Conditions 1-5 hold (see below) along with some indication of why each is required. However, these conditions can be difficult to check and so in Section 2.1 we discuss verifiable sufficient conditions under which Results 1-4 hold.
Condition 1 (Solutions).
The coefficients of (1) are sufficiently regular to ensure the existence of a unique, nonexplosive, weak solution.
Condition 2 (Continuity). The drift coefficient β ∈ C 1 . The volatility coefficient σ ∈ C 2 and is strictly positive.
Condition 3 (Growth Bound). We have that
Condition 4 (Jump Rate). λ is non-negative and locally bounded.
Conditions 2 and 3 are sufficient to allow us to transform our SDE in (1) into one with unit volatility (letting ψ 1 , . . . , ψ N T denote the jump times in the interval [0, T ], ψ 0 := 0 and ψ N T +1 − := ψ N T +1 := T ),
Result 1 (Lamperti Transform [24, 30] ). Let η(V t ) =: X t be a transformed process, where η(V t ) := V t v * 1/σ(u) du (where v * is an arbitrary element in the state space of V). Denoting by N t := i≥1 1{ψ i ≤ t} a Poisson jump counting process (with respect to F N t ) and applying Itô's formula for jump diffusions to find dX t we have,
This transformation is typically possible for univariate diffusions and for many multivariate diffusions [1] . A significant class of multivariate diffusions can be simulated by direct application of our methodology, and ongoing work is aimed at extending these methodologies more broadly to multivariate diffusions (see [34] ).
In the remainder of this paper we assume (without loss of generality) that we are dealing with transformed SDEs with unit volatility coefficient as in (5) . As such we introduce the following simplifying notation. In particular, we denote by Q x the measure induced by (5), by W x the measure induced by the driftless version of (5),
x is Wiener measure. Furthermore, we impose the following final condition,
It is necessary for this paper to establish that the Radon-Nikodým derivative of Q x with respect to W x exists (Result 2) and can be bounded on compact sets (Results 3 and 4) under Conditions 1-5.
Result 2 (Radon-Nikodým derivative [28, 30] ). Under Conditions 1-4, the Radon-Nikodým derivative of Q x with respect to W x exists and is given by Girsanov's formula.
As a consequence of Condition 2, we have A ∈ C 2 and so we can apply Itô's formula for jump diffusions to remove the stochastic integral,
In the particular case where we have a diffusion (λ = 0) then,
Result 3 (Quadratic Growth). As a consequence of Condition 3 we have that A has a quadratic growth bound and so there exists some T 0 < ∞ such that ∀T ≤ T 0 :
Throughout this paper we rely on the fact that upon simulating a path space layer (see Definition 2) then ∀s ∈ [0, T ] φ(X s ) is bounded, however this follows directly from the following result,
Result 4 (Local Boundedness). By Condition 2, α and α are bounded on compact sets. In particular, suppose
Verifiable Sufficient Conditions
As discussed in [28, Thm. 1.19] , to ensure Condition 1 it is sufficient to assume that the coefficients of (1) satisfy the following linear growth and Lipschitz continuity conditions for some constants C 1 , C 2 < ∞ (recalling that f µ is density of the jump sizes),
(10) and (11) together with Condition 2 are sufficient for the purposes of implementing the methodology in this paper (in particular, Conditions 1, 3, 4 and 5 will hold in this situation) but are not necessary. Although easy to verify, (10) and (11) are somewhat stronger than necessary for our purposes and so we impose Condition 1 instead.
It is of interest to note that if we have a diffusion (i.e. in (1) we have λ = 0), then by application of the Mean Value Theorem Condition 2 ensures β and σ are locally Lipschitz and so (1) admits a unique weak solution [27] and so Condition 1 holds. In particular, the methodology in this paper will hold under Conditions 2, 3 and 5.
Exact Algorithms for Diffusions
In this section we outline how to simulate skeletons for diffusion sample paths (we will return to jump diffusions in Section 4) which can be represented (under the conditions in Section 2 and following the transformation in (5)), as the solution to SDEs with unit volatility,
As discussed in Section 1, exact algorithms are a class of rejection samplers operating on diffusion path space.
In this section we begin by reviewing rejection sampling and outline an (idealised) rejection sampler originally proposed in [9] for simulating entire diffusion sample paths. However, for computational reasons this idealised rejection sampler can't be implemented so instead, with the aid of new results and algorithmic step reordering, we address this issue and construct a rejection sampler for simulating sample path skeletons which only requires finite computation. A number of existing exact algorithms exist based on this approach [9, 5, 6] , however, in this paper we present two novel algorithmic interpretations of this rejection sampler. In Section 3.1 we present the Unbounded Exact Algorithm (UEA) which is a methodological extension of existing exact algorithms [6] . Finally, in Section 3.2 we introduce the novel Adaptive Unbounded Exact Algorithm (AUEA) .
Rejection sampling [33] is a standard Monte Carlo method in which we can sample from some (inaccessible) target distribution π by means of an accessible dominating distribution g with respect to which π is absolutely continuous with bounded Radon-Nikodým derivative . In particular, if we can find a bound M such that sup x dπ dg ≤ M < ∞, then drawing X ∼ g and accepting the draw (I = 1) with probability P g (X) :
Similarly, we can simulate sample paths from our target measure (the measure induced by (12) and denoted Q x ) by means of a proposal measure which we can simulate proposal sample paths from. A natural equivalent measure to choose as a proposal is Wiener measure W x as (12) has unit volatility. In particular, drawing X ∼ W x and accepting the sample path (I = 1) with probability P W x (X) :
However, the function A(X T ) in (8) only has a quadratic growth bound (see Result 3), so typically no appropriate bound (M < ∞) exists.
To remove the unbounded function A(X T ) from the acceptance probability one can use Biased Brownian motion (BBM) [9] as the proposal measure and consider the resulting modification to the acceptance probability. x, y ∈ R, t ∈ [0, T ] and h is defined as (by Result 3 we have ∀T ≤ T 0 , h(y; x, T ) is integrable), 
Sample paths can be drawn from Z x in two steps by first simulating the end point X T := y ∼ h (although h doesn't have a tractable form, a rejection sampler with Gaussian proposal can typically be constructed) and then simulating the remainder of the sample path in (0, T ) from the law of a Brownian bridge, (X|X 0 = x, X T = y) ∼ W x,y T .
We can now construct an (idealised) rejection sampler to draw sample paths from Q x as outlined in Algorithm 3.1, noting that as inf u∈[0,T ] φ(X u ) ≥ Φ (see Condition 5) we can choose M := exp{−ΦT } to ensure P Z x (X) ∈ [0, 1].
φ(X s ) ds · exp{ΦT } accept, else reject and return to Step 1 Unfortunately, Algorithm 3.1 can't be directly implemented as it isn't possible to draw entire sample paths from W x,y T in Step 1b (they're infinite dimensional random variables) and it isn't possible to evaluate the integral expression in the acceptance probability in Step 2.
The key to constructing an implementable algorithm (which requires only finite computation), is to note that by first simulating some finite dimensional auxiliary random variable F ∼ F (the details of which are in Sections 3.1 and 3.2), an unbiased estimator of the acceptance probability can be constructed which can be evaluated using only a finite dimensional subset of the proposal sample path. More formally we have P Z x (X) = E F P Z x |F (X) .
As such, we can use the simulation of F to inform us as to what finite dimensional subset of the proposal sample path to simulate (X f ∼ W x,y T |F) in Step 1b in order to evaluate the acceptance probability. The rest of the sample path can be simulated as required after the acceptance of the sample path from the proposal measure conditional on the simulations performed, X c ∼ W
The synthesis of this argument is presented in Algorithm 3.2.
Algorithm 3.2 Implementable Exact Algorithm [9, 5] 1. Simulate
4. With probability P Z x |F (X) accept, else reject and return to Step 1
In conclusion, although it isn't possible to simulate entire sample paths from Q x , it is possible to simulate exactly a finite dimensional subset of the sample path, characterised by its skeleton S(X) := {X 0 , X f , X T , F}. Careful consideration has to be taken to construct F which existing exact algorithms [9, 5, 6] achieve by applying Principles 1 and 2. However, no existing exact algorithm addresses how to construct F under the conditions in Section 2 to additionally perform Algorithm 3. 2 Step 5. We address this in Sections 3.1 and 3.2.
In the next two sections we present two distinct, novel interpretations of Algorithm 3.2. In Section 3.1 we present the UEA which is a methodological extension of existing exact algorithms and direct interpretation of Algorithm 3.2. In Section 3.2 we introduce the AUEA which takes a recursive approach to Algorithm 3.2 Steps 2, 3 and 4.
Bounded & Unbounded Exact Algorithms
In this section we present the Unbounded Exact Algorithm (UEA) along with the Bounded Exact Algorithm (BEA) (which can viewed as a special case of the UEA ) by revisiting Algorithm 3.2 and considering how to construct a suitable finite dimensional random variable F ∼ F.
As first noted in [5] , it is possible to construct and simulate the random variable F required in Algorithm 3.2, provided φ(X [0,T ] ) can be bounded above and below. It was further noted in [6] that F could be constructed and simulated provided it were possible to simulate a Brownian bridge proposal sample path in conjunction with information as to an interval in which it was contained, and that conditional on this interval, φ(X [0,T ] ) was bounded above and below. Finding a suitable set of information that establishes an interval in which φ(X [0,T ] ) is contained (by means of finding and mapping an interval in which the sample path X [0,T ] is contained), is the primary motivation behind the notion of a sample path layer (see Definition 2) . In this paper we discuss more than one layer construction (see Sections 6 and 7), both of which complicate the key ideas behind the UEA and so are only discussed in abstract terms at this stage.
Further to [6] , we note that φ(X [0,T ] ) is bounded on compact sets (see Result 4) and so if, after simulating the end point from Biased Brownian motion (BBM) , we partition the path space of Z x |X T into disjoint layers and simulate the layer to which our proposal sample path belongs (see Principle 1, denoting R := R(X) ∼ R as the simulated layer the precise details of which are given in Section 6), then an upper and lower bound for φ(
can always be found conditional on this layer (U X ∈ R and L X ∈ R respectively). As such we have,
Proceeding in a similar manner to [7] to construct our finite dimensional estimator we consider a Taylor series expansion of the exponential function in (15),
again employing methods found in [7] , we note that if we let K R be the law of
Simulating a finite dimensional proposal as suggested by (18) and incorporating it within Algorithm 3.2 results directly in the UEA presented in Algorithm 3.3. A number of alternate methods for simulating unbiasedly layer information (
Step 2), layered Brownian bridges (Step 4), and the sample path at further times after acceptance (Step 6), are given in Section 6.
The UEA can be viewed as a nested rejection sampler in which the acceptance probability is broken into a computational inexpensive step (Step 3), and a computationally expensive step (Step 5) which to evaluate requires partial simulation of the proposal sample path (Step 4). Unlike existing exact algorithms [6] , the UEA conducts early rejection to avoid any further unnecessary simulation of the rejected sample path.
The skeleton of an accepted sample path includes any information simulated for the purpose of evaluating the acceptance probability (any subsequent simulation must be consistent with the skeleton). As such, the skeleton is composed of terminal points, skeletal points (X ξ 1 , . . . , X ξ κ ) and layer R (denoting ξ 0 := 0 and ξ κ+1 := T ), 5. With probability
, accept entire path, else reject and return to Step 1
After simulating an accepted sample path skeleton we may want to simulate the sample path at further intermediate points. In the particular case in which φ(X [0,T ] ) is almost surely bounded there is no need to simulate layer information in Algorithm 3.3, the skeleton (20) can be simulated from the law of a Brownian bridge and given the skeleton we can simulate further intermediate points of the sample path from the law of a Brownian bridge (so we satisfy Principle 3). This leads to the Exact Algorithm 1 (EA1) proposed in [5] , which we term the BEA .
A second exact algorithm (EA2) was also proposed in [5] (the details of which we omit from this paper), in which simulating the sample path at further intermediate points after accepting the sample path skeleton was possible by simulating from the law of two independent Bessel bridges. However, EA1 (BEA) and EA2 both have very limited applicability and are the only existing exact algorithms which directly satisfy Principle 3.
Unlike existing exact algorithms [9, 5, 6] , after accepting a sample path skeleton using the UEA it is possible to simulate the sample path at further finite collections of time points without approximation under the full generality of the conditions outlined in Section 2 (so satisfying Principle 3). Algorithm 3.3
Step 6 can't be conducted in existing exact algorithms as the layer imparts information across the entire interval. However, in Section 6 we show that Step 6 is possible (with additional computation), by augmenting the skeleton with sub-interval layer information (denoting R 
The augmented skeleton allows the sample path to be decomposed into conditionally independent paths between each of the skeletal points and so the layer R no longer imparts information across the entire interval [0, T ]. As such simulating the sample path at further times after acceptance as in Algorithm 3.3
Step 6 is direct,
Implementational Considerations -Interval Length
It transpires that the computational cost of simulating a sample path doesn't scale linearly with interval length. However, this problem can be addressed by exploiting the fact that sample paths can be simulated by successive simulation of sample paths of shorter length over the required interval by applying the strong Markov property, noting the Radon-Nikodým derivative in (8) decomposes as follows (for any t ∈ [0, T ]),
Adaptive Unbounded Exact Algorithm
Within this section we outline a novel Adaptive Unbounded Exact Algorithm (AUEA) . To motivate this we revisit Algorithm 3.2 noting that the acceptance probability (15) can be re-written as follows,
Now following Algorithm 3.3, after simulating layer information (
Step 2) and conditionally accepting the proposal sample path in the first (inexpensive) part of the nested rejection sampler (Step 3) the probability of accepting the sample path is,
Reinterpreting the estimator in (18) in light of (25) and with the aid of Figure 3 .1, we are exploiting the fact that P Z x |R (X) is precisely the probability a Poisson process of intensity 1 on the graph
As this is a difficult space in which to simulate a Poisson process (we don't even know the entire trajectory of X), we are instead simulating a Poisson process of intensity 1 on the larger graph
and then conducting Poisson thinning by first computing φ(X) at a finite collection of points (accepting the entire sample path if there are no Poisson points in G A ⊆ G P ). This idea was first presented in [5] and formed the basis of the Bounded Exact Algorithm (BEA) discussed in Section 3.1.
As an aside, it should be noted that conditional acceptance of the proposal sample path with probability e
Step 3 is simply the probability that a Poisson process of intensity 1 has no points on the graph In some settings G P can be much larger than G A and the resulting exact algorithm can be inefficient and computationally expensive. In this section we propose an adaptive scheme which exploits the simulation of intermediate skeletal points of the proposal sample path in Algorithm 3. 3 Step 4. In particular, note that each simulated skeletal point implicitly provides information regarding the layer the sample path is contained within in both the sub-interval before and after it. As such, by simulating each point separately we can use this information to construct a modified proposal G M P such that G A ⊆ G M P ⊆ G P , composed of a Poisson process with piecewise constant intensity, for the simulation of the remaining points.
In Algorithm 3. 3 Step 4a we simulate a Poisson process of intensity ∆ X T := (U X − L X )T on the interval [0, T ] to determine the skeletal points (ξ 1 , . . . , ξ κ ). Alternatively we can exploit the exponential waiting time property between successive events [23] . In particular, denoting T 1 , . . . , T κ as the time between each event ξ 1 , . . . , ξ κ , then the timing of the events can be simulated by successive Exp(∆ X ) waiting times while i T i ≤ T .
The independence of events of a Poisson process allows us to simulate them in any convenient order. In our case it is likely the sample path at points closer to the mid-point of the interval will contain more information about the layer structure of the entire sample path. As such, there is an advantage in simulating these points first. If we begin at the interval mid-point (T/2), we can find the skeletal point closest to it by simulating an Exp(2∆ X ) random variable, τ (we are simulating the first point at either side of the mid-point). As such, the simulated point (denoted ξ) will be with equal probability at either T/2 − τ or T/2 + τ. Considering this in the context of (25), upon simulating ξ we have simply broken the acceptance probability into the product of three probabilities associated with three disjoint sub-intervals, the realisation of the sample path at X ξ providing a binary unbiased estimate of the probability corresponding to the central sub-interval (where the expectation is with respect to u ∼ U[0, 1]),
If the central sub-interval is rejected the entire sample path can be discarded. However, if it is accepted then the acceptance of the entire sample path is conditional on the acceptance of both the left and right hand sub-intervals in (26) , each of which has the same structural form as we originally had in (25) . As such, for each we can simply iterate the above process until we have exhausted the entire interval [0, T ].
As outlined above our approach is an algorithmic reinterpretation, but otherwise identical, to Algorithm 3.3. However, we now have the flexibility to exploit the simulated skeletal point X ξ , to simulate new layer information for the remaining sub-intervals conditional on the existing layer R X (which we detail in Section 7). In particular, considering the left hand sub-interval in (26), we can find new layer information (denoted R
X ) which will contain tighter bound information regarding the sample path
≤ υ X ) and so (as a consequence of Result 4) can be used to compute tighter bounds for φ(
The left hand hand exponential in (27) is a constant and it is trivial to immediately reject the entire path with the complement of this probability. The right hand exponential of (27) has the same form as (25) and so the same approach as outlined above can be employed, but over the shorter interval [0, T/2 − τ] and with the lower rate ∆
As a consequence, the expected number of intermediary points required in order to evaluate the acceptance probability in (25) is lower than the Unbounded Exact Algorithm (UEA) in Algorithm 3.3.
This leads to the novel AUEA detailed in Algorithm 3.4, the recursive nature of the algorithm being illustrated in Figure 3 .2 which is an extension to the example in Figure 3 .1. We outline how to simulate (unbiasedly) layer information (Step 2), intermediate skeletal points ( Step 4(b)ii) and new layer information (Step 4(b)iv) in a variety of ways in Section 7. Our iterative scheme outputs a skeleton comprising skeletal points and layer information for the intervals between consecutive skeletal points. The AUEA with this skeleton has the distinct advantage that Principles 1, 2 and 3 are satisfied directly. In particular, any finite collection of intermediate points required after the skeleton has been simulated can be simulated directly (by application of Algorithm 3. 4 Step 4(b)ii and Step 4(b)iv), without any augmentation of the skeleton (as in Algorithm 3.3). If necessary, further refinement of the layers given the additionally simulated points can be performed as outlined in Section 7.
In Algorithm 3.4 we introduce simplifying notation, motivated by its recursive nature in which (as shown in (26)) the acceptance probability is iteratively decomposed into intervals which have been estimated and are yet to be estimated. Π denotes the set comprising information required to evaluate the acceptance probability for each of the intervals still to be estimated, Π :
. Each Π i contains information regarding the time interval it applies to, the sample path at known points at either side of this interval and the associated simulated layer information, which we denote
). This distinction is necessary as known points of the sample path at either end of a given sub-interval do not necessarily align with the end points of the sub-intervals corresponding to the remaining probabilities requiring simulation. As before, R
Π(i)
X can be used to directly compute bounds for φ for this specific sample path over the interval s
Implementational Considerations -Known Intermediate Points
It should be noted that if a number of intermediate points of a sample path are required and the time points at which they occur are known in advance, then rather than simulating them after the acceptance of the sample path skeleton in Algorithm 3. 4 Step 6, their simulation can be incorporated into Algorithm 3.4. In particular, if these points are simulated immediately after Algorithm 3. 4 Step 3 (this can be performed using Algorithm 7.7), then we have additional layer information regarding the sample path which can be used to compute tighter bounds for φ(X [0,T ] ) leading to a more efficient algorithm (as in Section 3.2). The drawback of this approach is that these additional points of the sample path constitute part of the resulting skeleton. 
Define skeletal points ξ 1 , . . . , ξ κ as the order statistics of the set ξ 1 , . . . , ξ κ
Exact Algorithms for Jump Diffusions
In this section we extend the methodology of Section 3, constructing exact algorithms for simulating skeletons of jump diffusion sample paths which can be represented as the solution to the following SDE,
Denoting by Q x the measure induced by (29), we can draw sample paths from Q
x by instead drawing sample paths from an equivalent proposal measure W x (a natural choice being a driftless version of (29)), and accepting them with probability proportional to the Radon-Nikodým derivative of Q x with respect to W
x . The resulting Radon-Nikodým derivative (7) differs from that for diffusions (8) with the inclusion of an additional term, so the methodology of Section 3 can't be applied. However, (7) can be re-expressed in a product form similar to (23) (with ψ 1 , . . . , ψ N T denoting the jump times in the interval [0, T ], ψ 0 := 0, ψ N T +1 := T and
This form of the Radon-Nikodým derivative is the key to constructing Jump Exact Algorithms (JEA). Recall that in Section 3.1.1, decomposing the Radon-Nikodým derivative for diffusions justified the simulation of sample paths by successive simulation of sample paths of shorter length over the required interval (see (23) ). Similarly, jump diffusion sample paths can be simulated by simulating diffusion sample paths of shorter length between consecutive jumps.
In this section we present three novel JEAs. In contrast with existing algorithms [13, 17, 20] , we note that the Bounded, Unbounded and Adaptive Unbounded Exact Algorithms in Section 3 can all be incorporated (with an appropriate choice of layered Brownian bridge construction) within any of the JEAs we develop. In Section 4.1 we present the Bounded Jump Exact Algorithm (BJEA) , which is a reinterpretation and methodological extension of [13] , addressing the case where there exists an explicit bound for the intensity of the jump process. In Section 4.1 we present the Unbounded Jump Exact Algorithm (UJEA) which is an extension to existing exact algorithms [17, 20] in which the jump intensity is only locally bounded. Finally, in Section 4.3 we introduce an entirely novel Adaptive Unbounded Exact Algorithm (AUJEA) based on the adaptive approach of Section 3.2.
Bounded Jump Intensity Jump Exact Algorithm
The case where the jump diffusion we want to simulate (29) has an explicit jump intensity bound (sup
is of specific interest as the proposal jump times can be simulated in advance. In particular, proposal jump times, Ψ 1 , . . . , Ψ N Λ T can be simulated according to a Poisson process with the homogeneous intensity Λ over the interval [0, T ]. A simple Poisson thinning argument [23] can be used to accept proposal jump times with probability λ(X Ψ i )/Λ. As noted in [13] , this approach allows the construction of a highly efficient algorithmic interpretation of the decomposition in (30) . The interval can be broken into segments corresponding precisely to the intervals between proposal jump times, then iteratively between successive times, an exact algorithm (as outlined in Section 3) can be used to simulate a diffusion sample path skeleton. The terminal point of each skeleton can be used to determine whether the proposal jump time is accepted (and if so a jump simulated).
The Bounded Jump Exact Algorithm (BJEA) we outline in Algorithm 4.1 is a modification of that originally proposed [13] (where we define Ψ 0 := 0 and Ψ N Λ T +1 := T ). In particular, we simulate the proposal jump times iteratively (exploiting the exponential waiting time property of Poisson processes [23] as in Section 3.2), noting that the best proposal distribution may be different for each sub-interval. Furthermore, we note that any of the exact algorithms we introduce in Section 3 can be incorporated in the BJEA (and so the BJEA will satisfy at least Principle 1 and Principle 2). In particular, the BJEA skeleton is a concatenation of exact algorithm skeletons for the intervals between each proposal jump time, so to satisfy Principle 3 and simulate the sample path at further intermediate time points ( Step 2), we either augment the skeleton if the exact algorithm chosen is the Unbounded Exact Algorithm (UEA) (as discussed in Sections 3.1 and 6), or, if the exact algorithm chosen is the Adaptive Unbounded Exact Algorithm (AUEA) then simulate them directly (as discussed in Sections 3.2 and 7),
Algorithm 4.1 Bounded Jump Exact Algorithm (BJEA) [13] 1. Set j = 0. While
Unbounded Jump Intensity Jump Exact Algorithm
Considering the construction of a JEA under the weaker Condition 4 (in which we assume only that the jump intensity in (29) is locally bounded), it is not possible to first simulate the jump times as in Section 4.1. However, (as in Section 3 and as noted in [17, 20] ), it is possible to simulate a layer R(X) ∼ R, and then compute a jump intensity bound (λ ≤ Λ X < ∞) conditional on this layer. As such we can construct a JEA in this case by simply incorporating the jump intensity bound simulation within the layer framework of the Unbounded Exact Algorithm (UEA) and Adaptive Unbounded Exact Algorithm (AUEA) .
The Unbounded Jump Exact Algorithm (UJEA) which we present in Algorithm 4.2 is a JEA construction based on the UEA and extended from [20] . The UJEA is necessarily more complicated than the Bounded Jump Exact Algorithm (BJEA) as simulating a layer in the UEA requires first simulating an end point. Ideally we would like to segment the interval the jump diffusion is to be simulated over into sub-intervals according to the length of time until the next jump (as in BJEA ), however, as we have simulated the end point in order to find a jump intensity bound then this is not possible. Instead we need to simulate a diffusion sample path skeleton over the entire interval (along with all proposal jump times) and then determine the time of the first accepted jump (if any) and simulate it. If a jump is accepted another diffusion sample path has to be proposed from the time of that jump to the end of the interval. This process is then iterated until no further jumps are accepted. The resulting UJEA satisfies Principle 1 and Principle 2, however, as a consequence of the layer construction, the jump diffusion skeleton is composed of the entirety of each proposed diffusion sample path skeleton. In particular, we can't apply the strong Markov property to discard the sample path skeleton after an accepted jump because of the interaction between the layer and the sample path before and after the time of that jump.
The UJEA doesn't satisfy Principle 3 unless the skeleton is augmented (as with the UEA outlined in Sections 3.1 and 6). As this is computationally expensive it is not recommended in practice. Alternatively we could use the AUEA within the UJEA to directly satisfy Principle 3, however it is more efficient in this case to implement the Adaptive Unbounded Exact Algorithm (AUJEA) which will be described in Section 4.3.
Algorithm 4.2 Unbounded Jump Exact Algorithm (UJEA) [20] 1. Set j = 0 and ψ j = 0 (a) Simulate skeleton end point
(d) Simulate skeleton points and diffusion at proposal jump times X ξ
ii. Simulate sample path at times X ξ
(e) With probability 1 −
, reject and return to Step 1a
Adaptive Unbounded Jump Intensity Jump Exact Algorithm
The novel Adaptive Unbounded Exact Algorithm (AUJEA) which we present in Algorithm 4.3 is based on the Adaptive Unbounded Exact Algorithm (AUEA) and a reinterpretation of the Unbounded Jump Exact Algorithm (UJEA) . Considering the UJEA , note that if we simulate diffusion sample path skeletons using the AUEA then, as the AUEA satisfies Principle 3 directly, we can simulate proposal jump times after proposing and accepting a diffusion sample path as opposed to simulating the proposal times in conjunction with the sample path (see Algorithm 4.2
Step 1(d)ii). As such, we only need to simulate the next proposal jump time (as opposed to all of the jump times), which (as argued in Section 3.2), provides further information about the sample path. In particular, the proposal jump time necessarily lies between two existing skeletal times, ξ − ≤ Ψ ≤ ξ + , so the layer information for that interval, R
can be updated with layer information for each sub-interval R
(the mechanism is detailed in Section 7.5). Furthermore, upon accepting a proposal jump time Ψ, the sample path skeleton in the sub-interval after Ψ contains no information regarding the skeleton preceding Ψ (so it can be discarded). As such, the AUJEA satisfies Principles 1, 2 and 3 and the skeleton is composed of only the accepted segments of each AUEA skeleton,
Algorithm 4.3 Adaptive Unbounded Jump Exact Algorithm (AUJEA)
1. Set j = 0 and ψ j = 0 2. Apply AUEA to interval ψ j , T , obtaining skeleton S
. Set k = k + 1 and
AUEA , set j = j + 1 and return to Step 2 4. Let skeletal points χ 1 , . . . , χ m denote the order statistics of the time points in
An Extension to the Unbounded & Adaptive Unbounded Jump Exact Algorithms
In both the UJEA and AUJEA we are unable to segment the interval the jump diffusion is to be simulated over into sub-intervals according to the length of time until the next jump (in contrast with the Bounded Jump Exact Algorithm (BJEA) ). As a consequence we simulate diffusion sample paths which are longer than necessary (so computationally more expensive), then (wastefully) partially discard them. To avoid this problem we could break the interval into segments and iteratively simulate diffusion sample paths of shorter length over the interval (as in (23)), thereby minimising the length of discarded segments beyond an accepted jump. However, the computational cost of simulating a sample path does not scale linearly with the interval it has to be simulated over, so the optimal length to decompose the interval is unknown.
It is possible to extend the UJEA and AUJEA based on this decomposition and Poisson superposition [23] . In particular, if it is possible to find a lower bound for the jump intensity λ↓ ∈ (0, λ), then we can consider the target jump process as being the superposition of two jump processes (one of homogeneous intensity λ↓ and the other with inhomogeneous intensity λ − λ↓). As such we can simulate the timing of an accepted jump in the jump diffusion sample path under the homogeneous jump intensity λ↓ by means of a τ ∼ Exp(λ↓) random variable. If τ ∈ [0, T ] then there is no need to simulate proposal diffusion skeletons over the entire interval [0, T ], instead we can simulate them over [0, τ] . Furthermore, we can modify the bounding jump intensity in the UJEA and AUJEA for generating the proposal jump times in the proposal diffusion sample path skeletons from Λ X to Λ X − λ↓.
Brownian Path Space Simulation
In this section we present key results which we use to construct layered Brownian bridges in Sections 6 and 7.
In Section 5.1 we outline a number of established results pertaining to the simulation of a variety of aspects of Brownian bridge sample paths. In Section 5.2 we consider known results (along with some extensions) for simulating events corresponding to the probability that Brownian and Bessel bridge sample paths are contained within particular intervals. Finally, in Section 5.3 we present novel work in which we consider simulating probabilities corresponding to a more complex Brownian path space partitioning. Central to Sections 5.2 and 5.3 are Theorem 5.1 and Corollaries 5.1 and 5.2, which together form the basis for simulating events of unknown probabilities which can represented as alternating Cauchy sequences. 
we have that S . If p can be represented as the limit of an alternating Cauchy sequence (S k : k ∈ Z ≥0 ), then splitting the sequence into subsequences composed of the odd and even terms respectively, each subsequence will converge to p, one of which will be monotonically decreasing and the other monotonically increasing, so events of probability p can be simulated by extension of Theorem 5.1.
Algorithm 5.1 outlines the simulation of events of probability p (applying Corollary 5.2), where p can be represented by an alternating Cauchy sequence (the even terms converging from below and the odd terms from above),
3. If u ≤ S 2k then u < p so return 1 else u > p so return 0
Simulating Brownian Bridges and Related Processes
The density of a Brownian bridge sample path W x,y s,t , at an intermediate time q ∈ (s, t) is Gaussian with mean µ w := x + (q − s)(y − x)/(t − s) and variance σ 2 w := (t − q)(q − s)/(t − s) (so can be simulated directly). The joint distribution of the minimum value reached by W x,y s,t , and the time at which it is attained (τ,m), is given by [22] ,
Analogously the maximum (τ,m), can be considered by reflection. We can jointly draw (τ,m) (or (τ,m)) as outlined in Algorithm 5.2 which is similar to the approach taken in [5] , noting that it is possible to condition the minimum to occur within a particular interval. In particular, we can simulate (τ,m)| (m ∈ [a 1 , a 2 ]) where a 1 < a 2 ≤ (x∧y).
Conditional on a Brownian bridge sample path minimum (or maximum), the law of the remainder of the trajectory is that of a Bessel bridge, which can be simulated by means of a 3-dimensional Brownian bridge of unit length conditioned to start and end at zero as outlined in [3] and Algorithm 5.3 (maximum by reflection).
Algorithm 5.2 Brownian Bridge Simulation at its Minimum Point (constrained to the interval [a 1 , a 2 ] where a 1 < a 2 ≤ x ∧ y and conditional on W s = x and W t = y (denoting IGau(µ, λ) as the inverse Gaussian distribution with mean µ and shape parameter λ)
Simulating Elementary Brownian Path Space Probabilities
In this section we briefly outline results pertaining to the probability that a Brownian bridge sample path is contained within a particular interval [2, 31] (Theorem 5.2) and how to simulate events of this probability [6] (Corollary 5.3). In Figure 5 .1 we show example sample path trajectories of a Brownian bridge W ∼ W x,y s,t , which remain in the interval [ , υ]. Similarly in Theorems 5.3 and 5.4 we outline a result (first shown in [6] ) that shows that the probability a Bessel bridge sample path is contained within a particular interval can be represented as an infinite series. We reproduce these results as they are used and extended extensively throughout the remainder of this paper. In the rest of this paper, with a slight abuse of notation, we write {W ∈ [ , υ]} to mean {W u :
Of particular importance for what follows is Corollary 5.5, in which we establish that it is possible to simulate events with a probability corresponding to the probability that a Bessel bridge sample path is contained within a particular interval (without assumptions on the size of the interval), by application of Corollary 5.2. 
As shown in [6] , Theorem 5.2 and Corollary 5.3 can be extended to consider simulating events with a probability corresponding to the probability a Bessel bridge sample path is contained within a particular interval. As indicated in Definition 5.1 we have to consider two possible cases where either of the end points attain the sample path minimum (or maximum) or not.
Definition 5.1. We allow δm ,υ s,t (x, y) to denote the probability that a Bessel bridge sample path W ∼ W Note that we can similarly consider the probability that a Bessel bridge sample path W ∼ W We first consider the case where neither end point attains the Bessel bridge minimum (or maximum). 
We now consider the case where either one of the end points attains the Bessel bridge minimum (or maximum). 
where we denote,
Remark 5.1 ([6, Prop. 3]). As before, we can consider the probability a Bessel bridge sample path W ∼ W We conclude this section by showing that it is possible to simulate events with probability corresponding to the probability a Bessel bridge sample path is contained within a particular interval, without any further assumption regarding the interval size (unlike existing methods [6, Prop. 3] in which one requires that 3(υ −m) 2 > (t − s)).
Corollary 5.5. After the inclusion of the firstk := (t − s) + |υ −m| 2 / (2|υ −m|) terms, δm ,υ s,t (2; x, y) is an alternating Cauchy sequence, so events of probability δm 
Proof. As (y −m) ∈ (0, (υ −m)] then ∀ j we have ψ j , χ j ≥ 0. As such it is sufficient to show that ∀ j ≥k that ψ j ≥ χ j ≥ ψ j+1 ≥ χ j+1 ≥ . . . which can be proved inductively by first showing that ∀ j ψ j ≥ χ j and then ∀ j χ j ≥ ψ j+1 . Considering ψ j /χ j if j ≥k then this is minimised when y =m and ψ j /χ j > 1. Similarly considering χ j /ψ j+1 if j ≥k then this is minimised when y = υ where χ j /ψ j+1 > 1
Simulating Brownian Path Space Probabilities
In this section we establish that the probability a Brownian bridge sample path, conditioned on a number of intermediate points (q 1 , . . . , q n ), has a minimum in a lower interval and a maximum in an upper interval (or in each sub-interval a minimum in a lower interval and a maximum in an upper interval) can be represented as an infinite series (Theorems 5.5 and 5.6 respectively), and events of this probability can be simulated (Corollaries 5.6 and 5.7 respectively).
In this section we introduce the following simplifying notation, q 1:n := {q 1 , . . . , q n }, q 0 := s and q n+1 := t. We further denotem s,t :
We also use the following abuse of notation
Theorem 5.5. The probability a Brownian bridge sample path W ∼ W x,y s,t W has a minimumm s,t ∈ [ ↓, ↑] and a maximumm s,t ∈ [υ↓, υ↑] can be represented as an infinite series,
Proof. Follows by sample path inclusion-exclusion and the Markov property for diffusions,
Note that we also have (n) ρ ↓, ↑,υ↓,υ↑ s,t,x,y (q 1:n , W) = P m s,t ∈ [ ↓, ↑],m s,t ∈ [υ↓, υ↑], W /P (W) and so it is of interest to consider of those Brownian bridge sample paths with the restriction W, which of those also have the restriction m s,t ∈ [ ↓, ↑],m s,t ∈ [υ↓, υ↑] (sample paths of which are illustrated in Figure 5 .2). Corollary 5.6. Events of probability (n) ρ can be simulated by retrospective Bernoulli sampling (as per Corollaries 5.1, 5.2 and Algorithm 5.1), noting that (n) ρ is a function of γ probabilities, using the following sequence,
Definition 5.2. We define ρ(s, q, t, x, w, y, ↓, ↑, υ↓, υ↑) := (1) ρ ↓, ↑,υ↓,υ↑ s,t,x,y ({q} , {w}), which coincides with ρ in [8] .
Theorem 5.6. The probability that a Brownian bridge sample path W ∼ W x,y s,t W, has in the sub-intervals between successive points in W, a minimum and maximum in particular intervals, L and U respectively, can be represented as an infinite series,
Proof. Follows by the strong Markov property for diffusions and sample path inclusion-exclusion,
As before, note that we have (n) β L,U s,t,x,y (q 1:n , W) = P (L, U, W) /P (W) and so it is of interest to consider of those Brownian bridge sample paths with the restriction W, which of those also have the restriction {L, U} (sample paths of which are illustrated in Figure 5 .3). Corollary 5.7. Events of probability (n) β can be simulated by retrospective Bernoulli sampling (as per Corollaries 5.1, 5.2 and Algorithm 5.1), noting that (n) β is a function of γ probabilities, using the following sequence,
Definition 5.3. We define β(s, t, x, y, ↓, ↑, υ↓, υ↑) :
s,t,x,y (∅, ∅), which coincides with β in [8] .
Layered Brownian Bridge Constructions
In this section we outline how to construct and simulate finite dimensional skeletons of layered Brownian bridges for use within the Unbounded Exact Algorithm (UEA) (Algorithm 3.3), which is in turn used within the Bounded Jump Exact Algorithm (BJEA) (Algorithm 4.1) and UJEA (Algorithm 4.2). In particular, we address the simulation of layer information (Algorithm 3.3
Step 2), intermediate skeletal points (Algorithm 3. 3 Step 4) and the process at further times after acceptance of the proposed sample path (Algorithm 3.3
Step 6).
We present two alternate layered Brownian bridge constructions based on extensions to existing exact algorithms. In Section 6.1 we present the Bessel Approach, which is a reinterpretation of part of the Exact Algorithm 3 (EA3) proposed in [6] , in which we incorporate the methodological improvements outlined in Sections 3 and 5 and introduce a novel approach for conducting Algorithm 3. 3 Step 6 (which could not previously be achieved). As a consequence, the resulting (complete) UEA , with the inclusion of the Bessel approach, satisfies Principles 1, 2 and 3 (as opposed to only Principles 1 and 2 in EA3 [6] ). Finally, in Section 6.2 we briefly outline a Localised Approach for constructing a layered Brownian bridge (based on the Localised Exact Algorithm (LEA) [14, 17] ), showing that the resulting UEA only satisfies Principles 1 and 2 and discussing the difficulties in conducting Algorithm 3.3
Step 6 and satisfying Principle 3.
In neither the Bessel nor the Localised approaches is it possible to directly simulate intermediate points conditional on a simulated layer (as required in Algorithm 3.3
Step 2). Instead, proposal sample path skeletons are simulated by other Monte Carlo techniques, including rejection sampling (see Section 3) and demarginalisation.
Demarginalisation [33, Sect. 5.3] is a technique whereby artificial extension of a density (with the incorporation of auxiliary variables) simplifies sampling from it. To illustrate this consider the case where we want to draw a sample g(X), but this is not directly possible. However, suppose that with the introduction of an auxiliary variable Y, sampling from g(X|Y) is possible and g(X, Y) admits g(X) as a marginal,
We can sample from g(X) by first sampling Y from g(Y) and then sampling from g(X|Y). This algorithm can be viewed as a black box to generate samples from g(X) -Y can be simply marginalised out (i.e. 'thrown' away). Considering demarginalisation in the context of the exact algorithms, we can simulate any (auxiliary) aspect of the proposal diffusion sample path in addition to the skeleton to aid sampling. Provided the auxiliary information does not influence the acceptance probability then it is not part of the skeleton and doesn't need to be retained.
Bessel Approach
The central idea in the Bessel Approach is that finite dimensional subsets of Brownian bridge sample paths can be simulated jointly with information regarding the interval in which they are constrained (Algorithm 3.3
Step 2), by means of a partitioning of Brownian bridge path space with an (arbitrary) increasing sequence, {a ι } ι≥0 , a 0 = 0, which radiates outwards from the interval (x∧y), (x∨y) , demarcating layers (recalling the definition of a layer from Definition 2). We term this particular layer construction the Bessel layer. For instance, the ι th Bessel layer is defined as follows,
The (smallest) Bessel layer, I = ι, in which a particular Brownian bridge sample path is constrained can be simulated by retrospective Bernoulli sampling and inversion sampling [15, Section 2.1] as detailed in Algorithm 6.1. The CDF of I can be written as follows (with reference to Theorem 5.2 and as shown in [6] ), 
where,
Directly simulating intermediate points from from a sample path with law D ι , (denoted D ι ) is not possible. Instead (as proposed in [6] ) we can propose sample paths from the mixture measure B ι :=M ι /2+M ι /2 (M ι andM ι being the law induced by the restriction of W x,y s,t to the setsM ι andM ι , respectively) and accept them with probability given by the Radon-Nikodým derivative of D ι with respect to B ι , where,
It was shown in [6] that D ι is absolutely continuous with respect to B ι with Radon-Nikodým derivative ,
Sample paths can be drawn from D ι by proposing them from B ι :=M ι /2 +M ι /2 and then accepting them with probability given by (58). For instance, with probability 1/2 we sample fromM ι and accept with probability 1 if the sample path maximum is contained within the (ι − 1) th Bessel layer or with probability 1/2 if it is contained between the (ι − 1) th and ι th Bessel layer (and 0 otherwise). In practice we first simulate the sample path minimum X τ =m s,t (or maximum X τ =m s,t ) as per Algorithm 5.1, and subsequently simulate any required intermediate points ξ 1 , . . . , ξ κ from a Bessel bridge as per Algorithm 5.3. As we can only simulate our sample path at a finite collection of points we can't directly evaluate (58). However, we can obtain unbiased estimate and so simulate an event of this probability by application of Corollaries 5.3 and 5.4 and Lemmata 5.4 and 5. 5 (letting χ 1 , . . . , χ κ+3 as the order statistics of {ξ 1 , . . . , ξ κ , s, τ, t}),
As both (59) and (60) Upon accepting a proposed sample path skeleton within the UEA (as simulated by Algorithm 6.1 and Algorithm 6.2 and so satisfying Principles 1 and 2), we need to be able to simulate the sample path at further times (Algorithm 3. 3 Step 2) in order to satisfy Principle 3. Any further simulation is conditional on information obtained constructing the sample path skeleton. In particular, our sample path belongs to D ι (by Algorithm 6.1), the sample path minimum (or maximum) belongs to a particular interval (as a consequence of the mixture proposal in (57)), we have simulated the sample path minimum (or maximum) (either X τ =m s,t or X τ =m s,t by Algorithm 5.1) and skeletal points (X ξ 1 , . . . , X ξ κ ) and finally we have simulated whether the sample path maximum (or minimum) is contained in the first (ι − 1) Bessel layers or in the ι th Bessel layer (by evaluating the Radon-Nikodým derivative in (58) by means of (59) and (60)). In summary, we have four possible sets of conditional information for our sample path,
. . , X ξ κ ,m s,t ∈ (x∧y) − a ι−1 , (x∧y)
The difficulty in simulating the process at further intermediate times conditional on the above is that information pertaining to the sample path minimum and maximum induces a dependancy between the sub-interval in which we want to simulate an intermediate point, and all other sub-intervals. An additional complication arises as we know precisely the minimum (or maximum) of the sample path, so the law we need to simulate further points from is that of a Bessel bridge conditioned to remain in a given interval.
However, the minimum (or maximum) simulated in Algorithm 6.2
Step 2 is auxiliary sample path information (as in (51)) and doesn't constitute an essential part of the exact algorithm skeleton, so can be discarded. Furthermore, information regarding the sample path minimum and maximum is sufficient in determining an interval for the entire sample path. As such, reconsidering S 1 (S 2 , S 3 , S 4 can be similarly considered) we have,
Now, to remove the induced dependency between sub-intervals of time we can simulate, for each sub-interval of time, an interval of path space in which the sample path minimum and maximum is constrained as outlined in Section 7.3 and Algorithm 7.5. Further intermediate points can then be simulated as outlined in Section 7.5.
Localised Approach
The Localised Approach is based on the layered Brownian bridge construction found in the Localised Exact Algorithm (LEA) originally proposed in [14, 17] . The LEA is an alternative exact algorithm based on the mathematical framework of EA3 (see [6] ). However, we don't go into detail as to its construction as in the context of this paper it suffers from a number of computational weaknesses (in particular significant computation is required in order to satisfy Principle 3) so is not well suited for the purposes of our paper. Instead, we briefly outline its construction and highlight which aspects of its construction present difficulties.
The key notion in the Localised approach is that rather than proposing sample path skeletons from Z x (where the end point X T := y ∼ h is first simulated), the interval to be simulated ([0, T ]) can be instead broken into a number of bounded segments (as in (23)). Each segment is successively simulated by means of simulating the first hitting time τ, of a Brownian motion proposal sample path (as outlined in [12] ) of some user specified boundary symmetric around its start point (for instance, if X 0 = x with boundary θ then τ := inf{s : X s [x − θ, x + θ]}), and simulating and accepting a sample path skeleton conditional on the simulated boundary (with a suitable modification of the acceptance probability to account for the modified proposal measure).
The benefit of the Localised approach is that simulating the first hitting time of a boundary acts as a layer for the bounded segment (i.e. ∀u ∈ [0, τ], X u (ω) ∈ [x − θ, x + θ]) and so φ(X 0,τ ) is conditionally bounded (as per Result 4) and a bound can be found for A(X τ ) in (8) . As such it is possible bound the Radon-Nikodým derivative without the need for Condition 5, however the acceptance rate of proposal sample paths can be low as each component of the Radon-Nikodým derivative needs to be bounded (the incongruity being that this can be particularly problematic in the case where the diffusion doesn't satisfy Condition 5). Moreover, as with the UJEA and AUJEA this approach to simulating sample path skeletons can result in simulating skeletons for intervals exceeding that required (which is computationally wasteful), further complicated by the need to specify the boundary θ. Furthermore (as discussed in [20] ), this methodology can't be used to simulate conditioned diffusion and jump diffusion sample path skeletons (sample paths conditioned to hit some specified end point). Finally, unlike the Bessel approach, the minimum or maximum that is simulated forms part of the skeleton and so can not be discarded. As such, the demarginalisation strategy taken in Section 6.1 in order to extend the UEA with the Bessel approach for simulating layered Brownian bridges to satisfy Principle 3 can't be conducted.
Adaptive Layered Brownian Bridge Constructions
In Section 3.2 we proposed the Adaptive Unbounded Exact Algorithm (AUEA) (Algorithm 3.4) as an alternative to the UEA (Algorithm 3.3). In this section we outline how to simulate finite dimensional skeletons of layered Brownian bridges for use within the AUEA (and by extension the BJEA (Algorithm 4.1) and AUJEA (Algorithm 4.3)). In particular, we present new results for simulating an initial intersection layer (Algorithm 3. 4 Step 2 -Section 7.1), intermediate points conditional on the layer (Algorithm 3. 4 Step 3.1.2 -Section 7.2) and finally, new intersection layers for each sub-interval created by the intermediate point (Algorithm 3.4 Step 3.1.4 -Section 7.3).
We use the results we present in Sections 7.1-7.3 to outline novel layered Brownian bridge constructions in Section 7.5 which can used within the AUEA , all of which satisfy Principles 1, 2 and 3.
Simulating an Initial Intersection Layer
Upon simulating a proposal Brownian bridge layer as per Algorithm 6.1 in Section 6.1, we know that our entire Brownian bridge sample path is contained within the ι th Bessel layer, but is not contained within the (ι−1) th Bessel layer. Simulating sample path intermediate points is complicated by this conditional information (and as discussed in Section 6, it is not possible to simulate intermediate points directly). The novel approach we take in this paper is to simulate further layer information regarding the minimum and maximum of the proposed sample path (which together provide a sample path layer). To achieve this recall (with reference to Section 3 and (54,55,56)) that, having simulated a layer for our proposal Brownian bridge sample path as per Algorithm 6.1, we know the sample path is restricted to the layer D ι . We can then simply decompose the set D ι into a disjoint union and simulate to which our sample path belongs,
This decomposition can be interpreted as the sample path attains the ι th Bessel layer at both its minimum and maximum (D ι,1 ) or its minimum (D ι,2 ) or its maximum (D ι,3 ). We can simulate to which set our sample path belongs by application of the following results and Algorithm 7.1. Recalling the definition of a layer from Definition 2, we term this particular layer construction the Intersection Layer.
Theorem 7.1 (Initial Intersection Layer). The probability a Brownian bridge sample path is in D ι,1 , given it is in D ι , can be represented as follows (denoting ↓ := (x∧y)−a ι , ↑ := (x∧y)−a ι−1 , υ↓ := (x∨y)+a ι−1 , υ↑ := (x∨y)+a ι ),
Proof. Follows by Bayes rule, Theorem 5.6 and the decomposition of D ι in (61). 
(s, t, x, y, ↑, (x∧y), υ↓, υ↑)
.
Noting that by symmetry we have
then it is possible to determine which disjoint set (D ι,1 . D ι,2 or D ι,3 ) our sample path belongs by direct application of Theorem 7.1, Corollary 7.1 and the following Algorithm 7.1.
Simulating Intersection Layer Intermediate Points
Having simulated an intersection layer we require a sampling scheme for simulating the conditional Brownian bridge at some intermediate time q ∈ (s, t). As shown in [8] , the density of the sample path at the intermediate 
2 j+1 then with probability 0.5 set
time point q can be written as follows (where µ w and σ 2 w denote the mean and variance of a Brownian bridge as in Section 5.1),
∝ ρ s, q, t, x, w, y,
A method of simulating from π(w) was outlined in [8] based on inversion sampling and numerical methods, however, this scheme is formally inexact and given particular parameter values can be computationally extremely inefficient. Clearly for our purposes ensuring exactness is necessary and so we provide a number of alternative schemes which are exact.
In Section 7.2.1 we present a method of simulating from (64) by finding a bound constructed from a mixture of Normal densities which can be easily simulated from and conducting rejection sampling. It transpires that this scheme is typically highly computationally efficient, however, for a small number of parameter values the acceptance rate of the rejection sampler is very low. As such, in Section 7.2.2 we present an alternate rejection sampling scheme which exploits the known Lipschitz constants of the bounding sequence in (64) to construct an arbitrarily tight bound of the target density. This however comes at some computational expense, so we advocate using some mixture of these two approaches (which we discuss later in Sections 7.2.4 and 7.5). Finally, for completeness, in Section 7.2.3 we construct a third scheme inspired by the Bessel layer constructions found in Section 6.1 and [6] . This third scheme provides some insight as to how the different layered Brownian bridge constructions of Section 6 and Section 7 relate to one another.
Bounding Cauchy Sequence Approach
Here we show that it is possible to extend [8] , and simulate from this density exactly by means of composition sampling (see [32] ) and rejection sampling. We will begin by considering the upper convergent bounding sequence of ρ (∀k ∈ Z ≥0 we have ρ ≤ S ρ 2k+1 and lim k→∞ S ρ 2k+1 = ρ). Considering the decomposition of (48) into its elementary form in terms ofς andφ (see (38) and (39) respectively) note that it is composed of K = 64(k + 1) 2 of these elementary terms.
Recalling that ς ( j; −x, −y) it can be shown that each of the functionsς andφ has the structural form exp (a i + b i w), with known coefficients a i and b i (see Appendix A for further details). As such, we can find a bound for our unnormalised target density (64) as follows (c i ∈ {0, 1} determines the sign of the density contribution), .
Here we have a mixture of positively and negatively weighted truncated Normal densities (with common variance). Although each truncated Normal in the mixture is unique (due to the truncation points), for any given parameterisation a large proportion of them will have common mean. We exploit this by partitioning the interval that provides support for the target density (64) into sections corresponding to the truncation points (in particular, we consider the following partitioning [
which we denote by j ∈ {1, 2, 3} respectively). As a consequence, the resulting mixture density has a number of positive and negative elements which cancel each other out (i.e. they can be netted from one another). Defining ω i, j as the weight associated with partition j and ω + i, j := (ω i, j ∨ 0) we can find an upper bound by solely considering the mixture formed from the positive weights,
By application of composition sampling (see [32] ) we can simulate from S
w by first choosing one of the truncated Normal densities partitioned on the interval [L , U ] with probability proportional to,
As
w /Z D and we require w ∼ ρ·N w; µ w , σ 2 w /Z T (where Z T and Z D denote the normalising constants of the target and dominating densities respectively, noting that the rejection sampling bound M = Z D /Z T ) we accept this draw with probability,
Events of probability P can be simulated by retrospective Bernoulli sampling (as per Corollaries 5.1, 5.2 and Algorithm 5.1), noting that P is a function of ρ. The complete rejection sampler is presented in Algorithm 7.2. 
then accept else reject
Lipschitz Approach
Simulating intermediate points as per Algorithm 7.2 is (typically) highly efficient as S ρ,+ 1 · N(µ w , σ 2 w ) typically tightly bounds π(w) (as noted in [8] ). If this is not the case (which occurs in a small number of parameter configurations), then sampling from the bounding density with k > 1 isn't usually effective as S ρ,+ 2k+1 is only formed by the positive netted components of S ρ 2k+1 . In this section we propose an alternative scheme in which we exploit the known Lipschitz constants of the bounding sequence in (64) to construct a tight bound of the target density.
If the rejection sampling scheme proposed in Section 7.2 is not efficient then typically we have that S To address this we note that in analogous form to Section 7.2 it is possible to also find a lower bound of the target density,
The lower bound of the target density also has the form of a mixture of positively and negatively weighted Normal densities with known parameter values (recall the upper bound comprises K↑ = 64(k + 1) 2 terms, similarly the lower bound comprises K↓ = 64(k + 1) 2 −48 terms). As such, the normalising constants of the upper and lower bounds of the target density can be calculated and this information used to determine whether the upper bound tightly bounds the target density. In particular, we advocate evaluating the Cauchy sequence S ρ k until such time that it exceeds some user specified threshold,
Upon finding an appropriately tight upper bound, a subset of the positive and negative Normal densities can be netted from one another leaving the following bounding density form (as argued in Section 7.2 and shown in (66)),
For any given interval [q, r] (where q < r), it is possible to explicitly calculate for each of the contributing Normal densities (for instance, N(µ i , σ 2 w )) the local Lipschitz constant (we denote
As such, it is possible to find for the bounding density (g(w) in (72)) the local Lipschitz constant for the interval [q, r] (where α is set to zero when considering an interval of zero length),
and consequently, having evaluated the density at g(q) and g(r), we can find a bound for the upper bound of the target density for the interval [q, r] (noting that the line y = g(q) + βt intersects the line y = g(r) + β(r − q)
As the support of the target density π(w) is contained within the interval [
, if we construct a suitably fine mesh on this interval (for simplicity we assume a mesh of size N with regular interval size ∆ := (υ ↑ s,t − ↓ s,t )/N), we can find a piecewise uniform bound of this density with which to conduct rejection sampling,
As in (71) we can calculate the normalising constant of this bounding density, so we advocate choosing the size of the mesh to be at least as fine as the following user specified threshold,
We present the synthesis of the above argument in Algorithm 7.3. Clearly the acceptance rate of Algorithm 7.3 is at least T Z · T M and furthermore is more robust to different parameter values than the Cauchy sequence approach outlined in Algorithm 7.2, as given sufficient computation an arbitrarily tight bound of the target density can be found with which to conduct rejection sampling. In Figure 7 .1 we present an example of a set of parameter values in which the acceptance rate under the Cauchy sequence approach was less than 10 −8 , whereas with the approach outlined in Algorithm 7.3 a small mesh of size 20 was sufficient to find a tight upper bound of the target density. 
Set
k = 0, N = 0 2. While T Z ≥ Z ρ 2k Z ρ 2k+1 , k = k + 1 3. While T M ≥ Z ρ 2k+1 Z N M , increase N 4. Simulate mesh interval i with probability ∆ · M ↓ s,t + (i − 1)∆, ↓ s,t + i∆ /Z N M 5. Simulate w ∼ U ↓ s,t + (i − 1)∆, ↓ s,t + i∆ , u ∼ U 0, M ↓ s,t + (i − 1)∆, ↓ s,t + i∆ and set j = k 6. While u ∈ S ρ 2 j (w), S ρ 2 j+1 (w) , j = j + 1 7. If u ≤ S
Bessel Approach
An alternative scheme to simulate a single intermediate point from (63) is to apply an analogous decomposition of the law of the sample path as was constructed in the Bessel approach for layered Brownian bridge outlined in Section 6.1. Recall in Section 6.1 that in order to simulate intermediate points from the sample path that we first simulated the minimum or maximum of the sample path conditional on the Bessel layer (with probability 1/2) and then simulated proposal intermediate points from the law of a Bessel bridge. The proposal intermediate points were then accepted if the sample path remained in the appropriate Bessel layer.
We apply the same notion described in Section 6.1, however, a modification has to be made to the acceptance probability as the intersection layer provides more precise information regarding the interval in which both the minimum and maximum is contained than the Bessel layer. In particular, if we have simulated intersection layer D ι,1 then with probability 1/2 we propose the auxiliary minimum (else maximum) in the ι th layer and then only accept the proposal sample path if the sample path maximum (else minimum) is contained between the (ι − 1) th and ι th Bessel layer. In the case where we have either simulated intersection layer D ι,2 or D ι,3 then with probability 1/2 we propose the auxiliary minimum (else maximum) in the ι th (else (ι − 1) th ) layer and then only accept the proposal sample path if the sample path maximum (else minimum) is contained within the (ι − 1) th (else (ι − 1) th )
Bessel layer. The synthesis of the above argument which is based on Section 6.1 can be found in Algorithm 7.4.
Although given particular parameter values in (63) the Bessel approach can computationally outperform the Cauchy sequence approach or Lipschitz approached described in Section 7.2.1 and Section 7.2.2 respectively, as we will discuss in Section 7.2.4 we advocate a mixture of these two approaches instead. The Bessel approach can be particularly inefficient whenever a large intersection layer is proposed, however, we have included this here for completeness and for the insight it offers into the similarities and constructions of the different layered Brownian bridge approaches discussed in Sections 6 and 7. 
X τ , c↓ then reject sample path and return to Step 1
X τ , c↑ then reject sample path and return to Step 1 6. Discard Auxiliary Information
Implementational Considerations -Recommended Approach
In Sections 7.2.1, 7.2.2 and 7.2.3 we have outlined three separate approaches and algorithms for simulating from the density of a conditional Brownian bridge at some intermediate time q ∈ (s, t) (64). As each of these algorithms is a rejection sampler in which independent proposals are drawn and then accepted or rejected, if a proposal is rejected one can change to another of these algorithms without introducing any bias. As typically Algorithm 7.2 is highly computationally efficient compared to the other algorithms, but for a small number of parameters values has a very low acceptance rate, we suggest that on implementation a user specified threshold number of potential proposals from this algorithm is chosen (say N). If after the first N proposals there has been no acceptance then this suggests that the acceptance rate for the particular parameter configuration is low. As such, at this point we suggest switching to Algorithm 7.3 which requires a significant initial computational effort to find a tight bound to the target density, but, the acceptance rate will be higher and the algorithm more robust to different parameter values than Algorithm 7.2. This particular combination of algorithms is advocated as Algorithm 7.4 can be inefficient whenever a large intersection layer is proposed.
Dissecting an Intersection Layer
Upon simulating intermediate points of a Brownian bridge sample path conditional on an intersection layer (for instance in Section 7.2), simulating further intermediate points in a sub-interval between any two existing consecutive points is more complicated as there is a dependancy between all sub-intervals (induced by the intersection layer). To simplify this problem we can dissect an intersection layer into separate intersection layers for each pair of consecutive points by considering all possible dissections and unbiasedly simulating which one of these occurs. 
The attainment of a particular layer in the interval [s, t] by either the minimum or the maximum implies that the same layer is attained by the sample path in at least one of the sub-intervals [s, q] or [q, t]. As such, in our case there are 9 possible (disjoint) bisections (which we denote as B 1 -B 9 where B := D * |(W q = w) = 9 i=1 B i ) as illustrated in Figure 7 .2. For instance, our sample path may lie in B 6 , which more formally has the form, This notion can be extended to the case where we have multiple intermediate points (W := {W q 1 = w 1 , . . . , W q n = w n }), and want to dissect the interval into separate intersection layers. In particular, we are dissecting a single intersection layer into (n + 1) intersection layers, each with a layer for the minimum and maximum in their own sub-interval. As the sample path minimum and maximum must exist in one of the intersection layers there are
We can simulate which of these dissections our sample path lies in by application of the following results and Algorithm 7.5. 
Proof. Follows directly by Bayes rule, Theorems 5.5 and 5.6
Remark 7.1 (Intersection Layer Bisection). In the particular case where we have a single intermediary point then the probability a Brownian bridge sample path is in B i (conditional on B and W q = w) reduces to that in [8] (denoting , C B(n, j)
set dissection layer B = B j else set j = j + 1 and return to Step 2
Refining an Intersection Layer
Suppose we have already simulated layers for the maximum and minimum of our proposal Brownian bridge sample path (m s,t ∈ [
, but we require more refined layer information (i.e. we want a set of narrower layers 
In a similar fashion to Section 7.3 we can simulate unbiasedly which of the intersection layer refinements our sample path lies in by application of the following established results and Algorithm 7.6 (where we denote by
s,t with a superscript i ∈ {1, 2, 3, 4} the corresponding parameter selections from (83,84)). Theorem 7.3 (Intersection Layer Refinement [8, Section 5.3] ). The probability a Brownian bridge sample path is in R i conditional on R is as follows, 
By application of Corollary 5.2, unbiased simulation of the refinement the sample path lies in can be conducted by inversion sampling and a Cauchy sequence representation of the cdf of R (87). In particular, our sample path lies in R j if for some k > 0 and u ∼ U[0, 1] we have u ∈ C R( j−1)
Algorithm 7.6 Refining an Intersection Layer [8] 1. Simulate u ∼ U[0, 1] and set j = 1 and k = 0
2k set layer R = R j else set j = j + 1 and return to Step 2
Simulating Layered Brownian Bridges
The Intersection Layer Approach for constructing a layered Brownian bridge is a direct application of the algorithms of Sections 7.1, 7.2 and 7.3. In particular, we simulate initial intersection layer information for the sample path (Algorithm 3.4
Step 2) by application of Algorithm 7.1. In Algorithm 3. 4 Step 4 we iteratively simulate skeletal (intermediate) points, then new intersection layer information conditional on these points. This can be achieved directly by either Algorithm 7.2, 7.3, 7.4 or some mixture of these algorithms to simulate the intermediate point (as discussed in Section 7.2 and in particular Section 7.2.4) and Algorithm 7.5 to bisect the interval.
We present the iterative Algorithm 3. 4 Step 4 in Algorithm 7.7 which can be additionally used to conduct Algorithm 3. 4 Step 6. S denotes the set containing all intersection layer information. The set is composed of (n − 1) elements corresponding to the intervals between n existing time points. In particular, each element (S a,b ) between two successive time points (a < b) contains information regarding the sample path at the end points and an upper and lower bound for both the minimum and maximum of the sample path in that interval It should be noted that further refinements to Algorithm 7.7 could be made when considering any particular application, however, we have omitted the explicit algorithms here. For instance, if the simulation of intermediate points is required for the AUEA (Algorithm 3.4), then refining the intersection layers as outlined in Section 7.4 and detailed in Algorithm 7.6 would result in tighter upper and lower bounds for the sample path. As a consequence tighter upper and lower bounds for φ(X) could be computed, resulting in a more efficient algorithm. Similar notions to this are explored in Sections 8, 8.1 and 9.
-Strong Simulation of (Jump) Diffusions
In this section we outline a novel approach for simulating upper and lower bounding processes which almost surely constrain (jump) diffusion sample paths to any specified tolerance. We do this by means of a significant extension to the -Strong Simulation algorithm proposed in [8] based upon the algorithms developed in the previous sections.
As originally proposed in [8] and presented in Algorithm 8.1, -Strong Simulation is an algorithm which simulates upper and lower convergent bounding processes (X ↑ and X ↓ ) which enfold almost surely Brownian motion sample paths over some finite interval [0, T ]. In particular, we have ∀ u ∈ [0, T ] and some counter n,
Algorithm 8.1 is not exactly that presented in [8] , but incorporates a number of extensions based on the results in Section 7. In particular, in contrast to [8] , we can now simulate an initial intersection layer (Algorithm 8.1
Step 2) and simulate the intermediary points exactly (Algorithm 8.1
Step 3(a)i). The intersection layer information can be used to find the bounding processes in (88) and as shown in [8, Prop. 3 .1] convergence in the supremum norm holds,
Furthermore, it was shown in [8, Prop. 3.2] that dominating processes can be constructed which converge in the L 1 norm with rate of the order
Now, considering the -Strong Simulation of Jump Diffusions, note that upon simulating a jump diffusion sample path skeleton (as per the AUJEA), it has a form (see (28) and (33)) that can be used in Algorithm 8.1. As such, Algorithm 8.1 can be extended to jump diffusions (Algorithm 8.2) by using the strategies presented earlier in Section 7, and (89,91) still hold. As far as we are aware there are no existing methods for the -strong simulation of jump diffusions. The class of jump diffusions this methodology can be applied to is broad (the conditions outlined in Section 2 are sufficient) and motivate a number of avenues for future research. In particular, non-trivial characteristics of the diffusion path can be simulated (for instance extrema, hitting times, integrals) and can be applied to areas such as option pricing and the simulation of stochastic volatility models (which are currently being explored in related work). The precise implementation of Algorithm 8.2 can be tailored to the specific application. For instance, in Figure  8 .1 we present the -strong simulation of a jump diffusion sample path as detailed in Algorithm 8.2, whereas in Figure 8 .2 we instead consider an alternate tolerance based -strong simulation of a jump diffusion sample path in which we are instead interested in minimising (for any given computational budget) the L 1 distance. 
An -Strong Exact Algorithm for Diffusions
Reconsidering our initial Implementable Exact Algorithm (Algorithm 3.2), then recall that after simulating the end point from biased Brownian motion (Algorithm 3.2
Step 1), the remainder of the proposal sample path can be simulated exactly from the law of a Brownian bridge (see Theorem 3.1). In order to determine whether to accept or reject a sample path simulated from our proposal measure (X ∼ Z x ) as a sample path from our target measure (denoted Q x ) we accept the sample path with probability P Z x (X). In Section 3 we explored how to simulate an event of probability P Z x (X) using only a finite dimensional realisation of the proposal sample path, however, it is interesting to note that if we reconsider the simulation of the proposal sample path in light of Algorithm 8.1 we can find upper and lower convergent bounding sequences for P Z x (X) (in analogous fashion to (88)) by directly mapping the upper and lower bounds of the underlying proposal sample path X obtained from -strong simulation, the barrier (98) was crossed for each sample path. For each sample path we additionally determined whether one or both barriers were crossed and if both, which barrier was crossed first. From these simulations we calculated unbiased estimates of various barrier crossing probabilities, the results of which are summarised in Table 1 .
In Figure 9 .2(a) we present kernel density estimates of the transition densities of various subsets of the sample paths simulated, including that for killed diffusions. In Figure 9 .2(b) we additionally determine for each sample path an interval of length ≤ 10 −4 , in which the first crossing time occurs (by modifying the -strong algorithms presented in Section 8) to construct upper and lower bounds for the empirical cdf of the first barrier crossing time. 
Crossing

Example 2 -Jump diffusion
In this section we consider the simulation of jump diffusion sample paths which can be represented as solutions to the following SDE, dX t = −X t-dt + dW t + dJ λ,ν t t ∈ [0, 2], λ(X t ) = sin 2 (X t ), ν ∼ f ν (X t ) = N(−X t /2, 1).
We consider sample paths simulated from the measure induced by (99) initialised at two possible starting values X 0 = −2 and X υ 0 = 2 (where X and X υ denote the lower and upper diffusions respectively). In this case the jump intensity of (99) is bounded so we simulate sample paths using the AUEA (see Algorithm 3.4) within the BJEA (see Algorithm 4.1). Recall that in the BJEA the interval the sample path is to be simulated over (t ∈ [0, 2]), is broken into segments corresponding to the proposed jump times (Ψ 1 , . . . ). As such, if we consider the simulation In Figure 9 .3 we present illustrations of two sample paths simulated from the measure induced by (99), initialised at X 0 = −2 and X υ 0 = 2, which do not cross and cross respectively, determined using only a finite dimensional realisation of the sample paths. This example is motivated by [11] , in which (in part) the authors are interested in the probability that two Brownian motion sample paths cross one another. Figure 9 .3: Illustration of the determination of whether two diffusion sample paths cross one another using finite dimensional sample path skeletons, overlaid with an illustration of the underlying sample paths.
In this example we simulated 100000 pairs of sample paths from the measure induced by (99) initialised at X 0 = −2 and X υ 0 = 2 and determined whether or not they crossed. We present a summary of the unbiased estimates calculated from these sample paths in Table 2 . In Figure 9 .4(a) we present kernel density estimates of the transition densities of various subsets of the sample paths simulated. In Figure 9 .4(b) we determine for each sample path an interval of length ≤ 10 −4 in which the first crossing time occurs in order to construct upper and lower bounds for the empirical cdf of the first crossing time. 
Example 3 -2-D jump diffusion with circular barrier
In this section we consider the simulation of jump diffusion sample paths which can be represented as solutions to the following SDE, in which the exit angle lies. Calculating all circular barriers for every sample path ensures that the calculated probabilities retain any natural ordering (for instance, the first crossing time of a circular barrier of a given radius must occur before one of larger radius). In Figure 9 .6 we present various results obtained from our simualtions which may be of interest in any given application. 
