Hepatic Steatosis (HS) or Fatty Liver is a disease due to fat accumulation within hepatocytes. This disease requires treatment to avoid clinical complications such as hepatic inflammation, fibrosis and finally chronic hepatic damage and hepatic carcinoma. An algorithm for performing the manual segmentation was used. A polygon is traced for representing the region of interest in tomography (CT) images as well as in Ultrasound (US) images. These regions are then subdivided in a set of windows of size 4x4. For each of the windows the co-occurrence matrix is estimated as well as several descriptive statistical parameters. From these matrices, 9 descriptive statistical parameters were estimated. A Binary Logistic Regression (BLR) model was fitted considering as dependent variable the presence or absence of the disease and the descriptive statistical parameters as predictor variables. The model attains classification results of HS with a sensibility of 95.45% in US images and 93.75% in CT images in the venous phase.
Introduction
Hepatic Steatosis is a common medical condition related to obesity, diabetes Mellitus dyslipidemia and metabolic syndrome. The World Health Organization (WHO) estimates that 80% of people with obesity, 90% of people with metabolic syndrome and 70% of people with diabetes also have HS [10] . This disease requires treatment to avoid clinical complications such as hepatic inflammation, fibrosis and finally chronic hepatic damage and hepatic carcinoma. In Ecuador Hepatic Steatosis is a frequent disease with a level of prevalence of about 25% as reported in [2] . The prevalence of HS in Venezuela is not clearly established however Douglas et al. [4] reports a prevalence between 20% and 40% for the western countries. There are several research works concerning the detection of HS in medical images. In Qayyum et al. [14] they proposed to study the hepatic steatosis in ultrasound, MRI and CT images. The analysis in CT images was performed by considering the Housnfield numbers using regions of interest located in the liver and the spleen. Three regions of interest were located in the liver, one in the right hepatic lobe above the portal vein and one in the right hepatic lobe below the portal vein and one in the left lobe. Three circular regions of interest with average size of 50 mm 2 were located in the spleen. For each patient the mean liver and spleen attenuation was calculated from the regions of interest then the mean liver to spleen difference was calculated. Even when MRI attained the best results, CT and ultrasound proved to be useful modalities for steatosis detection. In Davinson et al. [3] a clinical protocol for measurement of fat in the liver using CT images was proposed. A preliminary study in 118 men and 76 women was performed to determine a vertebral landmark displaying the liver and the spleen. The study showed that the CT image obtained at T12-L1 was optimal for liver fat measurement. Lupsor and Badea [8] studied the usefulness of imaging modalities for diagnosis and quantification of hepatic steatosis. They concluded that MRI is the best method for diagnosis, however the method is expensive and it is not always readily available. CT is frequently used to study the HS. This modality is accurate for diagnosis of focal steatosis, however, there are radiation risks and inter individual variations due to differences in calibration of the acquisition equipment. US is cheaper compared with CT and MRI and when HS is positive it may be highly accurate. Xiaozhou Ma et al. [9] performed a detailed comparison of different imaging modalities for diagnosis of HS. They also reviewed the quantitative methods used in clinical routine. Andrade et al. [1] explored the application of several automatic classifiers for quantification of hepatic steatosis in ultrasound images. They compared Support Vector Machines (SVM), Artificial Neural Networks (ANN) and k-Nearest Neighbors (k-NN) classifiers. They considered 325 features calculated for the Region of Interest (ROI). The features were derived from first order statistical analysis, gray level run length matrix, gray level co-occurrence matrix and fractal dimension. When considering all features the accuracy attained was 69.08%. However, after a feature selection the best accuracy of 74.05% is attained using the k-NN classifier.
In Mihailescu et al. [11] a comparison between SVM and Random Forest Techniques is performed for quantification of hepatic steatosis in ultrasound images. They performed the comparison using 120 patients and the classifiers were used for classifying the patients into normal, mild, moderate and severe steatosis. They concluded that random forest techniques was superior for classifying HS severity without feature selection attaining accuracy rates up to 90.84%.
In this research we explore the application of a Binary Logistic Regression (BLR) model for the detection of Hepatic Steatosis in multiphase tomography and ultrasound images. The ROI traced in the images is subdivided in a set of small neighborhoods of size 4 × 4. A limited set of parameters extracted from the gray level co-occurrence matrix and basic gray level features calculated in each neighborhood are considered for constructing the model. The model is able to classify a neighborhood as coming from a healthy subject or a diseased patient. A threshold based on the ROC curve is determined for classifying a patient as healthy or The paper is organized as follows in section 1 an introduction is presented and a revision of current research about detection of HS is presented. In section 2, the methodology is presented and the model and features considered are described. Section 3 includes the results for the model as well as the validation using ultrasound and tomography images. Finally in section 4 the conclusions and future research is presented.
Methods

Image Acquisition
The database includes images acquired using CT and US equipment. The CT images were acquired using the MultiSlice General Electric light speed II with 64 slices. The images were stored using the DICOM format with a resolution of 512x512. The echographic images were acquired using the ultrasound Maylab 50 esaote, equipment with a resolution of 800x600.
Pre-processing
An algorithm for performing the manual segmentation was used. A polygon is traced for representing the region of interest (ROI) in tomography images as well as in US images. In the US images the polygon is traced either in the right region or in the left region. These regions are then subdivided in a set of windows of size 4x4. For each of the windows the co-occurrence matrix is estimated as well as several descriptive statistical parameters. In Fig. 1 the CT image is shown including the ROI in the liver. In Fig. 2 the ROIs are shown considering the US image. 
The Co-occurrence Matrix
The co-occurrence matrix was proposed by Haralick et al. [5] . Results of several studies show the effectiveness of this method to characterize the textures, and therefore, it is the reference for any study of texture. The co-occurrence matrix is the natural way to estimate second order statistics of intensity. The co-occurrence of a digital image with N g gray levels can be specified using a matrix of relative frequencies with elements P i,j in which two neighboring pixels separated by a distance d and θ direction occur in the image, one pixel with gray level i and the other with gray level j. The co-occurrence matrix considers the spatial relationship between two pixels, called reference or pixel of interest and its neighbor pixel. Each element of the co-occurrence matrix P i,j is the number of times that the entire input matrix had gray level i to j for a certain distance and angle. Parameters d and θ are set according to the application. The co-occurrence matrix for a gray-level image has a size of N g × N g. The elements of the normalized co-occurrence matrix are defined as [5] :
Texture parameters
Several statistical features describing the texture can be estimated from the co-occurrence matrix such as contrast, correlation, energy and homogeneity.
• Contrast: provides a measure of contrast between a pixel and its neighbors.
• Correlation: This parameter measures the correlations between a pixel and its neighbors.
where µ i , µ j , σ i and σ j are the mean and standard deviations for the co-occurrence matrix respectively.
• Energy: provides a measure of uniformity of texture.
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• Homogeneity: provides information about the local texture regularity
• Entropy: in texture analysis is a measure of its spatial disorder
The Binary Logistic Regression Analysis
It is a statistical model for the relation between a dependent dichotomic qualitative variable and a set of explicative independent variables [6] . Formally, the BLR model considering one categorical dependent variable denoted as Y and a vector including several independent variables denoted as x, can be expressed as:
where β = [β 0 , β i ] is a set of parameters estimated during the training procedure. Let us assume that P r(Y = 1 x; β) = h β (x) and P r(Y = 0 x; β) = 1 − h β (x) where h β (x) is usually a sigmoid function. Assuming that m training examples were generated independently considering the set of independent variables x i and the corresponding outcome Y i , we can write the likelihood of parameters as:
For optimization purposes the log likelihood is calculated as (β) = ln(L(β)) and maximized using gradient ascent techniques. An alternative procedure for optimizing the log likelihood is using the Newton-Raphson method. This is an iterative algorithm where the parameters vector is updated as:
where ∇ β (β) is a vector of partial drivatives of (β) with respect to β i and the Hessian matrix H has entries given by:
When Newton's method is used to maximize the logistic regression log likelihood function (β), the resulting method is also called Fisher Scoring [6] . In this research the dependent variable is the HS that could take either healthy or diseased value. The predictive variables are the features extracted from the images. The fitting of the model was performed as previously explained. The fitting procedure provides not only estimates of regression coefficients, but their standard errors and the covariance between covariates of the model. Using this information, the statistical significance of each of the regression coefficients of the model is estimated. This is done by using three methods: the Wald statistics, the statistical likelihood ratio (G-test) and the Score test [6] .
Database Analysis
In this research we considered contrast-enhanced CT images and Ultrasound images. The database includes tomography images of 6 healthy subjects and 8 patients with HS. The patients are heterogeneous going from mild to severe steatosis. Patients with any other hepatic disease were excluded from this study. Contrast-enhanced Tomography images were acquired considering three phases: simple, arterial and venous. Additionally 18 healthy subjects and 29 patients with HS were acquired using 2-D US images. The US images were acquired without contrast or especial preparation protocol. This group is also heterogeneous and patients with other hepatic diseases were excluded from the study. In each abdominal tomography database a slice located at T12-L1 as recommended by Davison et al. [3] was selected for the analysis. All the images were studied by at least three medical doctors to establish a clinical diagnostic that was considered as the ground-truth for the statistical analysis. The medical doctors traced the ROIs in each image. Each ROI is subdivided in a set of neighborhoods of size 4 × 4. A Co-occurrence matrix for each neighborhood was estimated. In this research we considered a quantization of 4 gray levels (N g = 4), θ = 0 o and d = 1 for co-occurrence parameters calculation. Each of the selected tomography images generated between 166 and 336 matrices for a total of 10393 matrices and the ultrasound images generated between 116 and 694 matrices for a total of 16551 matrices. From these matrices, 9 descriptive statistical parameters were estimated based on the co-occurrence matrix and the gray-level information.
Model Training
The population of matrices was randomly subdivide in two groups: a) for the tomography images 5167 were used for model trainning and b) for the ultrasound images 8322 matrices were used for model training. A binary logistic regression model [6] was fitted considering as dependent variable the presence or absence of the disease and the descriptive statistical parameters as predictor variables. The considered descriptive parameters were the texture contrast (CON ), the texture correlation (COR), the texture energy (EN ER), the homogeneity (HOM ), the entropy (EN T ), the mean gray level in the 4 × 4 neighborhood (M ), the gray level variance (V AR), the gray level standard deviation (DEV ), the minimum (M IN ) and maximum gray level in the neighborhood (M AX). Aiming at analyzing if the HS can be effectively determined by considering the descriptive parameters extracted from the texture and gray level information, a stepwise procedure for the selection of significant variables was also performed. The input probability was 0.1 and the output probability was 0.01 for attaining 99% of confidence in the results [13] .
Model Validation
During the validation all the matrices were considered as well as their relation with respect to a particular patient. In this way the optimal threshold for classification of matrices also provides a percent of classified matrices within a given subject. The quality of the classification was assessed using the receiver operating characteristic (ROC curve).
Classification of patients using the BLR model
An additional test for assessing the ability of the BLR model for classifying patients was performed. Seven random samples including 11 patients were extracted from the ultrasound images group. Each patient in the sample was classified using the BLR model considering the threshold previously selected. A similar procedure was performed considering the CT images; however the number of patients in each group was 6.
Results
Results are analyzed for the CT databases and for the ultrasound images
Statistical Model for Tomography Images
The first set of analyzed images was taken in the simple, arterial and venous phases. The influence of the phase was studied by performing a multi-variate statistical analysis on randomly extracted samples of co-occurrence matrices. A multivariate statistical analysis using ANOVA, MANOVA and Hotelling's T 2 [15] was performed at each of the phases. The best results were obtained for the venous phase. A BLR model was estimated as explained earlier.
The variables COR, EN T and M IN were excluded from the model as they are not significant. After excluding non-significant variables, the fitted model is:
where P r(HS) represents the probability of HS.
Statistical Model for Ultrasound Images
Concerning the statistical model for the ultrasound images, the significant variables for predicting HS using a BLR were the same variables used for the CT images. However, after applying the stepwise selection method, correlation (COR), energy (EN ER) and standard deviation (DEV ) variables were excluded. The estimated model is as follows:
Model Validation
Results for classification of 4 × 4 matrices are shown in Table 1 . The ROC area is 0.833, given a range between 0.679 and 0.987 with a confidence interval of 95% .The Correct Classification Rate (CCR) was 82.14%. The sensibility S e was 93.75% and the specificity S p was 66.67%. The ROC curve for CT images is shown on Figure 3 . In the case of ultrasound images the ROC area was 0.986, with a range between 0.887 and 0.999 for a 95% asymptotic confidence interval. The Correct Classification Rate (CCR) was 95.74%. The sensibility S e was 95.45% and the specificity S p was 96.00%. The ROC curve for the ultrasound images are shown on Figure 4 . Results show that both models are appropriate for classifying the co-occurrence matrices as coming from a diseased or healthy subject.
These regression models classify 4 × 4 matrices, but no patients. For classification of patients, it was necessary to establish a threshold representing the necessary percentage of classified matrices in each image for attaining the patient classification. This threshold was established based on the ROC curve. The selected optimal thresholds were 52% for the ultrasound images and 51.30% for CT images.
Results obtained for classification of patients are shown in 100.00 100.00 100.00 100.00 Sample 6 100.00 100.00 100.00 100.00 Sample 7 60.00 100.00 100.00 100.00 Table 2 . Results for classification of patients with hepatic steatosis. The sensibility (Se) and specificity (Sp) are calculated for each imaging modality. 
Results Analysis
Results on contrast-enhanced CT images show that the BLR model is useful for detection of HS as the CCR is higher than 80% when classifying matrices of size 4 × 4. Even when results for classification of patients, using tomography, in Table 2 are excellent they are not conclusive as the number of patients is small. Our results however agree with those reported by [12] and by [7] where the venous phase is shown to be optimal for HS detection. Results on ultrasound images for classification of matrices are better than results on CT images. In ultrasound images CCR is 95.74% with high values of sensibility and specificity. Results for classification of patients are also excellent as the sensibility is higher than 60% and the specificity is 100% in all samples. These results agree with results reported in [11] using SVM and Random Forest classifiers. However, in our case we are not classifying the different stages of the disease. Our method differs from the method proposed in [1] because we are using only a small set of parameters and additionally in our case the ROI is subdivided in small neighborhoods. In this way we take advantage of local information for performing the classification and the area under the ROC curve is higher attaining a value of 0.986. In this research co-occurrence matrices were calculated using d = 1, θ = 0 0 and N g = 4, however further research is still necessary for understanding the influence of these parameters on the global accuracy of the method.
Conclusions
The BLR models are useful for detecting HS based on CT images from the venous phase or ultrasound images. The Correct Classification Ratio is higher than 82.14% in CT images and 95.74% in ultrasound images. The sensibility and specificity are higher than 66.67% for both modalities. However, results show that detection of HS in ultrasound images is more accurate than detection in CT images. Further research is necessary aiming at increasing the group of patients for both image modalities. Comparison of the RLB classifier with respect to a SVM classifier is currently being performed. Future research should explore several preprocessing techniques for the images as well as the classification for the severity of the disease.
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