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ABSTRACT
We propose an automatic method for image sharpening that maximizes the perceptual sharpness
while preserving naturalness and original colors of a given image. We hypothesize a set of image
properties to model the context for selection of sharpening parameters. We hypothesize and then
verify that these properties contain the unknown feature (sub)space that could uniquely determine
the best sharpening parameters. The (sub)space is learned through a training set of examples for
which human preferences are obtained in psychophysical experiments. The human judgments are
also used to learn the function that maps the (sub)space to the best sharpening parameter values.
This function thus facilitates adaptive enhancement across an image since only the local image
properties determine the value the function takes. Experimental results demonstrate the adaptive
nature and superior performance of our approach over other algorithms. In addition, we present
spatial approaches of respectively measuring the edge sharpness strength and the perceptual sharp-
ness preferences, which do not require a reference image. The proposed approaches quantify the
perceptual visual quality that reflects the responses of the human visual perception.
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CHAPTER 1
INTRODUCTION
This work presents an approach to image enhancement. Automatic enhancement of perceived
image quality is one of the oldest problems in computer vision, and numerous approaches have
been developed for it. An important class of such enhancement techniques is image sharpening,
which improves quality by reducing the degree of blur or defocus in an image [1], [2], [3], [4].
Painters have often used sharpening as shown in Figure 1.1.
Despite a large number of techniques developed concerning image sharpening, it would be fair
to say that it remains challenging to make such techniques easier to use. That is, in many cases,
viewers need to adjust many parameters or manually pick every single edge for adjusting the sharp-
ness to meet their respective perceptual standards. This is because there are no standard methods to
assess image quality in sharpness and natural images have many features that affect our decisions
in obtaining the best quality in sharpness. For example, a digital image can have multiple parts that
look best with different levels of sharpness.
For example, different parts of an image may require different degrees of sharpening, as demon-
strated by Figure 1.2, where global sharpening, using a single parameter, leads to overly distorted
parts that do not appear natural.
It is not clear which local image properties are used by humans as the basis to select the best
parameters, and what computational criteria are optimized to determine when the best sharpness
has been achieved.
This work studies the problem of finding a fully automated sharpening model that maximizes
perceptual sharpening while preserving naturalness and original colors of a given photograph. At
first sight, the individual preference of perceived sharpening seems highly subjective, to the extent
of ruling out such an automated model. In contrast to this intuition, we identify five primary
natural elements as objective criteria that could capture the perceived sharpening preference in
general. Then the function of the identified elements that gives the desired sharpness is obtained
by a training set of psychophysical experiments; a selected level of aesthetics is still achieved for
the enhanced images. This function automatically calculates a desired level of sharpness for each
local part of an image. Our proposed criteria are supported by carefully designed experiments.
This work provides the first attempt to quantitatively model the relationship between perception
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(a) (b) (c)
(d) (e) (f)
Figure 1.1: Painting examples that used sharpening techniques to enhance aesthetic values: (a)
The work is painted by Georges-Pierre Seurat in the 19th century. (b) and (c) The paintings are by
Johannes Vermeer in the 17th century. (d), (e), (f) The intensity profiles are displayed along the
red lines in the paintings above. The increased local contrast at the edge pixels results in the edge
sharpening effects. Painters have used the edge sharpening techniques to produce the pleasing
appearance of separate objects delineated by sharp edges. The edge sharpening is applied to
provide the realistic impression of the 3-dimensional scene by increased contrast. Similarly, we
aim to improve the aesthetic appearance of digital photographs by optimally sharpening edge
pixels to perceptually please the human eyes.
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Figure 1.2: Two image patches are sharpened at different levels of a,b,c,d. The red and green
patches have different levels that are the most pleasing in sharpness at levels b and c, respectively.
This illustrates that sharpness should be applied adaptively.
and the image sharpening techniques that were studied only in an abstract and restricted way in the
psychophysical literature [5], [6]. We believe that our study takes an important step toward a fully
automated sharpening process.
This work presents a computational approach to automatically enhance images in ways that are
aimed at mimicking human performance. Our approach consists of the following major steps: (1)
We first define a method for increasing image sharpness. The major idea here is to increase the
slope of the ramp that invariably separates two otherwise relatively homogeneous adjacent regions
in images. (2) We then describe our approach to identifying the maximal sharpness that does not
introduce artifacts. This involves learning from the choices made by human subjects. (3) The
choice of sharpening parameters in (1) is in general a function of certain images being enhanced.
The main idea underlying our approach here is that the sharpening parameters depend on local
image properties, and we learn a compact function to capture this dependence from experiments
with human subjects and training images. (4) To test whether our choice of training images is
sufficiently diverse to help obtain a sufficiently general function in (3), we randomly sample images
from the internet and show that our function offers satisfactory and steady performance as the size
of the set of the sampled images increases. Thus, our overall approach can be summarized as one
that increases the slope of the ramp around a region by an amount estimated from the local image
context, where the estimation method is learned from the choices made by human subjects in a
sufficiently large number of sufficiently diverse training images.
We hypothesize a set of image properties, or features, to model the local image context. We
assume these properties subsume the unknown feature subspace that may uniquely determine the
best sharpening parameters. This feature (sub)space is learned through a training set of examples
for which human judgments are obtained in psychophysical experiments. In addition, the human
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judgments are used to learn the function that maps the (sub)space to the best sharpening parameter
values. This function allows adaptive enhancement since only the local image properties are used to
determine the value the function takes. We have observed that color, contrast, edge orientations and
blur influence the human preferences of sharpness, with confirmed consistency over time and dif-
ferent individuals. This work thus provides a quantitative approach to implementing the qualitative
observations about the function.
In addition, this work presents a method to evaluate the perceptual image sharpness. Two sharp-
ness measures are introduced to quantify the perceptual edge sharpness strengths and the sharpness
preferences of the human visual system.
The measure of sharpness strength evaluates the absolute sharpness, indicating how sharp and
crisp the edge pixels are. The absolute edge sharpness is measured from the local increase of
edge pixel values, which we denote as overshoot or undershoot values. Therefore, the measure of
sharpness strength responds strongly to the edge pixels of large overshoot and undershoot values
while it responds weakly to the edge pixels of small overshoot and undershoot values.
On the other hand, the measure of the perceptual sharpness preferences quantifies how preferably
pleasing the edge sharpness appears to the human eyes. The two measures do not respond to the
edge sharpness in the same fashion. Strong edge sharpness is not always desirable to the human
eyes, resulting in low score of the perceptual sharpness preferences but high score in the absolute
sharpness strength.
We present spatial approaches of respectively measuring the edge sharpness strength and the per-
ceptual sharpness preferences, which do not require a reference image. The proposed approaches
quantify the perceptual visual quality that reflects the responses of the human visual perception.
The scales of the sharpness measures can be applied to any image in a universal way.
Our work builds on image sharpening techniques and on data-driven learning of psychophysical
aspects in order to output images that are the most pleasing and realistic to viewers. In addition,
the perceptual edge sharpness and its preferences are evaluated based on the same criteria. We will
now present an overview of the work.
1.1 Overview
Sharpening techniques have received a significant amount of attention in computer vision. The
spatial filtering process is one of the most popular techniques in image sharpening [7]. Unsharp
masking is such a spatial filtering that exploits the well-known fact that human vision is more
sensitive to local contrast than the actual intensity value. However, it has a side effect of noise
amplification. In addition, the sharpening is performed in gradient domain, which sharpens salient
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edges and smoothes the others, resulting in dramatic but non-photorealistic changes [8]. Using
tensors, edges are enhanced in gradient domain [9]. These approaches are controlled by certain
input parameters, and users will need to adjust the values for their subjective preferences.
Although approaches towards automation in the field of image enhancement exist, their goals
are substantially different from the goal of this work. Many techniques enhance digital images by
rendering them more pleasing or dramatic with additional distortion, [10], [11], [12]. These can
be seen as a partial form of automation in the sense that the input interface was greatly simplified.
The history of data-driven priors is relatively short in comparison to that of image enhancement.
User participation is involved to realize the desired personal preferences [13], [14]. The image
restoration is performed using online photo collections, [15], [16]. However, these studies assume
that online images have the desired degree of naturalness in them, which is not always the case
when thousands of images are gathered from the Internet.
However, our approach is more fundamental in the sense that it involves investigating low-level
image features that affect perceived sharpness, and also involves the determination of human per-
ceptual preferences. By and large, our work presents a way of benefiting from the psychophysical
experiments that we designed on image sharpening.
Increasing local intensity contrast is an effective edge sharpening method. Instead of imple-
menting this on neighborhoods of edge fragments, e.g. in unsharp masking, we make use of image
segmentation. This allows us to increase the local boundary contrast for an entire region which
smoothly varies along the region boundary pixels and remains unchanged at the nearby interior
pixels. This avoids the undesirable possibility of inconsistently changing the contrasts at nearby
pixels when their region-based relationships are not considered. The output produced by sharpen-
ing is the most pleasing if the increase in contrast is by the right amount so that the human visual
system does not perceive it as an artifact.
Underlying our approach is the presumption that human preferences for the best sharpening
parameter values are consistent over time and across people. We tested this assumption on the
data we collected from humans, in which we asked multiple subjects to select the best sharpening
parameter values in different image parts in one session, and in the same image parts at different
times. Having verified the assumption, we used the same data for learning the model for the best
sharpening parameter value in terms of the (sub)space of context parameters. We also verified that
the image set that we used for learning the sharpening parameter is sufficiently representative of
the real world by sampling a very large number of images from the internet and verifying that all
the training windows fall sufficiently within the subspace already identified and used by our model.
In addition, the two sharpness measures are incorporated with the human preferences. First,
the sharpness strength represents the perceptual sharpness that the human eyes perceive from the
observed overshoot and undershoot. Second, the perceptual sharpness preferences are quantified
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by fitting a mapping function of some prior form to the values of the observed overshoot and
undershoot. The mapping function uses a feature (sub)space with the same objective criteria from
the local image properties as in the automatic image sharpening.
The work is organized in the following fashion. In Chapter 2, we summarize the background
of image sharpening techniques in spatial, gradient, and frequency-oriented approaches. The psy-
chophysical aspects of the perceptual contrast and the sharpness preferences are summarized. The
previous study has been thoroughly overviewed so that we find the relevance of the authors’ objec-
tives and what we can benefit from.
Chapter 3 describes the region-based sharpening model that has one sharpening parameter to
control the amount of overshoot and undershoot at edge pixels. A probabilistic model is devel-
oped to automatically determine the sharpening parameter value at a given edge pixel. A feature
(sub)space is formulated as a Gaussian mixture model via the learning process of formulating joint
probabilistic distribution of the local image properties and the ground truth values of the sharpening
parameter.
In Chapter 4, we conducted psychophysical experiments to study the human preferences of im-
age sharpness with different local image characteristics. The optimal sharpening parameter values
are collected as ground truth from the human-preference data. In this chapter, we will state the
definition of the term pleasant to the human visual perception.
In Chapter 5, we validate the scope of the feature (sub)space. It is an important procedure to en-
sure the accurate estimation of sharpening parameter values. In validation, we first test whether the
scope of the feature space is large enough. Secondly, we dynamically sample the feature (sub)space
to ensure that the data samples are distributed uniformly enough to estimate the accurate sharpening
parameter values.
Chapter 6 assesses the perceptual image quality with respect to edge sharpness strength. The
edge sharpness strength is estimated from a pair of overshoot and undershoot values on edge pix-
els. In addition, we evaluate the sharpness preferences based on the edge sharpness strength. The
sharpness preference measure is developed based on a feature space formed from the extracted fea-
ture vectors of the optimally sharpened images. The sharpness strength measure and the sharpness
preference measures are designed to quantitatively represent the responses of the human visual
perception to the edge sharpness.
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CHAPTER 2
BACKGROUND
Image enhancement improves perceptual image quality. The purpose of enhancement varies from
increasing aesthetic values of perceptual image quality to end users to a preprocessing step to
stress or diminish the visibility of specified features before mid- and high-level vision tasks are
performed. For example, taken from customized cameras, digital photographs are enhanced by
software tools to improve their aesthetic appearances. Medical or radar imagery is enhanced to
increase the chance of success in detection of certain objects. For decades, various approaches of
image enhancement techniques have been introduced, and the users select the techniques suitable
to their own needs.
Image quality is degraded by noise or resolution loss during the process of scene capture through
a camera lens. Point-wise degradation in images happens due to noise from film grain, optical
device defects, or lighting condition. Image quality or resolution is degraded due to blur in lens
degradation, defocusing, object motions, diffraction, or optical system aberrations. The problem of
image restoration such as denoising or deblurring is to estimate the original version of an observed
image with or without a priori knowledge of degradation. Image enhancement techniques, on the
other hand, attempt to increase the image quality based on psychophysical characteristics of the
human visual system. Without comparison to reference images, the evaluation of image quality
is mostly followed by subjective human judgment. Since image restoration is beyond the scope
of our topic, we will not review its background literature. In this chapter, we will discuss image
enhancement, in particular, contrast enhancement, in both aspects of signal processing and human
perception.
We divide the contrast enhancement techniques into three categories based on the domain types
in which image signals are modified. Table 2.1 illustrates the categorization of the techniques. In
Section 2.1, the first group enhances image contrast in spatial domain by modifying pixel values.
In Section 2.2, gradient-domain modification is performed while image structures are preserved.
In Section 2.3, the third group achieves image contrast enhancement in frequency domain, which
includes wavelet or curvelet domain. In Section 2.4, we discuss perceptual evaluations in contrast
enhancement. Section 2.5 is followed by psychophysical literature including the proposed theories
in visual perception and experimental findings.
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Table 2.1: Categorization of methods for contrast enhancement
Approaches Representative works
Spatial approaches
modification of pixel value statistics [7], [17], [18], [19], [20]
overshoot/undershoot control [21], [22], [23], [24]
edge slope control [2], [25], [26]
Gradient-domain approaches
Poisson approaches [27], [9], [8]
Total Variation approaches [28]
Other numerical methods [29], [3], [30]
Frequency-domain approaches
Fourier transform approaches [31], [32], [33]
Wavelet approaches [34], [35], [36], [37]
Contourlet approaches [38], [39]
2.1 Spatial approaches
We group the spatial approaches into three categories. In Section 2.1.1, contrast is enhanced with
statistics of pixel intensities, e.g. histogram equalization. In Section 2.1.2, the second group in-
creases local contrast by adding overshoot and undershoot in the vicinity of pixel values. Overshoot
and undershoot are defined as intensity values which are added to original edge pixel values to
create the local edge contrast. High-frequency components such as edges and low-frequency com-
ponents of smooth area are separated and manipulated separately in a spatial domain. In Section
2.1.3, the third group achieves contrast enhancement by making edge slopes steep.
2.1.1 Contrast enhancement with statistics of pixel intensities
Histogram equalization is the most traditional approach that modifies the statistics of pixel values.
The pixel-wise operation modifies the global distribution of pixel intensities of a given image,
flattening the intensity histogram [7]. The approach is classified into two categories: global and
local techniques.
In global histogram equalization, given a gray-scale image X with L intensity levels, the nor-
malized histogram is in a discrete form h[i] = ni/n, where i is the ith grey level 0 ≤ i < L, ni
is the frequency of occurrence belonging to the ith grey level and n is the total pixel number in
image X . For a resulting image Y , a mapping function Y = f(X) is computed from the discrete
cumulative distribution function (CDF) H[i] = (L − 1)∑ij=0 h[j]. The transformation enhances
contrast without measuring the pixel contrast values. Hence, it has a disadvantage that it does not
enhance all parts of an image evenly, introducing artifacts from the maximized contrast.
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As a result, adaptive histogram equalization is introduced [40], [41], [17]. Histogram equaliza-
tion is performed adaptively to local distribution of pixel values in different blocks of an image.
The local adaptation avoids over-maximizing image contrast, which reduces the problem of noise
amplification. Therefore, the adaptive histogram equalization achieves better performance than the
global approach.
Adaptive histogram equalization produces blocky effects. Another approach attempts to reduce
the blocky effects by allowing overlapping blocks [42]. Instead of block-wise approach, histogram
equalization was attempted adaptively for different context features such as strong edges, smooth
area, extracted in frequency domain [43].
However, histogram equalization requires setting up many parameter values because the output
histogram is determined by the number of distinct gray levels in the original image. To globally
achieve the contrast-enhanced output, the local histogram equalization suffers a drawback of re-
quiring more input parameters to adjust local image blocks than the global approach. Therefore,
Panetta et al. [44] proposed a region-based histogram enhancement that automatically selects pa-
rameters for each segmented region to maximize a function of contrast measure based on Weber’s
contrast law [45].
The traditional histogram equalization applies to gray-scale images only. The techniques are
extended to enhance color images [46], [18]. However, the approaches of jointly equalizing color
channels could produce artifacts due to hue change. New approaches reduce distortion by preserv-
ing hue and equalizing histogram in saturation component [19], [47], [48]. Uniform distribution of
histogram is not always desirable. Techniques of histogram equalization hold image dependency,
which requires balance between histogram equalization and original pixel distribution.
Local adaptive contrast improvements have been proposed as a modification of the Retinex
model [49], [50]. Although Retinex-inspired techniques do not make use of pixel statistics, their
performance is usually compared with histogram equalization since they share the same objective
of local adaptive contrast enhancement. Retinex is a model of color perception by human vision
mostly discussed in the problems of color constancy or dynamic range compression [51] and [52].
The operation is based on the characteristics of the human visual system that the perceived color is
locally adapted by the relationships of the center and surrounding image pixel values.
For example, as a local contrast improvement, Rahman and Woodell proposed the multiscale
Retinex approach [53]. Each pixel is modified based on the ratio of the current pixel value to the
weighted mean of neighboring pixel values in each color channel (RGB). However, they exploited
different sizes of neighboring pixels and applied different weighting to compute the ratio. This
multiscale approach improves local contrast more adaptively to image characteristics. However, it
requires setting up many parameter values, which could be image dependent. In addition, Meylan
and Su¨sstrunk presented color image enhancement based on the Retinex theory [54]. Although it is
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similar to the approach by Rahman and Woodell [53], they introduced an enhancement filter based
on both the Retinex theory and histogram equalization. Applied in the luminance channel only,
the filter employs a multi-scale approach to adaptively determine the sizes of neighboring image
patches. Based on the multi-scale analysis of the input image characteristics, it automatically tunes
the parameter values of the filter. As a post-processing, the histogram of pixel values is scaled
linearly to fit into the dynamic range.
As an extended application, contrast is enhanced to remove the hazing effect from light scat-
tering [20]. Based on the assumption that the light transmission and surface shading are locally
statistically uncorrelated, they formulate an image degradation model and estimate the optical
transmission in hazy scenes. In each RGB channel, given a single input image, scene contrasts
are recovered to be haze-free by eliminating scattered light. Although the approach is determin-
istic rather than computing from pixel statistics, these approaches are proposed to improve color
contrast and often compared with histogram equalization in their performances.
The approaches mentioned above change the the global appearance of the image contrast since
they modify the pixel value statistics. However, in the contrast enhancements of overshoot and
undershoot control and edge slope control, the edge sharpening is achieved by modifying edge
information only. The latter two methods have an advantage of requiring fewer parameters to their
systems than the methods with image pixel statistics.
2.1.2 Overshoot and undershoot control
The second group is contrast enhancement by overshoot and undershoot control. This enhance-
ment approach involves manipulation of high- and low-frequency components separately. High-
frequency components are edges, and low-frequency components are smooth area. The main idea
is to detect the high-frequency components and to elevate the intensity of the brighter side of an
edge and lower the intensity of the darker side, which creates overshoot and undershoot in edge
neighborhoods in spatial domain.
Various approaches have been introduced to detect high-frequency components and create over-
shoot and undershoot. The most popular method is the unsharp masking approach [21]. It is a linear
filter that extracts and enhances edge information by taking the difference between original images
and the smoothed version. Several approaches involve nonlinear filter design of a pixel-wise oper-
ation. In order to avoid overshoot artifacts near edges, other approaches present modified versions
of unsharp masking, adaptively adjusting the enhancement factors based on the local statistics of
neighboring pixel values. The major concern is to improve edge detection and to reduce noise
amplification in both edge and smoothing area [23], [55]. We will discuss the image sharpening
approaches of unsharp masking, nonlinear filters, modified versions of unsharp masking, and the
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applications.
Unsharp masking
The classical unsharp masking algorithm modifies local change of image intensities [56]. The
algorithm is described in the form of the equation:
Y = Xs + γ(X −Xs) (2.1)
= X + (γ − 1)(X −Xs) (2.2)
= X + λZ, (2.3)
where X is the input image, Xs is the result of a linear low-pass filter, and the gain γ > 0 is a real
scaling factor. The signal Z = X−Xs is derived from a spatial-domain convolution of a high-pass
filter, mostly chosen as a simple Laplacian filter. Then, the signal is amplified by a positive gain
λ > 0 to increase the sharpness.
Unsharp masking has two main drawbacks. First, the output of unsharp masking is sensitive to
the λ value. Proper choice of the λ value is important to avoid over-amplification of overshoot
and undershoot, which creates a visually unpleasant appearance called halo effects. However, the
classical unsharp masking applies the same λ value to all edges of the image equally, which is not
applicable to all images. The λ value selection should be carefully processed to ensure the best
result for each image. In addition, the signal d contains noise as well as details of the image. Since
the algorithm should only enhance the image details, enhancement of noise in homogeneous areas
is undesirable.
Nonlinear filters
To improve the performance of unsharp masking, there have been many attempts to design high-
order filters. For example, Mitra introduced second-order filters, which compute the product of
local mean and high-frequency components [22]. Thurnhofer introduced quadratic Volterra fil-
ters [57]. These nonlinear filters were designed with dependence on local mean of image intensities,
which can be interpreted as weighted high-pass filters. They were modeled on the non-linear be-
havior of the human visual system. For example, these nonlinear filters produce less enhancement
in dark areas and more in bright areas.
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Modified versions of unsharp masking
Other approaches overshoot/undershoot control are modified versions of the unsharp masking. The
output image Y of these approaches is generalized in the form of
Y (m,n) = X(m,n) + Z(m,n)λ (2.4)
where X is the original image and (m,n) is pixel coordinates. Z is the modified high-frequency
components. Extracting edge information is an important step since overshoot/undershoot in smooth
areas could result in noise amplification. The enhancement control λ determines the height of over-
shoot and undershoot. It has an important role in determining the output image quality since im-
proper choice of λ value could create the halo effect, the ringing effects due to the increased local
contrast beyond the acceptable limit to human vision in the vicinity of edge pixels. Considerable
research has been conducted to avoid noise amplification and overshoot artifacts.
For example, Ramponi introduced quadratic unsharp masking methods for adaptive modification
of Z [24]. Similarly, Ramponi introduced cubic unsharp masking in which each output pixel is
computed from the local gradients to reduce noise dependence [58].
The filter design is based on the hypothesis that original images contain sparse high-frequency
components with low noise amplitude. However, real images could contain dense high-frequency
components. In addition, since these techniques are based on unsharp masking, they require tuning
of enhancement factors. Proper choice of the enhancement factors is important to produce the
perceived image quality desirable to the human eyes without generating overshoot artifacts.
As a modification of cubic unsharp masking, Nakashizuka and Aoki presented edge-weighted
high-pass filter in a cascade configuration [59]. For an input image X , high-pass filters of uH and
uV are defined as pixel differences in horizontal and vertical directions respectively, given by
uH(m,n) = X(m,n)−X(m− 1, n) (2.5)
uV (m,n) = X(m,n)−X(m,n− 1). (2.6)
Then, edge weighting functions of zH and zV are defined in horizontal and vertical directions as
follows:
ZH(m,n) = α1(X(m,n)−X(m− 1, n))2 + α2(X(m+ 1, n)−X(m− 2, n))2 (2.7)
ZV (m,n) = α1(X(m,n)−X(m,n− 1))2 + α2(X(m,n+ 1)−X(m,n− 2))2. (2.8)
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They propose a new cubic unsharp masking as a cascade configuration of the edge-weighted
high-pass filter, given by
Y (m,n) = X(m,n) + λ(ZH(m,n)uH(m,n)− ZH(m+ 1, n)uH(m+ 1, n)) (2.9)
+λ(ZH(m,n)uH(m,n)− ZH(m,n+ 1)uH(m,n+ 1)). (2.10)
Thus, the edge-weighting cascade configuration reduces noise enhancement in image edges.
To prevent noise amplification, improvement of edge extraction is another focus of the over-
shoot/undershoot approach. Economopoulos and Matsopoulos proposed an unsharp masking that
extracts a smooth version of an image in an iterative way [60]. The modified version of unsharp
masking extracts edge information using a partitioned iterated function system (PIFS). A given
gray-level image is partitioned into non-overlapping 2×2 square blocks, called range blocks.Then,
the same image is partitioned into overlapping 4× 4 square blocks, domain blocks. For each range
block, a domain block and a transformation are found such that the transformed domain block
best matches the range block, under the least squares sense. The search is performed by the k-
dimensional tree (kd-tree) nearest neighbor search technique. The searched domain blocks and
transforms are used in order to create a lowpass version of the original image. Then, contrast en-
hancement is done in a similar way to the traditional unsharp masking from the lowpass version of
PIFS, and the contrast gain is user-defined.
Similarly, there exist techniques that employ the log of Gaussian (LoG) for edge detection [61],
[62]. The methods use a color operator in which the sharpening happens towards the changes in
the opponent-color direction in the perceptual color representation. In order to prevent false color
appearance in output images, the user needs to select the proper values of sharpness factors.
Recent work involves multi-scale bilateral decomposition in order to render dramatic and non-
realistic image output by emphasizing details in images [63]. Bilateral filters are used at different
smoothing scales. Sharpening is achieved by summing up the difference between the original and
the smoothed at all scales. It is an iterative operation that emphasizes strong edges. Since each
iteration produces outputs with different sharpness, users are required to stop the iteration till they
obtain the desired output.
Similarly, Kotera and Wang achieve adaptive sharpening based on edge strength [64]. Edge
pixels are decomposed into multiple edge zones – flat, soft, medium, and hard zones, reflecting
different edge slopes. Hard edges are those with high gradient and steep edge slope while soft
edges contain low gradient with small edge slope. Flat zones contain no edges.
Edge strength is extracted from input image X(m,n) by the 2-D convolution of a second deriva-
tive of a Gaussian function
13
δ(m,n) = −∇2Gσ(m,n) ∗ g(m,n), (2.11)
where the Gaussian variance σ determines the edge zones. The sharpening algorithm is given by
Y (m,n) =
X(m,n) + δ(m,n), for edge areaG(m,n) ∗X(m,n), for flat area. (2.12)
Different degrees of sharpening are applied to soft, medium, and hard edge zones. Smoothing
is performed in the flat zones. Therefore, performed in luminance channel only, sharpening is
adaptively applied to local edge slopes with the suppression of background noise.
Arici and Altunbasak utilize two opposite directional non-linear filters in a horizontal direction
and simplify it to an IIR filter for straightforward implementation and low computational complex-
ity [65]. Frequency analysis of the non-linear filter is performed, and enhancement gain is applied
adaptively so that mid-frequency components have higher gain than the low- and high-frequency
components in a given image.
Another approach utilizes directional high-pass filter [66]. While the enhancement form resem-
bles the unsharp masking, it sharpens edge pixels orthogonal to the directions of edges instead
of using an isotropic filter. Therefore, it preserves edges in an original image without sharpen-
ing the homogeneous regions. The overshoot and undershoot control is performed in luminance
channel only. The user predefines three intensity ranges of enhanced pixel values: high-intensity
range, mid-intensity range, low-intensity range. Enhancement factor is defined differently in the
three ranges so that the effects of overshoot and undershoot are reduced with smaller values of
enhancement factor in high-intensity and low-intensity ranges. This approach is adaptive to edge
directions and local pixel intensities. However, the adaptive characteristics are controlled by a set
of parameters. A user needs to find a proper combination of the parameter values to achieve good
results.
For the adaptive enhancement, several approaches are proposed based on the psychophysi-
cal studies in human perception. Krawczyk et al. presented contrast enhancement as an auto-
matic correction with respect to a reference image [67]. In luminance channel, they combine a
counter-shading algorithm with a multi-resolution contrast metric. Inspired by the Craik-O’Brien-
Cornsweet, the process creates counter-shading profiles to enhance contrast by modulating bright-
ness at the edges. Edge pixels are extracted at multiscale bands decomposed by Gaussian pyramid.
At each pixel (m,n), local sub-band contrast of each pixel Cl(m,n) is computed at each pyramid
level l
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Cl(m,n) =
|Xl(m,n)− X¯l(m,n)|
X¯l(m,n)
, (2.13)
where Xl indicates the luminance at the level l andX¯l is the local mean luminance.
Then, the counter-shading profiles are computed as a ratio of the local sub-band contrast of a
given image to that of the reference image. Combined from all decomposition scales, the maxi-
mum amplitude of a counter-shading profile is estimated within a given local area so that it is not
objectionable to the human vision based on the contrast sensitivity [68]. Therefore, the method cre-
ates counter-shading profiles to restore contrast of edges from the reference images and adjusts the
perceived contrast from the contrast sensitivity in order to avoid overshoot artifacts. The enhanced
image quality depends on the reference image, and variety of reference images can be utilized
including depth maps.
In addition, Tizhoosh proposed a sharpening technique that reflects human observers’ prefer-
ences [69]. Images are sharpened or smoothed by convolving with various 3 × 3 spatial filters.
Then, a training set of images is differently enhanced from the filters, and psychophysical exper-
iments are performed to collect the subjective scores of individual human preferences. Objective
measurement of sharpness is computed by extracting edge contrast. The aggregation process is
followed in order to compromise different assessments of the objective and subjective measures.
Given a new test image, sharpening is achieved by inference from the local spatial image informa-
tion to be the weighted sum of the outputs convolved with the spatial filters.
Another approach is adaptive content-based image sharpening [70]. It is based on the hypothesis
that the human visual system allows strong sharpening on artificial objects while it prefers less
sharpening on natural objects. The classes of natural and artificial objects are divided based on the
length of lines extracted from the image. Natural objects tend to have short lines while artificial
ones have long lines. Only the luminance channel is sharpened. Strong edges are extracted from
zero-crossing of the difference of Gaussian (DOG) and Sobel filtering. Then, they fit the edge
pixels to line equations, detect line length and the number of lines in an image, and classify the
edge pixels to either natural or artificial objects.They take care of exceptional cases in which pixels
belonging to long lines should be enhanced less when they are located near short lines.
Buemi et al. developed a band-pass filter with predefined cut-off frequencies in order to dis-
criminate the homogeneous and textured areas of an input image [71]. Once the image activity is
analyzed locally, enhancement factor is determined by the band-pass filter response. Based on the
filter response, image pixels are partitioned into three frequency bands. An overshoot/undershoot
control system is implemented so that smaller values of enhancement factors are applied to low- and
high-frequency bands than to the mid-frequency band. Therefore, based on local image dynamics,
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this approach performs a stronger sharpening in the detailed area of the image, while preserving
homogeneous regions.
Deng introduced generalized unsharp masking by combining unsharp masking and contrast en-
hancement [72]. An image signal is decomposed into a base signal (low-frequency components)
and detail signal. An iterative median filter extracts an edge-preserved base signal. The signal of
image details is obtained by subtracting the base signal from the original image signal. Adaptive
histogram equalization is applied to a base signal, and image sharpening is applied to the detail
signal with adaptive enhancement control. A log-ratio approach is employed to represent image
signals in order to avoid the problem that enhanced pixel values are out of range. Therefore, the
algorithm enhances the overall contrast of both base and detail signals.
Applications
Application of unsharp masking includes sharpening in 3D surface, rendering depth perception, im-
proving aesthetic values with detail emphasis, and image restoration by achieving both smoothing
from noise and edge sharpening.
Unsharp masking is applied to improve the depth perception. Tao et al. employed unsharp
masking in the problem of a GPU-based ray-casting volume renderer [73]. From the smoothed
radiance volume, the volumetric unsharp masking enhances the radiance by adding the scaled dif-
ference between the radiance and the smoothed radiance, enhancing local contrast of features. The
enhancement factor is user-defined in the luminance channel.
Luft et al. presented another application of the unsharp masking to make depth effects in a
single image [74]. Assuming that spatial change in contrast indicates depth differences without
considering viewpoint and perspective, they compute a depth image subtracted from the low-pass
filtered original image. Then, they add the difference multiplied by a weighting parameter to the
original image in RGB color space.
Ritschel et al. proposed 3D unsharp masking [75]. Volumetric enhancement of shape is achieved
by sharpening in the normal direction of the surface of a mesh. Viewpoints and lighting conditions
are considered to satisfy both spatial and temporal coherence constraints. Applied in luminance
channel only, the range of acceptable enhancement factors to human vision is selected from psy-
chophysical experiments with respect to lower, best, and upper contrast threshold.
Bilcu and Vehvilainen introduced a cost-effective method to combine denoising and sharpening
of images [76]. Sigma filtering is applied to denoise a given image [77]. Then, a high-pass-filtered
image is added to the denoised image similar to the unsharp masking approach. Enhancement
factor determines the sharpness of the output image, with clipping of extreme pixel intensities to
avoid overshoot/undershoot distortion.
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Palma et al. employed unsharp masking according to changes of illumination direction in the
reflectance transformation imaging, a digital acquisition process that captures a set of images [78].
From a single view under varying lighting conditions, they compute normal vectors in the 3D
model, and enhancement factor is applied in the normal direction.
Similarly, Cignoni [79] utilized unsharp masking approach to improve the perception of an ob-
ject’s shape. To sharpen a 3D mesh, they computed the surface normal vectors to the surface, and
the sharpening effects create shading effects to render the depth effect in the 3D mesh.
Kim and Allebach employed the unsharp masking technique to a grayscale image restoration
problem to target both noise removal and sharpening effects [23]. It is a locally adaptive unsharp
masking, whose form is given with a degraded input imageX(x, y) and an output image Y (x, y),
Y (x, y) = X(x, y) + λ(X(x, y))H(X(x, y)). (2.14)
It achieved sharpening if the enhancement factor λ is greater than 0 and smoothing if the factor is
smaller than 0. The function H(·) extracts edge information by first applying median filter and the
Laplacian of Gaussian (LoG) operator. Then, image pixels are classified into 64 groups based on
the magnitude of edge strengths from LoG. The enhancement factor λ for each class is trained from
six pairs of high-quality images and the corresponding noisy blurry ones. For training, the degraded
images were generated to contain blur and tone-dependent noise. With the knowledge of the blur
point spread function and the noise characteristics of the imaging system, the mean squared error
of the ideal image and the enhanced image is minimized. A closed form solution for λ is found in
each class. Therefore, it restores a noisy blurred image using an adaptive unsharp masking filter.
2.1.3 Edge slope control
The transition in pixel values indicates edge location. The second group of the spatial edge sharp-
ening approach modifies the pixel-value transition from smooth to sharp. The edge slope control
is achieved by various methods: edge width reduction, point spread function (PSF) estimation and
removal, partial differential equations (PDE) and fuzzy logics. The edge slope control approaches
have an advantage in that they do not suffer from noise amplification, which is the main problem of
over-sharpening by the overshoot/undershoot control. The traditional approaches of PDE and the
fuzzy logics are used for denoising. However, as a drawback, they produce false piecewise constant
areas if the edge slopes are changed to be too much steep. Therefore, the techniques require proper
choice of input parameter values.
Leu presented a sharpening method by edge width reduction [2]. The magnitudes of gradient and
direction are estimated for each pixel in the image. Then, the ramp width is reduced by changing
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edge pixel values and the neighboring ones.
Matz and Figueiredo presented a nonlinear color image contrast sharpening approach based on
Munsell’s scales [80]. Their goal is to make edge slopes infinite. They use curve fitting to the edge
intensity profile so that in the edge midpoint, E, the slope is infinite, and the slope is zero at the
edge endpoints, a,b. They use two quarter-circle functions for edge fitting in intervals [a,E] and
[E, b] respectively. Intensity intervals are non-uniformly partitioned as perceptual subintervals in
Munsell color space. Then, the edge fitting is performed as a smooth approximation to an edge step
function accordingly.
Zhang and Allebach presented adaptive bilateral filter for sharpness enhancement [25]. The
approach increases the slope of edges without producing overshoot or undershoot while smoothing
the non-edge pixels.
Joshi et al. presented edge width reduction via PSF (point spread function) estimation [4]. Strong
edge locations are predicted as well as edge orientations. Then, point spread functions are esti-
mated, and blur is removed and sharpened. They assume that the desired edge is a step edge before
blurring and that blur is created by the point spread function. The image formation model includes
geometric transformation and point-spread function modeling. Prediction of an ideal sharp edge is
done by finding the local maximum and minimum pixel values along the edge profile. The original
edge values are replaced by the found values, and the values are propagated to the neighbors of the
edge pixels. MAP estimation is performed to compute a spatially varying PSF.
Another approach achieves sharpening by using non-linear time-dependent partial differential
equations [81], [82]. Under the assumption that Gaussian blur and additive white Gaussian noise
are added in original images, enhancement is performed to have piecewise-constant intensity val-
ues in smooth areas while edges are preserved. As opposed to overshoot/undershoot approaches,
sharpening is achieved by reducing the edge widths as well as noise-smoothing. However, during
the piecewise-constant process of the PDE approaches, important edge features can be lost without
preserving exact edge locations.
Anisotropic diffusion is one of the partial differential equation approaches by Perona and Malik
[83]. They modify the isotropic nature of the heat equation. With initial image X(0) = X0 at
t = 0, the anisotropic diffusion is given by
∂X(m,n, t)
∂t
= div(g(|∇X(m,n, t)|)∇X(m,n, t)), (2.15)
where g(|∇X|) is chosen as a non-increasing function g(|∇X|) = 1
(1+(|∇X|/K)2) . Diffusion occurs
along the edge direction. Therefore, strong edges are preserved while edge slope is increased.
Similarly, another PDE approach is a hyperbolic equation called shock filter [84], [81], [85]. The
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initial signal X0(m,n) is evolved to a steady state solution X∞(m,n). The typical shock filter is
given by
X(0) = X0,
dX
dt
= −|∇X|F (L(X)), t > 0, (2.16)
where F is an edge detecting term, L is Laplacian L(X) = Xmm + Xnn, and F (X) =
F (X)
1+|F (X)| .
L(X) is chosen so that edges are extracted from the zero crossing of second directional derivatives.
It devises numerical methods to find the solution.
In most cases, the PDE-based diffusion approaches are categorized as a problem of denoising
and enhancement via ramp width reduction. Numerical solutions are searched from the ill-posed
problem of PDE-based image diffusion. However, another approach was formulated to be well-
posed PDE-based sharpening. Calder et al. presented an image diffusion based PDE technique of
edge-sharpening via high-order Sobolev gradient flows [86]. It is given with a Sobolev gradient, a
linear operator δ(I − δ)−1,
X(0) = X0,
dX
dt
=
(∫
ω
||∇X(t)||2∫
ω
||∇X0||2 − α
)
δ(I − δ)−1X(t), t > 0, (2.17)
where I is an identity operator.
Similarly, Calder et al. [87] proposed a well-posed PDE that provides a closed-form solution of
sharpened images with overshoot and undershoot. The image sharpening problem is approached
by a variational problem with Sobolev metric as follows:
X(0) = X0,
dX
dt
= δ(I − λδ)−1X(t), t > 0. (2.18)
In addition, Meihua and Zhengming employed anisotropic diffusion for sharpening [26]. Edge
width reduction was performed under the assumption that image distortion is not uniform, i.e.,
backgrounds have small distortions while edges contain large distortions. They use piecewise poly-
nomial to fit pixel intensities. They apply the regularization model of the nonlinear diffusion. The
diffusion mainly works well on the image background. Additionally, edges are enhanced by high-
pass or band-pass filters depending on image types.
Saito et al. presented nonlinear reaction-diffusion time-evolution [88]. It is an iterative nonlinear
operation of sharpening blurred edges that contains a nonlinear-diffusion term, reaction term, and
shooting term. A stopping scheme is designed to halt the iteration at the desired moment. Two
different approaches are suggested. One approach is an independent nonlinear reaction-diffusion
scheme applied to color components independently, and the other approach is a collective scheme
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to color channels. Three different color spaces include independent RGB color channels, color-
difference space (G,R-G, B-G), and CIELAB color space. Performance evaluation is performed
by comparisons with images blurred by Gaussian function with additive Gaussian noise. It is
concluded that the collective approach performs better than other color channels.
Russo developed an enhancement filter adaptive to local information for noisy images by in-
troducing a fuzzy membership function [89]. The proposed method is based on a multiple-output
system that adopts fuzzy models in order to prevent the noise increase during the sharpening of
the image details. The noise amplitude is estimated from the fuzzy relation between the central
pixel and its neighboring pixels. It is composed of two processes. First, recursive smoothing is
performed by subtracting the estimated noise. Then, smoothing or sharpening is performed on the
results of the first operation. The entire system is processed by one parameter, which determines
the effectiveness of sharpening of edges and smoothing in homogeneous area.
Fu presented a feature preserving fuzzy bidirectional flow process for adaptive image sharpening
[90]. The fuzzy directional flow is a diffusion-based approach. The fuzzy membership function is
controlled by the second order normal derivative of the image. Edges are detected by a binary
zero-crossing decision process. A fuzzy inverse diffusion is performed to enhance edges along the
normal directions to edges, while a normal diffusion is done to remove noise along the tangent
directions. To preserve image features, the nonlinear diffusion coefficients are locally adjusted
according to the directional derivatives of the image. Thus, the ramp widths are reduced.
Similar to [90], Wilscy presented sharpening color images using a fuzzy approach [91]. The
sharpening fuzzy filter consists of two sub-filters. The first sub-filter computes fuzzy distances
between the central pixel and its neighboring pixels for RGB color channels. Fine details of the
image and color components are preserved from these distances. The second sub-filter applies a
sharpening parameter and a correction term to sharpen edge pixels.
2.2 Gradient-domain approaches
Gradient-domain approaches detect edges from strong gradients. They magnify the high gradient
and suppress relatively low gradient. Magnification of strong gradient preserves and sharpens edge
information. Then, the image is estimated so that its gradient matches the modified one. The
approaches define their own objective functions to solve for the desired sharpened image from the
modified image gradient. However, since there is no closed solution to obtain the desired image,
discrete numerical solvers are employed to derive the sharpening effects. Different approaches have
been proposed to achieve sharpening in gradient domain.
Poisson equation is the most popular of the gradient-domain approaches [27], [9], [8]. An en-
20
hanced image Y is obtained with the modified gradient G by solving a Poisson equation,
∇2Y = divG (2.19)
with the Neumann boundary conditions ∇Y · t = 0, where t is the normal on edge boundaries.
∇2 is the Laplacian operator ∇2Y = ∂2Y
∂m2
+ ∂
2Y
∂n2
and divG = ∂Gm
∂m
+ ∂Gn
∂n
. This is a linear partial
differential equation, and the output image Y is found by iteratively finding the optimal solution.
The approaches of Poisson equation define the desired gradient G for their own purposes. Fattal
et al. presented high dynamic range compression in gradient domain [27]. They modified the gra-
dient field by attenuating the magnitudes of large gradients in luminance channel and solve for the
Poisson equation. In addition, Wang et al. introduced tensor usage in image contrast enhancement
to preserve the image structure [9]. The tensor contains three properties: confidence, coherence,
orientation. They define the desired image gradient using the tensor. With the usage of tensor, it has
a noise removal effect. Lastly, another approach called the GradientShop utilizes an edge-length
based measure for local gradient saliency [8]. Edge lengths and orientations are computed from
steerable filters, and the desired gradient is obtained by adding weighted gradient of salient edges
to the original gradient in each color channel independently.
A variational method is employed in image gradient domain for sharpening effects. Zeng et
al. [28] proposed a total variation method that highlights the high contrast pixels in the gradient
domain but imposes a restriction on the result to be as close to the original image as possible.
Majumder and Irani proposed a contrast enhancement based on the human contrast sensitivity
in gradient domain [29]. The local contrast is improved by controlling the local image gradient,
based on the contrast sensitivity following the Weber’s law. The objective function is given to be
maximized by
f(Ω) =
1
4|Ω|
∑
p∈Ω
∑
n∈N4(p)
Y (p)− Y (n)
X(p)−X(n) (2.20)
subject to a perceptual constraint
1 ≤ Y (p)− Y (n)
X(p)−X(n) ≤ (1 + τ), (2.21)
and a saturation constraint of upper bound U and lower bound L
L ≤ Y (p) ≤ U, (2.22)
where the original image is X , the enhanced image is Y , p is the current pixel, n is in the 4-
neighboring pixels, Ω is the set of pixels in the image X , and τ is the single parameter that controls
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the enhanced output image. It is an optimization problem that maximizes the local average contrast
in an image guided by a perceptual constraint derived from the human suprathreshold contrast
discrimination sensitivity. However, noise can be amplified. Contrast will be enhanced, but the
output can be very different from the original image color depending on the value of τ .
Polesel et al. presented a modified version of unsharp masking [3], [30]. These approaches are
not exactly performed in the gradient domain, but the Laplacian domain, the domain of the second
derivatives of the pixel values. However, since they have the same scheme of achieving sharpening,
I categorize these methods as gradient-domain approaches. The desired Laplacian is determined
using local image dynamics. Local dynamics are the convolution of a Laplacian operator to an
image. From the local pixel variance, they classify the highly detailed and medium-detailed areas.
Then, they define the desired local dynamics by weighting differently in these two areas. Then,
the adaptation algorithm is formulated to minimize the cost function of the difference between the
desired local dynamics and the enhanced local dynamics. From the minimization process, local
minima are found as appropriate filtering weights to produce the enhanced local dynamics.
2.3 Frequency-domain approaches
The sharpening methods in this chapter perform frequency analysis and modify frequency com-
ponents to achieve sharpening effects. One group adjusts Fourier coefficients of high-frequency
components. Another group conducts multi-scale analysis of frequency components and modifies
coefficients of wavelet or contourlet to produce image sharpening.
One approach is to modify the magnitude of Fourier transform coefficients. Discrete cosine trans-
formation (DCT) is a compressed domain representation, which is the basis of JPEG and MPEG.
The DCT-based enhancement is achieved by adjusting the DCT coefficient values. Mukherjee and
Mitra presented an image enhancement using discrete cosine transform, comparable to histogram
equalization [31]. They defined contrast as the mean of luminance divided by its standard devia-
tion in a small image block. DCT coefficients are scaled to adjust local background illumination
while local contrast of an image is preserved. In order to suppress blocking effects, they perform
composition and decomposition operations of DCT blocks with 8×8 and 4×4 sizes. The usage of
chromaticity instead of luminance only preserves color in the output image. Similarly, Chatzigior-
gaki and Skodras presented a DCT based image enhancement [32]. They used color appearance
modeling in [33] to represent image characteristics such as color and edge contrast because it is not
easy to extract them directly in the DCT domain. Then, based on the attributes predicted from the
color appearance, the sharpening factors are computed to appropriately scale the DCT coefficients.
The wavelet-based approaches achieve image enhancement by modifying the wavelet coeffi-
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cients. Jin applied histogram equalization on certain frequency components [34]. After the two-
level decomposition from the dyadic spline wavelets, histograms of sub-bands from high-pass fil-
ters are locally modified. Berkner et al. presented the implementation of sharpening and smoothing
process by the discrete wavelet transform (DWT) [37]. Smoothing and sharpening are performed by
scaling wavelet coefficients in Besov spaces. They interpret this as a scale-dependent time-variant
unsharp masking.
Lemeshewsky presented multispectral image sharpening using a shift-invariant wavelet trans-
form and adaptive processing of multi-resolution edges [36]. Likewise, the sharpening is achieved
by fusion of transform coefficients while the local edge correlation from the sharpened subband
data improves edge detection.
Nowak presented an automatic process that adaptively finds a weighted high-pass filter from
local structure of an image [35]. The local image details are found by the multiscale analysis from
wavelets. Treating all areas of an image equally, unsharp masking is not applicable to all images.
This approach is based on Weber’s law that the human eye is more sensitive to noise in bright areas
than in dark areas. It utilizes local edge and local mean information carried by the smooth and
detailed images at varying scales to develop a class of weighted highpass filters of the form
Y = X + hX. (2.23)
They need to find h with input image X and output image Y . The term h is composed of
two types of filters: multiscale mean-weighted filters and multiscale edge-weighted filters. Fil-
ter h∗ is locally found such that for a small neighboring pixel patch, h∗ is formulated as h∗ =∑J
j=1
∑P
p=1 αj,pdj,p + βj,psj,p, where j, p are weights to the multiscale decomposition scheme, p
determining the relative weighting in bright and dark regions and j indicating edges at different
scales. The larger j is, the smoother the edges are. The term dj,p indicates the response of mul-
tiscale mean-weighted filters, and sj,p indicates the response of multiscale edge-weighted filters.
To find adaptive h∗ to local neighboring pixels, αj,p and βj,p are solved by minimizing ||h∗ − h||
locally. The term h is a linear highpass filter, given by
h = 0.5
 −1 0 −10 4 0
−1 0 −1
 . (2.24)
Therefore, they find the best weighted highpass filter based on multiscale signal decomposition.
In addition, other approaches utilize contourlets and modify the coefficients in the transform do-
main according to an enhancement function that they developed. The drawback of wavelet is that
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the 2D wavelet transform is separable so it cannot represent non-separable image structures such as
directional curves [38]. Since contourlets are non-separable directional transforms, Nezhadarya et
al. presented a fuzzy approach for contrast enhancement based on multiscale wavelet and contourlet
transforms [39]. The wavelet approach is used to prevent noise amplification while contourlet is
utilized to preserve directional discontinuities of edges. The number of scales should be appro-
priately chosen and the coefficient transformation is suitably designed. If not, ringing effects may
occur, and certain spatial features of the original image can be discarded with enhanced noise.
2.4 Sharpness evaluation
Traditional visual quality metrics measure the fidelity that reflects the accuracy of reproduction to
the original image. The metrics are SNR (signal/noise ratio), MSE (mean square error) and PSNR
(peak-to-peak signal/noise ratio). However, they are not suitable to determine the overall perceived
quality as they should correlate the observer’s perceptual evaluation for proper judgment of image
quality. In particular, the optimal amount of sharpening to apply varies from image to image, and
the demands of human observers could vary for situations such as a medical environment [92].
Therefore, one may incorporate a new cognitive framework to an image quality assessment.
There have been many attempts to achieve agreement between the outputs of enhancement tech-
niques and human perceptual evaluation. Requiring no reference to the ground truth image, the
quantified evaluation methods of perceptual image quality have been developed for specified dis-
tortion types such as MPEG or JPEG compression, noise, blur, etc. [93], [94], [95], [96]. Recent
work by Tang et al. presented perceptual image quality to unknown distortion types [97].
In many cases, sharpness is used as an attribute to compute the perceptual image quality. The
examples are shown in the image quality measures designed for several types of image distortions:
compression, demosaicing, or blur.
For example, Yu et al. proposed a metric that evaluates blocking artifacts in digital video [98].
Parameterized using subjective quality assessment data, the image quality is measured by the sharp-
ness of edges computed from the steerable pyramid decomposition and the contrast sensitivity
function.
Similarly, Longere et al. proposed perceptual assessment of the demosaicing algorithm perfor-
mance, a problem to recover three color values at each pixel from a single sensor array [99]. To
evaluate the performance of several demosaicing algorithms, they collected preference scores from
human observers. Sharpness is incorporated with the quality metric as a salient factor. In the sub-
jective viewing tests, the amount of sharpness is varied in different images, whose result indicates
the perceptual impact of sharpness on evaluation of the demosaicing algorithms
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Winkler presented a distortion metric due to compression of color video [100], [101], [102]. He
used multiscale directional filter bank to extract local image information. To represent the human
visual system, the metric model is imputed by the filter responses and is adjusted to fit the threshold
data from contrast sensitivity and contrast masking experiments that he provided. Performance of
the designed quality metric is compared with human evaluation.
Particularly, he identified sharpness and colorfulness as important attributes of perceptual image
distortion metric [102]. The underlying premise for using sharpness and colorfulness ratings as
additional quality indicators is that a reduction of sharpness or colorfulness from the reference to the
distorted sequence corresponds to a decrease in perceived quality. Edge sharpness is measured by
estimating local contrast. This method requires reference images since sharpness and colorfulness
are computed as relative ratings for a sequence of the same image.
As an inverse of blur, sharpness metric is used to evaluate image blur due to image distortion.
Dijk et al. introduced a sharpness measure based on the assumption that the perceptual sharpness
is correlated to the sharpness of lines and edges [103]. Location and orientation of strong lines and
edges are estimated. Then, Gaussian derivatives at different scales are applied to lines and edges,
which yields a response function to sharpness strength at detected lines and edges. The overall
sharpness of an image is computed from the sharpest line or edge detected in the images. The
sharpness comparison is performed relatively with respect to an original image.
In addition, Ferzli and Karam introduced a notion of just noticeable blur (JNB) as a sharpness
measure, and they presented a no-reference objective image sharpness metric [104], [105]. Similar
to Weber’s law, a psychophysical experiment was designed to find the JNB at boundary pixels of
a square-shaped foreground in 20 different contrast combinations in gray-level scales. For detailed
procedure, an image is divided into 8× 8 blocks. First, edge blocks are detected while blocks that
only contain edge pixels are not processed. At edge pixel ei, the mean of JNB is estimated from
the given contrast Ci, formulated as the Gaussian blur variance within the edge block,
MJNB =
0.0042C + 1, for 0 ≤ C ≤ 500.8092e−0.024(C−50), for 51 ≤ C ≤ 200. (2.25)
Actual blur is computed as its edge widthw(ei). The probability of blur at edge pixel ei is computed
from the MJNB of its neighboring edge pixels within the block and the actual blur as a function
given by
Pblur = 1−
∏
ei∈R
(
1− exp
(
−| w(ei)
wJNB(ei)
|β
))
. (2.26)
Narvekar and Karan extended the work of JNB by computing the cumulative probability of blur
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smaller than the JNB at all pixels, improving the correlation of subjective scores [106].
While the methods above present sharpness measure as blur measurement in distorted images,
the following techniques introduce an acutance measurement that represents perceptual sharpness
for enhanced images.
Rangayyan and Elkadiki provide a literature review of acutance measurement in depth in the
mid-twentieth century, including modulation transfer function and contrast transfer function [107].
They introduce a region-based approach to estimate edge location and orientation and to measure
the acutance of located edges.
Caviedes and Oberti introduced a reference-free sharpness metric based on local kurtosis [108].
For each edge pixel, they compute DCT coefficients locally from the neighboring pixels. They
compute PDF of the DCT coefficients and calculate 2D kurtosis of PDF. Similarly, Caviedes and
Gurbuz developed a content-independent, no-reference sharpness metric [109]. However, although
they measure the amount of sharpness in an image, the sharpness metric does not measure the
human preferences.
Shaked and Tastl presented sharpness measure based on image content, a measure as the loga-
rithm of high to band pass frequency content ratio [110]. Comparison was performed with images
of the same scene taken by the cameras (SLR (single lens reflex), point and shoot, disposable),
demonstrating that the metric agrees with the camera quality.
However, the sharpness measure does not reflect the perceptual evaluation of sharpness prefer-
ences. In order to quantify the human preferences of edge sharpness, psychophysical experiments
should be involved. Contrast enhancement is treated as a positive factor towards visual quality, but
excessive edge sharpness and the influence of surroundings are not considered.
Calabria and Fairchild suggested that perceived image contrast depends on attributes such as
lightness, hue, and saturation [5], [6]. Psychophysical experiments were performed to determine
the influence of image lightness, chroma, and sharpness transforms on perceived image contrast
and observer preference. The results indicate that perceived image contrast is a function of multiple
image characteristics.
Another approach formulates just noticeable local contrast change as a basis of the proposed
metric [111]. The full-reference distortion metric matches with the human evaluation for cases
with sharpened edges. Although it is effective for blurring and luminance fluctuations as the major
artifacts, it matches the subjective evaluation rather closely especially for sharpened edges created
by demosaic problems.
Lin et al. studied the perceptual impact of edge sharpness in images [112]. They designed sub-
jective viewing tests to systemically evaluate the perceptual impact of different extents of contrast
increase at edges. They derived most eye-pleasing sharpness (MEPS). Presenting both the original
and enhanced version of the same image, they record subjective scores with a scale of 0 to 100 for
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respective images. And they computed quality variation between the two images, the original and
the enhanced. Edge sharpness is measured as the contrast of edge pixels against the neighborhood.
In other words, the average noticeable contrast increases in edge and non-edge areas are measured.
The result shows that MEPS is allowed 2.6 times the local JND. However, the MEPS at edge area
depends on the contrast at non-edge area (surrounding area). For example, with higher contrast
surroundings, edges can be sharpened more for better perceived quality.
Ihrke et al. conducted experiments with the just noticeable, best, and objectionable thresholds of
sharpness [113]. They studied the effects of parameter values of the 3D UM sharpening proposed in
[75]. The two parameters are enhancement strength and spatial gradient width. In the experiment,
they showed a pair of the original and enhanced of the same image content. For enhancement
strength, they measured the just noticeable gain value, best, and objectionable thresholds. Three
different values were chosen for gradient width. Parameter values are applied uniformly to images.
They conclude that the human observers choose parameter values consistently. Different values
were chosen for scenes of very different characteristics. However, they did not specify what scene
characteristics caused the different preference of the human visual system.
Existing sharpness metrics use the entire frequency spectrum of an image, which cannot separate
the sharpness information from the scene content. In addition, some use sharpness metrics using
spatial gradients of the edges that work only for comparisons among versions of the same image.
Therefore, it is important to develop a measure to quantify sharpness preferences, which requires
no reference image.
2.5 Visual perception
Image sharpening is an image processing technique that increases local edge contrast of an image,
which creates a perceptually sharper version of the original. The similar effects of the increased
sharpness are found in ancient art [114]. These artistic techniques are examples of the perceptual
illusion of sharpening due to the increased differences in perceived brightness of adjacent regions.
In this chapter, we discuss the findings of perceptual illusion and the psychophysical explanations
to perceived contrast. The detailed categorization of the psychophysical explanation is provided as
well as its relevance to image sharpening in Table 2.2.
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Table 2.2: Categorization of psychophysical explanation to the perceptual phenomena.
Definition Author’s objectives 1. Main results and What we can Refer-
of the group 2. Other aspects benefit from this ences
and why it is relevant to the group
relevant research
Introduction of (a) Craik-O’Brien- The perceptual Achieve [115],
visual illusion, Cornsweet edge brightness is not sharpening [116],
psychophysical effects, (b) Mach always the same as effects by [117],
explanation of bands, (c) Chubb- the luminance modeling [118],
sharpening Sperling-Solomon distribution. Similar brightness from [119],
effects illusion, (d) explanations are the observations [120]
simultaneous applied to the of the visual
brightness contrast, psychophysical illusion
(e) assimilation visual illusions.
Application of Perceived contrast Introduce artistic Pursue esthetic [114],
the perceptual and sharpening techniques that values to achieve [121]
contrast effects, sharpness create similar effects perceptual
enhances of increased sharpness
perception of sharpness
objects
Importance of Implementations of 1. Sharpening Edge sharpening [122],
edges in visual brightness happens in edge alters perceived [123]
illusion perception pixels. 2. Laplacian brightness of
(COCE), of Gaussian filter regions separated
mathematical for edge detection. by adjoining
formulation for edge gradients
edge detection
Explanation of Importance of Discovery of Provides a [124],
perceived edges in perceived neurons that supports primitive model [125],
contrast: lateral contrast, the contrast effects in of overshoot and [114],
inhibition physiological Mach bands, undershoot [115]
response in retina explanation of
from luminance illusion by receptive
field of visual
neurons
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Table 2.2 – Continued
Definition Author’s objectives 1. Main results and What we can Refer-
of the group 2. Other aspects benefit from this ences
and why it is relevant to the group
relevant research
Limitation of The sharpening Show We need to [120],
lateral effect is a counterexamples in consider other [126],
inhibition consequence of which lateral possible cues for [127],
HVS optimized by inhibition cannot the modeling of [119],
various context-cues, explain the perceived perceived [128]
indication of other contrast, contrast, estimate
possible cues probabilistic context cues
approach to elicit the from image edge
perceived contrast. pixels.
The possible sources
of the stimulus are
local information
from edges and cues
in scenes.
Importance of Attempts to Low-level Change of edge [129],
spatial theoretically mechanisms: (a) pixel values [130],
information in explain the contrast sensitivity influences the [131],
images relationship function (CSF), (b) perceived [132],
between brightness integration model, brightness in the [133],
and lightness (c) filling-in model interior of region. [134]
Supporting
theories to the
image sharpening
techniques.
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Table 2.2 – Continued
Definition Author’s objectives 1. Main results and What we can Refer-
of the group 2. Other aspects benefit from this ences
and why it is relevant to the group
relevant research
Local image Perceived contrast Importance of the Sharpening [131],
properties that cannot be predicted factors: edge blur, techniques can be [130],
influence the with low-level spatial frequencies modeled as a [134],
perceived mechanisms only. and magnitude of function of local [135]
contrast Attempts to isolate edge contrast. image
the local image Increased frequency information such
properties that decreases illusion. as blur, contrast,
influence the ramp shape, etc.
perceived contrast.
Importance of Relationship The mid-level The mid-level [50],
mid-level between lightness mechanism to spatial context [128],
spatial context and brightness to explain the explains the [119]
on perceived explain perceived reflectance of objects relationship [119]
contrast contrast. and its luminance, between [136],
geometrical changes lightness and [51],
of contour, junction, brightness. Add [52],
and the grouping. the mid-level [49],
spatial cues to [137]
image
sharpening.
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Table 2.2 – Continued
Definition Author’s objectives 1. Main results and What we can Refer-
of the group 2. Other aspects benefit from this ences
and why it is relevant to the group
relevant research
Stimuli of the High-level Empirical Sharpening [136],
perceived relationship explanation to the effects can be [138],
contrast: between luminance perceptual illusion. learned from [139],
cues in scenes, and lightness Due to ambiguous many image [140],
changes in the (reflectance of stimuli, the actual examples and [135],
illumination of surface) difference in human [141],
surfaces luminance between experiences.
adjacent regions is They create
perceptually 3D depth
modulated by in sharpening
context-cues. from
Perceptual illusion is context-cues.
the consequence of
experience with what
stimuli have turned
out to be in the past.
Preferences of To find image 1. The perceived The image attributes [5],
sharpness, attributes that contrast depends on are spatial [6]
perceived influence visual lightness, hue, information of
image contrast perception saturation, high images.
frequency There exist
components of optimal
images. 2. Image sharpness
preferences change preferences.
as perceived contrast
increases up to an
upper threshold.
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It is a well-known fact that the perceived brightness is not the same as the actual intensity of light
reaching the eye. The study in brightness perception has shown that the surrounding information
affects the brightness of a surface [132], [123], [142], [124]. The perceived brightness of the same
luminance can vary under different circumstances [119]. Perceived contrast increases when over-
shoot or undershoot intensities are added to an existing step edge profile [142]. Altering the edge
slope can produce perceptual overshoot or undershoot effects in the vicinities of edges [117]. Such
changes in edge contrast can create the different perceived brightness of neighboring regions. In
image sharpening, it is important to accomplish the maximum possible enhancement such that the
output intensity profiles appear the most pleasing to the human visual system. Otherwise, exces-
sive or insufficient increase of the perceptual sharpness could diminish its effects on the sharpness
preferences of the human visual perception.
There have been efforts to identify the mismatch between the perceived brightness and luminance
drawn from the observations under the limited experimental setting. A great deal of psychophysical
literature has dealt with the experimental findings of the perceptual illusion and attempted to explain
the illusion [115], [143], [131], [134], [119]. First, we will discuss several percepts, especially the
perceptual contrast effects that represent the relevance to image sharpening. Then, we will review
the theoretical attempts to explain the association elicited by the percepts.
Before exploring the relationship between luminance and perception, it is important to clarify
some terminology of the fundamental qualities of human visual perception in photometry [128],
[136]. By definition, luminance is the actual photometric intensity of the visible light that reaches
the eye from a surface. Illuminance is the amount of light falling on a surface. Reflectance is the
ratio of the reflected light to the incident light. Therefore, luminance is the product of illuminance
and reflectance. On the other hand, brightness is defined as the perceived intensity of the light
coming to the eye, perceptually correlated to luminance. Lightness is the perceived reflectance of
a surface. Luminance, illuminance, and reflectance are physical quantities that can be measured by
physical devices. Lightness and brightness are subjective variables.
Several findings of the contrast-related illusion are created at the borders in which different
brightness are met. They are listed as follows:
a Craik-O’Brien-Cornsweet edge effects:
This phenomenon is shown with an image patch that contains a uniform luminance distribution
except for a cusp-shaped narrow part in the middle [115], [116], [143]. In other words, the middle
area contains luminance gradients such that higher luminance is on one side and the lower one is
on the other side. As a result, the luminance gradients create two areas separated by the border
with different perceptual brightness. The perceived brightness of this luminance distribution is
the same as a true step edge. There are several versions of COCEs effects. One version is that
the squares are ramps, and they are identical.
32
b Mach bands:
Mach bands consist of stripes. Each stripe has uniform but different luminance. An illusory light
or dark band appears near a spatial ramp between the stripes when the ramp abruptly changes
the luminance slope [117].
c Chubb-Sperling-Solomon illusion:
A target pattern of randomly arranged elements appears to have reduced contrast when the sur-
rounding of the target contains the same pattern of the same spatial frequency with higher lumi-
nance contrast [118]. It shows that the brightness of a region is not only related to that region’s
luminance, but it also depends upon the luminance of adjacent regions and spatial frequency.
d Simultaneous brightness contrast:
Two patches of the same photometric intensity look different when viewed against different
luminance backgrounds. For example, a gray patch appears brighter when surrounded by a dark
background, and darker when surrounded by a bright background [119].
e Assimilation:
Assimilation is the reverse effect of brightness contrast. For example, a gray patch with bright
stripes appears brighter than the same gray patch with dark stripes. White’s illusion is another
example [131], [120].
Simultaneous contrast and assimilation have the same effects on color, which shows dependence
on the spatial interaction of the surrounding chromatic values. While in simultaneous contrast
colors tend to shift their hues in the direction of the complementary colors, colors in assimilation
move their hues into the direction of the similar colors.
In psychophysics and psychology, there has been a great review that attempts to explain the
structure of the brightness percept [131], [134]. Their theoretical attempts share the same associ-
ation with the following stimuli to elicit the perceptual phenomena above. We divide the stimuli
into three levels: low-level, mid-level, and high-level mechanisms.
First, the low-level mechanism indicates lateral inhibition that occurs in the retina. Cells in
one region inhibit cells in adjacent regions, which suggests the importance of edges in brightness
percept [132], [123]. Brightness is not only determined by object luminance, but also by other
factors such as edge contrast [142]. However, slow gradient is not important enough to affect the
human visual system [134]. The edge effects on perceptual contrast due to lateral inhibition provide
the psychophysical explanation to COCE: a center-surround cell has almost the same response
to the COCE and a true step edge. Neurophysiological evidence supports the functionality of
retina [124], [125], [144], [145]. Particularly, Roe et al. discovered the existence of such cells in a
primate species, a Macaque monkey [146].
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Similar explanation is applied to assimilation and brightness contrast [119]. In lateral inhibition,
edge information is extracted by high pass filtering of the human visual system. As an example
of assimilation, Blakeslee and McCourt demonstrated the White effect by a multiscale filter bank
of two-dimensional difference-of-Gaussian (DOG) [147]. Neurophysiological finding of a cell that
plays a key role in lateral inhibition supports the simultaneous color contrast [148]. Based on the
neural interaction at edge location due to local luminance changes, Land and McCann introduced
the Retinex models to color constancy problem [49], [119].
Lateral inhibition is a filtering operation at the cortical level in the human visual system. How-
ever, it does not provide enough clarification of all the phenomena of brightness perception [134],
[131]. As an attempt to elicit the phenomena properly, psychophysical theories have been devel-
oped from this low-level mechanism, which fall into three main classes: (a) contrast sensitivity
function (CSF), (b) integration model, (c) filling-in model.
First, contrast sensitivity is a measure of the ability to differentiate different levels of lumi-
nance in an image [149], [142]. The CSF model accounts well for the Cornsweet effects at which
the Cornsweet edges become distinguishable from step edge figures. Contrast sensitivity function
(CSF) model can explain blurred edges that contain low contrast [150], [129], [133]. Appearance
of edge-induced model is determined largely by the CSF of the visual system [115].
Second, integration theories assume that the visual processing stages involved in brightness per-
ception, and specifically in the COCE, may be modeled by mathematical operations of differenti-
ation and integration [131]. It is a mathematical operation composed of three stages [132], [133],
[151]. The first stage is to extract information about gradients and sharp discontinuities by differ-
entiation. The second stage is the thresholding operation to pass the amplitude of the output from
the first stage that is above a specified level. The third stage is to restore the original luminance
profile by integration with the removal of gradual luminance changes. Integration models attempt
to recover object lightness or apparent brightness by using these mathematical operations.
Third, the filling-in theory is that brightness or apparent color of interiors of homogeneous re-
gions is determined by a process of lateral activation that responds to sudden luminance changes
[131], [152]. The hypothesis is that brightness information propagates in a cortical field laterally,
moving from the boundary of a region towards its interior [153]. The cortical filling-in process
accounts for the edge-induced effects that change of surround luminance can change the perceived
appearance of interior [154].
These psychophysical theories attempt to provide explanation, with low-level mechanisms, to
edge-induced percepts. Although the CSF model predicts that the Cornsweet and step edges will
appear to be the same, it does not predict what their actual appearance of perceived brightness will
be. On the other hand, integration theories and filling-in models estimate the perceived brightness of
visual percepts. While integration theories provide the mathematical explanation, neural filling-in
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models are physiologically oriented work derived from the inhibitory network [154], [114]. Al-
though these theories were basically proposed in order to account for COCE, they are also applied
to explain other edge-induced percepts [131], [134]. The effects of COCE are so strong and closely
related to other percepts that explanation of individual perceptual effects would be insufficient.
More complicated approaches explain the edge effects on brightness and address edge detection.
Marr and Hildreth provided edge detecting model as salient local luminance changes based on CSF
and lightness integration models [122]. The edge detection problem was discussed with bandpass
filters [155], oriented Gabor function operators based on cortical cells [156], or a combination of
local first-order and second-order derivative operators [157]. Blakeslee and McCourt demonstrated
the White effect by a multiscale array of two-dimensional difference-of-Gaussian (DOG) filters
[147]. Pessoa et al. proposed a multiscale neural network model driven by the relationship between
the perceived contrast and luminance as an attempt to account for edge-induced percepts [158].
These all primarily reflect low-level cortical filtering operations in the visual system. However,
the mechanism of perceived brightness cannot be explained by computations of local contrast itself
[139]. We list relevant findings in apparent color and just noticeable difference that cannot be
explained by the theories above. The findings address observed characteristics of Cornsweet edges,
contrast thresholds, blur, and color that affect the changed brightness.
a Cornsweet edges: Davidson and Whiteside addressed the importance of spatial interaction in
edge profiles [133]. Especially when the luminance profile of a sharp edge changes, the Mach-
band like gradient near the edge varies. Measurements were made of the perceived contrast that
results from the Cornsweet illusion as a function of the edge contrast and edge width [142],
[155], [159], [160], [161]. Edge slope width indicates the spatial range in the luminance profile
in which sudden gradient change occurs in Cornsweet edge. The edge slope width influences the
edge-induced contrast that is matched to the contrast of a step edge. As a general rule, the wider
edge slope has higher perceived contrast than the narrow ones, and the difference increases as
the edge contrast is raised [159]. For suprathreshold stimuli, increasing slope width has mostly
been reported to increase brightness. In addition, Burr has given details of the spatial frequency
decomposition of the blurred edge stimuli, addressing the importance of contrast strength and
frequency [142]. In their experimental results, only at low contrasts, edge contrast alone creates
brightness comparable with that of a step edge. Moreover, the low-pass filtered waveform, which
has soft edges, induces a brightness change comparable to that of an unfiltered waveform. As
a general rule, the Cornsweet edges obtain close perceptual match with a step edge when there
exist soft edges and low contrasts and wide edge slopes. Contrast sensitivity does not change in
low frequency.
b Weber’s law of just noticeable difference: The Weber-Fechner law characterizes the perception
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of luminance differences in dependence on the background luminance [7], [123]. The just no-
ticeable difference (JND) is proportional to the average luminance of the surrounding area [17].
Even though Weber’s law does not describe such dependence in dark luminance, the proportion-
ality is still a good overall estimate of the contrast threshold. Small brightness differences can
be discriminated well in dark areas while the same difference cannot be distinguished in brighter
regions. The JND changes with a wide variety of visual stimuli of sizes and luminance [162].
Three parameters are studied: stimulus contrast, stimulus area, and adaptation brightness. Adap-
tation brightness is an important parameter to the sensitivity of the retina under a wide range of
illumination levels.
c Edge blur: The contrast sensitivity thresholds increase as the blur increases [123]. As blur
increases, the apparent contrast decreases [163], [161]. However, as the contrast at a blurred
edge increases, the perceived brightness increases at the same rate as that of a step edge [142].
May and Georgeson observed that blurred edges induce low perceptual contrast and that edges
of small luminance contrast induce appear to be sharp [130]. Altering the luminance gradient
in Mach bands can enhance or reduce the salience of their effect [117]. Campbell et al. show
that responses of contrast sensitivity are not consistent in sinusoidal and square waveforms at
different frequencies, which also indicates the importance of spatial arrangement [149].
d Color perception: The experiments above deal with achromatic brightness only. Increase in val-
ues of the Y components in Y-Cb-Cr color space usually tends to desaturate the colors [31].
Therefore, since real images and scenes contain color, chrominance components should be con-
sidered all together. In addition, the perceived brightness of the achromatic area appears different
when surrounded by a different color [164], [165]. Likewise, surrounding chromatic values gov-
ern the apparent color of the surface to appear quite different from its true color [166].
Brightness judgments cannot be simply explained with low-level mechanisms. Adelson ad-
dressed the importance of taking into account contour, junction, and grouping as mid-level mech-
anism [119]. For example, geometrical changes can cause changes in brightness. In order to build
a model to predict the brightness phenomena, mid-level factors such as reflectance, illumination,
and transparency should be considered. The transform from luminance to reflectance is haze, shad-
ows, and filters. To correctly estimate lightness, a visual system must determine a transfer function
that maps reflectance into luminance [128]. Similarly, Land and McCann introduced the Retinex
model to explain the perception of surface colors in terms of the propagation of information about
local luminance changes [49]. Among low-level theories, the Retinex theory is one example of
the integration theories. In the nature of scenes and images, the Retinex model has an underlying
mid-level assumption that high luminance derivatives are due to reflectance and low ones are due
to illuminance.
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The visual percepts are incorporated with the high-level context such as surface curvature or
depth cues as a result of past experience. Such high-level features can cause changes in the illumi-
nation of surfaces and stimulate different sensations of brightness [127], [167], [139], [141]. The
same luminance profile can induce different brightness when objects in the scene are arranged dif-
ferently [140]. For example, COCE and Mach bands can be explained by the physical properties of
reflected light or surface curvature [138], [117]. Perceptual chromatic changes are signified by the
statistics of possible high-level stimuli [165]. Past visual experience builds prior knowledge of 3D
context in the real world, and the human visual system estimates the likelihood that the properties
of a given 2D image could be caused by some of the high-level features [128]. Then, the brightness
is determined from the probability distributions of all possible luminance values experienced in the
3D contexts [136]. Artificial neural networks are used to train the statistical relationship between
images and scenes to predict the reflectance of surfaces [135]. Similarly, the learned network pre-
dicts the perceptual brightness [168]. Perceived colors are predicted by the probabilistic distribution
of the hyperspectral data of natural scenes with relevance to the spatial configuration [169].
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CHAPTER 3
OPTIMAL IMAGE SHARPENING
In this chapter, we describe our method of image sharpening. The pipeline of the automatic sharp-
ening procedures is illustrated in Figure 3.1. The image sharpening model includes one sharpening
parameter that determines the values of overshoot and undershoot added to the original edge pixel
values. The overshoot and undershoot values at local edges increase the pixel value differences
and the slope of the edge pixel profiles, achieving the effects of edge sharpness. However, it is
not known how much overshoot and undershoot are sufficient for the human eyes to perceive the
image sharpness as aesthetically pleasing and natural. The goal is to automatically determine the
sharpening parameter value locally at image pixels to produce globally pleasant edge sharpness to
the human visual perception.
Unlike the problems of image denoising or deblurring, image sharpening does not have the
“ground truth” of the desired images. Therefore, we collected the ground truth of sharpening
parameter values at various cases of local image characteristics. Then, we compute the joint proba-
bilistic distribution of the local image characteristics and the corresponding ground truths of sharp-
ening parameter values as Gaussian mixtures. Once the probabilistic distribution of the Gaussian
mixtures is constructed, the proper sharpening parameter value can be estimated for given local
image characteristics.
Section 3.1 describes the region-based sharpening model that has one sharpening parameter to
control the amount of overshoot and undershoot at edge pixels. Section 3.2 illustrates how the fea-
ture (sub)space is formulated from local image properties. Section 3.3 describes the probabilistic
model that automatically determines sharpening parameter values at given edge pixels. The fea-
tures (sub)space is estimated as Gaussian mixtures from the learning process of formulating joint
probabilistic distribution of the local image properties and ground truth values of the sharpening
parameter.
3.1 Region-based sharpening
In region-based sharpening, edges are sharpened by adding overshoot and undershoot, controlled
by a single parameter. Increasing local intensity contrast is an effective edge sharpening method.
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Figure 3.1: Feature (sub)space is formed (Section 3.2) from a training image set (Section 4). At a
ramp pixel, a feature vector is extracted from the neighboring pixels marked by the red window,
and the sharpening parameter value is estimated (Section 3.3). The scope of the (sub)space is
validated (Section 5).
Instead of implementing this on neighborhoods of edge fragments, e.g. in unsharp masking, we
increase the contrast of an entire region by making use of image segmentation. This avoids the
undesirable possibility of inconsistently changing the contrasts at nearby pixels when their region-
based relationships are not considered. Identifying regions also handles the fact that the contrast
may vary smoothly along the region boundaries. The output produced by sharpening is the most
pleasing if the amount of increase in the contrast is by the maximum amount which is not perceived
as artifact.
To identify regions and edges of all contrasts, we used the multiscale segmentation algorithm
described in [170], [171], [172]. A region is modeled as being homogeneous in intensity (i.e. in-
tensity variation limited to a certain degree) and surrounded by an intensity ramp. The ramp results
from imaging the transitions between scene regions due to factors such as circular lens aperture,
out-of-focus blur, round objects, sensor noise and atmospheric turbulence. Region edges can be
viewed as contours inside the ramps where the steepest transitions occur. Figure 3.2 illustrates an
edge and ramp map extracted by our segmentation algorithm.
To increase the region contrast, we increase the slope of the ramp profile by adding overshoot
and undershoot on its two ends using a single parameter. This is our sharpening parameter. To
preserve the original color of the photographs, the non-ramp pixels are left untouched. The per-
ceived brightness is not always the same as the absolute luminance [128], [173], which indicates
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that changes in non-ramp pixels could alter the perceived color of their regions.
(a) (b) (c)
Figure 3.2: (a) Input image. (b) Edge map by segmentation. (c) Ramp map.
Figure 3.3: Our region-based sharpening model reduces ramp perceptually by adding overshoot
and undershoot. Along the red bar in the input image, the intensity profiles are shown before and
after the sharpening. The sharpening control is learned based upon experimental results of
perceived sharpness and human preferences.
Figure 3.3 illustrates the framework of region-based sharpening. Edges are detected as region
boundaries by the region-based segmentation algorithm [174]. Consider the cross-section perpen-
dicular to the edge boundaries illustrated in Figure 3.4. For each ramp pixel p, its distance dp from
the nearest edge pixel r is estimated. We estimate the true intensity of a ramp pixel p to be close
to the nearest non-ramp intensity Ip1 . The estimated true intensity Ie(p) is the weighted intensity
average of its neighbors v with the ramp pixels having less weight by kpv. Spatial importance is
considered by a Gaussian function Gσs with standard deviation σs.
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Figure 3.4: The ramp intensity profile, between the ramp boundaries, cutting across the
cross-section is shown. In this profile, the intensities at ramp pixels p and q are estimated from the
nearest non-ramp pixel intensities Ip1 and Iq1 .
Ie(p) = (1/Wp)
∑
v∈Sp
Gσs(||p− v||kpv)Iv, (3.1)
where Wp is the normalization factor and Sp is the set of neighboring pixels of p belonging to the
same region. The weight kpv is defined to be dvdp if v is a ramp pixel, otherwise 1. It indicates the
intensity importance of the non-ramp, which leads to estimating the true homogeneous intensity of
a region.
In each channel of CIE-L*a*b* space at ramp pixel p, the sharpened intensity Io(p) is obtained
by adding the first-order derivative of a Gaussian to a one-dimensional intensity profile Ii(p) in
Equation (3.2). It has two degrees of freedom that determine overshoot and undershoot: the height
scaling factor α and the standard deviation σe. A small value of σe results in overshoot located in
the non-ramp area, which is not desirable because we wish to sharpen only in the ramp. Therefore,
we fix σe = 0.7; then the sharpening parameter is the scale factor α.
Io(p) = Ii(p) + α · c(p)
{−dp
σ3e
exp
(
− d
2
p
2σ2e
)}
. (3.2)
The local contrast c(p) is the difference between the estimated true intensity at the ramp pixel and
the one that belongs to the neighboring regions along the cross-section, c(p) = |Ie(p)− Ie(q)|. The
sharpening parameter value, α ≥ 0, should be determined for the best visual perception, and it will
be learned from the psychophysical experiments in Chapter 4.
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3.2 Feature selection
Local image properties influence our judgment in determining sharpness preferences. As in Figure
3.5, our psychophysical experiments show that humans have different preferences for sharpness
depending on local image features.
Several features affect our judgment in determining the preference of sharpness. We assume that
the image features are the following four: true color of an image, local contrast, edge orientations
and blur. The pixel values in non-ramp areas are important because they represent the true color
of regions. The true color is estimated from taking intensities of non-ramp area. Local contrast is
computed at ramp pixels. Edge orientations are estimated by computing horizontal, vertical, and
diagonal edge components from the edge map extracted from the segmentation algorithm. The
ramp widths are computed as blur measure.
These low-level visual features ti are extracted in the neighborhood of ramp pixels: ti ∈ RD, i =
1, 2, ..., N . By assuming that the feature vector ti consists of independent elements, we normalize
each feature vector over the feature points so that the mean of the element is zero,
0 ≤ ti(j) ≤ 1, j = 1, .., D. (3.3)
At each ramp pixel, the feature vector is computed. However, it is possible that these factors are
not independent. We transform the feature vector to have zero mean and unit standard deviation.
Then, the dimensionality is reduced by principle component analysis (PCA), with the principle
components taken corresponding to non-zero eigenvalues. Then, weights for feature elements are
trained so that the feature points and their nearest neighbors have the same sharpening parameter
values [175]. This defines our final feature subspace.
3.3 Automatic modeling of sharpening parameters
For each ramp pixel of a given test image, we extract features from its neighboring pixels. As-
suming that the distribution is locally smooth, the feature vector t lies in the feature (sub)space
formulated in Chapter 3.2, t ∈ RD. Given the feature vector, the sharpening parameter value y is
automatically estimated and applied to the ramp pixel (y = α from Chapter 3.1).
We formulate the problem as a parametric regression problem to learn the joint probability
P (t, y) using the Gaussian mixture models [176].
In the training stage, the data set of N points is represented as an N × (D+1) matrix X in which
the nth row is given by xTn , x = [t
Ty].
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Figure 3.5: (a) and (b) Two image examples used in this study. Parts highlighted in red are
sharpened. Human subjects chose different sharpening parameter values, α = 0.1 for (a) and
α = 0.73 for (b). (c) and (d) Normalized intensity profiles along the blue lines marked are shown
for the original and sharpened images. We aim to formulate the function from the local image
properties to estimate the parameter value.
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We want to maximize the log of the likelihood function:
logP (X|pi, µ,Σ) =
N∑
n=1
log{
K∑
k=1
pikN(xn|µk,Σk)}. (3.4)
Using the expectation-maximization algorithm, the Gaussian components, K, pi, µ, and Σ are
estimated. The optimal K is chosen to minimize the Akaike information criterion (AIC) [176].
In the testing stage, for a given ramp pixel, we estimate the sharpening parameter value y that
maximizes the conditional probability,
p(y|t) =
K∑
k=1
pikN(y|t, µk,Σk). (3.5)
To simplify notation, let Λk denote Σ−1k .
Since g(x) = e−x is monotonically non-increasing, it is easy to see that the likelihood is maxi-
mized for the following values of y∗k:
y∗k = argymin(Aky
2 +Bky + Ck), (3.6)
where Ak = ΛkD+1,D+1, Bk = 2
∑D
j=1 Λ
k
D+1,j(tj−µj), Ck =
∑D
i=1
∑D
j=1(ti−µi)Λki,j(tj−µj), and
Dk = pik/
(
(2pi)
(D+1)
2 |Σ| 12
)
.
3.4 Implementation
In this chapter, we describe the implementation methods that deliver the features described in Sec-
tion 3.2 within square windows. First, the ramp map is estimated as a binary map, indicating
whether each pixel lies inside the ramp. The map is obtained based on the region model of the
segmentation [170] and [174]. Figure 3.6 illustrates the segmentation at a photometric scale 6 and
the estimated ramp map.
Intensities of non-ramp pixels represent the true intensities of a region. Therefore, for each ramp
pixel, the true intensity is estimated. Figure 3.4 on page 41 illustrates an one-dimensional intensity
profile along the ramp discontinuity. For a ramp pixel p, the true intensity Ip is the intensity of its
nearest non-ramp pixel, p1. For an edge pixel r, the true contrast cr is the intensity difference be-
tween p1 and q1. The true intensity of a ramp pixel is estimated as a weighted mean of neighboring
pixel intensities by (3.1).
Within a rectangle window W , the mean mI , variance σI , and maximum αI of the true intensity
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(a) (b) (c)
Figure 3.6: (a) Original image. (b) The segmentation at a photometric scale 6. (c) The ramp map.
White pixels indicate the ramp.
values Ip of the ramp pixels p ∈ W in CIE-L*a*b* color channels are computed. In addition, the
mean mc, variance σc, and maximum αc of the contrast values cp of the ramp pixels in CIE-L*a*b*
color channels are computed.
We take the mean of ramp widths over the edge pixels, w. Edge direction is represented by two
components in vertical/horizontal and diagonal directions. The vertical/horizontal component β1 is
computed as a ratio of edge pixels in the vertical/horizontal direction to the total number of window
pixels,
β1 =
1
|W |
∑
r∈Whv
gr, (3.7)
where gr is the normalized gradient value at edge pixel r, and Whv is the set of edge pixels in
horizontal and vertical directions. Therefore, β1 indicates the strength of edge components in
vertical and horizontal directions inside the window W . The diagonal component β2 is computed
in a similar fashion.
The feature vector t for a window consists of the extracted values above,
t = [mI , σI , αI ,mc, σc, αc, w, β1, β2]. (3.8)
The feature elements are computed based on the philosophical approach of human perceptual
preferences and the segmentation region model. However, it does not guarantee that the elements
are independent components. In order to obtain independent components, we perform PCA by
taking principle components that correspond to non-zero eigenvalues. Proper transformation is
done by training a Mahalanobis metric with the large margin nearest-neighbor classification [175].
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3.5 Results
Representing local image properties, 22-dimensional feature vectors were extracted in the neighbor-
hood of ramp pixels within a window of 20 by 20 pixel size. In CIE-L*a*b* color space, the mean,
variance and maximum values of color were collected at non-ramp pixels, with the mean, variance
and maximum of color contrast at ramp pixels. Additionally, the feature vector elements included
the mean and standard deviation of ramp widths, and edge components in vertical/horizontal direc-
tions and diagonal directions.
As explained in Section 3.2, these feature vectors were transformed into the feature (sub)space
with 14 dimensionality. Forty Gaussians components were estimated in GMM by AIC.
Accuracy in parameter estimation was measured by comparing the parameter values with the
ground truth of human labeled test images. Medians of sharpening parameter values obtained from
the Experiment 3 in Section 4.3 were taken for the training stage.
With 3440 training and 3440 testing sub-image windows, the sharpening values were estimated
with high accuracy of mean error 0.0889, with the error performance compared with different
algorithms in Table 3.1: Support vector machine and K-nearest neighbors (K = 1).
Table 3.1: The performance of 3 algorithms. The errors are compared in terms of their means,
medians, and variances. Our method (GMM) achieved the best performance with the lowest error.
Mean Median Variance
SVM 0.0914 0.1250 0.0115
KNN 0.1149 0.0920 0.0121
GMM 0.0889 0.0750 0.0071
In Figure 3.7 and Figure 3.8, two examples of input images are illustrated with their output
images of our system, in addition to the maps of estimated parameter values in ramp pixels. Figure
3.9 shows another example, compared with unsharp masking by Photoshop. The unsharp masking
amplifies noise while our region-based approach sharpens edges only. In Figure 3.10, the output
of our proposed model is compared with the image outputs sharpened by Photoshop’s unsharp
masking applied once and twice.
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(a) (b)
(c)
Figure 3.7: Results: (a) Input image. (b) Output image. (c) Map of estimated sharpening
parameter values in ramp pixels.
47
(a) (b)
(c)
Figure 3.8: Results: (a) Input image. (b) Output image. (c) Map of estimated sharpening
parameter values in ramp pixels.
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(a) (b)
(c) (d)
(e) (f) (g)
Figure 3.9: Results: (a) Input image. (b) Unsharp masking. (c) Map of estimated sharpening
parameter values in ramp pixels. (d) Our result. (e), (f), (g) From left to right, zoomed versions of
input image, our result, and unsharp masking.
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(a) (b)
(c) (d)
Figure 3.10: Results: (a) Input image. (b) Our result. Maximum sharpness is obtained. (c)
Unsharp masking by Photoshop once. The sub-image inside the blue box is optimally sharpened.
The sub-image inside the red box can be sharpened more than in (d). (d) Unsharp masking by
Photoshop twice. The sub-image in the blue box is too much sharpened. The sub-image in the red
box appears to be sharpened optimally.
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CHAPTER 4
PSYCHOPHYSICAL EXPERIMENTS
Underlying our approach is the presumption that human preferences for the best sharpening pa-
rameter values are consistent over time and across people. We tested this assumption on the data
we collected from humans, in which we asked multiple subjects to select the best sharpening pa-
rameter values in different image parts in one session, and in the same image parts at different
times. Having verified the assumption, we used the same data for learning the model for the best
sharpening parameter value in terms of the (sub)space of local image features. We also verified that
the set of images we used for learning the sharpening parameter is sufficiently representative of the
real world by sampling a very large number of images from the internet and verifying that all the
training windows fall well within the subspace already identified and used by our model.
Three different experiments were designed with a particular goal.
1 Experiment 1 in Section 4.1 aims at showing consistency in perceived sharpness regardless of
time and people.
2 Experiment 2 in Section 4.2 learns a metric that measures the perceived sharpness for different
sharpening parameter values. This metric is useful in estimating the accuracy of sharpening
parameter y in Section 3.3.
3 Experiment 3 in Section 4.3 seeks to collect various image parts with different optimal sharpen-
ing parameter values, which are used in training the GMM in Section 3.3.
We wanted to remove the constraints that could non-negligibly affect our judgment, so we fixed
the environment throughout the experiments, approved by the University of Illinois Institutional
Review Board.
We used a 23-inch-wide LCD monitor, DELL ST2310, with 1920 × 1080 pixel resolution. The
brightness was calibrated to 80 with contrast 65. The distance between the human subjects and the
monitor was kept at approximately 20 inches.
Image data were both synthetic and real. Real images were collected from the Internet showing
forests, buildings, rivers, flowers, mountains, manmade objects, etc. The subjects ranged in age
from 20 to 35. All of the subjects had normal vision without color-blindness, and were tested using
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the Ishihara vision test and vision chart. The time required for each test was recorded, but the
subjects were allowed to take breaks for as long as they wished.
4.1 Experiment 1: consistency in preferred sharpness
Experiment 1 is a preliminary experiment designed to achieve three goals: to check consistency in
sharpness preferences (1) over time and (2) across subjects, and (3) to test whether color influences
the sharpness preferences.
The 10 sharpening parameter values were pre-selected uniformly from the range (0.1, 3). Images
sharpened by a value below 0.1 appear to be very close to the original ones, while values larger
than 3 create so much distortion that people do not perceive any differences in sharpness. Subjects
performed a series of pair-wise comparisons of images sharpened by different parameter values
with a graphical user interface (GUI) in Figure 4.1. In order to test the influence of color only,
we used synthetic images of different color combinations with two uniform halves separated by
an edge. They were asked to choose the image that appeared sharper and more pleasing to their
perception. Eight subjects participated with 6 images in 6 repeated trials. Each parameter value
was chosen 5 times randomly throughout the image pair-wise comparisons within a trial.
Figure 4.1: (a) GUI design of experiment 1: With the original blurry image on the extreme left,
two sharpened images were shown in Images 1 and 2 in random order. To show their preferences,
subjects were given four choices, ‘Image 1,’ ‘Image 2,’ ‘Both,’ and ‘Neither.’
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Figure 4.2: Experimental result: preferred sharpening parameter values for different images with
95 confidence interval.
Scores were accumulated to the parameter values favored by the human subjects. For each image
c, we obtained a score-parameter distribution for each trial t and subject i, which was fit to Gaussian
by chi-square goodness of fit with 95% confidence.
The consistency check was performed by ANOVA (analysis of variance) with an α level of 0.05
with the factors: (1) time, (2) subject and (3) color. The three null hypotheses to be tested were:
1 Time does not influence the sharpness preferences.
2 Individual perception does not influence the sharpness preferences.
3 Color does not influence the sharpness preferences.
First, with the degrees of freedom of between DfB = 5, and within Dfw = 6(5 − 1) = 24, the
critical value was Fcrit1 = 2.62. For 99% of cases, the obtained F-test was F(c,i,t) ≤ Fcrit1. Thus,
we do not reject the null hypothesis (1).
Second, with the degrees of freedom of between DfB = 7, and within Dfw = 8(30− 1) = 232,
the critical value was Fcrit2 = 2.05. For 96% of cases, the F-value F(c,i) ≤ Fcrit2. Thus, we do not
reject the null hypothesis (2).
With the degrees of freedom of between DfB = 5, and within Dfw = 6(240 − 1) = 1434, the
critical value was Fcrit3 = 2.22. With 66% of cases, the F-value F(c) ≤ Fcrit3. Therefore, we cannot
accept the null hypothesis (3).
In summary, we have observed consistency of sharpness preferences regardless of time and sub-
ject. However, our analysis shows that color influences the human preferences. Figure 4.2 illus-
trates the error bar of chosen parameter values at 95% confidence. In fact, color is not the only
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local image property that influences the human preferences. Therefore, we designed Experiments
2 and 3 to take into consideration the influence of complex local image properties in real images.
4.2 Experiment 2: perceived sharpness
The goal in Experiment 2 is to find a number of discrete sharpening parameter values that cor-
respond to uniform discretization of the perceptual sharpness. Then, the continuous non-linear
mapping is obtained from the sharpening parameter values to the space of perceived sharpness.
Experiment 2 began with 10 fixed sharpening parameter values that were uniformly spaced in
the finite range (0.1, 3). An image pair sharpened by consecutive sharpening parameter values was
shown as in Figure 4.3a.
The subjects were asked to compare the perceived sharpness. The determination in final discrete
sharpening values was made by an iterative process of split and merge of sharpening parameter
values. If more than one consecutive image pair appeared to have the same sharpness, the sharpen-
ing parameter values were merged and jointly represented by their middle value. If a pair looked
different, its middle value was added as a separate value. The parameter values were considered as
final when each image pair appeared the same to the viewers.
With 3 subjects at 3 different times, the average trial number until convergence was 15 for 150
images. We usedK-means clustering to group the converged discrete sharpening parameter values.
The finalized values are given by
{3, 2, 1.5, 1, 0.75, 0.5, 0.375, 0.25, 0.125, 0}. (4.1)
By ensuring continuity of the curve using Catmul-Rom splines [177], the perceived sharpness
curve was interpolated as a continuous mapping from sharpening parameter values to the perceived
sharpness space in Figure 4.3b.
We labeled the sequence of sharpened images from 1 to 10, with 1 being the sharpest, and 10
being the smoothest, as shown in Figure 4.4 on page 56. As confirmation, we computed a similarity
score of the adjacent parameter values and their alternating neighbors: 1 if the image pair appeared
the same, and 0 if not, averaged with 8 people at 3 different times with 20 images in Figure 4.5.
Figure 4.6 and Figure 4.7 illustrate the enhanced images sharpened by the 10 finalized parameter
values.
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Figure 4.3: (a) GUI of Experiment 2: pair-wise comparison in sharpness. (b) The continuous
mapping between perceived sharpness and sharpening parameter value (dotted curve) is the metric
for perceived sharpness. The error bar indicates the 95% confidence intervals of the discretized
sharpening parameter values.
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Figure 4.4: Experiment 2: quantization result.
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Figure 4.5: Confirmation in Experiment 2: The left figure shows that the nearest neighbors of
discrete parameter values produce similar perceived sharpness. The right figure shows different
perceived sharpness produced by alternating values.
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(d) (e) (f)
(g) (h) (i)
(j) (k)
Figure 4.6: Enhanced images sharpened by the 10 finalized parameter values: (a) sharpened by 3,
(b) by 2, (c) by 1.5, (d) by 1, (e) by 0.75, (f) by 0.5, (g) by 0.375, (h) by 0.25, (i) by 0.125, (j) the
original image, and (k) its ramp map.
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(e) (f) (g) (h)
(i) (j) (k)
Figure 4.7: Enhanced images sharpened by the 10 finalized parameter values: (a) sharpened by 3,
(b) by 2, (c) by 1.5, (d) by 1, (e) by 0.75, (f) by 0.5, (g) by 0.375, (h) by 0.25, (i) by 0.125, (j) the
original image, and (k) its ramp map.
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4.3 Experiment 3: preference in perceived sharpness
The objective in Experiment 3 is to collect image parts labeled by the most preferred sharpening
parameter values to the human eyes. Our observation is that the sharpness preference is affected by
local image properties.
Experiment 3 used the 10 sharpening parameter values quantized from Experiment 2 in order to
ensure high accuracy in finding the optimal sharpening values.
Two images were shown as in Figure 4.8a: the original version on the left and the sharpened
on the right. The subjects were asked to investigate ten differently sharpened images by pressing
number buttons, where each button applied a distinct sharpness. For each parameter value, the
subjects were asked to select the largest sub-image in a given image by dragging a mouse pointer
such that every edge inside the selected sub-image had the same sharpness that they preferred the
most.
The following is the instruction to describe the criteria that the human subjects use to judge the
preferences of edge sharpness:
1 The image on the right should be sharper than the original.
2 It should be aesthetically pleasing.
3 You may allow some distortions as far as it is pleasing. Remember that we are not looking for
sharpness that is the closest to the original.
4 Sharpness should not alter the original color too much.
5 By clicking on the buttons, start from the strongest sharpness (image 1 button) to the weakest
sharpness (image 10 button). Once you find the optimal level of sharpness, inspect the sharp-
ened ones with the neighboring buttons. This is to avoid human mistakes before making a final
decision on the optimal sharpness.
6 If sharpened images look very similar in many buttons, select the strongest sharpness (the button
of the smallest number).
As a result, small image windows were collected for each sharpening parameter value as in
Figure 4.8b. The average size of the window was 70 × 70. A total of 770 windows of sub-images
were collected. The histogram of the selected perceived sharpness for these windows is in Figure
4.9a.
The next step was to confirm the consistency of the optimal sharpening parameter values selected
for the sub-image windows. The subjects were asked to choose the optimal parameter values to the
given windows. Repeated with 9 subjects at 4 different times, Figure 4.9b on page 61 illustrates the
chosen sharpening parameters over the windows with 95% confidence interval.
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(a)
(b)
Figure 4.8: (a) GUI design of Experiment 3. (b) Some examples of the selected windows in red
boxes. Only one optimal sharpening parameter value has been chosen for each window.
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Figure 4.9: Results of Experiment 3: (a) The distribution shows that certain sharpening parameter
values have strong preference. (b) Sharpening parameter values were chosen in different image
windows. The 95% confidence interval indicates the consistency in sharpness preferences.
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4.4 Experimental results
The general setup of the accuracy test was as follows. The accuracy in estimated sharpening pa-
rameter values was measured by comparing them with the ground truth of human labeling in the
test set of images. We took medians of sharpening parameter values obtained from Experiment 3
as ground truth values in the training and testing stage.
We varied the window size from 10× 10 to 15× 15 to 20× 20 pixels and evaluated the perfor-
mance. The GMM was trained on a set of sub-images of different window sizes. For window size
of 10 × 10, 3357 sub-images were trained, and 3359 sub-images were tested. For window size of
15×15, 3097 sub-images were used for training with 3091 for testing. For window size of 20×20,
3444 sub-images were trained, and 3439 sub-images were tested.
Figure 4.10 illustrates the number of collected windows for each parameter value in the three
different window sizes. The (sub)space was formed in 15 dimensions with window size 10 × 10,
and in 14 dimensions with window sizes 15× 15 and 20× 20.
We evaluated how the window size influenced the performance of the sharpening model. Tables
4.1, 4.2, and 4.3 illustrate the performance with different window sizes. In the tables are shown
the error and estimated values for the quantized sharpening parameter values. The last column
indicates the total number of windows belonging to individual sharpening parameter values. None
of the values in the range of 1 to 3 was selected in the experiments.
Table 4.1: The performance of window size 10× 10 pixels. The errors and estimated values are
compared for the selected sharpening parameter values.
Param
Error Estimated values
Mean Median Max Variance Mean Median Max Min Variance
0.750 0.2264 0.2500 0.6000 0.0114 0.5261 0.5000 0.9000 0.1500 0.0126
0.500 0.1083 0.1000 0.4000 0.0061 0.4045 0.4000 0.6500 0.1000 0.0087
0.375 0.0646 0.0750 0.3750 0.0024 0.3492 0.3500 0.6500 0 0.0059
0.250 0.0682 0.0500 0.3500 0.0040 0.2960 0.3000 0.6000 0 0.0065
0.125 0.1243 0.1250 0.4250 0.0067 0.2392 0.2500 0.5500 0 0.0091
0.000 0.0739 0 0.5500 0.0116 0.0739 0 0.5500 0 0.0116
Total 0.0902 0.0750 0.6000 0.0070
The window size 20 × 20 had the best performance. We assume that a small window size does
not capture enough low-level image characteristics to impact the human perceptual preferences.
In Table 4.4, the proposed sharpening model was evaluated with test image sets. Although the
error performance did not change much with window size, it did decrease with smaller standard
deviation as window size increased. Figure 4.11 illustrates the performance comparison evaluated
in sharpening parameter values and in the perceptual sharpness distance for different window sizes.
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(a)
(b)
Figure 4.10: Frequencies of collected windows of sub-images for different parameter values and
window sizes for (a) the train set and (b) the test set.
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Table 4.2: The performance of window size 15× 15 pixels. The errors and estimated values are
compared for the selected sharpening parameter values.
Param
Error Estimated values
Mean Median Variance Max Mean Median Max Min Variance
0.750 0.1562 0.1000 0.7500 0.0222 0.6075 0.6500 0.8500 0 0.0264
0.500 0.0758 0.0500 0.5000 0.0046 0.4375 0.4500 0.6000 0 0.0065
0.375 0.0530 0.0250 0.2750 0.0017 0.3595 0.3500 0.6000 0.1000 0.0043
0.250 0.0522 0.0500 0.3000 0.0024 0.2765 0.2500 0.5500 0 0.0044
0.125 0.0745 0.0750 0.3750 0.0046 0.1866 0.1500 0.5000 0.0500 0.0063
0.000 0.0448 0 0.5000 0.0071 0.0448 0 0.5000 0 0.0071
Total 0.0627 0.0500 0.7500 0.0042
Table 4.3: The performance of window size 20× 20 pixels. The errors and estimated values are
compared for the selected sharpening parameter values.
Param
Error Estimated values
Mean Median Variance Max Mean Median Max Min Variance
0.750 0.1153 0.0500 0.4500 0.0166 0.6408 0.7000 0.8500 0.3000 0.0180
0.500 0.0649 0.0500 0.4500 0.0039 0.4475 0.4500 0.6000 0.0500 0.0053
0.375 0.0493 0.0250 0.2750 0.0013 0.3595 0.3500 0.6000 0.1000 0.0035
0.250 0.0497 0.0500 0.3500 0.0023 0.2751 0.2500 0.6000 0.0500 0.0042
0.125 0.0654 0.0250 0.3750 0.0043 0.1766 0.1500 0.5000 0.0500 0.0059
0.000 0.0325 0 0.4500 0.0058 0.0325 0 0.4500 0 0.0058
Total 0.0555 0.0500 0.4500 0.0031
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(a)
(b)
Figure 4.11: Performance comparison with window sizes: (a) Error bar of sharpening parameter
values, (b) error bar in the perceptual distance mapped by the perceived sharpness curve from
Figure 4.3b.
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Table 4.4: Error performance for test set with different window sizes.
window size Mean Median Variance Max
10× 10 0.1065 0.0750 0.0090 0.7000
15× 15 0.1002 0.0750 0.0095 0.7250
20× 20 0.0889 0.0750 0.0071 0.6750
In addition, the performance of the sharpening model based on GMM was compared in the test
set with two different algorithms: SVM [178] and k-nearest-neighbor classification (KNN) [176].
In summary, the GMM with window size 20×20 achieved the best performance. The number of
nearest neighbors in the large margin was chosen as K = 5 to learn the Mahalanobis metric in the
large margin nearest-neighbor classification. Sharpening values were estimated with high accuracy
of mean error 0.0555, median error 0.0500, standard deviation 0.0031, and maximum difference
0.4500 for training. For the testing set, the performance was achieved with mean error 0.0889,
median error 0.0750, standard deviation 0.0071, and maximum difference 0.6750. The estimated
sharpening parameter values were between 0 and 3.
Figure 4.12 and Figure 4.13 illustrate two examples of input images and output images of the
proposed system, in addition to the maps of estimated sharpening parameter values in ramp pix-
els. Comparisons are shown with the images sharpened by Smart Sharpening, a functionality of
Photoshop, with different input parameters. While our proposed approach achieves sharpening and
preserves the naturalness of the original color, Photoshop alters its color or sharpness too much,
amplifying noise.
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(a) (b)
(c)
(d) (e)
Figure 4.12: Results of the proposed method and comparison: (a) Input image. (b) Output image.
(c) Map of estimated sharpening parameter values in ramp pixels. High intensities indicate high
values of sharpening parameter. (d) Image sharpened with Photoshop by amount 160% and radius
25 pixels. (e) Sharpened with Photoshop by amount 335% and radius 2 pixels.
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(c)
(d) (e)
Figure 4.13: Results of the proposed method and comparison: (a) Input image. (b) Output image.
(c) Map of estimated sharpening parameter values in ramp pixels. High intensities indicate high
values of sharpening parameter. (d) Image sharpened with Photoshop by amount 160% and radius
25 pixels. (e) Sharpened with Photoshop by amount 335% and radius 2 pixels.
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CHAPTER 5
VALIDATION OF THE FEATURE (SUB)SPACE
In this chapter, we validate the scope of the feature (sub)space and ensure that the data points in
the (sub)space are uniformly sampled. In Chapter 3, the Gaussian mixture model is formed to
represent the joint probability of local image characteristics and the ground truth of sharpening
parameter values. It has an underlying assumption that the model represents all the possible images
existing in the real world. However, in order to achieve accurate estimation of the sharpening
parameter values, we need to validate the scope of the probability distribution and examine whether
the data samples are dense in the feature (sub)space. In this chapter, instead of the joint probability,
we formulate the feature (sub)space with the Gaussian mixture model of the local image feature
vectors. Each sample point represents a feature vector extracted from an image edge pixel. Then,
each Gaussian density component has a unique sharpening parameter value, but the same parameter
value can be assigned to multiple Gaussian density components.
It is important to make sure that the data points are collected densely and uniformly in the feature
(sub)space. Sparse or nonuniform data points could lead to biased distribution. Then, the estimated
Gaussian mixture model does not represent the large-scale data available in the real world. There-
fore, bias in data distribution could decrease the estimation accuracy of the sharpening parameter
values. Since it is impossible to collect the countless images in the internet, it is important to de-
velop a method to determine how many data points are “enough” to have the feature (sub)space
unbiased.
We consider two criteria to remove the bias: sparsity of data distribution and uniform sampling.
In order to check the sparsity, we evaluate whether the capacity of the estimated Gaussian mixtures
encompasses the population of the real-world images. A subset of images was taken from the
internet in Chapters 3 and 4. In order to measure the capacity, we draw a new data point from
another image subset. Then, we fit the point to each of the Gaussian components in the Gaussian
mixtures. The score of the fit is computed. Low score indicates the possibility of undiscovered
Gaussian components. Therefore, we expand the scope of the Gaussian mixtures by adding new
Gaussian components to fit the data points of low scores. As a result, the Gaussian mixtures are
built to contain the maximum number of Gaussian components such that they reach the capacity to
represent the real world images.
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Another criterion is uniform sampling of the feature (sub)space. We assume that the feature
(sub)space is an unknown continuous surface. It is important to obtain data points that are dense and
uniform enough to fit the Gaussian mixtures to the continuous surface without loss. The sampled
data points are labeled by the ground truths of the sharpening parameter values. However, not all
the feature points in the feature (sub)space are assigned to the ground truths. This model assumes
that the human visual perception has the same preference of sharpness if the local image properties
are similar. Therefore, the sharpening parameter values can be estimated to the unlabeled feature
points from the neighboring labeled feature points. We use an affinity function of the neighboring
feature vectors to the parameter estimation. The uniform sampling is performed by first randomly
picking a new sample from the feature (sub)space. The sharpening parameter value is estimated
for the sample point. Then, the ground truth of the parameter value is obtained by psychophysical
experiments. We compute the difference between the estimated sharpening parameter value and the
ground truth. If the sampled points lie sparsely in the feature (sub)space, the discrepancy between
the estimation and the ground truth should be large. Therefore, we dynamically locate the sparsely
sampled area of the feature (sub)space from the large discrepancy. We sample the sparse area until
the discrepancy is small enough.
The validation step is important to remove possible bias of the estimated feature (sub)space.
In Section 5.1, the feature (sub)space is formed from the local image properties. The Gaussian
mixture model estimates the feature (sub)space such that each Gaussian density component has
one sharpening parameter value. Section 5.2 describes a validation step using the minimum length
description (MDL) to verify whether the collected data set is large enough to represent the enor-
mous data set of images existing in the world. Then, Section 5.3 ensures that the Gaussian density
components are uniformly sampled in the feature (sub)space.
5.1 Feature (sub)space estimation and automatic sharpening
We use the Gaussian mixture model to estimate the unknown multi-modal distributions of the
feature vectors. The feature vectors are extracted from the local image properties as described in
Section 3.2. We assume that the feature vectors are independent.
Section 5.1.1 describes the Gaussian mixture model to estimate the feature (sub)space, and Sec-
tion 5.1.2 discusses the automatic sharpening model learned from the estimated feature (sub)space.
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5.1.1 Formation of Gaussian mixture model
The use of a Gaussian mixture model is motivated by the intuitive notion that a Gaussian mixture
model smoothly approximates arbitrarily shaped densities and that the Gaussian components may
constitute some underlying set of hidden classes. In image sharpening, the hidden classes indicate
the ground truths of sharpening parameter values.
In other words, as illustrated in Figure 5.1, the D-variate Gaussian components are formed such
that the feature points belonging to the same Gaussian component are labeled by the same sharp-
ening parameter value. Each Gaussian component contains a hidden label, and the same label can
be assigned to multiple Gaussian components. The sharpening parameter value is chosen from
the psychophysical experiments in Chapter 4. The sharpening parameter values are quantized to
L discrete values, L = 10, as discussed in Section 4.2. We use the values as the hidden labels of
individual Gaussian components.
In the feature (sub)space SD, let the feature vectors be denoted as ti ∈ SD, i = 1, 2, ..., N . The
feature vector t is the D−dimensional continuous-valued feature vector extracted from the local
image properties, as explained in Section 3.2. The Gaussian mixture model is formed as a weighted
sum of M Gaussian density components, given by the equation
p(t|θ) =
M∑
k=1
ωkg(t|µk,Σk), (5.1)
where ωk, k = 1, ...,M , are the positive mixture component weights with the constraint,
∑M
k=1 ωk =
1. θk indicates the set (µk,Σk) of the mean and covariance of the Gaussian component gk. The
terms g(t|µk,Σk), k = 1, ...,M , are the Gaussian density components of the form
g(t|µk,Σk) = 1
(2pi)D/2|Σk|1/2 exp
{
−1
2
(t− µk)TΣ−1k (t− µk)
}
, (5.2)
with the mean vector µk and the diagonal covariance matrix Σk.
Given the training vectors and the configuration of a Gaussian mixture model, we need to esti-
mate the parameters of the Gaussian mixtures. The parameters are estimated by the Expectation-
Maximization algorithm [176]. There are two critical factors in training a Gaussian mixture model:
selecting the component number M and initializing the model parameters prior to the EM algo-
rithm. There are no good theoretical means to guide the selections.
The component number M is selected based on the Akaike information criterion (AIC) and later
optimized by minimum description length in Section 5.2.
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Figure 5.1: The Gaussian mixture estimates the feature (sub)space SD, ti ∈ SD, i = 1, 2, ..., N .
The colors of the Gaussian components indicate their hidden labels, that is, the ground truths of
the sharpening parameter value. Therefore, the feature vectors belonging to the same Gaussian
component should have the same ground truth of the sharpening parameter.
The parameters of the Gaussian mixture model are estimated in order to enforce the assumption
that the feature vectors of the same Gaussian component are labeled by the same ground truth value
of the sharpening parameter.
For the training vectors, we choose the feature vectors that contain the ground truths from Sec-
tion 4.3. We group the feature vectors ti, i = 1, ..., N to L classes Cl, l = 1, ..., L, corresponding
to the ground truths of the discrete sharpening parameter values yl. In each class Cl, the Gaus-
sian mixture model of Ml Gaussian components is estimated by the Expectation-Maximization
algorithm. We combine the estimated Gaussian mixtures from L classes. The total number of
Gaussian components is
∑L
l=1 Ml = M . The total number of feature points in the L classes is N ,∑L
l=1 |Cl| = N .
Hence, the D-variate Gaussian components are formed such that the feature vectors of the same
Gaussian component should have the same ground truth of the sharpening parameter value. Given
a feature vector of no ground truth, the sharpening parameter value can be estimated from the
Gaussian mixture model. Section 5.1.2 discusses the automatic image sharpening driven from the
estimated feature (sub)space. The results are shown in Section 5.4.
5.1.2 Automatic image sharpening
Image sharpening can be achieved to satisfy the human perceptual preferences if the sharpening
parameter values can be predicted accurately for any of the feature vectors in the feature (sub)space.
One naive approach would be to collect the large number of feature vectors and label them with
the ground truth values of the sharpening parameter values. However, it is not efficient to conduct
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the psychophysical experiments to obtain the ground truth values for all feature vectors lying in the
feature (sub)space since it costs considerable time and human labor.
The automatic image sharpening is based on the premise that the neighboring feature vectors
in the feature (sub)space have ground truths similar to those of the sharpening parameter values.
Therefore, it is possible to estimate the sharpening parameter values of a feature vector from its
neighboring feature vectors.
We take advantage of the property of the feature (sub)space that the individual Gaussian com-
ponents are assigned to unique sharpening parameter values. The sharpening parameter value of a
feature vector is estimated from the ground truths of the sharpening parameter values assigned to
its neighboring Gaussian components.
As an alternative approach, the nearest neighbor search could be applied to estimate the sharpen-
ing parameter value [179], [180]. However, instead of having the total number of feature vectors to
search for the nearest neighbors, the approach of the Gaussian mixture has the number of Gaussian
components to search since the feature vectors are clustered into individual Gaussian components.
Compared to the nearest neighbor search, the approach of the Gaussian mixture model reduces the
search time in finding the neighboring samples.
As illustrated in Figure 5.2, we search the τ neighboring Gaussian components labeled, and the
sharpening parameter value is estimated as a weighted sum of the ground truths of parameter values
assigned to the Gaussian components.
In the feature (sub)space SD, let the Gaussian density components be denoted as gi, i = 1, ...,M ,
which are labeled by sharpening parameter values yi ∈ {y1, ..., yL}. Given an image, we extract a
feature vector t from an edge pixel. Then, we find the Gaussian components gi whose means µi are
the nearest to the vector t. The estimated sharpening parameter value ye is a weighted sum of the
ground truths labeled to the searched Gaussian components, given by:
ye =
1
A
τ∑
k=1
ωk,tyk, (5.3)
where A is the normalization constant, A =
∑τ
k=1 ωk,t. The weights are determined as an affinity
function, an exponential of a negative Euclidean distance between the feature vector t and the mean
of Gaussian components, µk, k = 1, ..., τ , given by
ωk,t = exp(−||µk − t||). (5.4)
We use the information of the nearest neighboring Gaussian components. In the feature (sub)space,
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Figure 5.2: Some feature vectors do not have the ground truths of the sharpening parameters.
However, the individual Gaussian components are labeled with the ground truth values. The
sharpening parameter value is estimated as a weighted sum of the ground truths of the sharpening
parameter values assigned to the neighboring Gaussian components. For example, the sharpening
parameter value of the feature vector (red point) is estimated from the ground truth values of the
three neighboring Gaussian components (blue points). The weights are determined by the affinity
function based on the Euclidean distance, given by the Equation 5.4.
some feature vectors are labeled with the ground truths of the sharpening parameter values, while
others are not. Therefore, we use the neighboring information for the parameter estimation.
For the sharpening parameter estimation, the Gaussian mixture was estimated as a joint proba-
bilistic distribution of the feature vectors and the ground truths of the sharpening parameter values
in Section 3.3. Individual Gaussian components contain the various sharpening parameter values
so that their covariance matrices are full rank.
On the other hand, consisting of the feature vectors only, the feature (sub)space is estimated
as a Gaussian mixture model. We make sure that each Gaussian component is assigned to one
sharpening parameter value. With no necessity of having all the feature vectors labeled with the
ground truth of the parameter values, once we have the Gaussian components labeled with the
ground truth values, we only need Gaussian components for the parameter estimation.
If the feature (sub)space contains the high density distribution of the data points, the accuracy of
the estimation increases. In this section, we use the Gaussian mixture model to estimate the feature
(sub)space. Section 5.2 validates the capacity of the Gaussian mixture model and determines the
minimum number M of Gaussian components for high capacity of the countless examples of im-
ages in the real world. Section 5.3 enforces the uniform density of the data samples to ensure the
accurate approximation of the Gaussian components.
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5.2 The capacity of the (sub)space scope
The objective in this section is to verify how well the estimated Gaussian mixture model in Sec-
tion 5.1 fits the population of real images. Since the sharpening parameter estimation is performed
from the neighboring Gaussian components, we should have a good estimate of the Gaussian com-
ponents. In Section 5.1, the Gaussian mixture model is formed to fit the data labeled with the
ground truths of the sharpening parameter values. In order to validate the model, we collect a large
number of additional images and check if the new feature vectors fit the individual Gaussian com-
ponents. As illustrated in Figure 5.3, the new Gaussian components are introduced for the poor fits.
The minimum number of Gaussian components is determined by the minimal description length
(MDL) [181].
We obtain additional data of W feature vectors ti, i = 1, ...,W , from a large image set. The
M Gaussian density components are initially taken from Section 5.1. We measure the capacity
of the Gaussian mixture model by computing the scores of the fit by the feature vectors ti. The
score of the fit is defined by the posterior probability of the feature vector ti given the individual
Gaussian component g(ti|θk), k = 1, ...,M , where θk indicates the set (µk,Σk) of the mean and
covariance of the Gaussian component gk. It is an indication of how well the feature vector ti fits
to the individual Gaussian components. Then, the best-fit score f(ti) is computed as the maximum
probability in the form of
f(ti) = max
k
g(ti|θk). (5.5)
We set an error bound 0 ≤ η ≤ 1 such that if the best-fit score is greater than the error bound
f(ti) ≥ η, the feature point is accepted as a good fit to the given Gaussian mixture model. If not,
a new Gaussian density component is created accordingly. As indicated in Figure 5.4, the error
bound accounts for the percentage of the set that lies the farthest from the mean of the Gaussian
distribution.
When the best-fit scores of the feature vectors are below the error bound, the number of Gaussian
density components increases accordingly in order to fit the poor-fit points. We need to determine
the optimal number of Gaussians M∗.
For poor fits of feature vectors, new Gaussian density components are introduced till the updated
Gaussian density components provide a good fit to the newly added data. For this purpose, we use
an MDL-based clustering criterion with the objective function being the code length: code length
of the data given model and the code length of the model. The MDL criterion is given by
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Figure 5.3: The Gaussian mixture model estimates the feature (sub)space t ∈ SD. The colored
components are the existing Gaussian density components, whose colors indicate different ground
truths of the sharpening parameter values. We introduce additional feature vectors that are not
used in training the Gaussian mixture model. We compute the score of the fit of the new feature
vectors to the individual Gaussian components. Using the poor fits obtained from the low scores,
we add new Gaussian components (indicated in the red box). The optimal number of Gaussian
components is determined by the minimal description length.
Figure 5.4: The score of the fit measures how good the fit of a new feature vector is to the
individual Gaussian components. Suppose that among the Gaussian components, gi is the
Gaussian component that has the highest score of the fit to the feature vectors a and b. The feature
vector a is a good fit because it lies within the distance δ from the Gaussian mean. On the other
hand, b is not a good fit. We need to create a new Gaussian component for the feature vector b.
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L(T, θ,M) = L(T |θ,M) + L(θ,M) (5.6)
= −
∑
k
log p(Tk|θk) + 1
2
∑
k
Cθk log(QMk), (5.7)
with θ = {θ1, ..., θM}. We use the continuous case of Rissanen’s prior [182] for the code length of
the model,
L(θ,M) =
1
2
∑
k
Cθk log(QWk), (5.8)
where Wk is the number of feature points in Gaussian k, and Q is the quantization of continuous
numbers into small bins. Cθk is the number of free parameters in θk, Cθk = D(D + 1)/2 +D.
The code length of the data given model is computed as
L(T |θ,M) = −
∑
k
log p(Tk|θk), (5.9)
where p(Tk|θk) is the pdf of the Wk independent Gaussian column vectors Tk in class k.
Therefore, our criterion for choosing M∗ is to minimize the code length:
L =
WD
2
(1 + log 2pi) +
1
2
M∑
k=1
[Wk log |Rk|+ Cθk logWk]. (5.10)
Obtaining the global minimum is infeasible. Algorithm 1 illustrates the MDL-based clustering
criterion to obtain the optimal number of Gaussian components in the Gaussian mixture model. The
inputs to the algorithm are the set of W additional feature vectors and the Gaussian mixture model
GMinit from Section 5.1. The set of additional feature vectors is denoted as a matrix T ∈ RW×D,
where each row of T is the feature vector. The output is the optimized Gaussian mixture GM∗
Out of the W additional feature vectors, we obtain the feature vectors of the poor fits from the
Equation 5.5, notated by the function PoorFitData(). Then, another Gaussian mixture is created
from the data of the poor fits only by the function GaussianMixture(). The two Gaussian
mixtures are merged by the function CombineGMs(). The combined Gaussian mixture has the
M Gaussian components, consisting of the Gaussian components for the poor fits and the initial
Gaussian components from GMinit.
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Then, the MDL-based clustering criterion is iteratively computed to search for the optimal Gaus-
sian mixture. The function MDLReduceOrder reduces the Gaussian component number. In
other words, the function finds a pair of Gaussian components that has the minimum Euclidian
distance between their modes (means). The Gaussian pair is merged to one Gaussian component,
which leads to a decrease of the value M by one. The iteration proceeds till the Gaussian mixture
has one Gaussian component.
We choose the value M∗ that minimizes the code length L by the function minMDL(). This
optimal Gaussian mixture GM∗ of M∗ Gaussian components ensures the capacity of the the image
population in the real world.
Algorithm 1 Minimum Description Length
INPUT: T ∈ RW×D, GMinit
OUTPUT: GM∗
1: Tpoor = PoorFitData(T, GMinit)
2: GMpoor = GaussianMixture(Tpoor)
3: (GM, M ) = CombineGMs(GMinit, GMpoor, Tpoor)
4: k = M // the number of Gaussian components
5: Mixture(k).GM = GM
6: while k > 1 do
7: GM= MDLReduceOrder(GM)
8: k ← k − 1
9: Mixture(k).GM = GM
10: end while
11: GM∗ = minMDL(Mixture)
The ground truth values of the sharpening parameter are not known to the Gaussian density
components that are newly added by the MDL-based clustering criterion. We conduct the psy-
chophysical experiments to obtain the ground truth values for these Gaussian components. The
details are found in Section 5.4.
5.3 Uniform sampling of the feature (sub)space
The Gaussian mixture model is created in Section 5.1.1, and its capacity is validated in Section
5.2. We estimate the sharpening parameter value from the ground truth values of the neighboring
Gaussian components from Section 5.1.2 as illustrated in Figure 5.5. However, some Gaussian
components in the Gaussian mixture model are labeled with the ground truth values while others
are not.
The estimation of the sharpening parameter value achieves high accuracy for the target feature
vector if the target vector has enough neighboring Gaussian components labeled with the ground
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Figure 5.5: The sharpening parameter of a target vector (red) is estimated from the ground truths
of the neighboring Gaussian components. In this example, out of 8 Gaussian components, 3
components are used for the parameter estimation in Equation 5.3 (τ = 3). However, some
Gaussian components have the labeling of the ground truth values (blue) while others do not
(green). The goal is to dynamically label the minimum number of Gaussian components in the
feature (sub)space to increase the accuracy of the parameter estimation.
truth values. In other words, if there is a large discrepancy between the ground truth and the
estimated value of the sharpening parameter value, the Gaussian components in the vicinity of the
target vector need to be densely sampled and labeled with the ground truth values.
Therefore, the goal is to dynamically search and sample the sparse area to achieve uniform
sampling. By sampling, we draw feature vectors from the feature (sub)space, and we conduct the
psychophysical experiments to obtain the ground truth values for the sampled feature vectors. We
do not attempt to label every single Gaussian component with the ground truth values. Instead, the
dynamical approach achieves accurate estimation by labeling the minimum number of Gaussian
components.
Given a finite set of the feature vectors, we consider an optimization problem of maximizing
a submodular profit function. The problem involving the submodular profit function appears to
maximize the marginal utility in combinatorial optimization problems [183]. In this approach, we
search for the sparse area from large discrepancies between the estimated values and the ground
truths of the sharpening parameter. A set of feature vectors is dynamically sampled in the sparse
area of the feature (sub)space.
Section 5.3.1 explains the dynamic sampling approach using the submodular profit function.
Section 5.3.2 describes the algorithmic implementation of dynamic sampling.
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5.3.1 The dynamic sampling approach
First, N unlabeled samples of the feature vectors are randomly drawn from the feature (sub)space.
Suppose we have the M Gaussian clusters g1, g2, ..., gM in the feature (sub)space. Each Gaussian
cluster gk, k = 1, ...M has ni labeled points. If no point is labeled in the Gaussian cluster gk, then
nk = 0.
For each feature vector tn, n = 1, ..., N , we observed discrepancy (tn). Let d(tn, gk) be the
distance between the point tn and the Gaussian cluster gk. The distance is the Euclidean distance
between the point tn and the mean µk of the Gaussian component. For each target sample tn of
the N randomly drawn samples, n = 1, ..., N , the sharpening parameter valueye(tn) is estimated
from the τ Gaussian components by Equation 5.3. The discrepancy is the difference between the
estimated value ye(tn) and the ground truth yg(tn), given by
(tn) = |ye(tn)− yg(tn)|. (5.11)
Then, we define a function that indicates the sampling sparsity in the vicinity of the target fea-
ture vector tn. The sampling-sparsity function P (A) is a function of the distances between the
current feature vector tn and the neighboring Gaussian components in the subset A of the feature
(sub)space, given by
P (A) =
(
1∑
k∈A
1
d(tn,gk)2
)β
, (5.12)
where d(tn, gk) indicates the distance between the target t and the kth neighboring Gaussian com-
ponent in the set A.
As the sample number increases in the set A, the sampling-sparsity function decreases. Inside
the set A, the large distance d(tn, gk) has a large contribution to the function P (A), indicating the
sparse sample distribution. Small d(tn, gk) indicates the dense sampling, having a small contribu-
tion to the function P (A).
Now, we want to reduce the sparsity by increasing the number of Gaussian components labeled
with the ground truth values. As illustrated in Figure 5.6, let A be the set of all the Gaussian
components with the ground truth values in the feature (sub)space SD. Let A′ be the set of some
Gaussian components without the ground truth values. We want to find the set A′ of the minimum
size to ensure the uniform sampling of labeling the ground truth values.
As more Gaussian components are labeled with the ground truths, gain is obtained by reducing
the sparsity of the labeled Gaussian components. We define the gain as (P (A)− P (A ∪ A′)).
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Figure 5.6: In the sphere S, the set A includes all the feature vectors labeled with the ground
truths. The set A′ indicates some feature vectors without the ground truth values. We want to find
the set A′ of minimum size that ensures the high accuracy of the parameter estimation for the
target vector (red dot). The set A′ is determined by maximizing the profit in Equation 5.13.
However, the gain should be penalized for large discrepancy  in Equation 5.11. We need more
samples of Gaussian components labeled with ground truths near the feature vector of the large
discrepancy. Therefore, for the target feature vector t, we select the minimum size of A′ that
maximizes the profit function
g(A,A′) = (P (A)− P (A ∪ A′)). (5.13)
The profit function is defined as a submodular function as a product of the penalty from the dis-
crepancy  and the gain from reducing the sparsity in the distribution of the Gaussian components.
The overall profit over all the N randomly drawn samples tn, n = 1, ..., N is given by
h(A,A′) =
N∑
n=1
n(Pn(A)− Pn(A ∪ A′)). (5.14)
Therefore, the uniformly dense sampling is achieved by searching the set A′ of Gaussian com-
ponents to maximize the overall profit over all the N feature vectors tn, n = 1, ..., N ,
maxA′h(A,A
′). (5.15)
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Once the set A′ is found, we obtain the ground truth values of the Gaussian components in A′. In
order to determine the ground truth value for each Gaussian component in A′, we randomly draw
enough feature vectors from the Gaussian distribution and obtain the ground truth values for those
vectors via the psychophysical experiments. More details and results are discussed in Section 5.4.
5.3.2 The implementation of the dynamic sampling approach
We describe the implementation of the algorithm using the submodular function described in Sec-
tion 5.3.1. First, we have N randomly drawn feature vectors. Suppose we have the M Gaussian
clusters g1, g2, ..., gM in the feature (sub)space. Each Gaussian cluster gk, k = 1, ...K has nk
labeled points. If no point is labeled in the Gaussian cluster gk, then nk = 0.
For each feature vector ti, i = 1, ..., N , we observe a discrepancy denoted by (ti). Let d(ti, gk)
be the distance between the point ti and the Gaussian cluster gk.
Then, we compute the two functions P1 and P2(j) given by
P1 =
N∑
n=1
(tn)f
( ∑
1≤i≤M
ni
d(tn, gk)2
)
, (5.16)
P2(j) =
N∑
i=1
(ti)f
( ∑
1≤k≤M,k 6=j
nk
d(tn, gk)2
+
nj + 1
d(tn, gj)
)
. (5.17)
We take the function f(x) to be monotonically non-increasing, given by
f(x) =
(
1
x
)α
. (5.18)
We pick the Gaussian component j that maximizes the total profit P1 − P2(j)
j∗ = arg max
j
P1 − P2(j). (5.19)
Let j∗ denote such j that maximizes the total profit, 1 ≤ j ≤ M . We randomly pick one feature
point from g∗j . We conduct the psychophysical experiment to label it with the sharpening parameter
value chosen by the human observer. As a result, the Gaussian cluster gj∗ has nj∗+1 labeled points
while the remaining Gaussian clusters gk, 1 ≤ k ≤ M,k 6= j have nk labeled feature points. This
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is how we dynamically pick one feature point from the chosen Gaussian component and label it
with the ground truth of the sharpening parameter. We repeat this procedure adaptively.
Algorithm 2 Implementation of the dynamic sampling.
INPUT: The set B of N randomly drawn feature vectors, ti ∈ B, i = 1, ..., N .
M Gaussian components gk, k = 1, ...,M
Each Gaussian component has nk labeled points.
δ is the self-defined threshold to stop the iteration. OUTPUT: More feature points are labeled.
1: Compute (ti), i = 1, ..., N
2: Compute h(j) = P1 − P2(j), j = 1, ...,M
3: Find j∗ = arg maxj h(j)
4: hnew = h(j
∗)
5: hold = 0
6: while (hnew − hold) > δ do
7: hold = hnew
8: Compute h(j) = P1 − P2(j), j = 1, ...,M
9: Find j∗ = arg maxj h(j)
10: hnew = h(j
∗)
11: nj∗ ← nj∗ + 1
12: Update (ti), i = 1, ..., N
13: end while
Algorithm 2 explains the procedure of the dynamic sampling. We iteratively compute the total
profit in Equation 5.19 by updating the number of labeled samples in the picked Gaussian compo-
nent gj∗ and the disparities (ti). In every iteration, we find one Gaussian component that maxi-
mizes the profit. Due to the penalty of  in the profit, the algorithm tends to choose the Gaussian
component j∗ near the feature vector tn of large discrepancy. The iteration stops when it reaches a
certain threshold δ.
We assume that the feature vectors are distributed densely enough in the feature (sub)space.
However, not all the feature vectors are labeled with the ground truth values. Since the parameter is
estimated from the neighboring Gaussian components, we dynamically enforce the uniform sam-
pling to increase accuracy sufficiently by labeling the minimum number of Gaussian components.
Therefore, the feature (sub)space is dynamically sampled to increase the accurate estimation of the
parameter value.
5.4 Experiments
The Gaussian mixture model is formulated to fit the feature points distributed in the feature (sub)space
in Section 5.4.1. The capacity of the Gaussian mixture model is validated and optimized by the min-
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imum length description (MDL) in Section 5.4.2. Thus, the Gaussian mixture model represents the
feature (sub)space with 95% probability. In Section 5.4.3, the accuracy of the sharpening parameter
estimation is validated. The feature vectors are dynamically sampled from the feature (sub)space
and labeled with the ground truth values. Therefore, we obtain the minimum number of feature
vectors to label with the ground truths to ensure the high accuracy of the sharpening parameter
estimation.
In this section, the sharpening parameter value indicates the perceptual sharpness from the level
1 of the strongest sharpness to the level 10 of the smoothest sharpness. Obtained from the set 4.1
in Chapter 4, the 10 levels of the perceptual sharpness have the uniform sharpness intervals such
that the human visual perception perceived the same sharpness differences between the adjacent
sharpness levels. Figure 5.7 illustrates the mapping from the parameter y in Equation 5.3 to the
perceptual sharpness.
In Section 5.4.4, the automatic image sharpening is performed as explained in Section 5.1.2. In
this section, we will use the perceptual sharpness and the sharpening parameter value equivalently,
denoting the sharpness levels from 1 to 10.
Figure 5.7: The parameter y in Equation 5.3 is mapped to the perceptual sharpness. The level 1
indicates the strongest sharpness while the level 10 is the smoothest sharpness. The 10 levels of
the perceptual sharpness have the uniform sharpness intervals such that the human visual
perception perceived the same sharpness differences between the adjacent sharpness levels.
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5.4.1 Gaussian mixtures
Figure 5.8: The feature vectors are distributed in the first three coordinates. The mean vectors of
the Gaussian components are shown in different colors.
We build the Gaussian mixture model from the feature vectors. The feature vectors are extracted
from the image patches of size 20 × 20. In total, 1000 images are collected from the internet
[184]: 80, 000 feature vectors are collected from the images, and 3000 feature vectors are labeled
from the psychophysical experiments in Chapter 4. The Gaussian mixture model has 70 Gaussian
components, estimated by EM estimation.
Figure 5.8 indicates the distribution of the feature vectors in the first three coordinates. The mode
vectors (mean vectors of the Gaussian components) are shown in different colors. In Figure 5.9, the
feature vectors are clustered into the 70 Gaussian components, shown by different colors. Figure
5.10 indicates the number of feature vectors that belong to the individual Gaussian components.
Among the 70 Gaussian components, 61 Gaussian components include the feature vectors la-
beled with the ground truth values of the sharpening parameter. Figure 5.11 illustrates the error
bar indicating the means and standard deviations of the sharpening parameter values collected for
the 61 individual Gaussian components. The Gaussian components are formed to have certain
sharpening parameter values with small variance. Individual Gaussian components are assigned
to different sharpening parameter values. However, the same parameter value can be assigned to
multiple Gaussian components. The remaining 9 Gaussian components are not labeled with the
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Figure 5.9: The feature vectors of the individual Gaussian components are clustered by different
colors in the first three coordinates.
Figure 5.10: The Gaussian mixture model has 70 Gaussian components. The frequencies of the
feature vectors are shown with respect to the individual Gaussian components in the ascending
order.
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sharpening parameter values. However, they can be estimated by the neighboring labeled Gaussian
components.
Figure 5.11: The error bar indicates the means and standard deviations of the sharpening
parameter values collected for the 61 individual Gaussian components. The Gaussian components
are formed to have certain sharpening parameter values with small variance. The individual
Gaussian components are assigned to different sharpening parameter values.
The feature (sub)space is estimated by the Gaussian mixture model. The capacity of the feature
(sub)space is validated in Section 5.4.2. The accuracy of the sharpening parameter estimation is
validated in Section 5.4.3.
5.4.2 Validation for capacity
We validate the Gaussian mixture model formulated in Section 5.4.1 with additional data. For the
additional data, the best-fit scores in Equation 5.5 are computed from the Gaussian mixture model.
The error bound is set to η = 0.05 such that 95% of the individual Gaussian distributions are
considered good fits.
Each feature vector has some probability of belonging to an individual Gaussian component.
From the posterior probabilities, we obtain the membership of the feature vectors in one of the
Gaussian components. In Figure 5.12, 4241 feature points belong to the kth Gaussian component
(k = 1) from the Gaussian mixture model obtained in Section 5.4.1. The 81 points have the
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likelihood of P (ti|µk,Σk) ≤ 0.05, which are considered poor fits.
Figure 5.12: The likelihood of the feature vector ti given a Gaussian component is shown. If
P (ti|µk,Σk) ≤ 0.05, the feature vectors ti are poor fits to the Gaussian component. Out of the
4241 feature points belonging to the Gaussian component, 81 points are considered poor fits.
We have obtained 75, 000 feature vectors from the additional 700 images, and we have obtained
6787 poor fits. We compute the poor-fit score s as the ratio of the number of poor fits to the entire
number of the feature vectors. Since s = 0.0905 ≥ η = 0.05, we need to find additional Gaussian
components to fit the poor-fit points.
We form a new Gaussian mixture model with 65 Gaussian components in order to fit the poor-
fit points. By the MDL criterion in Section 5.2, the number of Gaussian components is reduced
from 135 to 73. Figure 5.13 illustrates the code lengths with the different numbers of Gaussian
components computed by the Equation 5.10.
The capacities of the two Gaussian mixture models are compared in Table 5.1. Data 1 is the
image data set used to estimate the Gaussian mixture model GM 1 in Section 5.4.1. Data 2 is the
additional data set used to obtain the final Gaussian mixture model GM 2. Data 3 is the data set for
the capacity validation. Data 3 is obtained from an additional set of 1, 000 images, and 108, 000
feature vectors are obtained from Data 3. GM 1 has 70 Gaussian components and GM 2 has 73
Gaussian components. For both Gaussian mixture models GM 1 and GM 2, the poor-fit scores are
computed for the three different data sets. The poor-fit score is computed as the ratio of the size of
the poor-fit points to the total data size.
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Figure 5.13: The number of Gaussian components in the Gaussian mixture model is reduced from
135 to 73 by the minimum description length criterion. The code length reaches the minimum
when the Gaussian mixture model contains the 73 Gaussian components.
Table 5.1: The comparison of the two Gaussian mixture models with three different data sets. The
Gaussian mixture models are compared from the poor-fit scores. The lower poor-fit scores of GM
2 indicate that GM 2 is a better fit to the feature (sub)space.
Data 1 Data 2 Data 3
Data size 80,000 75,000 108,000
s for GM 1 0.0569 0.0905 0.1313
s for GM 2 0.0584 0.0576 0.0624
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With the data set of Data 1, the poor-fit scores by GM 1 and GM 2 are close to the error bound
η = 0.05. Therefore, both GM 1 and GM 2 include the scope of the Data 1 in the feature (sub)space
with 95% probability. However, with the data set of Data 2, GM 1 has a poor-fit score higher than
the error bound η. GM 2 is formulated to fit the poor-fit points from Data 2 and optimized by
MDL criterion. GM 2 therefore includes the scope of Data 2 in the feature (sub)space with 95%
probability. In addition, Data 3 validates GM 2 with the poor-fit score of 0.0624 while GM 1 has
the poor-fit score of 0.1313. Therefore, it is concluded that GM 2 is estimated to represent the
feature (sub)space with the probability of 95%.
Figure 5.14 indicates the distribution of the 75, 000 feature vectors from Data 2 in the first three
coordinates. The mode vectors (mean vectors of the Gaussian components) are shown in different
colors. In Figure 5.15, the same feature vectors are clustered into the 73 Gaussian components,
shown by different colors. Figure 5.16 indicates the frequencies of the feature vectors that belong
to the individual Gaussian components.
Figure 5.14: The feature vectors are distributed in the first three coordinates. The mean vectors of
the Gaussian components are shown in different colors.
Among the 73 Gaussian components, 66 Gaussian components include the feature vectors la-
beled with the ground truth values of the sharpening parameter. Figure 5.17 illustrates the error
bar indicating the means and variances of the sharpening parameter values collected for the 66 in-
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Figure 5.15: The feature vectors of the individual Gaussian components are clustered by different
colors in the first three coordinates.
Figure 5.16: The Gaussian mixture model has 73 Gaussian components. The frequencies of the
feature vectors are shown with respect to the individual Gaussian components in the ascending
order.
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dividual Gaussian components. The Gaussian components are formed to have certain sharpening
parameter values with small variance. Individual Gaussian components are assigned to one sharp-
ening parameter value. However, the same parameter value can be assigned to multiple Gaussian
components. The remaining 7 Gaussian components are not labeled with the sharpening parameter
values. However, they can be estimated by the neighboring labeled Gaussian components.
Figure 5.17: The error bar (blue) indicates the means and variances of the sharpening parameter
values collected for the 66 individual Gaussian components. The Gaussian components are
formed to have certain sharpening parameter values with small variance. The individual Gaussian
components are assigned to one sharpening parameter value. The median values of the sharpening
parameter (red) are selected to represent the individual Gaussian components.
The feature (sub)space is estimated by the Gaussian mixture model of the 73 Gaussian compo-
nents with 95% probability. The 66 Gaussian components are labeled with the the median ground
truth values of the sharpening parameter values. However, although lying in the labeled Gaussian
components, some of the feature vectors are not labeled with the ground truth values of the sharp-
ening parameter. In addition, the remaining 7 Gaussian components are not labeled. We estimate
the sharpening parameter values for these unlabeled feature vectors from the neighboring labeled
Gaussian components. The accuracy of the sharpening parameter estimation is validated in Section
5.4.3.
Figure 5.18 illustrates the Gaussian mixture model with 73 Gaussian components in the first two
coordinates. The image pairs are taken from the labeled Gaussian components. In each pair, the
image on the left is the original image, and the one on the right is the enhanced version sharpened
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Figure 5.18: The feature (sub)space is shown in the first two coordinates. The feature vectors are
clustered into the individual Gaussian components. The feature vectors of the same color belong
to the same cluster. The same sharpening parameter value is applied to the feature vectors,
resulting in the most preferable perceptual sharpness to the human visual system. The image pairs
are taken from the individual corresponding Gaussian components. The image on the left is the
original version, while the image on the right is optimally sharpened.
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by the ground truth value of the sharpening parameter.
Table 5.2 illustrates the image patches taken from the 10 labeled Gaussian components. For each
Gaussian component, 5 image patches are shown as well as their sharpened versions. The groups 1
and 2 are labeled with sharpening parameter level 6. The sharpening parameter level 7 is assigned
to the groups 3 to 5, with the parameter level 8 to the groups 6 to 8, with the parameter level 9 to
the groups 9 and with the parameter level 10 to the group 10. It is observed that the image patches
are clustered to different Gaussian components according to certain edge orientations or the details
of the texture such as coarse or detailed texture.
5.4.3 Uniform sampling
We haveN = 1600 randomly drawn samples from the feature (sub)space. The discrepancy (tn) is
computed, n = 1, ..., N . The psychophysical experiments are conducted to obtain the discrepancy.
Out of the 73 Gaussian components in the Gaussian mixture model, 66 Gaussian components
are labeled with the sharpening parameter values. At each iteration in Algorithm 2, one sample is
dynamically drawn and labeled by the psychophysical experiment. The stopping threshold is set
by δ = 1.97× 10−7.
Figure 5.19 illustrates the maximum profit computed at every iteration. At every iteration, a new
sample is dynamically obtained and labeled with the ground truth value of the sharpening parameter
value. The maximum profit decreases as the iteration increases. With the stopping threshold δ, we
computed the maximum profits with 300 iterations and obtained 300 labeled samples dynamically.
Figure 5.20 illustrates the comparison between the initial and final labeling after the dynamic
sampling. The error bars indicate the means and standard deviations of the labeled sharpening
parameter values for initial and final stages of the dynamic sampling. The initial Gaussian mixture
model has 7 unlabeled Gaussian components, indicated by zeros. After dynamic sampling, all the
Gaussian components are labeled. The dynamic sampling reduces the standard deviation of the
labeled sharpening parameter values for the individual Gaussian components. Thus, the confidence
of the labeled sharpening parameters increases.
In Figure 5.21, the frequencies of the labeled samples are obtained for the 73 Gaussian com-
ponents at the initial and final iterations of the dynamic sampling. The dynamic sampling does
not uniformly sample the Gaussian components. Some Gaussian components are sampled more
densely than the others. However, with the minimum number of the samples being labeled, the
accuracy of the parameter estimation is guaranteed by obtaining the maximum profit.
In Figure 5.22, the individual Gaussian components take the median values of the sharpening
parameters labeled to the samples. The obtained median values represent the ground truths of
the sharpening parameter values of the individual Gaussian components. The dynamic sampling
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Table 5.2: Example image patches taken from 10 labeled Gaussian components. For each
Gaussian component, 5 sub-images are randomly taken and optimally sharpened by the labeled
sharpening parameter value.
# Original versions Sharpened versions
1
2
3
4
5
6
7
8
9
10
95
Figure 5.19: The maximum profit decreases as the iteration increases.
Figure 5.20: Error bar for the initial and final iterations of the dynamic sampling. In the initial
iteration, the Gaussian mixture model has 7 unlabeled Gaussian components, indicated as zeros.
After dynamic sampling, all the Gaussian components are labeled. The standard deviations of the
labeled sharpening parameter values are reduced.
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Figure 5.21: The frequencies of the labeled samples are obtained for the 73 Gaussian components
at the initial and final iterations of the dynamic sampling. The dynamical sampling does not
uniformly sample the Gaussian components. However, the accuracy of the sharpening parameter
estimation is guaranteed by obtaining the maximum profit with labeling the minimum number of
the samples.
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updated the labels of the 9 Gaussian components. These median values are used in the automatic
image sharpening in Section 5.1.2.
Figure 5.22: The individual Gaussian components take the median values of the sharpening
parameters labeled to the samples. The obtained median values represent the ground truths of the
sharpening parameter values of the individual Gaussian components. At the final iteration of the
the dynamic sampling, the median values are updated in the 9 Gaussian components. These
median values are the finalized labels of the individual Gaussian components, which will be used
in the automatic image sharpening in Section 5.1.2.
5.4.4 Image sharpening results
Figure 5.23 and Figure 5.24 illustrate the optimally sharpened images and the corresponding maps
of the estimated sharpening parameter values. Different sharpening parameter values are adaptively
estimated at edge pixels to satisfy the human sharpness preferences in Figure 5.23c. In particular,
in Figure 5.23d we compute the best-fit scores of the chosen parameter values from the local image
properties of the input image, given by Equation 5.5. The best-fit score indicates the probability
that the extracted feature vector at a given edge pixel lies in the best-fit Gaussian component in the
proposed Gaussian mixture model in Chapter 5.1. Therefore, the high values of the best-fit scores
guarantee high accuracy in the sharpening parameter values estimated by our model. The low
values indicate that our proposed Gaussian mixture model does not guarantee accurate parameter
estimation enough to meet the human preferences of sharpness.
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(a) (b)
(c) (d)
Figure 5.23: (a) The input images. (b) The optimally sharpened images. (c) The map of the
estimated sharpening parameter values. The estimated values of the sharpening parameter vary
with different local image properties. (d) The map of best-fit scores. The high scores guarantee the
high accuracy of the sharpening parameter estimation.
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Figure 5.24 compares the output of the automated sharpening with the traditional method, the
unsharp masking [21]. We used a 3 × 3 median filter as a low-pass filter in unsharp masking.
The parameter value of the unsharp masking is chosen so that the output has the same PSNR (peak
signal-to-noise ratio) as the output of the proposed automated sharpening. Figure 5.25 illustrates the
zoomed versions of the input and output images in Figure 5.24 in order to compare the performance
of the two methods. Both the proposed method and unsharp masking achieve sharpening. However,
the pixel-wise operation of unsharp masking amplifies noise from compression while our region-
based method sharpened edge pixels only.
We apply the proposed method to the images that contain noise or are already sharpened. Figure
5.26 illustrates the sharpening of a noisy image. The noisy image has the Gaussian white noise
with zero mean noise and 0.01 variance. While the detected edges are sharpened, the noise in the
smooth area is minimally amplified compared to the edge pixels. Figure 5.26d illustrates that the
edge pixels have higher estimated parameter values than the pixels in the smooth area. Unsharp
masking is applied to the same image in Figure 5.26c. While the parameter is chosen to achieve
the same PSNR of Figure 5.26, the pixel-wise operation amplifies the noise in the smooth area and
achieves less sharpening on edge pixels to produce the same PSNR.
In addition, in Figure 5.27, we apply the automatic sharpening to the already sharpened image.
The input image is sharpened by our region-based sharpening model in Equation 3.1. The sharp-
ening parameter is chosen as α = 0.375 to produce the sharpened input image. Since the input
image is already sharpened, the edges of the sharpened image are sharpened less than those of the
original image because the edge contrast in the given image is already large. Therefore, the pro-
posed sharpening is achieved to optimally maximize the edge sharpness and to satisfy the sharpness
preferences of the human visual perception.
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(a) (b)
(c) (d)
Figure 5.24: (a) The original input image. (b) The optimally sharpened images. The PSNR is
23.0481. (c) The map of the estimated sharpening parameter values. (d) The image sharpened by
unsharp masking with the same PSNR as (b).
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(a) (b) (c)
(d) (e)
Figure 5.25: The proposed approach is region-based while unsharp masking is a pixel-wise
operation. The drawback of unsharp masking is pixel-noise amplification. For performance
comparison in Figure 5.24, the image patches are taken from (a) the original input image, (b) the
optimally sharpened image, (c) the image sharpened by unsharp masking. (d) The difference map
in grayscale between the input image in (a) and the output image sharpened by the proposed
method in (b). (e) The difference map in grayscale between the input image in (a) and the output
image sharpened by unsharp masking in (c). While the proposed method sharpens edge pixels
only, unsharp masking operates sharpening pixel-wise, which amplifies noise.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.26: (a) The noisy input image. (b) The optimally sharpened image with PSNR 26.0460.
(c) The image sharpened by unsharp masking with the same PSNR. (d) The map of the estimated
sharpening parameter values in the output image (b). (e) The difference map in grayscale between
images in (a) and (b). (f) The difference map in grayscale between images in (a) and (c). The
difference maps indicate that unsharp masking amplifies noise more than our proposed method.
For comparison, the patches are zoomed from (g) the original noisy image, (h) the sharpened one
by our model, and (i) the image sharpened by unsharp masking.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.27: (a) The sharpened input image. (b) The optimally sharpened version of (a). (c) Its
map of the estimated sharpening parameter values. (d) The difference map in grayscale between
images in (a) and (b). (e) The original input image. (f) The optimally sharpened version of (d). (g)
Its map of the estimated sharpening parameter values. (h) The difference map in grayscale
between images in (e) and (f). The proposed method automatically sharpens the sharpened input
image in (a) less than the original input image in (e).
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CHAPTER 6
IMAGE SHARPNESS ASSESSMENT
In this chapter, we present a spatial approach to measuring sharpness, which does not require
a reference image. The proposed approach quantifies the perceptual visual quality that reflects
the responses of the human visual perception. The scales of sharpness measure can be applied
to any image in a universal way. Since there exists no standard method to quantify the perceptual
sharpness, many image sharpening methods take a subjective approach, letting the viewers evaluate
the sharpened output images [22], [57], [24], [58], [3], [30], [8].
The proposed approach quantitatively evaluates the image quality reflecting the human prefer-
ences of image sharpness. The sharpness of an edge pixel is measured from the neighboring local
image properties. The measured sharpness is incorporated with the human preferences. Therefore,
the proposed measure quantifies the sharpness preferences with no presence of reference images.
The traditional visual quality metrics are SNR (signal/noise ratio), MSE (mean square error)
and PSNR (peak-to-peak signal/noise ratio). They measure the fidelity that reflects the accuracy of
reproduction to the original image. However, since they do not correlate the observer’s perceptual
evaluation of image quality, they are not suitable to determine the perceptual quality.
There have been many attempts in which the outputs of the image enhancement techniques are
quantitatively evaluated in agreement with the human perceptual evaluation [93], [94], [95], [96],
[97]. The development of the image quality measures is targeted for the distortion types of MPEG
or JPEG compression, noise, blur, etc. Sharpness is used as an attribute to compute the perceptual
image quality measuring the image distortion [103], [104], [105], [106]. These methods above
present the sharpness as blur measurement in distorted images.
The absolute sharpness is measured for the evaluation of the image enhancement [107], [109],
[108]. Not requiring reference images, these methods quantitatively measure the sharpness from
the image properties.
However, these sharpness measures do not reflect the perceptual evaluation of the human prefer-
ences in sharpness. In order to quantify the human preferences of edge sharpness, psychophysical
experiments should be involved. Contrast enhancement is treated as a positive factor towards visual
quality, but excessive edge sharpness and the influence of surroundings are not considered.
Therefore, psychophysical experiments are conducted to evaluate the perceptual preferences of
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image sharpness [111], [112], [113], [75], [5], [6]. After comparison with images of different sharp-
ness, the scores of sharpness preferences are obtained relatively based on the reference images.
It is concluded from the psychophysical studies that the human observers prefer certain image
sharpness consistently. However, different sharpnesses are chosen for different image characteris-
tics. The existing sharpness metrics use the entire frequency spectrum of an image, which cannot
separate the sharpness information from the scene content. These measures are applicable only
for the comparisons among the different sharpness versions of the same image. Therefore, it is
important to develop a measure to quantify the sharpness preferences, which requires no reference
image.
In this chapter, we introduce two sharpness measures: sharpness strength and sharpness prefer-
ence. The sharpness strength measure evaluates the absolute sharpness, indicating how sharp the
image edges are. The sharpness preference measure evaluates the perceptual preferences of the
edge sharpness. Both measures are locally evaluated at image edge pixels.
First, in Section 6.1, the edge sharpness is determined by the clarity of image detail and edge
definition. The absolute measure is quantified based on the overshoot and undershoot values. Thus,
it requires no reference images.
Second, in Section 6.2, we evaluate the edge sharpness preferences. The sharpness preference
measure is developed based on the psychophysical experiments in Chapter 4. The human prefer-
ences of perceptual sharpness are consistent among different viewers. In addition, the sharpness
preferences of the human visual perception vary depending on image characteristics. Given an im-
age, we estimate the edge sharpness strength. Then, we predict the optimally preferred sharpness
from the local image properties. For such prediction, a feature (sub)space is formulated similar to
the feature (sub)space in Section 5.1. In the feature (sub)space, the maximum a posteriori (MAP)
approach is used to estimate the optimal sharpness from the local image properties. Then, the
perceptual preferences of sharpness are evaluated as the comparison between the edge sharpness
strength and the optimally preferred sharpness.
6.1 Sharpness estimation
The edge sharpness is determined by the clarity of image detail and edge definition. The absolute
measure is quantified based on the overshoot and undershoot values. Thus, it requires no reference
image.
For the sharpness measure, we propose a local approach in the pixel level. We measure the
sharpness at the edge pixels. Figure 6.1 illustrates the pipeline to compute the sharpness measure.
We estimate the edge sharpness as the edge acutance from the overshoot and undershoot values
106
Figure 6.1: We estimate the edge sharpness as the edge acutance from the overshoot and
undershoot values at edge pixels. We use a single parameter to measure the overshoot and
undershoot values in the sharpened images. The edge pixels are detected in the given image. At
each edge pixel, we fit the first-order derivative of the Gaussian function to estimate the
sharpening parameter value. This estimated sharpening parameter value represents the overshoot
and undershoot values.
at edge pixels. In Section 3.1, the image sharpening has a single parameter to control the overshoot
and undershoot values at the edge pixels. Similarly to that approach, we use a single parameter to
measure the overshoot and undershoot values in the sharpened images. The edge pixels are detected
in the given image. At each edge pixel, we fit the first-order derivative of the Gaussian function to
estimate the sharpening parameter value. This estimated sharpening parameter value represents the
overshoot and undershoot values. The detailed procedure of the sharpness assessment is described
below. The input image is a sharpened image, and the sharpness strength is measured by estimating
the overshoot and undershoot values in the sharpened image. First, the given image is segmented
into regions of homogeneous intensity [170], [172], [174]. The boundaries of the segmented regions
are the detected edges in the sharpened image.
In order to measure the sharpness strength, we use the first-order derivative of a one-dimensional
Gaussian function in Equation 3.2. Let Io be the observed sharpened image, and Ii be the unknown
original image. The pixel value of the observed image Io at pixel p is given by
Io(p) = Ii(p) + αs(p) (6.1)
= Ii(p) + α
{
c(p) · −dp
σ3e
exp
(
− d
2
p
2σ2e
)}
. (6.2)
The function s(p) indicates the overshoot or undershoot value at the pixel p. The value α is
the parameter that controls the edge sharpness strength due to the overshoot and undershoot value.
Then, we estimate the sharpening parameter value α at each pixel as an absolute measure of over-
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shoot and undershoot required to create the observed sharpening image.
For each edge pixel p, the parameter α is estimated such that the value maximizes the conditional
probability given by
α∗ = arg max p(α|Io) (6.3)
subject to α ≥ 0. (6.4)
This is the MAP approach (maximum a posteriori). Then, the problem becomes a minimization
of the likelihood function of the form
α∗ = arg minL(α|Io) (6.5)
subject to α ≥ 0, (6.6)
where the likelihood function is given by
L(α|Io) = ||Io − Ii − αs||2 + λ||∇α||. (6.7)
The likelihood function includes the least squares term and the smoothing prior with the non-
negativity constraint. The smoothness prior biases α values to take similar values as their neigh-
boring α values.
The sharpened image Io is given as the input to the image sharpness assessment. However, the
original image Ii is unknown.
The sharpening happens at the ramp pixels only, and the non-ramp pixels remain the same as the
original version. Therefore, we use the image segmentation algorithm to detect the ramp pixels in
the observed image Io. We assume that the detected ramp pixels are sharpened only. Therefore, the
non-ramp pixels of the original image Ii are directly taken from the given image Io.
The non-ramp pixel values in the original image Ii should have the overshoot and undershoot
values. They are estimated under the assumption that the pixel values are similar if the pixels are
neighboring to each other. Since only the ramp pixels are sharpened, the true ramp pixel values can
be estimated from the neighboring non-ramp pixels.
Therefore, in the estimated original image Ii, the overshoot and undershoot values are removed
from the observed image Io. For example, the original image Ii without overshoot or undershoot
is estimated from the input image Io. As illustrated in Figure 6.2, the intensity values of overshoot
and undershoot are estimated as the differences between the input image Io and the corresponding
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original image Ii.
(a) (b) (c)
Figure 6.2: (a) The input image Io, (b) the estimated original image Ii, and (c) the estimated
overshoot and undershoot values as Io − Ii.
After the estimation of Ii, we let the pixel value be the difference between the sharpened image
and the estimated original, b = Io − Ii. Then, Equation 6.7 becomes
α∗ = minα||b− αs||2 + λ||∇α|| (6.8)
subject to α ≥ 0, (6.9)
where the constant λ is a predefined value. We solve for α by Newton’s gradient descent. We want
to note that, without the smoothing condition, the likelihood function L becomes the least square
problem, and a unique solution exists for the minimization problem of the form. However, the
smoothing prior in Equation 6.7 ensures that the estimated sharpening parameter α is taken to be
similar to the neighboring ones.
The edge sharpness is measured respectively at the edge-pixel level. For the perceptual measure,
we use the collected ground truths of the sharpness preferences for the original references in Chap-
ters 4 and 5. Once the sharpness is measured by a parameter α at each pixel, the score of sharpness
preference is estimated from the joint probability of the new feature vector t′ and the estimated
parameter value α, p(α, t′).
6.2 Assessment of the sharpness preferences
We evaluate the perceptual preferences of the edge sharpness. The measure for the sharpness pref-
erences is based on the feature (sub)space formed in Chapter 5 and the psychophysical experiments
in Chapter 4.
In Chapter 4, we concluded that the human preferences of the perceptual sharpness depend on
the local image properties. However, the preferences are consistent among different viewers and
109
over time. Using these properties of the sharpness preferences, we fit a mapping function of some
prior form to the values of the observed overshoot and undershoot. We assess the sharpness of a
sharpened image without any information of an original reference.
Figure 6.3: We estimate the edge sharpness strength α of an edge pixel from the overshoot and
undershoot values in the given image. Then, we extract the feature vector t from the local image
properties at the edge pixel. We form a joint probabilistic distribution of the feature vectors and
the sharpening parameter values of the optimally sharpened images. We measure the perceptual
preference of the edge sharpness α at the edge pixel of the feature vector t as the probability of the
observed pair (t, α) given the probabilistic distribution of the feature (sub)space.
As illustrated in Figure 6.3, we form a model to represent the joint probabilistic distribution of
the feature vectors and the sharpening parameter from the optimally sharpened images. Then, the
human preference score of the sharpness is the likelihood of the observed feature vector and its
corresponding sharpening parameter given the probabilistic model.
For each edge pixel of a given image, we estimate the edge sharpness strength from the overshoot
and undershoot values. The edge sharpness strength is measured as the sharpening parameter values
estimated to fit the overshoot and undershoot values from Section 6.1. Then, we extract the feature
vectors from the local image properties as described in Section 3.2. The pair of the estimated
sharpening parameter value and the feature vector at an edge pixel is evaluated if the estimated
sharpening parameter value is compatible with the feature vector to result in the most preferable
perceptual sharpness with the feature vector.
In order to check the joint compatibility of the estimated sharpening parameter value and the
feature vector, we form a feature (sub)space S ′ from the pairs of the image feature vectors and
their optimal sharpening parameter values. The D-dimensional feature vectors t′ ∈ RD are ex-
tracted from the edge pixels of the optimally sharpened images. The edge sharpness is estimated as
the sharpening parameter values in the optimally sharpened images. We let the optimally chosen
sharpening parameter values be denoted as α′. Thus, a new feature (sub)space S ′ is created as a
probabilistic joint distribution of these feature vectors t′ and the parameter values α′ ∈ S ′. The
Gaussian mixture model Ω′ is formed as a joint probabilistic distribution of the feature vectors of
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the optimally sharpened images t′ ∈ S and the ground truths of the sharpening parameter values
α′. We denote the pair (t′, α) by x′ ∈ RD+1.
The Gaussian mixture model Ω′ is formed as a weighted sum ofM Gaussian density components,
given by the equation
p(x′|θ) =
M∑
k=1
ωkg(x|µk,Σk), (6.10)
where ωk, k = 1, ...,M , are the positive mixture component weights with the constraint,
∑M
k=1 ωk =
1. The term θk indicates the set (µk,Σk) of the mean and covariance of the Gaussian component
gk. The terms g(x′|µk,Σk), k = 1, ...,M , are the Gaussian density components of the form
g(x′|µk,Σk) = 1
(2pi)(D+1)/2|Σk|1/2 exp
{
−1
2
(x′ − µk)TΣ−1k (x′ − µk)
}
, (6.11)
with the mean vector µk and the diagonal covariance matrix Σk.
Given the vectors x′ and the configuration of a Gaussian mixture model, we estimate the param-
eters θ of the Gaussian mixtures by the Expectation-Maximization algorithm [176].
The sharpness preferences are measured based on the Gaussian mixture model. From the edge
pixel of a given image, the local image feature t is extracted. The sharpening parameter α is
estimated as the edge sharpness strength. Then, the likelihood P (t, α|θ) is computed from the
Gaussian mixture model as the human preference score of the sharpness. If the edge pixel has the
high value of the likelihood P (t, α|θ), the edge is optimally sharpened to appear the most preferable
to the human visual system. The low likelihood indicates low preference score to the human visual
system.
6.3 Experimental results
The edge sharpness is measured by a single parameter based on the overshoot and undershoot val-
ues. The results of the edge sharpness are shown in Section 6.3.1. Then, the perceptual preferences
of the sharpness are evaluated in Section 6.3.2.
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6.3.1 Sharpness measure
In Section 6.1, the edge sharpness is measured by a single parameter based on the overshoot and
undershoot values. The edge pixels are detected in the observed image. At each edge pixel, we
fit the first-order derivative of the Gaussian function to estimate the sharpening parameter value.
This estimated sharpening parameter value represents the overshoot and undershoot values. The
estimated sharpening parameter is transformed to represent the perceptual sharpness.
At each pixel, the sharpening parameter value α in Equation 6.7 is estimated from its neighboring
pixel values of the local window size 21×21 in the sharpened image Io. We estimate the sharpening
parameter values in the luminance channel only.
(a) (b) (c)
Figure 6.4: (a) The observed image, (b) the estimated original image, and (c) the detected
overshoot and undershoot values.
Figure 6.4 illustrates the estimated original image from the observed image, and the overshoot
and undershoot values in the observed image are obtained from the differences between the ob-
served image and the estimated original image.
Figure 6.5 illustrates the input images sharpened by a single sharpening parameter value and
the estimated sharpening parameter values. In Figure 6.5d, the mean of the sharpening parameter
values is 0.6480. The variance is 0.0066. In Figure 6.5d, the mean of the sharpening parameter
values is 0.3722. The variance is 0.0037.
The edge sharpness is represented by the estimated sharpening parameter values. The edge
sharpness is measured respectively at the edge-pixel level. However, the estimated sharpening
parameter values do not represent the perceptual sharpness.
We transform the sharpening parameter values to the perceptual sharpness. According to the
relationship between the perceptual sharpness and the sharpening parameter in Figure 5.7, the per-
ceptual sharpness is quantized from level 1 (the strongest) to level 10 (the weakest) as the ranking
of the sharpness.
Instead, we represent the perceptual sharpness as the sharpness score: that is, score 0 is the
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(a) (b)
(c) (d)
Figure 6.5: (a) Input image uniformly sharpened by α = 0.375, (b) the estimated sharpening
parameter values. (c) Input image uniformly sharpened by α = 0.75, (d) the estimated sharpening
parameter values.
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Figure 6.6: The mapping between the sharpening parameter and the perceptual sharpness. The
perceptual sharpness values are computed according to this mapping from the estimated
sharpening parameter value. The perceptual sharpness ranges from score 0 to score 9. Score 0 is
the weakest sharpness with no overshoot or undershoot. Score 9 is the strongest sharpness that the
human visual perception can perceive.
weakest sharpness and score 9 is the strongest. Figure 6.6 illustrates the perceptual sharpness score
to represent the estimated sharpening parameter values.
Figure 6.7 shows the mean and variance of the estimated sharpness for the 100 images sharpened
by the respective sharpening parameter values
{3, 2, 1.5, 1, 0.75, 0.5, 0.375, 0.25, 0.125, 0}. (6.12)
In Figure 6.7, the perceptual sharpness decreases as the sharpening parameter values that are ap-
plied to sharpen the images increase. The decrease in the perceptual sharpness happens because of
the clipping of the overshoot and undershoot values when the applied sharpening parameter values
are large.
Figure 6.8 illustrates the input images optimally sharpened in Section 5.1.2 and the estimated
sharpness strength. Figure 6.8d indicates the sharpness strength as the sharpening parameter values.
We can see that the sharpness strength is accurately estimated because the estimated sharpening
parameter values are very close to the parameter values that are applied to produce the optimally
sharpened image in Figure 6.8c.
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(a)
(b)
Figure 6.7: (a) The error bar in blue indicates the mean and the variance of the estimated
sharpening parameters over 200 images. The x-axis indicates the sharpening parameter values that
are applied to the images. The curve in red indicates the desired estimated sharpening parameter
values. (b) The mean and variance of the error bar in (a) are converted to represent the perceptual
sharpness.
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(a) (b)
(c) (d)
Figure 6.8: (a) The original image. (b) The optimally sharpened image. (c) The map of the
sharpening parameter values applied to produce the optimally sharpened images. (b) The map of
the sharpness strength.
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6.3.2 Sharpness preferences
We demonstrate the performance in estimating the measure of the perceptual preference of the
edge sharpness. In Figure 6.9, the perceptual preferences of the edge sharpness are measured in
the sharpened images. In Figure 6.9a and Figure 6.9c, the image is sharpened by the region-based
model, given by Equation 3.1. The images are uniformly sharpened by parameters α = 0.375 in
Figure 6.9a and α = 0.75 in Figure 6.9c. We estimate the edge sharpness strength of the input
images in terms of the sharpening parameter values. In Figure 6.9a, the estimated sharpening pa-
rameter values have the mean of 0.3470 and standard deviation of 0.0772, which is close to the
parameter α = 0.375 applied to produce the input image. Likewise, the estimated sharpening pa-
rameter values in Figure 6.9c have the mean of 0.7378 and standard deviation of 0.1053. The mean
value is close to the parameter α = 0.75, which is applied to produce the input image. The mea-
sured perceptual preferences are shown in Figures 6.9b and 6.9d. The variation of the perceptual
preferences indicates that the human visual perception prefers different sharpnesses depending on
different local image properties.
Figure 6.10 illustrates the optimally sharpened images and their measured sharpness preferences.
The high scores in Figure 6.10d show that the optimally chosen parameter values in Figure 6.10b
maximize the perceptual preferences.
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(a) (b)
(c) (d)
Figure 6.9: (a) The image uniformly sharpened by α = 0.375. (b) The map of the measured
sharpness preferences. (c) The image uniformly sharpened by α = 0.75. (d) The map of the
measured sharpness preferences.
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(a) (b)
(c) (d)
Figure 6.10: (a) Original image. (b) The optimally sharpened images. (c) The map of the
sharpening parameter values applied to produce the optimally sharpened images. (d) The map of
the measured sharpness preferences.
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CHAPTER 7
CONCLUSION
We proposed a novel approach to image sharpening that automatically maximizes perceptual sharp-
ness while preserving naturalness and original colors of a given photograph. The edge sharpness
strength is quantified to represent the sharpness perceived by the human visual system. We have
formulated a function that outputs the optimal edge sharpness strengths that brings the maximal
sharpness preference to the edge pixel. The function is determined through the learning process
via the training set of the psychophysical experiments that find the maximal sharpness preferences
when certain local image properties are given. Then, the automated image sharpening is achieved
by finding the optimal edge sharpness strength that brings the maximal sharpness preference to the
edge pixel.
In this dissertation, we describe the region-based sharpening model that has a single sharpening
parameter to control the local contrast of an edge pixel in the form of overshoot and undershoot.
We propose a probabilistic approach to automatically determine the sharpening parameter value at
a given edge pixel. A feature (sub)space is formulated as a Gaussian mixture model via the learning
process of formulating joint probabilistic distribution of the local image properties and the ground
truth values of the sharpening parameter.
We conducted psychophysical experiments to study the human preferences of image sharpness
with different local image characteristics. The optimal sharpening parameter values are collected
as ground truth from the human-preference data.
We validate the scope of the feature (sub)space. The validation ensures the accurate estimation of
sharpening parameter values. The validation process inspects two criteria: the scope of the feature
space and the density of observed samples with the best parameter values in the feature (sub)space.
Assessment of perceptual image quality is performed with respect to the edge sharpness strength.
The edge sharpness strength is estimated from a pair of overshoot and undershoot values on edge
pixels. The sharpness preference measure is developed by mapping from a feature space formed
with the extracted feature vectors of the optimally sharpened images. The perceptual measures of
the sharpness strength and the sharpness preferences are designed to quantify the responses of the
human visual perception to the edge sharpness.
In conclusion, we summarize the main contributions of this dissertation as follows:
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1. We propose a simple image sharpening method that requires a single control parameter. Edge
pixels are sharpened by adding overshoot and undershoot values to ramp pixel values, which
perceptually reduces the slope of an edge profile. The parameter determines edge sharpness
by controlling the overshoot and undershoot values at each pixel.
2. The image sharpening is automated such that the aesthetic appearance is globally maximized
as well as the edge crispness. We define the aesthetic appearance as the one that maintains
naturalness and original color of the digital photograph with crisp edges. The proposed
image sharpening model automatically determines the control parameter value to achieve
such aesthetic appearance.
3. We conducted psychophysical experiments to study the perceptual sharpness and the sharp-
ness preferences of the human visual system. The edge sharpness strength is quantized to
be mapped to the perceptual sharpness by the human visual system. We have found that the
sharpness preferences are consistent over time and across human subjects. However, different
preferences of sharpness are chosen for different local image properties.
4. We identify four natural elements of local image properties that affect the sharpness prefer-
ences. Feature vectors are extracted from these elements: color, contrast, edge orientation,
and blur. A feature (sub)space is created to uniquely determine the best sharpening param-
eter values for the given local image properties. Then, we estimate the joint probabilistic
distribution of the feature vectors and the corresponding best sharpening parameters from the
psychophysical experiments.
5. The validation process is performed to ensure that the feature (sub)space has sufficient capac-
ity and density to accurately estimate the sharpening parameter. The capacity of the feature
(sub)space is validated to contain 95% of a large image data set collected from the internet.
Because of the validation process, we can calculate the confidence in the accuracy of param-
eter estimation that the capacity of the existing feature (sub)space can guarantee given a test
image. In addition, we dynamically sample the feature (sub)space so that distribution of the
training data with the best parameter values is dense enough to ensure accurate parameter
estimation.
6. We introduce perceptual image quality measures in terms of the perceptual sharpness strength
and the sharpness preferences. We provide the objective quantification of the perceptual
sharpness and the sharpness preferences from qualitative observations. The measures can
be applied to any image in a universal way to assess the perceptual quality that has been
considered to be subjective.
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Most importantly, our image sharpening technique is built on data-driven learning of psychophys-
ical aspects to produce the most pleasing and realistic images to viewers. Our approach funda-
mentally involves investigating low-level image features that affect perceived sharpness, and also
involves the determination of human perceptual preferences. In addition, the perceptual edge sharp-
ness and its preferences are quantitatively assessed based on the same criteria. Our work presents a
way of benefiting from the psychophysical experiments that we designed on image sharpening and
its perceptual assessment. Thus, we believe that our study takes an important step toward a fully
automated sharpening process that reflects the human preferences.
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APPENDIX A
EXPERIMENT INSTRUCTION
The psychophysical experiments are approved by the University of Illinois Institutional Review
Board (IRB). The instruction of the preliminary experiment conducted in Section 4.1 is displayed
below.
Purpose of the research:
The general purpose of this research is to study the sharpness preference of the human visual
perception.
What you will do in this study:
You will perform a series of pair-wise comparison of images. On the computer screen, images with
different sharpness will be generated. The images contain two patches with different colors. Three
images appear on the computer screen. One on the leftmost is the original image with a blurry
edge. On the right side, two differently sharpened images will be shown side by side. You will be
asked to select one image that is more pleasing and appears sharper than the other one. You will
conduct 6 trials in total. Each trial takes 20 minutes maximum. During each trial, a 30-second-long
break is given. You will be allowed to take at most 2 trials per day. Therefore, it will take at least 3
days to complete the total experiment. The total time commitment will be 2 hours.
Experiment Instruction:
This experiment is to study enhanced visual qualities, i.e., sharpness or crispness. You will perform
a series of pair-wise comparison of given images. In each trial, you will be seated in front of a
computer monitor. You will then be given a graphic user interface to compare perceived sharpness
in two images. Images are simple containing two squares with different colors. You will choose
the image that is sharper to your perception.
Your preference in sharpness should be based on the following criteria: The image should not
contain an edge as blurry as the original image. The image should not change in the process, only
its appearance should improve in sharpness. For example, you should not see a new, third vertical
bar between the two parts. The leftmost image is an original image. The two images labeled 1 and
2 contain sharpened edges. If you prefer the sharpness in image 1, press the button, ‘Image 1’. If
you prefer the sharpness in image 2, press the button, ‘Image 2’. If you perceive that Image 1 and
Image 2 have equal visual quality better than the original one, press the button, ‘Both’. If you like
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neither of them, press the button, ‘Neither’.
Each trial will take at most 20 minutes. You are allowed to conduct maximum two trials each
visit. You will be given a 30-second break during each trial. However, you may rest any time by
taking a break.
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