In order to gain insights into the potential and behavior of training-based MIMO systems, the relationship of joint decoding scheme and separate decoding scheme is considered, and the equivalence between these two decoding schemes is proved. For the considered joint decoding scheme, receiver decodes out data by joint processing of received signals of both training symbols and data symbols in the maximum likelihood (ML) sense. We refer it as the joint ML-decoder. By contrast, in the considered separate decoding scheme, receiver first estimates channels in the minimum mean-square-errors (MMSE) sense, and then, based on the estimated channel information and the received signals of data symbols, the receiver decodes out data in the ML sense. We refer it as the separate MMSE-ML decoder. Notice that this separate MMSE-ML decoder is different from the decoder appeared in the most of existing works, where a kind of mismatched ML decoding is used after the phase of channel estimation. Although the above-mentioned decoding schemes have different decoding procedures, we prove that the joint ML-decoder and the separate MMSE-ML decoder are equivalent, while they outperform the mismatched ML decoder. With this equivalence, it is implied that the MMSE channel estimator is optimal when the overall system performance is considered, and the separate MMSE-ML decoding scheme can achieve the same performance with that of joint ML decoding scheme. Furthermore, this equivalence also provides us another way to analyze the system performance of the considered separate or joint decoding scheme. Namely, the results obtained from the considered joint decoding scheme can be directly applied to the considered separate decoding scheme, and vice versa.
I. INTRODUCTION
Future wireless communication systems are aiming at providing high-speed data services with high reliability. One of the efficient routes for achieving this objective is to design the wireless communication systems based on the principles of multiple-input multiple-output (MIMO), owning to the fact that MIMO systems have the potential to achieve a much higher spectral-efficiency than what can be achieved by the conventional single-input single-output (SISO) systems without increase in transmitted power [1] - [3] . Therefore, the MIMO technology has been widely recognized as one The associate editor coordinating the review of this manuscript and approving it for publication was Luyu Zhao . of the core technologies in the future generations of wireless communication systems, and hence has received intensive research in recent years.
It has been pointed out that channel state information (CSI) plays a key role in the MIMO systems, more specifically, in the transmitter preprocessing or in the receiver processing [4] , [5] . Recently, with the development of multiuser MIMO or massive MIMO systems, how to acquire the accurate CSI has become an important issue in the system design, and the accuracy of CSI may greatly affect the system performance. The reason is that, in general, users in a multiuser MIMO system are distinguished based on the characteristics of their channels. A common way to obtain the CSI is by employing the training-based scheme, which has been attracted a lot of attention [6] - [10] . For a training-based scheme, transmitter first sends the training sequence and then implements the data transmission. Accordingly, the operating procedure at the receiver side can also be divided into two phases. At the first phase, with the knowledge of training sequences and the received signals of training symbols, channel estimation can be carried out. Then, at the second phase, the data is decoded out based on the estimated channel information and the received signals. In this paper, we call this type of scheme as separate decoding scheme.
Consequently, the data decoding at the second phase depends heavily on the channel estimation at the first phase. Various channel estimation algorithms have been proposed and studied for MIMO channels, such as least squares (LS) [7] , expectation-maximization (EM) [11] and minimum mean-square-error (MMSE) [7] algorithms. In MIMO channel estimation algorithms, it is necessary to mention the MMSE channel estimator in more detail. In [7] , it has been shown that the MMSE estimator is able to outperform the LS estimator. In [12] , it has been proved that the MMSE estimate coincides with the Bayesian estimate which is based on the maximum a posteriori (MAP) decision rule. Furthermore, we want to highlight that the MMSE estimate is a linear estimate, whose complexity can be accepted. Hence, most of existing works for the performance analysis and capacity evaluation of MIMO systems, which assuming channels are unknown, are based on the MMSE channel estimation. Although performance analysis and capacity evaluation can be simplified due to the fact that the estimation error matrix and the estimated channel matrix are uncorrelated in the MMSE channel estimation, it is still complicated to analyze system performance and to give exact analytical expressions [14] . Therefore, a low bound or an upper bound is generally considered. For the data decoding, there are also many algorithms are proposed and studied, such as MMSE, zero-forcing (ZF), maximum likelihood (ML) and interference cancelation (IC) algorithms. In the performance analysis of training based MIMO systems, a combination of MMSE channel estimation and ML data decoding, which is referred to as separate MMSE-ML decoding, is usually considered [6] , [8] , [13] - [15] . This is because that the above-mentioned receiver scheme is intuitively regarded as optimal in the type of separate decoding scheme. However, to the best of authors' knowledge, the proof is absent.
Instead of the above-mentioned receiver scheme, another receiver scheme is based on the joint processing [16] - [20] . Namely, when both the signals of training sequence and data are completely received, joint decoding is then implemented. In other words, data can be decoded out by the received signals of training sequence and data with the knowledge of training symbols, but without explicitly forming the estimated channel matrix. Generally speaking, joint processing of pilots and data is capable of achieving a better performance than what can be achieved by the separate decoding scheme [16] , [18] , [20] , especially when the joint decoding is in the ML sense. This is because that, as shown in [20] , the information is discarded due to the ignoring the temporal correlation of channel estimation error when separate decoding scheme is considered.
In practice, however, the separate decoding scheme is more commonly used. Consequently, we want to gain insights into the potential of separate decoding scheme in the training-based MIMO systems, as well as to know whether the linear MMSE channel estimation is optimal in the sense of system BER performance. Obviously, the joint decoding scheme in the ML sense, which is referred as joint ML-decoding scheme, can be used as a benchmark, so as to gain insights into the achievable BER performance of separate decoding scheme, which can help us to design the training-based MIMO systems. This motivates us to find the relationship between the separate decoding scheme and the joint decoding scheme.
Our main contribution in this paper is that we strictly prove that the joint ML decoding scheme is equivalent to the separate MMSE-ML decoding scheme. This result is somewhat confused, since it has been proved that joint decoding scheme outperforms the separate decoding scheme [16] . The reason behind the above conclusion is that in the separate decoding scheme, the decoding in the second phase is usually a mismatched ML decoding [9] , [10] , [16] . In other words, the channel estimation error is ignored when data decoding is implemented. However, for the separate MMSE-ML decoding scheme in this paper, the channel estimation error is considered in the data decoding, which is in the ML sense. This is reasonable, since we always know there is estimation error in channel estimator, and the decoding complexity is not significantly on the increase.
Besides, based on the proposed equivalence, we can obtain the following insights:
• The performance analysis results derived from the joint ML decoding can be directly used in the separate MMSE-ML decoding scheme [21] , or we can go through analyzing the performance of joint ML decoding scheme to obtain the performance results of separate MMSE-ML decoding scheme, when directly analyzing the separate MMSE-ML decoding scheme is extreme hard.
• The equivalence gives us confidence that the separate MMSE-ML decoding scheme is optimal, provided that MMSE channel estimation and matched ML decoding are employed.
• Although the considered MMSE channel estimation is a linear operation, it is optimal in the sense of system BER performance. Hence, in a MIMO system, employing the linear MMSE channel estimator is a good choice.
• Finally, for the considered MIMO systems, in comparison with separate decoding scheme, it implies that the iteration based channel estimation and decoding scheme has no more performance improvement. The remainder of this paper is organized as follows: Section II first describes the system model. In Section III, the separate MMSE-ML decoding scheme and the joint ML-decoding scheme is derived, then, their equivalence is proved. Simulations are presented in Section IV, and the last section concludes the paper.
Notations. Matrices are denoted by boldface uppercase letters, such as, X, Y; vectors are denoted by boldface lowercase letters, such as, x, y. Specifically, I M denotes the (M × M ) identity matrix. For a matrix A, A t denotes its transpose, A H denotes its conjugate transpose, det(A) denotes its determinant, tr(A) denotes its trace, and A denotes its Frobenius norm.
II. SYSTEM MODEL
Let us consider a MIMO system with N number of receive antennas and M number of transmit antennas. In the considered MIMO system, the fading channel is assumed to be a flat block-fading channel, which is kept constant over a block of T number of symbol durations, and changes to an independent value between two consecutive blocks. For a training-based system, within each block, transmitter first sends T 0 number of training symbols, and then sends T 1 number of data symbols. Hence, we have T = T 0 +T 1 . Based on the above given assumptions, the discrete-time received signals corresponding to training symbols and data symbols can be respectively expressed as
and
where is a (M × T 0 ) training symbol matrix, and S is a (M × T 1 ) data symbol matrix. The channel matrix H in both (1) and (2) is a (N × M ) random matrix, whose entries obey independent and identically distributed (i.i.d) zero-mean complex Gaussian distribution with unit variance. The matrix B in both (1) and (2) is a (M × M ) matrix. Notice that, in different scenarios, B has different meanings. For example, when a point-to-point MIMO system is considered, the diagonal entries of B represent the powers assigned to different antennas; when a multiuser uplink MIMO system is considered, the diagonal entries of B represent the large scale fading factors; furthermore, B can also denote the spatial correlation at the transmitter. The scalar of ρ 0 in (1) is the average received signal-to-noise ratio (SNR) at the training phase; similarly, the scalar of ρ 1 in (2) is the average received SNR at the data transmission phase. Finally, the additive noise in (1) and (2) is denoted by W 0 and W 1 , which are (N × T 0 ) and (N × T 1 ) matrices respectively. The entries of W 0 and W 1 are i.i.d. zero-mean complex Gaussian random variables with unit variance. Notice that, the number of receive and transmit antennas, namely N and M , can be arbitrary. Hence, associated with the matrix B, both the classic MIMO systems and massive MIMO systems can be modelled as (1) and (2).
With the aid of discrete-time received signals Y 0 and Y 1 , as well as the knowledge of training symbols , the task of receiver is to decode out the transmitted symbols S. The separate and joint decoding schemes are both considered, and we show that the joint ML-decoding scheme is equivalent to the separate MMSE-ML decoding scheme. Consequently, performance results obtained from one of these two decoding scheme can be directly applied into another decoding scheme. Additionally, this equivalence further confirms that the MMSE channel estimate is the optimal channel estimate in the sense of achieving the overall system performance.
III. ML-DECODERS AND THEIR EQUIVALENCE
In this section, the joint ML-decoder and the MMSE channel estimate based ML-decoder are derived first. Then, their equivalence is strictly proved and given in mathematics. Next, let us begin with the joint ML-decoder.
A. JOINT ML-DECODER
In order to derive the joint ML-decoder, let us first combine (1) with (2) to make a compact form, which is
where, by definitions of (1) and (2),
For the joint ML-decoder, the estimate to S is given by the optimization problemŜ
where f Y|X (Y|X) is the probability density function (PDF) of Y conditioned on the given X. Hence, in order to make (4) solvable, we should first derive f Y|X (Y|X). According to the total probability formula, we have
where f (Y|H, X) is the PDF of Y conditioned on the given H and X. Additionally, f H|X (H|X) is the PDF of H conditioned on the given X. Since H and X are independent, f H|X (H|X) can be simplified to f H (H), which is
Furthermore, according to the assumptions on the Gaussian noise, as well as given H and X, it can be shown that Y is also a Gaussian random matrix, whose PDF is HBX) ). (7) Substituting (6) and (7) into (5), it yields
In order to solve the matrix integral ( 
Finally, the optimization problem of (4) can be converted tô
Note that, although the minimization of (10) is with respect to X, the search space is only spanned by the S, since X = [ √ ρ 0 √ ρ 1 S] and is known at the receiver side. Therefore, (10) can rewritten aŝ
In contrast to the joint ML-decoder, MMSE channel estimate based ML-decoder first carries out the channel estimation, and then, tries to decode out the data based on the estimated channel information and the received signals. Specifically, receiver estimates the channels based on the MMSE principle with the aid of the knowledge of training symbols and the corresponding received signals. It is well-known that the MMSE estimator of H can be written aŝ
DefineH = H −Ĥ, which denotes the estimation error. Then, (2) can be rewritten as
According to the properties of MMSE estimate,H is a zero-mean Gaussian random matrix, which is independent ofĤ. Hence, let V = √ ρ 1H BS + W 1 , then we can view V as a Gaussian noise matrix, when S is given.
Similarly to the derivation of joint ML-decoder, in order to derive the ML-decoder based on the (13), the PDF of Y 1 conditioned on the given S andX should also be obtained first. In fact, with the assumptions of channel and noise, after some calculations and arrangements, we have the following results:
Lemma 1:
The proof of this lemma is given in Appendix.
By this lemma and (13), we have
Therefore, the corresponding ML-decoder can be expressed aŝ
Note that, the decoder given by (15) takes the channel estimation error into account. For the sake of comparison, let us look into the mismatched ML decoder [15] , which is given bŷ
Obviously, the decoder given by (15) is different from the mismatched ML decoder, which neglects the channel estimation error. Therefore, the decoder given by (15) can be capable of achieving better performance than what can be achieved by the mismatched ML decoder. This conclusion is also verified by our simulation results shown in Section IV.
C. EQUIVALENCE OF DECODERS
Generally speaking, we often intuitively think that the joint decoding schemes outperform the separate decoding schemes, and this conclusion is also verified and supported by [16] . However, the reason leading to this conclusion is that mismatched data decoder is employed in the separate decoding schemes. In fact, all of us know that there exists channel estimation error. Hence, at the data decoding phase, we can take into account the channel estimation error for improving performance. Especially when MMSE channel estimation and matched ML data decoding are implemented, i.e., separate MMSE-ML decoder derived in section III-B is considered, we will show that it is equivalent to the joint ML-decoder derived in section III-A. Therefore, the separate processing or joint processing of channel estimation and data decoding might be not the essential factor that affects the system performance. Furthermore, this equivalence deduces that the MMSE channel estimate is optimal in the sense of the overall system performance. The performance results obtained from the joint ML-decoder can be directly used in the separate MMSE-ML decoder, since it is easier to analyze the performance of joint ML-decoder in most cases. The equivalence of joint ML-decoder and separate MMSE-ML decoder can be described as follows.
Theorem 1: If training signal matrix and data matrix S are given, the solution of the joint ML-decoderŜ J given VOLUME 7, 2019 in (10) is exactly equal to the solution of the separate MMSE-ML decoderŜ E given in (15) . That is,
Next, a detailed proof of this theorem is given. In order to prove the theorem, it can be readily shown that we need to prove the items, which are in the function of arg min(·) at the right sides of (10) and (15) , are equivalent.
Let us begin with (10) .
where, respectively,
Thus, with the aid of matrix inverse lemma, we can obtain
Observing the definition of G given in Lemma 1, we havē
Also, due to the fact of X = [ √ ρ 0 √ ρ 1 S], we have log(det(I T + X H B H BX))
On the other hand, from the right side of (15), we have
and from the definition ofĤ given in (12) and the equations given in (19) 
Hence, the second term in the first tr(·) on the right side of equation (23) becomes
and the item in the second tr(·) is
Comparing (23), (25) and (26) with (21), it can be deduced that
Furthermore, log det(G)
where equality (a) is from the definition of X = [ √ ρ 0 √ ρ 1 S]. Therefore, we have 
That is,Ŝ
We have the theorem.
IV. SIMULATIONS
In this section, some simulation results are provided to verify that the joint ML-decoder and the separate MMSE-ML decoder are equivalent. For the sake of simplicity, we assume that ρ 0 = ρ 1 and B = I M in our simulations. Here, for the situation of point-to-point MIMO, B = I M means that the transmission power is uniformly distributed over the M number of transmit antennas; for the situation of multi-user MIMO, it implies that power control is employed. Furthermore, the performance of mismatched ML decoder is also provided when the corresponding channel estimation is also assumed to be in the MMSE sense. Fig.1 shows the bit error rate (BER) performance of the training based MIMO systems when the joint ML-decoder, the separate MMSE-ML decoder and the mismatched ML decoder are employed. In Fig.1, 16 -QAM modulation is used. Since all of these three decoders are based on the ML principle, the decoding complexity is exponential growth with the size of constellation. Hence, when 16-QAM is used, we let M = 1, i.e., the numbers of transmit antenna is 1. We further let the number of receive antennas be 2, and T 0 = T 1 = 1. Hence, the system is actually a single-input multiple-output (SIMO) system. From Fig.1 , it can be shown that the BER performance achieved by the joint ML-decoder is exactly the same as that achieved by the separate MMSE-ML decoder. Furthermore, we can observe from Fig.1 that the joint MLdecoder and the separate MMSE-ML decoder slightly outperform the mismatched ML decoder, which is given by (16) . However, we want to point out that, when an appropriate coding scheme is employed, joint ML decoder can embody its values, as shown in [16] , [21] In Fig.2 , the situation of multi-user MIMO is considered. We assume that two users, which are both equipped with 2 transmit antennas, communicate with a base-station (BS), which employs 20 receive antennas. Alamouti space-time coding (STC) is used by each user, and we hence let T 1 = 2. Furthermore, two training cases are considered, which are T 0 = 2 and T 0 = 4, respectively. For the case of T 0 = 2, training symbol matrix for each user is the same, which is I 2 . Obviously, in this case, there exists pilot contamination between users. By contrast, for the case of T 0 = 4, a total of 4 antennas can be assigned the orthogonal pilots. In the simulation, each column of I 4 is used as the orthogonal pilot for each of the 4 transmit antennas. Finally, QPSK modulation is used by each user. However, the QPSK constellation of the second user is constructed by the QPSK constellation of the first user after multiplying exp (jπ/4), i.e., rotating 45 • . In Fig.2 , the BER performances versus SNR per bit are also illustrated when the joint ML-decoder, the separate MMSE-ML decoder and the mismatched ML decoder are considered. It can be also shown that the BER performance achieved by the joint ML-decoder is exactly the same as that achieved by the separate MMSE-ML decoder. The equivalence proposed in this paper is further verified. Furthermore, when T 0 = 2, it can be observed that the joint ML-decoder and the separate MMSE-ML decoder significantly outperform the mismatched ML decoder in the term of achievable BER performance. The primary reason is that we let T 0 = 2, which is smaller than the total number of transmit antennas. Therefore, the training is insufficient in this case, and pilot contamination occurs. Then, the channel estimation error would result in the degraded BER performance significantly, when decoder neglects the channel estimation error. By contrast, when considering the case of T 0 = 4, we can observe that all of the three decoders can achieve the same BER performance. The reasons are twofold. First, pilots assigned to each of the 4 antennas can be orthogonal, when T 0 = 4. Second, Alamouti STC is employed. The above two reasons make the matrices A and G given in Lemma 1 equal to diagonal matrices, whose diagonal entries are the same. It implies that, in this case, mismatched ML decoder is no longer mismatched. This observation inspires us that we may design a coding scheme, which can convert mismatched decoding into matched decoding.
V. CONCLUSION
In this paper, joint ML-decoder and separate MMSE-ML decoder are considered. We have strictly proved that the above-mentioned two decoders are equivalent. In other words, the joint ML-decoder, which is based on the joint decoding scheme, equals to the separate MMSE-ML decoder, which is based on the separate decoding scheme. This result is somewhat surprising, since it is generally believed that joint decoding scheme outperforms separate decoding scheme, particularly when joint decoding scheme is in the ML sense. One of the main reasons is that, for the separate MMSE-ML decoder, when data decoding is carried out, the decoder takes channel estimation error into account. Furthermore, this result shows that the MMSE channel estimation is optimal when the overall system performance is considered. Finally, this equivalence can be applied for performance analysis. Specifically, when it is difficult to directly analyze the MIMO system with separate MMSE-ML decoder, we can convert to analyze the MIMO system with joint ML-decoder, and vice versa.
APPENDIX PROOF OF LEMMA 1
In order to prove lemma 1, we need the following facts. Fact 1. Let X be a (n×p) complex Gaussian random matrix, i.e., X ∼ CN(M, U, V) . Then, the PDF of X can be expressed as By invoking the Fact 1 and Fact 2, we now begin to prove Lemma 1. From (12) and (13), as well as the relationship of H = H −Ĥ, we havẽ
Hence, 
E(HH
where the second equality is from Fact 1, the fourth equality is from Fact 2, and the last one is from the definition of A. Thus, we have the fist equality of Lemma 1. By using the same calculations as the above, we can have 
where the second equality is from Fact 1 and (35) , and the last equality is from the definition of G. By using the same derivation as the above, we can obtain that E(V H V) = N G. Thus, the proof is completed. 
