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Resumo A crescente utilizac¸a˜o de sistemas distribu´ıdos em aplicac¸o˜es de tempo-real
tem levado a` criac¸a˜o de protocolos de comunicac¸a˜o cada vez mais com-
plexos e sofisticados. Apesar da rede Ethernet na˜o apresentar caracter´ısti-
cas de tempo-real, devido a`s suas vantagens, teˆm sido desenvolvidos muitos
protocolos de comunicac¸a˜o tempo-real baseados em Ethernet. Nesta disser-
tac¸a˜o e´ analisada a importaˆncia das arquitecturas distribu´ıdas em aplicac¸o˜es
de tempo-real, sendo apresentados alguns conceitos relacionados com esta
problema´tica.
Para avaliar o funcionamento lo´gico e temporal de uma rede de comuni-
cac¸a˜o e´ necessa´rio utilizar ferramentas, vulgarmente designadas sniffer, que
permitem observar o tra´fego que nelas circula e os respectivos instantes.
Apesar de existirem inu´meras ferramentas deste tipo para Ethernet, o seu
desenvolvimento foi conduzido pelos requisitos de redes de dados de uso
geral. A maior parte das aplicac¸o˜es existentes destina-se a correr num com-
putador convencional, bastando este estar equipado com uma placa de rede
vulgar. No entanto, devido a` arquitectura dos sistemas computacionais de
uso geral, a`s suas capacidades multiprogramac¸a˜o e a` forma como e´ efec-
tuado o time-stamping das mensagens, estas aplicac¸o˜es na˜o satisfazem as
necessidades espec´ıficas de alguns protocolos tempo-real, nomeadamente no
que concerne a` resoluc¸a˜o e precisa˜o com que se consegue medir os instantes
de transmissa˜o e de recepc¸a˜o das mensagens.
Como resposta a`s limitac¸o˜es das ferramentas existentes, esta dissertac¸a˜o
apresenta um sniffer capaz de responder a`s necessidades espec´ıficas dos pro-
tocolos de tempo-real. Para isso, a recepc¸a˜o, time-stamping e tratamento
de mensagens sa˜o efectuados com recurso a hardware dedicado. Neste con-
texto, tirou-se partido da utilizac¸a˜o de dispositivos lo´gicos programa´veis, em
particular das FPGAs (Field-Programmable Gate Arrays) e da existeˆncia de
nu´cleos sintetiza´veis de propriedade intelectual, permitindo implementar de
forma relativamente simples a camada MAC de Ethernet utilizando o nu´-
cleo Xilinx LogiCORE Tri-Mode Ethernet MAC disponibilizado pela Xilinx.
Os restantes mo´dulos implementados na FPGA teˆm como objectivo efec-
tuar a escrita das mensagens recebidas e de toda a informac¸a˜o associada na
memo´ria para posterior leitura e envio via USB. De modo a intercalar o snif-
fer na rede de uma forma o menos intrusiva poss´ıvel, foi constru´ıdo um TAP
Ethernet, tambe´m conhecido por Y-splitter, permitindo efectuar a captura
das mensagens em ligac¸o˜es full-duplex. Desta forma os dados sa˜o duplica-
dos para a FPGA sendo efectuado o seu time-stamping e posterior envio de
toda a informac¸a˜o via USB para um PC. Os dados sa˜o recolhidos pelo PC
e armazenados num ficheiro compat´ıvel com o Wireshark, permitindo que
a captura seja aberta e analisada com recurso a ferramentas standard.
Foram tambe´m definidos mecanismos que permitem exportar a informac¸a˜o
capturada para ferramentas de ca´lculo capazes de gerar gra´ficos e efectuar
uma caracterizac¸a˜o do tra´fego capturado.
Quanto aos resultados obtidos e´ poss´ıvel concluir que a ferramenta con-
stru´ıda permite efectuar medic¸o˜es temporais rigorosas, com uma resoluc¸a˜o
de 10ns e um erro ma´ximo de 100ns. Apresenta no entanto algumas limi-
tac¸o˜es ao n´ıvel da transfereˆncia via USB, podendo a durac¸a˜o da captura ser
relativamente limitada. Caso a taxa de transmissa˜o com que a informac¸a˜o e´
recebida da rede Ethernet seja superior a` taxa com que dados sa˜o enviados
da FPGA para o PC, a capacidade de armazenamento tempora´rio da FPGA
atinge os seus limites e a captura e´ terminada. Por outro lado, as aplicac¸o˜es
baseadas em software permitem obter resultados com uma resoluc¸a˜o tem-
poral de 1µs e uma incerteza na casa dos milisegundos. Para ale´m disso, em
determinadas situac¸o˜es, utilizando ferramentas baseadas exclusivamente em
software podem ser perdidas mensagens sem que o utilizador seja alertado
deste acontecimento.
Key Words Communication Networks, Ethernet, Real-Time, Distributed Systems, Snif-
fer, Network Analyzer, Time-Stamping, Reconfigurable Computing, FPGAs.
Abstract The growing use of distributed systems on real-time applications has origi-
nated more and more complex and sophisticated communication protocols.
Despite Ethernet network does not have real-time characteristics, due to
its advantages, a lot of real-time communication protocols based on Eth-
ernet have been developed. This dissertation analyzes the importance of
distributed architectures concerning real-time applications and it also de-
scribes some related concepts.
In order to evaluate the logical and temporal performance of a communica-
tion network, it is necessary to use tools, commonly named as sniffers, which
allow the examination of the traffic. Although there are a lot of these tools
for Ethernet, its development was carried out by the requisites of general
purpose data networks. The majority of existing applications can be used
on conventional computers (an ordinary network interface card is enough).
However, owing to the architecture of computational systems, their multi-
programming abilities and to the way time-stamping of messages is done,
these applications do not satisfy the specific needs of some real-time proto-
cols, namely regarding the resolution and precision to measure the moments
of transmission and reception of messages.
To answer to these limitations, this dissertation presents a sniffer which is
able to respond to the specific needs of real-time protocols. Therefore, the
reception, time-stamping and management of messages are done using ded-
icated hardware. In this context, programmable logical devices, specifically
FPGAs, and synthesizable cores were used, which permitted, in a simple
way, the implementation of MAC Ethernet layer by using Xilinx LogicCORE
Tri-Mode Ethernet MAC. The remaining modules implemented on FPGA
aim the writing of received messages and all associated information in mem-
ory for later reading and sending via USB. To intercalate a sniffer within
the network in the least intrusive way, a TAP Ethernet, also known as Y-
splitter, was built, which permitted the capture in full-duplex connections.
This way, information is duplicated to FPGA, then, its time-stamping is done
and finally, data is sent to a computer via USB. Information is collected and
stored in a file compatible with Wireshark, which allows its utilization and
subsequent analysis by using standard/regular tools. Mechanisms that per-
mit the treatment of gathered information through calculation tools (which
can generate plots and helps to characterize the collected data) were also
created.
Concerning the obtained results, it is possible to infer that this tool permits
meticulous temporal measurements, with a resolution of 10ns and a maxi-
mum error of 100ns. On the other hand, some limitations were experienced,
particularly regarding transfer via USB, which results in a more limited
capture if the capacity of temporary storage of the FPGA runs out. This
happens when the transmission rate from Ethernet network is higher than
the transfer rate between FPGA and the personal computer. Still, software-
based applications can present outcomes with a temporal resolution of 1µs
and an uncertainty of milliseconds. We can also conclude that in certain
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As redes de comunicac¸a˜o sa˜o actualmente utilizadas em inu´meras aplicac¸o˜es e teˆm como
principal objectivo a partilha de informac¸a˜o entre os diferentes no´s constituintes de uma rede.
Desta forma e´ poss´ıvel repartir a execuc¸a˜o de uma tarefa complexa em va´rias tarefas mais
simples. Actualmente, as conexo˜es entre computadores sa˜o efectuadas na sua maioria recor-
rendo ao protocolo Ethernet. Alguns exemplos de aplicac¸a˜o sa˜o as redes utilizadas em grande
parte das empresas, tais como bancos, nas quais circula uma grande quantidade de infor-
mac¸a˜o, ou uma simples rede dome´stica, na qual va´rios computadores teˆm acesso a` Internet
ou partilham uma impressora. Nestas situac¸o˜es, quando o utilizador efectua um pedido e este
na˜o e´ imediatamente atendido na˜o ha´ qualquer tipo de consequeˆncia para o utilizador uma
vez que este pode aguardar alguns segundos ate´ que a informac¸a˜o seja disponibilizada.
Ao contra´rio das redes vulgarmente utilizadas em escrito´rios, em ambientes industriais,
em sistemas militares e em meios transporte e´, tipicamente, necessa´rio o cumprimento de
requisitos temporais, isto e´, os resultados teˆm de ser logicamente correctos mas tambe´m
obtidos atempadamente. Estes factores sa˜o preponderantes para o correcto funcionamento
do sistema. A comunicac¸a˜o entre roboˆs, por exemplo, ou o controlo de motores, requer um
processamento em intervalos de tempo precisos e bem definidos. De uma falha de comunicac¸a˜o
podem resultar danos catastro´ficos na˜o so´ a n´ıvel material mas tambe´m humano. Para este
tipo de aplicac¸o˜es e´ necessa´rio utilizar protocolos de comunicac¸a˜o de tempo-real cada vez mais
robustos, sendo alguns deles baseados na rede Ethernet.
A validac¸a˜o do correcto funcionamento de uma rede passa pela utilizac¸a˜o de um analisador,
habitualmente designado sniffer. O objectivo da utilizac¸a˜o destas ferramentas e´ capturar
as mensagens e os instantes em que estas circulam na rede. Existem inu´meros programas
dispon´ıveis para o fim em questa˜o, o mais conhecido e gratuito e´ o Ethereal, que desde 2006
se passou a chamar Wireshark [Wir08]. Estes analisadores foram no entanto desenvolvidos
para serem usados em redes de dados de uso geral, na˜o reunindo as caracter´ısticas necessa´rias
a` ana´lise de alguns protocolos de tempo-real.
1.2 Motivac¸a˜o
Uma vez que a utilizac¸a˜o de redes Ethernet de tempo-real em a´reas como a automac¸a˜o
industrial esta´ em grande crescimento, novos protocolos teˆm sido desenvolvidos. A criac¸a˜o de
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protocolos cada vez mais precisos conduz a` necessidade de construir instrumentos de medida
capazes de responder a`s preciso˜es alcanc¸a´veis. Desta forma, e´ necessa´rio criar ferramentas
para efectuar medic¸o˜es com uma precisa˜o superior a` que os protocolos conseguem alcanc¸ar.
Os analisadores baseados unicamente em software, como o Wireshark e muitos outros sa˜o
aplicac¸o˜es que correm sobre um sistema operativo. Devido a`s caracter´ısticas de multiprogra-
mac¸a˜o associadas ao sistema operativo, a atribuic¸a˜o do processador a`s diferentes aplicac¸o˜es
e´ multiplexada no tempo. Isto significa que o registo do instante em que cada mensagem
e´ recebida nem sempre e´ exacto. Ao ser recebida uma mensagem, se o processador na˜o es-
tiver dispon´ıvel, esta e´ armazenada e so´ mais tarde processada. Pode-se dar o caso de va´rias
mensagens serem armazenadas e processadas consecutivamente, sendo sinalizadas com uma
diferenc¸a temporal entre elas correspondente ao tempo de processamento de cada mensagem,
originando resultados errados. O tempo que decorre desde que a mensagem e´ recebida ate´ que
seja efectivamente sinalizado o seu instante de recepc¸a˜o, e´ varia´vel pois depende, entre outras
coisas, da utilizac¸a˜o do processador, da ocorreˆncia de interrupc¸o˜es que despoletam rotinas
de servic¸o a interrupc¸o˜es, de bloqueios no acesso a recursos partilhados, ou ate´ mesmo das
caracter´ısticas do pro´prio hardware como por exemplo utilizac¸a˜o de acesso directo a` memo´ria
(Direct Memory Access - DMA), de memo´ria cache e de arquitecturas pipelined.
A incerteza temporal associada a`s ferramentas destinadas a serem utilizadas em computa-
dores de uso geral, que pode ser da ordem dos milisegundos, na˜o e´ portanto aceita´vel quando se
lida com alguns protocolos de tempo-real. Torna-se necessa´rio encontrar formas de solucionar
este problema, permitindo efectuar medic¸o˜es com precisa˜o da ordem do sub-microsegundo.
A crescente utilizac¸a˜o de dispositivos lo´gicos programa´veis tem-se revelado uma mais
valia na criac¸a˜o de circuitos dedicados a` realizac¸a˜o de tarefas espec´ıficas. Para ale´m disso, a
existeˆncia de nu´cleos de propriedade intelectual permite aumentar de forma bastante signi-
ficativa a produtividade, permitindo uma prototipagem ra´pida de circuitos e eliminando os
elevados custos associados ao fabrico de circuitos integrados espec´ıficos (Application Specific
Integrated Circuit - ASIC). No caso conreto deste trabalho, a utilizac¸a˜o de dispositivos lo´gicos
programa´veis permite tambe´m a integrac¸a˜o de va´rios componentes num u´nico dispositivo, o
nu´cleo que implementa a camada de controlo de acesso ao meio da rede Ethernet, as memo´rias
para armazenamento das mensagens e toda a lo´gica adicional.
1.3 Objectivos
O objectivo desta dissertac¸a˜o passa pela criac¸a˜o de um sniffer para redes Ethernet ca-
paz de responder a`s necessidades de ana´lise espec´ıficas dos protocolos de tempo-real. Como
resposta a`s limitac¸o˜es anteriormente descritas, pretende-se construir um analisador de proto-
colos baseados na rede Ethernet de alto desempenho que permita determinar com exactida˜o
os instantes de recepc¸a˜o e transmissa˜o de mensagens. Para isso, a captura e o tratamento
temporal das mensagens sa˜o efectuados o mais pro´ximo poss´ıvel da linha de transmissa˜o,
mais concretamente ao n´ıvel da camada de acesso ao meio (Medium Access Control - MAC),
recorrendo a hardware dedicado e sem causar interfereˆncia significativa no comportamento
temporal e lo´gico da rede.
Pretende-se, atrave´s da utilizac¸a˜o de um dispositivo lo´gico programa´vel, mais concreta-
mente de uma FPGA (Field Programmable Gate Array), assinalar os instantes de recepc¸a˜o
das mensagens com uma resoluc¸a˜o temporal de 10 nanosegundos, o equivalente ao tempo de
um bit quando se lida com taxas de transfereˆncia de 100 Mbps. Importa ainda que apo´s
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a recepc¸a˜o das mensagens estas sejam transferidas para um computador. Neste, pretende-
se desenvolver mecanismos de exportac¸a˜o de dados de forma a que as capturas possam ser
processadas recorrendo, por exemplo, a ferramentas de ca´lculo que permitam a gerac¸a˜o de
gra´ficos, como o octave oumatlab, bem como analisadas utilizando ferramentas standard como
e´ o caso do Wireshark.
Sera´ dado particular enfoque ao suporte do protocolo Flexible Time-Triggered protocol
on Switched Ethernet (FTT-SE) [PAG02] [MPA06], desenvolvido no Laborato´rio de Sistemas
Embutidos do Instituto de Engenharia Electro´nica e Telema´tica de Aveiro (IEETA) e neste
contexto, atrave´s da criac¸a˜o de uma aplicac¸a˜o espec´ıfica pretende-se caracterizar o tra´fego
capturado com base numa ana´lise estat´ıstica e de pior caso.
1.4 Estrutura da Dissertac¸a˜o
Para ale´m da introduc¸a˜o, esta dissertac¸a˜o esta´ organizada da seguinte forma:
• Cap´ıtulo 2 - Conceitos Fundamentais - Neste cap´ıtulo e´ feita a introduc¸a˜o de alguns
conceitos que facilitam a compreensa˜o da dissertac¸a˜o. Sa˜o abordados os sistemas de
tempo-real baseados em arquitecturas distribu´ıdas, o funcionamento da rede Ethernet e
a utilizac¸a˜o de computac¸a˜o reconfigura´vel e dispositivos lo´gicos programa´veis de elevada
capacidade no projecto de circuitos digitais.
• Cap´ıtulo 3 - Trabalho Relacionado - Este cap´ıtulo caracteriza de forma sucinta os
protocolos de tempo-real e apresenta o protocolo FTT-SE. Para ale´m disso, expo˜e as
limitac¸o˜es das ferramentas vulgarmente utilizadas para ana´lise de redes de dados de
uso geral e explica por que motivo a sua utilizac¸a˜o na˜o e´ adequada em aplicac¸o˜es de
tempo-real. Finalmente, sa˜o abordados alguns trabalhos realizados a n´ıvel acade´mico
relacionados com sistemas de tempo-real distribu´ıdos e e´ efectuado um resumo das
ferramentas existentes no mercado.
• Cap´ıtulo 4 - Componentes de Hardware do Sniffer Desenvolvido - Neste cap´ıtulo
e´ apresentado todo o hardware constituinte do sniffer sendo a sua arquitectura descrita
de uma forma detalhada. Apresenta ainda o resultado da sua implementac¸a˜o em FPGA,
isto e´, as ferramentas utilizadas, a forma como o projecto se encontra organizado e os
recursos utilizados da FPGA. Este cap´ıtulo termina efectuando uma descric¸a˜o da forma
como o sniffer e´ intercalado na rede de comunica˜c¸a˜o.
• Cap´ıtulo 5 - Componentes de Software do Sniffer Desenvolvido - Este cap´ıtulo
apresenta o software necessa´rio para transferir dados da FPGA para o PC. Inclui o
firmware de programac¸a˜o do controlador USB que se encontra ligado a` FPGA bem
como o software para recepc¸a˜o dos dados do lado do computador. Descreve ainda
a forma como os dados podem ser visualizados e exportados para outros formatos,
sendo utilizados pelas ferramentas desenvolvidas para tratamento e ana´lise do tra´fego
capturado.
• Cap´ıtulo 6 - Testes e Ana´lise do Desempenho - Neste cap´ıtulo sa˜o apresentados os
resultados obtidos nos testes efectuados, sendo feita uma comparac¸a˜o entre o desem-
penho da ferramenta constru´ıda e de um analisador de redes de uso geral, em particular
o Wireshark. O sniffer desenvolvido e´ caracterizado em termos das preciso˜es temporais
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conseguidas e quanto a` capacidade de enviar dados para o PC. Para ale´m disso, e´ ap-
resentado um exemplo pra´tico da importaˆncia do sniffer constru´ıdo, sendo feita uma
caracterizac¸a˜o das mensagens perio´dicas pro´prias do protocolo FTT-SE.
• Cap´ıtulo 7 - Concluso˜es - Esta dissertac¸a˜o termina apresentando um resumo do tra-
balho realizado, as concluso˜es do trabalho desenvolvido e alguns aspectos que podem
ser melhorados, adicionados e tidos em conta em desenvolvimentos futuros.
No Apeˆndice A - Gerac¸a˜o dos Nu´cleos de Propriedade Intelectual das Memo´rias
- e no apeˆndice B - Gerac¸a˜o do Nu´cleo de Propriedade Intelectual do Controlador
de Acesso ao Meio - e´ fornecida informac¸a˜o complementar sobre a forma como os nu´cleos
de propriedade intelectual utilizados neste trabalho foram criados. No Apeˆndice C - Lista
de Acro´nimos - encontra-se a lista dos acro´nimos usados nesta dissertac¸a˜o. Finalmente, a






A utilizac¸a˜o de arquitecturas distribu´ıdas em aplicac¸o˜es de tempo-real esta´ de tal forma
difundida que diariamente as pessoas lidam com arquitecturas deste tipo. A t´ıtulo de exemplo,
pode referir-se o sistema X-by-wire [X-B08] aplicado ao controlo automo´vel. X-by-wire e´
um termo gene´rico que se refere a` substituic¸a˜o de sistemas mecaˆnicos e hidra´ulicos, como
a direcc¸a˜o ou os travo˜es, por sistemas ele´ctricos/electro´nicos. No caso de um sistema de
travagem break-by-wire [HB98], este e´ implementado com base num microcontrolador, um
sensor no pedal do trava˜o e um sensor e um actuador em cada uma das rodas, permitindo
melhorar a travagem, reduzindo a distaˆncia necessa´ria para imobilizar o ve´ıculo. Esta evoluc¸a˜o
deve-se na˜o so´ a razo˜es tecnolo´gicas mas tambe´m econo´micas e ambientais, pois a melhoria em
termos de desempenho e seguranc¸a e´ acompanhada por uma diminuic¸a˜o no custo do hardware.
A remoc¸a˜o do sistema hidra´ulico permite eliminar a utilizac¸a˜o de o´leo no sistema, bem como
reduzir o peso do ve´ıculo e consequentemente o seu consumo, contribuindo desta forma para
uma melhoria do meio ambiente. O controlo da direcc¸a˜o ou dos travo˜es tem que ser preciso
qualquer que seja a velocidade a que o ve´ıculo circula. Todos os acontecimentos imprevistos
que ocorrem enquanto o carro circula a alta velocidade devem ser tratados a essa velocidade.
Se algue´m se atravessar na estrada e o condutor accionar o trava˜o este tem de responder
imediatamente. Da mesma forma, a comunicac¸a˜o entre os sensores presentes nas rodas na˜o
pode falhar, de forma a imobilizar o carro no mı´nimo espac¸o poss´ıvel. Obviamente, se quando
o condutor actuar sobre o ve´ıculo, o tempo de espera ate´ que este responda for demasiado longo
as consequeˆncias podem ser fatais. Um sistema em tudo ideˆntico mas utilizado na indu´stria
aerona´utica e´ designado fly-by-wire. No caso de uma falha num avia˜o as consequeˆncias podem
ser ainda mais nefastas.
Os automo´veis mais recentes veˆm tambe´m equipados com um sistema de controlo de
estabilidade electro´nico (Electronic Stability Program - ESP) que permite diminuir o nu´mero
de acidentes por derrapagem em cerca de 80% [Bos08]. Este sistema baseia-se nos sistemas de
anti-bloqueio dos travo˜es e de controlo de tracc¸a˜o que garante que as rodas na˜o deslizam ao
arrancar. Para um funcionamento correcto e´ necessa´rio um conjunto de sensores para medir a
velocidade rotacional de cada uma das rodas, um sensor que regista a direcc¸a˜o desejada pelo
condutor e sensores que detectam o movimento rotacional do ve´ıculo em torno do seu eixo
vertical. Periodicamente o sistema verifica se existe alguma divergeˆncia entre os comandos do
condutor e o comportamento do ve´ıculo. Caso o comportamento do ve´ıculo na˜o corresponda
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aos comandos do condutor, a travagem individual das rodas estabiliza o ve´ıculo permitindo
ao condutor na˜o perder o controlo do mesmo. Para que o sistema permita salvar vidas e´
necessa´rio que todas as acc¸o˜es ocorram em intervalos de tempo precisos e bem definidos.
Se, por exemplo, a informac¸a˜o relativa a` velocidade das rodas na˜o chegar atempadamente
ao microcomputador este podera´ actuar de forma desapropriada sobre os travo˜es podendo
produzir um efeito contra´rio ao desejado, isto e´, conduzir a` perda de controlo do ve´ıculo
causando v´ıtimas que poderiam ser evitadas se o automo´vel na˜o estivesse equipado com este
sistema.
Com base nas descric¸o˜es anteriores na˜o admira portanto que um automo´vel apresente
algumas dezenas de microcontroladores que necessitam trocar informac¸o˜es entre si, sendo
necessa´rio encontrar formas de disciplinar as comunicac¸o˜es. Os meios de transporte sa˜o um
exemplo evidente da importaˆncia do cumprimento de requisitos temporais, contudo, este tipo
de sistemas alarga-se muito para ale´m deste domı´nio.
Tambe´m na indu´stria e´ importante que as comunicac¸o˜es sejam disciplinadas e ocorram
sem falhas. A utilizac¸a˜o de robots numa linha de montagem deve ser precisa, ra´pida e robusta.
No caso de roboˆs a movimentar cargas pro´ximas de pessoas e´ importante que estes na˜o percam
o controlo, preservando a integridade f´ısica das pessoas. Outro exemplo a considerar pode
ser o controlo da temperatura de um forno. Se a comunicac¸a˜o entre os sensores de medic¸a˜o
da temperatura e os actuadores na˜o ocorrer em instantes bem definidos, a temperatura pode
exceder os limites estipulados causando uma explosa˜o. Se em vez de um forno se considerar o
controlo de uma central nuclear, os danos causados podera˜o ser incomparavelmente maiores,
basta pensar nas consequeˆncias do acidente nuclear de Chernobyl.
2.2 Sistemas de Tempo-Real
Os sistemas computacionais de tempo-real caracterizam-se por apresentar uma dependeˆn-
cia face ao tempo, isto e´, os resultados teˆm de ser, para ale´m de logicamente correctos, obtidos
de forma atempada. Este tipo de sistemas diferencia-se dos restantes pela execuc¸a˜o de tarefas
dentro de intervalos de tempo finitos e impostos pelo meio envolvente, estando muitas das
vezes associados a um processo f´ısico. De acordo com o Oxford Dictionary of Computing um
sistema de tempo-real e´ qualquer sistema no qual o instante de tempo em que a sa´ıda e´ pro-
duzida e´ significativo. Isto deve-se geralmente ao facto da entrada do sistema corresponder a
qualquer actividade no mundo f´ısico tendo a sa´ıda de se relacionar com ela. O atraso entre
o instante correspondente a` entrada e o correspondente a` sa´ıda tem de ser suficientemente
pequeno para que se consiga atingir uma resposta temporal aceita´vel.
Na figura 2.1, baseada no livro Real-Time Systems: Design Principles for Distributed
Embedded Applications [Kop97] encontra-se representado o diagrama de blocos de um sistema
de tempo-real computorizado.
2.2.1 Requisitos
Para ale´m da dependeˆncia temporal que caracteriza os sistemas de tempo-real, para que
estes funcionem correctamente e possam ser utilizados em aplicac¸o˜es de seguranc¸a cr´ıtica











Figura 2.1: Diagrama de blocos de um sistema de tempo-real computorizado (baseada em
[Kop97]).
Requisitos Funcionais
Com base na figura 2.1 e´ poss´ıvel decompor o sistema de tempo-real nas seguintes acc¸o˜es:
aquisic¸a˜o de dados, controlo do processo e interface com o utilizador.
A recolha de dados consiste na obtenc¸a˜o das varia´veis de estado do sistema, (entidades de
tempo-real), que podem ser cont´ınuas ou discretas. A sua observac¸a˜o gera uma imagem local
no sistema controlador que so´ e´ va´lida durante um intervalo limitado de tempo. A validade
temporal e´ imposta pela dinaˆmica do processo f´ısico a ser controlado e em algumas aplicac¸o˜es,
a validade pode ser extremamente curta. Ao conjunto das imagens das entidades de tempo-
real da´-se o nome base de dados de tempo-real. Esta deve ser constantemente actualizada de
forma a contemplar as mudanc¸as de valor ocorridas nas entidades de tempo-real.
A aquisic¸a˜o de dados pode ser feita recorrendo a duas te´cnicas de observac¸a˜o:
• A imagem e´ actualizada periodicamente sendo esta acc¸a˜o despoletada por um sinal
proveniente do relo´gio de tempo-real do sistema (Time-Triggered);
• A imagem e´ actualizada quando ocorre uma mudanc¸a de estado na entidade de tempo-
real (Event-Triggered).
O sistema computacional tem como objectivo actuar sobre o processo controlado para
que este atinja um determinado estado dinaˆmico correspondente a` sa´ıda desejada. Para isso,
o processamento das imagens obtidas atrave´s da aquisic¸a˜o de dados deve ser efectuada de
acordo com uma estrate´gia pre´-estabelecida e designada algoritmo de controlo. Se este for
implementado directamente num computador, o desempenho do sistema e´ afectado pelas
implicac¸o˜es do funcionamento do software e do pro´prio computador, tais como, a estrutura
do co´digo que implementa o algoritmo, o tempo de execuc¸a˜o, a influeˆncia de outras tarefas,
o sistema operativo e o tempo de transmissa˜o de mensagens.
A interface com o utilizador pode ser utilizada como entrada ou sa´ıda do sistema. Esta
permite ao utilizador manipular o sistema, alterando o seu comportamento, mas serve tambe´m
para disponibilizar informac¸o˜es relativas ao funcionamento do sistema, tais como relato´rios
de erros ou um histo´rico dos valores das imagens de tempo-real.
Requisitos Temporais
Os sistemas de tempo-real apresentam requisitos temporais que adveˆm das caracter´ısticas
do ambiente onde se insere o sistema, ou seja, do ritmo de evoluc¸a˜o do meio evolvente. Na
figura 2.2 esta˜o representadas as restric¸o˜es normalmente impostas pelos sistemas de tempo-
real. Estas restric¸o˜es esta˜o relacionadas com os atrasos de observac¸a˜o do estado do sistema,
com os atrasos de computac¸a˜o dos novos valores de controlo e tambe´m da variac¸a˜o dos atrasos
anteriores, a` qual se da´ a designac¸a˜o de jitter. De forma a evitar situac¸o˜es que conduzem
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a` perda de controlo do sistema, as restric¸o˜es teˆm que ser cumpridas em todas as instaˆncias,




















Figura 2.2: Representac¸a˜o das restric¸o˜es temporais associadas a sistemas de tempo-real.
Os sistemas de tempo-real sa˜o habitualmente classificados de acordo com as restric¸o˜es tem-
porais que lhes sa˜o impostas. Se os requisitos temporais na˜o forem ocasionalmente cumpridos
e da´ı na˜o resultarem danos significativos, designam-se sistemas de tempo-real na˜o cr´ıticos (soft
real-time). E´ o caso da v´ıdeo-confereˆncia nos quais pequenos atrasos afectam ligeiramente o
desempenho do sistema mas a informac¸a˜o continua a ter utilidade mesmo que atrasada.
Por outro lado, se o na˜o cumprimento das restric¸o˜es temporais provocar uma falha fatal,
originando danos catastro´ficos, os sistemas sa˜o considerados de tempo-real cr´ıtico (hard real-
time). E´ o caso da leitura de valores provenientes de sensores de temperatura de uma central
nuclear que se na˜o forem processados atempadamente podem originar uma explosa˜o.
Requisitos de Dependabilidade
As aplicac¸o˜es de seguranc¸a cr´ıtica sa˜o um exemplo t´ıpico da utilizac¸a˜o de sistemas de
tempo-real resultando daqui requisitos de elevada fiabilidade. Neste tipo de sistemas e´ im-
portante ter em conta alguns aspectos, tais como: utilizac¸a˜o de interfaces esta´veis entre
os subsistemas cr´ıticos por forma a evitar a propagac¸a˜o de erros; a existeˆncia de recursos
adequados para fazer face aos cena´rios de pior caso, oferecendo garantias de qual-
idade de servic¸o mesmo em tais cena´rios; a utilizac¸a˜o de subsistemas auto´nomos, cujas
propriedades podem ser verificadas independentemente uns dos outros.
2.2.2 Arquitectura
A interligac¸a˜o entre os diferentes componentes de um sistema de tempo-real requer a
utilizac¸a˜o de redes de comunicac¸a˜o. Estas redes podem ser utilizadas para interligar diferentes
aparelhos, e´ o caso das redes industriais, ou interligando diferentes partes do mesmo aparelho
em que os subsistemas teˆm de ser vistos como um sistema u´nico, e´ o caso dos sistemas
embutidos (embedded systems).
Na figura 2.3 esta˜o representadas duas abordagens distintas para criac¸a˜o de um sistema
de controlo centralizado. Inicialmente, cada um dos sensores/actuadores era ligado ao com-
putador de processo atrave´s de uma ligac¸a˜o ponto-a-ponto. No entanto, de forma a reduzir
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consideravelmente a quantidade de cabos necessa´rios para interligac¸a˜o de todos os compo-
nentes, esta abordagem evoluiu para uma arquitectura na qual todos os no´s constituintes
da rede partilham o mesmo barramento. Em ambas as situac¸o˜es existe apenas um u´nico

















Figura 2.3: Sistemas distribu´ıdos com controlo centralizado.
Uma soluc¸a˜o para este problema e que vai de encontro aos requisitos das aplicac¸o˜es de
tempo-real passa pela utilizac¸a˜o de arquitecturas distribu´ıdas (figura 2.4), tornando o sistema
escala´vel.
Grande parte das aplicac¸o˜es de tempo-real baseia-se em arquitecturas distribu´ıdas. Nestas,
existe um conjunto de computadores (no´s) a funcionar de forma paralela e descentralizada,
conectados atrave´s de uma rede, cujo objectivo e´ concluir uma tarefa comum. Esta abor-
dagem tem sido cada vez mais utilizada devido ao aumento de complexidade dos sistemas e a`
necessidade de optimizar recursos, cabendo a cada no´ a execuc¸a˜o de uma sub-tarefa espec´ıfica
e independente das restantes.
Ao contra´rio de uma arquitectura centralizada, uma arquitectura distribu´ıda deve apresen-
tar menos obsta´culos ao crescimento do sistema. Caso haja necessidade de suprir as necessi-
dades de processamento e desde que haja capacidade de comunicac¸a˜o podem ser acrescentados
novos no´s. Por outro lado, esgotada a capacidade de comunicac¸a˜o pode ser introduzido um
gateway com o objectivo de interligar redes ou fazer um prolongamento do sistema. Esta
caracter´ıstica das arquitecturas distribu´ıdas e´ habitualmente designada escalabilidade. Outra
caracter´ıstica importante destas arquitecturas e´ a sua dependabilidade, isto e´, a capacidade
que o sistema tem de continuar em funcionamento com caracter´ısticas de tempo-real mesmo
na presenc¸a de falhas ou erros. Isto e´ conseguido introduzindo redundaˆncia/toleraˆncia a falhas
e evitando que os erros se propaguem ao resto do sistema.
Uma vez que todos os computadores podem partilhar os recursos do sistema, hardware,
software e dados, e´ necessa´rio que a informac¸a˜o entre eles seja trocada em instantes perfeita-
mente definidos. Para isso sa˜o utilizados protocolos de comunicac¸a˜o de tempo-real. No caso
de sistemas de controlo os va´rios sensores podem apresentar per´ıodos de amostragem distin-
tos e e´ poss´ıvel que as mensagens interfiram umas com as outras afectando os per´ıodos de
transmissa˜o e provocando atrasos na˜o controla´veis (jitter), sendo necessa´rio arranjar formas
de minimizar estes efeitos.
2.2.3 Escalonamento
Quando o meio de transmissa˜o e´ partilhado e o acesso a este tem de ser disciplinado,












Figura 2.4: Sistema com controlo distribu´ıdo.
sendo efectuado um escalonamento das mensagens. Estas podem ser classificadas quanto a`
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Figura 2.5: Caracterizac¸a˜o das mensagens quanto a` sua periodicidade.
Dado um conjunto de mensagens e todas as restric¸o˜es temporais que lhe esta˜o associadas
(per´ıodo, fase inicial, instante ma´ximo para recepc¸a˜o da mensagem - deadline) e´ necessa´rio en-
contrar uma forma de lhes atribuir o barramento de modo a que as restric¸o˜es sejam cumpridas.
O escalonamento tem como principal objectivo garantir e minimizar a lateˆncia na transmis-
sa˜o das mensagens, distribuir o tra´fego ao longo do tempo e melhorar os paraˆmetros das
mensagens perio´dicas, reduzindo por exemplo o jitter.
A atribuic¸a˜o de prioridades a`s diferentes mensagens pode ser feita antes do sistema entrar
em funcionamento (off-line), na˜o sendo pass´ıvel de ser alterada e neste caso esta´-se perante
escalonamento esta´tico. Pelo contra´rio, o escalonamento dinaˆmico e´ feito durante o funciona-
mento do sistema (on-line) e sempre que o barramento esta´ dispon´ıvel decide-se de entre as
mensagens prontas qual a pro´xima a ser transmitida. O escalonamento esta´tico e´ tambe´m
pass´ıvel de ser efectuado on-line.
E´ poss´ıvel efectuar uma analogia entre o escalonamento de tarefas nos sistemas operativos
de tempo-real e o escalonamento de mensagens numa rede de comunicac¸a˜o pois em ambas
as situac¸o˜es existe um recurso a ser partilhado. Contudo, no caso dos sistemas operativos
pode ser poss´ıvel interromper a execuc¸a˜o de uma tarefa para que o processador seja atribu´ıdo
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a uma de maior prioridade e diz-se que o sistema e´ preemptivo. No caso da transmissa˜o de
mensagens num barramento estas habitualmente na˜o podem ser interrompidas. Para ale´m
disso, o escalonamento nos sistemas operativos de tempo-real e´ tipicamente centralizado pois
existe uma lista ordenada com as tarefas prontas para execuc¸a˜o. O mesmo na˜o acontece
quando se trata de uma rede de comunicac¸a˜o pois e´ necessa´rio que o escalonador tenha
conhecimento do estado das mensagens em todos os no´s constituintes do sistema. No caso de
uma mensagem originada por um evento, por exemplo, e´ necessa´rio indicar ao escalonador a
prontida˜o dessa mensagem.
Os principais algoritmos utilizados no escalonamento de tarefas sa˜o o Rate Monotonic
(RM) [But05], no qual e´ atribu´ıda maior prioridade a`s tarefas perio´dicas que apresentam
menor per´ıodo, o Deadline Monotonic (DM) [ABRW91], que atribui de forma fixa maior pri-
oridade a`s tarefas perio´dicas cuja deadline e´ mais pequena, e o Earliest Deadline First (EDF)
[But05] que atribui maior prioridade a` tarefa cuja deadline esta´ mais pro´xima. Contudo, estes
algoritmos centralizados na˜o apresentam o mesmo desempenho quando se trata de uma rede
de comunicac¸a˜o devido a` sobrecarga das mensagens de controlo (maior overhead). Torna-se
enta˜o necessa´rio encontrar formas mais eficientes e robustas para escalonar as mensagens num
barramento partilhado. A t´ıtulo de exemplo pode ser referido o protocolo Controller Area
Network (CAN) [CIA08] como sendo um protocolo de escalonamento dinaˆmico. A cada uma
das mensagens e´ atribu´ıdo um identificador, definindo este a sua prioridade. A arbitragem e´
na˜o destrutiva, sendo efectuada ao n´ıvel de bit, com base em bit dominante/recessivo. Uma
forma de reduzir esta sobrecarga das mensagens de controlo passa tambe´m pela utilizac¸a˜o
de escalonamento centralizado, segundo o qual os no´s constituintes da rede tomam deciso˜es
baseando-se apenas em informac¸a˜o local. E´ o caso do protocolo Ethernet que no entanto na˜o
reu´ne caracter´ısticas que permitam a sua utilizac¸a˜o em sistemas de tempo-real cr´ıtico, sendo
necessa´rio efectuar algumas modificac¸o˜es ao protocolo.
2.3 Ethernet
A Ethernet comec¸ou a ser desenvolvida por Robert Metcalfe no centro de investigac¸a˜o da
Xerox por volta de 1973, altura em que comec¸avam a ser fabricados os primeiros computa-
dores pessoais. Ele foi encarregue de criar uma rede que permitisse a todos os computadores
do centro utilizar uma impressora a laser. Era portanto necessa´rio que a rede fosse suficiente-
mente ra´pida para enviar os dados para a nova impressora e suficientemente abrangente para
interligar todos os computadores. A rede era constitu´ıda por um cabo coaxial partilhado por
todas as estac¸o˜es e oferecia uma taxa de transmissa˜o de 2.94 Mbps. Em 1976 Robert Met-
calfe e David Boggs, seu assistente, publicaram um artigo intitulado “Ethernet: Distributed
Packet-Switching For Local Computer Networks” [MB76]. Treˆs anos mais tarde Robert Met-
calfe abandonou a Xerox e convenceu diferentes fabricantes, entre os quais a Xerox e a Intel,
para em conjunto desenvolverem a Ethernet como um protocolo padra˜o. A sua padronizac¸a˜o
bem como a sua facilidade de utilizac¸a˜o e robustez fazem actualmente da Ethernet o protocolo
mais utilizado em redes locais de computadores (Local Area Network - LAN).
A Ethernet opera ao n´ıvel das camadas f´ısica e de ligac¸a˜o de dados do modelo OSI (Open
Systems Interconnection). Surgiu com uma taxa de transmissa˜o de 10Mbps e permitindo a
transmissa˜o de tramas cujo tamanho varia entre 64 e 1518 bytes. Ao longo dos anos esta
tem sofrido algumas alterac¸o˜es existindo actualmente diferentes padro˜es, tais como o fast
Ethernet e gigabit Ethernet permitindo taxas de transmissa˜o ate´ 10Gbps e encontrando-se
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em desenvolvimento os padro˜es 40Gbps e 100Gbps. Neste trabalho sera´ dado particular
destaque ao padra˜o fast Ethernet que permite obter taxas de transfereˆncia ate´ 100Mbps.
2.3.1 Ligac¸a˜o F´ısica
Inicialmente eram utilizados cabos coaxiais como meio de comunicac¸a˜o, actualmente os
mais vulgares e tambe´m utilizados neste trabalho sa˜o cabos entranc¸ados com conectores mod-
ulares 8P8C, conhecidos tambe´m como RJ45. Estes sa˜o constitu´ıdos por 4 pares entranc¸ados
e suportam velocidades de 10Mbps, 100Mbps e 1000Mbps, contudo, quanto maior for a taxa
de transmissa˜o suportada, maior tera´ de ser a qualidade dos cabos utilizados. No caso dos
cabos UTPcat5, isto e´, sem blindagem, e para a taxa de transmissa˜o de 100Mbps o seu com-
primento ma´ximo e´ de 100 metros. Tambe´m e´ poss´ıvel recorrer a` utilizac¸a˜o de fibra o´ptica, no
entanto, devido ao seu elevado custo esta e´ utilizada apenas para ligac¸o˜es envolvendo grandes
distaˆncias.
Para ligac¸a˜o de um dispositivo Ethernet ao canal de comunicac¸a˜o e´ utilizado um circuito,
vulgarmente designado Phy, responsa´vel pela implementac¸a˜o da camada f´ısica do modelo OSI,
isto e´, codifica/descodifica os dados transmitidos sobre os pares entranc¸ados do cabo. Existe
tambe´m a camada de controlo de acesso ao meio (Medium Access Control - MAC). Esta e´
uma sub-camada da camada de ligac¸a˜o de dados do modelo OSI que recebe e processa os
dados provenientes do Phy.
De forma a tornar a interligac¸a˜o entre o MAC e o Phy independente do tipo de Phy foi
padronizado um barramento de Interface Independente do Meio (Media Independent Interface
- MII), desta forma, o controlador de rede pode interagir com qualquer Phy usando a mesma
interface de hardware. No caso do padra˜o fast Ethernet este barramento transfere dados
usando palavras de 4 bits em cada sentido a uma frequeˆncia de 25MHz permitindo desta forma
obter a taxa de 100Mbps. Entre as duas camadas existe tambe´m uma interface designada
(Management Data Input/Output - MDIO) constitu´ıda por um barramento de 2 bits (relo´gio
e dados) que permite aceder atrave´s do MAC aos registos internos do Phy. Todos os dados sa˜o
transferidos sincronamente com o sinal de relo´gio MDC (Management Data Clock) fornecido
pelo MAC cuja frequeˆncia ma´xima e´ 2.5Mhz. Os dados sa˜o transmitidos numa linha tri-state,
sendo a linha actuada pelo MAC nas operac¸o˜es de escrita e pelo Phy nas operac¸o˜es de leitura.













Figura 2.6: Ligac¸a˜o do Phy ao MAC Ethernet.
2.3.2 Algoritmo de Acesso ao Meio
Uma vez que que o meio de transmissa˜o e´ partilhado por va´rias estac¸o˜es foi definido um
mecanismo de acesso ao meio que assenta num esquema designado CSMA/CD, do ingleˆs
Carrier Sense Multiple Access with Collision Detection. E´ um protocolo de partilha do meio
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de transmissa˜o que se baseia na detecc¸a˜o da existeˆncia de uma transmissa˜o em curso. Uma
mensagem para ser transmitida deve esperar que o meio seja detectado dispon´ıvel e so´ depois
e´ iniciada a transmissa˜o da mensagem. Contudo, no caso de duas estac¸o˜es detectarem o meio
livre e comec¸arem a transmitir em simultaˆneo ira˜o originar uma colisa˜o de mensagens. A
probabilidade de ocorrerem coliso˜es aumenta com a distaˆncia a que as estac¸o˜es se encontram
umas das outras devido ao atraso de propagac¸a˜o dos sinais ele´ctricos. Por este motivo, e´
necessa´rio que os no´s escutem a rede enquanto emitem dados. Desta forma, quando uma
colisa˜o e´ detectada as estac¸o˜es param de transmitir e enviam um sinal designado jam. Este
e´ usado para notificar todas as estac¸o˜es da ocorreˆncia de uma colisa˜o. Apo´s a colisa˜o as
diferentes estac¸o˜es esperam um intervalo de tempo calculado com base no algoritmo de recuo
bina´rio exponencial truncado e so´ depois voltam a tentar transmitir.
Este me´todo de acesso e´ altamente na˜o determin´ıstico, na˜o sendo poss´ıvel prever o tempo
que uma dada mensagem vai demorar ate´ ser transmitida. Ale´m disso, a` medida que o
tra´fego na rede aumenta e acima de um dado patamar (aproximadamente 60% da largura
de banda), devido ao aumento do nu´mero de coliso˜es entre mensagens, a quantidade de
dados efectivamente transferidos sera´ mais reduzida (feno´meno conhecido como thrashing).
As coliso˜es representam uma das maiores entraves a` utilizac¸a˜o da rede Ethernet em sistemas
de tempo-real cr´ıtico.
2.3.3 Estrutura da Trama
A informac¸a˜o nas redes Ethernet e´ trocada atrave´s de tramas cuja estrutura se encontra
representada na figura 2.7. Antes da trama propriamente dita sa˜o transmitidos 8 bytes, os
primeiros 7 sa˜o designados preaˆmbulo e sa˜o constitu´ıdos por uma sequeˆncia alternada de ’0’
e ’1’, usados para sincronizac¸a˜o de bit. O byte seguinte e´ designado Start Frame Delimiter
(SFD) e serve para os receptores detectarem o inicio da trama, ou seja para sincronizac¸a˜o de
byte. Para ale´m disso, existe um intervalo de tempo correspondente a 96 tempos de bit entre
duas tramas consecutivas. Por este motivo, a taxa de transmissa˜o efectiva de dados apresenta
um valor que e´ sempre inferior a 100Mbps.
12 bytes 1 byte7 bytes 64..1518 bytes1 byte7 bytes 64..1518 bytes






Trama Ethernet10101010..10101010 10101011 Trama Ethernet10101010..10101010 10101011Intervalo entre Frames ...Meio Livre
Figura 2.7: Estrutura das tramas Ethernet.
As tramas Ethernet sa˜o enta˜o compostas por um cabec¸alho de 14 bytes. Os primeiros 6
bytes indicam o enderec¸o destino da trama e os 6 bytes seguintes o enderec¸o de origem. Estes
enderec¸os sa˜o habitualmente designados enderec¸o f´ısico, enderec¸o MAC ou enderec¸o Ethernet.
Quanto aos 2 bytes seguintes, se o seu valor for superior a 1500 representa o protocolo ao qual
o campo de dados pertence, caso contra´rio sa˜o utilizados para indicar o tamanho do campo
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de dados. O tamanho deste campo encontra-se sempre compreendido entre 46 e 1500 bytes.
Caso o comprimento da trama seja inferior a 64 bytes, no final deste campo e´ adicionado
um campo designado pad por forma a perfazer o comprimento mı´nimo exigido. Finalmente,
surgem 4 bytes (Frame Check Sequence - FCS) que permitem detectar erros e cujo valor e´
calculado com base em todos os campos da trama.
2.3.4 Switched Ethernet
As comunicac¸o˜es numa rede Ethernet ocorriam inicialmente todas no mesmo barramento
de comunicac¸a˜o. Desta forma, qualquer informac¸a˜o enviada por um computador era recebida
por todos os outros. Para ale´m dos problemas de seguranc¸a associados a esta arquitectura,
a largura da banda era partilhada por todas as estac¸o˜es, degradando o desempenho da rede.
Ale´m disso, uma falha em qualquer ponto da rede traduzia-se na impossibilidade de todos os
no´s comunicarem. Por este motivo foram criadas topologias em estrela recorrendo a` utilizac¸a˜o
de hubs. No entanto, estes replicam a informac¸a˜o recebida numa porta para todas as outras
e na˜o eliminam a ocorreˆncia de coliso˜es, mantendo-se o mecanismo de acesso ao meio.
A utilizac¸a˜o de switches em detrimento de hubs permite criar um u´nico domı´nio de colisa˜o
em cada uma das portas do switch (figura 2.8). Estes, analisando as mensagens recebidas,
manteˆm uma base de dados dos equipamentos de rede ligados a cada uma das portas. Desta
forma, as mensagens recebidas sa˜o encaminhadas directamente para a porta correspondente
ao enderec¸o de destino (forwarding). Apenas se o enderec¸o destino na˜o estiver presente na





Figura 2.8: Rede Ethernet comutada com ligac¸o˜es full-duplex.
Desta forma, se cada um dos no´s comunicar com o switch e na˜o directamente com outros
no´s e´ poss´ıvel tornar as comunicac¸o˜es full-duplex, ou seja, cada uma das estac¸o˜es pode receber
e transmitir dados simultaneamente. Uma vez que os cabos utilizam condutores independentes
para enviar e receber dados, e´ poss´ıvel que a comunicac¸a˜o se fac¸a em ambos os sentidos em
simultaˆneo (figura 2.8). Nestas situac¸o˜es o meio torna-se livre de coliso˜es e o mecanismo
de acesso ao meio, que e´ o principal entrave a` utilizac¸a˜o da Ethernet como protocolo de
tempo-real devido ao seu na˜o determinismo, e´ abolido. A utilizac¸a˜o de switches melhora
significativamente o desempenho da rede pois subdivide o sistema em va´rias sub-redes que
podem funcionar de forma independente. Contudo, se o ritmo de transmissa˜o de entrada das
mensagens for superior ao ritmo de transmissa˜o de sa´ıda e a capacidade de armazenamento
dos switches for excedida, parte das mensagens sera˜o perdidas. Por este motivo, e´ necessa´ria
uma coordenac¸a˜o superior para disciplinar a transmissa˜o de mensagens.
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2.4 Dispositivos Lo´gicos Programa´veis
Muitas das ligac¸o˜es Ethernet existentes destinam-se a ser utilizadas em computadores
pessoais. Estes sa˜o o exemplo mais conhecido de um sistema computacional de uso geral,
possuem uma arquitectura que suporta um conjunto de instruc¸o˜es fixo mas que permite a sua
utilizac¸a˜o em inu´meras aplicac¸o˜es. Uma vez que existem muitas ferramentas que permitem
a sua programac¸a˜o, esta torna-se bastante simples e por este motivo, a principal vantagem
destas arquitecturas e´ a sua flexibilidade. Estas na˜o esta˜o no entanto optimizadas para a
realizac¸a˜o de uma tarefa espec´ıfica, permitindo obter, em me´dia, um bom desempenho para
uma gama alargada de aplicac¸o˜es. Por vezes, e´ necessa´rio recorrer a sistemas computacionais
de elevado desempenho, dado que a capacidade dos sistemas de uso geral na˜o e´ suficiente para
satisfazer todos os requisitos de uma aplicac¸a˜o em particular.
Uma soluc¸a˜o que permite aumentar o desempenho de um sistema computacional passa
pela criac¸a˜o de circuitos espec´ıficos para uma dada aplicac¸a˜o. Desta forma, os sistemas sa˜o
optimizados executando apenas um conjunto bastante restrito de tarefas. Estes sistemas com-
putacionais especializados na˜o sa˜o muitas das vezes programa´veis pelo utilizador. E´ poss´ıvel
projectar um circuito integrado espec´ıfico (ASIC) optimizado para uma tarefa em particu-
lar, conseguindo-se desempenhos bastante elevados e com menos recursos de hardware. No
entanto, os elevados custos de projecto e implementac¸a˜o, o risco associado e o tempo de de-
senvolvimento, apenas tornam a utilizac¸a˜o de ASICs uma soluc¸a˜o via´vel no caso de produc¸o˜es
em grandes quantidades. Para ale´m disso, a utilizac¸a˜o de circuitos integrados espec´ıficos na˜o
apresenta qualquer flexibilidade dado que na˜o e´ poss´ıvel alterar a sua funcionalidade apo´s o
seu fabrico. Desta forma, podem-se tornar obsoletos passado pouco tempo.
Os dispositivos lo´gicos programa´veis (Programmable Logic Device - PLD), desenvolvidos
nas u´ltimas de´cadas, juntam o melhor das duas te´cnicas descritas anteriormente: eliminam
as desvantagens associadas aos computadores de uso geral, isto e´, a na˜o optimizac¸a˜o para
determinadas aplicac¸o˜es e as principais desvantagens dos ASICs, tais como, custo elevado,
tempo de desenvolvimento longo e inflexibilidade. Desta forma, permitem ao utilizador pro-
jectar os seus pro´prios circuitos de elevada capacidade, surgindo neste contexto a computac¸a˜o
reconfigura´vel. Estes apresentam no entanto algumas desvantagens, que teˆm sido atenuadas,
quando comparadas com os ASICs, tais como, maiores consumos de poteˆncia, frequeˆncias de
operac¸a˜o inferiores e menores densidades lo´gicas.
Os agregados de ce´lulas lo´gicas programa´veis (FPGAs) comec¸aram a estar dispon´ıveis
comercialmente por volta de 1985, tendo sido criadas pela Xilinx. Actualmente, a Xilinx
[Xil08d] e a Altera [Alt08] sa˜o os maiores fabricantes de FPGAs e l´ıderes do mercado. As
FPGAs sa˜o exemplo de dispositivos de hardware utilizados em computac¸a˜o reconfigura´vel.
Para ale´m de serem os dispositivos lo´gicos programa´veis de maior capacidade sa˜o tambe´m os
dispositivos utilizados neste trabalho.
2.4.1 Arquitectura Interna das FPGAs
A arquitectura interna de uma FPGA encontra-se representada na figura 2.9. Nela e´
poss´ıvel verificar que uma FPGA e´ constitu´ıda por um agregado de blocos lo´gicos conectados
com canais de interligac¸a˜o e cercado por um conjunto de blocos de entrada/sa´ıda. Todos estes
elementos sa˜o programa´veis: os blocos lo´gicos permitem na˜o so´ a implementac¸a˜o de circuitos
combinato´rios mas tambe´m de circuitos sequenciais, os canais de interligac¸a˜o incluem pistas
























Figura 2.9: Arquitectura interna de uma FPGA.
blocos lo´gicos. Finalmente, os blocos de entrada/sa´ıda fazem a ligac¸a˜o aos pinos da FPGA
permitindo a sua ligac¸a˜o ao exterior. Conve´m referir que o atraso de propagac¸a˜o atrave´s
dos canais de interligac¸a˜o e´ um factor importante no desempenho de uma FPGA, sendo este
fortemente dependente da forma como a lo´gica e´ distribu´ıda e consequentemente da forma
como e´ feita a interligac¸a˜o entre os blocos lo´gicos. A efica´cia das ferramentas CAD (Computer
Aided Design) reflecte-se portanto bastante no desempenho do circuito.
A implementac¸a˜o de func¸o˜es lo´gicas nos blocos lo´gicos pode ser efectuada de va´rias formas,
no entanto, os principais fabricantes utilizam blocos de memo´ria designados Look-Up Table
(LUT). Estas memo´rias permitem armazenar um valor lo´gico em cada ce´lula. Habitualmente
cada LUT possui quatro a seis entradas, permitindo enderec¸ar 16 ou 64 ce´lulas de armazena-
mento. Estas ce´lulas sa˜o vola´teis, logo sempre que o dispositivo e´ desligado da alimentac¸a˜o
perde a sua configurac¸a˜o. Por este motivo e´ comum utilizar-se uma memo´ria na˜o vola´til para
carregar automaticamente as ce´lulas de armazenamento sempre que a FPGA e´ ligada.
E´ comum as FPGAs mais recentes apresentarem tambe´m algumas estruturas como por
exemplo blocos de memo´ria de maior dimensa˜o, o que possibilita incorporar sistemas com-
pletos num u´nico encapsulamento. Em [Dae05] e´ poss´ıvel encontrar um resumo de va´rias
caracter´ısticas das diferentes famı´lias de dispositivos da Xilinx. Neste trabalho foram usadas
FPGAs da famı´lia Spartan-3 por apresentarem uma arquitectura adequada e baixo custo.
2.4.2 Projecto de Circuitos
O projecto de um circuito em FPGA pode ser decomposto essencialmente em treˆs eta-
pas: especificac¸a˜o, s´ıntese/implementac¸a˜o e verificac¸a˜o. Inicialmente e´ necessa´rio especificar
o circuito a ser implementado. Isto pode ser feito recorrendo a ferramentas gra´ficas que per-
mitem criar um diagrama esquema´tico do circuito, ou com recurso a linguagens de descric¸a˜o
de hardware. Os blocos ba´sicos devem ser descritos recorrendo a linguagens de descric¸a˜o
de hardware, no entanto, de forma a aumentar a produtividade existem ja´ bibliotecas para
cada famı´lia de FPGA que incluem blocos ba´sicos que podem ser usados. Existem tambe´m
ferramentas que permitem gerar componentes parametriza´veis, e´ o caso do CORE Generator
16
da Xilinx atrave´s do qual foi gerado o Tri-Mode Ethernet Media Access Controller (TEMAC)
[Xil08c] e as memo´rias utilizadas neste trabalho.
Segue-se a fase de s´ıntese, na qual a especificac¸a˜o e´ traduzida para os recursos ba´sicos
(primitivas) constituintes da FPGA. Apo´s a s´ıntese segue-se a fase de implementac¸a˜o, sendo
os elementos do projecto mapeados nos blocos lo´gicos da FPGA. E´ atribu´ıda uma posic¸a˜o
na FPGA a cada um dos blocos e sa˜o feitas as ligac¸o˜es entre os va´rios componentes. Os
algoritmos utilizados asseguram que os blocos que requerem uma comunicac¸a˜o mais intensiva
ficam pro´ximos de forma a minimizar o nu´mero de segmentos de pistas de ligac¸a˜o utilizados.
A verificac¸a˜o pode ser efectuada de treˆs formas distintas: aquando da especificac¸a˜o e´
poss´ıvel efectuar uma simulac¸a˜o funcional que permite validar o comportamento lo´gico do
circuito. Apo´s o mapeamento de todo o circuito na FPGA e´ poss´ıvel analisar o comportamento
do circuito com base numa simulac¸a˜o temporal na qual sa˜o inclu´ıdos todos os atrasos lo´gicos
e de encaminhamento. Finalmente, depois da FPGA ter sido configurada e´ poss´ıvel verificar
a implementac¸a˜o f´ısica do circuito. Isso pode ser feito encaminhando os sinais que se pretende
observar para pinos da FPGA para que sejam verificados recorrendo a um analisador lo´gico.
Alternativamente, e´ poss´ıvel gerar o nu´cleo de um analisador lo´gico interno que utiliza os
blocos de memo´ria existentes na FPGA para armazenar o valor dos sinais a observar. Estes
sa˜o posteriormente transferidos para o computador, atrave´s de uma interface JTAG (Joint
Test Action Group) e na˜o ocupando pinos adicionais da FPGA. E´ disto exemplo o ChipScope
Pro [Xil08a] da Xilinx.
As FPGAs sa˜o portanto uma excelente alternativa a` utilizac¸a˜o de ASICs devido a` sua ver-
satilidade, capacidade e custo reduzido. Por outro lado, ao contra´rio dos microcontroladores
e computadores de uso geral, que apenas suportam um conjunto de instruc¸o˜es implementadas







A crescente utilizac¸a˜o da rede Ethernet em sistemas distribu´ıdos e associados a` automac¸a˜o
industrial tem conduzido a` criac¸a˜o de novos protocolos de tempo-real. Devido a` elevada
precisa˜o temporal associada a estes protocolos, conseguindo-se obter desempenhos com um
jitter na casa do microsegundo, torna-se necessa´rio criar ferramentas com capacidade de
analisar correctamente o funcionamento e desempenho destes protocolos. Neste cap´ıtulo sa˜o
apresentados alguns protocolos de tempo-real baseados na rede Ethernet e em particular o
protocolo FTT-SE.
E´ feito um levantamento dos trabalhos existentes relacionados com a captura das men-
sagens com recurso a software e a hardware dedicado. Sa˜o tambe´m abordadas algumas ferra-
mentas existentes no mercado para ana´lise do tra´fego que circula nas redes de comunicac¸a˜o.
3.2 Protocolos de Tempo-Real Baseados em Ethernet
Os protocolos de tempo-real teˆm vindo a ser desenvolvidos com o objectivo de encontrar
protocolos de comunicac¸a˜o capazes de oferecer garantias em termos de determinismo, largura
de banda atribu´ıda e lateˆncia. Apesar da Ethernet, devido as caracter´ısticas apresentadas no
cap´ıtulo anterior, na˜o preencher os requisitos espec´ıficos dos protocolo de tempo-real, segundo
Decotignie [Dec01] existem fortes argumentos a favor da sua utilizac¸a˜o, tais como:
• custo reduzido devido a` produc¸a˜o em grandes quantidades;
• fa´cil integrac¸a˜o com Internet permitindo a utilizac¸a˜o de protocolos FTP, HTTP e outros;
• aumento da velocidade de transmissa˜o (tem aumentado constantemente e espera-se que
tal continue a acontecer);
• largura de banda suficiente para suporte de desenvolvimentos recentes, tais como mul-
time´dia;
• existeˆncia de uma grande disponibilidade de equipamentos;
• e´ amplamente conhecida, suportada e compreendida.
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Pelos motivos mencionados, va´rias abordagens teˆm sido seguidas com o objectivo de uti-
lizar a rede Ethernet como protocolo de tempo real. Algumas destas abordagens sa˜o apresen-
tadas em [PA05].
Da mesma forma que os sistemas de tempo real podem ser classificados de acordo com
o tipo de restric¸o˜es temporais associadas, tambe´m os protocolos de tempo real podem ser
caracterizados de acordo com as garantias temporais oferecidas. Desta forma, e´ poss´ıvel
dividir os protocolos de tempo-real em dois grandes grupos.
Num primeiro grupo encontram-se aqueles que na˜o garantem que as mensagens sejam cor-
rectamente transmitidas dentro de um intervalo de tempo exacto mas sim dentro de um inter-
valo de tempo me´dio. Alguns destes protocolos conseguem atingir desempenhos de tempo-real
impondo apenas uma forte limitac¸a˜o na largura de banda utilizada. Neste contexto, grande
parte das mensagens sa˜o curtas e a utilizac¸a˜o do meio e´ moderada, logo as perdas sa˜o re-
duzidas e na maioria das vezes os requisitos temporais sa˜o satisfeitos. Contudo, a largura de
banda utilizada por estes protocolos e´ uma pequena parte da largura de banda dispon´ıvel,
existindo um grande desperd´ıcio de recursos. E´ disso exemplo o protocolo Network Data
Delivered Service (NDDS) [PCSH99].
Outros protocolos melhoram o comportamento temporal da rede alterando o mecanismo
de acesso ao meio. Estes determinam quando devem transmitir com base no estado actual
da linha e em informac¸a˜o local. Quando e´ detectada uma colisa˜o modificam o mecanismo
de recuo e retransmissa˜o. Desta forma, tentam diminuir a ocorreˆncia de coliso˜es e tornar a
sua resoluc¸a˜o determin´ıstica, o que na˜o e´ conseguido com base no algoritmo de recuo bina´rio
exponencial truncado. Estes protocolos na˜o eliminam no entanto a existeˆncia de coliso˜es,
na˜o dando garantias temporais. Apenas permitem efectuar uma caracterizac¸a˜o temporal em
termos probabil´ısticos, na˜o sendo adequados para aplicac¸o˜es de tempo-real cr´ıtico. E´ o caso
do protocolo Virtual Time CSMA [MK85].
Num segundo grupo encontram-se os protocolos que garantem que a transmissa˜o de uma
mensagem e´ efectuada sempre dentro de um intervalo de tempo bem definido.
Uma forma de eliminar as coliso˜es consiste na utilizac¸a˜o de um protocolo do tipo token
passing. Nestes protocolos existe um u´nico token que e´ trocado ciclicamente entre os va´rios
no´s e apenas o no´ que estiver na posse deste tem direito a enviar mensagens. A ordem pela
qual o sinal percorre todos os no´s varia consoante o protocolo em questa˜o e limitando o tempo
que cada no´ da rede permanece na posse do token consegue-se obter um comportamento de
tempo-real. A t´ıtulo de exemplo pode ser referido o protocolo RETHER [VC94].
Outra soluc¸a˜o passa pela atribuic¸a˜o de faixas temporais bem definidas a cada estac¸a˜o,
desta forma, todas as estac¸o˜es teˆm acesso ao meio em instantes de tempo disjuntos. E´
no entanto necessa´rio que todos os no´s estejam sincronizados e tenham a mesma refereˆncia
temporal. Estes protocolos sa˜o designados Time Division Multiple Access (TDMA) e sa˜o
largamente utilizados em aplicac¸o˜es de seguranc¸a cr´ıtica. Apresentam no entanto um baixo
desempenho devido a` ocorreˆncia de situac¸o˜es em que e´ atribu´ıdo tempo a estac¸o˜es que na˜o
teˆm dados para transmitir. O protocolo MARS (MAintenable Real-time System) [KDK+89]
e´ um exemplo deste tipo de protocolos.
Os protocolos baseados em arquitecturas Master/Slave sa˜o um dos me´todos mais simples
para implementar comunicac¸o˜es de tempo-real sobre barramentos distribu´ıdos. Neste tipo de
protocolos um dos no´s, designadoMaster e´ responsa´vel por controlar o acesso ao meio de todos
os outros, designados Slaves. A quantidade de mensagens de controlo enviadas pelo Master
e o tempo de espera entre mensagens consecutivas contribuem para um baixo desempenho
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deste tipo de protocolos. Tanto o protocolo Ethernet Powerlink [Pro08b] como o protocolo
FTT-SE, apresentado adiante, sa˜o exemplos de protocolos baseados em arquitecturas do tipo
Master/Slave.
A evoluc¸a˜o para redes Ethernet comutadas e a criac¸a˜o de diferentes domı´nios livres de
coliso˜es permitiu a utilizac¸a˜o de protocolos de comunicac¸a˜o menos rigorosos que os exigidos
quando o meio de comunicac¸a˜o e´ partilhado. No entanto, continua a ser necessa´rio disciplinar
as comunicac¸o˜es de forma a resolver problemas de congestionamento nos switches. Estes para
ale´m de introduzirem jitter, apresentam um comportamento na˜o determin´ıstico em termos
temporais. Este comportamento encontra-se associado ao algoritmo de encaminhamento das
mensagens e ao estado das diferentes filas em que as mensagens sa˜o armazenadas. Desta forma,
para que se consiga atingir bons desempenhos em termos de jitter e lateˆncia e´ necessa´rio um
controlo rigoroso de todos os instantes de transmissa˜o, evitando a acumulac¸a˜o de mensagens
nas filas do switch.
Muitas das te´cnicas descritas anteriormente sa˜o pass´ıveis de ser aplicadas a redes Ethernet
comutadas (Switched Ethernet). De seguida e´ apresentado o protocolo ao FTT-SE (Flexible
Time-Triggered - Switched Ethernet), baseado num mecanismo semelhante ao Master/Slave.
3.2.1 Paradigma FTT
O paradigma FTT [FTT07] foi desenvolvido no Laborato´rio de Sistemas Embutidos do
Instituto de Engenharia Electro´nica e Telema´tica de Aveiro. Utiliza um mecanismo desig-
nado Master/Multislave segundo o qual o Master se dirige a va´rios Slaves atrave´s de uma
u´nica mensagem. Desta forma reduz a carga na rede quando comparado com as te´cnicas
Master/Slave convencionais.
O protocolo FTT aplicado a redes Ethernet encontra-se representado na figura 3.1 sendo
poss´ıvel observar que as comunicac¸o˜es esta˜o organizadas em intervalos de tempo com durac¸a˜o
fixa designados ciclos elementares (Elementary Cycle - EC).
TM SM1 SM2 SM3 SM1TMAM1 SM4 SM6 AM3 AM4AM2
Ciclo Elementar (i) Ciclo Elementar (i+1)
Mensagens Síncronas Assíncronas
Tempo
Figura 3.1: Protocolo FTT aplicado a redes Ethernet (baseada em [PGAB05]).
Cada ciclo elementar inicia-se com a transmissa˜o de uma mensagem proveniente doMaster
designada Trigger Message (TM) e destinada a todos os Slaves. Nesta encontra-se informac¸a˜o
relativa a`s mensagens que devem ser transmitidas no ciclo elementar em questa˜o, bem como
a durac¸a˜o de cada uma das mensagens. Os no´s teˆm portanto que estar perfeitamente sin-
cronizados servindo esta mensagem como uma refereˆncia temporal comum a todos. O facto
da Trigger Message ser enviada para todos os Slaves, ale´m de diminuir a carga na rede, per-
mite tambe´m uma maior eficieˆncia na utilizac¸a˜o da largura de banda. Desta forma, todos os
Slaves descodificam a mensagem em simultaˆneo, reduzindo os intervalos de tempo sem tra´fego
na rede. Apo´s a descodificac¸a˜o da TM enviada pelo Master todos os Slaves aguardam pelo
momento exacto em que devem comec¸ar a transmitir cada uma das mensagens.
Para ale´m da fase destinada ao envio da TM cada ciclo elementar encontra-se dividido
em duas fases. A primeira, logo apo´s a transmissa˜o da TM e descodificac¸a˜o da mesma
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por todos os Slaves, e´ destinada a` transmissa˜o de tra´fego perio´dico, apresentando todas as
mensagens um per´ıodo mu´ltiplo do per´ıodo do ciclo elementar. No caso de sistemas cr´ıticos e´
necessa´rio que o per´ıodo destinado a` transmissa˜o de mensagens perio´dicas seja suficiente para
que no pior caso todas as mensagens possam ser transmitidas. Apo´s a transmissa˜o do tra´fego
perio´dico segue-se uma janela temporal destinada a´ transmissa˜o de mensagens ass´ıncronas,
por exemplo, mensagens de alarme que sa˜o desencadeadas esporadicamente por determinados
eventos e mensagens de controlo pro´prias do protocolo. Devido a` divisa˜o temporal entre as
duas fases o tra´fego perio´dico na˜o e´ afectado pelo tra´fego aperio´dico.
Neste protocolo o escalonamento e´ efectuado on-line e de uma forma centralizada (no
Master), permitindo desta forma alterar facilmente a pol´ıtica de escalonamento bem como
introduzir alterac¸o˜es nos requisitos das comunicac¸o˜es.
A utilizac¸a˜o de Ethernet comutada e a possibilidade de estabelecer ligac¸o˜es full-duplex
permite no entanto que va´rias estac¸o˜es transmitam em simultaˆneo. Esta situac¸a˜o encontra-se
representada na figura 3.2 baseada no artigo [MPA06] sobre a aplicac¸a˜o do paradigma FTT
































Figura 3.2: Escalonamento baseado no protocolo FTT-SE (baseada em [MPA06]).
Mensagens FTT
As mensagens FTT sa˜o encapsuladas em tramas Ethernet, ou seja, sa˜o enviadas no campo
de dados destas. Todas as mensagens FTT sa˜o compostas por um campo de 2 octetos desig-
nado FTT Type cuja func¸a˜o e´ identificar o tipo de mensagem, existindo 5 tipos poss´ıveis:
• Trigger Message - constitu´ıda por um cabec¸alho de 6 octetos, o qual, para ale´m de bits
de controlo, conte´m o nu´mero de mensagens s´ıncronas e ass´ıncronas a ser transmitidas no
ciclo elementar em curso. No campo de dados desta mensagem seguem os identificadores
das mensagens a ser transmitidas.
• Mensagens de dados s´ıncronas e mensagens de dados ass´ıncronas - apresentam
ambas a mesma estrutura. Estas sa˜o constitu´ıdas por um cabec¸alho de 6 octetos, que
conte´m o identificador da mensagem bem como alguns bits de controlo. O campo de
dados e´ constitu´ıdo pelos dados a serem transmitidos.
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• Mensagens Plug and Play - utilizadas sempre que um novo no´ e´ acrescentado a` rede
sendo trocadas entre este e o Master para registo do novo no´ na rede.
• Asynchronous Status Message (ASM) - sa˜o enviadas dos Slaves para o Master
uma vez por ciclo e uma por no´. Devem seguir exactamente “debaixo” da TM, ou seja,
enquanto o Master envia a TM, os Slaves enviam, em sentido oposto, para o Master
uma mensagem que conte´m o estado das va´rias filas ass´ıncronas existentes em cada um
dos Slaves. Uma vez que o envio das ASM e´ sincronizado pela TM anterior e estas sa˜o
enviadas em simultaˆneo com a TM, so´ sera˜o tidas em considerac¸a˜o no ciclo elementar
seguinte.
3.3 Ferramentas de Ana´lise de Protocolos
Uma forma de analisar o funcionamento das redes de comunicac¸a˜o passa pela utilizac¸a˜o
de ferramentas capazes de monitorizar o fluxo de dados que nelas circula. Para ale´m de inter-
ceptar o conteu´do das mensagens, de forma a analisar o funcionamento lo´gico do protocolo,
e´ tambe´m necessa´rio determinar os instantes em que cada uma das mensagens e´ capturada.
No caso de sistemas que apresentem uma dependeˆncia face ao tempo, a determinac¸a˜o dos
instantes em que as mensagens sa˜o trocadas e´ um factor preponderante para avaliar o fun-
cionamento do sistema. Assim sendo, e´ fundamental determinar os instantes temporais de
recepc¸a˜o e de transmissa˜o das mensagens por forma a evitar consequeˆncias nefastas que podem
advir de um incorrecto funcionamento do sistema. Por este motivo, quando uma mensagem
e´ capturada e´ lhe atribu´ıdo um tempo, correspondente ao instante de recepc¸a˜o, sendo esta
marcac¸a˜o temporal habitualmente designada time-stamping. A forma como o time-stamping
e´ efectuado e´ extremamente importante quando se lida com aplicac¸o˜es de tempo-real.
3.3.1 Time-Stamping
A determinac¸a˜o rigorosa dos instantes de transmissa˜o e recepc¸a˜o das mensagens em sis-
temas distribu´ıdos na˜o e´ apenas importante para averiguar o correcto funcionamento da rede.
Em muitas situac¸o˜es, o desempenho do sistema depende da sincronizac¸a˜o de diferentes relo´-
gios. A norma IEEE 1588, tambe´m designada Protocolo Temporal Preciso (Precision Time
Protocol - PTP) define um protocolo que permite a sincronizac¸a˜o com elevada precisa˜o de
diferentes relo´gios em sistemas distribu´ıdos. Este protocolo aplica-se a sistemas de comu-
nicac¸a˜o baseados em redes locais que suportam a troca de mensagens. A exactida˜o obtida
na sincronizac¸a˜o dos relo´gios da rede pode variar entre as dezenas de nanosegundos e algu-
mas centenas de microsegundos, dependendo fortemente do n´ıvel em que o time-stamping e´
efectuado (figura 3.3).
Em [WB04] e´ efectuada uma comparac¸a˜o entre os desempenhos obtidos efectuando o
time-stamping em hardware e software. Os resultados demonstram que uma forma de obter
resultados precisos consiste na realizac¸a˜o do time-stamping com recurso a hardware. A real-
izac¸a˜o deste em software revela-se problema´tica para muitas aplicac¸o˜es, nomeadamente, de
tempo-real. Os resultados podem no entanto ser aceita´veis para aplicac¸o˜es sem elevados req-
uisitos temporais. Neste caso, o melhor que se consegue obter e´ efectuando o time-stamping
ao n´ıvel do controlador (driver) da placa de rede.
As mesmas concluso˜es podem ser retiradas de [AF05], o qual demonstra a forma como
a precisa˜o das medic¸o˜es e´ afectada pelo hardware e software utilizado na captura. Para
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Fig 2: Clock time stamp points 
Figura 3.3: IEEE1588: Poss´ıveis pontos para a realizac¸a˜o de time-stamping (retirado de
[WB04].
isso, foram efectuadas va´rias capturas com base em aplicac¸o˜es a correr num computador
pessoal (Personal Computer - PC), utilizando uma placa de rede vulgar e utilizando uma
placa de captura, designada DAG. Estas placas funcionam de forma independente do sistema
operativo fazendo a sua pro´pria marcac¸a˜o do tempo, teˆm capacidade para armazenar mais
mensagens, e permitem ainda a captura de dados espec´ıficos de cada pacote. Foram tambe´m
utilizados diferentes sistemas operativos e PCs com diferentes caracter´ısticas (processador e
memo´ria). Os resultados demonstram que as preciso˜es dependem fortemente do hardware
do PC, obtendo-se melhores resultados temporais recorrendo a` utilizac¸a˜o de hardware, neste
caso, utilizando a placa DAG. Verifica-se ainda que a utilizac¸a˜o de placas de rede vulgares
pode conduzir a` perda de pacotes sem que estes sejam sequer sinalizados. A utilizac¸a˜o destas
placas esta´ condicionada a ligac¸o˜es com baixas taxas de transmissa˜o.
3.3.2 Ferramentas Baseadas em Software
Existem inu´meras aplicac¸o˜es que permitem monitorizar o tra´fego que circula numa rede,
sendo o exemplo mais conhecido o Wireshark [Wir08]. No entanto, existem outros, como por
exemplo, o Kismet [Kis08] para redes sem fios e o Snoop [Sno08] para o sistema operativo
Solaris. Estas aplicac¸o˜es utilizam um PC equipado com uma placa de rede (Network Interface
Card - NIC) convencional. Esta e´ colocada num modo de captura em que todos os pacotes
que circulam na rede a que a NIC se encontra conectada sa˜o recebidos, e na˜o apenas os
pacotes a ela enderec¸ados. Isto permite enta˜o capturar tudo que entra ou sai num dispositivo
de rede instalado num computador. O Wireshark e´ o exemplo mais conhecido desde tipo
de aplicac¸o˜es. E´ no entanto apenas um analisador de protocolos sendo a captura de dados
efectuada utilizando a biblioteca libpcap ou winpcap consoante o sistema operativo em causa.
A principal desvantagem associada a este tipo de instrumentos e´ a sua baixa fiabilidade na
determinac¸a˜o dos instantes de recepc¸a˜o das mensagens.
Na figura 3.4 encontra-se representada a arquitectura de um sistema computacional. O
sistema de operac¸a˜o e´ responsa´vel pela criac¸a˜o de uma interface com o hardware, permitindo
que este seja operado atrave´s das chamadas ao sistema. No entanto, a multiprogramac¸a˜o
associada ao sistema operativo, cria uma imagem de aparente simultaneidade na execuc¸a˜o
de diferentes tarefas pelo mesmo processador. Desta forma, ao efectuar uma captura recor-
rendo ao Wireshark, o processador na˜o se encontra dedicado exclusivamente a` realizac¸a˜o da
captura, existindo concorreˆncia entre va´rios processos pela posse do CPU. Para ale´m disso,
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o barramento PCI (Peripheral Component Interconnect) e´ utilizado para comunicac¸a˜o entre
o processador e va´rios tipos de perife´ricos, tais como, placas de v´ıdeo, de som, de rede e
adaptadores USB. Assim, ao ser recebida uma mensagem na placa de rede, esta necessita so-
licitar autorizac¸a˜o ao a´rbitro do barramento para poder assumir o controlo deste e transferir










Figura 3.4: Arquitectura de um sistema computacional.
O tempo que decorre desde que uma mensagem e´ recebida ate´ que seja efectuado o seu
time-stamping e´ varia´vel, dependendo de caracter´ısticas inerentes ao hardware mas tambe´m
da taxa de utilizac¸a˜o do processador e do barramento PCI. A pro´pria placa de rede apresenta
alguma capacidade de armazenamento para evitar que caso as mensagens na˜o sejam imedi-
atamente recolhidas, estas na˜o sejam perdidas. Por este motivo, e´ vulgar va´rias mensagens
serem armazenadas e mais tarde transferidas e processadas consecutivamente, originando re-
sultados errados. A marca temporal que lhes e´ associada na˜o esta´ relacionada com o instante
de recepc¸a˜o mas sim com o instante de processamento. Ao serem processadas consecuti-
vamente duas mensagens, a diferenc¸a temporal entre elas sera´ correspondente ao tempo de
processamento da primeira e na˜o ao intervalo de tempo decorrido entre a recepc¸a˜o das duas,
originando resultados errados.
Estas aplicac¸o˜es na˜o permitem portanto avaliar correctamente o desempenho de uma rede
de tempo-real, podendo muitas das vezes conduzir a resultados errados e enganadores. Uma
poss´ıvel soluc¸a˜o para este problema passaria pela realizac¸a˜o do time-stamping na pro´pria
placa de rede, desta forma, toda a incerteza inerente ao funcionamento dos computadores
seria eliminada e o desempenho da ferramenta seria bastante superior.
3.3.3 Ferramentas Baseadas em Hardware
Pelos motivos ja´ mencionados, efectuar o time-stamping com recurso a uma aplicac¸a˜o a
correr num PC e´ uma soluc¸a˜o inadequada quando se lida com protocolos de tempo-real que
permitem obter preciso˜es da ordem de microsegundos. A soluc¸a˜o passa enta˜o, por efectuar o
time-stamping mais pro´ximo da rede de comunicac¸a˜o. Para isso torna-se necessa´rio recorrer
a hardware dedicado a` realizac¸a˜o de uma tarefa espec´ıfica reduzindo desta forma a incerteza
associada a`s medic¸o˜es efectuadas.
Existem no mercado diversas ferramentas com caracter´ısticas distintas e que permitem
avaliar o desempenho das redes de comunicac¸a˜o.
Em [Yok07b] e´ apresentada uma ferramenta (AE5501) comercializada pela Yokogawa e
com um valor pro´ximo de 3000e. Esta e´ compat´ıvel com os padro˜es Ethernet 10Mbps,
25
100Mbps e 1Gbps e permite efectuar testes de conectividade na rede, medic¸o˜es de lateˆncia,
taxas de transmissa˜o e perdas de pacotes. Esta ferramenta tem capacidade para gerar tra´fego,
podendo ser utilizada em inu´meras aplicac¸o˜es. Permite armazenar resultados de 100 medic¸o˜es
efectuadas podendo estes ser posteriormente transferidos para um computador. E´ poss´ıvel
incluir va´rios aparelhos na rede de comunicac¸a˜o e configurar os mesmos remotamente uti-
lizando o protocolo Telnet. Permite obter uma resoluc¸a˜o temporal na medic¸a˜o da lateˆncia de
1µs (com um erro ma´ximo de 3µs) para ligac¸o˜es 10Mbps e uma resoluc¸a˜o de 100ns (com um
erro ma´ximo de 300ns) para ligac¸o˜es de 100Mbps e 1Gbps.
Outra ferramenta semelhante e´ apresentada em [Anr08a], apresentando um valor com-
ercial da mesma ordem [Eur08] [Con08]. Esta encontra-se equipada com um ecra˜ ta´ctil,
podendo ser utilizada sem qualquer monitor ou teclado externo. Apresenta ainda duas in-
terfaces USB, possibilitando a sua ligac¸a˜o a uma unidade de armazenamento externa ou a
uma impressora, sendo poss´ıvel imprimir relato´rios na forma de tabelas e gra´ficos. Tal como
a ferramenta anterior tambe´m esta permite exportar os dados para um computador no for-
mato CSV (Comma Separated Values). Atrave´s da aquisic¸a˜o de software adicional e´ poss´ıvel
controlar ate´ 8 equipamentos remotamente utilizando a rede Ethernet. Para ale´m disso, e´
poss´ıvel sincronizar va´rios dispositivos via GPS e efectuar medic¸o˜es de lateˆncias entre equipa-
mentos que se encontram bastante afastados. Como e´ poss´ıvel verificar em [Anr08b], esta
ferramenta efectua a descodificac¸a˜o de aproximadamente 15 protocolos, permite introduzir
erros na rede, originando coliso˜es e gerando mensagens com tamanhos inva´lidos e permite
efectuar contagens de va´rios acontecimentos, como por exemplo, o nu´mero de mensagens re-
cebidas e transmitidas ou nu´mero de vezes que ocorreu um determinado erro. Permite ainda
efectuar medic¸o˜es de lateˆncia com uma resoluc¸a˜o ma´xima de 1µs. Outros equipamentos com
caracter´ısticas semelhantes podem ser encontrados em [Opt07].
Outras ferramentas foram desenvolvidas para serem utilizadas com o aux´ılio de um com-
putador pessoal. Em [Yok07a] e´ apresentado um equipamento tambe´m da Yokogawa. Este e´
um modelo mais avanc¸ado que o apresentado anteriormente. E´ capaz de avaliar o desempenho
de equipamentos de rede, como switches e routers comparando o tra´fego gerado pela ferra-
menta com o tra´fego capturado. Disponibiliza va´rias entradas, a`s quais podem ser ligados
diferentes segmentos da rede permitindo detectar situac¸o˜es indeseja´veis, tais como, perdas ou
duplicac¸a˜o de pacotes, lateˆncias anormais, entre outras. Estas informac¸o˜es, bem como o in-
stante de ocorreˆncia, sa˜o armazenadas para posterior ana´lise permitindo desta forma efectuar
ana´lises durante longos per´ıodos de tempo. Para ale´m disso, algumas verso˜es deste equipa-
mento permitem capturar todo o tra´fego que circula na rede de comunicac¸a˜o. Cada uma
das portas, a`s quais e´ poss´ıvel ligar os segmentos da rede em ana´lise, e´ constitu´ıda por duas
FPGAs, uma para recepc¸a˜o e outra para transmissa˜o de dados. Para ale´m disso, existe uma
terceira FPGA responsa´vel pela recolha de dados estat´ısticos das restantes, comunicando com
a unidade de processamento atrave´s de um barramento PCI.
Uma ferramenta semelhante, comercializada pela NetScout (S4000), pode ser encontrada
em [Net08]. Tal como a anterior disponibiliza va´rias interfaces, suportando diferentes topolo-
gias, tais como Ethernet, Gigabit Ethernet, Token Ring e ATM (Asynchronous Transfer
Mode). Estas ferramentas apresentam elevada capacidade de processamento e armazena-
mento. No caso do modelo S4000 este vem equipado, por exemplo, com um processador
Pentium 4, 3.0GHz, 2GB de memo´ria RAM e um disco com capacidade para 80GB. O seu
valor ronda os 25000e[Nan05], na˜o incluindo o software que pode custar ate´ 20000e.
O acesso a estas ferramentas e´ habitualmente efectuado remotamente via Web ou uti-
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lizando aplicac¸o˜es pro´prias, dispon´ıveis tipicamente para o sistema operativo Windows. Es-
tas aplicac¸o˜es permitem na˜o so´ analisar os resultados mas tambe´m configurar as ferramentas
antes de estas entrarem em funcionamento. Sa˜o habitualmente pass´ıveis de ser partilhadas
por va´rios utilizadores e disponibilizam uma porta Ethernet para acesso do utilizador, o que
permite isolar a rede a ser analisada da rede de transporte.
O InfiniStream Network Management [Man08] apresenta caracter´ısticas ligeiramente dis-
tintas dos anteriores. Destina-se a capturar toda a informac¸a˜o que circula na rede durante
longos per´ıodos de tempo. Suporta ate´ cinco conexo˜es, oferecendo para isso uma capacidade
de armazenamento que pode ir de 2TB ate´ 15TB. A informac¸a˜o armazenada pode posteri-
ormente ser analisada recorrendo a um computador utilizando software desenvolvido para o
efeito. Tal como os anteriores dispo˜e de uma interface para configurac¸a˜o e inicializac¸a˜o do
sistema, mas tambe´m de uma consola que disponibiliza va´rios mecanismos para procurar e
examinar o tra´fego armazenado. Existem va´rias verso˜es deste aparelho, variando a capaci-
dade de armazenamento e as topologias de rede suportadas. O seu valor me´dio ronda os
40000e[APC05].
Para ale´m destes equipamentos destinados a analisar redes Ethernet existem tambe´m al-
guns destinados a outros protocolos de tempo-real, e´ o caso do CanAnalyser utilizado para
o protocolo CAN [Can08] e o ProfiTrace [PRO08a] para o protocolo ProfiBus. Estas fer-
ramentas funcionam conectadas a um PC, sendo usada uma ligac¸a˜o USB (Universal Serial
Bus) para transfereˆncia de informac¸a˜o para o PC, permitindo desta forma analisar o tra´fego
capturado.
As ferramentas destinas a` ana´lise de redes Ethernet apresentam no entanto como principal
desvantagem o seu elevado custo. Por este motivo na˜o sa˜o adequadas para uma instalac¸a˜o
permanente na rede, permitindo um diagno´stico constante do tra´fego que nela circula. Para
ale´m disso, algumas delas apresentam uma capacidade de armazenamento de informac¸a˜o
reduzido, limitando bastante o intervalo de tempo em que e´ poss´ıvel analisar o tra´fego.
Em [DFF+06] e´ apresentado um instrumento de medida alternativo, desenvolvido no meio
acade´mico e capaz de avaliar as caracter´ısticas de redes Ethernet de tempo-real. Este e´ con-
stitu´ıdo por um conjunto de sondas distribu´ıdas pela rede de comunicac¸a˜o sendo cada uma
delas utilizada numa ligac¸a˜o full-duplex. Cada uma delas e´ responsa´vel por efectuar o time-
stamping das mensagens capturadas e o reencaminhamento das mesmas para uma estac¸a˜o de
monitorizac¸a˜o. O reencaminhamento e´ efectuado encapsulando a mensagem recebida numa
mensagem de maiores dimenso˜es com alguma informac¸a˜o adicional. Esta informac¸a˜o permite
saber com exactida˜o o instante em que a mensagem foi recebida mas tambe´m a sonda em que
foi recebida. Todas as mensagens recebidas nas diferentes sondas sa˜o enviadas para uma u´nica
estac¸a˜o de monitorizac¸a˜o. Para isso e´ utilizada uma rede auxiliar paralela a` rede em ana´lise,
sendo esta tambe´m responsa´vel pela sincronizac¸a˜o temporal de todas as sondas permitindo
comparar o time-stamp de mensagens capturadas em sondas distintas. A largura de banda
da rede de medic¸a˜o deve ser a mais elevada poss´ıvel, permitindo enviar todas as mensagens
capturadas para a estac¸a˜o de monitorizac¸a˜o. Contudo, uma vez que esta na˜o apresenta quais-
quer requisitos temporais as mensagens podem ser armazenadas e atrasadas antes de serem
enviadas para a estac¸a˜o de monitorizac¸a˜o. Esta tem como principal func¸a˜o proceder ao desen-
capsulamento das mensagens recebidas. Uma vez que a ferramenta se destina a analisar redes
Ethernet e fast Ethernet, na rede de medic¸o˜es e´ utilizado o padra˜o gigabit Ethernet ofere-
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cendo uma largura de banda dez vezes superior e permitindo tirar partido das frames“jumbo”,
cujo tamanho pode exceder largamente o tamanho das frames Ethernet convencionais, para
encapsular as mensagens capturadas. A estac¸a˜o de monitorizac¸a˜o foi adaptada partindo de
software ja´ existente, em particular do wireshark. Entre este e a biblioteca responsa´vel pela
captura (libpcap) foi adicionada uma camada de software, permitindo recuperar as mensagens
capturadas, os time-stamps, e toda a informac¸a˜o adicional. Para ale´m disso foi introduzindo
um menu para configurac¸a˜o das sondas permitindo a criac¸a˜o de filtros capazes de seleccionar
o tra´fego a ser capturado.
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Cap´ıtulo 4
Componentes de Hardware do
Sniffer Desenvolvido
4.1 Introduc¸a˜o
Neste cap´ıtulo e´ efectuada uma descric¸a˜o de todo o hardware constituinte do sniffer con-
stru´ıdo no aˆmbito deste trabalho. E´ seguida uma abordagem que parte de uma perspectiva
geral de toda a ferramenta para uma descric¸a˜o detalhada de cada um dos blocos constituintes
do sistema justificando as va´rias opc¸o˜es tomadas. Segue-se uma secc¸a˜o na qual e´ efectuada
uma ana´lise dos recursos utilizados na modelac¸a˜o e implementac¸a˜o do circuito em FPGA.
Este cap´ıtulo termina descrevendo o circuito que permite intercalar o sniffer no segmento de
rede a analisar.
4.2 Arquitectura
O sniffer foi projectado com a intenc¸a˜o de efectuar medic¸o˜es temporais rigorosas intro-
duzindo o mı´nimo de perturbac¸a˜o poss´ıvel na rede de comunicac¸a˜o. O seu diagrama de blocos
esta´ representado na figura 4.1. Este deve ser intercalado na ligac¸a˜o em que se pretende efec-
tuar a captura de dados. Para isso foi constru´ıdo um circuito capaz de duplicar os dados
para a FPGA sem interferir significativamente no funcionamento da rede. Este componente e´
habitualmente designado TAP Ethernet e e´ descrito com mais rigor adiante. A ligac¸a˜o entre
a linha de transmissa˜o e o dispositivo lo´gico programa´vel e´ efectuada utilizando dois Phys
Ethernet, permitindo desta forma efectuar capturas em ligac¸o˜es capazes de operar em modo
full-duplex. A FPGA e´ o dispositivo responsa´vel pelo processamento dos dados provenientes
do Phy. Esta, para ale´m de registar os instantes em que as mensagens sa˜o capturadas, procede
ao envio, quer das mensagens quer da informac¸a˜o que lhe esta´ associada (tempo e tamanho),
para um computador atrave´s de uma ligac¸a˜o USB. A interacc¸a˜o com o utilizador e´ efectuada
usando dois boto˜es que permitem iniciar e terminar a captura sempre que o utilizador assim
o entender.
4.3 Estrutura Interna
O funcionamento do sniffer pode ser decomposto em duas tarefas distintas. A primeira


















Figura 4.1: Arquitectura do sniffer constru´ıdo.
A segunda tem a ver com o envio de dados via USB para um computador. Uma vez que a
ferramenta suporta ligac¸o˜es full-duplex, e´ necessa´rio que esta tenha capacidade para receber
e processar em simultaˆneo duas mensagens completamente independentes. Por outro lado,
ambas as mensagens sa˜o enviadas para o computador atrave´s da mesma ligac¸a˜o USB, na˜o
sendo adequado enviar duas mensagens em simultaˆneo. Isto iria complicar na˜o so´ o protocolo
de comunicac¸a˜o entre a FPGA e o PC como tambe´m aumentar o n´ıvel de processamento
necessa´rio do lado do PC. Para ale´m disso, um protocolo de comunicac¸a˜o mais complexo,
iria sacrificar a largura de banda efectivamente atribu´ıda a` transmissa˜o de mensagens devido
a um maior overhead de informac¸a˜o. Por este motivo e´ necessa´rio que o sniffer apresente
capacidade para armazenar temporariamente a informac¸a˜o recebida. De forma a simplificar
os mecanismos de gesta˜o de acesso a` memo´ria optou-se por utilizar memo´rias independentes
para cada um dos sentidos da ligac¸a˜o. Por outro lado, e´ necessa´rio armazenar na˜o so´ a
mensagem recebida mas tambe´m a informac¸a˜o que lhe esta´ associada, tendo-se optado por
utilizar tambe´m duas memo´rias independentes: uma para a informac¸a˜o de controlo associada
a cada mensagem e outra para o conteu´do da mesma, perfazendo um total de quatro memo´rias.
A utilizac¸a˜o de uma memo´ria para dados e outra para controlo permite que a escrita se efectue
em ambas em simultaˆneo. Desta forma, quando uma mensagem comec¸a a ser recebida esta e´
escrita na memo´ria de dados ao mesmo tempo que o seu time-stamp e´ armazenado na memo´ria
de controlo. A figura 4.2 representa a descric¸a˜o efectuada anteriormente.
Conve´m tambe´m referir que todo o funcionamento da ferramenta e´ controlado com base
em 2 boto˜es de pressa˜o utilizados para iniciar e terminar a captura. Um dos boto˜es serve
para fazer reset ao sistema e iniciar a captura. Ao ser pressionado, os Phys sa˜o configurados
e o sistema entra em funcionamento. Se a recepc¸a˜o de uma mensagem se encontrar em curso
esta e´ descartada, comec¸ando a captura na mensagem seguinte. O outro bota˜o e´ utilizado
para terminar a captura. Nesta situac¸a˜o, se alguma mensagem estiver a ser recebida, esta
e´ recebida ate´ final e a transmissa˜o via USB termina apenas quando na˜o houver qualquer
mensagem armazenada no sniffer.




































Figura 4.2: Estrutura interna do sniffer constru´ıdo.
4.3.1 Controlo de Acesso ao Meio
Como ja´ foi referido, a interface entre o meio de transmissa˜o e a FPGA efectua-se com
recurso a dois Phys Ethernet. Estes por sua vez, comunicam com a FPGA atrave´s de um
barramento MII, sendo utilizado para processamento dos dados provenientes do Phy, um
nu´cleo de propriedade intelectual da Xilinx (LogiCORE Tri-Mode Ethernet MAC ) [Xil08c],
que implementa a camada MAC do protocolo Ethernet. Em anexo e´ poss´ıvel observar a forma
como nu´cleo foi gerado, sendo tambe´m justificadas as opc¸o˜es tomadas.
Uma vez que do ponto de vista do sniffer apenas e´ relevante a recepc¸a˜o de tramas, o
esquema´tico do nu´cleo sintetizado pode ser simplificado e encontra-se representado na figura
4.3. Nesta e´ poss´ıvel observar os sinais de interligac¸a˜o do MAC ao Phy Ethernet, uma interface
de configurac¸a˜o (Management Interface) e uma interface que disponibiliza os sinais utilizados
para processamento das mensagens recebidas (Cliente).
Implementac¸a˜o
Em [Xil06] pode ser encontrada mais informac¸a˜o sobre todos os portos bem como infor-
mac¸a˜o relativa a` configurac¸a˜o do Phy e do MAC, contudo, de seguida e´ apresentada de forma
muito resumida a forma como o TEMAC foi utilizado.
Antes deste e do Phy entrarem em funcionamento, e´ necessa´rio proceder a` sua configu-
rac¸a˜o. Para isso, foi constru´ıda uma ma´quina de estados sens´ıvel ao flanco ascendente do sinal
hostclk, correspondendo cada um dos estados a` realizac¸a˜o de uma operac¸a˜o de escrita sobre
um registo. As alterac¸o˜es efectuadas ao conteu´do dos registos em relac¸a˜o aos seus valores
predefinidos tiveram como finalidade: inibir a transmissa˜o de mensagens, activar a recepc¸a˜o
e configurar a taxa de transfereˆncia para uma velocidade de 100Mbps.
Os sinais disponibilizados do lado do cliente, e que permitem o tratamento das mensagens
recebidas, sa˜o todos eles s´ıncronos com o flanco ascendente do sinal de relo´gio rxgmiimiiclk,
de 25 MHz, obtido a partir do Phy. Contudo, uma vez que o barramento MII transfere dados
usando palavras de 4 bits a uma frequeˆncia de 25MHz e como os dados sa˜o disponibilizados




















































Figura 4.3: Diagrama de blocos de interface da FPGA com o TEMAC.
existe um sinal de 12.5Mhz, designado clientmacrxenable.
Para ale´m deste sinal, existem dois barramentos, e um sinal de controlo associado a cada
um deles. O sinal de controlo tem como objectivo indicar a validade dos dados presentes
no barramento. O sinal emacclientrxd e´ um barramento de 8 bits no qual os dados sa˜o
disponibilizados, sendo o emacclientrxdvld o sinal de controlo associado. O outro barramento,
designa-se emacclientrxstats e conte´m informac¸o˜es diversas, entre as quais o tamanho da
mensagem que acabou de ser recebida. O sinal de controlo associado e´ o emacclientrxstatsvld.
Finalmente, os sinais emacclientrxgoodframe e emacclientrxbadframe servem para indicar o
sucesso na recepc¸a˜o de uma mensagem ou indicar que a trama foi recebida com erros (coliso˜es,
FCS incorrecto), respectivamente. Estes dois na˜o sa˜o no entanto utilizados pois podera´ ser
u´til ter conhecimento de todo o tra´fego que efectivamente circula na rede. Para ale´m disso, o
sniffer destina-se a ligac¸o˜es full-duplex livres de coliso˜es e o mecanismo de detecc¸a˜o de erros
se necessa´rio podera´ ser implementado em software do lado do PC.
Explicada a forma como os dados sa˜o adquiridos e disponibilizados pelo TEMAC e´ enta˜o
necessa´rio efectuar o seu processamento e armazenamento tempora´rio em memo´ria.
4.3.2 Time-Stamping
O mo´dulo designado TimeStamping, como o pro´prio nome indica, e´ utilizado para efectuar
a contagem do tempo e o time-stamping das mensagens que sa˜o recebidas. Este mo´dulo e´
comum aos dois “canais” de recepc¸a˜o do sniffer, garantindo a mesma base temporal para
todas as mensagens, independentemente do sentido em que estas se deslocam. O diagrama
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Figura 4.4: Diagrama de blocos do mo´dulo responsa´vel pelo time-stamping das mensagens.
Implementac¸a˜o
Para temporizac¸a˜o do sistema e´ utilizado um sinal de relo´gio de 100Mhz, permitindo uma
resoluc¸a˜o temporal de 10ns, o equivalente ao tempo de um bit nas ligac¸o˜es fast Ethernet. Nos
flancos ascendentes do sinal de relo´gio o valor do contador e´ incrementado e o valor do sinal
emacclientrxdvld e´ analisado. Uma transic¸a˜o de ’0’ para ’1’ neste sinal corresponde ao in´ıcio
da recepc¸a˜o de uma mensagem pelo que o valor do contador e´ armazenado num registo. Este
valor mante´m-se dispon´ıvel ate´ recepc¸a˜o da mensagem seguinte sendo entretanto armazenado
em memo´ria.
Uma vez que na˜o existe qualquer relac¸a˜o entre o sinal emacclientrxdvld e o relo´gio de
100Mhz, para evitar problemas de sincronismo o sinal emacclientrxdvld e´ amostrado nos
flancos descendentes do relo´gio, garantindo que nos flancos ascendentes se encontra esta´vel.
Desta forma obte´m-se um erro ma´ximo de 15ns na realizac¸a˜o do time-stamping. A situac¸a˜o de
pior caso encontra-se representada na figura 4.5 e ocorre quando a recepc¸a˜o da mensagem se
inicia imediatamente apo´s um flanco descendente do sinal de relo´gio (1). Assim, a transic¸a˜o
no sinal emacclientrxdvld so´ e´ detectada no flanco descendente 2, sendo o time-stamping





Figura 4.5: Erro ma´ximo associado a` realizac¸a˜o do time-stamping das mensagens.
De seguida e´ apresentada a forma como esta informac¸a˜o, bem como a informac¸a˜o prove-
niente do TEMAC e´ armazenada.
4.3.3 Memo´rias
Como ja´ foi referido, existem duas memo´rias distintas associadas a cada um dos sentidos
de comunicac¸a˜o. A memo´ria de dados e´ utilizada para armazenar todos os campos consti-
tuintes da trama Ethernet. No entanto, caso na˜o exista espac¸o suficiente para armazenamento
da trama completa esta e´ truncada ao nu´mero de bytes dispon´ıveis na memo´ria. Na situac¸a˜o
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limite em que a capacidade de armazenamento se esgota na˜o sa˜o capturados dados. No en-
tanto, na memo´ria de controlo e´ armazenada informac¸a˜o relativa a` trama cujo conteu´do foi
descartado. Esta situac¸a˜o pode ocorrer devido a algumas limitac¸o˜es na largura de banda
dispon´ıvel para envio da informac¸a˜o para o PC e e´ explicada com mais detalhe no cap´ıtulo
seguinte. Uma vez que pode ser vantajoso armazenar sempre informac¸a˜o que permita iden-
tificar a trama recebida, ao gerar o ficheiro de configurac¸a˜o da FPGA e´ poss´ıvel especificar
o nu´mero ma´ximo de bytes a ser capturados de cada trama. Desta forma, a utilizac¸a˜o da
memo´ria e´ repartida de uma forma mais uniforme por todas as mensagens. Podera´ na˜o ter
interesse capturar na integra o campo de dados de uma mensagem, sendo mais vantajoso ter
por exemplo no ma´ximo 100 bytes de cada mensagem.
Quanto a` memo´ria de controlo, esta e´ utilizada para registar:
• O instante de recepc¸a˜o da mensagem, sendo utilizados 32 bits para indicar o segundo
desde o in´ıcio da captura mais 32 bits para indicac¸a˜o do nanosegundo dentro do segundo
em questa˜o;
• O tamanho total da mensagem recebida, sendo utilizados 16 bits;
• O nu´mero de bytes capturados da mensagem (16 bits). Este valor pode ser diferente do
tamanho total da trama em duas situac¸o˜es: quando a capacidade da memo´ria de dados
atinge o seu limite ou quando o utilizador limita a quantidade ma´xima de dados a ser
capturados.
Por vezes verifica-se que a taxa com que as mensagens sa˜o recebidas e´ superior a` taxa de
transmissa˜o com que estas sa˜o enviadas para o PC. Por este motivo, e para evitar que uma
poss´ıvel perda de mensagens passe despercebida ao utilizador, quando esta memo´ria atinge a
sua capacidade ma´xima de armazenamento a captura em curso e´ terminada.
Implementac¸a˜o
A escolha das memo´rias utilizadas recaiu sobre memo´rias do tipo FIFO (First In First
Out), criadas utilizando o gerador de nu´cleos de propriedade intelectual da Xilinx (Core
Generator). Estas memo´rias apresentam a vantagem de isolar os domı´nios de relo´gio da rede
Ethernet e da ligac¸a˜o USB, podendo a memo´ria ser escrita aquando da recepc¸a˜o de mensagens
e lida para transmissa˜o das mesmas via USB, utilizando sinais de relo´gio completamente
independentes. Desta forma, e´ poss´ıvel evitar eventuais problemas de sincronismo. Para ale´m
disso, a FIFO encapsula todos os mecanismos de gesta˜o da memo´ria e permite optimizar
a utilizac¸a˜o de recursos pois apesar do tamanho das tramas Ethernet ser varia´vel estas sa˜o
armazenadas em posic¸o˜es consecutivas, ocupando toda a memo´ria dispon´ıvel e sendo o nu´mero
de mensagens capazes de ser armazenadas dependente do tamanho das mesmas.
Os va´rios passos para criac¸a˜o das memo´rias utilizando o Fifo Generator encontram-se
anexados a este documento. Estas foram criadas definindo sinais de relo´gio independentes
para leitura e escrita e sendo implementadas a` custa de Block RAMs. Para ale´m disto, na
memo´ria de dados foi definido um barramento de dados para escrita de 8 bits e na memo´ria
de controlo um barramento de 32 bits. O tamanho destes barramentos esta´ relacionado com
a informac¸a˜o que e´ escrita em cada uma. A informac¸a˜o para escrita na memo´ria de dados
e´ disponibilizada num barramento de 8 bits proveniente do TEMAC. As memo´rias FIFO
permitem ainda ter portos de leitura e de escrita com tamanhos diferentes. Os diferentes
campos a serem escritos na memo´ria de controlo teˆm uma dimensa˜o de 32 bits, no entanto,
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para transmissa˜o via USB sa˜o lidas palavras de 8 bits. Ambas as memo´rias apresentam
capacidade para armazenar 16384 bytes e por este motivo foi adicionado um sinal de 14 bits
designado Read Data Count que indica o nu´mero de bytes dispon´ıveis para leitura em cada
uma das memo´rias. Esta capacidade permite armazenar 256 mensagens de tamanho mı´nimo e
aproximadamente 10 mensagens de tamanho ma´ximo. Quanto a` memo´ria de controlo permite
armazenar informac¸a˜o relativa a cerca de 1365 mensagens.
4.3.4 Escrita na Memo´ria
Na figura 4.6 e´ poss´ıvel observar o diagrama de blocos ilustrativo da forma como as
mensagens recebidas sa˜o armazenadas. Para ale´m das memo´rias e dos sinais provenientes do
TEMAC e do mo´dulo responsa´vel pela realizac¸a˜o do time-stamping e´ poss´ıvel observar dois

























































Unidade de Escrita na
Memória de Controlo
Figura 4.6: Diagrama de blocos da recepc¸a˜o e armazenamento das mensagens.
Escrita na Memo´ria de Dados
A unidade de escrita na memo´ria de dados, como o pro´prio nome indica, e´ uma ma´quina de
estados responsa´vel pela escrita do conteu´do da mensagem na memo´ria destinada aos dados.
Quando o primeiro byte de cada mensagem e´ recebido, se a captura se encontrar activa, a`
medida que os dados va˜o sendo disponibilizados pelo TEMAC, va˜o sendo armazenados na
memo´ria. Para ale´m disso, uma vez que e´ poss´ıvel limitar o nu´mero de bytes capturados (por
opc¸a˜o do utilizador ou por falta de espac¸o na memo´ria) esta unidade e´ tambe´m responsa´vel

















Figura 4.7: Diagrama temporal dos sinais mais relevantes para escrita na memo´ria de dados.
Implementac¸a˜o
A ma´quina de estados actua nos flancos descendentes do sinal de relo´gio (rxgmiimiiclk).
Se houver dados va´lidos no barramento (emacclientrxdvld=’1’) e o sinal clientmacrxenable se
encontrar a ’0’ activa o sinal de escrita na memo´ria (1), sendo a operac¸a˜o efectuada no flanco
ascendente imediatamente a seguir (2). Quando o sinal clientmacrxenable se encontra a ’1’ o
sinal de escrita na memo´ria e´ desactivado. Em simultaˆneo com tudo isto, sempre que o sinal de
escrita na memo´ria e´ activado o nu´mero de bytes recebidos e´ incrementado e os dados presentes
na sa´ıda do TEMAC sa˜o colocados no barramento de dados para escrita na memo´ria. Tudo
isto se encontra representado na figura 4.7 correspondendo os flancos ascendentes identificados
com setas a` escrita na memo´ria e os flancos descendentes a` activac¸a˜o do sinal de escrita na
memo´ria.
Escrita na Memo´ria de Controlo
A unidade de escrita na memo´ria de controlo e´ uma ma´quina de estados responsa´vel pela
escrita de toda a informac¸a˜o associada a` mensagem recebida. A escrita desta informac¸a˜o
na memo´ria efectua-se em treˆs fases, correspondendo cada uma delas a` escrita de uma das
entradas do multiplexer que se encontra na figura 4.6, isto e´, o segundo em que a mensagem











Figura 4.8: Diagrama temporal dos sinais mais relevantes para escrita na memo´ria de controlo.
Implementac¸a˜o
Para escrita na memo´ria de controlo e actualizac¸a˜o da ma´quina de estados sa˜o usados
exactamente os mesmos flancos do sinal de relo´gio que no caso anterior (figura 4.8). Desta
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forma, ao serem detectados dados va´lidos no barramento (emacclientrxdvld=’1’), o campo
com o instante em segundos em que a mensagem foi recebida e´ colocado no barramento de
dados para escrita na memo´ria (1). No ciclo de relo´gio seguinte e´ escrito o campo que conte´m
o nanosegundo de recepc¸a˜o da mensagem (2). Finalmente quando o vector de informac¸a˜o da
mensagem se encontrar dispon´ıvel (emacclientrxstatsvld=’1’) e´ escrito o tamanho da trama
bem como o nu´mero de bytes capturados (3). De referir que este vector apenas e´ disponibi-
lizado apo´s a recepc¸a˜o da trama pelo que o nu´mero de bytes capturados (contabilizados pela
unidade responsa´vel pela escrita na memo´ria de dados) tambe´m ja´ se encontra dispon´ıvel.
Como o barramento de escrita de dados na memo´ria e´ de 32 bits sa˜o utilizados os 16 bits
menos significativos para armazenar o nu´mero de bytes capturados e os restantes 16 mais
significativos para armazenar o tamanho da trama recebida.
4.3.5 Transfereˆncia de Informac¸a˜o da FPGA para o PC
Apo´s as mensagens serem recebidas e toda a informac¸a˜o associada estar dispon´ıvel torna-se
necessa´rio proceder ao seu encaminhamento para um computador permitindo uma posterior
ana´lise do tra´fego capturado.
Interface utilizada
As principais possibilidades consideradas foram a utilizac¸a˜o de uma interface Ethernet
ou USB. A maior parte dos computadores existentes incluem apenas uma placa de rede, por
este motivo, na˜o seria poss´ıvel utilizar o sniffer ligado a um PC com requisitos de rede para
outros fins ou inclusivamente num dos no´s da rede, sendo necessa´rio um computador adicional.
Por outro lado, a interface USB e´ amplamente utilizada e cada computador disponibiliza
habitualmente va´rias portas, tornando a utilizac¸a˜o da ferramenta muito mais flex´ıvel. Para
ale´m disso, e mais importante e´ a largura de banda disponibilizada por cada um dos protocolos.
Como se pretende que o sniffer seja capaz de analisar ligac¸o˜es fast Ethernet em modo full-
duplex conve´m que a largura de banda dispon´ıvel para transfereˆncia de informac¸a˜o seja pelo
menos o dobro da largura de banda oferecida pelas ligac¸o˜es fast Ethernet. Por este motivo,
a utilizac¸a˜o de uma ligac¸a˜o fast Ethernet e´ de todo desapropriada. A soluc¸a˜o passaria pela
utilizac¸a˜o do padra˜o gigabit Ethernet, contudo, entre as va´rias placas de desenvolvimento
dispon´ıveis nenhuma dispo˜e de uma interface gigabit Ethernet e apenas os computadores mais
recentes veˆm equipados com placas de rede capazes de suportar este padra˜o. Por outro lado,
segundo a norma USB, este protocolo oferece uma largura de banda u´til para transmissa˜o de
dados ate´ 425Mbps, motivo pelo qual foi a interface escolhida.
O microcontrolador EZ-USB FX2 USB da Cypress [Cyp07] e´ um circuito integrado que
conte´m o transceiver USB, a interface se´rie e um microcontrolador 8051. Para ale´m disso,
e´ capaz de operar no modo high-speed que permite taxas de transfereˆncia ate´ 480Mbps e ja´
se encontra na placa de desenvolvimento. Por estes motivos foi o componente utilizado para
ligar a` FPGA, permitindo transferir os dados desta via USB para um PC.
Na figura 4.9, retirada do datasheet do componente, encontra-se representada a config-
urac¸a˜o adoptada e que permite tirar maior proveito da largura de banda dispon´ıvel. Esta
configurac¸a˜o permite utilizar ate´ 4 canais de comunicac¸a˜o (EndPoints - EP), podendo cada
um ser utilizado para leitura ou escrita, estando associada a cada um deles uma memo´ria
FIFO. Neste caso, apenas foi utilizado um dos canais para envio da informac¸a˜o. Assim sendo,
do ponto de vista da FPGA a transfereˆncia de dados via USB consiste simplesmente na es-
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Figura 4.9: Diagrama de blocos de acesso ao controlador USB (retirado de [Cyp07]).
Implementac¸a˜o
Para evitar eventuais problemas de sincronismo devido a atrasos entre o controlador USB
e FPGA, o sinal de relo´gio utilizado pela memo´ria (IFCLK), em vez de ser um relo´gio interno
de 30 ou 48Mhz, foi fornecido pela FPGA. Neste caso, uma vez que o barramento de dados
(FD[7:0]) e´ de 8 bits optou-se por utilizar um relo´gio de 25MHz, obtendo-se desta forma uma
taxa de transmissa˜o de 200Mbps, ou seja, o dobro da largura de banda de uma ligac¸a˜o fast
Ethernet. De seguida e´ efectuada uma apresentac¸a˜o sucinta dos restantes sinais de interface
entre a FPGA e o controlador.
Uma vez que apenas e´ utilizado um canal de comunicac¸a˜o para transmissa˜o de dados,
o sinal (FIFOADR[1:0]), que permite seleccionar um dos 4 canais apresenta um valor fixo
(“10”), correspondendo a` utilizac¸a˜o do EP6. O sinal SLWR e´ usado para activar a escrita na
FIFO do controlador. Os sinais SLRD e SLOE esta˜o relacionados com a leitura da FIFO,
pelo que neste caso na˜o sa˜o utilizados. Uma vez que a informac¸a˜o e´ enviada para o PC
em blocos de 512 bytes, o sinal PKTEND serve para sinalizar um pacote como completo,
permitindo desta forma enviar pacotes cujo tamanho e´ inferior a 512 bytes. Conve´m referir
que a memo´ria FIFO se encontra organizada em 4 blocos de 512bytes. Finalmente, das va´rias
flags dispon´ıveis, apenas e´ utilizada uma, servindo para detectar situac¸o˜es em que a memo´ria
do controlador se encontra totalmente ocupada, na˜o sendo poss´ıvel transferir informac¸a˜o para
esta.
Leitura da Memo´ria e Envio via USB
O envio dos dados via USB consiste enta˜o na transfereˆncia destes das memo´rias de dados
e de controlo, nas quais foram armazenados durante a recepc¸a˜o, para a memo´ria FIFO do
controlador USB, sendo necessa´rio multiplexar a leitura das va´rias memo´rias. Esta situac¸a˜o
encontra-se representada no diagrama da figura 4.10.
Para facilitar o processamento dos dados do lado do PC estes sa˜o enviados da FPGA ja´
no formato em que sa˜o armazenados em ficheiro. A u´nica diferenc¸a em relac¸a˜o a` forma em
que se encontram na FPGA prende-se com o tamanho dos campos que conteˆm o tamanho
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da mensagem e o nu´mero de bytes capturados. Por este motivo, e´ necessa´rio extender o
comprimento destes campos de dois para quatro bytes, sendo por isso adicionados a cada
campo dois bytes com o valor zero. Esta e´ a justificac¸a˜o para a utilizac¸a˜o de um multiplexer




































































Figura 4.10: Diagrama de blocos da transmissa˜o de dados via USB.
Para que cada mensagem possa ser transferida via USB ininterruptamente a sua trans-
missa˜o apenas se inicia quando a sua recepc¸a˜o via Ethernet estiver conclu´ıda. Esta situac¸a˜o
e´ detectada com base no nu´mero de bytes presentes na memo´ria de controlo. Uma vez que
o tamanho da mensagem e´ a ultima coisa a ser escrita na memo´ria, a partir deste momento
e´ certo que existe uma mensagem completa e como tal pronta a ser enviada. A partir deste
momento a informac¸a˜o comec¸a a ser lida da memo´ria e escrita na FIFO USB. A transmissa˜o
da mensagem inicia-se transferindo a informac¸a˜o temporal armazenada na mensagem de con-
trolo. Segue-se o envio do nu´mero de bytes capturados, devendo tambe´m esta informac¸a˜o ser
armazenada localmente para determinar o nu´mero de bytes que devem ser lidos da memo´ria
de dados. O u´ltimo campo a ser enviado desta memo´ria e´ o tamanho total da mensagem.
Apo´s toda a informac¸a˜o associada a` mensagem ter sido copiada para a FIFO USB e´
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necessa´rio proceder ao envio da pro´pria mensagem. Para isso, e´ efectuado um nu´mero de
leituras da memo´ria de dados igual ao nu´mero de bytes capturados e respectiva escrita na
FIFO USB.
Apo´s a transmissa˜o de cada uma das mensagens e´ analisado o estado das memo´rias de
controlo. Caso alguma delas tenha mensagens prontas a ser transferidas, comec¸a a ser enviada
a mensagem da memo´ria que apresenta mais mensagens prontas para transmissa˜o. Caso na˜o
existam mensagens prontas para ser transmitidas e se a captura tiver sido terminada, o sinal
PKTEND e´ activado forc¸ando a que os dados presentes na FIFO USB sejam enviados para o
PC mesmo que esta quantidade seja inferior a 512 bytes.
Antes de efectuar transfereˆncia de dados para a FIFO do controlador USB e´ necessa´rio ter
em atenc¸a˜o se esta se encontra cheia. Por este motivo, sa˜o necessa´rios dois sinais de relo´gio,
tendo sido utilizados um de 25MHz e outro de 50MHz. O sinal mais lento e´ utilizado nos
flancos descendentes para actuar nos sinais de escrita e leitura das memo´rias (1). O flanco
ascendente e´ usado para efectuar a escrita na FIFO do controlador USB (3). E´ no entanto
necessa´rio um outro flanco para leitura da informac¸a˜o armazenada nas memo´rias (2), sendo
utilizado o flanco descendente do sinal de 50MHz quando o sinal de 25Mhz se encontra no














Figura 4.11: Diagrama temporal dos sinais mais relevantes para envio dos dados via USB.
Nesta situac¸a˜o sa˜o necessa´rios dois sinais de relo´gio pois caso a escrita na FIFO do con-
trolador USB fosse efectuada no mesmo flanco em que os sinais de controlo sa˜o actuados, o
circuito na˜o funcionaria correctamente. Uma vez que a memo´ria so´ pode ficar cheia apo´s uma
escrita e´ necessa´rio que a actualizac¸a˜o dos sinais de controlo seja atrasada, garantido que o
sinal full se encontra actualizado antes de activar o sinal para nova escrita (figura 4.11).
Apesar de no exemplo da figura 4.11 as formas de onda dos sinais de leitura da memo´ria
e escrita na FIFO do controlador USB serem iguais, estes na˜o podem ser substitu´ıdos por um
u´nico sinal pois esta situac¸a˜o nem sempre se verifica. E´ disso exemplo a situac¸a˜o em que se
escreve o valor 0x00 (para extender o comprimento dos campos com o tamanho) na FIFO do
controlador USB, na˜o sendo neste caso o valor lido da memo´ria.
4.4 Modelac¸a˜o e S´ıntese
A modelac¸a˜o do sniffer foi efectuada utilizando a linguagem de descric¸a˜o de hardware
VHDL, tendo sido utilizado como ambiente de desenvolvimento o ISE (Integrated Synthesis
Environment) [Xil08b] 9.2i da Xilinx. A forma como o projecto foi organizado encontra-se
representada na figura 4.12.
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Figura 4.12: Organizac¸a˜o hiera´rquica do projecto no ISE.
No topo da hierarquia existe um ficheiro designado TopLevel.vhd, no qual e´ feita a instan-
ciac¸a˜o do sniffer propriamente dito, do TEMAC e da ma´quina de estados para configurac¸a˜o
do mesmo. No ficheiro sniffer.vhd encontram-se instanciados todos os componentes que im-
plementam a lo´gica de processamento das mensagens e envio via USB. Com base no nome
de cada um dos ficheiros torna-se intuitiva a sua associac¸a˜o a cada um dos blocos descritos
nas secc¸o˜es anteriores e representados nas figuras 4.2, 4.6 e 4.10. Apenas os blocos StopEn-
able e DivClk na˜o foram referenciados anteriormente, estando relacionados com detalhes de
implementac¸a˜o. O primeiro e´ responsa´vel por activar/desactivar o funcionamento do sniffer,
com base nos boto˜es de interface com o utilizador. O segundo serve para a partir de um
sinal de relo´gio de 100Mhz obter os sinais de 50Mhz e de 25Mhz utilizados pelos va´rios blocos
constituintes do circuito. Existe ainda um ficheiro designado sniffer.ucf no qual sa˜o definidos
todos os pinos da FPGA que interagem com o exterior, isto e´, para ligac¸a˜o ao Phy, aos boto˜es
de pressa˜o e ao controlador USB. Foi tambe´m criada uma package na qual se encontram
declaradas as interfaces de alguns componentes como o TEMAC e as FIFOs. E´ tambe´m
nesta package que o utilizador pode definir o nu´mero ma´ximo de bytes a serem capturados
de cada uma das mensagens recebidas.
O sniffer foi sintetizado e implementado numa FPGA de baixo custo, uma XC3S1500 da
famı´lia Spartan3 da Xilinx. O relato´rio final da s´ıntese pode ser visto na imagem 4.13.
O atraso ma´ximo introduzido pelo seu caminho cr´ıtico permite uma frequeˆncia ma´xima
de funcionamento de 57Mhz, ocupa aproximadamente 2789 ce´lulas lo´gicas, o que corresponde
a 20% das ce´lulas dispon´ıveis, sendo de salientar que todas as block RAMs dispon´ıveis se







No of Slices: 2789 out of 13312 (20%)
No of Slice Flip-Flops: 3587 out of 26624 (13%)
No of 4 input LUTs: 4174 out of 26624 (15%)
No of Bonded IOBs: 54 out of 487 (11%)
No of Global CLKs: 7 out of 8 (87%)
No of Block RAMs: 32 out of 32 (100%)
Timing Summary:
Speed Grade: -4
Min. period: 17.521ns (Max. Frequency: 57.075MHz)
Min. input arrival time before clock: 9.337ns
Max. output required time after clock: 9.922ns
Maximum combinational path delay: 12.338ns
Figura 4.13: Relato´rio da s´ıntese gerado pelo ISE.
4.5 Ligac¸a˜o da Ferramenta a` Rede de Comunicac¸a˜o
Considerando a finalidade com que o sniffer foi concebido, e´ de todo desapropriado que a
sua introduc¸a˜o na rede de tempo-real provoque alterac¸o˜es no comportamento lo´gico e temporal
da mesma, devendo a sua inclusa˜o, ser o mais transparente poss´ıvel. A soluc¸a˜o habitualmente
utilizada quando se lida com sniffers Ethernet consiste na introduc¸a˜o de um hub no ramo da
rede em que se pretende analisar o tra´fego. Desta forma, todo o tra´fego que o atravessa e´





Figura 4.14: Inserc¸a˜o do sniffer na rede com recurso a um hub.
Esta soluc¸a˜o e´ no entanto desapropriada para o fim em questa˜o pois para ale´m da per-
turbac¸a˜o causada na rede, devido a`s coliso˜es geradas pela introduc¸a˜o do hub, a chegada de
tra´fego a uma taxa de 100Mbps simultaneamente nas duas portas do hub, na˜o permite que
o registo do instante em que cada mensagem e´ recebida seja efectuado correctamente uma
vez que na˜o e´ poss´ıvel reencaminhar os dados para o sniffer a uma taxa de 200Mbps. Isto
obriga, no caso de uma ligac¸a˜o full-duplex, a` existeˆncia no sniffer de dois portos que permitam
registar simultaneamente os instantes de recepc¸a˜o das mensagens que circulam nos 2 sentidos.
Uma soluc¸a˜o alternativa consiste em duplicar o sinal para 2 barramentos distintos (o
pro´prio barramento da rede e outro para ligac¸a˜o ao sniffer) como e´ poss´ıvel observar na
figura 4.15. Isto pode ser feito com recurso a um TAP Ethernet tambe´m conhecido por
Splitter. Existem no mercado diversos TAPs com caracter´ısticas distintas [Dat08a] [Dat08c]
[Leo07] que permitem, funcionando a 100Mbps, obter lateˆncias inferiores ao tempo de um bit.
Estes produtos sa˜o comercializados por va´rias empresas, tais como Net Optics, Inc. [Opt08],
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Network Critical [Lim08], Finisar [Fin08], DataCom Systems Inc. [Dat08b], sendo, em me´dia,



































Figura 4.15: Inserc¸a˜o do sniffer na rede com recurso a um TAP.
Tendo em conta o prec¸o do equipamento e que o mesmo sera´ utilizado para testes em
pequenas redes, em ambiente acade´mico, optou-se pela construc¸a˜o de um TAP passivo. Ob-
viamente, cada um dos sinais duplicados apresenta no mı´nimo uma atenuac¸a˜o de 3db, na˜o
sendo no entanto cr´ıtico para o correcto funcionamento das redes em questa˜o. Os cabos Eth-
ernet utilizados sa˜o constitu´ıdos por 4 pares entranc¸ados, sendo que apenas dois deles sa˜o
utilizados, um para recepc¸a˜o e outro para transmissa˜o. Como e´ poss´ıvel verificar na figura
4.15, a construc¸a˜o do TAP consiste na ligac¸a˜o de 2 fios a cada um dos pares entranc¸ados
utilizados. Foram introduzidas resisteˆncias para adaptac¸a˜o (Ra), sendo o seu valor obtido









































Figura 4.16: Adaptac¸a˜o de impedaˆncias no meio de transmissa˜o.
O coeficiente de reflexa˜o numa linha com impedaˆncia caracter´ıstica Z0 e terminado com
uma carga ZL e´ dado por ρ = (ZL − Z0)/(ZL + Z0). Na situac¸a˜o em que o coeficiente de
reflexa˜o na˜o e´ nulo, e´ gerada uma onda igual a` soma da onda incidente com a onda reflectida,
podendo originar erros. Para um correcto funcionamento e´ enta˜o necessa´rio que impedaˆncia da
carga seja igual a` impedaˆncia caracter´ıstica do cabo. Analisando a figura 4.16 e considerando
que nos pontos 2 e 3 a linha esta´ conectada a um equipamento e portanto completamente
adaptada, a onda que la´ chega na˜o sofre qualquer reflexa˜o. O ponto problema´tico e´ onde a
onda incidente encontra as duas linhas em paralelo. Neste caso, a impedaˆncia vista a partir
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do ponto 1 sera´ o paralelo das impedaˆncias caracter´ısticas das duas linhas, ou seja, 50Ω,
originando um coeficiente de reflexa˜o de −1/3. Este coeficiente de reflexa˜o pode ser anulado
com a introduc¸a˜o das resisteˆncias Ra. Se Ra = 100Ω, a impedaˆncia vista a partir do ponto
4 sera´ 100Ω((100 + 100)//(100 + 100)), estando a linha completamente adaptada. Contudo,
uma vez que a poteˆncia dissipada na resisteˆncia e´ proporcional ao seu valor e nesta situac¸a˜o
apenas 25% da poteˆncia incidente e´ entregue a` carga, optou-se, sacrificando ligeiramente o
coeficiente de reflexa˜o, por baixar o valor das resisteˆncias para 66Ω, diminuindo a poteˆncia
dissipada nas mesmas. O resultado final pode ser visto na figura 4.15 sendo que em vez




Componentes de Software do
Sniffer Desenvolvido
5.1 Introduc¸a˜o
Neste cap´ıtulo e´ efectuada uma descric¸a˜o de todo o software constituinte do sniffer. Este
encontra-se dividido em duas secc¸o˜es. A primeira esta´ relacionada com a transfereˆncia de
dados via USB, sendo descrito o software implementado do lado do PC para recepc¸a˜o e
armazenamento da informac¸a˜o e tambe´m o firmware utilizado no controlador USB que se
encontra ligado a` FPGA. Na secc¸a˜o seguinte e´ descrita a forma como os dados adquiridos
podem ser tratados e analisados.
5.2 Transfereˆncia via USB
O mo´dulo utilizado para interface com a FPGA foi um microcontrolador EZ-USB FX2
USB da Cypress (CY7C68013-100AC ). E´ um circuito integrado que conte´m o transceiver
USB, a interface se´rie e um microcontrolador 8051. O seu diagrama de blocos encontra-se
representado na figura 5.1. Para ale´m disso, suporta ligac¸o˜es USB 2.0 capazes de operar em
modo high-speed e encontra-se ja´ integrado na placa de desenvolvimento utilizada.
Segundo a norma USB, as ligac¸o˜es USB 2.0 em modo high-speed permitem obter taxas





























Figura 5.1: Diagrama de blocos do mo´dulo USB utilizado (retirado de [Cyp07]).
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controlo pro´pria do protocolo este oferece uma largura de banda u´til no ma´ximo de 425Mbps.
Este valor e´ no entanto fortemente dependente do host do lado do PC, sendo este responsa´vel
por coordenar toda a transfereˆncia de informac¸a˜o. Na pra´tica verifica-se que o desempenho
conseguido depende fortemente da capacidade de resposta do PC efectuar a leitura da infor-
mac¸a˜o presente no controlador USB.
O protocolo USB define quatro tipos de transfereˆncia de dados para dispositivos. Devido
a` grande quantidade de informac¸a˜o a transferir foi utilizado o modo bulk. Este modo e´ ade-
quado para a transfereˆncia de grandes quantidades de dados, permitindo a transmissa˜o com
garantias que na˜o existira˜o erros. Por este motivo podera´ ser necessa´rio repetir a transmissa˜o
de dados que tenham sofrido erros, na˜o sendo portanto dadas garantias em termos de largura
de banda. O modo bulk e´ o menos priorita´rio, utilizando a parte da trama deixada dispon´ıvel
pelos equipamentos que funcionam nos restantes modos. No entanto, se o barramento na˜o
se encontrar partilhado por outros dispositivos este modo de funcionamento pode ser o que
permite obter maiores taxas de transfereˆncia. Por este motivo e´ importante que na˜o se encon-
trem outros dispositivos, como por exemplo uma webcam, ligados via USB ao PC responsa´vel
pela recepc¸a˜o dos dados capturados.
5.2.1 Firmware para Transmissa˜o de Dados da FPGA
Como e´ poss´ıvel verificar na figura 5.1, a entrada e sa´ıda de dados no processador FX2
efectua-se com recurso a memo´rias do tipo FIFO. De forma a manter as elevadas taxas de
transfereˆncia e´ habitualmente utilizada alguma lo´gica externa para escrita e leitura directa-
mente nas memo´rias sem qualquer intervenc¸a˜o do microcontrolador do mo´dulo FX2. Desta
forma, como ja´ foi visto no cap´ıtulo anterior, do ponto de vista da FPGA, este comporta-se
como sendo uma simples memo´ria FIFO.
Uma vez que o microcontrolador 8051 na˜o desempenha qualquer func¸a˜o de processamento,
o firmware necessa´rio para a utilizac¸a˜o do mo´dulo corresponde apenas a` configurac¸a˜o de alguns
registos com o objectivo de:
• Definir um clock de 48Mhz para o processador (CPUCS=0x12);
• Colocar o mo´dulo no modo de operac¸a˜o slave FIFO, ou seja, sem processamento do
microcontrolador, utilizando um clock externo para sincronizar a escrita na FIFO (IF-
CONFIG=0x03);
• Activar o End Point 6 para transmissa˜o de dados no modo bulk e no modo quad buf.
Desta forma, a memo´ria e´ organizada em quatro blocos de 512 bytes (EP6FIFOCFG =
0x0C);
• Configurar todos os sinais de controlo no modo active high, ou seja, activos no n´ıvel
lo´gico ’1’ (FIFOPINPOLAR=0x3F);
• Definir o tamanho com que os pacotes sa˜o enviados para o PC. Neste caso foram
definidos pacotes de 512 bytes, tendo-se verificado que com este valor se alcanc¸a as
taxas de transfereˆncia mais elevadas (EP6AUTOINLENH = 0x02 e EP6AUTOINLENL
= 0x00).
Conve´m tambe´m salientar que entre a escrita de alguns destes registos e´ necessa´rio in-
troduzir um atraso para sincronizac¸a˜o. Os registos entre os quais este atraso e´ necessa´rio
encontram-se especificados no datasheet do componente [Cyp07].
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O co´digo para configurac¸a˜o do micro-controlador foi constru´ıdo em linguagem C, sendo
baseado em alguns exemplos retirados de [Wie08]. Aqui e´ tambe´m poss´ıvel encontrar todas
as ferramentas utilizadas para compilar e carregar o firmware no microcontrolador. Para isso
foi criado num ficheiro designado firmware.c bem como uma makefile, devendo encontrar-se
ambos no mesmo directo´rio. Assim, basta executar o comando make para gerar o ficheiro de
configurac¸a˜o e o comando make send para o carregar no microcontrolador.
Para compilac¸a˜o do co´digo foi utilizado o compilador sdcc, sendo necessa´rio incluir os
ficheiros fx2regs.h e fx2regs.inc. No exemplo que se segue estes encontram-se num directo´rio
designado include.
>> sdcc -mmcs51 -I./include firmware.c
Apo´s a compilac¸a˜o do programa e´ gerado um ficheiro com a extensa˜o .ihx sendo uti-
lizada a aplicac¸a˜o CycFX2Prog, tambe´m dispon´ıvel em [Wie08] para carregar o ficheiro no
microcontrolador:
>> cycfx2prog prg:firmware.ihx run
5.2.2 Recepc¸a˜o de Dados no PC
Para recepc¸a˜o de dados no PC foi criada uma aplicac¸a˜o que deve ser colocada em execuc¸a˜o
antes de se iniciar a captura no sniffer. Esta recebe como paraˆmetro de entrada o nome para o
ficheiro bina´rio em que sera´ armazenada a captura. Este aplicac¸a˜o e´ responsa´vel pela recepc¸a˜o
dos dados provenientes atrave´s da ligac¸a˜o USB e escrita dos mesmos para um ficheiro bina´rio
compat´ıvel com o Wireshark.
Antes do PC comec¸ar a efectuar os pedidos de envio de dados e´ necessa´rio verificar se o
dispositivo se encontra conectado a este. Para isso e´ necessa´rio varrer os barramentos USB,
percorrendo todos os dispositivos ate´ que seja encontrado o dispositivo em questa˜o. Este e´
reconhecido com base no identificador do fabricante (0x4b4) e no identificador do produto
(0x8613). Para isso sa˜o utilizados dois ponteiros, enquanto um e´ utilizado para percorrer uma
lista ligada dos va´rios barramentos, o outro serve para percorrer a lista ligada dos dispositivos
presentes no barramento. Informac¸o˜es detalhadas podem ser encontradas em [Ceb08].
Apo´s detectado o dispositivo procede-se enta˜o ao pedido de envio dos dados da FPGA
para o PC, sendo estes armazenados num ficheiro do tipo libpcap. A estrutura deste tipo de
ficheiros encontra-se representada na figura 5.2 e e´ o tipo de ficheiro criado pelas bibliotecas












Figura 5.2: Formato do ficheiro Libpcap.
Nesta e´ poss´ıvel verificar que antes dos dados propriamente ditos existe um cabec¸alho no
qual sa˜o especificadas as caracter´ısticas do ficheiro e que ira˜o permitir que este seja interpre-
tado pelo Wireshark. Desta forma, antes de comec¸ar a receber os dados e a escreveˆ-los para
o ficheiro e´ necessa´rio a criac¸a˜o deste cabec¸alho. De seguida e´ apresentado cada um dos seus
campos e o valor atribu´ıdo a cada um deles:
• Constante para definic¸a˜o do formato do ficheiro (Little-Endian): 0xa1b23c4d;
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• Versa˜o do formato do ficheiro (parte inteira): 2;
• Versa˜o do formato do ficheiro (parte fraccionaria): 4 (Este campo em conjunto com o
anterior definem a actual versa˜o que e´ a 2.4);
• Correcc¸a˜o em segundos entre o hora´rio GMT e o hora´rio local: 0;
• Resoluc¸a˜o temporal: 9 (Nanosegundos);
• Tamanho ma´ximo dos pacotes capturados: 1518 (Tamanho ma´ximo das tramas Ether-
net);
• Tipo de ligac¸a˜o de dados (Ethernet, Token Ring, FDDI ...): 1 (Ethernet).
Apo´s este cabec¸alho segue-se toda a informac¸a˜o relativa a`s tramas capturadas bem como o
conteu´do das mesmas. A informac¸a˜o ao ser enviada da FPGA veˆm ja´ no formato compat´ıvel
com o ficheiro criado. Desta forma, o processamento no PC e´ simplificado e a largura de banda
dispon´ıvel e´ utilizada na totalidade para transfereˆncia de informac¸a˜o, na˜o sendo necessa´rio
definir um protocolo de comunicac¸a˜o espec´ıfico e que aumentaria o overhead de informac¸a˜o
pro´prio do protocolo. A informac¸a˜o de controlo proveniente da FPGA e que corresponde ao
cabec¸alho de cada trama recebida e´ constitu´ıda por:
• Tempo em segundos (32 bits);
• Desfazamento em nanosegundos dentro do segundo em questa˜o (32 bits);
• Nu´mero de octetos do pacote armazenados no ficheiro (32 bits);
• Tamanho original do pacote capturado (32 bits);
Apo´s esta informac¸a˜o segue-se o conteu´do das mensagens capturadas.
Implementac¸a˜o
Para recepc¸a˜o dos dados e´ necessa´rio que a biblioteca libusb esteja instalada no sistema.
O co´digo para recepc¸a˜o dos dados foi constru´ıdo em linguagem C, tendo para isso sido criado
um ficheiro designado usbread.c. Este pode ser compilado, utilizando o compilador gcc da
seguinte forma:
>> gcc -lusb usbread.c -o usbread
A recepc¸a˜o da informac¸a˜o efectua-se com recurso a uma func¸a˜o que executa um pedido de
leitura de um determinado nu´mero de bytes e a` qual e´ passado um determinado time-out. Em
caso de sucesso esta retorna o nu´mero de bytes recebidos, ou um valor negativo caso ocorra
algum erro.
Foram tambe´m efectuados va´rios testes, variando a quantidade de bytes requeridos em
cada leitura, tendo-se verificado que as maiores taxas de transfereˆncia sa˜o conseguidas quando
este valor e´ 65536, ou seja, 64Kbytes.
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Limitac¸o˜es
Os primeiros testes efectuados permitiram obter taxas de transfereˆncia de informac¸a˜o
pro´ximas dos 240Mbps. Esta taxa foi no entanto conseguida sem qualquer processamento dos
dados recebidos, ficando estes armazenados na memo´ria RAM do PC. No entanto, as capturas
efectuadas podem atingir dimenso˜es considera´veis, sendo necessa´rio armazenar a informac¸a˜o
no disco. Efectuando a escrita dos dados recebidos via USB para um ficheiro verifica-se um
decre´scimo na largura de banda me´dia utilizada para aproximadamente 130Mbps, devido aos
tempos de bloqueio de escrita no ficheiro. Esta tarefa em conjunto com todas as outras que
se encontram habitualmente em execuc¸a˜o num PC e a possibilidade de ocorrerem retransmis-
so˜es devido a` ocorreˆncia de erros contribuem para que a taxa de transfereˆncia conseguida se
encontre muito abaixo do valor teo´rico esperado.
5.3 Tratamento de Dados
Uma vez que os ficheiros sa˜o armazenados num formato reconhecido pelo Wireshark,
a ana´lise dos dados pode ser efectuada com recurso a esta aplicac¸a˜o. O Wireshark e´ uma
ferramenta que pode ser utilizada livremente e que se encontra dispon´ıvel para va´rios sistemas
operativos. Para ale´m disso, permite descodificar mais de 750 protocolos de comunicac¸a˜o,
podendo ser adicionados novos protocolos por qualquer programador. O aspecto de uma
captura realizada com o sniffer e analisada com o Wireshark encontra-se na figura 5.3.
Figura 5.3: Aspecto de uma captura analisada com o Wireshark.
Esta ferramenta apresenta algumas funcionalidades que podem ser exploradas. Permite a
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aplicac¸a˜o de filtros sobre as capturas efectuadas, permitindo mostrar apenas alguns tipos de
mensagens, ou apenas as mensagens com determinado enderec¸o de origem ou destino. Por
este motivo, a aplicac¸a˜o de filtros na FPGA, limitando a captura podera´ ter apenas interesse
de forma a reduzir a largura de banda utilizada na ligac¸a˜o USB e o tamanho dos ficheiros
criados. No entanto, uma vez capturadas todas as mensagens, o utilizador tem a possibilidade
de seleccionar as que pretende analisar.
Para ale´m disso, e´ poss´ıvel alterar tambe´m a forma como o time-stamp das mensagens e´
exibido. Este podem ter como refereˆncia o instante de recepc¸a˜o da primeira mensagem, ser
referenciado em relac¸a˜o a` mensagem capturada imediatamente antes, ou, caso sejam aplicados
filtros, em relac¸a˜o a` mensagem exibida anterior. Conve´m tambe´m ter em atenc¸a˜o que a ordem
pela qual as mensagens aparecem no ficheiro e sa˜o exibidas no Wireshark podera´ na˜o ser a
ordem pela qual foram capturadas. No entanto, oWireshark permite listar as mensagens pela
ordem em que foram capturadas.
Apesar de ser uma ferramenta bastante u´til para o utilizador efectuar uma inspecc¸a˜o
visual do que realmente se passa na rede, na˜o reu´ne caracter´ısticas que permitam caracterizar
o tra´fego capturado. Por este motivo, e´ importante que os dados possam ser exportados
e utilizados em ferramentas de ca´lculo matema´tico e que permitam efectuar representac¸o˜es
gra´ficas, tornando-se relativamente simples efectuar uma ana´lise em termos probabil´ısticos e
de pior caso do tra´fego que circula na rede.
O Wireshark oferece a possibilidade de exportar os dados para ficheiros do tipo CSV
(Comma Separated Values) e ficheiros de texto. Apesar do formato CSV ser suportado por
muitas ferramentas de ca´lculo, entre as quais o octave/matlab e folhas de ca´lculo das ferramen-
tas Office, a informac¸a˜o neles disponibilizados podera´ na˜o ser suficiente. No caso do protocolo
FTT, uma vez que o Wireshark na˜o faz a descodificac¸a˜o do mesmo, este tipo de ficheiro na˜o
permite identificar por exemplo o tipo das mensagens (figura 5.5). Para ale´m disso, a forma
como o campo com a informac¸a˜o temporal e´ apresentado na˜o permite que sejam efectuadas
operac¸o˜es aritme´ticas sobre este.
Figura 5.4: Exportac¸a˜o dos dados capturados para ficheiro de texto.
Por este motivo, e uma vez que podera´ ser u´til ter acesso na˜o so´ a informac¸a˜o temporal
mas tambe´m a informac¸a˜o que permita identificar cada uma das mensagens, foi criada uma
aplicac¸a˜o baseada no octave que a partir de um ficheiro de texto permite gerar ficheiros com
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mais informac¸a˜o que a dispon´ıvel no formato CSV. A utilizac¸a˜o de ficheiros de texto torna-se
tambe´m desadequada pois estes geram um relato´rio demasiado detalhado sobre a captura,
na˜o podendo ser utilizados pelas folhas de ca´lculo. Quanto a` sua utilizac¸a˜o no octave, seria
necessa´rio todo o seu processamento sempre que se pretendesse importar dados. Os ficheiros
de texto, devera˜o ser exportados de acordo com as opc¸o˜es que se encontram representadas
na figura 5.4. Conve´m ainda referir que a forma como sa˜o exibidos os time-stamps das
mensagens permanece quando os dados sa˜o exportados para ficheiro. Na figura 5.4 e´ tambe´m
poss´ıvel verificar que a exportac¸a˜o de dados pode contemplar todas as mensagens capturadas
ou apenas as mensagens visualizadas e que resultam da aplicac¸a˜o de filtros.
O u´nico campo estritamente necessa´rio para criac¸a˜o de um ficheiro e´ o campo designado
Packet summary line pois e´ neste que se encontra toda a informac¸a˜o temporal. O campo com
os detalhes da trama Packet Details e´ de todo dispensa´vel e caso seja inclu´ıdo, o tamanho
do ficheiro sera´ maior, aumentando tambe´m o tempo de processamento do mesmo. Quanto
ao campo de dados este pode ou na˜o ser inclu´ıdo, encontrando-se na figura 5.5 representado
um excerto do ficheiro gerado em cada uma das situac¸o˜es. Mesmo caso o campo de dados
na˜o seja inclu´ıdo este apresenta uma vantagem em relac¸a˜o ao formato CSV: a forma como
o campo com informac¸a˜o temporal se encontra representado permite que seja directamente
utilizado para a realizac¸a˜o de ca´lculos.





==== Ficheiro gerado a partir de um ficheiro de texto sem campo de dados:
"No.","Time","Source","Destination","Protocol"
1 0.000000000 3com_35:ff:6a Broadcast 0x8ff0
2 0.000039320 3com_56:81:d4 3com_35:ff:6a 0x8ff0
3 0.001000060 3com_35:ff:6a Broadcast 0x8ff0
==== Ficheiro gerado a partir de um ficheiro de texto com campo de dados:
"No.","Time","Source","Destination","Protocol","FttType","Data"
1 0.000000000 00500435ff6a ffffffffffff 8ff0 0000 b1000001000000000001000000000000
2 0.000039320 0050045681d4 00500435ff6a 8ff0 0003 000200003d3d3d3d3d3d3d3d3d3d3d3d
3 0.001000060 00500435ff6a ffffffffffff 8ff0 0000 b2000001000000000001000000000000
Figura 5.5: Formato dos diferentes ficheiros criados a partir do Wireshark.
Caso as mensagens capturadas apresentem um grande volume de dados, os ficheiros resul-
tantes da exportac¸a˜o podera˜o tambe´m ter tamanhos bastante considera´veis pelo que o tempo
de processamento destes se pode tornar bastante longo. Uma soluc¸a˜o para este problema seria
a utilizac¸a˜o de uma aplicac¸a˜o existente designada editcap que permite editar ficheiros do tipo
libcap. A utilizac¸a˜o do seguinte comando deveria limitar o tamanho do campo de dados de
todas as tramas a 100 bytes.
>> editcap -s 100 -F nseclibpcap ficheiroOriginal ficheiroEditado
No entanto, verificou-se que esta ferramenta nem sempre funcionou de forma correcta,
tendo em algumas situac¸o˜es desaparecido cerca de 50% dos pacotes existentes no ficheiro
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original. Uma soluc¸a˜o alternativa passa por limitar a quantidade ma´xima de dados a capturar
na pro´pria FPGA.
Uma vez que se pretende dar principal atenc¸a˜o ao protocolo FTT, os ficheiros gerados,
nas situac¸o˜es em que o campo de dados e´ exportado, para ale´m de inclu´ırem uma coluna
com o protocolo (correspondendo o valor “8ff0” ao protocolo FTT). Apresentam tambe´m uma
coluna na qual e´ especificado o tipo de trama FTT (Trigger Message: “0000”; Asynchronous
Status Message: “0003”) e uma coluna com os primeiros 16 bytes de cada trama FTT.
Para processamento dos ficheiros de texto exportados a partir doWireshark foi criado um
script designado txt2ssv.m. Este recebe como paraˆmetros de entrada o nome do ficheiro a ser
processado e o nome do ficheiro no qual a informac¸a˜o devera´ ser armazenada. Para isso basta
no octave executar o seguinte comando:
>> txt2ssv(’fileInName’,’fileOutName’)
A importac¸a˜o dos dados presentes nos ficheiros criados para folhas de ca´lculo das ferra-
mentas Office e´ efectuada da mesma forma que os ficheiros do tipo CSV. Quanto ao octave,
a importac¸a˜o pode ser efectuada utilizando o seguinte comando:
>> [n,Time,Src,Dst,Prot,FttType,Data]=textread(’fileInName’,"%d %d %s %s %s %s %s")
A utilizac¸a˜o dos dados no octave requer algum cuidado, nomeadamente no que diz respeito
a` forma como os tempos sa˜o apresentados. Mesmo que os pacotes sejam ordenados utilizando
o Wireshark esta ordenac¸a˜o na˜o permanece quando os dados sa˜o enviados para o ficheiro de
texto, cabendo ao utilizador ordenar os dados se assim o entender.
O processamento dos dados no octave depende da forma como a sua exportac¸a˜o for efectu-
ada. Para efectuar uma ana´lise ao jitter de uma mensagem perio´dica e´ poss´ıvel no Wireshark
aplicar um filtro para que apenas esta mensagem seja exibida, e formatar o campo com o
time-stamp para que este valor seja a diferenc¸a temporal em relac¸a˜o a` mensagem anterior.
Desta forma, os intervalos de tempo entre mensagens consecutivas ja´ se encontram calculados.
No octave basta enta˜o importar os dados, trac¸ar o seu gra´fico e eventualmente calcular a difer-
enc¸a entre o valor ma´ximo e mı´nimo. Outra soluc¸a˜o passa por exportar toda a informac¸a˜o
para o ficheiro, aumentando a complexidade do processamento no octave. Nesta situac¸a˜o seria
necessa´rio importar os dados, ordenar todas as mensagens, calcular os intervalos de tempo
entre as mensagens pretendidas e so´ depois seria poss´ıvel trac¸ar o gra´fico e calcular o valor
do jitter.
Desta forma, oWireshark torna-se bastante flex´ıvel, permitindo exportar a informac¸a˜o no
formato mais conveniente. Foi tambe´m criado um ficheiro designado captureAnalyzer.m, sendo
um exemplo de uma aplicac¸a˜o baseada no octave. Este permitiu testar estas ferramentas,
avaliar o desempenho do sniffer e caracterizar as mensagens perio´dicas pro´prias do protocolo
FTT-SE. Alguns dos resultados obtidos sa˜o apresentados no cap´ıtulo seguinte.
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Cap´ıtulo 6
Testes e Ana´lise do Desempenho
6.1 Introduc¸a˜o
De forma a analisar o desempenho da ferramenta constru´ıda, esta foi submetida a va´rios
testes. Estes tiveram como objectivo efectuar uma comparac¸a˜o entre os resultados obtidos
fazendo a captura com recurso ao sniffer constru´ıdo e com recurso a ferramentas baseadas
em software, em particular o Wireshark. Neste contexto, foi analisada a interfereˆncia causada
pela introduc¸a˜o da ferramenta na rede de comunicac¸a˜o e a capacidade de capturar mensagens.
Para ale´m disso, foi feita uma ana´lise da precisa˜o obtida nas medic¸o˜es temporais efectuadas.
Em relac¸a˜o a` ferramenta constru´ıda, pretende-se tambe´m analisar a capacidade de resposta
da ligac¸a˜o USB face a` taxa de utilizac¸a˜o da ligac¸a˜o Ethernet. Finalmente, a ferramenta foi
utilizada para analisar o desempenho do protocolo FTT-SE numa situac¸a˜o concreta envol-
vendo controlo distribu´ıdo. Neste cap´ıtulo sa˜o apresentados e analisados os resultados obtidos
na realizac¸a˜o de todos os testes mencionados.
6.2 Hardware versus Software
De forma a comparar os resultados obtidos efectuando a captura usando aplicac¸o˜es baseadas
em software e utilizando hardware dedicado efectuaram-se duas montagens semelhantes.
Primeiro, efectuou-se uma ligac¸a˜o entre dois computadores, sendo um responsa´vel pela ger-
ac¸a˜o de pacotes (utilizando a aplicac¸a˜o packETH [Pac08]) e outro responsa´vel pela captura
dos mesmos utilizando o Wireshark. Em cada experieˆncia foram gerados 500000 pacotes,
encontrando-se o nu´mero de pacotes capturados indicado na quarta coluna da tabela 6.1.
De seguida, efectuaram-se exactamente os mesmos ensaios tendo sido introduzido o snif-
fer (recorrendo ao TAP) entre os dois computadores. Nesta situac¸a˜o foram efectuadas duas
capturas em simultaˆneo, utilizado o Wireshark e o sniffer constru´ıdo. Os resultados alcanc¸a-
dos efectuando as capturas com ferramentas baseadas em software e hardware encontram-se
respectivamente nas colunas cinco e seis da tabela 6.1.
Da ana´lise dos resultados obtidos, a primeira conclusa˜o que se pode retirar e´ que efec-
tuando a captura com base em software sa˜o perdidos pacotes, sem que o utilizador seja
alertado dessa situac¸a˜o. Por outro lado, utilizando hardware dedicado o nu´mero de pacotes
capturados corresponde exactamente ao nu´mero de pacotes gerados.
Analisando os resultados com mais detalhe verifica-se ainda que a quantidade de pacotes
perdidos diminui com o aumento do intervalo de tempo entre os mesmos. Desta forma, o
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Condic¸o˜es (500000 pacotes) Percentagem de pacotes capturados
Per´ıodo Tamanho Ocupac¸a˜o Sem Tap Com Tap
(µs) (Bytes) (Mbps) Software (%) Software (%) Hardware (%)
10 80 94 73.8 72.6 100
50 80 19 99.0 99.4 100
50 400 70 94.9 94.9 100
100 80 9 99.5 99.8 100
100 900 75 96.7 97.2 100
300 80 3 100 100 100
Tabela 6.1: Mensagens perdidas e interfereˆncia do TAP na rede de comunicac¸a˜o.
PC tem mais tempo para transferir e processar a informac¸a˜o, esvaziando as filas da placa de
rede. A mesma situac¸a˜o verifica-se quando o tamanho das mensagens diminui uma vez que a
quantidade de dados a ser transferidos e´ menor.
Verifica-se tambe´m que com a introduc¸a˜o na rede do sniffer desenvolvido o nu´mero de
mensagens perdidas pela aplicac¸a˜o baseada em software permanece praticamente constante,
na realidade verifica-se que por vezes este valor diminui. Por este motivo, e´ poss´ıvel concluir
que para as ligac¸o˜es utilizadas no laborato´rio a atenuac¸a˜o causada pelo TAP na˜o tem qualquer
interfereˆncia relevante no comportamento lo´gico da rede de comunicac¸a˜o.
6.2.1 Precisa˜o Temporal
De forma a avaliar a precisa˜o das medic¸o˜es efectuadas procedeu-se a` injecc¸a˜o de tra´fego
nas ferramentas de captura. As va´rias experieˆncias foram efectuadas com taxas de ocupac¸a˜o
do meio de transmissa˜o distintas. Para isso, na˜o so´ foi alterado o intervalo de tempo entre
mensagens (per´ıodo) mas tambe´m o tamanho das mesmas. Para gerar tra´fego foi tambe´m
utilizado hardware dedicado e baseado no TEMAC, sendo usada numa outra FPGA respon-
sa´vel apenas pela gerac¸a˜o de pacotes. Desta forma, os pacotes sa˜o gerados eliminando toda
a incerteza temporal inerente ao funcionamento dos PCs. De acordo com as especificac¸o˜es
presentes no manual de utilizac¸a˜o do TEMAC, no pior caso o erro podera´ atingir 120ns, re-
sultante da sincronizac¸a˜o entre os va´rios domı´nios de relo´gio do controlador e interacc¸a˜o com
o Phy.
O resultado das capturas foi posteriormente exportado para o octave, no qual foi efectuada
uma ana´lise do tra´fego capturado. Para isso, foram calculados os valores mı´nimo, me´dio e
ma´ximo do per´ıodo bem como o desvio padra˜o e o jitter absoluto, ou seja, a diferenc¸a entre
os valores ma´ximo e mı´nimo. Todos estes valores encontram-se representados nas tabelas 6.2
e 6.3, correspondendo estas a`s capturas baseadas em software e hardware.
Para facilitar a ana´lise dos resultados obtidos estes foram convertidos para a forma de
histogramas. No entanto, nas figuras 6.1 e 6.2 apenas esta˜o representadas quatro situac¸o˜es
distintas. Isto deve-se ao facto dos resultados da captura baseada em hardware serem todos
muito semelhantes e coerentes. No caso da captura com recurso ao Wireshark observaram-se
duas situac¸o˜es distintas, sendo no entanto os resultados bastante semelhantes para cada uma
das situac¸o˜es. A principal diferenc¸a observada esta´ relacionada com o per´ıodo das mensagens
geradas, tendo-se obtido resultados distintos consoante o per´ıodo das mensagens geradas seja
inferior ou na˜o a 200µs. Na figura 6.1 encontram-se os resultados de duas situac¸o˜es em
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Condic¸o˜es (50000 pacotes) Sniffer Software
Per´ıodo Tamanho Ocupac¸a˜o Ma´ximo Mı´nimo Me´dia Desvio Jitter
(µs) (Bytes) (Mbps) (µs) (µs) (µs) Padra˜o(µs) Absoluto (µs)
10 46 67 48872 2 15.39 335.62 48870
10 80 94 67542 2 13.78 373.52 67540
20 46 34 24786 2 21.76 158.31 24784
20 200 95 54927 2 22.78 276.42 54925
50 46 13 39159 2 50.90 188.11 39157
50 200 38 45161 2 56.32 283.38 45159
50 550 94 25654 2 56.43 249.81 25652
100 46 7 71817 2 101.46 334.54 71815
100 550 47 40805 2 105.51 280.21 40803
100 1150 95 117525 3 112.11 767.69 117522
200 46 3 280 121 200.03 2.37 159
200 1500 62 57007 80 202.78 291.44 56927
500 46 1 589 415 500.04 2.98 174
500 1500 25 53502 362 501.10 237.11 53140
1000 46 1 2969 6 1000.06 15.12 2963
1000 1500 12 50003 722 1001.82 272.29 49281



















Periodo: 10us     Tamanho: 46bytes     Captura: Software


















Periodo: 100us     Tamanho: 1150bytes     Captura: Software


















Periodo: 10us     Tamanho: 46bytes     Captura: Hardware


















Periodo: 100us     Tamanho: 1150bytes     Captura: Hardware
(d) Captura baseada em Hardware
Figura 6.1: Resultados da realizac¸a˜o de time-stamping em hardware e software.
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Condic¸o˜es (50000 pacotes) Sniffer Hardware
Per´ıodo Tamanho Ocupac¸a˜o Ma´ximo Mı´nimo Me´dia Desvio Jitter
(µs) (Bytes) (Mbps) (µs) (µs) (µs) Padra˜o(µs) Absoluto (µs)
10 46 67 10.09 9.99 10.02 0.035 0.10
10 80 94 10.09 9.99 10.02 0.035 0.10
20 46 34 20.09 20.00 20.02 0.034 0.09
20 200 95 20.09 19.99 20.02 0.034 0.10
50 46 13 50.09 50.00 50.02 0.034 0.09
50 200 38 50.09 50.00 50.02 0.034 0.09
50 550 94 50.09 50.00 50.02 0.034 0.09
100 46 7 100.09 100.00 100.02 0.033 0.09
100 550 47 100.09 100.00 100.02 0.033 0.09
100 1150 95 100.09 100.00 100.02 0.033 0.09
200 46 3 200.09 200.00 200.02 0.031 0.09
200 1500 62 200.09 200.00 200.02 0.031 0.09
500 46 1 500.09 500.00 500.02 0.022 0.09
500 1500 25 500.09 500.00 500.02 0.022 0.09
1000 46 1 1000.02 999.93 1000.01 0.022 0.09
1000 1500 12 1000.02 999.93 1000.01 0.022 0.09
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Periodo: 1000us     Tamanho: 1500bytes     Captura: Software


















Periodo: 1000us     Tamanho: 46bytes     Captura: Hardware


















Periodo: 1000us     Tamanho: 1500bytes     Captura: Hardware
(d) Captura baseada em Hardware
Figura 6.2: Impacto do tamanho das mensagens no desempenho das ferramentas de captura.
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que o per´ıodo das mensagens e´ inferior a 200µs. Por outro lado, na figura 6.2 encontram-
se representadas duas situac¸o˜es em que o per´ıodo e´ superior a 200µs, tendo sido variado o
tamanho das mensagens. Estas permitem na˜o so´ comparar a precisa˜o dos resultados obtidos
efectuando a captura em hardware e software mas tambe´m verificar o impacto do tamanho
das mensagens no desempenho das ferramentas de captura.
Analisando os resultados verifica-se que a captura efectuada com hardware dedicado pro-
duz melhores resultados do que a captura utilizando um PC, em todas as situac¸o˜es. De facto,
verifica-se que o valor do jitter nas capturas em software pode ser ate´ 5 ordens de grandeza
superior. Analisando os histogramas 6.1(a) e 6.1(b) verifica-se que as medic¸o˜es efectuadas
em software se afastam imenso do que realmente se passa na linha de transmissa˜o, podendo
originar resultados enganadores. Na figura 6.1(b) verifica-se que apesar das mensagens ap-
resentarem todas um per´ıodo de 100µs os resultados obtidos indicam uma pequena minoria
de mensagens associadas a este valor. Este acontecimento e´ comum a todas as situac¸o˜es
em que o per´ıodo das mensagens e´ inferior a 200µs, verificando-se que va´rias mensagens sa˜o
processadas em simultaˆneo e podendo os resultados estar tambe´m corrompidos pela perda de
algumas mensagens. A prova que as mensagens sa˜o geradas correctamente e que o problema
se encontra na ferramenta de ana´lise e´ apresentada na figura 6.1(d). Nesta e´ poss´ıvel verificar
que de facto todas as mensagens capturadas apresentam um per´ıodo de 100µs. A justificac¸a˜o
para os resultados obtidos com recurso a software tem a ver com o facto, ja´ explicado ante-
riormente, do time-stamping das mensagens na˜o ser efectuado no instante em que estas sa˜o
recebidas mas sim no instante em que sa˜o processadas, estando os resultados relacionados
com o tempo de processamento das mensagens. Isto e´ poss´ıvel verificar na tabela 6.2 pois, em
va´rias situac¸o˜es distintas, os resultados obtidos indicam um intervalo de tempo mı´nimo entre
a recepc¸a˜o de duas mensagens igual a 2µs. Este tempo corresponde na realidade ao tempo
de processamento de cada uma das mensagens. Por outro lado, com o aumento do per´ıodo
das mensagens, o desempenho do Wireshark melhora. Observando a figura 6.2 e a tabela
6.2 e´ poss´ıvel verificar que os resultados reflectem uma situac¸a˜o que se encontra muito mais
pro´xima do que realmente acontece no meio de transmissa˜o. No entanto, apresentam ainda
jitter fruto da ferramenta de captura, aumentando este com o tamanho das mensagens. Esta
situac¸a˜o esta´ relacionada com a necessidade do barramento PCI ser requisitado mais vezes
para transmissa˜o de cada mensagem, estando portanto sujeita a mais fontes de atraso e jitter.
Quanto a` captura com recurso a hardware dedicado, e´ poss´ıvel concluir que os resultados
sa˜o independentes da taxa de utilizac¸a˜o da rede, do tamanho e do per´ıodo das mensagens.
Tanto o valor do jitter como do desvio padra˜o se manteˆm praticamente constantes em todas
as situac¸o˜es. Verifica-se tambe´m que o valor me´dio do per´ıodo e´ sempre superior a`quele com
que as mensagens sa˜o geradas, podendo esta situac¸a˜o estar relacionada com o facto de na˜o
ser utilizado o mesmo oscilador para contagem do tempo no emissor e no receptor, havendo
uma pequena diferenc¸a na frequeˆncia de oscilac¸a˜o.
No que se refere ao valor do jitter, este apresenta um valor ma´ximo de 100ns. Este
valor contempla o jitter associado a` captura e time-stamping das mensagens mas tambe´m
o jitter introduzido na gerac¸a˜o de tra´fego. O TEMAC tem uma lateˆncia associada, tanto
para recepc¸a˜o como transmissa˜o de mensagens, que pode apresentar uma variac¸a˜o ate´ 3 ciclos
de relo´gio, ou seja, ate´ 120ns. Se esta variac¸a˜o estiver completamente descorrelacionada do
tamanho das mensagens, sendo a lateˆncia associada a` recepc¸a˜o das mensagens completamente
independente da lateˆncia associada a` transmissa˜o e´ poss´ıvel que o jitter total atinja um valor
ma´ximo de 240ns. Isto considerando apenas o jitter associado a cada um dos TEMACs.
Na pra´tica, esta situac¸a˜o na˜o se verificou, apresentado os resultados obtidos sempre valores
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inferiores a um ma´ximo de 100ns.
Teoricamente, considerando apenas o erro associado a` recepc¸a˜o das mensagens, e se a`
variac¸a˜o na lateˆncia do TEMAC for adicionado o erro de 15ns associado a` realizac¸a˜o do time-
stamping, e´ poss´ıvel concluir que, no pior caso, a ferramenta permite efectuar medic¸o˜es com
um erro ma´ximo de 135ns.
6.3 Capacidade de Resposta da Ligac¸a˜o USB
Outro paraˆmetro que e´ importante analisar e do qual depende na˜o so´ a durac¸a˜o da captura
mas tambe´m a quantidade de dados capturados e´ a capacidade de transferir dados da FPGA
para o PC. De seguida sa˜o apresentados alguns dos testes realizados para analisar a capacidade
de resposta da ligac¸a˜o USB face a` taxa de utilizac¸a˜o da rede Ethernet.
Ana´lise da durac¸a˜o da captura em ligac¸o˜es half-duplex
O primeiro teste consistiu na verificac¸a˜o da durac¸a˜o da captura com uma taxa de utilizac¸a˜o
da rede Ethernet muito pro´xima de 100Mbps. Para a mesma taxa de transmissa˜o foram no
entanto realizados va´rios ensaios quer usando pacotes de tamanho mı´nimo, quer pacotes de
tamanho ma´ximo. O nu´mero de pacotes capturados nos va´rios ensaios realizados encontra-
se representado na tabela 6.4. Com excepc¸a˜o das situac¸o˜es assinaladas com *, nas quais a
captura foi terminada pelo utilizador, em todas as outras a captura foi terminada devido a
limitac¸o˜es na largura de banda da ligac¸a˜o USB que conduziram a um enchimento da memo´ria
destinada a` informac¸a˜o de controlo.
Tamanho Nu´mero de pacotes capturados (unidades)
(Bytes) Ensaio 1 Ensaio 2 Ensaio 3 Ensaio 4 Ensaio 5
46 135188 1440314 286882 720761 693742
1500 375878 696539* 544342 696435* 693742*
Tabela 6.4: Nu´mero ma´ximo de mensagens capturadas com elevada taxa de utilizac¸a˜o da rede
Ethernet (half-duplex ).
No caso das mensagens de tamanho mı´nimo foi poss´ıvel capturar durante aproximada-
mente 10 segundos no ensaio 2. No entanto, no caso do ensaio 1, a durac¸a˜o da captura foi
inferior a 1 segundo. Utilizando mensagens de tamanho ma´ximo a captura foi na maior parte
das vezes interrompida pelo utilizador apo´s aproximadamente 80 segundos devido a` grande
quantidade de informac¸a˜o armazenada no PC.
Analisando os resultados obtidos verifica-se que estes apresentam uma grande variac¸a˜o
ao longo dos va´rios ensaios realizados. Esta situac¸a˜o justifica-se devido ao facto de toda a
transfereˆncia de informac¸a˜o via USB ser controlada pelo host USB do lado do PC. Devido a`s
caracter´ısticas multiprogramac¸a˜o associadas aos sistemas operativos ja´ descritas, o PC na˜o se
encontra dedicado exclusivamente a` recepc¸a˜o de dados via USB. Por este motivo, a taxa de
transfereˆncia que se consegue alcanc¸ar na ligac¸a˜o USB depende entre outras coisas da taxa
de utilizac¸a˜o do processador e de lateˆncias associadas ao barramento PCI. Se o tempo que
o PC demorar a atender outras tarefas (tempo de bloqueio do ponto de vista do sniffer) for
demasiado longo e os dados recebidos via USB forem inferiores aos recebidos da rede Ethernet
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Condic¸o˜es (500000 pacotes) Pacotes sem
Per´ıodo Tamanho Ocupac¸a˜o campo de dados
(µs) (Bytes) (Mbps) capturado (%)
10 46 67 0.12
10 80 94 0.30
40 200 48 0.09
40 350 78 0.37
40* 400 88 0.62
70 400 50 0.09
70 650 79 0.50
70* 800 96 0.78
100 600 51 0.14
100 900 75 0.57
100* 1150 95 0.96
130 800 52 0.22
130 1200 76 0.93
130* 1500 95 1.14
Tabela 6.5: Informac¸a˜o perdida em func¸a˜o da taxa de utilizac¸a˜o da rede.
estes va˜o ficando armazenados na FPGA, ate´ que esta atinge os limites da sua capacidade
ma´xima de armazenamento.
Verifica-se ainda que apesar da taxa de ocupac¸a˜o da rede Ethernet ser igual nas duas situ-
ac¸o˜es obte´m-se melhores resultados na situac¸a˜o em que sa˜o enviadas mensagens de tamanho
ma´ximo. Nesta situac¸a˜o o intervalo de tempo entre mensagens e´ maior e como tal a memo´ria
de controlo na˜o enche ta˜o rapidamente, havendo mais tempo para que os dados sejam trans-
mitidos via USB. Para ale´m disso, e´ poss´ıvel limitar a quantidade de dados capturados de
cada mensagem, sendo perdida informac¸a˜o.
Ana´lise da limitac¸a˜o do conteu´do das mensagens capturadas
Para ale´m da memo´ria de controlo, tambe´m a memo´ria de dados pode atingir os seus
limites. Apesar desta situac¸a˜o na˜o limitar a durac¸a˜o da captura, limita o conteu´do das
mensagens capturadas. No pior caso, podera´ na˜o ser capturado qualquer byte, na˜o sendo
poss´ıvel identificar a mensagem capturada. Para analisar esta situac¸a˜o foram realizadas va´rias
experieˆncias, tendo sido gerados 500000 pacotes em cada uma delas e nas quais se variou o
intervalo de tempo entre a transmissa˜o de mensagens e o seu tamanho. Na tabela 6.5 encontra-
se a percentagem de pacotes dos quais na˜o foi capturado qualquer byte. Daqui se verifica que
a percentagem de mensagens sem qualquer byte capturado aumenta com o tamanho das
mensagens. Esta situac¸a˜o acontece pois se a taxa com que as mensagens sa˜o recebidas for
superior a` taxa com que sa˜o enviadas, quanto maiores forem as mensagens mais rapidamente
a memo´ria destinada ao conteu´do das mensagens se esgota. Uma vez que podera´ na˜o ser
importante capturar todos os bytes de cada mensagem, o sniffer foi tambe´m configurado de
modo a capturar no ma´ximo os primeiros 100 bytes de cada mensagem. Esta informac¸a˜o
devera´ na maior parte dos casos ser suficiente para identificar cada umas das mensagens
capturadas. As condic¸o˜es em que foi testado nesta configurac¸a˜o encontram-se sinalizadas
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Ocupac¸a˜o Per´ıodo Tamanho Per´ıodo Tamanho Pacotes capturados (unidades)
(Mbps) (µs) (Bytes) (µs) (Bytes) Ensaio 1 Ensaio 2 Ensaio 3
193 40 450 100 1150 596458 1032764 241571
189 130 1500 130 1500 210737 559417 255171
189 10 80 10 80 4276 1970 513579
189 130 1500 10 80 562430 1834538 538408
189 10 80 130 1500 215376 323669 538251
118 100 700 100 700 419081 418667 413624
100 70 400 70 400 836116 866320 501813
99 40 200 100 600 207063 721683 1494837
95 40 200 40 200 595860 586438 577104
90 15 46 15 46 3474152 1739197 1725319
62 400 1500 400 1500 607461 * 693742 * 553567*
55 40 100 40 100 1015047 1016905 1495869
55 40 100 70 200 425564 3675323 3495832
54 70 200 70 200 721206 1026039 1732376
54 25 46 25 46 3643797 5832295 * 875066
Tabela 6.6: Nu´mero ma´ximo de mensagens capturadas em func¸a˜o da taxa de utilizac¸a˜o da
rede (full-duplex).
com um * na tabela 6.5, tendo-se verificado uma reduc¸a˜o para 0% no nu´mero de mensagens
sem qualquer byte capturado.
Ana´lise da durac¸a˜o da captura em ligac¸o˜es full-duplex
Finalmente, o sniffer foi testado numa ligac¸a˜o Ethernet full-duplex. Para isso foi gerado
tra´fego em ambos os sentidos perfazendo uma taxa de transmissa˜o total pro´xima de 100%,
50% e 25%. Na tabela 6.6 encontram-se as condic¸o˜es em que as diferentes situac¸o˜es foram
testadas, bem como o nu´mero de pacotes que foi poss´ıvel capturar em cada um dos ensaios.
E´ poss´ıvel concluir mais uma vez que os resultados obtidos variam nos diferentes ensaios
realizados, sendo a durac¸a˜o da captura fortemente dependente da capacidade do PC atender
os dados dispon´ıveis no controlador USB. Em algumas situac¸o˜es verificou-se que abrir uma
nova janela da linha de comandos e´ suficiente para que a captura seja terminada. O facto de
ser atendida outra tarefa e adiar a leitura dos dados presentes no controlador USB, e´ suficiente
para que a capacidade das memo´rias da FPGA se esgote, terminando a captura.
Uma vez que a durac¸a˜o das capturas depende muito da ocupac¸a˜o do PC torna-se com-
plicado caracterizar a capacidade de resposta do sniffer. Para ale´m disso, o desempenho
obtido podera´ depender tambe´m do computador a que o mesmo se encontra ligado. Apenas
as situac¸o˜es assinaladas com * na tabela 6.6 correspondem aos casos em que a captura na˜o
foi terminada por falta de recursos mas sim por opc¸a˜o do utilizador. E´ poss´ıvel observar que
a durac¸a˜o da captura na˜o depende propriamente da taxa de utilizac¸a˜o da ligac¸a˜o Ethernet
mas sim do per´ıodo das mensagens.
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Captura Mensagem Ma´ximo Mı´nimo Me´dia Desvio Jitter
(µs) (µs) (µs) Padra˜o(µs) Absoluto (µs)
Hardware Trigger Message 1002.2 997.7 999.8 0.4 4.5
Asynchronous Status 1005.9 995.4 999.8 0.9 10.6
Software Trigger Message 1050 954 1000.1 2.6 96.0
Tabela 6.7: Ana´lise do desempenho das ferramentas de captura: Caracterizac¸a˜o das men-
sagens perio´dicas no protocolo FTT-SE.
6.4 Ana´lise do Protocolo FTT-SE
O teste final consistiu na utilizac¸a˜o do sniffer numa situac¸a˜o concreta envolvendo um
sistema distribu´ıdo utilizando o protocolo FTT-SE. O sniffer foi enta˜o colocado entre o switch
e o no´ responsa´vel pela aquisic¸a˜o de dados fazendo uso de uma caˆmara de v´ıdeo. O conjunto
de mensagens capturadas inclui a Trigger Message, enviada do Master para todos os slaves,
a mensagem com informac¸a˜o do estado da fila de mensagens ass´ıncronas (ASM), enviada
do Slave para o Master “em simultaˆneo” com a Trigger Message e as mensagens com os
dados capturados pela caˆmara e enviadas para a ma´quina responsa´vel pela implementac¸a˜o do
algoritmo de controlo.
A mesma captura foi tambe´m efectuada utilizando o wireshark, no entanto, devido a`
existeˆncia de uma u´nica placa de rede no PC responsa´vel pela captura, apenas se torna
poss´ıvel efectuar a captura num dos sentidos da ligac¸a˜o full-duplex, tendo neste caso sido
capturadas apenas as Trigger Messages.
De forma a comparar os resultados obtidos, os dados foram exportados para o octave,
tendo-se efectuado uma ana´lise a`s mensagens perio´dicas capturadas. Os resultados obtidos
encontram-se na tabela 6.7 e na figura 6.3.
Nesta situac¸a˜o em concreto as transmisso˜es foram organizadas em ciclos elementares com
a durac¸a˜o de 1 ms, sendo cada ciclo iniciado com o envio da Trigger Message. Na pra´tica
e´ poss´ıvel verificar que este valor apresenta algum jitter devido ao facto do protocolo ser
implementado em software. Da observac¸a˜o da tabela 6.7 e da figura 6.3 e´ poss´ıvel concluir
que os resultados das medic¸o˜es efectuadas variam consoante a forma como e´ efectuada a
captura.
Os resultados obtidos efectuando a captura com base em software veˆm afectados com o
jitter inerente ao funcionamento do PC responsa´vel pela captura e no qual e´ efectuado o
time-stamping das mensagens. Para ale´m disso, estas ferramentas de captura na˜o permitem
obter resoluc¸o˜es temporais inferiores a 1µs.
Efectuando a captura utilizando o sniffer constru´ıdo obte´m-se resultados que traduzem
de uma forma muito mas precisa aquilo que realmente se passa no meio de comunicac¸a˜o. Para
ale´m disso, e´ poss´ıvel verificar que a Trigger Message apresenta um jitter inferior a` ASM. Isto
deve-se ao facto da TM ser gerada pelo Master que apenas tem esta func¸a˜o. Por outro lado,
as ASM sa˜o geradas nos slaves apo´s sincronizac¸a˜o com a TM anterior, tendo portanto mais
fontes de atraso e jitter.
Nesta aplicac¸a˜o em concreto pode verificar-se algumas das potencialidades da ferramenta
constru´ıda na ana´lise de protocolos de tempo-real. Uma captura efectuada nas mesmas
condic¸o˜es mas com o Wireshark resulta num valor de jitter associado a` TM cerca de 20
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Figura 6.3: Ana´lise do desempenho das ferramentas de captura: Jitter nas mensagens per-
io´dicas utilizando o protocolo FTT-SE.
e nesta situac¸a˜o, e´ poss´ıvel concluir o Wireshark introduz um erro nos resultados obtidos
superior a 2133%.
Conve´m salientar que apesar de nem oWireshark nem a ferramenta constru´ıda reflectirem
exactamente o que se passa na rede de comunicac¸a˜o, o segundo permite efectuar uma ana´lise




7.1 Resumo do Trabalho Realizado
O trabalho desenvolvido no aˆmbito desta dissertac¸a˜o visou a construc¸a˜o de uma ferramenta
de ana´lise de protocolos baseados na rede Ethernet, em particular o protocolo FTT-SE. Foi
analisada a problema´tica do controlo em tempo-real em arquitecturas distribu´ıdas e as limi-
tac¸o˜es associadas a`s ferramentas de captura existentes baseadas em software. Neste contexto,
foi desenvolvida uma ferramenta com caracter´ısticas capazes de dar resposta aos requisitos
t´ıpicos dos protocolos de tempo-real, sendo para isso desenvolvido um mo´dulo de recepc¸a˜o,
time-stamping e tratamento de mensagens baseado na linguagem de descric¸a˜o de hardware
VHDL e implementado em FPGA. De forma a que a introduc¸a˜o do mo´dulo na rede seja o
menos intrusiva poss´ıvel foi tambe´m constru´ıdo um TAP Ethernet que apresenta a vantagem
de permitir capturar tra´fego nos dois sentidos em ligac¸o˜es full-duplex. Recorrendo a uma
aplicac¸a˜o baseada em software, para capturar a mesma informac¸a˜o, seria necessa´rio utilizar
um PC com duas placas de rede Ethernet. Para ale´m disso, oWireshark na˜o permite efectuar
a captura de dois dispositivos em simultaˆneo pelo que deveriam ser utilizadas duas aplicac¸o˜es,
sendo gerados 2 ficheiros distintos.
Para efectuar a ana´lise dos dados capturados foi definido e implementado um protocolo
para transfereˆncia destes para um PC via USB. Desta forma, e´ poss´ıvel apresentar os dados
utilizando ferramentas standard, em particular o Wireshark, sendo poss´ıvel tirar partido de
todas funcionalidades que este oferece, desde a interpretac¸a˜o e descodificac¸a˜o de mais de 750
protocolos ate´ a` aplicac¸a˜o de filtros sobre as mensagens capturadas. Foram tambe´m desen-
volvidos mecanismos de exportac¸a˜o dos dados para outras ferramentas como matlab/octave e
folhas de ca´lculo que permitem a gerac¸a˜o de gra´ficos, facilitando a ana´lise visual dos resulta-
dos. Uma vez que os dados sa˜o exportados a partir do Wireshark torna-se poss´ıvel fazer uma
selecc¸a˜o dos dados que realmente interessa exportar, diminuindo desta forma a complexidade
dos scripts de ana´lise e consequentemente o seu tempo de execuc¸a˜o que no caso de grandes
quantidades de informac¸a˜o pode ser relativamente longo.
Finalmente, foi efectuado um conjunto de testes ao funcionamento global da ferramenta.
Para isso foram feitas va´rias capturas utilizando quer o sniffer constru´ıdo quer o Wireshark,
permitindo assim efectuar uma comparac¸a˜o entre os resultados produzidos pelas duas. A
informac¸a˜o capturada foi posteriormente exportada para o octave, no qual foi analisada, tendo
sido gerados alguns gra´ficos com resultados. Na secc¸a˜o seguinte e´ efectuada uma ana´lise final
aos resultados alcanc¸ados.
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7.2 Ana´lise Final dos Resultados
Os resultados obtidos demonstram que a ferramenta constru´ıda permite medir diferenc¸as
temporais entre mensagens com uma precisa˜o de 100ns e uma resoluc¸a˜o de 10ns, conseguindo
ter desempenhos semelhantes aos especificados por algumas ferramentas comerciais. Apesar
do valor do erro ma´ximo obtido ser inferior ao especificado por algumas ferramentas, estes
sa˜o muitas das vezes valores pe´ssimistas, verificando-se em todas as situac¸o˜es. Os resultados
obtidos utilizando o sniffer constru´ıdo sa˜o bastante melhores que os resultados alcanc¸ados
utilizando aplicac¸o˜es baseadas em software, tendo-se obtido uma diferenc¸a de ate´ 5 ordens de
grandeza no jitter associado a` medic¸a˜o do per´ıodo de mensagens. Utilizando hardware dedi-
cado o desempenho em termos temporais da ferramenta e´ independente do intervalo de tempo
entre mensagens e do seu tamanho, o que na˜o se verifica recorrendo a` utilizac¸a˜o de software.
Nesta situac¸a˜o, os resultados sa˜o tanto melhores quanto maior for o intervalo de tempo entre
mensagens e quanto mais pequenas estas forem. Para ale´m disto, estas ferramentas permitem
efectuar medic¸o˜es com uma resoluc¸a˜o temporal de apenas 1µs apresentando um erro ma´ximo
da ordem dos milisegundos.
A principal limitac¸a˜o da ferramenta reside na transfereˆncia de informac¸a˜o da FPGA para o
PC. A capacidade de transferir dados e´ fortemente dependente da capacidade do computador
os receber. Este factor condiciona o tempo que cada captura pode durar pois se a capacidade
de armazenamento tempora´rio da FPGA se esgotar, a captura e´ terminada. Para que esta
situac¸a˜o na˜o acontec¸a, e´ necessa´rio que o ritmo de transmissa˜o com que os dados sa˜o enviados
para o PC seja pelo menos igual ao ritmo de transmissa˜o com que sa˜o recebidos da rede
Ethernet. A realizac¸a˜o de diferentes capturas com a mesma taxa de transmissa˜o na rede
Ethernet originou resultados bastante distintos, na˜o sendo poss´ıvel impor um limite abaixo do
qual se garanta que a captura na˜o seja terminada por falta de recursos. Uma forma de reduzir
este problema passa por limitar a quantidade de dados capturados de cada mensagem. Esta
situac¸a˜o permite uma menor utilizac¸a˜o da memo´ria destinada ao conteu´do das mensagens,
evitando que sejam “descartadas” mensagens completas. Para ale´m disso, a quantidade de
informac¸a˜o a enviar via USB sera´ menor e sera´ atribu´ıda uma maior percentagem da largura
de banda para envio dos dados presentes na memo´ria destinada a` informac¸a˜o de controlo de
cada uma das mensagens.
A arquitectura dos computadores de uso geral serve neste caso para justificar duas situ-
ac¸o˜es: o mau desempenho obtido utilizando aplicac¸o˜es baseadas em software e os resultados
alcanc¸ados na transmissa˜o de dados via USB. Estas ma´quinas sa˜o constru´ıdas para ser uti-
lizadas nas mais diversas actividades, sendo por isso bastante flex´ıveis, no entanto, quando
destinadas a` execuc¸a˜o de uma tarefa espec´ıfica o seu desempenho na˜o e´ optimizado. O que
acontece na grande maioria das vezes e´ que existem mu´ltiplas tarefas a serem executadas
concorrentemente dando a ideia de simultaneidade. Por este motivo os recursos do sistema
computacional sa˜o partilhados pela execuc¸a˜o de diferentes tarefas, cabendo ao escalonador
decidir qual a tarefa a executar quando houver va´rias prontas para execuc¸a˜o. No entanto,
a execuc¸a˜o das tarefas pode muitas vezes ser interrompida, por exemplo, pela recepc¸a˜o de
dados provenientes do teclado ou pela interface gra´fica de gesta˜o de janelas. No caso con-
creto da captura de mensagens utilizando um computador com uma placa de rede vulgar, o
tratamento e time-stamping das mesmas na˜o e´ efectuado ao n´ıvel da placa de captura mas
sim ao n´ıvel do processador, sendo necessa´rio, entre outras coisas, aguardar que o proces-
sador esteja dispon´ıvel e requisitar o barramento PCI para transfereˆncia da informac¸a˜o. O
tempo que decorre desde que as mensagens sa˜o recebidas ate´ que cheguem ao processador e´
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varia´vel estando sujeito a inu´meros atrasos. Para ale´m disso, em determinadas situac¸o˜es sa˜o
armazenadas va´rias mensagens na placa de rede sendo transferidas e processadas todas jun-
tas, no entanto, se a transfereˆncia destas na˜o for suficientemente ra´pida e a fila de mensagens
da placa de rede encher as mensagens seguintes sera˜o perdidas. Esta situac¸a˜o e´ semelhante
a` que acontece na recepc¸a˜o das mensagens via USB. Tambe´m aqui e´ necessa´rio requisitar o
barramento PCI para transferir os dados para a memo´ria, estando as transfereˆncias sujeitas
a atrasos varia´veis. Apesar de neste caso o timing relativo da recepc¸a˜o de dados ser irrele-
vante e´ necessa´rio que a informac¸a˜o seja recolhida de uma forma mais ou menos cont´ınua da
FIFO USB. As tarefas que bloqueiam a leitura de dados do controlador e o mecanismo de
retransmissa˜o, caso sejam detectados erros, originam a acumulac¸a˜o de dados nas memo´rias da
FPGA, conduzindo ao esgotamento da capacidade de armazenamento do sniffer e consequente
terminac¸a˜o da captura.
7.3 Trabalho Futuro
Apesar de todo o trabalho realizado, existem ainda alguns pontos que podem ser melhora-
dos. De seguida sa˜o apresentados alguns aspectos pass´ıveis de ser desenvolvidos e optimizados
em desenvolvimentos futuros.
Transfereˆncia da FPGA para o PC
De forma a aumentar a capacidade de armazenamento tempora´rio na FPGA, contornando
desta forma aos tempos de bloqueio impostos pelo PC na recepc¸a˜o de dados via USB uma
hipo´tese a considerar sera´ a utilizac¸a˜o de uma FPGA com um maior nu´mero de Block RAMs.
Se se considerar a utilizac¸a˜o da FPGAs da mesma famı´lia podera´ ser utilizada uma Spartan3
XC3S5000 que disponibiliza 104 Block RAMs contra as 32 utilizadas neste trabalho. Caso se
pretenda evoluir para outra famı´lia de FPGAs, aumentando o seu custo, podera´ ser utilizada
uma Virtex-4 (XC4VFX140), ja´ com 4 controladores de acesso ao meio inclu´ıdos, permitindo
poupar recursos, e que disponibiliza 552 Block RAMs. Outra hipo´tese a ter em considerac¸a˜o e´
a utilizac¸a˜o de uma memo´ria externa a` FPGA. Isto invalida no entanto que a ferramenta possa
ser implementada num u´nico encapsulamento. As 32 Block RAMs encontram-se repartidas
por 4 memo´rias de aproximadamente 16Kbytes, perfazendo um total de apenas 64Kbytes.
Esta situac¸a˜o permitiria aumentar a capacidade de armazenamento para alguns Mbytes. A
utilizac¸a˜o, por exemplo, de uma memo´ria DDR com capacidade para 32 Mbytes permitiria
aumentar 512 vezes a capacidade de armazenamento da FPGA.
Estas soluc¸o˜es sera˜o apenas adequadas se a taxa de transmissa˜o me´dia da rede Ether-
net na˜o exceder a taxa de transmissa˜o me´dia da ligac¸a˜o USB. Assumindo que na˜o se pre-
tende grandes capacidades locais de armazenamento, a u´nica forma de resolver este problema
passa pela substituic¸a˜o da ligac¸a˜o USB, devendo esta ser a principal considerac¸a˜o a ter em
conta em desenvolvimentos futuros. Para isso devera´ ser estudada uma alternativa a` ligac¸a˜o
USB, podendo ser considerada a utilizac¸a˜o de uma interface Gigabit Ethernet (1000Mbps),
FireWire (800Mbps) ou ate´ mesmo uma ligac¸a˜o SATA (Serial Advanced Technology Attach-
ment) (2400Mbps).
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Criac¸a˜o de um plug-in para o Wireshark
Outro ponto em que e´ poss´ıvel evoluir esta´ relacionado com as ferramentas de captura e
ana´lise utilizadas do lado do PC. Neste contexto, seria interessante a criac¸a˜o de um plug-in
para o Wireshark de suporte ao sniffer constru´ıdo, integrando va´rias funcionalidades e per-
mitindo “fechar” o sistema, sendo todo o hardware controlado a partir do plug-in criado. Este
deveria, por exemplo, permitir iniciar e terminar a captura, sendo ao longo desta disponibi-
lizada informac¸a˜o relativa ao nu´mero de pacotes recebidos bem como a durac¸a˜o da captura.
Para ale´m disso, era interessante configurar o nu´mero ma´ximo de bytes de cada mensagem
a ser capturados, especificar a captura ou na˜o do campo FCS e definir o instante ou uma
condic¸a˜o para iniciar a captura tambe´m a partir do plug-in.
Quanto a`s ferramentas de ana´lise, seria importante que o Wireshark fosse capaz de de-
scodificar todo o protocolo FTT-SE. Para ale´m disso, seria tambe´m conveniente melhorar e
integrar as ferramentas constru´ıdas com base no octave para ana´lise de tra´fego e gerac¸a˜o de
gra´ficos no pro´prio plug-in.
Posteriormente podera´ tambe´m ser considerada a possibilidade da ferramenta gerar tra´fego,
permitindo desta forma analisar equipamentos de rede e efectuar medic¸o˜es de lateˆncias.
Ligac¸a˜o a` Rede
Na implementac¸a˜o actual o sniffer e´ ligado a` rede de comunicac¸a˜o utilizando um TAP
Ethernet passivo. A forma como este foi concebido apresenta algumas limitac¸o˜es ao n´ıvel da
atenuac¸a˜o dos sinais na linha de transmissa˜o. Apesar de esta na˜o se ter revelado significante
nas ligac¸o˜es utilizadas em laborato´rio, podera´ ter efeitos negativos se aplicado a cabos com
maior dimensa˜o ou menor qualidade. Por este motivo devera´ ser estudada a possibilidade de
construir um TAP activo, capaz de regenerar os sinais, diminuindo desta forma a atenuac¸a˜o
causada nos mesmos pela introduc¸a˜o do sniffer na rede.
Precisa˜o Temporal
A precisa˜o temporal alcanc¸ada e´ limitada pelas caracter´ısticas do controlador de acesso ao
meio utilizado. A principal limitac¸a˜o reside na variac¸a˜o de 3 ciclos de relo´gio que a lateˆncia
associada ao TEMAC apresenta. Uma forma de contornar este problema, reduzindo o erro
associado a`s medic¸o˜es efectuadas passa pela utilizac¸a˜o de um caminho paralelo ao TEMAC.
Desta forma, para efectuar o time-stamping das mensagens seria necessa´rio detectar o in´ıcio




Gerac¸a˜o dos Nu´cleos de
Propriedade Intelectual das
Memo´rias
Nas figuras A.1 a A.6 sa˜o apresentados os va´rios passos seguidos para criac¸a˜o das memo´rias
FIFO utilizando o Fifo Generator. Nestas e´ poss´ıvel observar todas as caracter´ısticas com que
estas foram geradas. Neste caso em concreto as figuras correspondem a` criac¸a˜o das memo´rias
de controlo. A u´nica diferenc¸a para as memo´rias destinadas ao armazenamento de dados e´
o tamanho do barramento de escrita. Na figura A.2 ao campo Write Width foi atribu´ıdo o
valor 8 e ao campo Write Depth o valor 16384.
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Figura A.1: Criac¸a˜o das memo´rias utilizando o Fifo Generator - passo 1 de 6.
Figura A.2: Criac¸a˜o das memo´rias utilizando o Fifo Generator - passo 2 de 6.
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Figura A.3: Criac¸a˜o das memo´rias utilizando o Fifo Generator - passo 3 de 6.
Figura A.4: Criac¸a˜o das memo´rias utilizando o Fifo Generator - passo 4 de 6.
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Figura A.5: Criac¸a˜o das memo´rias utilizando o Fifo Generator - passo 5 de 6.
Figura A.6: Criac¸a˜o das memo´rias utilizando o Fifo Generator - passo 6 de 6.
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Apeˆndice B
Gerac¸a˜o do Nu´cleo de Propriedade
Intelectual do Controlador de
Acesso ao Meio
Na figura B.1 e´ poss´ıvel observar as opc¸o˜es com que o controlador de acesso ao meio
(TEMAC) foi gerado.
O barramento MII transfere os dados do Phy para o MAC a uma frequeˆncia de 25Mhz
e utilizando palavras de 4 bits. Por outro lado, os dados sa˜o disponibilizados ao utilizador
num barramento de 8 bits pelo que sa˜o actualizados a metade da frequeˆncia, ou seja 12.5Mhz,
sendo necessa´rio um sinal que permita sincronizar a leitura dos dados disponibilizados. Se
a opc¸a˜o clock enables na˜o for activada o controlador de acesso ao meio disponibiliza um
sinal de relo´gio com esta frequeˆncia. No entanto, as linhas utilizadas especificamente para
distribuic¸a˜o de sinais de relo´gio nas FPGAs sa˜o um recurso limitado. Por este motivo, a` custa
de alguma lo´gica adicional e´ poss´ıvel poupar 2 linhas de distribuic¸a˜o de relo´gio. Activando a
opc¸a˜o clock enables existe um sinal cujo o valor deve ser modificado em ciclos alternados do
sinal de relo´gio de 25Mhz, permitindo efectuar uma distinc¸a˜o entre alguns dos seus flancos
(figura 4.7). Quanto a` opc¸a˜o Management Interface e´ utilizada para que o controlador gerado
disponibilize uma interface que permite configurar o pro´prio controlador mas tambe´m aceder
aos registos internos do Phy para sua configurac¸a˜o.
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API Application Programming Interface
ASIC Application Specific Integrated Circuit
ASM Asynchronous Status Message
ATM Asynchronous Transfer Mode
CAD Computer Aided Design
CAN Controller Area Network
CSMA/CD Carrier Sense Multiple Access with Collision Detection
CSV Comma Separated Values
DM Deadline Monotonic
DMA Direct Memory Access
EC Elementary Cycle
EDF Earliest Deadline First
ESP Electronic Stability Program
FCS Frame Check Sequence
FIFO First In First Out
FPGA Field Programmable Gate Array
FTT Flexible Time-Triggered Protocol
FTT-SE Flexible Time-Triggered protocol on Switched Ethernet
IEETA Instituto de Engenharia Electro´nica e Telema´tica de Aveiro
ISE Integrated Synthesis Environment
JTAG Joint Test Action Group
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LAN Local Area Network
LUT Lookup Table
MAC Medium Access Control
Mbps MegaBits Per Second
MDC Management Data Clock
MDIO Management Data Input/Output
MII Media Independent Interface
NIC Network Interface Card
OSI Open Systems Interconnection
PC Personal Computer
PCI Peripheral Component Interconnect
PLD Programmable Logic Device
PTP Precision Time Protocol
RM Rate Monotonic
RT Real-time
SATA Serial Advanced Technology Attachment
SFD Start Frame Delimiter
TDMA Time Division Multiple Access
TEMAC Tri-Mode Ethernet Media Access Controller
TM Trigger Message
USB Universal Serial Bus
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