We propose a new model for the probabilistic estimation of continuous state variables from a sequence of observations, such as tracking the position of an object in video. This mapping is modeled as a product of dynamics experts (features relating the state at adjacent time-steps) and observation experts (features relating the state to the image sequence). Individual features are flexible in that they can switch on or off at each time-step depending on their inferred relevance (or on additional side information), and discriminative in that they need not model the full generative likelihood of the data. When trained conditionally, this permits the inclusion of a broad range of rich features (for example, features relying on observations from multiple time-steps), and allows the relevance of features to be learned from labeled sequences.
Introduction
Many real-world problems involve estimating a timeseries of continuous state vectors from a sequence of high-dimensional observations. Examples include inferring a trajectory of stock values based on the evolution of various economic indicators; tracking a patient's vital health signs through a myriad of symptoms; and finding the trajectory of a moving object in a video. A standard probabilistic approach is to fit the observations with a generative state-space model (SSM) . These models propose that the state is a latent variable which evolves over time, and at each step is responsible for generating a noisy observation. State estimates are obtained from observations by inverting the probability model via Bayes' rule. A canonical example of a SSM is the Kalman filter, which models both the state dynamics and observations as linear functions of the state, corrupted by Gaussian noise, which leads to a Gaussian posterior distribution over the state at any time. Extensions of the Kalman filter allow for non-linearities in the state dynamics, and the relationship between the state and the observations, and also extend the posterior state distribution to be multi-modal.
Although highly successful, SSMs suffer some disadvantages. First, for computational tractability, SSMs usually assume that observations are conditionally independent of each other given the state. Thus the estimate of the state at a particular time can directly depend only on the observations at that same time (and the previous state), precluding the direct inclusion of evidence derived from observations across a range of time. Second, the relationship between state and observation at every time-step in an SSM is mediated through a single, identical likelihood function, which must generate the entire high-dimensional observation given only the value of the state. Crafting such a likelihood can be challenging, since it requires the ability to accurately model all aspects of the observation, including those that are irrelevant with respect to predicting the state.
An alternative approach, which we pursue here, is to directly model the conditional (posterior) distribution of the states given the observations. We propose fitting the posterior with a weighted log-linear combination of dynamics features (relating states at different time-steps) and observation features (relating the state to the observation sequence). Features are discriminative, leveraged to predict the state from the observations, thus avoiding the problem of explaining the high-dimensional observations faced by generative likelihoods. Using a conditional model also removes the need to assume independence of observations, hence each feature may incorporate evidence from any number of observations. Additionally, a wide variety of observation features may be combined and the system can learn, through supervised training, which features are relevant for any given task. Our system also includes the ability at each time-step to switch between different dynamic features, and to selectively shut off unreliable observation features.
A canonical application of this approach involves tracking a moving object in a video as it follows a complicated trajectory. Consider watching a basketball game, and trying to just follow the ball. Generating a full description of the scene, including the complex interaction of all the players, based on the ball position at any time is hopeless. However, obtaining a estimate of the ball's location from the image is considerably easier, as features such as colour and shape can be highly discriminative. In addition, understanding the basic dynamics of the ball motion can be useful in tracking it even as it disappears behind some players.
We begin in Section 2 with a detailed description of our model, followed by details on inference and learning (Section 3). We relate our model to similar approaches in Section 4. Finally, in Section 5, we apply our model to a realistic tracking problem-estimating the position of a basketball in a video-using a number of different dynamics and observation features.
Model
Given a sequence of observations Y and corresponding sequence of states X, we construct a model of the conditional distribution of X given Y. The model combines a set of dynamics features f j (x t−1 , x t ) for j = 1, . . . , J, and observation features g k (x t , Y) for k = 1, . . . , K. The basic model then combines these features to provide a description of the conditional distribution:
In our model, both the dynamics and observation features can be viewed as functions that predict the state x t . That is, associated with each dynamics feature f j (x t−1 , x t ) is a function φ j (x t−1 ), and with each observation feature g k (x t , Y) a function γ k (Y, t). Each feature then computes the distance between x t and its respective function, scaled by some learned set of parameters:
The range of possible functions φ j () and γ k () is broad, including any off-the-shelf method of predicting the state from other states or observations. In this paper we will restrict our attention to linear functions for the dynamics:
For example, in describing the motion of object in two dimensions, x t can include a pair of components for its position, velocity, and acceleration, and (T j , d j ) could correspond to constant-velocity and no acceleration, or constant acceleration. 
its prediction function u jt binary switch on dynamics
its prediction function v kt binary switches on observations
When including a large number of features, it is likely that at any given time, some of them give very poor predictions, and their contributions should be disregarded. This problem can be addressed by making the set of features flexible; at each time-step features can be turned off (meaning that their prediction will not be included in the state estimate) based on their inferred relevance. This is accomplished through the introduction of hidden binary switch variables, u jt and v kt , one for each feature at each time-step.
Obtaining an accurate estimate of the state therefore is highly dependent on appropriately setting the switches, to only include the relevant features in the state representation. One piece of information potentially relevant to determining the switches involves evaluating the agreement between the feature predictions; intuitively a feature making a very divergent prediction can be switched off. Often, there is information available in the observations to suggest which dynamics/observation features might be relevant. This side information is captured by including learned potential functions for each switch, F j and G k , which again can be off-the-shelf classifiers, trained discriminatively in the same framework.
Putting these together, we arrive at the following log-probability of X given Y:
where Z(Y) is the distribution's normalizing function, or partition function.
Note that because the switches are hidden, when we integrate over our uncertainty for the switches we effectively get a mixture-of-Gaussian prediction for the posterior state distribution at time t, which allows us to elegantly capture multimodality. Further, during inference, the posterior distribution over switches will capture the probability that a given feature is going to be of use at that point in the sequence.
The non-switching or "non-flexible" version of this model-where u jt = v kt = 1-is an interesting special case. Because the dynamics and observation features are quadratic in X, the resulting conditional distribution is Gaussian. This provides some advantages: exact inference, partition function, and gradient computations can be done efficiently, and learning (with respect to α j and β j ) becomes a convex problem. Practically, however, there are two considerable disadvantages. First, because the Gaussian is unimodal, the resulting state distribution will be unimodal at all time-steps; this can lead to an inability to recover from errors in the state prediction. Second, the prediction is no longer robust, which means that only dynamic features which are all simultaneously applicable can be included, and observation features must be always accurate. The parameters of the feature functions, α j and β k can be learned using a straight-forward application of the Contrastive Divergence learning algorithm (Hinton, 2002) . Contrastive Divergence is an approximate gradient-descent in parameter space, used in undirected graphical models with intractable partition functions.
Inference
Given a sequence of observations, inferring the corresponding state sequence consists of computing the probability distribution P(X|Y). Performing this calculation directly is infeasible, unfortunately, since it requires marginalization over all possible settings of the hidden variables, u jt and v kt . However, several variational and approximation schemes readily apply to this formulation. Here we focus on a particular MCMC method that exploits special structure in the model to allow efficient approximate inference.
Given the hidden variables, the state sequence X forms an (undirected) linear-Gaussian Markov chain, thus P(X|U, V, Y) can be readily computed. Similarly, given the state sequence, the switches are conditionally independent, so inference of P(U, V|X, Y) is easy. From these facts, we arrive at a simple method for drawing samples from P(X, U, V|Y).
1. Obtain an initial estimateÛ,V of the switch variables. For example, these can be based on the side-information provided by features F j and G k .
2. Infer P(X|Û,V, Y), a Gaussian in X, and draw from it a state sequence sampleX.
3. Infer P(U, Y|X, Y), and from it draw samples of the switchesÛ andV.
4. Goto 2, and repeat this sampling procedure for the desired number of iterations.
We now present a message-passing scheme for inferring the state given the switches, followed by a pair of simple equations for inferring the switches given the state. Each iteration of this scheme (and of learning) has a computational cost that scales linearly in the length of the sequence and the number of observation and dynamics features, but, like Kalman smoothing, scales cubically in the dimensionality of the state.
Inferring State X given Switches U, V
Given the switches and observations, the belief propagation algorithm can be used to exactly compute the marginal P(x t |U, V, Y) and pairwise marginal P(x t−1 , x t |U, V, Y) distributions. These can be used to draw samples of the state sequence, as well as to compute the expectations (1) required for learning. Note that because the features are quadratic in X, the marginals and pairwise marginals will be Gaussian distributions.
Inference using belief propagation requires a twophase message passing schedule, much like the Kalman smoother; messages are passed forward, from the beginning of the state sequence to the end, and backward in the opposite direction. Each message consists of a Gaussian distribution, with mean vector µ and precision matrix τ (which, for notational convenience, we will use in place of the inverse covariance matrix). As in Kalman smoothing, the messages can be written recursively, each in terms of the message preceding it. We will break this into four steps: forward prediction of x t given x t−1 , forward correction to incorporate observations at time t, backward prediction of x t given x t+1 , and backward correction.
To begin with, we define a number of terms which will appear several times in the message-passing equations. Note that because they depend on the switches, these terms must be recomputed at each time-step.
Forward Prediction:
Backward Prediction:
Backward Correction:
The marginal distribution of x t can be obtained by multiplying all messages coming into it:
The pairwise marginal distribution is obtained by multiplying together the forward message into x t−1 , the backward message into x t , and an additional factor arising from the dynamics features. The resulting mean is simply the concatenation of the marginal means, (x t−1 , x t ), and the precision is sum of the precisions from the messages and dynamics factor
3.2. Inferring Switches U, V given State X As mentioned above, given the state sequence the switch variables are independent, thus P(U, V|X, Y) factorizes into a product of simple distributions.
The posteriors of the observation switches v kt are independent Bernoulli distributions, with probability
where σ() is the logistic function σ(x) = 1/(1 + e −x ). The posterior distribution of the dynamics switches u jt at each time-step is Multinomial-a discrete choice over J options. The probability that switch k is on at time t is
.
Related Work
Our approach has notable similarities to previous work using Conditional Random Fields (CRFs) (Lafferty et al., 2001 ) and also Products-of-Experts (PoE's) and energy-based models (Hinton, 2002; Teh et al., 2003) , and indeed in some ways can be considered a variant or extension of either of these frameworks. However, typically CRFs are concerned with discrete states and include simple, discrete features (such as delta-function indicator-variables). In contrast our model works with a combination of continuous and discrete state, incorporates unobserved latent variables during training and testing, and employs continuous-valued feature functions. Some of these elements have been used individually in other models proposed recently, such as (Quattoni et al., ; Sudderth et al., ) , but to our knowledge the particular combination of these elements is novel to the model presented here. Likewise, PoE's or energy-based models have been predominantly applied to modelling the full joint density, rather than the conditional posterior as in our case. Within this class of models, our work has some commonalities with exponential family harmoniums (Welling et al., ) , where we use Bernoulli/Multinomial and Gaussian layers, with the extension in our model that this distribution is conditioned on a set of observation features, and that the Gaussians units have a linear chain dependency. Our work also bears some similarities to the Fields-ofExperts (Roth & Black, 2005) , in the sense that we learn an undirected, translation-invariant dependency structure.
Our model draws additional inspiration from several approaches in the general sequential state-estimation literature and it shares some commonalities with models based around switching state space models (switching-SSMs) (Ghahramani & Hinton, 2000) . As with our work, these generative models employ a set of switches that select between distinct state-transition functions, as well as having switch-dependent emission distributions. Switching-SSMs typically couple the switch states through time in a directed Markov chain; although we currently do not do this, it would be a computationally feasible extension to our model. In relation to switching-SSMs, our model is able to leverage the usual advantages of discriminative training in conditional models -namely that the switch variable can be set up to have a rather rich dependency on the observation sequence without incurring extra difficulties with inference or tractability. Our model differs from switching-SSMs in another important way: SSMs fit the joint probability of state and observations, whereas our model disregards the observation density, instead fitting only the conditional probability of state given observations.
With respect to the particular application to object tracking, a number of models employing CRF-style approaches have recently been suggested, including (Sminchisescu et al., 2005; Taycher et al., 2005) . While our approach shares some of the same modelling philosophies as these approaches, including employing a variety of features, discriminative training, and dynamic models, the overall form and components of our approach is significantly different. Also from the broader tracking literature there are several approaches that have some aspects in common with our work. In particular, Collins et al. (2005) shares the notion that it is advantageous to have a candidate pool of mechanisms to estimate the object position, and to swap these in and out based on their local performance and consistency. However, this model has no explicit representation of dynamics, and is restricted to simpler features than those in our framework. In a similar vein, Forsyth and Ponce (2002) suggests an approach that employs a Kalman filter in conjunction with "gated" observations. Lastly, we note that Isard and Blake (1998) use particle filtering and a switching dynamics model to follow a simple bouncing ball, which influenced our choice of an illustrative experiment using a bouncing ball in a more realistic setting.
A Visual Tracking Application
As a test of our model, we apply it to the problem of tracking the position of a basketball in video. Here, we show that by combining several different simple (and often unreliable) observation and dynamics features, we can obtain a reliable tracker.
In this setting the observations are a sequence of grayscale images. For the state at time t we use a 6-dimensional vector encoding the position, velocity, and acceleration of the ball. Augmenting the state-space with velocity and acceleration is a standard transformation (Forsyth & Ponce, 2002) , allowing higher-order dynamics to be modeled using features that only look at pairs of temporally adjacent states. Training data consists of a sequence of images, as well as the ground truth locations of the target object (with velocity and acceleration computed via finite differencing).
In our tracker, we include eight different observation features. The first six are based on small template images. Given an observation image, each template is compared (efficiently, using convolution) to all possible sub-patches in the image, and γ k (Y, t) returns the location of the most-similar patch based on sum-of-squares distance. The next feature uses a 3-component principal components analysis (PCA) subspace. Again, the subspace is applied to all areas of the current image, and γ k () returns the location of the image patch with lowest sum-of-squares reconstruction error. The final feature is based on temporally-local background subtraction. It takes five observation images (the current, two proceeding, and two following images), computes the mean image, and returns the point in the current image that differs most from this mean (after Gaussian blur of the difference image). As expected, this feature can work well when there is only one rapidly-moving object, but can be very unreliable when there is any other motion (including camera motion) in the image. None of these features are able to estimate the velocity or acceleration, thus for these dimensions of the state the φ k ()'s always predict zero.
Note that in our model it is perfectly acceptable for a feature to consider only a subset of the state dimensions.
For each of these observation features we include side-information to help determine the values of the switches. For the template and PCA features, we compute the sum-of-squares error of the best-matching image patch, and for the background subtraction feature, we compute the maximum squared difference between the current and mean images. Each switch potential G k takes a (different) linear combination of these values and returns the result. Thus each G k can be thought of as a logistic-regression classifier, attempting to determine the observation switches v kt using only information from the observation images.
Four dynamics features are included, each using a linear predictor of x t from x t−1 . We do not include any side-information for the dynamics, thus F j is simply a constant bias.
Tracking a Basketball
The video data for this evaluation consisted of four video sequences, totalling around 8400 frames, for which the ground truth location of the basketball was obtained by hand. We trained two separate trackers to evaluate performance during weak and strong generalization scenarios. In the first experiment we used one sequence (referred to as Simon, 1796 frames) containing a single player bouncing, throwing and dribbling a basketball. The tracker was trained using the first 500 frames (as well as the corresponding ground truth points) and tested on the remaining frames. In the second experiment we used three sequences in which players pass a basketball by rolling (roll, 1556 frames), bouncing (bounce, 1897 frames), and by both rolling and bouncing (roll+bounce, 3126 frames). Here the tracker was trained on the first 500 frames of roll and bounce, and tested on the held-out roll and bounce frames (weak generalization), as well as on the previously-unseen roll+bounce sequence (strong generalization).
To train the template features, we extracted 19 × 19-pixel image patches of the basketball from the training images. The first five templates were obtained by running K-means clustering on the patches, while the sixth was simply one of the training patches (we chose the last image). The PCA model was also fit using these training patches. The linear parameters of the switch potentials G k were fit using logistic regression. Although they can often correctly locate the basketball, none of the features is always "on the ball". The reliability of each observation feature (the frequency with which it predicts a location within 5 pixels of the basketball), and the frequency with which our tracker switches it on at test time are given in Table 2 . The most reliable feature is PCA (0.81), and the "background subtraction" feature (0.08) is the least.
To train the dynamics features (T j and d j ), in the first experiment we hand-segmented the ground-truth states from the training data into four regimes: flying (the basketball in free-flight), holding (the basketball in the hands of the player), bouncing off the ground, and bouncing off the wall. The parameters of each φ j () were chosen to minimize x t − (T j x t−1 + d j ) for the set of corresponding ground-truth states. Segmenting the data can be time consuming, so in the second experiment we used manually-chosen dynamics features, corresponding to flight, rolling, bouncing, and holding.
Finally, the feature precisions α j and β k , as well as the logistic-regression parameters, were refined using 300 iterations of Contrastive Divergence learning. Given the learned model, we track the basketball by applying 20 iterations of the inference method described in Section 3, producing an estimate of the state sequence and the switches.
Results
To quantitatively assess the trackers' performance, for each of the test sequences we computed an error rate defined to be the fraction of frames in which the predicted state was more than 5 pixels away from the true location of the basketball. As a baseline, we also attempted to track the sequences using an SSM, specifically a Kalman filter fit to the training data. We experimented with including different subsets of the observations features , as well as including/not includ- The result of tracking the Simon sequence is shown in Figure 2 . As can be seen the basketball is tracked well throughout the sequence. Although the tracker loses the ball briefly on four occasions, it quickly recovers. The error rate of the tracker was 0.1196, versus 0.7229 for the Kalman filter. The IVT was able to track the first part of the sequence without error, but it lost track of the ball after 688 frames and was unable to recover, resulting in an error rate of 0.613.
The results of the second experiment are shown in Figure 2. The error rates for the tracker were 0.0208 on roll, 0.0766 on bounce, and 0.1004 on roll+bounce.
The corresponding rates for the Kalman filter were 0.8333, 0.9434, and 0.9697. The IVT tracked the first 700 frames of roll, 125 frames of bounce, and 730 frames of roll+bounce before failing, giving error rates of 0.37, 0.919, and 0.767. The discrepancy in error rates between the three trackers highlights the difficulty in choosing an appropriate metric for quantitatively comparing tracking results. However, we feel that fraction of time "on-the-ball" seems the most appropriate measure for this application.
Dealing with Missing Observations
To test our model's ability to deal with missing observations, and the quality of the learned dynamics features, we modified the above sequence so that all observation features would be off for 20 consecutive frames, while the ball is in free flight. Occlusion is a notoriously difficult problem for tracking, as state-ofthe-art trackers perform simple diffusion until telltale observations enable the tracker to locate the object.
The result can be seen in Figure 2 (lower-right image). The model is able to successfully track through the 20-frame (98-pixel displacement) simulated occlusion. Note that the uncertainty in the state estimate (indicated by blue circles of one standard deviation) grows during the missing observations, peaking at the middle of the occlusion.
Discussion
We have presented a novel framework for inferring complex trajectories from high-dimensional and noisy data. One of the key advantages of our approach is that we have complete flexibility about the observation and dynamics features that we use in our model. The discriminative learning procedure can appropriately weight the confidence of different predictors, as well as integrating these predictions over time with a versatile dynamics model, and learning to effectively gate in and out different features based on their inferred accuracy and relevance. Although the features used in this paper are relatively simple, we still obtain impressive results. One exciting prospect is the possibility of using rather more powerful predictors in combination -for instance one could use as observation features the outputs from state-of-the-art object detectors, or even other trackers. We could also use information from multiple frames (for example estimated optical flow) to help make predictions.
One of the main drawbacks of our approach is that we require a fully labelled sequence to train on, and in certain applications such data (and in sufficient quantities to constrain all the parameters of the model without encountering problems with overfitting) may be hard to come by. A simple way around this would be to bootstrap from other tracking methods, using them to provide an initial labelling of sequences for training and using human intervention only on the more challenging segments.
