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Resumo
Os modelos de mistura finita e os modelos de mistura de regressão multivariada tem sido ampla-
mente utilizados na modelagem e análise de dados de uma população heterogênea. Dados desse
tipo podem estar submetidos a limites de deteção superior e/ou inferior por causa do aparato
experimental. Outra complicação surge quando a distribuição das medidas em cada população
não é aproximadamente normal, isso ocorre, por exemplo, na presença de caudas pesadas ou
observações atípicas. Para essas estruturas de dados, propomos um modelo robusto para dados
censurados com base em misturas finitas de distribuições multivariadas Student-t e um modelo
de regressão para dados censurados baseados em misturas finitas t de Student multivariadas. Esta
abordagem permite-nos modelar dados com grande flexibilidade, acomodando multimodalidade,
caudas pesadas e também assimetria, dependo da estrutura das componentes da mistura. Desen-
volvemos um algoritmo do tipo EM para estimação analítico, simples e eficiente. O algoritmo tem
expressões de forma fechada no passo-E que dependem de fórmulas para a média e variância da
distribuição t de Student multivariada truncada. Além disso, um método geral para aproximação
assintótica da matriz de covariância dos estimadores é apresentado. Os resultados obtidos a partir
de análise de conjuntos de dados reais e simulados são reportados e demonstram a eficácia da
metodologia proposta. Os métodos e algoritmos propostos são implementados no novo pacote
de R CensMixReg
Palavras-chave: Dados censurados, Limite de detecção, Algoritmo tipo EM, Modelos de mistura
finita, Student-t multivariada, modelos de regressão de mistura.
Abstract
Finite mixture models and mixture multivariate regression models have been widely used for
the modeling and analysis of data from a heterogeneous population. Moreover, this kind of
data can be subjected to some upper and/or lower detection limits because of the restriction
of experimental apparatus. Another complication arises when measures of each population
depart significantly from normality, for instance, in the presence of heavy tails or atypical
observations. For such data structures, we propose a robust model for censored data based on
finite mixtures of multivariate Student-t distributions and a regression model for censored data
based on finite mixtures of multivariate Student-t distributions. This approach allows us to
model data with great flexibility, accommodating multimodality, heavy tails and also skewness
depending on the structure of the mixture components. We develop an analytically simple yet
efficient EM-type algorithm for conducting maximum likelihood estimation of the parameters.
The algorithm has closed-form expressions at the E-step, that rely on formulas for the mean and
variance of the multivariate truncated Student-t distributions. Further, a general information-
based method for approximating the asymptotic covariance matrix of the estimators is also
presented. Results obtained from the analysis of both simulated and real data sets are reported
to demonstrate the effectiveness of the proposed methodology. The proposed algorithm and
methods are implemented in the new R package CensMixReg.
Keywords: Censored data, Detection limit, EM-type algorithms, Finite mixture models, Multi-
variate Student-t, Mixtures regression models.
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1 Introduction
Censored variables are common in econometric, geostatistical, biomedical, environ-
mental, clinical, epidemiological, survival and duration studies, among others. For example,
in econometrics the participation in the workforce of married women is, in general, analyzed
using a a censored Tobit model. In this case the observed response is the wage rate, which is
considered as censored at zero since for women who do not work the wage rate is zero, while
for working women positive values of the wage rate are registered, see Chib (1992). In AIDS
research, viral load measurements can be subject to upper or lower detection limits. As a result,
the viral load may be censured to the right or left depending on the diagnostic assay used (Vaida
and Liu, 2009).
When modeling using the linear regression or the location-scale models, sometimes
it can be inappropriate to assume Gaussian errors, and it is necessary to extend this classical
assumption. For instance, Arellano-Valle et al. (2012) proposed the Student-t censored regression
model. See also Massuia et al. (2015) for the analysis of influence diagnostics using this model.
The use of the multivariate Student-t distribution in the context of censored regression models
was explored by Matos et al. (2013) in the context of mixed-effects models, where a simple
and efficient EM-type algorithm for iteratively computing ML estimates of the parameters were
presented, and by Garay et al. (2014) in irregularly observed longitudinal data. More recently,
Wang et al. (2016) proposed a multivariate extension of the works of Matos et al. (2013) and
Garay et al. (2014) for analyzing multi-outcome longitudinal data with censored observations,
establishing a feasible EM algorithm that admits closed-form expressions at E-steps and tractable
solutions at M-steps. They demonstrated its robustness aspects against outliers through extensive
simulations. A common drawback of these proposals is that they are not appropriate when the
observed data exhibit, for instance, multimodality, heavy tails and skewness, simultaneously.
One of the characteristics of the finite mixtures of distributions is to capture more
specifically properties of the observed data, like multimodality, heavy tails and skewness. In the
context of censored data Karlsson and Laitila (2014) proposed an EM algorithm to estimate the
parameters and compared their method with those proposed by Powell (1984), Powell (1986) and
Caudill (2012). In a multivariate setting, He (2013) proposed a Gaussian mixture model to flexibly
approximate the underlying distribution of observed censored data, using an EM algorithm to
compute maximum likelihood estimates. These methods are doubtlessly very flexible, but the
problems related to possible simultaneous occurrence of skewness, anomaly observations and
multimodality still remain. Even when modeling using normal mixtures, overestimation of the
number of components (that is, the number of densities in the mixture of the random error)
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necessary to capture the asymmetric and/or heavy-tailed nature of each subpopulation can occur.
The goals of this master’s dissertation are the robust mixture modeling of censored
data based on the multivariate Student-t distribution and to propose a robust mixture regression
model for censored data based on the multivariate Student-t distribution by extending the mixture
of normal mixtures proposed by He (2013).
1.1 Preliminaries
In this section, we present some useful results associated to the p-variate Student-t
distribution that will be needed to implement the EM algorithm for ML estimation. We start with
the probability density function (pdf ) of a Student-t random vector Y P Rp with location vector
µ, scale matrix Σ and ν degrees of freedom. Its pdf is given by
tppy | µ,Σ, νq “ Γp
p`ν
2 q
Γpν2 qpip{2
ν´p{2|Σ|´1{2
ˆ
1` δpyq
ν
˙´pp`νq{2
,
where Γp¨q is the standard gamma function and δpyq “ py ´ µqJΣ´1py ´ µq is the squared
Mahalanobis distance. The notation adopted for a vector with Student-t distribution is Y „
tppµ,Σ, νq.
The cumulative distribution function (cdf ) is denoted by Tpp¨ | µ,Σ, νq. It is im-
portant to stress that if ν ą 1, the mean of Y is µ and if ν ą 2, the covariance matrix is given
by νpν ´ 2q´1Σ. Moreover, as ν tends to infinity, Y converges in distribution to a multivariate
normal with mean µ and covariance matrix Σ.
An important property of the random vector Y is that it can be written as a function
of a normal random vector and a positive random variable, i.e,
Y “ µ` U´1{2Z, (1.1.1)
where Z is a normal random vector, with zero-mean vector and covariance Σ, independent of U ,
which is a positive random variable with a gamma distribution Gammapν{2, ν{2q1.
LetA be a Borel set inRp. We say that the random vector Y has a truncated Student-t
distribution on A when Y has the same distribution as Y|pY P Aq. In this case, the pdf of Y is
given by fpy | µ,Σ, ν;Aq “ tppy | µ,Σ, νq
P pY P Aq IApyq, where IAp¨q is the indicator function of A,
that is, IApyq “ 1 if y P A and IApyq “ 0 otherwise. We use the notation Y „ Ttppµ,Σ, ν;Aq.
If A has the form
A “ tpx1, . . . , xpq P Rp; x1 ď a1, . . . , xp ď apu, (1.1.2)
1 Gammapa, bq denotes a gamma distribution with a{b mean.
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then we use the notation pY P Aq “ pY ď aq, where a “ pa1, . . . , apqJ. Analogously we define
pY ě aq. Then we say that the distribution of Y is truncated from above and truncated from
below, respectively.
The following properties of the multivariate Student-t and truncated Student-t dis-
tributions are useful for the implementation of the EM-algorithm. We start with the marginal-
conditional decomposition of a Student-t random vector. Details of the proofs are provided in
Arellano-Valle and Bolfarine (1995).
Proposition 1.1.1. Let Y „ tppµ,Σ, νq and Y be partitioned as YJ “ pYJ1 ,YJ2 qJ, with
dimpY1q “ p1, dimpY2q “ p2, p1 ` p2 “ p, and where Σ “
˜
Σ11 Σ12
Σ21 Σ22
¸
and µ “
pµJ1 ,µJ2 qJ, are the corresponding partitions of Σ and µ. Then, we have
piq Y1 „ tp1pµ1,Σ11, νq; and
piiq the conditional cdf of Y2 | Y1 “ y1 is given by
P pY2 ď y2 | Y1 “ y1q “ Tp2
´
y2 | µ2.1, rΣ22.1, ν ` p1¯ ,
where rΣ22.1 “ ˆν ` δ1
ν ` p1
˙
Σ22.1, δ1 “ py1 ´ µ1qJΣ´111 py1 ´ µ1q, Σ22.1 “ Σ22 ´
Σ21Σ´111 Σ12, and µ2.1 “ µ2 `Σ21Σ´111 py1 ´ µ1q.
Proposition 1.1.2. If Y „ Ttppµ,Σ, ν;Aq with A as in (1.1.2), then for k “ 0, 1, 2,
E
„ˆ
ν ` p
ν ` δ
˙r
Ypkq

“ cppν, rqTppa | µ,Σ
˚, ν ` 2rq
Tppa | µ,Σ, νq EW
“
Wpkq
‰
, W „ Ttppµ,Σ˚, ν`2r;Aq,
where cppν, rq “
´ν ` p
ν
¯r ˆΓppp` νq{2qΓppν ` 2rq{2q
Γpν{2qΓppp` ν ` 2rq{2q
˙
, δ “ pY ´ µqJΣ´1pY ´ µq, a “
pa1, . . . , apqJ, Σ˚ “ ν
ν ` 2rΣ, Y
p0q “ 1, Yp1q “ Y, Yp2q “ YYJ, and ν ` 2r ą 0.
Observe that Proposition 1.1.2 depends on formulas for EtWu and EtWWJu,
where W „ Ttppµ,Σ, ν;Aq. Closed form expressions for these expectations were obtained
recently by Ho et al. Ho et al. (2012); they depend on the cdf of the multivariate Student-t
distribution. The computation uses existing functions for the cumulative t-distribution, for which
the pmvt function of the R library mvtnorm (Genz et al., 2016) can be used.
Having established a formula involving the k-order moments of Y, we now present
a result on the conditional moments of the partition of Y.
Proposition 1.1.3. Let Y „ Ttppµ,Σ, ν;Aq with A as in (1.1.2). Consider the partition YJ “
pYJ1 ,YJ2 q with dimpY1q “ p1, dimpY2q “ p2, p1 ` p2 “ p, and the corresponding partition
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of the parameters µ, Σ, a (ay1 , ay2) and A (Ay1 ,Ay2). Then, under the notation of Proposition
1.1.1,
E
„ˆ
ν ` p
ν ` δ
˙r
Ypkq2 | Y1

“ dppp1, ν, rqpν ` δ1qr
Tp2pay2 | µ2.1, rΣ˚22.1, ν ` p1 ` 2rq
Tp2pay2 | µ2.1, rΣ22.1, ν ` p1q EW
“
Wpkq
‰
,
where W „ Ttp2pµ2.1, rΣ˚22.1, ν ` p1 ` 2r;Ay2q, δ “ pY ´ µqJΣ´1pY ´ µq, δ1 “ pY1 ´
µ1qJΣ´111 pY1´µ1q, ay2 “ pa1, . . . , ap2qJ, rΣ˚22.1 “ ˆ ν ` δ1ν ` 2r ` p1
˙
Σ22.1, ν` p1` 2r ą 0 and
dppp1, ν, rq “ pν ` pqr
ˆ
Γppp` νq{2qΓppp1 ` ν ` 2rq{2q
Γppp1 ` νq{2qΓppp` ν ` 2rq{2q
˙
.
In the following Proposition, we establish relationships between the expectation and
covariance of Y and W. The proof is given Ho et al. (2012).
Proposition 1.1.4. Let Y „ Ttppµ,Σ, ν;A˚q, with A˚ “ ty P Rp | a˚ ă y ď b˚u, where
a˚ “ pa˚1 , . . . , a˚pqJ, and b˚ “ pb˚1 , . . . , b˚pqJ. Suppose that σii ą 0 for all i “ 1, . . . , p and
let Λ “ Diag pσ11, . . . , σppq. Defining R “ Λ´1ΣΛ´1, we have that W “ Λ´1 pY ´ µq „
Ttpp0,R, ν;Aq, with A “ tw P Rp | a ă w ď bu, where a “ Λ´1 pa˚ ´ µq and b “
Λ´1 pb˚ ´ µq. Therefore,
ErYs “ µ`ΛErWs
ErYYJs “ µµJ `ΛErWsµJ ` µErWJsΛ`ΛErWWJsΛJ,
where ErWs and ErWWJs are given in Ho et al. (2012).
The proofs of Proposition 1.1.2 and 1.1.3 are given in Matos et al. (2013). The proof
of Proposition 1.1.4 is given in Ho et al. (2012).
1.2 Organization of the Dissertation
The dissertation is divided into four chapters and two appendices. In Subsection
1.1 we briefly discuss some preliminary results related to the truncated multivariate Student-t
distribution and some of its key properties. The Chapter 2 is part of a submitted paper where
we develop a location-scale model of finite mixture for censored data using the multivariate
Student-t distribution, including the ML estimation via EM algorithm, some simulation studies
and an application using real-data, showing the applicability and benefits of this type of model.
The Chapter 3 is also part of a submitted paper where we develop a multivariate regression model
for censored data using finite mixtures of multivariate Student-t distributions, including the EM
algorithm for ML estimation, simulation studies and an application using real-data. In Chapter 4
we present the conclusions and a plan for future research.
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2 Finite mixture of censored data using
the multivariate Student-t distribution
In this Chapter, we propose a robust mixture model for censored data based on the
multivariate Student-t distribution so that the FM-tMC model is defined and a fully likelihood-
based approach is carried out, including the implementation of an exact EM-type algorithm for
the ML estimation. Like Matos et al. Matos et al. (2013), we show that the E-step reduces to
computing the first two moments of a truncated multivariate Student-t distribution. The likelihood
function is easily computed as a byproduct of the E-step and is used for monitoring convergence
and for model selection. The methodology addressed in this Chapter is implemented in the R
package CensMixReg.
More specifically, our objectives are: (i) to propose a multivariate mixture model
for censored data (and associated likelihood inference) based on the mixtures of multivariate
Student-t distribution, (ii) to implement and evaluate the proposed method computationally and
(iii) to apply these results to the analysis of a real-life dataset.
2.1 The statistical model
Now we present the robust multivariate t model for censored data. Let us write
Yi „ tppµ,Σ, νq, i “ 1, . . . , n, (2.1.1)
where Yi “ pYi1, . . . , YipqJ is a pˆ 1 vector of responses for sample unit i, µ “ pµ1, . . . , µpqJ
and the dispersion matrix Σ “ Σpαq depends on unknown and reduced parameter vector
α. We assume that Yi, i “ 1, . . . , n, are independent and identically distributed. Using the
representation (1.1.1), we have that the distribution of Yi can be written hierarchically as
Yi|Ui “ ui ind.„ Nppµ, u´1i Σq;
Ui
ind.„ Gammapν{2, ν{2q, (2.1.2)
where ind.„ denotes independent random variables.
We consider the approach proposed by Vaida and Liu (2009) and Matos et al. (2013)
to model the censored responses. Thus, the observed data for the ith subject is given by pVi,Ciq,
where Vi represents the vector of uncensored reading or censoring level and Ci is the vector of
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censoring indicators. In other words,
Yil ď Vil if Cil “ 1, and Yil “ Vil if Cil “ 0, (2.1.3)
i “ 1, . . . , n, l “ 1, . . . , p, so that, (2.1.1) along with (2.1.3) defines the Student-t censored
model for multivariate responses (hereafter, the tMC model). Notice that a left censoring structure
causes a right truncation of the distribution, since we only know that the true observation yil
is less than or equal to the observed quantity Vil. Moreover, the right censored problem can be
represented by a left censored problem by simultaneously transforming the response Yil and
censoring level Vil to ´Yil and ´Vil.
2.1.1 The likelihood function
Let y “ pyJ1 , . . . ,yJn qJ, where yi is a realization of Yi „ tppµ,Σ, νq. To obtain
the likelihood function of the tMC model, first we treat separately the observed and censored
components of yi, i.e., yi “ pyoJi ,ycJi qJ, with Cil “ 0 for all elements in yoi , and Cil “
1 for all elements in yci . Accordingly, we write Vi “ vecpVoi ,Vciq, where vecp¨q denotes
the function which stacks vectors or matrices of the same number of columns, with Σi “
Σipαq “
ˆ
Σooi Σoci
Σcoi Σcci
˙
and µi “ pµoJi ,µcJi qJ. Then, using Proposition 1.1.1, we have that
yoi „ tpoi pµoi ,Σooi , νq and yci | yoi „ tpci pµcoi ,Scoi , ν ` poi q, where
µcoi “ µci `Σcoi Σoo´1i pyoi ´ µoi q, Scoi “
ˆ
ν `Qpyoi q
ν ` poi
˙
Σcc.oi , (2.1.4)
with Σcc.oi “ Σcci ´ Σcoi Σoo´1i Σoci and Qpyoi q “ pyoi ´ µoi qJΣoo´1i pyoi ´ µoi q. Therefore, the
likelihood function of θ “ pµJ,αJ, νqJ for subject i is given by
Lipθ | Vi,Ciq “ fpVi | Ci,θq “ fpyci ď Vci | yoi “ Voi ,θqfpyoi “ Voi | θq (2.1.5)
“ Tpci pVci | µcoi ,Scoi , ν ` poi qtpoi pVoi | µoi ,Σooi , νq ” Li.
Straightforwardly, the log-likelihood function for the observed data is given by
`pθ | V,Cq “
nÿ
i“1
lnLi. As will become clear when we discuss the ML estimation issue, this
function can be computed at each step of the EM-type algorithm without additional computational
burden since the Li’s have already been computed at the E-step. We assume that the degrees of
freedom parameter of the Student-t distribution is fixed. To choose the most appropriate value
of this parameter, we will use the log-likelihood profile (Lange et al., 1989; Meza et al., 2011).
The assumption of fixed degrees of freedom is based on the work of Lucas (1997), in which the
author showed that the protection against outliers is preserved only if the degrees of freedom
parameter is fixed. Consequently, the parameter vector for the tMC model is θ “ pµJ,αJqJ.
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2.1.2 Parameter estimation via the EM algorithm
We describe in detail how to carry out ML estimation for the proposed tMC model.
The EM algorithm, originally proposed by Dempster et al. (1977), is a very popular iterative
optimization strategy commonly used to obtain ML estimates for incomplete data problems.
This algorithm has many attractive features such as the numerical stability and the simplicity of
implementation and its memory requirements are quite reasonable (Couvreur, 1996).
In order to propose the EM algorithm for the tMC model, firstly we define y “
pyJ1 , . . . ,yJn qJ, u “ pu1, . . . , unqJ, V “ vecpV1, . . . ,Vnq, and C “ vecpC1, . . . ,Cnq such
that we observe pVi,Ciq for the ith subject. From (2.1.2), the complete data log-likelihood
function is given by
`cpθ | ycq “
nÿ
i“1
`icpθ | ycq,
where
`icpθ | ycq “ ´12
“
ln |Σ| ` uipyi ´ µqJΣ´1pyi ´ µq
‰` ln hpui | νq ` c,
where c is a constant that does not depend on θ and hpui | νq is the Gammapν{2, ν{2q pdf.
Finally, the EM algorithm for the tMC model can be summarized through the following two
steps.
E-step:
Given the current value θ “ pθpkq, the E-step provides the conditional expectation of the complete
data log-likelihood function
Qpθ | pθpkqq “ E !`cpθ | ycq | V,C, pθpkq) “ nÿ
i“1
Qipθ | pθpkqq, (2.1.6)
where
Qipθ | pθpkqq “ Qipµ,α | pθpkqq “ ´12 ln |Σ|´12 tr”´yuy2i pkq´xuypkqi µJ´µpxuypkqi qJ`pupkqi µµJ¯Σ´1ı,
with xuypkqi “ EtUiYi | Vi,Ci, pθpkqu, yuy2i pkq “ EtUiYiYJi | Vi,Ci, pθpkqu and pupkqi “ EtUi |
Vi,Ci, pθpkqu. Note that, since ν is fixed, there is no need to obtain E !ln hpUi | νq | V,C, pθpkq).
M-step:
In this step, Qpθ | pθpkqq is maximized with respect to θ and a new estimate pθpk`1q is obtained.
Specifically, we have that
pµpk`1q “ « nÿ
i“1
pupkqi
ff´1 nÿ
i“1
xuypkqi , (2.1.7)
pΣpk`1q “ 1
n
nÿ
i“1
„yuy2i pkq ´xuypkqi pµpk`1qJ ´ pµpk`1qpxuypkqi qJ ` pupkqi pµpk`1qpµpk`1qJ .(2.1.8)
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The algorithm is iterated until a suitable convergence rule is satisfied. In this case, we
adopt the distance involving two successive evaluations of the log-likelihood defined in (2.1.5),
that is, |`ppθpk`1q | yq{`ppθpkq | yq ´ 1| as a convergence criterion.
It is important to stress that from equations (2.1.7)-(2.1.8), the E-step reduces to the
computation of yuy2i , xuyi, and pui. To compute these expected values, first observe that they can
be written in terms of EtUi|Yiu, where Yi „ tppµ,Σ, νq – see the definition of Ui in (2.1.2).
For example, we have that pui “ EtEtUi|Yiu | Vi,Ci, pθpkqu. It is straightforward to prove that
EtUi|Yiu “ pν ` pq{pν ` δq,where δ “ pY´µqJΣ´1pY´µq. Then, we can use Propositions
1.1.2 and 1.1.3 to obtain closed form expressions as follows:
1. If the subject i has only non-censored components, then,
yuy2i pkq “
˜
ν ` p
ν ` pδpkqpyiq
¸
yiyJi , xuypkqi “
˜
ν ` p
ν ` pδpkqpyiq
¸
yi, pupkqi “
˜
ν ` p
ν ` pδpkqpyiq
¸
,
where pδpkqpyiq “ pyi ´ pµpkqqJ pΣ´1pkqpyi ´ pµpkqq.
2. If the subject i has only censored components, from Proposition 1.1.2 (with r “ 1),
yuy2i pkq “ E ”UiYiYJi | Vi,Ci, pθpkqı “ TppVi | pµpkq, pΣ˚pkq, ν ` 2q
TppVi | pµpkq, pΣpkq, νq E
“
WiWJi
‰
,
xuypkqi “ E ”UiYi | Vi,Ci, pθpkqı “ TppVi | pµpkq, pΣ˚pkq, ν ` 2q
TppVi | pµpkq, pΣpkq, νq E rWis ,
pupkqi “ E ”Ui | Vi,Ci, pθpkqı “ TppVi | pµpkq, pΣ˚pkq, ν ` 2q
TppVi | pµpkq, pΣpkq, νq ,
where Wi „ Ttpppµpkq, pΣ˚pkq, ν ` 2;Aiq, pΣ˚pkq “ ν
ν ` 2 pΣpkq, and Ai “ twi P Rp | wi ď
Viu. To compute EtWiu and EtWiWJi u we use Proposition 1.1.4.
3. If the subject i has censored and uncensored components, then from Proposition 1.1.3 with
r “ 1 and k “ 0, and given that rYi | Vi,Cis , rYi | Vi,Ci,yoi s, and rYci | Vi,Ci,yoi s
are equivalent processes, we have that
yuy2i pkq “ E !UiYiYJi | yoi ,Vi,Ci, pθpkq) “
˜
yoiyoJi pupkqi pupkqi yoi pwcpkqJipupkqi pwcpkqi yoJi pupkqi xw2cpkqi
¸
,
xuypkqi “ E !UiYi | yoi ,Vi,Ci, pθpkq) “ vecpyoi pupkqi , pupkqi pwcpkqi q,
pupkqi “ E !Ui | yoi ,Vi,Ci, pθpkq) “
˜
poi ` ν
ν ` pδpkqpyoi q
¸
Tpci pVi | pµcopkqi , rScopkqi , ν ` poi ` 2q
Tpci pVi | pµcopkqi , rScopkqi , ν ` poi q ,
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where rScopkqi “
˜
ν ` pδpkqpyoi q
ν ` 2` poi
¸ pΣcc.opkqi , pδpkqpyoi q “ pyoi ´ pµopkqi qJppΣoopkqi q´1pyoi ´ pµopkqi q,
pΣcc.opkqi is defined as in (2.1.4), pwcpkqi “ E !Wi | pθpkq), xw2cpkqi “ E !WiWJi | pθpkq),
Wi „ Ttpci ppµcopkqi , rScopkqi , ν ` poi ` 2;Aciq and Aci is defined as in (1.1.2), with the vector
with censoring levels for the ith subject replacing a. Again, to compute EtWiu and
EtWiWJi u we use Proposition 1.1.4.
2.2 The FM-tMC model
Ignoring censoring for the moment, we consider a more general and robust framework
for the multivariate response variable Yi of the model defined in (2.1.1), which is assumed to
follows a mixture of multivariate Student-t distributions:
Yi „
Gÿ
j“1
pij tppµj,Σj, νjq, (2.2.1)
where pij are weights adding to 1 and G is the number of groups, also called components in
mixture models. The mixture model considered in (2.2.1) is also defined as: let Zij be a latent
class variable such that
Zij “
$&%1, if the ith observation is from the jth component;0, otherwise.
Thus, given Zij “ 1, the response Yi follows a multivariate Student-t distribution
Yi „ tppµj,Σj, νjq, i “ 1, . . . , n, j “ 1, . . . , G. (2.2.2)
Now, suppose that P pZij “ 1q “ pij , then the density of yi, without observing Zij , is
fpyi | θq “
Gÿ
j“1
pij tppyi | µj,Σj,νjq, (2.2.3)
where θ “ pθJ1 , . . . ,θJGqJ, with θj “ ppij,µJj ,Σj, νjqJ. The model (2.2.3) is based on
the mixture of Student-t distributions, studied, for instance, by Peel and McLachlan (2000).
Concerning the parameter νj, j “ 1, . . . , G, for computational convenience we assume that
ν “ ν1 “ ν2 “ . . . ,“ νG. This strategy works very well in the empirical studies that we have
conducted and greatly simplifies the optimization problem.
Consider the partitions Σj “
ˆ
Σooij Σocij
ΣcoijΣccij
˙
and µj “ pµoJij ,µcJij qJ. Following Karls-
son and Laitila Karlsson and Laitila (2014), we define the mixture model for censored data as a
mixture of the tMC models given in (2.1.5), that is
fpVi | Ci,θq “
Gÿ
j“1
pijfijpVi | Ci,θq, (2.2.4)
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where
fijpVi | Ci,θq “ Tpci pVci | µcoij ,Scoij , ν ` poi qtpoi pVoi | µoij,Σooij , νq,
with
µcoij “ µcij `ΣcoijΣoo´1ij pyoi ´ µoijq, Scoi “
ˆ
ν ` δijpyoi q
ν ` poi
˙
Σcc.oij ,
Σcc.oij “ Σccij ´Σcoij pΣooij q´1Σocij and δijpyoi q “ pyoi ´ µoijqJpΣooi q´1pyoi ´ µoijq.
The model defined in (2.2.4) will be called the FM-tMC model. Thus, the log-likelihood function
given the observed data pV,Cq is given by
`pθ | V,Cq “
nÿ
i“1
lnrfpVi | Ci,θqs.
2.2.1 Maximum likelihood estimation via EM algorithm
In this section, we present an EM algorithm for the ML estimation of the FM-tMC
model. To do so, we present the FM-tMC model in an incomplete-data framework, using the
results presented in Subsection 2.1.
In order to simplify notations, algebra and future interpretations, it is appropriate
to deal with a random vector Zi “ pZi1, . . . , ZiGqJ, which follows a multinomial distribution
considering a withdrawal into G categories, with probabilities pi1, . . . , piG, i.e.,
PrpZi “ ziq9pizi11 pizi22 . . . piziGG ,
where
Gÿ
j“1
pij “ 1, such that
Yi | Zij “ 1 ind.„ tppµj,Σj, νq.
For the vector Zi we will use the notation Zi
iid.„ Multinomialp1, pi1, . . . , piGq. Observe that
Zij “ 1 if and only if Zi “ j. Thus, from (1.1.1), the setup defined above can be written
hierarchically as
Yi | Ui “ ui, Zij “ 1 ind.„ Nppµj, u´1i Σjq, (2.2.5)
Ui
ind.„ Gammapν{2, ν{2q, (2.2.6)
Zi
iid.„ Multinomialp1, pi1, . . . , piGq, (2.2.7)
for i “ 1, . . . , n, all independent. To develop our EM framework, let y “ pyJ1 , . . . ,yJn qJ,
u “ pu1, . . . , unqJ and z “ pzJ1 , . . . , zJn qJ. In the presence of censoring, the observations for the
ith subject are pVi,Ciq as defined in (2.1.3) and, as before, let us consider V “ vecpV1, . . . ,Vnq
and C “ vecpC1, . . . ,Cnq.
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Then, under the hierarchical representation (2.2.5)–(2.2.7), it follows that the com-
plete data log-likelihood function is `cpθq “
nÿ
i“1
`icpθq, where
`icpθq “ c`
Gÿ
j“1
zij ln pij ´ 12
Gÿ
j“1
zij ln p|Σj|q
´ 12
Gÿ
j“1
zijuipyi ´ µjqJΣ´1j pyi ´ µjq `
Gÿ
j“1
zij ln hpui | νq, i “ 1, . . . , n, (2.2.8)
where c is a constant which is independent of the parameter vector θ.
Let pθpkq “ ppθpkqJ1 , . . . , pθpkqJG qJ, pθpkqj “ pppipkqj , pΣpkqj , pµpkqj qJ, j “ 1, . . . , G, be the
estimates of θ at the kth iteration. It follows, after some simple algebra, that the conditional
expectation of the complete log-likelihood function has the form
Qpθ | pθpkqq “ c` nÿ
i“1
Gÿ
j“1
Zijppθpkqq ln pij ´ 12 nÿ
i“1
Gÿ
j“1
Zijpθpkqq ln p|Σj|q
´ 12
nÿ
i“1
Gÿ
j“1
J
”´
E2ijppθpkqq ´ µjEJ1ijppθpkqq ´ E1ijppθpkqqµJj ` E0ijppθpkqqµjµJj ¯Σ´1j ı ,
where
E0ijppθpkqq “ EtZijUi | Vi,Ci, pθpkqu, E1ijppθpkqq “ EtZijUiYi | Vi,Ci, pθpkqu,
E2ijppθpkqq “ EtZijUiYiYJi | Vi,Ci, pθpkqu and Zijppθpkqq “ EtZij | Vi,Ci, pθpkqu.
By using known properties of conditional expectation, we obtain
Zijppθpkqq “ ppipkqj fijpVi | Ci, pθpkqj qGÿ
j“1
ppipkqj fijpVi | Ci, pθpkqj q , (2.2.9)
E0ijppθpkqq “ ZijppθpkqqE !Ui | Vi,Ci, pθpkq, Zij “ 1) ,
E1ijppθpkqq “ ZijppθpkqqE !UiYi | Vi,Ci, pθpkq, Zij “ 1) and
E2ijppθpkqq “ ZijppθpkqqE !UiYiYJi | Vi,Ci, pθpkq, Zij “ 1) .
The conditional expectations EtUi | Vi,Ci, pθpkq, Zij “ 1u, EtUiYi | Vi,Ci, pθpkq, Zij “ 1u,
and EtUiYiYJi | Vi,Ci, pθpkq, Zij “ 1u can be directly obtained from the expressions of pupkqi ,xuypkqi , and yuy2pkqi , respectively, given in Subsection 2.1.2. Thus, we have closed form expressions
for all the quantities involved in the E-step of the algorithm. Next, we describe the EM algorithm
for maximum likelihood estimation of the parameters in the FM-tMC model.
E-step: Given θ “ pθpkq, compute Esijppθpkqq, s “ 0, 1, 2 and Zijppθpkqq for i “ 1, . . . , n, j “
1, . . . , G.
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CM-step: Update pθpk`1q by maximizing Qpθ | pθpkqq over θ, which leads to the following closed
form expressions:
ppipk`1qj “ 1n nÿ
i“1
Zijppθpkqq,
pµpk`1qj “
«
nÿ
i“1
E0ijppθpkqqff´1 nÿ
i“1
E1ijppθpkqq
pΣpk`1qj “
«
nÿ
i“1
Zijppθpkqqff´1
ˆ
nÿ
i“1
”
E2ijppθpkqq ´ pµpk`1qj EJ1ijppθpkqq ´ E1ijppθpkqqpµpk`1qJj ` E0ijppθpkqqpµpk`1qj pµpk`1qJj ı ,
j “ 1, . . . , G.
It is well known that mixture models can provide a multimodal log-likelihood
function. In this sense, the method of maximum likelihood estimation through EM algorithm
may not give global solutions if the starting values are far from the real parameter values. Thus,
the choice of starting values for the EM algorithm in the mixture context plays a big role
in parameter estimation. In our examples and simulation studies, we consider the following
procedure for the FM-tMC model:
• Partition the data (censoring levels replacing the censored observations) into G groups
using the K-means clustering algorithm (Basso et al., 2010);
• Compute the proportion of data points belonging to the same cluster j, say pip0qj , j “
1, . . . , G. This is the initial value for pij;
• For each group j, compute the initial values µp0qj , pΣjqp0q using the method of moments
estimators.
2.2.2 Model selection
Because there is no universal criterion for mixture model selection, we chose three
criteria to compare the models considered in this work, namely, the Akaike information criterion
(AIC) (Akaike, 1974), the Bayesian information criterion (BIC) (Schwarz, 1978) and the efficient
determination criterion (EDC) (Bai et al., 1989). Like the more popular AIC and BIC criteria,
EDC has the form
´2`ppθq ` ρcn,
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where `pθq is the actual log-likelihood, ρ is the number of free parameters that has to be estimated
in the model and the penalty term cn is a convenient sequence of positive numbers. Here, we use
cn “ 0.2?n, a proposal that was considered in Basso et al. (2010) and Cabral et al. (2012). We
have cn “ 2 for AIC, cn “ log n for BIC, where n is the sample size.
2.2.3 Provision of standard errors
A simple way of obtaining the standard errors of the ML estimates of the mixture
model parameters is to approximate the asymptotic covariance matrix of pθ by the inverse of the
observed information matrix. Let Iopθq “ ´B2`pθq{BθBθJ be the observed information matrix,
where `pθq is the observed log-likelihood function in (2.2.4). In this work we use the alternative
method suggested by Basford et al. (1997), which consists of approximating the inverse of the
covariance matrix by
Ioppθq “ nÿ
i“1
psipsJi , where psi “ E
#
B`icpθq
Bθ
ˇˇˇˇ
ˇV,C
+ˇˇˇˇ
ˇ
θ“ pθ
, (2.2.10)
where `icpθq is given in (2.2.8) andpsi “ ppsi,µ1 , . . . , psi,µG , psi,α1 , . . . , psi,αG , psi,pi1 , . . . , psi,piG´1qJ.
Expressions for the elements psi,µj , psi,αj , psi,pij are given in the following:psi,µj “ pΣ´1j pE1ijppθq ´ E0ijppθqpµjq,
psi,pij “ Zijppθqppij ´ ZiGppθqppiG ,
psi,αjr “ ´12 tr
„
ZijppθqpΣ´1j BΣjBαjr ´ΨijppθqpΣ´1j BΣjBαjr pΣ´1j

(2.2.11)
where Ψijppθq “ ´E2ijppθq ´ pµjEJ1ijppθq ´ E1ijppθqpµJj ` E0ijppθqpµjpµJj ¯ and αjr denotes the rth
element of αj . It is important to stress that in our analysis we focus solely on comparing the
standard error (SE) of µj , αj and pij , with j “ 1, . . . , G, since that ν is assumed to be known.
The information-based approximation (2.2.10) is asymptotically applicable. However,
it is less reliable unless the sample size is sufficiently large. The bootstrap approach (Efron
and Tibshirani, 1986) is a viable alternative to obtain more accurate standard error estimates,
however it requires enormous amounts of computing power. As a future research direction, for
multivariate Student-t mixture models it is possible to provide more accurate information-based
standard errors based on the recent work proposed by Wang and Lin (2016).
2.3 Simulation studies
In order to study the performance of our proposed method, we present three simu-
lation studies. The first one shows the parameter recovery, that is, if we can estimate the true
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parameter values accurately by using the proposed EM algorithm. The second one investigates the
ability of the FM-tMC model to cluster observations. Finally, the third one shows the asymptotic
behavior of the EM estimates for the proposed model.
Parameter recovery
In this section, we consider one scenario for simulation in order to verify if we
can estimate the true parameter values accurately by using the proposed EM algorithm. This
is the first step to ensure that the estimation procedure works satisfactorily. We fit data that
were artificially generated from the model (2.2.4) and several censoring proportion settings
p5%, 10%, 30%q. We generated 500 Monte Carlo (MC) samples of size n “ 100, 400, 1000. We
consider small and different variances with the following parameter setup:
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The average values (Mean) and standard deviations (Std) of the estimates across the 500 MC
samples were computed. In Addition, the average (IM Std) values of the approximate standard
errors of the estimates, obtained through the method described in Subsection 2.2.3, and the
percentage of coverage of the resulting 95% confidence intervals (COV) assuming asymptotic
normality were computed.
The results are presented in Table 1. The estimates of the parameters are close to
the true values of the parameters and become closer as the sample size increases. Moreover, the
estimates are less sensitive to the variation of the censoring level. In general, the results suggest
that the proposed FM-tMC model produces satisfactory estimates, as expected. We also see this
from Table 1 that the estimation method of the standard errors provides relatively close results
(Std and IM Std), indicating that the proposed asymptotic approximation for the variances of
the ML estimates is reliable. This can also be seen in the coverage parameters (COV), since in
general a confidence interval above 90% coverage is maintained for each parameter.
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n “ 100
Parameter
Censored Measure µ11 µ12 σ1,11 σ1,12 σ1,22 pi1 µ21 µ22 σ2,11 σ2,12 σ2,22
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -4.95 -3.94 2.90 0.98 4.41 0.65 1.92 2.91 2.06 1.07 3.59
5% Std. 0.65 0.69 0.88 0.76 1.20 0.05 0.75 0.83 0.89 0.80 1.45
IM Std 0.39 0.56 1.00 0.94 1.83 0.08 0.44 0.65 1.01 1.06 2.05
COV 94% 94% 90% 92% 91% 99% 92% 92% 99% 97% 99%
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.03 -4.00 2.80 0.88 4.46 0.66 2.04 3.03 1.90 0.93 3.41
10% Std. 0.34 0.39 0.78 0.64 1.18 0.05 0.38 0.47 0.85 0.76 1.40
IM Std 0.25 0.32 0.77 0.61 1.17 0.08 0.30 0.40 0.76 0.70 1.31
COV 94% 94% 89% 91% 92% 99% 94% 93% 99% 96% 99%
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.01 -3.91 2.81 1.00 5.02 0.70 2.31 3.35 1.62 0.52 2.83
30% Std. 0.26 0.36 1.01 0.81 2.00 0.05 0.38 0.42 0.95 0.63 1.29
IM Std 0.25 0.34 0.91 0.68 1.41 0.09 0.31 0.40 0.70 0.59 1.20
COV 94% 93% 89% 92% 90% 98% 90% 92% 99% 94% 98%
n “ 400
Parameter
Censored Measure µ11 µ12 σ1,11 σ1,12 σ1,22 pi1 µ21 µ22 σ2,11 σ2,12 σ2,22
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.02 -4.00 2.84 0.89 4.38 0.65 2.01 3.01 1.94 1.00 3.47
5% Std. 0.12 0.16 0.38 0.31 0.54 0.03 0.15 0.19 0.37 0.34 0.63
IM Std 0.13 0.16 0.38 0.30 0.55 0.04 0.15 0.20 0.36 0.34 0.64
COV 95% 95% 92% 91% 92% 99% 94% 96% 99% 96% 99%
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.03 -3.98 2.76 0.88 4.55 0.66 2.09 3.08 1.78 0.89 3.27
10% Std. 0.13 0.16 0.37 0.32 0.58 0.03 0.15 0.19 0.35 0.32 0.67
IM Std 0.12 0.16 0.38 0.30 0.58 0.04 0.15 0.19 0.34 0.31 0.61
COV 92% 94% 90% 90% 95% 99% 92% 93% 99% 94% 99%
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.00 -3.91 2.81 0.95 4.99 0.70 2.27 3.30 1.65 0.58 2.85
30% Std. 0.33 0.43 1.05 0.70 1.79 0.05 0.43 0.50 0.98 0.67 1.49
IM Std 0.25 0.34 0.91 0.67 1.41 0.09 0.31 0.40 0.73 0.61 1.21
COV 91% 93% 90% 92% 90% 98% 90% 90% 99% 93% 99%
n “ 1000
Parameter
Censored Measure µ11 µ12 σ1,11 σ1,12 σ1,22 pi1 µ21 µ22 σ2,11 σ2,12 σ2,22
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.02 -4.00 2.81 0.87 4.38 0.65 2.02 3.02 1.93 0.98 3.43
5% Std. 0.08 0.10 0.24 0.19 0.34 0.02 0.09 0.12 0.23 0.22 0.40
IM Std 0.08 0.10 0.24 0.19 0.35 0.03 0.09 0.12 0.22 0.21 0.39
COV 93% 95% 93% 92% 92% 100% 95% 96% 99% 92% 99%
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.03 -3.97 2.75 0.87 4.52 0.67 2.10 3.07 1.73 0.84 3.26
10% Std. 0.08 0.10 0.23 0.19 0.36 0.02 0.10 0.13 0.21 0.19 0.39
IM Std 0.08 0.10 0.24 0.19 0.36 0.03 0.09 0.12 0.21 0.19 0.38
COV 92% 93% 92% 91% 95% 99% 90% 93% 99% 91% 99%
True (-5) (-4) (3) (1) (4.5) (0.65) (2) (3) (2) (1) (3.5)
Mean -5.01 -3.94 2.73 0.91 4.81 0.71 2.30 3.35 1.56 0.48 2.66
30% Std. 0.08 0.11 0.28 0.22 0.52 0.02 0.11 0.13 0.26 0.16 0.36
IM Std 0.08 0.10 0.28 0.20 0.43 0.03 0.10 0.12 0.20 0.17 0.33
COV 94% 91% 90% 91% 90% 98% 90% 92% 98% 92% 98%
Table 1 – Simulated data: Parameter recovery. Mean, standard deviations (Std) for the EM
estimates and percentage of coverage (COV) based on 500 samples from the FM-tMC
model. IM Std indicates the average of the approximate standard errors of the estimates
obtained through the method described in Subsection 2.2.3.
Chapter 2. Finite mixture of censored data using the multivariate Student-t distribution 30
Clustering
In this section, we illustrate the ability of the FM-tMC model to fit data with a
mixture structure generated from a different family of distributions, such as the skew-normal
independent (SNI) family of distributions (Cabral et al., 2012), and we also investigate the ability
of the FM-tMC model to cluster observations, that is, to allocate them into groups of observations
that are similar in some sense. We know that each data point belongs to one of G components in
a heterogeneous population, but we do not know how to discriminate between them. Modeling
by mixture models allows clustering of the data in terms of the estimated (posterior) probability
that a single point belongs to a given group.
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Figure 1 – Simulated data from a mixture of two skew-t models pn “ 150q: Clustering - scenario
I. (a) Scatter plot for one simulated sample along with the original group (green and
red colors) and the the respective density contours: (b) FM-nMC fit and (c) FM-tMC
fit.
We generated 300 MC samples of size n “ 150 with 15% of censoring under the
following scenarios: (I) scenario 1 (Figure 1): a mixture of two skew-t models (Azzalini and
Genton, 2008), and (II) scenario 2 (Figure 2): a mixture of two skew-slash distributions (Wang
and Genton, 2006). The parameter values were chosen to present a considerable proportion of
outliers and skewness pattern. It can be seen from Figures 1 and 2 that the groups are poorly
separated.
We proceed with clustering ignoring the known true classification. Following the
method proposed by Liu and Lin Liu and Lin (2014), to assess the quality of the classification
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Figure 2 – Simulated data from a mixture of two skew-slash models pn “ 150q: Clustering -
scenario II. (a) Scatter plot for one simulated sample along with the original group
(green and red colors) and the the respective density contours: (b) FM-nMC fit and
(c) FM-tMC fit.
function of each mixture model, an index measure was used in the current study, called correct
classification rate (CCR), which is based on the posterior probability assigned to each subject.
The FM-tMC model was fitted using the algorithm described in Section 2.2.1 in order to obtain
the estimate of the posterior probability that an observation Yi belongs to the jth component of
the mixture, i.e., Zijppθpkqq. For lth sample , l “ 1, ..., 300,we computed the correct classification
rate, denoted by CCRl. Then we obtained the average ACCR “
300ÿ
l“1
CCRl{300.
Tables 2 and 3 shows the ACCR values. The results are compared with that for
the FM-nMC model, which is a mixture of normal multivariate censored models. We can see
that modeling using the FM-tMC model represents an improvement in the outright clustering,
showing the robustness of the this model model to discrepant observations as well as to censored
distributions which seems to occur quite often in practice.
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n 5% 15% 30%
FM-nMCR FM-tMCR FM-nMCR FM-tMCR FM-nMCR FM-tMCR
60 0.863 0.931 0.847 0.921 0.792 0.899
150 0.895 0.957 0.852 0.956 0.833 0.944
500 0.914 0.963 0.875 0.962 0.846 0.951
Table 2 – Simulated data from a mixture of two skew-t (Scenario I) model pn “ 60, 150, 500q:
Clustering. MC mean of right allocation rates for fitted FM-tMCR and FM-nMCR
models
n 5% 15% 30%
FM-nMCR FM-tMCR FM-nMCR FM-tMCR FM-nMCR FM-tMCR
60 0.627 0.683 0.601 0.718 0.536 0.772
150 0.771 0.816 0.788 0.795 0.759 0.784
500 0.794 0.850 0.828 0.837 0.785 0.797
Table 3 – Simulated data from a mixture of two skew-slash (Scenario II) model pn “
60, 150, 500q: Clustering. MC mean of right allocation rates for fitted FM-tMCR
and FM-nMCR models
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Asymptotic properties
In this simulation study, we analyze the absolute bias (Bias) and mean square error
(MSE) of the estimates obtained from the FM-tMC model through the proposed EM algorithm.
These measures are defined by
Biaspθiq “ 1
M
Mÿ
j“1
|pθpjqi ´ θi| and MSEpθiq “ 1M Mÿ
j“1
ppθpjqi ´ θiq2, (2.3.1)
where pθpjqi is the ML estimate of the parameter θi for the jth generated sample. Six different
sample sizes pn “ 100, 200, 300, 400, 600, 1000q were considered.
For each sample size, we generated 500 Monte Carlo samples with 5%, 10%, 20%, 30%
of censoring proportion. Using the EM algorithm, the absolute bias and mean squared error for
each parameter over the M “ 500 datasets were computed. The parameter setup is as follows:
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The results for the estimates of µ, Σ and pi are given in Figures 3, 4 and 5, respectively. We can
see a pattern of convergence to zero of the Bias and MSE when n increases, independent of the
censoring pattern. As a general rule, we can say that Bias and MSE approach to zero when the
sample size increases, indicating that the estimates based on the proposed EM-type algorithm
under the FM-tMC model do admit desirable asymptotic properties.
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Figure 3 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for µ11, (c, d) for µ12, (e, f) for µ21 and (g, h) for µ22 estimate under FM-tMC
model with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 4 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for σ11, (c, d) for σ12 and (e, f) for σ22 estimate under FM-tMC model with
different levels of censoring (5%, 10%, 20%, 30%)
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Figure 5 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for pi1 and (c, d) for pi2 estimate under FM-tMC model with different levels
of censoring (5%, 10%, 20%, 30%)
2.4 Application
We consider a dataset consisting of concentration levels of certain dissolved trace
metals in freshwater streams across the Commonwealth of Virginia. The Virginia Department
of Environment Quality (VDEQ) provided the data used in this application, and these data
were previously analyzed by Hoffman and Johnson Hoffman and Johnson (2015), where they
proposed a pseudo-likelihood approach for estimating parameters of multivariate normal and
log-normal models. It is very important to determine the quality of Virginia’s water resources
across the state to guide their safe use. The methodology adopted must neither underestimate nor
overestimate the levels of contamination, as otherwise the results can compromise public health,
environmental safety or can unfairly restrict local industry.
Specifically, this dataset consists of the concentration levels of the dissolved trace
metals copper (Cu), lead (Pb), zinc (Zn), calcium (Ca) and magnesium (Mg) from 184 inde-
pendent randomly selected sites in freshwater streams across Virginia. The Cu, Pb, and Zn
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concentrations are reported in µg/L of water, whereas Ca and Mg concentrations are suitably
reported in mg/L of water. Since the measurements are taken at different times, the presence of
multiple limit of detection values is possible for each trace metal (VDEQ, 2003). The limit of
detection is 0.1µg/L for Cu and Pb, 1.0mg/L for Zn, 0.5mg/L for Ca and 1.0mg/L for Mg.
The percentages of left-censored values are 2.7% for Ca, 4.9% for Cu, 9.8% for Mg,
which are small in comparison to 78.3% for Pb and 38.6% for Zn. Also note that 17.9% of the
streams had 0 non-detected trace metals, 39.1% had 1, 37.0% had 2, 3.8% had 3, 1.1% had 4
and 1.1% had 5. Figure 15 shows the histogram of the concentration levels of each trace metal
and all together.
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Figure 6 – VDEQ data. Histogram of the dissolved trace metals.
We can see that most of the distributions associated with the individual metals have
heavy tails, two or more modes and are skewed to the right. Because of these empirical evidences,
we propose to fit a FM-tMC model. The number of groups of the model is chosen according
to the information criteria (see Subsection 2.2.2) as shown in Table 4. Note that, as expected,
the FM-tMC model performs significantly better than the FM-nMC model, also, it can be seen
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that the model with two components and 3 degrees of freedom fits the data best. This finding
can be also appreciated from Figure 7 where the profile log-likelihood values are depicted for a
grid of values of ν. Notice also that the estimated value of ν is fairly small, indicating a lack of
adequacy of the normal assumption for the VDEQ data. We considered the covariance matrices
to be equal in order to reduce the number of parameters to be estimated.
FM-tMC FM-nMC
Criteria ν “ 3 ν “ 4
G “ 2 G “ 3 G “ 2 G “ 3 G “ 2 G “ 3
Log-likelihood -1493.04 -1543.89 -1507.51 -1547.42 -1650.72 -1638.15
AIC 3038.08 3151.77 3067.02 3158.84 3353.43 3340.31
BIC 3121.67 3254.65 3150.61 3261.72 3437.02 3443.18
EDC 3056.62 3174.59 3085.56 3181.66 3371.97 3363.12
Table 4 – VDEQ data. Model selection criteria for various FM-tMC and FM-nMC models.
Values in bold correspond to the best model.
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Figure 7 – VDEQ data. Plot of the profile log-likelihood of the degrees of freedom ν
Thus, we get the following model for the VDEQ data: fpyi | Θq “
2ÿ
j“1
pijt5pyi |
µj,Σ, 3q, where
µj “ pµj1, µj2, µj3, µj4, µj5qJ, j “ 1, 2, and Σ “
»———————–
σ11 σ12 σ13 σ14 σ15
σ22 σ23 σ24 σ25
σ33 σ34 σ35
σ44 σ45
σ55
fiffiffiffiffiffiffiffifl
The ML estimates of the parameters were obtained using the EM algorithm described
in Section 2.2. The results of the EM algorithm are shown in Table 5. This table shows that
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the estimates (Est) of µ1 and µ2 for the FM-nMC and FM-tMC models are close. However, the
standard errors (SE) of µ1 and µ2 are smaller than those under the normal counterpart, indicating
that the FM-tMC model seems to produce more precise estimates. Similarly, in Table 6, we have
the estimates of Σ under the FM-tMC and FM-nMC (pΣt and pΣN , respectively). Also, we have
the respective standard errors of the estimates of the variance components under the FM-tMC
model pSEtq, which are less than those under the FM-nMC model pSENq, indicating that the
FM-tMC model produces more precise estimates.
Parameter FM-nMC FM-tMC
Est SE Est SE
µ11 0.54 0.07 0.42 0.02
µ12 -0.03 0.03 0.04 0.01
µ13 1.49 0.48 1.20 0.15
µ14 6.65 0.85 4.84 0.43
µ15 2.33 0.47 1.96 0.16
µ21 0.57 0.29 0.43 0.24
µ22 -0.47 2.17 -0.26 0.51
µ23 -0.02 1.91 -0.22 0.89
µ24 39.91 1.17 34.18 1.45
µ25 10.33 0.52 6.89 0.56
pi1 0.84 0.07 0.86 0.08
Table 5 – VDEQ data. Estimation (Est) and standard errors (SE) for parameters under the FM-
nMC and FM-tMC models.
pΣN “
»————–
0.25 0.04 0.06 0.54 0.45
15.79 0.96 ´0.40 1.38
46.04 0.30 ´0.40
1.68 16.09
13.21
fiffiffiffiffifl , pΣt “
»————–
0.04 0.01 0.01 0.09 0.04
1.58 0.17 ´0.10 0.04
10.28 0.07 ´0.04
0.08 3.46
1.46
fiffiffiffiffifl
SEN “
»——–
0.03 0.02 0.31 0.31 0.19
0.01 0.06 0.21 0.13
1.08 3.20 1.31
2.71 1.24
0.60
fiffiffifl , SEt “
»——–
0.01 ą 0.001 0.02 0.06 0.02
ą 0.001 0.01 0.03 0.01
0.24 0.43 0.16
1.31 0.46
0.18
fiffiffifl
Table 6 – Concentration levels. Covariance matrices estimates under the FM-nMC model (pΣN )
and under the FM-tMC model (pΣt), standard errors under the FM-nMC model (SEN )
and under the FM-tMC model (SEt).
2.5 Conclusions
In this Chapter, a novel approach to analyze correlated censored data has been devel-
oped based on the use of finite mixtures of multivariate Student-t distributions. This approach
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generalizes several previously proposed solutions, such as, the finite mixture of Gaussian compo-
nents (Caudill, 2012; He, 2013; Karlsson and Laitila, 2014). A simple and efficient EM-type
algorithm was developed, which has closed-form expressions at the E-step and relies on formulas
for the mean and variance of the multivariate truncated Student-t distributions (Ho et al., 2012).
The proposed EM algorithm was implemented as part of the R package CensMixReg and is
available for download at the CRAN repository. The experimental results and the analysis of a
real dataset provide support for the usefulness and effectiveness of our proposal.
Recently, Garay et al. (2015) considered the problem of censored linear regression
models using scale mixtures of normal distributions (SMN). Therefore, it would be a worthwhile
task to investigate the applicability of a likelihood-based treatment in the context of finite
mixtures of SMN distributions. It may also be interesting to consider mixture of linear mixed-
effects models with censored observations (Bai et al., 2016). Other extensions of the current
work include, for example, a generalization of the FM-tMC model to the multivariate skew-t
distribution (Lachos et al., 2010; Cabral et al., 2012).
Missing observations may frequently occur in practice. Some literature related to
handling the missing data problem in the context of finite mixture of multivariate Student-t
models under the missing at random (MAR) mechanism can be found, for example, in Lin Lin
(2014) and Wang and Lin Wang and Lin (2015). In this setup, a natural extension would be to
generalize the current approach for analyzing multivariate data with censored responses and
missing values simultaneously.
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3 A multivariate linear regression anal-
ysis of censored data using the finite
mixture of multivariate Student-t distri-
bution
In this chapter we propose a robust mixture regression model for censored data based
on the multivariate Student-t distribution (FM-tMCR model).
3.1 Introduction
In several applications there are a response multivariate vector Yi of dimension
p ˆ 1 for i “ 1, ..., n and a set of explanatory variables or covariates pxi1, ...., xipq`1qq, which
are related through a multivariate linear regression model, where the conditional mean of Yi is
assumed to depend on xi “ p1, xi1, ...., xipq`1qq through ErYi|β, xis “ xiβ, where β is a matrix
of unknown regression coefficients of dimension pq ` 1q ˆ p. However, the assumption that the
matrix β is fixed over all possible realizations of Y1, ...,Yn is inadequate, and models where
the regression coefficients change are of great practical importance. One way to capture such
changes in the parameter of a regression model is to use finite mixtures of regression models.
A frequent problem in linear regression models is that it can be inappropriate to
assume Gaussian errors. Thus, it is necessary to extend the classical multivariate linear regression
Gaussian censored (nMCR) model. For more comments, see the Introduction of the previous
chapter. In this chapter we propose a robust mixture regression model for censored data based on
the multivariate Student-t distribution (FM-tMCR model) by extending the mixture of normal
mixtures proposed by He (2013). More specifically, our objectives are (i) propose a multivariate
regression model for censored data based on finite mixture of multivariate Student-t distributions.
(ii) implement and evaluate the proposed computationally (iii) applying these results to an
analysis of a real-life dataset.
The remainder of Chapter 3 is organized as follows: In Subsection 3.2, we present
the tMCR model which is an extension of the tMC model proposed by Garay et al. (2014) and
the relationship with the ML estimate. In Subsection 3.3, we propose the robust FM-tMCR
model, including the EM algorithm for ML estimation. Subsections 3.4 and 3.5 we use numerical
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examples using real and simulated data showing the performance of the proposed method.
3.2 The statistical model
Now we present the robust multivariate t regression model for censored data. In
definition (2.1.1), let µi “ µpXi,βq “ Xiβ. Then,
Yi „ tppXiβ,Σ, νq, i “ 1, . . . , n, (3.2.1)
where Yi “ pYi1, . . . , Yipq is a 1ˆ p vector of responses for sample unit i, Xi is the 1ˆ pq ` 1q
design matrix corresponding to the pq ` 1q ˆ p vectors of fixed effects β and the dispersion
matrix Σ “ Σpαq depends on unknown and reduced parameter vector α, see subsection 7.7 of
Johnson and Wichern (2007). We assume that Yi, i “ 1, . . . , n, are independent and identically
distributed. The observed data for the ith subject is given by pVi,Ciq, as in definition (2.1.3) so
that, (3.2.1) along with (2.1.3) defines the Student-t censored regression model for multivariate
responses (tMCR model).
3.2.1 The likelihood function
In a similar way to Subsection 2.1.1, we have that yoi „ tpoi pXoi β,Σooi , νq and
yci | yoi „ tpci pµcoi ,Scoi , ν ` poi q, where
µcoi “ Xciβ `Σcoi Σoo´1i pyoi ´Xoi βq, Scoi “
ˆ
ν ` δpyoi q
ν ` poi
˙
Σcc.oi , (3.2.2)
with Σcc.oi “ Σcci ´Σcoi Σoo´1i Σoci and δpyoi q “ pyoi ´Xoi βqJΣoo´1i pyoi ´Xoi βq. Therefore, the
likelihood function of θ “ pβJ,αJ, νqJ for subject i is given by
Lipθ | Vi,Ciq “ Tpci pVci | µcoi ,Scoi , ν ` poi qtpoi pVoi | Xoi β,Σooi , νq ” Li. (3.2.3)
Straightforwardly, the log-likelihood function for the observed data is given by `pθ | V,Cq “
nÿ
i“1
lnLi. It is important to note that this function can be computed at each step of the EM-type
algorithm without additional computational burden since the Li’s have already been computed
at the E-step. Given that the degrees of freedom is fixed, we have the parameter vector for the
tMCR model is θ “ pβJ,αJqJ.
3.2.2 Parameter estimation via the EM algorithm
In order to propose the EM algorithm for our tMCR model, as in Subsection 2.1.2,
we set the complete-data vector as yc “ pCJ,VJ,yJ,uJqJ. The complete data log-likelihood
function is given by
`cpθ | ycq “
nÿ
i“1
`icpθ | ycq,
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where
`icpθ | ycq “ ´12
“
n ln |Σ| ` uipyi ´XiβqJΣ´1pyi ´Xiβq
‰` ln hpui | νq ` c,
with c being a constant that does not depend on θ and hpui | νq being the Gammapν{2, ν{2q pdf .
Finally, the EM algorithm for the tMCR model can be summarized through the following two
steps.
E-step:
Given the current value θ “ pθpkq, the E-step provides the conditional expectation of the complete
data log-likelihood function as in (2.1.6), where
Qipθ | pθpkqq “ Qipβ,α | pθpkqq “ ´12 ln |Σ| ´ 12 tr”´yuy2i pkq ´ 2xuypkqi Xiβ ` pupkqi βJXJi Xiβ¯Σ´1ı.
with xuypkqi “ EtUiYi | Vi,Ci, pθpkqu, yuy2i pkq “ EtUiYiYJi | Vi,Ci, pθpkqu and pupkqi “ EtUi |
Vi,Ci, pθpkqu.
M-step:
In this step, Qpθ | pθpkqq is maximized with respect to θ and a new estimate pθpk`1q is obtained.
Specifically, we have that
pβpk`1q “ « nÿ
i“1
pupkqi XJi Xi
ff´1 nÿ
i“1
XJi xuyJpkqi , (3.2.4)
pΣpk`1q “ 1
n
nÿ
i“1
„yuy2i pkq ´ 2xuypkqi Xipβpk`1q ` pupkqi pβJpk`1qXJi Xipβpk`1q . (3.2.5)
The algorithm is iterated until a suitable convergence rule is satisfied. In this case,
we adopt the distance involving two successive evaluations of the log-likelihood defined in
(3.2.3), that is, |`ppθpk`1qq{`ppθpkqq ´ 1| as a convergence criterion. It is important to stress that
from equations (3.2.4)-(3.2.5), the E-step reduces to the computation of yuy2i , xuyi, and pui. These
expected values can be determined in closed form, using Propositions 1.1.1-1.1.4, as follows:
1. If the subject i has only non-censored components, then,
yuy2i pkq “
˜
ν ` p
ν ` pδpkqpyiq
¸
yiyJi , xuypkqi “
˜
ν ` p
ν ` pδpkqpyiq
¸
yi, pupkqi “
˜
ν ` p
ν ` pδpkqpyiq
¸
,
where pδpkqpyiq “ pyi ´XipβpkqqJ pΣ´1pkqpyi ´Xipβpkqq.
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2. If the subject i has only censored components, from Proposition 1.1.2
yuy2i pkq “ TppVi | Xipβpkq, pΣ˚pkq, ν ` 2q
TppVi | Xipβpkq, pΣpkq, νq E
“
WiWJi
‰
,
xuypkqi “ TppVi | Xipβpkq, pΣ˚pkq, ν ` 2q
TppVi | Xipβpkq, pΣpkq, νq E rWis ,
pupkqi “ TppVi | Xipβpkq, pΣ˚pkq, ν ` 2q
TppVi | Xipβpkq, pΣpkq, νq ,
where Wi „ TtppXipβpkq, pΣ˚pkq, ν ` 2;Aiq, with pΣ˚pkq and Ai as in 2. of M-Step of the
Subsection 2.1.2.
3. If the subject i has censored and uncensored components, then from Proposition 1.1.3 with
r “ 1 and k “ 0, and given that rYi | Vi,Cis, rYi | Vi,Ci,yoi s, and rYci | Vi,Ci,yoi s
are equivalent processes, we have that
yuy2i pkq “
˜
yoiyoJi pupkqi pupkqi yoi pwcpkqJipupkqi pwcpkqi yoJi pupkqi xw2cpkqi
¸
,
xuypkqi “ vecpyoi pupkqi , pupkqi pwcpkqi q,
pupkqi “
˜
poi ` ν
ν ` pδpkqpyoi q
¸
TnipVi | pµcopkqi , rScopkqi , ν ` poi ` 2q
TnipVi | pµcopkqi , rScopkqi , ν ` poi q ,
where rScopkqi , pwcpkqi and xw2cpkqi were defined in 3. of M-Step of the Subsection 2.1.2, withpδpkqpyoi q “ pyoi ´Xoi pβpkqqJ{Σoopkqi ´1pkqpyoi ´Xoi pβpkqq, Wi „ Ttpci ppµcopkqi , rScopkqi , ν ` poi `
2;Aciq and Σcc.oi , µcoi , and Scoi are as in (3.2.2).
3.3 The FM-tMCR model
Ignoring censoring for the moment, we consider a more general and robust framework
for the multivariate response variable Yi of the model defined in (3.2.1), which is assumed to
follow a mixture of multivariate Student-t regression models:
Yi „
Gÿ
j“1
pij tppXiβj,Σj, νjq, (3.3.1)
The mixture regression model considered in (3.3.1) is also defined as: let Zij be a latent class
variable such that
Zij “
$&%1, if the ith observation is from the jth component;0, otherwise.
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Thus, given Zij “ 1, the response Yi follows a multivariate Student-t distribution
Yi „ tppXiβj,Σj, νjq, i “ 1, . . . , n, j “ 1, . . . , G. (3.3.2)
Now, suppose P pZi “ jq “ pij , then the density of yi, without observing Zi, is
fpyi | θq “
Gÿ
j“1
pij tppyi | Xiβj,Σj,νjq, (3.3.3)
where θ “ pθJ1 , . . . ,θJGqJ, with θj “ ppij,βJj ,Σj, νjqJ. The model (3.3.3) is mixture of
regression models based on the multivariate Student-t distribution. Concerning the parameter
νj, j “ 1, . . . , G, for computational convenience we assume that ν “ ν1 “ ν2 “ . . . ,“ νG.
Following Karlsson and Laitila (2014), the mixture model for censored data can be
formulated in a similar way to the model defined in (3.3.3) as:
fpVi | Ci,θq “
Gÿ
j“1
pijfijpVi | Ci,θq, (3.3.4)
with
fijpVi | Ci,θq “ Tpci pVci | µcoij ,Scoij , ν ` poi qtpoi pVoi | Xoi βj,Σooij , νq,
µcoij “ Xciβj `ΣcoijΣoo´1ij pyoi ´Xoi βjq, Scoi “
ˆ
ν ` δijpyoi q
ν ` poi
˙
Σcc.oij ,
with Σcc.oij “ Σccij ´ΣcoijΣoo´1ij Σocij and δijpyoi q “ pyoi ´Xoi βjqJΣoo´1i pyoi ´Xoi βjq. The model
defined in (3.3.4) will be called the FM-tMCR model. Thus, the log-likelihood function given
the observed data y, is given by
`pθ | V,Cq “
nÿ
i“1
lnrfpVi | Ci,θqs.
3.3.1 Maximum likelihood estimation via EM algorithm
In this section, we present an EM algorithm for the ML estimation of the FM-tMCR
model defined in (3.3.4). To explore the EM algorithm, we present the FM-tMCR model in an
incomplete-data framework, using the results presented in Section 3.2.
In order to simplify notations, algebra and future interpretations, it is appropriate to
deal with a random vector Zi as in Subsection 2.2.1. Then we have
Yi | Zij “ 1 ind.„ tppXiβj,Σj, νq. (3.3.5)
Thus, from (1.1.1), the setup defined above can be written hierarchically as
Yi | Ui “ ui, Zij “ 1 ind.„ NppXiβj, u´1i Σjq, (3.3.6)
Ui
ind.„ Gammapν{2, ν{2q, (3.3.7)
Zi
iid.„ Multinomialp1, pi1, . . . , piGq, (3.3.8)
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for i “ 1, . . . , n, all independent. For censored data and under the hierarchical representation
(3.3.6)–(3.3.8), it follows that the complete log-likelihood function is `cpθq “
nÿ
i“1
`icpθq, where
`icpθq “ c`
Gÿ
j“1
zij ln pij ´ 12
Gÿ
j“1
zij ln p|Σj|q
´12
Gÿ
j“1
zijuipyi ´XiβjqJΣ´1j pyi ´Xiβjq
`
Gÿ
j“1
zij ln hpui | νq, (3.3.9)
where c is a constant that is independent of the parameter vector θ.
Letting pθpkq “ ppθpkqJ1 , . . . , pθpkqJG qJ, with pθpkqj “ pppipkqj , pΣpkqj , pβpkqj qJ, j “ 1, . . . , G,
the estimates of θ at the kth iteration. It follows, after some simple algebra, that the conditional
expectation of the complete log-likelihood function has the form
Qpθ | pθpkqq “ c` nÿ
i“1
Gÿ
j“1
Zijppθpkqq log pij ´ 12 nÿ
i“1
Gÿ
j“1
Zijpθpkqq log p|Σj|q
´ 12
nÿ
i“1
Gÿ
j“1
tr
”´
E2ijppθpkqq ´ 2E1ijppθpkqqXiβj ` E0ijppθpkqqβJj XJi Xiβj¯Σ´1j ı ,
(3.3.10)
where E0ijppθpkqq, E1ijppθpkqq, E2ijppθpkqq and Zijppθpkqq are given in Subsection 2.2.1. The condi-
tional expectations E[Ui | Vi,Ci, pθpkq, Zij “ 1s, ErUiYi | Vi,Ci, pθpkq, Zij “ 1s, ErUiYiYJi |
Vi,Ci, pθpkq, Zij “ 1s, can be directly obtained from the expressions pupkqi , xuypkqi , and yuy2pkqi ,
respectively, given in Subsection 3.2.2. Thus, we have closed form expressions for all the quanti-
ties involved in the E-step of the algorithm. Next, we describe the EM algorithm for maximum
likelihood estimation of the parameters of the FM-tMCR model.
E-step: Given θ “ pθpkq, compute Esijppθpkqq, s “ 0, 1, 2 and Zijppθpkqq for i “ 1, . . . , n,
j “ 1, . . . , G.
M-step: Update pθpk`1q by maximizing Qpθ | pθpkqq over θ, which leads to the following closed
form expressions:
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ppipk`1qj “ 1n nÿ
i“1
Zijppθpkqq (3.3.11)
pβpk`1qj “
«
nÿ
i“1
E0ijppθpkqqXJi Xi
ff´1 nÿ
i“1
´
XJi EJ1ijppθpkqq¯ , (3.3.12)
pΣpk`1qj “
«
nÿ
i“1
Zijppθpkqqff´1 nÿ
i“1
«
E2ijpθpkqq ´ 2E1ijppθpkqqXipβpk`1qj
` E0ijppθpkqqpβJpk`1qj XJi Xipβpk`1qj
ff
(3.3.13)
where j “ 1, . . . , G.
It is well known that mixture models can provide a multimodal log-likelihood
function. In this sense, the method of maximum likelihood estimation through the EM algorithm
may not give global solutions if the starting values are far from the real parameter values. Thus,
the choice of starting values for the EM algorithm in the mixture context plays a big role
in parameter estimation. In our examples and simulation studies, we consider the following
procedure for the FM-tMCR model:
• Partition the observation into G groups using the K-means clustering algorithm, see
subsection 2.12 of McLachlan and Peel (2000). In this case, the censored values are
considered as observed.
• Compute the proportion of data points belonging to the same cluster j, say pip0qj , j “
1, . . . , G. This is the initial value for pij .
• For each group j, compute the initial values βp0qj , pΣjqp0q using the method of least squares.
3.3.2 Model selection
Because there is no universal criterion for mixture model selection, we chose three
criteria to compare the models considered in this work, namely, the Bayesian information
criterion (BIC) (Schwarz, 1978), Improved Bayesian information criterion (BICi) (Mehrjou et al.,
2016), the efficient determination criterion (EDC) (Bai et al., 1989), the Minimum description
length principle two (MLD2) (Liang et al., 1992) and the Integrated completed likelihood
(ICL)(Biernacki et al., 2000).
The BIC, EDC are defined in Subsection 2.2.2 and the MDL2 has the form of BIC
and EDC with cn “ 2 log n for MDL2 where n is the sample size. The BICi criteria is an
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extension of BIC, having the form: BICi = BIC + log |Ioppθq| where Ioppθq is an approximation of
Fisher information matrix.
Like in Basso et al. (2010), the ICL is defined as ´2`˚ppθq ´ γ log n, where γ is the
number of free parameters that have to be estimated under the model and `˚ppθq is the integrated
log-likelihood of the sample and the indicator latent variables - see (3.3.5), given by
`˚ppθq “ Gÿ
j“1
ÿ
kPCj
logpppijtppyk | pθjqq
where Cj is a set of indices defined as: k belongs to Cj if, and only if, the observation yk is
allocated to component j.
3.3.3 Provision of standard errors
In a similar way to Subsection 2.2.3, we have that Iopθq is the observed information
matrix, where `pθq is the observed log-likelihood function in (3.3.4). In this work we use the
alternative method suggested by Basford et al. (1997), which consists of approximating the
inverse of the covariance matrix as in (2.2.10), where `icpθq is given in (3.3.9) and
psi “ ppsi,β1 , . . . , psi,βG , psi,α1 , . . . , psi,αG , psi,pi1 , . . . , psi,piG´1qJ.
Expressions for the elements ps
i,βj
, psi,αj , psi,pij are given in the following:
psi,pij “ Zijppθqppij ´ ZiGppθqppiG ,ps
i,βj
“ XJi pEJ1ijppθq ´ E0ijppθqXipβjqpΣ´1j ,
psi,αjr “ ´12 tr
„
ZijppθqpΣ´1j BΣjBαjr ´ΨijppθqpΣ´1j BΣjBαjr pΣ´1j

(3.3.14)
where Ψijppθq “ ´E2ijppθq ´ pβJj XJi EJ1ijppθq ´ E1ijppθqXipβj ` E0ijppθqpβJj XJi Xipβj¯ and αjr de-
notes the rth element of αj . It is important to stress that in our analysis we focus solely on
comparing the SE of βj , αj and pij , with j “ 1, . . . , G, since that ν is assumed to be known.
3.4 Simulation studies
In order to study the performance of our proposed method, we present three simu-
lation studies. The first one shows the parameter recovery, that is, if we can estimate the true
parameter values accurately by using the proposed EM algorithm. The second one investigates
the ability of the FM-tMCR model to cluster observations. Finally, the third one shows the
asymptotic behavior of the EM estimates for the proposed model.
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Parameter recovery
In this section, we consider one scenario for simulation in order to verify if we
can estimate the true parameter values accurately by using the proposed EM algorithm. This
is the first step to ensure that the estimation procedure works satisfactorily. We fit data that
were artificially generated from the model (3.3.4) and several censoring proportion settings
p5%, 10%, 30%q. It should be noted that the variable X is generated from a uniform distribution.
We generated 500 Monte Carlo samples of size n “ 100, 400, 1000. We consider
small and different variances with the following parameter setup:
0.65 t2
˜
Xi
«
2 1
´3 7
ff
,
«
3 1
1 4.5
ff
, 4
¸
` 0.35 t2
˜
Xi
«
´1 ´2
4 ´4
ff
,
«
2 1
1 3.5
ff
, 4
¸
.
The average values (Mean) and standard deviations (Std) of the estimates across the 500 Monte
Carlo samples were computed. Also were computed the average (IM Std) values of the approx-
imate standard errors of the estimates obtained through the method described in Subsection
3.3.3 and the percentage of coverage of the resulting 95% confidence intervals (COV) assuming
asymptotic normality.
The results are presented in Table 7. The estimates of the parameters are close to
the true values of the parameters and become closer as the sample size increases. Moreover, the
estimates are less sensitive to the variation of the censoring level. In general, the results suggest
that the proposed FM-tMCR model produces satisfactory estimates, as expected. From Table 7,
we can also see that the estimation method of the standard errors provides relatively close results
(Std and IM Std), indicating that the proposed asymptotic approximation for the variances of the
ML estimates is reliable. This can also be seen analyzing the coverage parameters (COV), since
in general a confidence interval above 90% coverage is maintained for each parameter.
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n “ 100
Parameter
Censored Measure β1,01 β1,02 β1,11 β1,12 σ1,11 σ1,12 σ1,22 pi1 β2,01 β2,02 β2,11 β2,12 σ2,11 σ2,12 σ2,22
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.95 1 -3 7 3 0.96 4.43 0.65 -1.05 -2.05 4 -4 1.92 0.92 3.35
5% Std. 0.79 0.97 0.06 0.07 0.75 0.57 1.02 0.05 0.88 1.18 0.07 0.09 0.63 0.61 1.15
IM Std 0.82 0.97 0.06 0.07 0.64 0.5 0.42 0.35 0.9 1.23 0.07 0.1 0.46 0.62 0.91
COV 96% 94% 95% 95% 89% 88% 69% 100% 93% 95% 94% 93% 77% 86% 79%
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.89 0.94 -2.99 7 2.95 1.02 4.46 0.65 -1.02 -2.02 4 -4 1.95 0.97 3.35
10% Std. 0.86 0.99 0.07 0.07 0.76 0.64 1.13 0.05 0.86 1.28 0.06 0.11 0.64 0.6 1.19
IM Std 0.89 0.97 0.07 0.07 0.65 0.53 0.47 0.36 0.91 1.32 0.07 0.11 0.5 0.65 0.94
COV 97% 94% 96% 95% 85% 89% 63% 100% 95% 95% 95% 96% 79% 88% 79%
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.65 0.99 -2.96 7 2.85 0.97 4.38 0.65 -1.05 -2.31 4 -3.96 1.94 0.92 3.29
30% Std. 1.56 1.01 0.18 0.08 0.97 0.8 1.05 0.05 0.88 2.62 0.07 0.31 0.62 0.85 1.6
IM Std 1.59 0.97 0.18 0.07 0.81 0.64 0.58 0.41 0.93 2.44 0.07 0.28 0.54 0.71 1.09
COV 95% 94% 95% 93% 81% 86% 77% 100% 96% 90% 94% 91% 79% 81% 68%
n “ 400
Parameter
Censored Measure β1,01 β1,02 β1,11 β1,12 σ1,11 σ1,12 σ1,22 pi1 β2,01 β2,02 β2,11 β2,12 σ2,11 σ2,12 σ2,22
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 2 1.01 -3 7 2.96 1 4.49 0.65 -1.01 -2.03 4 -4 1.97 1 3.5
5% Std. 0.4 0.46 0.03 0.03 0.34 0.29 0.52 0.02 0.44 0.61 0.03 0.05 0.31 0.31 0.57
IM Std 0.4 0.47 0.03 0.04 0.3 0.25 0.21 0.17 0.43 0.59 0.03 0.05 0.23 0.32 0.45
COV 95% 95% 97% 96% 90% 92% 71% 100% 93% 94% 94% 93% 83% 95% 87%
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.98 0.99 -3 7 2.99 1.01 4.47 0.65 -0.99 -2.01 4 -4 1.98 1.01 3.48
10% Std. 0.43 0.48 0.04 0.04 0.38 0.29 0.5 0.02 0.43 0.66 0.03 0.06 0.32 0.31 0.59
IM Std 0.44 0.47 0.04 0.04 0.32 0.26 0.22 0.17 0.43 0.65 0.03 0.05 0.24 0.33 0.47
COV 96% 95% 95% 96% 89% 92% 70% 100% 96% 95% 95% 94% 83% 96% 86%
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.83 1 -2.98 7 2.99 1.02 4.44 0.65 -1.01 -2.16 4 -3.98 1.98 0.99 3.4
30% Std. 0.81 0.49 0.09 0.04 0.51 0.42 0.53 0.02 0.41 1.22 0.03 0.14 0.31 0.37 0.79
IM Std 0.81 0.47 0.09 0.04 0.41 0.33 0.27 0.2 0.43 1.17 0.03 0.14 0.28 0.38 0.54
COV 94% 94% 96% 96% 87% 85% 79% 100% 96% 94% 94% 94% 88% 93% 79%
n “ 1000
Parameter
Censored Measure β1,01 β1,02 β1,11 β1,12 σ1,11 σ1,12 σ1,22 pi1 β2,01 β2,02 β2,11 β2,12 σ2,11 σ2,12 σ2,22
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.99 0.99 -3 7 2.98 0.99 4.5 0.65 -0.98 -2.01 4 -4 1.98 1.01 3.48
5% Std. 0.26 0.29 0.02 0.02 0.23 0.17 0.32 0.02 0.26 0.37 0.02 0.03 0.19 0.18 0.34
IM Std 0.25 0.3 0.02 0.02 0.19 0.16 0.13 0.11 0.27 0.37 0.02 0.03 0.14 0.2 0.28
COV 94% 95% 94% 96% 89% 93% 77% 100% 96% 95% 96% 94% 85% 97% 89%
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.97 0.99 -3 7 2.99 0.99 4.47 0.65 -1.02 -2.04 4 -4 1.98 0.98 3.46
10% Std. 0.27 0.28 0.02 0.02 0.23 0.18 0.33 0.02 0.27 0.4 0.02 0.03 0.19 0.19 0.36
IM Std 0.28 0.29 0.02 0.02 0.2 0.16 0.13 0.11 0.27 0.41 0.02 0.03 0.15 0.21 0.29
COV 95% 97% 96% 96% 92% 91% 78% 100% 95% 96% 95% 95% 86% 96% 87%
True (2) (1) (-3) (7) (3) (1) (4.5) (0.65) (-1) (-2) (4) (-4) (2) (1) (3.5)
Mean 1.89 1 -2.99 7 3.01 0.99 4.52 0.65 -0.99 -2.19 4 -3.98 1.98 0.99 3.47
30% Std. 0.51 0.3 0.06 0.02 0.32 0.25 0.31 0.01 0.27 0.78 0.02 0.09 0.2 0.27 0.52
IM Std 0.51 0.3 0.06 0.02 0.26 0.21 0.17 0.13 0.27 0.74 0.02 0.09 0.18 0.25 0.35
COV 95% 95% 94% 94% 89% 90% 82% 100% 95% 95% 95% 94% 89% 93% 79%
Table 7 – Simulated data: Parameter recovery. Mean, standard deviations (Std) for EM estimates
and percentage of coverage (COV) based on 500 samples from the FM-tMCR model.
IM Std indicates the average of the approximate standard errors of the estimates
obtained through the method described in Subsection 3.3.3.
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Clustering
In this section, we illustrate the ability of the FM-tMCR model to fit data with a
mixture structure generated from a different family of distributions, such as the skew-normal
independent (SNI) family of distributions (Cabral et al., 2012), and we also investigate the ability
of the FM-tMCR model to cluster observations.
We generated 300 Monte Carlo samples of size n “ 200 with 15% of censoring
under the following scenarios: (I) scenario 1 (Figure 8): a mixture of two skew-tmodels (Azzalini
and Genton, 2008), and (II) scenario 2 (Figure 9): a mixture of two skew-slash (Wang and Genton,
2006) distributions. The parameter values were chosen to present a considerable proportion of
outliers and skewness pattern. In Figures 8 (a) and 9 (a) we plotted two of these samples, for
scenarios 1 and 2, respectively, and we can see that the groups are poorly separated. Furthermore,
note that although we have a two components mixture, the scatter plot may not to be clearly
bimodal.
−20
−10
0
10
−10 0 10
y1
y2
Group
1
2
(a)
Real Data
−10
−5
0
5
10
15
−2 0 2 4 6
(b)
Normal
−10
−5
0
5
10
15
−2 0 2 4 6
(c)
Student−t
−10
−5
0
5
10
15
−2 0 2 4 6
(d)
Figure 8 – Simulated data from a mixture of two skew-t models pn “ 200q: Clustering for one
of the simulated samples - scenario I. (a) Scatter plot for the response variavels, (b)
Bivariate scatter plot in function of the covariates of the real classification (magenta
and red colors) and the respective bivariate scatter plot as function of the covariates
of the classification under: (c) FM-nMCR fit and (d) FM-tMCR fit.
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Figure 9 – Simulated data from a mixture of two skew-slash models pn “ 200q: Clustering for
one of the simulated samples - scenario II. (a) Scatter plot for the response variavels,
(b)Bivariate scatter plot in function of the covariates of the real classification (magenta
and red colors) and the respective bivariate scatter plot as function of the covariates
of the classification under: (c) FM-nMCR fit and (d) FM-tMCR fit.
In Figures 8 (b) and 9 (b) we present the bivariate scatter plot as function of the
covariates. In these figures are depicted the real clustering for the simulated sample, while in
the respective Figures (c) and (d) we have the clustering by fitting FM-nMCR and FM-tMCR
models, where we can observe a better grouping by using the FM-tMCR model. See the xyplot
function of the lattice package from the R software (Sarkar, 2008).
We proceed with clustering ignoring the known true classification. Following the
method proposed by Liu and Lin (2014), to assess the quality of the classification function of
each mixture model, an index measure was used in the current study, called correct classification
rate CCR, which is based on the posterior probability assigned to each subject. The FM-tMCR
was fitted using the algorithm described in the Section 3.3.1 in order to obtain the estimate of the
posterior probability that an observation Yi belongs to the jth component of the mixture, i.e.
Zijppθpkqq. For sample l, l “ 1, ..., 300, we computed the number of correct allocations pCCRsq
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divided by the number of Monte Carlo samples, that is, ACCR “ 1300
300ÿ
l“1
CCRl.
Tables 8 and 9 shows the mean value of the correct allocation rates ACCR, where
larger values indicate better classification results. Comparing with the results for the FM-nMCR
model, we can see that modeling using the FM-tMCR model represents an improvement in the
outright clustering and has a better performance, showing the robustness of the FM-tMCR model
to discrepant observations as well as to censored distributions which seems to occur quite often
in practice.
n 5% 15% 30%
FM-nMCR FM-tMCR FM-nMCR FM-tMCR FM-nMCR FM-tMCR
60 0.759 0.851 0.712 0.839 0.653 0.807
150 0.836 0.914 0.801 0.920 0.742 0.893
500 0.875 0.962 0.845 0.958 0.828 0.951
Table 8 – Simulated data from a mixture of two skew-t (Scenario I) model pn “ 60, 150, 500q:
Clustering. Monte Carlo mean of right allocation rates for fitted FM-tMCR and FM-
nMCR models
n 5% 15% 30%
FM-nMCR FM-tMCR FM-nMCR FM-tMCR FM-nMCR FM-tMCR
60 0.899 0.950 0.851 0.912 0.723 0.794
150 0.948 0.987 0.930 0.983 0.859 0.933
500 0.986 0.989 0.974 0.989 0.980 0.986
Table 9 – Simulated data from a mixture of two skew-slash (Scenario II) model pn “
60, 150, 500q: Clustering. Monte Carlo mean of right allocation rates for fitted FM-
tMCR and FM-nMCR models
Asymptotic properties
In this simulation study, we analyze the absolute bias (Bias) and mean square error
(MSE) of the estimates obtained from the FM-tMCR model through the proposed EM algorithm.
These measures are defined by
Biaspθiq “ 1
M
Mÿ
j“1
|pθpjqi ´ θi| and MSEpθiq “ 1M Mÿ
j“1
ppθpjqi ´ θiq2, (3.4.1)
where pθpjqi is the ML estimate of the parameter θi for the jth sample. Six different sample sizes
pn “ 100, 200, 300, 400, 600, 1000q are considered.
For each sample size, we generated 500 Monte Carlo samples with 5%, 10%, 20%, 30%
of censoring proportion. It should be noted that the variable X is generated from a uniform dis-
tribution. Using the EM algorithm, the absolute bias and mean squared error for each parameter
over the 500 datasets were computed. The parameter setup is as follows:
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The results for the estimates of β, Σ and pi with FM-tMCR model are given in Figures 14, 10,
11, 12 and 13, respectively. We can see a pattern of convergence to zero of the (Bias) and MSE
when n increases, independent of the censoring pattern. As a general rule, we can say that Bias
and MSE approach to zero when the sample size increases, indicating that the estimates based
on the proposed EM-type algorithm under the FM-tMCR model do admit desirable asymptotic
properties. In a similar way, we analyze other scenario, estimates of β, Σ and pi with FM-nMCR
model with the same parameter setups of the previous model, the results are presented in Figures
17, 18, 19, 20 and 21 given in the Appendix.
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Figure 10 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for β1,01, (c, d) for β1,02, (e, f) for β1,11 and (g, h) for β1,12 estimate under
FM-tMCR model with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 11 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for β2,01, (c, d) for β2,02, (e, f) for β2,11 and (g, h) for β2,12 estimate under
FM-tMCR model with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 12 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for σ1,11, (c, d) for σ1,12 and (e, f) for σ1,22 estimate under FM-tMCR model
with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 13 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for σ2,11, (c, d) for σ2,12 and (e, f) for σ2,22 estimate under FM-tMCR model
with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 14 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for pi1 and (c, d) for pi2 estimate under FM-tMCR model with different
levels of censoring (5%, 10%, 20%, 30%)
3.5 Application
We consider the dataset presented in Costa et al. (2014). The data refer to the Early
Grade Reading Assessment (EGRA), which is a tool used to measure students’ reading progress.
The EGRA test is an instrument that reports levels of student learning, including assessment of
the first steps students take in learning to read. The test was applied individually to 502 Peruvians
students. It was administered individually, taking between 10 to 15 min per student, measuring
oral reading fluency by counting the number of words read correctly from a passage in one
minute.
The variables registered in the dataset were: the number of correct letters in one
minute (Task 1), the number of correct readings of simple words in one minute (Task 2), the
number of correct readings of meaningless words in one minute (Task 3) and the number of
correct readings of simple words in the passage in one minute (Task 4). Moreover, the time
required to perform these tasks for each individual was also registered.
Following Costa et al. (2014), we transformed in a scale of velocity the original
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observed variables yij “ wij
Timeij
, where wij “ number of letters/words read by student i in task
j within 60 seconds or less and Timeij “ time (in seconds) spent by student i in test j (less than
or equal to 60). This transformation indicates that a student with high score of fluency in Spanish
will be faster than a student with average or low fluency.
Like in Costa et al. (2014), we considered the velocity measures of the 10% slowest
scores as censored outcomes. This type of censoring scheme relies on the assumption that the
time the task was not sufficient to better estimate the responses of the students.
We considered the FM-tMCR model defined in (2.2.3) where yi “ pyi1, ..., yi4q is
1 ˆ 4 vector of the velocity responses for student i on the four tasks, i “ 1, ..., 502, following
Castro et al. (2015):
yi1 : ratio between the number of letters of the alphabet recognized by student i and the
time spent on this task (under 60 seconds);
yi2 : ratio between the number of simple words recognized by student i and the time spent
on this task (under 60 seconds);
yi3 : ratio between the number of meaningless words correctly read by student i and the
time spent on this task (under 60 seconds);
yi4 : ratio between the number of correct simple words read in a passage by student i and
the time spent on this task (under 60 seconds).
The matrix Xi is the 1 ˆ 4 design matrix of covariates. β “ pβp1q, ...,βp4qq where
βp1q represents the gender (0 = female, 1 = male); βp2q represents the grade (0 = 2nd year; 1 =
3rd year); βp3q represents the residence zone (0 = rural, 1 = urban) and βp4q represents the age.
The percentage of left-censored values is 10% for all the four variables. Figure 15
shows the histogram of time ratios spent on each task. We can see that the distributions associated
with each time ratio have heavy tails, several modes and are skewed to right. Because of these
empirical evidences, we propose to fit a FM-tMCR model.
Regarding the model selection criteria, we follow the recommendation of Depraetere
and Vandebroek (2014), where the ICL and MDL2 criteria for finite mixture models work quite
well for large samples. In addition, the ICL is suitable for classification as it gives a penalty to
the complexity of the model and the inability of the model to provide a reasonable partition of
the data, see Cabral et al. (2012). The BIC has good performance in smaller samples like the
BICi, but the latter allows better performance even when the components of the dataset overlap,
as it is designed especially for finite mixture models (Mehrjou et al., 2016).
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Figure 15 – EGRA data. Histogram of time ratios spent on each task.
The number of groups of the model is chosen according to the information criteria as
shown in Table 10. Note the, as expected, the FM-tMCR model performs significantly better than
the FM-nMCR model, also, it can be seen that the model with two components and 7 degrees
of freedom fits the data best. This finding can be also appreciated from Figure 16 where the
log-likelihood values are depicted for a grid of values of ν. Notice also that the estimated value
of ν is fairly small, indicating a lack of adequacy of the normal assumption for the EGRA data.
Model Num of groups Log-likelihood Criterion
BIC EDC ICL BICi MDl2
FM-tMCR(ν “ 7) 2 -2013.907 4357.400 4265.311 4494.848 4561.986 4686.986
FM-tMCR(ν “ 8) 2 -2014.079 4357.743 4265.654 4509.840 4562.063 4687.329
FM-nMCR 2 -2032.534 4394.655 4302.566 4601.949 4575.988 4724.241
FM-tMCR(ν “ 7) 3 -1976.582 4450.653 4311.650 5041.135 4805.518 4948.141
FM-tMCR(ν “ 8) 3 -1974.395 4446.278 4307.275 5112.469 4827.347 4943.766
FM-nMCR 3 -1996.186 4489.861 4350.858 5076.234 4829.708 4987.349
Table 10 – EGRA data. Model selection criteria.
Thus, we get the following model for the EGRA data: fpyi | Θq “
2ÿ
j“1
pijt4pyi |
Xiβj,Σj, 7q, where
βj “ rβjp1q ,βjp2q ,βjp3q ,βjp4qsJ and Σj “
»————–
σjp11q σjp12q σjp13q σjp14q
σjp22q σjp23q σjp24q
σjp33q σjp34q
σjp44q
fiffiffiffiffifl , j “ 1, 2
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Figure 16 – EGRA data. Plot of the profile log-likelihood of the degrees of freedom ν
with βpkq “ pβk1,βk2,βk3,βk4q k “ 1, 2, 3, 4
The ML estimates of the parameters were obtained using the EM algorithm described
in Section 2.2. Table 11 shows the estimates (Est) and standard errors (SE) of β1, and β2 for the
FM-nMCR and FM-tMCR models with two components. The standard errors (SE) of β1 are
similar for both models, while the standard errors of β2 are smaller under the Student-t model,
indicating that the FM-tMCR model seems to produce more precise estimates.
Parameter FM-nMCR FM-tMCR
Est (SE) Est (SE)
β1p1q 0.243 0.278 0.311 0.147 0.202 0.18 0.205 0.024
(0.08) (0.112) (0.107) (0.116) (0.075) (0.114) (0.107) (0.117)
β1p2q 0.751 1.346 1.187 1.28 0.759 1.368 1.174 1.415
(0.103) (0.137) (0.127) (0.132) (0.094) (0.145) (0.131) (0.138)
β1p3q 0.643 0.587 0.583 0.683 0.683 0.742 0.712 0.829
(0.068) (0.091) (0.085) (0.093) (0.064) (0.093) (0.087) (0.095)
β1p4q -0.166 -0.231 -0.219 -0.202 -0.159 -0.217 -0.199 -0.239
(0.042) (0.056) (0.055) (0.057) (0.045) (0.065) (0.064) (0.065)
β2p1q 0.493 0.057 -0.019 -0.1 0.508 0.452 0.416 0.37
(0.321) (0.33) (0.316) (0.369) (0.344) (0.214) (0.246) (0.26)
β2p2q 1.271 0.966 1.41 1.368 1.243 1.026 1.479 0.926
(0.458) (0.405) (0.384) (0.365) (0.45) (0.282) (0.338) (0.327)
β2p3q 1.651 1.305 1.398 1.239 1.536 0.636 0.903 0.642
(0.244) (0.227) (0.224) (0.248) (0.266) (0.177) (0.209) (0.213)
β2p4q -0.248 -0.279 -0.414 -0.401 -0.302 -0.333 -0.475 -0.221
(0.257) (0.198) (0.207) (0.214) (0.251) (0.146) (0.19) (0.162)
pi1 0.739 0.764
(0.075) (0.075)
Table 11 – EGRA data. Estimation (Est) and standard errors (SE) for parameters under the
FM-nMCR and FM-tMCR models.
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In the same way, we have that the ML estimates and standard errors (in parentheses)
for the variance components under the FM-tMCR model ppΣjtq are lower than those under the
FM-nMCR model ppΣjN q for j “ 1, 2. Thus, indicating that the FM-tMCR model produces more
precise estimates.
pΣ1N “
»—– 0.44p0.03q 0.37p0.04q 0.35p0.04q 0.38p0.04q0.84p0.07q 0.67p0.06q 0.75p0.07q0.78p0.06q 0.66p0.06q
0.85p0.07q
fiffifl , pΣ1t “
»—– 0.38p0.03q 0.37p0.03q 0.32p0.03q 0.36p0.03q0.89p0.07q 0.68p0.06q 0.75p0.06q0.74p0.06q 0.66p0.06q
0.87p0.07q
fiffifl
pΣ2N “
»—– 2.02p0.2q 0.68p0.19q 0.87p0.13q 0.54p0.18q1.61p0.28q 1.21p0.21q 1.32p0.26q1.48p0.18q 1.23p0.19q
1.75p0.29q
fiffifl , pΣ2t “
»—– 1.7p0.21q 0.59p0.11q 0.73p0.12q 0.61p0.16q0.6p0.09q 0.63p0.09q 0.63p0.12q0.91p0.11q 0.72p0.13q
0.8p0.16q
fiffifl
Table 12 – EGRA data. Variance-Covariance estimates and standard errors in parentheses under
the under the FM-nMCR model ppΣjN q and FM-tMCR model ppΣjtq for j “ 1, 2.
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4 Conclusion
This work aims to propose a location-scale madel and a regression model based on fi-
nite mixtures of multivariate Student-t distributions. These models are capable of simultaneously
accommodating multimodality, skwesness and heavy tails, besides contemplating the problem
of estimating complex densities and classification of observations. This approach generalizes
several previously proposed solutions, such as, the finite mixture of Gaussian components Caudill
(2012); Karlsson and Laitila (2014); He (2013).
One of the great efforts of this work was the estimation of the parameters via the
EM algorithm. It was sought to propose an algorithm that was simple to implement in any
programming language, with good convergence properties and computational aspects, due to the
large number of closed formulas in stage E and M. The proposed EM algorithm was implemented
as part of the R package CensMixReg and is available for download at the CRAN repository.
For practical demonstration, the method is applied to a data of concentration levels of
certain dissolved trace metals in freshwater streams across the Commonwealth of Virginia VDEQ
(2003) that contains right-censored data, as well as to the Early Grade Reading Assessment
(EGRA) data (Costa et al., 2014). We also use simulation to investigate clustering and asymptotic
properties of the parameter estimates, comparing them with the normal ones under different
censorship levels. The experimental results and the analysis of a real dataset provide support for
the usefulness and effectiveness of our proposal.
4.1 Future Research
Recently, Garay et al. (2015) considered the problem of censored linear regression
models using scale mixtures of normal distributions (SMN). Therefore, it would be a worthwhile
task to investigate the applicability of a likelihood-based treatment in the context of finite mixtures
of SMN distributions (FM-SMNC model). It may also be interesting to consider mixture of
linear mixed-effects models with censored observations Bai et al. (2016). Other extensions of
the current work include, for example, a generalization of the FM-tMC and FM-tMCR models to
the multivariate skew-t distribution Lachos et al. (2010); Cabral et al. (2012).
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APPENDIX A – Asymptotic properties
FM-nMCR model
We consider the FM-nMCR model with the following parameter setup:
0.65 t2
˜
Xi
«
2 ´1
´3 5
ff
,
«
3 1
1 4.5
ff¸
` 0.35 t2
˜
Xi
«
´3 2
2 ´1
ff
,
«
2 1
1 3.5
ff¸
.
The results for the estimates of β, Σ and pi with FM-tMCR model are given in Figures 17, 18,
19, 20 and 21. We can say that Bias and MSE approach to zero when the sample size increases,
independent of the censure pattern. Indicating that the estimates based on the proposed EM-type
algorithm under the FM-nMCR model do admit desirable asymptotic properties.
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Figure 17 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for β1,01, (c, d) for β1,02, (e, f) for β1,11 and (g, h) for β1,12 estimate under
FM-nMCR model with different levels of censoring (5%, 10%, 20%, 30%)
.
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Figure 18 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for β2,01, (c, d) for β2,02, (e, f) for β2,11 and (g, h) for β2,12 estimate under
FM-nMCR model with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 19 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for σ1,11, (c, d) for σ1,12 and (e, f) for σ1,22 estimate under FM-nMCR model
with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 20 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for σ2,11, (c, d) for σ2,12 and (e, f) for σ2,22 estimate under FM-nMCR model
with different levels of censoring (5%, 10%, 20%, 30%)
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Figure 21 – Simulated data: Asymptotic properties. Bias (first column) and MSE (second column)
of (a, b) for pi1 and (c, d) for pi2 estimate under FM-nMCR model with different
levels of censoring (5%, 10%, 20%, 30%)
