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Abstract. The problem of generalizing deep neural networks from mul-
tiple source domains to a target one is studied under two settings: When
unlabeled target data is available, it is a multi-source unsupervised do-
main adaptation (UDA) problem, otherwise a domain generalization
(DG) problem. We propose a unified framework termed domain adaptive
ensemble learning (DAEL) to address both problems. A DAEL model is
composed of a CNN feature extractor shared across domains and multiple
classifier heads each trained to specialize in a particular source domain.
Each such classifier is an expert to its own domain and a non-expert to
others. DAEL aims to learn these experts collaboratively so that when
forming an ensemble, they can leverage complementary information from
each other to be more effective for an unseen target domain. To this end,
each source domain is used in turn as a pseudo-target-domain with its
own expert providing supervision signal to the ensemble of non-experts
learned from the other sources. For unlabeled target data under the UDA
setting where real expert does not exist, DAEL uses pseudo-label to su-
pervise the ensemble learning. Extensive experiments on three multi-
source UDA datasets and two DG datasets show that DAEL improves
the state-of-the-art on both problems, often by significant margins. The
code is released at https://github.com/KaiyangZhou/Dassl.pytorch.
1 Introduction
Deep neural networks (DNNs) trained with sufficient labeled data typically
perform well when the test data follows a similar distribution as the training
data [24]. However, when the test data distribution is different (i.e., there is
a domain shift [43]), DNNs often suffer from performance degradation indicat-
ing poor domain generalization ability. To overcome the domain shift problem
and improve the generalization ability of DNNs, two related problems have been
studied intensively: unsupervised domain adaptation (UDA) [15,33,45,22,60,55]
and domain generalization (DG) [40,28,47,8,30]. The former assumes that unla-
beled training data for the target domain is available for domain adaptation. No
such assumption is made in the latter, making DG a harder problem than UDA.
Early UDA works focus on a single source domain. Recently multi-source
UDA [21,59,42] started to attract more attention, thanks to the introduction
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Fig. 1: Overview of domain adaptive ensemble learning (DAEL).
of large-scale multi-source datasets such as DomainNet [42]. In contrast, hav-
ing multiple source domains have been the default setting for most DG works
from much early on. This is understandable: Without the guidance from target
domain data, DG models rely on the diversity of source domain to learn general-
izable knowledge across domains. This paper focuses on the multi-source domain
setting for both problems.
How can multiple source domains be exploited to help generalization? Many
DG methods [39,17,31] aim to learn a domain-invariant feature representation or
classifier across the source domains, in the hope that it would also be invariant
to the domain shift brought by the target domain. However, there is an intrinsic
flaw in this approach, that is, when the source domains become more diverse
(useful for coping with large domain shift from the target domain), learning a
domain-invariant model becomes more difficult. This is because each domain now
contains much domain-specific information. Simply removing the information
may hurt model generalization because such information could potentially be
useful for a target domain, especially when combined across different source
domains. An example can be found in Fig. 1a where the only thing in common
of the five source domains for the airplane class seems to be shape. However,
texture information is clearly useful for the target sketch domain. Existing multi-
source UDA methods, on the other hand, attempt to align the data distribution
of the target domain with each source domain individually [64,59,42] or with a
help of a hard [32] or soft [21] domain selector. Again, Fig. 1a shows that aligning
the target domain to each individual source domain of potentially drastically
different distribution is not only difficult but could also be counterproductive.
In this paper, we propose a novel unified framework for both multi-source
DG and UDA based on collaborative ensemble learning. Our framework, termed
domain adaptive ensemble learning (DAEL), takes a very different approach
from the previous works. Specifically, each domain is used to learn a model
that is specialized in that domain (see Fig. 1a). We call it a domain expert – a
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relative term as an expert to a specific source domain would be a non-expert to
all other source domains as well as the target domain. The key idea of DAEL is
to learn these experts collaboratively so that when forming an ensemble, they
can leverage complementary information to better tackle the target domain.
To realize the DAEL framework for a UDA or DG model, a number of issues
need to be addressed. (1) Scalability: Training an ensemble of models instead
of a single model means higher computational cost. To solve this problem, a
DAEL model is a deep multi-expert network which consists of a CNN feature
extractor and multiple classifier heads. Each head is trained to classify images
from a particular source domain. (2) Training: Since the target domain data is
either non-existent (for DG) or has no label (for UDA), there is no target domain
expert to provide supervision signal for the source domain expert ensemble. To
overcome this, each source domain is used in turn as a pseudo-target-domain
with its own expert providing supervision signal to the ensemble of non-experts
learned from the other sources (see Fig. 1b). For unlabeled target data under the
UDA setting where real expert does not exist, DAEL uses as pseudo-label the
most confident estimation among all experts and train the ensemble to fit the
pseudo-label (see Fig. 1c). (3) How to measure the effectiveness of a non-expert
ensemble w.r.t. an expert: Inspired by consistency regularization (CR) [46,25]
used in semi-supervised learning (SSL), the ensemble’s effectiveness is measured
by how close its prediction is to that of an expert when both are fed with a data
point of the expert’s domain. To amplify the regularization effect brought by
CR, we use weak and strong augmentation for input to an expert and an non-
expert ensemble respectively. Such a strategy has been shown useful in recent
SSL methods [57,5,49]. Once these three issues are addressed, we have a simple
but effective solution to both UDA and DG – by sending supervision signal to
an ensemble rather than each individual, different domain-specific experts are
allowed to exploit complementary domain-specific information from each other,
resulting in a more domain-generalizable ensemble.
We summarize our contributions as follows. (1) We present a novel frame-
work called domain adaptive ensemble learning (DAEL), which improves the
generalization of a multi-expert network by explicitly training the ensemble to
solve the target task. (2) A realization of DAEL is formulated which provides
a simple yet effective solution for both multi-source UDA and DG, unlike pre-
vious methods that only tackle one of them. (3) We define miniDomainNet, a
reduced version of DomainNet [42] to allow fast prototyping and experimenta-
tion. For benchmarking, a unified implementation and evaluation platform of all
compared methods is created, which has been made publicly available to facili-
tate future research in UDA and DG.4 (4) We demonstrate the effectiveness of
DAEL on three multi-source UDA datasets and two DG datasets where DAEL
outperforms the current state-of-the-art by a large margin (see Table 1 & 2).
4 https://github.com/KaiyangZhou/Dassl.pytorch.
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2 Related Work
Unsupervised domain adaptation. Motivated by the seminal theory work
by Ben-David et al. [4], most recent UDA methods seek to reduce the distri-
bution discrepancy between source and target features. In particular, domain-
invariant features can be learned by directly minimizing distribution divergence
measures, such as MMD [33,35,36] and optimal transport [7,2]. Inspired by gener-
ative adversarial network [18], [15,51,63,34] achieve feature alignment by learn-
ing a domain discriminator in an adversarial manner. Instead of aligning the
coarse marginal distribution, recent alignment methods show that fine-grained
alignment such as aligning class centroids [58,23,11] or using task-specific clas-
sifiers [45,27,44] can achieve better adaptation performance.
The multi-source UDA methods are more related to this work due to the same
problem setting. [64,59,42] extend the source-target alignment in single-source
UDA to multi-source UDA by covering all possible source-target distance pairs.
Relationships between sources and target are exploited in [32] where only the
target-related sources are kept for model learning. [21] computes the distribution-
based weights for combining source classifiers. Our model architecture of shared
feature extractor and domain-specific classifier is similar to existing methods
such as [42]. However, DAEL is very different in that (a) different domain-
specific classifiers are learned collaboratively in the form of an ensemble and
(b) each source domain is used in turn as a pseudo-target-domain to supervise
the ensemble.
Domain generalization. Different from UDA, DG considers a more chal-
lenging yet practical problem where target data is unavailable during train-
ing [40]. Many DG methods borrow the idea of distribution alignment from
UDA to learn domain-invariant features through minimizing in-between-source
distances [39,17,31]. Similar to this work, existing methods also borrow ideas
from SSL including data augmentation [47,54] and self-supervised training [8].
Recent DG methods have explored meta-learning where the key idea is to expose
the model to domain shift during training [29,3,13,30]. Different from these DG
methods, collaborative ensemble learning is exploited in this paper. Note that
although the pseudo-target-domain idea is similar in spirit to meta-learning,
no episodic training is necessary in DAEL which makes the training procedure
simpler than those in [29,3,13,30].
Ensemble methods have been extensively researched in the machine learning
community [65]. The principle is to train multiple learners for the same problem
and combine them for inference. Such technique has also been widely used in
competitions like ILSVRC [10] where multiple CNNs are trained and combined
to improve the test performance [24,20]. One crucial difference between the tra-
ditional model ensembling and our domain adaptive ensemble learning approach
is that we learn multiple experts simultaneously and collaboratively while using
each domain expert’s knowledge to supervise the learning of the ensemble of
non-experts. Such a learning strategy benefits the final ensemble by encouraging
the collaboration between different ensemble members.
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Fig. 2: Illustration of a domain adaptive ensemble learning (DAEL) model. Left:
supervision signal between source domains (DG and UDA); Right: unlabeled
target domain data provides further supervision (UDA only). Note that gradients
are only back-propagated through the prediction path.
Consistency regularization. Since the first appearance in [46,25], CR has
been widely used in the literature of SSL, e.g., virtual adversarial training
(VAT) [38], mean teacher [50], MixMatch [6] and its recent follow-ups [5,49].
Other than SSL, CR has also been applied to applications such as stabilizing
GAN training [62]. As an unsupervised objective, it is natural to use CR for
dealing with unlabeled data in UDA. Examples include Dirt-t [48] which extends
VAT with entropy minimization [19] and self-ensembling [14] which is built on
top of mean teacher. However, these methods are tailored for single-source UDA,
which only yield sub-optimal performance when directly applied to multi-source
UDA as shown in [42].
3 Methodology
Problem definition. Given a labeled training dataset collected from K source
domains, DS = {D1, ...,DK}, we aim to learn a model that can generalize well to
a target domain DT . If the unlabeled target data is available during training, it is
a multi-source unsupervised domain adaptation (UDA) problem [42], otherwise
a domain generalization (DG) problem [40]. Our method addresses these two
problems in a unified framework.
Main idea. We learn multiple experts, {Ei}Ki=1, each specializing in classifying
images from a particular source domain. For clarity, Ei is called an expert to Di
but a non-expert to {Dj}j 6=i. Each expert is constructed with a CNN backbone
(e.g., ResNet [20]) and a fully connected layer followed by a softmax function to
produce class probabilities. To reduce computations and promote information
sharing, all experts share the same CNN backbone. Once trained, given a test
image x, its prediction is obtained by the ensemble of all experts, p(y|x) =
1
K
∑K
i=1Ei(x).
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We propose domain adaptive ensemble learning (DAEL), which improves the
ensemble’s generalization by using each expert’s knowledge to teach others in a
collaborative way. The main learning objectives of DAEL are based on consis-
tency regularization (CR) [46,25] (see Fig. 2). The basic idea of CR is to forward
the same input but perturbed with different label-preserving transformations
to a model (or models) and enforce consistency between the outputs. The con-
sistency can be measured by either mean-squared error or KL divergence. For
clarity, we interpret CR as having two paths5: target path and prediction path
(see Fig. 2). The target path generates soft prediction or pseudo-label using
a (pseudo-)target domain expert, while the prediction path aims to make the
non-expert ensemble’s output consistent with that of the expert.
Data augmentation plays a key role in our consistency-based framework. Fol-
lowing the recent CR methods [57,5,49] which highlighted the importance of nois-
ing operations, we use weak augmentation a(·) and strong augmentation A(·) for
input to the target path and the prediction path respectively (see Fig. 2). Both
a(·) and A(·) are stochastic functions which perform label-preserving transfor-
mations. Concretely, a(·) corresponds to simple flip-and-shift transformations.
A(·) induces stronger noises so as to make the input more diverged from the
original distribution. Intuitively, this amplifies the regularization effect brought
by CR. Inspired by [57,49], we use RandAugment [9] followed by Cutout [12] to
implement A(·). RandAugment randomly selects a set of transformations from
the Python Imaging Library,6 e.g., shearing, rotation, auto-contrast, sharpness,
etc. See the Appendix for the complete list of transformations.
Domain-specific expert learning. Next, we detail the DAEL training proce-
dure, starting with how each expert is trained to be domain-specific. Recall that
Ei is the expert trained for its own domain Di, i ∈ {1, ...,K}. Denote H(·, ·)
the cross-entropy between two probability distributions, the loss function for
domain-specific expert learning is
Lce = 1
K
K∑
i=1
Exi,y(xi)∼Di [H(y(x
i), Ei(a(x
i))], (1)
where y(xi) is the one-hot label of xi; the expectation is implemented by mini-
batch sampling (same for the following equations).
Collaborative ensemble learning using source domain data. Given an
image xi from the i-th source domain (treated as a pseudo-target-domain), the
idea is to use as target the corresponding expert’s prediction for the weakly aug-
mented image, Ei(a(x
i)), and encourage the ensemble prediction of non-experts
from other source domains for the strongly augmented image, 1K−1
∑
j 6=iEj(A(x
i)),
to be close to the target. Such a design explicitly teaches the ensemble how to
handle data from unseen domains (mimicked by strong augmentation and guided
by a pseudo-target-domain expert), thus improving the robustness to domain
5 Path means computational graph, or more formally as directed acyclic graph.
6 https://python-pillow.org/.
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shift. Formally, the loss is defined as the mean-squared error between the two
outputs:
Lcr = 1
K
K∑
i=1
Exi∼Di
[‖Ei(a(xi))− 1
K − 1
∑
j 6=i
Ej(A(x
i))‖2]. (2)
Collaborative ensemble learning using unlabeled target data. Given a
weakly augmented target domain image a(xt), we first ask each source-expert
to produce a class probability distribution, pi(y|a(xt)) = Ei(a(xt)), and select
as pseudo-label the most confident expert’s prediction based on their maximum
probability, arg max(pi∗), where i
∗ is the index of the most confident expert
i∗ = arg max([max(p1), . . . ,max(pK)]). This is inspired by the observation that
correct predictions are usually confident with peaked value on the predicted
class [49]. Then, we force the ensemble prediction of all source-experts for the
strongly augmented image, E¯(A(xt)) = 1K
∑K
i=1Ei(A(x
t)), to fit the one-hot
pseudo-label7 yˆ(xt) = arg max(pi∗). The loss is defined as
Lu = Ext∼DT [1(max(pi∗) ≥ )H(yˆ(xt), E¯(A(xt)))], (3)
where  is a confidence threshold (fixed to 0.95 in this paper).
Eq. (3) can be viewed as a combination of CR and entropy minimization [19]
because the conversion from soft probability to one-hot encoding essentially re-
duces the entropy of the class distribution. The confidence threshold provides a
curriculum for filtering out less confident (unreliable) pseudo-labels in the early
training stages [14,49].
The full learning objective is a weighted sum of Eq. (1), (2) and (3),
L = Lce + Lcr + λuLu, (4)
where λu is a hyper-parameter for balancing the weighting between Lu and the
losses for the labeled source domains. For multi-source UDA, DAEL uses Eq. (4).
For DG, Lu is removed due to the absence of target domain data. DAEL not
only provides a unified solution to the two problems, but also is very easy to
implement (see the Appendix for pseudo-code).
Gradient analysis. To understand the benefit of collaborative learning (i.e.,
‖ 1K
∑
i pi − p∗‖2) against individual learning (i.e., 1K
∑
i ‖pi − p∗‖2) where p∗
denotes the target, we analyze their gradients with respect to a single expert’s
output pi. For collaborative learning, we obtain ∆pi =
2
K (
1
K (pi+
∑
j 6=i pj)−p∗).
For individual learning, we obtain ∆pi =
2
K (pi − p∗). It is clear that collabora-
tive learning updates an expert by combining information from other experts,
which facilitates the exploitation of complementary information.8 Table 3a fur-
ther confirms the advantage of collaborative learning.
7 For simplicity we assume arg max converts soft probability to one-hot encoding.
8 The same conclusion can be drawn for KL divergence as the objective.
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Fig. 3: Example images from Digit-5 and DomainNet.
4 Experiments
4.1 Experiments on Domain Adaptation
Datasets. (1) Digit-5 consists of five different digit recognition datasets, which
are MNIST [26], MNIST-M [15], USPS, SVHN [41] and SYN [15]. We follow the
same setting as [42]. Specifically, for each of MNIST, MNIST-M, SVHN and
SYN, there are 25,000 training images and 9,000 test images. USPS contains
9,298 images in total. See Fig. 3 left for example images. (2) DomainNet [42] is
a recently introduced benchmark for large-scale multi-source domain adaptation.
It has six domains (Clipart, Infograph, Painting, Quickdraw, Real and Sketch)
and 0.6M images of 345 classes. See Fig. 3 right for example images. (3) The full
DomainNet requires considerable computing resources for training,9 preventing
wide deployment and extensive ablative studies. Inspired by the miniImageNet
dataset [53] that has been widely used in the few-shot learning community,
we propose miniDomainNet, which takes a subset of DomainNet and uses a
smaller image size (96 × 96). As noted by [44] that the labels of some domains
and classes are very noisy in the original DomainNet, we follow [44] to select four
domains and 126 classes. Specifically, miniDomainNet contains 18,703 images of
Clipart, 31,202 images of Painting, 65,609 images of Real and 24,492 images
of Sketch. In general, miniDomainNet maintains the complexity of the original
DomainNet, reduces the requirements for computing resources and allows fast
prototyping and experimentation. The data split has been made available for
download along with our code and models.
Baselines. (1) Source-only combines all source domains to train a single
model with standard supervised learning. (2) DANN [16] trains a domain dis-
criminator with a gradient reversal layer to align feature distributions between
source and target. As DANN was originally proposed to solve the single-source
UDA problem, we adapt it to multi-source UDA by combining all source do-
mains into a single one [42]. This is also applied to other single-source UDA
baselines. (3) MCD [45] maximizes the discrepancy between two task classifiers
while minimize it with respect to the feature extractor. (4) MME [44] maximizes
9 It usually takes several GPU days for training a deep model on the full DomainNet.
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the conditional entropy on unlabeled target data with respect to the classifier,
which is regarded as class prototypes, and minimizes it with respect to the fea-
ture extractor. (5) DCTN [59] aligns each source-target pair with a unique
domain discriminator. (6) M3SDA [42] is the latest multi-source UDA method,
which minimizes the moment distance among the source and target domains.
Moreover, per-domain classifier is constructed and optimized as in MCD [45] to
enhance source-target distribution alignment.
Implementation details. In all experiments, SGD with momentum is used
as the optimizer and the cosine annealing rule [37] is adopted for learning rate
decay. For Digit-5, the CNN backbone is constructed with three convolution
layers and two fully connected layers, following [42]. For each mini-batch, we
sample from each domain 64 images. The model is trained with an initial learning
rate of 0.05 for 30 epochs. For DomainNet, we use ResNet101 [20] as the CNN
backbone, the same as [42], and sample from each domain 6 images to form
a mini-batch. The model is trained with an initial learning rate of 0.002 for
40 epochs. For miniDomainNet, we use ResNet18 [20] as the CNN backbone.
Similarly, we sample 42 images from each domain to form a mini-batch and
train the model for 60 epochs with an initial learning rate of 0.005. For all UDA
experiments, we set λu = 0.5 in all datasets and investigate the performance
sensitivity to λu later (see Fig. 5).
For all baseline models, we use the same optimization parameters as DAEL
and keep their hyper-parameter settings identical to those used in the original
papers. Each experiment is run for three times with different random seeds. The
mean accuracy is used for comparison. We report either the results obtained by
us or from the original papers, whichever are higher.
Results. Following the standard test protocol [42], one domain is used as tar-
get and the rest as sources and classification accuracy on the target domain test
set is reported. Table 1 shows the results on the multi-source UDA datasets.
We summarize our findings as follows. (1) In terms of the overall performance
(the Avg column), DAEL achieves the best results on all three datasets, outper-
forming the second-best methods by large margins: 3.51% on Digit-5, 6.1% on
DomainNet and 6.21% on miniDomainNet.
(2) On the small Digit-5 dataset, DAEL achieves near-oracle performance
(our 96.47% vs. oracle’s 97.00%). In particular, MNIST-M and SVHN are the
two most difficult domains as can be seen in Fig. 3 – MNIST-M has complex
backgrounds while SVHN contains blurred and cluttered digits. Those distinctive
features make MNIST-M and SVHN drastically different from other domains and
thus make the adaptation task harder. Nonetheless, DAEL obtains the highest
accuracy which beats M3SDA (2nd best) by 11.62% on MNIST-M and 4.06% on
SVHN. Notably, DAEL’s 93.77% on MNIST-M is close to the oracle’s 95.36%;
On SVHN, DAEL’s 92.50% is even marginally above the oracle’s 92.28%. This
further confirms the efficacy of DAEL.
(3) On the large-scale DomainNet/miniDomainNet, the margins of most
UDA methods over the source-only are generally smaller. This makes sense be-
cause the large amount of training data makes the deep ResNet models in-
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Method MNIST-M MNIST USPS SVHN SYN Avg
Oracle 95.36±0.15 99.50±0.08 99.18±0.09 92.28±0.14 98.69±0.04 97.00
Source-only 68.08±0.39 99.06±0.05 97.20±0.48 84.56±0.36 89.87±0.32 87.75
DCTN [59] 76.20±0.51 99.38±0.06 94.39±0.58 86.37±0.54 86.78±0.31 88.63
DANN [16] 83.44±0.12 98.46±0.07 94.19±0.31 84.08±0.60 92.91±0.23 90.61
MCD [45] 80.65±0.51 99.22±0.08 98.32±0.07 81.87±0.72 95.42±0.04 91.09
MME [44] 83.07±0.57 99.35±0.03 98.64±0.17 86.40±0.41 95.78±0.15 92.65
M3SDA [42] 82.15±0.49 99.38±0.07 98.71±0.12 88.44±0.72 96.10±0.10 92.96
DAEL (ours) 93.77±0.12 99.45±0.02 98.69±0.79 92.50±0.15 97.91±0.03 96.47
(a) Digit-5.
Method Clp Inf Pnt Qdr Rel Skt Avg
Oracle [42] 69.3±0.37 34.5±0.42 66.3±0.67 66.8±0.51 80.1±0.59 60.7±0.48 63.0
Source-only [42] 47.6±0.52 13.0±0.41 38.1±0.45 13.3±0.39 51.9±0.85 33.7±0.54 32.9
DANN [16] 45.5±0.59 13.1±0.72 37.0±0.69 13.2±0.77 48.9±0.65 31.8±0.62 32.6
DCTN [59] 48.6±0.73 23.5±0.59 48.8±0.63 7.2±0.46 53.5±0.56 47.3±0.47 38.2
MCD [45] 54.3±0.64 22.1±0.70 45.7±0.63 7.6±0.49 58.4±0.65 43.5±0.57 38.5
M3SDA [42] 58.6±0.53 26.0±0.89 52.3±0.55 6.3±0.58 62.7±0.51 49.5±0.76 42.6
DAEL (ours) 70.8±0.14 26.5±0.13 57.4±0.28 12.2±0.70 65.0±0.23 60.6±0.25 48.7
(b) DomainNet.
Method Clipart Painting Real Sketch Avg
Oracle 72.59±0.30 60.53±0.74 80.47±0.34 63.44±0.15 69.26
Source-only 63.44±0.76 49.92±0.71 61.54±0.08 44.12±0.31 54.76
MCD [45] 62.91±0.67 45.77±0.45 57.57±0.33 45.88±0.67 53.03
DCTN [59] 62.06±0.60 48.79±0.52 58.85±0.55 48.25±0.32 54.49
DANN [16] 65.55±0.34 46.27±0.71 58.68±0.64 47.88±0.54 54.60
M3SDA [42] 64.18±0.27 49.05±0.16 57.70±0.24 49.21±0.34 55.03
MME [44] 68.09±0.16 47.14±0.32 63.33±0.16 43.50±0.47 55.52
DAEL (ours) 69.95±0.52 55.13±0.78 66.11±0.14 55.72±0.79 61.73
(c) miniDomainNet.
Table 1: Comparing DAEL with state-of-the-art on multi-source UDA datasets.
trinsically stronger and more domain-insensitive. Among all compared UDA
approaches, only DAEL shows clear improvements over the strong source-only
baseline, consistently on both DomainNet and miniDomainNet.
(4) Compared with M3SDA, the most related method also using domain-
specific classifiers, DAEL shows clear advantages on all three datasets. This
is because M3SDA focuses on feature alignment between the target and each
individual source domain. It is thus unable to exploit the complementarity be-
tween domain-specific classifiers as DAEL does. Further, DAEL samples source
domains as pseudo-target-domains to further improve the ensemble’s generaliza-
tion ability.
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Method
PACS Office-Home
Art Cat Pho Skt Avg Art Clp Prd Rel Avg
Vanilla 77.0 75.9 96.0 69.2 79.5 58.9 49.4 74.3 76.2 64.7
MMD-AAE [31] 75.2 72.7 96.0 64.2 77.0 56.5 47.3 72.1 74.8 62.7
CCSA [39] 80.5 76.9 93.6 66.8 79.4 59.9 49.9 74.1 75.7 64.9
JiGen [8] 79.4 75.3 96.0 71.6 80.5 53.0 47.5 71.5 72.8 61.2
CrossGrad [47] 79.8 76.8 96.0 70.2 80.7 58.4 49.4 73.9 75.8 64.4
Epi-FCR [30] 82.1 77.0 93.9 73.0 81.5 - - - - -
DAEL (ours) 84.6 74.4 95.6 78.9 83.4 59.4 55.1 74.0 75.7 66.1
Table 2: Comparing DAEL with state-of-the-art on DG datasets PACS (left)
and Office-Home (right).
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Fig. 4: Ablation study for evaluating each component in Eq. (4).
4.2 Experiments on Domain Generalization
Datasets. (1) PACS [28] is a commonly used DG dataset with four domains:
Photo (1,670 images), Art Painting (2,048 images), Cartoon (2,344 images) and
Sketch (3,929 images). There are seven object categories: dog, elephant, giraffe,
guitar, horse, house and person. (2) Office-Home [52] contains around 15,500
images of 65 categories, which are related to office and home objects. Similar
to PACS, there are four domains: Artistic, Clipart, Product and Real World.
For evaluation, we follow prior works [28,8,30] to use the leave-one-domain-out
protocol, i.e. choosing one domain as the (unseen) test domain and using the
remaining three as source domains for model training.
Baselines. (1) Vanilla aggregates all source domains to train a single model.
(2) CCSA [39] employs a semantic alignment loss to reduce the feature discrep-
ancy among source domains. (3) MMD-AAE [31] learns a domain-invariant
embedding by using the MMD distance measure to align the hidden represen-
tations of an autoencoder. (4) CrossGrad [47] augments data with adversarial
gradients generated from a domain discriminator. (5) JiGen [8] trains a model
to simultaneously solve object classification and the Jigsaw puzzle problem. (6)
Epi-FCR [30] simulates domain shift during model learning with an episodic
training strategy.
Implementation details. ResNet18 is used as the CNN backbone as did in [8,30].
SGD with momentum is used to train the model for 40 epochs with an initial
learning rate of 0.002. The learning rate is further decayed by the cosine an-
nealing rule. Each mini-batch contains 30 images (10 per source domain). Note
that the Lu term in Eq. (4) is discarded here as no target data is available for
training.
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D-5 miniDN
Col. 96.47 61.73
Ind. 93.07 60.20
(a) Collaborative ensem-
ble learning vs. individual
expert learning.
D-5 miniDN
Ei 91.04 56.35
Y 90.84 56.11
(b) Expert’s prediction
vs. real label as the tar-
get in Lcr.
D-5 miniDN
Ei∗ 96.47 61.73
E¯ 95.86 60.16
(c) Confident expert’s
prediction vs. ensemble
prediction as the target
in Lu.
Table 3: Evaluation on design choices. D-5: Digit-5. miniDN: miniDomainNet.
Results. The comparison with the state-of-the-art DG methods is shown in
Table 2. Overall, DAEL achieves the best results on both datasets with clear
margins against all competitors. We provide a more detailed discussion as follows.
(1) DAEL is clearly better than the distribution alignment methods, i.e. CCSA
and MMD-AAE, with ≥4% improvement on PACS and ≥1.2% improvement on
Office-Home. This is not surprising because the distribution alignment theory [4]
developed for DA does not necessarily work for DG. (2) Compared with the
recent self-supervised method JiGen, DAEL obtains a clear improvement of 2.9%
on PACS. The gap is further increased to 4.9% on Office-Home. When it comes
to CrossGrad, a state-of-the-art data augmentation method, DAEL achieves
clear improvements as well. (3) The recently proposed Epi-FCR shares a similar
design choice with DAEL – to simulate domain shift during training. Again,
DAEL is clearly superior thanks to the novel concept of collaborative ensemble
learning. Further, Epi-FCR requires domain-specific feature extractors, as well
as additional domain-agnostic feature extractor and classifier, incurring much
higher computational cost.
4.3 Further Analysis
Unless stated otherwise, we report the average results over all test domains for
the subsequent experiments.
Ablation study. We start from the baseline ensemble model trained by Lce
only and progressively add Lcr and Lu (see Eq. (4)). Fig. 4 shows that each
of Lcr and Lu contributes to the performance improvement. Lu has a larger
improvement than Lcr because of the target data. Combining them (i.e. +Lcr +
Lu) leads to further improvement, indicating their complementarity.
Collaborative ensemble or individual expert training? As discussed in
the gradient analysis part in Sec. 3, collaborative learning can better exploit
the complementarity between different classifiers than individual learning. We
justify this design choice in Table 3a where collaborative learning shows clear
improvements over individual learning.
Design choices for the target generation in consistency. (1) Expert’s
prediction vs. real label for supervising the ensemble of non-experts for Lcr?
Table 3b shows that using real label (Y ) is slightly worse than using expert’s
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Digit-5 miniDomainNet
w/ A(·) w/o A(·) ∆ w/ A(·) w/o A(·) ∆
Lce + Lcr 91.04 88.82 -2.22 56.35 55.75 -0.6
Lce + Lu 94.81 77.02 -17.79 59.88 54.69 -5.19
Lce + Lcr + Lu 96.47 80.27 -16.2 61.73 58.77 -2.96
Table 4: Evaluation on the importance of strong augmentation for Lcr and Lu.
∆ denotes the performance drop.
Clipart Painting Real Sketch Avg
ResNet18 w/ a(·) 59.68 44.29 62.22 40.16 51.59
ResNet18 w/ A(·) 64.60 44.13 64.29 41.75 53.69
Table 5: Strong vs. weak augmentation in the presence of label-noise. Labels for
each target domain are estimated by the source-only models shown in Table 1c.
prediction (Ei). This is because expert’s prediction automatically encodes the re-
lations between classes (reflected in the soft probability distribution [56]), thus
providing better supervision signal. (2) Most confident expert’s prediction vs.
ensemble prediction for Lu? Table 3c suggests that using the most confident ex-
pert’s output (Ei∗) is better. A plausible explanation is that ensembling smooths
out the overall probability distribution when experts have disagreements, which
may lead to potentially correct instances being discarded due to weak confidence
(i.e. probability less than the confidence threshold ).
Is strong augmentation necessary? To answer this question, we replace
strong augmentation for the prediction path (see Fig. 2) with weak augmenta-
tion. The ∆ columns in Table 4 suggest that strong augmentation is important
to both Lcr and Lu, but has a larger impact on the latter. In particular, we
observed that when weak augmentation was used for the prediction path for Lu,
the testing performance first climbed to a peak during the early training but then
collapsed. We hypothesize that such model degradation phenomenon is related
to the label-noise issue in the guessed pseudo-labels10 and strong augmentation
can better regularize the model to not memorize the corrupted labels. To verify
this hypothesis, we experiment with miniDomainNet and train ResNet18 on each
domain using imperfect labels guessed by the source-only model in Table 1c. The
results in Table 5 show that using strong augmentation generally achieves better
generalization, thus confirming our assumption.
Sensitivity of λu. Fig. 5 shows that the performance soars from λu = 0 to
λu = 0.5 and remains relatively stable between λu = 0.5 and λu = 1.0. It
suggests that the model performance is in general insensitive to λu around 0.5.
Diagnosis into individual experts. Fig. 6 plots the performance of each
individual source expert versus their ensemble on miniDomainNet using models
trained with different losses. For Lce (blue bars), the variance between E1−3
is large and the individual performance is low, indicating that the experts are
10 This is easy to understand: The model learns the correct labels faster [1] so it can
reach to a moderate performance in the middle of training; As the training goes on,
the model entirely overfits the wrong labels resulting in poor generalization [61].
14 Zhou et al.
0 0.1 0.3 0.5 0.7 1.0
u
91.5
93.0
94.5
96.0
Ac
cu
ra
cy
 (%
)
Digit-5
0 0.1 0.3 0.5 0.7 1.0
u
57.0
58.5
60.0
61.5
Ac
cu
ra
cy
 (%
)
miniDomainNet
Fig. 5: Sensitivity of λu.
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Expert-1 Expert-2
Expert-3 Ensemble
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Expert-3 Ensemble
bear
giraffe
Fig. 7: Visualization of predicted classes (top-3) and the confidence by experts
and their ensemble.
themselves biased (overfitting). Comparing Lce + Lcr (orange bars) with Lce,
the variance between E1−3 is clearly reduced and the individual performance is
significantly improved, leading to much stronger ensembles. By adding Lu (green
bars), the individual performance is further boosted and hence the ensemble. To
better understand how the ensemble benefits the prediction, we visualize the
top-3 predictions made by each expert and their ensemble in Fig. 7. In the top
example, expert-3 mis-recognizes the bear as dog but the ensemble prediction is
dominated by the correct predictions made by expert-1 and -2. A similar pattern
can be observed in the bottom example. Therefore, these examples demonstrate
the usefulness of ensemble during inference when trained collaboratively.
5 Conclusion
We presented DAEL, a novel framework for generalizing deep neural networks
from multiple sources to a target domain. The main idea of DAEL is to use
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the (pseudo-)target-domain expert to supervise an ensemble of source-domain
non-experts such that the ensemble can be as effective as the expert. DAEL
provides a simple yet effective solution for both multi-source UDA and DG. Its
effectiveness has been demonstrated via extensive experiments.
References
1. Arpit, D., Jastrzebski, S., Ballas, N., Krueger, D., Bengio, E., Kanwal, M.S., Ma-
haraj, T., Fischer, A., Courville, A., Bengio, Y., et al.: A closer look at memoriza-
tion in deep networks. In: ICML (2017)
2. Balaji, Y., Chellappa, R., Feizi, S.: Normalized wasserstein for mixture distribu-
tions with applications in adversarial learning and domain adaptation. In: ICCV
(2019)
3. Balaji, Y., Sankaranarayanan, S., Chellappa, R.: Metareg: Towards domain gener-
alization using meta-regularization. In: NeurIPS (2018)
4. Ben-David, S., Blitzer, J., Crammer, K., Kulesza, A., Pereira, F., Vaughan, J.W.:
A theory of learning from different domains. ML (2010)
5. Berthelot, D., Carlini, N., Cubuk, E.D., Kurakin, A., Sohn, K., Zhang, H., Raffel,
C.: Remixmatch: Semi-supervised learning with distribution matching and aug-
mentation anchoring. In: ICLR (2020)
6. Berthelot, D., Carlini, N., Goodfellow, I., Papernot, N., Oliver, A., Raffel, C.A.:
Mixmatch: A holistic approach to semi-supervised learning. In: NeurIPS (2019)
7. Bhushan Damodaran, B., Kellenberger, B., Flamary, R., Tuia, D., Courty, N.:
Deepjdot: Deep joint distribution optimal transport for unsupervised domain adap-
tation. In: ECCV (2018)
8. Carlucci, F.M., D’Innocente, A., Bucci, S., Caputo, B., Tommasi, T.: Domain
generalization by solving jigsaw puzzles. In: CVPR (2019)
9. Cubuk, E.D., Zoph, B., Shlens, J., Le, Q.V.: Randaugment: Practical data aug-
mentation with no separate search. arXiv preprint arXiv:1909.13719 (2019)
10. Deng, J., Dong, W., Socher, R., Li, L.J., Li, K., Fei-Fei, L.: Imagenet: A large-scale
hierarchical image database. In: CVPR (2009)
11. Deng, Z., Luo, Y., Zhu, J.: Cluster alignment with a teacher for unsupervised
domain adaptation. In: ICCV (2019)
12. DeVries, T., Taylor, G.W.: Improved regularization of convolutional neural net-
works with cutout. arXiv preprint arXiv:1708.04552 (2017)
13. Dou, Q., Castro, D.C., Kamnitsas, K., Glocker, B.: Domain generalization via
model-agnostic learning of semantic features. In: NeurIPS (2019)
14. French, G., Mackiewicz, M., Fisher, M.: Self-ensembling for visual domain adap-
tation. In: ICLR (2018)
15. Ganin, Y., Lempitsky, V.S.: Unsupervised domain adaptation by backpropagation.
In: ICML (2015)
16. Ganin, Y., Ustinova, E., Ajakan, H., Germain, P., Larochelle, H., Laviolette, F.,
Marchand, M., Lempitsky, V.: Domain-adversarial training of neural networks.
JMLR (2016)
17. Ghifary, M., Balduzzi, D., Kleijn, W.B., Zhang, M.: Scatter component analysis:
A unified framework for domain adaptation and domain generalization. TPAMI
(2017)
18. Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S.,
Courville, A., Bengio, Y.: Generative adversarial nets. In: NeurIPS (2014)
16 Zhou et al.
19. Grandvalet, Y., Bengio, Y.: Semi-supervised learning by entropy minimization. In:
NeurIPS (2005)
20. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: CVPR (2016)
21. Hoffman, J., Mohri, M., Zhang, N.: Algorithms and theory for multiple-source
adaptation. In: NeurIPS (2018)
22. Hoffman, J., Tzeng, E., Park, T., Zhu, J.Y., Isola, P., Saenko, K., Efros, A., Darrell,
T.: Cycada: Cycle-consistent adversarial domain adaptation. In: ICML (2018)
23. Kang, G., Jiang, L., Yang, Y., Hauptmann, A.G.: Contrastive adaptation network
for unsupervised domain adaptation. In: CVPR (2019)
24. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep con-
volutional neural networks. In: NeurIPS (2012)
25. Laine, S., Aila, T.: Temporal ensembling for semi-supervised learning. In: ICLR
(2017)
26. LeCun, Y., Bottou, L., Bengio, Y., Haffner, P.: Gradient-based learning applied to
document recognition. In: IEEE (1998)
27. Lee, C.Y., Batra, T., Baig, M.H., Ulbricht, D.: Sliced wasserstein discrepancy for
unsupervised domain adaptation. In: CVPR (2019)
28. Li, D., Yang, Y., Song, Y.Z., Hospedales, T.M.: Deeper, broader and artier domain
generalization. In: ICCV (2017)
29. Li, D., Yang, Y., Song, Y.Z., Hospedales, T.M.: Learning to generalize: Meta-
learning for domain generalization. In: AAAI (2018)
30. Li, D., Zhang, J., Yang, Y., Liu, C., Song, Y.Z., Hospedales, T.M.: Episodic training
for domain generalization. In: ICCV (2019)
31. Li, H., Jialin Pan, S., Wang, S., Kot, A.C.: Domain generalization with adversarial
feature learning. In: CVPR (2018)
32. Li, Y., Carlson, D.E., et al.: Extracting relationships by multi-domain matching.
In: NeurIPS (2018)
33. Long, M., Cao, Y., Wang, J., Jordan, M.I.: Learning transferable features with
deep adaptation networks. In: ICML (2015)
34. Long, M., Cao, Z., Wang, J., Jordan, M.I.: Conditional adversarial domain adap-
tation. In: NeurIPS (2018)
35. Long, M., Zhu, H., Wang, J., Jordan, M.I.: Unsupervised domain adaptation with
residual transfer networks. In: NeurIPS (2016)
36. Long, M., Zhu, H., Wang, J., Jordan, M.I.: Deep transfer learning with joint adap-
tation networks. In: ICML (2017)
37. Loshchilov, I., Hutter, F.: Sgdr: Stochastic gradient descent with warm restarts.
In: ICLR (2017)
38. Miyato, T., Maeda, S.i., Koyama, M., Ishii, S.: Virtual adversarial training: a reg-
ularization method for supervised and semi-supervised learning. TPAMI (2018)
39. Motiian, S., Piccirilli, M., Adjeroh, D.A., Doretto, G.: Unified deep supervised
domain adaptation and generalization. In: ICCV (2017)
40. Muandet, K., Balduzzi, D., Scholkopf, B.: Domain generalization via invariant
feature representation. In: ICML (2013)
41. Netzer, Y., Wang, T., Coates, A., Bissacco, A., Wu, B., Ng, A.Y.: Reading digits
in natural images with unsupervised feature learning. In: NeurIPS-W (2011)
42. Peng, X., Bai, Q., Xia, X., Huang, Z., Saenko, K., Wang, B.: Moment matching
for multi-source domain adaptation. In: ICCV (2019)
43. Saenko, K., Kulis, B., Fritz, M., Darrell, T.: Adapting visual category models to
new domains. In: ECCV (2010)
Domain Adaptive Ensemble Learning 17
44. Saito, K., Kim, D., Sclaroff, S., Darrell, T., Saenko, K.: Semi-supervised domain
adaptation via minimax entropy. In: ICCV (2019)
45. Saito, K., Watanabe, K., Ushiku, Y., Harada, T.: Maximum classifier discrepancy
for unsupervised domain adaptation. In: CVPR (2018)
46. Sajjadi, M., Javanmardi, M., Tasdizen, T.: Regularization with stochastic transfor-
mations and perturbations for deep semi-supervised learning. In: NeurIPS (2016)
47. Shankar, S., Piratla, V., Chakrabarti, S., Chaudhuri, S., Jyothi, P., Sarawagi, S.:
Generalizing across domains via cross-gradient training. In: ICLR (2018)
48. Shu, R., Bui, H.H., Narui, H., Ermon, S.: A dirt-t approach to unsupervised domain
adaptation. In: ICLR (2018)
49. Sohn, K., Berthelot, D., Li, C.L., Zhang, Z., Carlini, N., Cubuk, E.D., Kurakin,
A., Zhang, H., Raffel, C.: Fixmatch: Simplifying semi-supervised learning with
consistency and confidence. arXiv preprint arXiv:2001.07685 (2020)
50. Tarvainen, A., Valpola, H.: Mean teachers are better role models: Weight-averaged
consistency targets improve semi-supervised deep learning results. In: NeurIPS
(2017)
51. Tzeng, E., Hoffman, J., Saenko, K., Darrell, T.: Adversarial discriminative domain
adaptation. In: CVPR (2017)
52. Venkateswara, H., Eusebio, J., Chakraborty, S., Panchanathan, S.: Deep hashing
network for unsupervised domain adaptation. In: CVPR (2017)
53. Vinyals, O., Blundell, C., Lillicrap, T., Wierstra, D., et al.: Matching networks for
one shot learning. In: NeurIPS (2016)
54. Volpi, R., Namkoong, H., Sener, O., Duchi, J., Murino, V., Savarese, S.: General-
izing to unseen domains via adversarial data augmentation. In: NeurIPS (2018)
55. Wang, X., Jin, Y., Long, M., Wang, J., Jordan, M.I.: Transferable normalization:
Towards improving transferability of deep neural networks. In: NeurIPS (2019)
56. Wu, Z., Xiong, Y., Yu, S.X., Lin, D.: Unsupervised feature learning via non-
parametric instance discrimination. In: CVPR (2018)
57. Xie, Q., Dai, Z., Hovy, E., Luong, M.T., Le, Q.V.: Unsupervised data augmentation
for consistency training. arXiv preprint arXiv:1904.12848 (2019)
58. Xie, S., Zheng, Z., Chen, L., Chen, C.: Learning semantic representations for un-
supervised domain adaptation. In: ICML (2018)
59. Xu, R., Chen, Z., Zuo, W., Yan, J., Lin, L.: Deep cocktail network: Multi-source
unsupervised domain adaptation with category shift. In: CVPR (2018)
60. Xu, R., Li, G., Yang, J., Lin, L.: Larger norm more transferable: An adaptive
feature norm approach for unsupervised domain adaptation. In: ICCV (2019)
61. Zhang, C., Bengio, S., Hardt, M., Recht, B., Vinyals, O.: Understanding deep
learning requires rethinking generalization. In: ICLR (2017)
62. Zhang, H., Zhang, Z., Odena, A., Lee, H.: Consistency regularization for generative
adversarial networks. In: ICLR (2020)
63. Zhang, W., Ouyang, W., Li, W., Xu, D.: Collaborative and adversarial network
for unsupervised domain adaptation. In: CVPR (2018)
64. Zhao, H., Zhang, S., Wu, G., Moura, J.M., Costeira, J.P., Gordon, G.J.: Adversarial
multiple source domain adaptation. In: NeurIPS (2018)
65. Zhou, Z.H.: Ensemble methods: foundations and algorithms. Chapman and
Hall/CRC (2012)
18 Zhou et al.
A Appendix
A.1 RandAugment
The complete list of transformations is shown in Table 6. For each image, two
operations are randomly sampled from the list each with a probability of 0.6 to
be executed, as well as their magnitudes randomly sampled from the pre-defined
ranges.
Transformation Description Parameter Range
AutoContrast Maximize image contrast by changing the darkest
(lightest) pixel to black (white).
Brightness Adjust image brightness. B = 0 gives a black im-
age. B = 1 gives the original image.
B [0.1, 1.9]
Colour Adjust image color balance. C = 0 gives a black
and white image. C = 1 gives the original image.
C [0.1, 1.9]
Contrast Adjust image contrast. C = 0 gives a solid grey
image. C = 1 gives the original image.
C [0.1, 1.9]
Equalize Equalize the image histogram.
Identity Return the original image.
Invert Invert the image.
Posterize Reduce each pixel to B bits. B [4, 8]
Rotate Rotate the image by θ degrees. θ [-30, 30]
Sharpness Adjust image sharpness. S = 0 gives a blurred
image. S = 1 gives the original image.
S [0.1, 1.9]
ShearX Shear the image along the horizontal axis with
rate R.
R [-0.3, 0.3]
ShearY Shear the image along the vertical axis with rate
R.
R [-0.3, 0.3]
Solarize Invert all pixel values above a threshold. S [0, 256]
TranslateX Translate the image horizontally by (β× image
width) pixels.
β [-0.3, 0.3]
TranslateY Translate the image vertically by (β× image
height) pixels.
β [-0.3, 0.3]
Table 6: List of transformations for strong augmentation.
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A.2 Pseudo-Code
The full algorithm of domain adaptive ensemble learning is presented in Alg. 1.
Algorithm 1 Pseudo-code for loss computation in DAEL.
1: Require: labeled source mini-batches {(Xi, Y i)}Ki=1, unlabeled target mini-batch
Xt, source experts {Ei}Ki=1, weak/strong augmentation a(·)/A(·), hyper-parameter
λu.
2: Return: loss L.
3: Lce = 0 // Initialize Lce
4: Lcr = 0 // Initialize Lcr
5: for i = 1 to K do
6: // Domain-specific expert learning
7: X˜i = a(Xi) // Apply weak augmentation to Xi
8: Y˜ i = Ei(X˜
i) // Compute prediction for expert-i
9: Lce = Lce+CrossEntropy(Y˜ i, Y i) // Compute cross-entropy loss for expert-i
10: // Collaborative ensemble learning for source data
11: Xˆi = A(Xi) // Apply strong augmentation to Xi
12: Yˆ i = 1
K−1
∑
j 6=iEj(Xˆ
i) // Compute ensemble prediction of non-experts
13: Lcr = Lcr + MSE(Yˆ i, Y˜ i) // Compute consistency loss for non-experts
14: end for
15: Lce = Lce/K
16: Lcr = Lcr/K
17: L = Lce + Lcr
18: if Xt is available then
19: // Collaborative ensemble learning for unlabeled target data
20: X˜t = a(Xt) // Apply weak augmentation to Xt
21: Y˜ t,M = PseudoLabel({Ei(X˜t)}i) // Get pseudo-labels and instance masks
22: Xˆt = A(Xt) // Apply strong augmentation to Xt
23: Yˆ t = 1
K
∑
iEi(Xˆ
t) // Compute ensemble prediction of all experts
24: Lu = CrossEntropy(Yˆ t, Y˜ t,M) // Compute cross-entropy loss for all experts
25: L = L+ λuLu
26: end if
