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Abstract
Human observers were shown projected angles, embedded in solid cross-like figures and were asked whether these projected
angles could be the projection of an orthogonal angle in 3-D space (i.e. whether the two legs of the cross were orthogonal to each
other). We found that performance depended on the viewpoint at which the angle was viewed: Both slant (i.e. the angle between
the normal of the target angle relative to the plane of projection) and roll (i.e. the rotation around the normal of the target angle)
had a systematic effect on the proportion of errors when observers were shown non-orthogonal angles. With orthogonal angles,
however, this effect was absent (i.e. very low error rate with no systematic effect of slant and roll). Instead of assuming a
viewpoint-dependent bias towards orthogonality, a computational analysis of the task, using a Bayesian approach, and a
computer simulation showed that the viewpoint-dependency can be modelled by a fixed set of biases in order to constrain the set
of possible scenes that could give rise to the projection. © 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Visual perception is often conceived as a process of
inference (e.g. Knill & Richards, 1996): Properties of
the 3-D world have to be inferred from the projection
of these properties onto our 2-D retina. However, these
inferences are not deductively valid: Because of the loss
of information about the depth of each point in the
world (i.e. the distance between this point and its
projection onto our retina), there is an infinite set of
3-D worlds that can give rise to a particular projection.
However, despite the non-deductive nature of this pro-
cess of inference, we have a clear percept of a stable
3-D world. For example, objects presented to us have a
clear 3-D structure that appears not to be changing
when changing the viewpoint from which the objects
are seen.
In order to explain why we can make judgements
about the 3-D structure of objects presented to us, it is
assumed that this process of perceptual inference is
constrained by a priori assumptions about the world we
are looking at (Knill & Kersten, 1991). For example,
the orientation of a plane surface can be inferred using
the assumption that the texture on the surface is homo-
geneously distributed and has no particular orientation
bias (as is mostly the case with plane surfaces presented
to us; Knill, 1998). Another example is the use of the
rectangularity constraint for inferring surface orienta-
tion: the slant of three planes can be inferred assuming
that the three planes meet at orthogonal angles to each
other (Attneave & Frost, 1969).
However, using these a priori assumptions in order
to constrain the set of possible 3-D interpretations leads
to veridical perception only when the statistical struc-
ture of the constraints is the same as the statistical
structure of the corresponding properties of our envi-
ronment (i.e. the constraints are ecological). When this
is not the case, these inferences can lead to non-veridi-
cal perception: The 3-D interpretation inferred from the
retinal projection does not correspond to the 3-D scene
that gave rise to this projection.
This is clearly illustrated by some perceptual illu-
sions. For example, a precisely constructed set of planes
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Fig. 1. The three objects used in the experiment. The three objects are shown in the fronto-parallel plane and the 3-D deviation from orthogonality
for the two distractors equals 10° (F3D80°) and 10° (F3D100°) for D1 and D2 respectively (with the upper-right angle as reference angle).
can result in non-veridical perception of the relations
between these planes, as is the case with the Ames room
(Ittelson, 1952; see also Perkins & Cooper, 1980 and
Griffiths & Zaidi, 2000, for some related cases). An-
other example is the situation of a precisely calculated
movement (an object moving in anti-phase with the
moving observer) that can give rise to non-veridical
perception (i.e. the object was not seen as moving, but
was seen as smaller and closer, due to the induced
motion-parallax; Wallis & Bu¨lthoff, 1998). The notion
‘precisely constructed’ already indicates the low proba-
bility of these events in our 3-D world. This is probably
the reason why these constraints are imposed on the
process of perceptual inference: Our perception remains
veridical as long as the things in the world behave and
are constructed according to the statistical structure of
our process of perceptual inference.
In this study, we present some evidence that in some
cases the veridicality of our percept depends on the
viewpoint at which the objects are presented to us.
Observers were presented solid cross-like figures with
the two legs orthogonal to each other or not (see Fig.
1). We found that in some cases distractors (cross-like
figures with the two legs not orthogonal to each other)
were seen as being orthogonal (i.e. non-veridical per-
ception). This result can easily be explained by assum-
ing a bias toward the rectangular interpretation.
However, the probability of a distractor being seen as
an orthogonal cross-like figure was also dependent on
viewpoint, suggesting that the strength of the biases,
needed to constrain the set of possible interpretations,
is dependent on viewpoint: for some orientations the
bias toward the rectangular interpretation is stronger
than for others. However, a precise analysis of the
computational demands of this task shows that this
seemingly complex performance can be explained by a
simple computational model (Bayesian inference), in
which the constraints, used by our visual system, do not
depend on viewpoint.
In Section 2, we present psychophysical evidence that
the veridicality (whether non-orthogonal angles are in-
terpreted as being orthogonal or not) of our percept
does depend on viewpoint. Then, we formally describe
the task faced by our observers and present a computa-
tional model that is able to simulate these results (Sec-
tion 3). Finally, the psychophysical results will be
discussed in light of the results obtained from the
computational analysis (Section 4).
2. Psychophysical data
2.1. Methods
2.1.1. Participants
Four members of the laboratory of Experimental
Psychology participated in this experiment, three gradu-
ate students who were naive about the purpose and the
methodological details of the experiment and the sec-
ond author. All of them had normal or corrected-to-
normal vision. The small number of participants was
justified by the large number of trials and by the fact
that all individuals produced highly similar data.
2.1.2. Apparatus
The experiment was carried out on a PC with a
Pentium 133 MHz processor. Stimuli were displayed on
an SVGA computer screen with 1024768 spatial
resolution and 75 Hz temporal resolution. Responses
were given by pressing the Z-key (orthogonal angle) or
the M-key (oblique angle) on a QWERTY keyboard.
2.1.3. Stimuli
Using the graphics software of 3D Studio (Autodesk,
Inc., 1993), we created an orthogonal target-cross (T)
and two oblique distractor-crosses (D1 and D2); see
Fig. 1 for a front-view of the three objects. If we take
the upper-right quadrant of the crosses as reference
angle (denoted by the symbol F3D), the deviation from
orthogonality for the two distractors was 10° and
10° for D1 and D2, respectively (F3D(D1)80°,
F3D(T)90° and F3D(D2)100°). Restricting our at-
tention to only this quadrant in the following analyses
does not invalidate the results because every angle can
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Fig. 2. Some example images used in the experiment. (a) T with r22.5° and s20°. (b) T with r 45° and s50°. (c) D1 with r 67.5°
and s30°. (d) D1 with r45° and s20°. (e) D2 with r67.5° and s20°. (f) D2 with r 22.5° and s40°. The images in the insets
illustrate the information (Y- and arrow-junctions at the end of the legs) that could be used to derive the orientation of the target-angle in 3-D
space.
be expressed in terms of the other one. Note also that
the two distractors can be regarded as two images of
the same 3-D object, differing from each other by a
180° rotation around the Y-axis (i.e. a reflection). How-
ever, for reasons that will become clear later, we de-
cided not to regard it as one distractor but as two
different distractors.
All crosses were copper coloured and were 1812°
of visual angle when upright in the frontoparallel plane.
Perspective projection was used to render the crosses
(the virtual camera was always directed towards the
centre of the cross) but the maximal difference of the
depth coordinates within the crosses was sufficiently
small relative to the focal distance to regard the defor-
mation as negligible, in line with the assumption of
orthographic projection used throughout the paper.
The horizontal leg crossed the vertical leg in the middle
and the thickness of the two legs was such that the Y-
and arrow-junctions at the end of the legs were clearly
visible (see insets in Fig. 2). The reason we used solid
figures instead of isolated angles is that these Y- and
arrow-junctions provide useful depth information. Be-
cause our participants knew that the angles composing
the junctions were orthogonal in 3-D space (i.e. partici-
pants knew that the only uncertainty was at the angles
in the middle of the cross), the orientation of the angle
relative to the plane of projection could be calculated in
principle (Attneave & Frost, 1969).
An additional source of information about the actual
position of the cross with respect to the observer could
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be the length of the two legs of the cross (certainly after
a number of trials). Based on these two sources of
information, it was possible (in principle) for our ob-
servers to calculate the exact orientation of the objects.
If we would not provide our observers with these
additional sources of information (i.e. a projected angle
in isolation with variable length of legs), the problem of
inferring the 3-D structure of the projected angle would
be ill-posed and could not be solved in principle (see
Section 3).
The position of the cross in space was varied by first
rotating the cross in the picture plane (i.e. manipulating
the roll of the cross; rotation about the Z-axis where
the picture plane is the XY-plane) and then slanting it
in depth (rotation about the X-axis). No additional
rotation about the Z-axis (i.e. the tilt) was applied.
Each object (T, D1, and D2) was depicted at all 35
positions in 3-D space by combining seven levels of roll
(67.5°, 45°, 22.5°, 0°, 22.5°, 45°, 67.5° with
positive values for counterclockwise roll) with five levels
of slant (20, 30, 40, 50, 60°), leading to 105 trials. Such
a basic block of trials was repeated 20 times for each
subject resulting in a total number of 2100 trials per
subject. Some example images are shown in Fig. 2.
2.1.4. Procedure
The experiment was controlled by a program devel-
oped in Superlab Pro (Cedrus, Corp., 1997). A trial
consisted of a black screen for 1000 ms followed by an
image of a cross, depicted from a particular position in
space. This remained on the screen until the subjects
responded. The screen was then made black again for
1000 ms until the next trial began (leading to an
effective intertrial interval of 2 s). The subjects’ task
was to tell for each image on the screen whether it
depicted a target object or a distractor object by press-
ing the Z-key or M-key, respectively. They were asked
to respond quickly (i.e. within a second) to minimise
the use of non-perceptual reasoning strategies and they
were told that the proportion of target- and distractor-
images was not necessarily equal.
The experiment was performed individually in a dark
room, with participants seated at one meter from the
monitor, with their head on a chin rest. By showing
some examples, it was made clear to the subjects that
distractor objects were derived from the target object
only by changing the angle between the two legs while
preserving the coplanarity between them (e.g. the hori-
zontal leg could not bend forward). None of the sub-
jects had difficulties understanding the task. A block of
105 trials required about 8–10 min. Subjects could take
several blocks within one session, interrupted by short
breaks. Sessions were distributed over several days.
2.2. Results
For each participant, we calculated the error rate (i.e.
the proportion of errors calculated over the 20 mea-
surements) for each type of object (T, D1, and D2), for
each value of roll and for each value of slant. For the
target-cross, this is called the miss rate while for the two
distractors this is called the false-alarm rate. These data
were entered in an analysis of variance (ANOVA). All
variables are within-subject variables. All effects were
statistically reliable at 0.0001 level (see Table 1). The
most interesting of these effects, the differential effects
of slant and roll on error rate, depending on object
type, are shown in Fig. 3a and b, respectively.
Table 1
F df MSe PEffect
0.026, 18Rotation angle 0.00000137.05
137.01 4, 12Slant angle 0.02 0.000001
65.51 2, 6Object type 0.10 0.0001
12.14 24, 72Rotationslant 0.01 0.000001
12, 36Rotationobject 0.0000010.0318.69
Slantobject 8, 2469.97 0.01 0.000001
Rotationslantobject 4.86 48, 144 0.01 0.000001
Fig. 3. Results of the experiment (averages and standard errors
calculated over the four different subjects). (a) Effect of slant-angle
on the proportion of error for each type of object (averaged over the
different roll-values). (b) Effect of roll on the proportion of error for
each type of object (averaged over the different slant-values).
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The basic pattern of results can be summarised as
follows:
 When confronted with a target (F3D90°), percep-
tion is veridical (i.e. very low miss rates). Together
with the high false alarm rates, this suggests that our
participants had a bias toward the orthogonal
interpretation.
 When confronted with distractor 1 (F3D80°), the
veridicality of our participants’ performance deterio-
rates with the slant of the angle (resulting in high
false-alarm rates; see Fig. 3a) and is systematically
worse for negative values of roll than for positive
values of roll (see Fig. 3b).
 When confronted with distractor 2 (F3D80°), the
veridicality of our participants’ performance deterio-
rates again with the slant of the angle (resulting in
high false-alarm rates; see Fig. 3a) and is systemati-
cally worse for positive values of roll than for nega-
tive values of roll (see Fig. 3b).
2.3. Discussion
Observers were asked whether projected angles (em-
bedded in solid figures) were orthogonal angles in 3-D
space or not. We found that whether our observers’
perceptions were veridical or not (i.e. whether orthogo-
nal angles were seen as being orthogonal and non-or-
thogonal angles were seen as being non-orthogonal)
depended heavily on the viewpoint at which the angles
were seen. For some orientations, non-orthogonal an-
gles were more likely to be interpreted as being orthog-
onal than for others, leading to the suggestion that the
biases, needed to constrain the set of possible interpre-
tations, are dependent on the viewpoint at which the
angles are viewed.
However, this is a most unlikely situation. Because it
can be assumed that through our evolution and per-
sonal development, the constraints used by our visual
system reflect the statistical structure of our natural
environment, these constraints are very unlikely to be
dependent on viewpoint because the visual environment
does not change with changing viewpoint.
Fortunately, this kind of explanation can be avoided
when we consider the computational aspects of this
process of perceptual inference in more detail. In the
following sections, we will analyse the statistical struc-
ture of this process of inference by means of a simple
Bayesian observer (with a fixed bias toward the rectan-
gular interpretation) that is able to simulate this view-
point-dependent performance without relying on a
changing set of constraints with viewpoint. The results
of this computational analysis show two important
facts. First, the information provided by the images
changes for the different orientations of the object
relative to the plane of projection. This gives rise to the
viewpoint-dependency in the performance of our ob-
servers. Second, this change in information is a natural
consequence of the statistical structure of the task and
not of a change in the representations involved.
3. Computational analysis of the task
The task faced by our observers is to infer from a
given projected angle whether this angle is orthogonal
in 3-D space or not. This is no trivial task because the
projected angles (i.e. F2D) are not only dependent on
the actual shape of this angle in 3-D space (i.e. F3D) but
also on the orientation of this angle relative to the
plane of projection. Let us define each scene as a vector
S, composed of
 the 3-D angle, F3D, ranging from 0 to p,
 the slant s of the angle, that is, the angle between
the line of sight and the normal of the 3-D angle (i.e.
the direction orthogonal to both legs of the 3-D
angle), ranging from 0 to p:2 and
 the roll r of the 3-D angle, that is, the rotation
around the normal of the 3-D angle, ranging from
p to p.
Now, when a particular scene is defined, the projected
angle is uniquely determined. This is expressed in the
following equation:
F2Drender(S) (1)
which states that projected angle (ranging from 0 to p)
is uniquely determined by the scene that gave rise to the
projection1. This mapping from a particular scene (i.e. a
combination of F3D, s and r) onto the image is called
the image formation function (Fig. 4a, b and c show the
image formation functions when 3-D angle is 80°, 90°,
and 100°, respectively).
From Fig. 4 it is clear that there is ambiguity about
which scene gives rise to a particular projected angle.
The projected angle can be a projection of a certain
scene (F3D, s and r) but it can be a projection of
another scene as well (with a different combination of
3-D angle, slant, and roll). For example, a projected
angle of 103° can be the projection of a scene with an
orthogonal angle and a 40° slant and a 60° roll (see
inset of Fig. 4b) but it can also be the projection of a
3-D angle of 80° with a 49° slant and a 45° roll (see
inset of Fig. 4a).
However, this ambiguity can be reduced by adding
some depth information to the stimulus (i.e. by embed-
ding the angle within a solid figure, see Section 2) and
by the tendency to perceive the most regular interpreta-
1 Note that the tilt of the angle relative to the plane of projection
(i.e. the direction of the normal of the 3D angle in the image plane)
does not appear in the equation because the projected angle does not
change when altering the tilt of the angle.
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Fig. 4. The image formation functions with a fixed 3-D angle of 80° (a), 90° (b) and 100° (c). Note that each scene-vector is mapped onto one
unique projected angle (F2D) but that one projected angle is mapped onto several scene-interpretations.
tion (orthogonal interpretation). In principle, the addi-
tional depth information itself can be used to disam-
biguate the stimulus but estimation of the actual
orientation is likely to be subject to some error (i.e.
adding some depth information results in a distribution
over the slant that is centred over the percei6ed orienta-
tion and not over the objecti6e orientation).
Based on this formal task description, we modelled
the stimulus information by means of a Bayesian ob-
server. This approach seemed natural to us because the
information in the images can be combined with a
priori distributions over the relevant world properties
(e.g. Knill & Richards, 1996; Mamassian & Landy,
1998) resulting in a posterior probability distribution
that can be viewed as the information that is provided
by the images after taking into account the task faced
by our observers and the a priori information of the
relevant world properties.
Because judgements have to be made about the or-
thogonality of a 3-D angle, we want to compute this
posterior probability (defined over all possible scenes)
and use this information to calculate the probability of
a certain projected angle to be orthogonal with a
certain orientation (i.e. a scene):
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P(ortho F2D)&
V
P(S  F2D) dS (2)
The integration takes place over the domain V,
which is the product of the domain for an orthogonal
3-D angle (p:2o3D to p:2o3D), the domain for the
slant of the angle (0 to p:2) and the domain for the roll
of the angle (p to p).
In order to compute this value, we first have to define
the likelihood for each interpretation (with S for scene).
Then we model the prior probability for each scene (i.e.
a 3-D density function defined over this space). These
two measurements will then be combined using Bayes’
rule (assuming that F3D, s3D and r3D are independent).
The integrand of the above equation can then be
rewritten:
P(S F2D)
P(F2DS)f(S)
P(F2D)
(3)
where P(F2DS) is the likelihood-function and f(S) is
the a priori density function defined over scene space.
The likelihood-function can be calculated by assum-
ing Gaussian noise that is added while rendering a
scene (Eq. (1)) and the a priori density function can be
calculated by assuming a Gaussian distribution that is
centred on the orthogonal angle and the perceived
orientation (see Appendix A for details).
Because we were unable to compute the integral of
Eq. (2) analytically, we numerically integrated the pos-
terior probability distribution. Further, we assumed
that our subjects had perfect knowledge about the
objective roll. The free parameters of the model were
adjusted so as to provide a good fit between the ob-
served probabilities and the probabilities calculated
based on the posterior distribution (using the method
of maximum likelihood).
Because we assumed that the judgements of our
observers reflected these probabilities (1P(orthogo-
nal) for targets and P(orthogonal) for distractors), we
called this dependent variable the proportion of error
of the model. These model error proportions are shown
in Fig. 5.
Three results should be noted about the performance
of the Bayesian model. First, it appears that the perfor-
mance of the model is clearly viewpoint-dependent: The
proportion of error of the model does not depend on
the deviation of the distractor from orthogonality (be-
cause it was fixed over the different experimental trials)
but depended on the orientation at which the distractor
was viewed. Moreover, these errors were only observed
when confronted with distractor objects. When con-
fronted with a target object, the model shows a very
low error rate, comparable with the low error rates
obtained with human observers. Second, the error rate
for the distractors was again linearly dependent on the
slant of the angle relative to the plane of projection (see
Fig. 5a). High values of slant resulted in high error
rates. Finally, the error proportions for distractors were
also dependent on the roll of the angle. When the 3-D
angle was smaller than 90° (i.e. distractor 1), a positive
roll resulted in lower error proportions than a negative
roll, and vice versa when the 3-D angle was larger than
90° (i.e. distractor 2) (see Fig. 5b).
Moreover, the qualitative performance of the model
(low error rate for targets, linear effect of slant, differ-
ential effect of the roll for the two distractors) was very
robust against changes in parameter settings. This con-
vinced us that the viewpoint-dependent performance of
our human subjects could be expected, given the com-
putational nature of the task at hand.
4. General discussion
We presented observers some projected angles and
asked whether these angles were orthogonal in 3-D
space or not. Because in the absence of additional
information about the orientation of the angle relative
to the plane of projection this task could not be solved,
not even in principle, we embedded the angle of interest
in a solid figure. The additional information at the Y-
Fig. 5. Model-output for the best-fit parameter-setting: p11.3,
p2 5.0, p34.0 and p40.34. (a) Effect of slant on the propor-
tion of error for each type of object (averaged over the different
roll-values). (b) Effect of roll on the proportion of error for each type
of object (averaged over the different slant-values). Compare to Fig.
3 with similar psychophysical results.
B. Willems, J. Wagemans : Vision Research 40 (2000) 3017–30273024
and arrow-junctions at the end-points of the legs of the
crosses made it possible for observers to calculate the
objective orientation in principle, so as to calculate which
projected angle could be expected, if the 3-D angle were
orthogonal.
However, we observed that some non-orthogonal
angles were judged as being orthogonal and, moreover,
that the probability of these non-veridical judgements
depended on the orientation of these non-orthogonal
angles relative to the observer. Whereas the fact that the
errors were always observed for non-orthogonal angles
could easily be explained by a bias toward the orthogonal
interpretation, the viewpoint-dependency of these error
proportions, at first sight, seemed to contradict a fixed
set of constraints in order to reduce the set of possible
interpretations.
In order to show that these viewpoint-dependent
results do not exclude a fixed set of constraints that do
not change when varying the viewpoint at which that
particular scene is viewed, we calculated the posterior
probabilities for each trial based on the image formation
function of the task at hand, a simple model of the noise
in the image formation process, and an a priori density
function defined over the space of possible 3-D interpre-
tations. The posterior probabilities of an implementation
of this Bayesian model could be fitted to the observed
probabilities using only four free parameters. From this
it can be concluded that the viewpoint-dependency of our
observers is a natural result, given the statistical informa-
tion that is available in the images concerning the
relevant world properties.
Viewpoint-dependent performance when judging 3-D
objects from non-canonical viewpoints is often explained
by an analogue process of aligning the incoming stimulus
with a representation that is stored at some canonical
viewpoint (e.g. Corballis, 1988; Jolicoeur, 1988; Ullman,
1989). However, the analysis of the statistical structure
of the task faced by our observers shows that this
viewpoint-dependency need not imply such an analogue
mental transformation (see also King, Meyer, Tangney
& Biederman, 1976; Wagemans, Van Gool & Lamote,
1996; Willems & Wagemans, 1999). A certain amount of
uncertainty in the estimation of the orientation of the
object towards the observer (i.e. the variance over and
the underestimation of the slant) induced the viewpoint-
dependent uncertainty in the judgements that had to be
made.
It should be noted that, in the case of a distractor, there
is a clear trade-off between the bias toward the orthog-
onal interpretation and the information present at the
end-points of the legs of the crosses (two competing
forces that ‘pull’ the interpretation in their direction).
When confronted with a projected angle that is not the
projection of an orthogonal angle (F3D"90°), this
projected angle can always be interpreted as an orthog-
onal angle (i.e. the likelihood function selects an orthog-
onal interpretation with a certain slant value as well as
non-orthogonal interpretations with other slant values)
but the probability of this to happen is dependent also
on the a priori density, assigned to that interpretation.
If the orthogonal interpretation (selected by the likeli-
hood function) ‘needs’ a slant value that is far removed
from the perceived slant, this orthogonal interpretation
will have a low value, resulting in an oblique response
(see Fig. 6 top row).
However, for certain other orientations, the interpreta-
tions selected by the likelihood function (including the
orthogonal one), are situated closer to the mean of the
a priori density function (i.e. it ‘needs’ a slant value closer
to the perceived slant), resulting in a high error rate for
that particular distractor at that particular orientation
(see Fig. 6 bottom row).
From the computational analysis of the task, two
conclusions have to be drawn with respect to the view-
point-dependent performance of our observers. First, the
viewpoint-dependency is a direct result of the fact that
the information provided by the different images is
changing over the different viewpoints (the posterior
distribution shifts with respect to the orthogonal inter-
pretations when changing viewpoint). Second, this
change in information does not necessarily mean that the
constraints imposed on the set of possible interpretations
change with viewpoint. A priori distributions with fixed
uncertainty were sufficient to induce a shift of the
posterior distributions when changing the viewpoint at
which the object was viewed.
Another assumption of this explanation needs some
clarification. It is assumed that the uncertainty over the
position of the crosses is fixed and does not depend on
the orientation at which the cross is viewed (in terms of
the model, the variance of the distributions over the
orientation of the object is fixed and does not change with
changing viewpoint). Some might argue that this uncer-
tainty about perceived slant is not constant as a function
of slant, especially in light of our own results presented
in this paper (because the perceived slant is based on the
projected angles at the end-points of the cross). However,
this kind of reasoning is based on the assumption that
only one end-point of the cross (a Y- or an arrow-junc-
tion) is used in order to calculate the perceived orienta-
tion. This is undoubtedly not the case. There are four
end-points visible in the image (each with their own Y-
and arrow-junctions) and each Y- or arrow-junction is
viewed at a different orientation relative to the plane of
projection. Because the perceived orientation is probably
based on a global estimation (i.e. an estimation based on
all the junctions visible in the image), we can assume that
the slant variance is a constant function of the absolute
slant at which the cross is viewed2.
2 In another recent study from our lab (Vanrie, Willems & Wage-
mans, 2000), we have obtained independent evidence that such a
global estimation based on different angles considered in combination
is possible.
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Fig. 6. Viewpoint-dependency in action. The top-row shows the model-output for a fixed set of parameter-values (p12.4, p20.0, p35.0,
p43.0) for an ‘easy’ D2 trial (i.e. a trial with a low error proportion; so20°, ro22.5°, F2D102°) and the bottom row shows these terms
for a difficult D2 trial (with a high error proportion; so60°, ro45°, F2D118°; values in the graph are expressed in radians). (a) The a priori
density-function defined over scene-space (centred on the orthogonal angle with slant spsop2). (b) The likelihood-function for that trial
(selecting those scenes that are compatible with F2D). (c) Multiplication of the density-function and the likelihood-function (the numerator of Eq.
(3)). The integration takes place over p:2o3DBF3DBp:2o3D and 0BsBp:2. Note how the likelihood-function shifts toward the mean of
the a priori density-function for the difficult trial resulting in a higher density in the integrated domain (while the density-function is the same for
the two trials).
Finally, because each component of the model (the
uncertainty over the exact orientation of the object, the
strength of the tendency to perceive the most regular
interpretation, …) can be assigned a meaning (i.e. the
role it plays in the process of inference), it could be
interesting to see how these components change when
changing the viewing conditions. Changing the viewing
conditions can be understood in several ways. For
example, it could be interesting to see how the compo-
nents differ among different persons when doing this
kind of task (i.e. the study of how the difference in
performance of several observers is related to differ-
ences in underlying processes, assumed to play a role in
the process of inference, each parameterised in our
Bayesian model).
Another change of the viewing conditions could be
the manipulation of additional depth information in the
stimuli. For example, how does the uncertainty about
the slant (i.e. parameter 2 and 3) vary when using for
example stereo instead of the information contained in
the Y- and arrow-junctions? How does this uncertainty
change when these two kind of sources of depth infor-
mation are combined in a single image? Does the noise
of the likelihood function change when viewing the real
scenes instead of scenes projected on a monitor? It is
our belief that answers to these questions (questions
that are already stimulating new research in our lab)
can lead to significant insights in the process of inter-
preting 3-D objects from single images.
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Appendix A
In order to calculate the posterior distribution
defined over scene-space (the vector composed of the
3-D angle F3D, the slant s, and the roll r), we first
calculated the likelihood-function. In the absence of
noise, this likelihood equals 1 for every scene that is
compatible with the projected angle. It will be 0 other-
wise (i.e. the likelihood is a function that selects those
interpretations that can give rise to the projected angle,
irrespective of the a priori probability of this interpreta-
tion). However, by assuming Gaussian noise that is
added to the rendering3 of a scene (mapping from scene
to projected angle) the likelihood-function takes the
following form:
P(F2DS)
1

2pdn2
exp


(F2Drender(S))2
2dn2

So the likelihood decreases exponentially with the dis-
tance between projected angle and the angle obtained
by rendering the scene and this drop is influenced by
the noise dn of this likelihood-function.
Then this likelihood is weighted by the a priori
density defined over the space of possible scenes (see
Eq. (3)). Because we can assume that the different
components of the scene are statistically independent
we can calculate this 3-D density function by multiply-
ing the three 1-D density functions. If we again assume
Gaussian distributions over each component of scene
space the 3-D angle prior distribution takes the follow-
ing form:
P(F3D)
1

2pd2D2
exp


(F3Dp:2)2
2d3D2

This distribution is centered at the orthogonal angle
with a strength of d3D (smaller values denote a stronger
constraint).
The a priori distributions over the orientation of the
projected angle then take the following form:
P(s)
1

2pds2
exp


(ssp)2
2ds2

P(r)
1

2pdr2
exp


(rrp)2
2dr2

By centering these distributions not on the objective
slant and roll but on the perceived slant and roll, we
left some room for a possible under- or overestimation
of the exact slant and roll (see for example Cowie, 1998;
Tibau, Willems, Van Den Bergh & Wagemans, 1999).
This under- or overestimation of the exact slant and
roll is parameterized by defining the perceived slant and
roll in terms of the objective slant and roll:
spsoDs
rproDr
and the uncertainty of the orientation-estimation is
then parameterized by the standard deviation of these
Gaussian distributions (ds and dr).
Using the above defined equations, we could calcu-
late for each trial the likelihood and the a priori density
for each scene. By integrating over the subspace of
scene-space that could be considered orthogonal (p:2
o3DBF3DBp:2o3D; 0BsBp:2; and pBrBp)
and by using the fact that P(orthogonal)P(non-or-
thogonal) should equal one (in this way it was not
necessary to calculate the normalising constant of Eq.
(3) explicitly), each trial could be assigned a probability
of being interpreted as being orthogonal (o3D was fixed
at 1°).
Further, we assumed that the judgements of the
observers reflected this computed probability (‘proba-
bility matching’; see also Mamassian & Landy, 1998).
In the case of a target trial (i.e. a trial consisting of a
depicted target object), the proportion of error should
reflect 1P(orthogonal), and in the case of a distractor
object, the proportion of error should reflect P(orthog-
onal). In this way we could use the observed propor-
tions of our observers for estimating the unknown
parameters, using the method of maximum likelihood.
When implementing this theoretical model, we nu-
merically integrated the space instead of analytical
computing of the probabilities and we assumed that our
subjects had complete knowledge about the objective
roll of the angle (i.e. all density is concentrated on the
objective roll)4. That way there were only four parame-
ters left (dn, d3D, Ds and ds) and these were adjusted so
as to provide a good fit to the psychophysical data. The
best fit was obtained with the following parameter
values: dn0.95, d3D1.36, Ds 4.8 and ds3.8.
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