One of the main questions that arise when studying random and quasi-random structures is which properties P are such that any object that satisfies P "behaves" like a truly random one. In the context of graphs, Chung, Graham, and Wilson [9] call a graph p-quasi-random if it satisfies a long list of the properties that hold in G(n, p) with high probability, like edge distribution, spectral gap, cut size, and more.
1 Introduction 1.1 Background and basic definitions. Quasirandom (or pseudo-random) structures are those that possess the properties we expect random objects to have with high probability. The study of quasi-random structures is one of the most interesting borderlines between discrete mathematics and theoretical computer science, as they relate the problem of how to deterministically construct a random-like object with the question of when can we consider a single event to be a random one. Although quasi-random structures have been implicitly studied for many decades, they were first explicitly studied in the context of graphs by Thomason [27, 28] and then followed by Chung, Graham, and Wilson [9] . Following the results on quasi-random graphs, quasi-random properties were also studied in various other contexts such as set systems [5] , tournaments [6] , * Microsoft Research, Redmond. E-mail: asafico@tau.ac.il † Department of Mathematics, University of Haifa, Mt. Carmel 31905, Israel. E-mail: raphy@research.haifa.ac.il and hypergraphs [7] . There are also some very recent results on quasi-random groups [11] and generalized quasirandom graphs [16] . We briefly mention that the study of quasi-random structures lies at the core of the recent proofs of Szemerédi's Theorem [24] that were recently obtained independently by Gowers [12, 13] and by Rödl et. al. [19, 17] and then also by Tao [26] . For more mathematical background on quasi-randomness the reader is referred to the recent papers of Gowers [11, 12, 13] and to the survey of Krivelevich and Sudakov [15] .
Besides being intriguing questions on their own, results on quasi-random objects also have applications in theoretical computer science. The main point is that while the classical definitions of what it means for an object to be quasi-random are hard to verify, some other properties, which can be proved to be equivalent, are much easier to verify. The archetypal example of this phenomena is probably the spectral gap property of expanders. Expanders are sparse graphs that behave like random sparse graphs in many aspects (see [14] for more details), and are one of the most widely used structures in theoretical computer science. However, verifying that a graph satisfies the classical definition of being an expander, that is, that any cut has many edges, requires exponential time. A very useful fact is that being an expander is equivalent to the fact that the second eigenvalue of the adjacency matrix of the graph is significantly smaller than the first eigenvalue (see also Property P 3 in Theorem 1.1). As eigenvalues can be computed in polynomial time, this gives an efficient way to verify that a sparse graph is an expander. Another example, this time on dense graphs, is that a natural notion of quasi-randomness for a dense graphs is that all subsets of vertices should contain the "correct" number of edges as in G(n, p). This property takes exponential time to verify, but fortunately (see Theorem 1.1), it turns out that this property is equivalent to the property of having the "correct" number of edges and copies of the cycle of length four in the entire graph! As this property takes only polynomial time to verify, this gives an efficient algorithm for checking if a dense graph is quasi-random. This easily verifiable condition was a key (implicit) ingredient in the work of Alon et al. [1] who gave the first polynomial time algorithm for Szemerédi's Regularity Lemma [25] , whose original proof was nonconstructive.
Given the above discussion, one of the most natural questions that arise when studying quasi-random objects, is which properties "guarantee" that an object behaves like a truly-random one. Our main result in this paper establishes that for any single graph H, if the distribution of the induced copies of H in a graph G is "close", in some precise sense, to the one we expect to have in G(n, p), then G is quasi-random. Previous studies [22, 23] of the effect of induced subgraph on quasi-randomness that used a slightly weaker notion of "closeness", indicated that in some cases the distribution of induced copies of a single graph H is not enough to guarantee that a graph is quasi-random. Therefore, the notion of closeness that we use here is essentially optimal if one wants to be able to deal with any H.
Before stating our main result we first discuss some previous ones, which will put ours in the right context. The cornerstone result on properties guaranteeing that a graph is quasi-random is that of Chung, Graham, and Wilson [9] , stated below, but before stating it we need to introduce some notation. We will denote by e(G) the number of edges of a graph G. A labeled copy of a graph H in a graph G is an injective mapping φ, from the vertices of H to the vertices of G, that maps edges to edges, that is
So the expected number of labeled copies of a graph H in G(n, p), is p e(H) n h + o(n h ) where h is the number of vertices of H 1 . A labeled induced copy of a graph H in a graph G is an injective mapping φ, from the vertices of H to the vertices of G, that maps edges to edges, and non edges to non edges, that is (i, j) ∈ E(H) ⇔ (φ(i), φ(j)) ∈ E(G). So the expected number of induced labeled copies of a graph H in G(n, p), is δ H (p)n h + o(n h ), where here and throughout the paper we will use δ H (p) to denote p e(H) (1 − p) ( h 2 )−e(H) . For a set of vertices U ⊆ V we denote by H[U ] the number of labeled copies of H in U , and by H * [U ] the number of induced labeled copies of H in U . The following is (part of) the main result of [9] : Theorem 1.1. (Chung, Graham, and Wilson [9] ) Fix any 1 < p < 1. For any n-vertex graph G the following properties are equivalent:
1 Note that this is not the expected number of (unlabeled) copies of H in G, which is just the number of labeled copies of H divided by the number of automorphisms of H. Therefore, all the result we mention here also hold when considering (unlabeled) copies. We work with labeled copies (induced or not) because we do not need to refer to the automorphisms of H, and because it is easier to count labeled copies than copies. P 1 : For any subset of vertices U ⊆ V (G) we have e(U ) = 1 2 p|U | 2 + o(n 2 ). P 2 : For any subset of vertices U ⊆ V (G) of size 1 2 n we have e(U ) = 1 2 p|U | 2 + o(n 2 ). P 3 : Let λ i (G) denote the i th largest (in absolute value) eigenvalue of G. Then e(G) = 1 2 pn 2 + o(n 2 ), λ 1 (G) = pn + o(n) and λ 2 (G) = o(n). P t 4 : For an even integer t ≥ 4, let C t denote the cycle of length t. Then e(G) = 1 2 pn 2 + o(n 2 ) and C t [G] = p t n t + o(n t ).
The meaning of the fact that, for example, P 2 implies P 1 is that for any δ > 0 there is an = (δ) such that if G has the property that all U ⊆ V (G) of size n/2 satisfy e(U ) = 1 2 p|U | 2 ± n 2 , then e(U ) = 1 2 p|U | 2 ± δn 2 for all U ⊆ V (G) 2 . This will also be the meaning of other implications between other graph properties later on in the paper. Here and throughout the paper, x = y ± is shorthand for y − ≤ x ≤ y + .
Note, that each of the items in Theorem 1.1 is a property we would expect G(n, p) to satisfy with high probability. We will thus say that G is p-quasi-random if it satisfies property P 1 , that is if for some small δ all U ⊆ V (G) satisfy e(U ) = 1 2 p|U | 2 ± δn 2 . If one wishes to be more precise then we can in fact say that such a graph is (p, δ)-quasi-random. We will sometimes omit the p and just say that a graph is quasi-random. In the rest of the paper the meaning of a statement "If G satisfies P 2 then G is quasi-random" is that P 2 implies P 1 in the sense of Theorem 1.1 discussed in the previous paragraph. We will also say that a graph property P is quasi-random if any graph that satisfies P must be quasi-random. So the meaning of the statement "P 2 is quasi-random" is that P 2 implies P 1 . Therefore, all the properties in Theorem 1.1 are quasi-random.
Given Theorem 1.1 one may stipulate that any property that holds with high probability in G(n, p) is quasi-random. That however, is far from true. For example, it is easy to see that having the "correct" vertex degrees is not a quasi-random property (consider K n/2,n/2 ). Note also that in P 5 we require α < 1 2 , because when α = 1 2 the property is not quasi-random (see [8] and [22] ). A more relevant family of non quasirandom properties are those requiring the graph to have the correct number of copies of a fixed graph H. Note that P t 4 guarantees that for any even t, if a graph has the correct number of edges and the correct number of copies of C t then it is quasi-random. As observed in [9] this is not true for all graphs, in fact this is not true for any non-bipartite H.
1.2 Quasi-randomness and the distribution of copies of a single graph. As throughout the paper we work with labeled copies and labeled induced copies of H, we henceforth just call them copies and induced copies. To understand the context of our main result that deals with induced copies of a fixed graph H, it is instructive to review what is known about the effect of the distribution of a fixed graph H on quasirandomness. By Theorem 1.1 we know that for some graphs H the property of having the correct number of copies of H in G, along with the right number of edges, is enough to guarantee that G is quasi-random. Furthermore, this is not true for all graphs H. However, the intuition is that something along these lines should be true for any H, that is that for any H, if the copies of H in a graph G have the "properties" we would expect them to have in G(n, p), then G should be pquasi-random. Simonovits and Sós [22] observed that the counter examples showing that for some graphs H, having just the correct number of copies of H (and the correct number of edges) is not enough to guarantee quasi-randomness, all have the property that some of the induced subgraphs of these counter examples have significantly more/less copies of H than we would expect to find in G(n, p). For example, in order to show that having the correct number of edges and triangles as in G(n, 1/2) does not guarantee that G is 1 2 -quasi-random, one can take a complete graph on αn vertices and a complete bipartite graph on (1 − α)n vertices, for an appropriate α.
The main insight of Simonovits and Sós [22] was that quasi-randomness is a hereditary property, in the sense that we expect a sub-structure of a random-like object to be random-like as well. Thus, perhaps it will suffice to require that the subgraphs of G should also have the correct number of copies of H. To state the main result of [22] let us introduce the following variant of property P 1 of Theorem 1.1.
For a graph H on h vertices, and pairwise disjoint vertex sets U 1 , . . . , U h , we denote by H[U 1 , . . . , U h ] the number of h-tuples v 1 ∈ U 1 , . . . , v h ∈ U h that span a labeled copy of H. 
Note that the above restriction is that the value of H[U 1 , . . . , U h ] should be close to what it should be in G(n, p) for all h-tuples of equal-size. Observe also that the above condition does not impose any restriction on the number of edges of G, while in property P 1 there is. Note also, that the error in the above definition involves n rather than m = |U 1 | = · · · = |U h | so when m = o(n) the condition vacuously holds. As opposed to P 4 , which is not quasi-random for all graphs, Simonovits and Sós [22] showed that P H is quasi-random for any graph H. [22] ) The following holds for any graph H: if a graph G satisfies P H then it is p-quasi-random.
Theorem 1.2. (Simonovits and Sós
Observe that P H requires, via Definition1.1, all htuples of vertex sets to have the correct number of copies of H with one vertex in each set. A more "natural" requirement, that was actually used in [22] , is that all
However, it is not difficult to show that these two conditions are in fact equivalent (see [20] ). We choose to work with Definition 1.1 as it will fit better with the discussion in the next subsection.
1.3
The main result. So we know from Theorem 1.1 that when we consider the number of subgraphs of H in G, then some H but not all, are such that having the correct number of copies of H in a graph G (and number of edges) is enough to guarantee that G is quasi-random. From Theorem 1.2 we know that for all H, having the correct number of copies of H in all the subgraphs of G is enough to guarantee that G is quasi-random. A natural question is what can we learn from the distribution of induced copies of a graph H? As we shall see, the situation is much more involved.
Recall that for a fixed graph H on h vertices and a fixed 0
. We call p H the conjugate of p with respect to H. We will sometimes just write p instead of p H when H is fixed. Note that the expected number of induced copies of H in a set of vertices U is roughly δ H (p)|U | h . But, as it may 4 be the case that p = p H we see that for any H 3 It is not difficult to see that for non-negative integers k, the equation x k (1 − x) = q has at most two solutions in (0, 1). 4 The only case where p = p H is when p = e(H)/ h 2 ¡ and any p, the distribution of induced copies of H in both G(n, p) and G(n, p H ) behaves precisely the same. Therefore, the best we can hope to deduce from the fact that the distribution of induced copies of H in G is close to that of G(n, p) is that G is either p-quasi-random or p H -quasi-random. Let us denote by
So given the above discussion and Theorem 1.2, it seems reasonable to conjecture that if a graph G has the correct distribution of induced copies of H, then G is either p-quasi-random or p H -quasi-random. When we say correct distribution we mean that all pairwise [22, 23] that this is not the case. For example, one can take vertex set
Then for appropriate constants, we get a graph with the correct distribution of the 3-vertex path, yet this graph is not p-quasi-random for any p.
However, as before, the intuition is that having the correct distribution of induced copies of H should guarantee that G is quasi-random. Our main result in this paper is that indeed it does, one just needs to refine the notion of "correct distribution". As we have mentioned before, if U 1 , . . . , U h is an h-tuple of vertices in G(n, p) of the same size m, then we would expect to have H * [U 1 , . . . , U h ] ≈ δ H (p)h!m h . But observe, that the reason for that, is that we would actually expect a slightly stronger condition to hold. Before stating this condition, let us introduce the following "permuted" version of the quantity H * [U 1 , . . . , U h ].
Getting back to our discussion, observe that the reason we expect to have 
Our main result is that property P * H guarantees that a graph is quasi-random. Our main result can be formulated as saying that for any H, if a graph G has the correct distribution of induced copies of H, then G is quasi-random. We remind the reader that one cannot hope to strengthen Theorem 1.3 by showing that G must be p-quasirandom, as G(n, p) satisfies P * H with probability 1. Observe, that our notion of "correct distribution" (that is, the quantities H * σ ) is just slightly stronger than the notions that have been considered before (that is, the quantities H * ), where the latter is known to be too weak to guarantee quasi-randomness.
Finally, we note that it is possible to slightly weaken the properties P * H , and thereby strengthen Theorem 1.3. In both P H and P * H it is required that all equal-sized htuples U 1 , . . . , U h satisfy the corresponding distribution requirement. Consider, instead, the properties P H and P * H in which we only require this for a specific (large) size. In particular: 
In [20] it is shown how Theorem 1.2 can be used, together with several additional ideas, to prove a slightly stronger version where P H is replaced with P H :
The following holds for any graph H: if a graph satisfies P H then it is p-quasirandom.
An analogous strengthening (via a different proof, however) of Theorem 1.3 is the following. Theorem 1.5. The following holds for any graph H: if a graph satisfies P * H then it is either p-quasi-random or p H -quasi-random.
1.4 Overview of the paper. As we have discussed in the first subsection, the theory of quasi-random graphs has many applications in theoretical computer science, both in the case of sparse and dense graphs. However, we should mention that we are not aware of any direct algorithmic application of our main result. We think that the main interest of our result is in the proof techniques and tools that are used in the course of its proof. Besides several combinatorial arguments and tools (such as the Regularity Lemma [25] , Ramsey's Theorem and Rödl's "nibble" Theorem [18] ) the main underlying idea of the proof is an algebraic one.
Roughly speaking, what we do is take all the information we know about the graph G, namely the information on the distribution of induced copies of H, and use it in order define a large system of polynomial equations. The unknowns in this system of equations represent (in some way) the distribution of edges of G. The crux of the proof is to show that the unique solution of this system of equations, is one that forces the edges of the graph to be nicely distributed (in the sense of property P 1 in Theorem 1.1). The main theorem we need in order to obtain this uniqueness is a result of Gottlieb [3] , in algebraic combinatorics, concerning the rank of set inclusion matrices (see Theorem 3.1). This approach to showing that a graph is quasi-random may be applicable for showing quasi-random properties of other structures.
In Section 2 we prove Theorem 1.3 by applying several combinatorial tools as well as a key lemma (Lemma 2.1) that is proved in Section 3. The proof of Lemma 2.1, which is the most difficult step in the proof of Theorem 1.3, contains most of the new ideas we introduce in this paper. Due to space limitations some of the proofs will appear in the full version of this paper. The proof of Theorem 1.5 will also appear in the full version.
Proof of Main Result
In this section we give the proof of Theorem 1.3, but before getting to the actual proof we will need some preparation. We first discuss Lemma 2.1 which is the main technical lemma we need for the proof of Theorem 1.3, and whose proof appears in the next section. We then discuss some simple notions related to the Regularity Lemma, and then turn to the proof of Theorem 1.3. Throughout this section, let us fix a real 0 < p < 1 and a graph H on h vertices. Recall that we set δ H (p) = p e(H) (1 − p) ( h 2 )−e(H) and that we denote by p, the conjugate of p, the second solution in (0, 1) of the equation δ H (p) = x e(H) (1 − x) ( h 2 )−e(H) .
The Key Lemma.
In what follows we will work with weighted complete graphs W on r vertices. We will think of the vertices of W as the integers [r] . In that case each pair of vertices 1 ≤ i < j ≤ r will have a weight 0 ≤ w(i, j) ≤ 1. Let us identify the h vertices of H with the integers [h]. Given an injective mapping φ : [h] → [r], which we think of as a mapping from the vertices of H to the vertices of W , we will set
(1 − w(φ(i), φ(j))) .
Another notation that will simplify the presentation is a variant of the H * σ [U 1 , . . . , U h ] notation that was defined in Section 1. Suppose we have r pairwise disjoint vertex sets U 1 , . . . , U r and an injective mapping φ :
Suppose we construct an r-partite graph on vertex sets U 1 , . . . , U r , each of size m, by connecting every vertex in U i with any vertex in U j independently with probability w(i, j). Then, observe that for any φ :
[h] → [r], we would expect H * φ [U 1 , . . . , U r ] to be close to W (φ)m h . Continuing this example, suppose that all (i, j) satisfy w(i, j) = p. Then we would expect all φ to satisfy H * φ [U 1 , . . . , U h ] = δ H (p)m h . Observe however, that we would also expect the same to hold if we were to replace p by p.
The following lemma shows that the converse is also true in the following sense: if we know that for any injective mapping φ we have the correct fraction of induced copies of H as we would expect to find if we had w(i, j) = p for all (i, j), then either 5 almost all (i, j) satisfy w(i, j) = p or almost all satisfy w(i, j) = p. Note that for convenience the lemma is stated with respect to quantities in (0, 1), rather than with respect to the number of edges or number of copies 6 . In what follows, we will always assume wlog that if p = p then < |p − p|/2. This will guarantee that p ± = p ± . > 0 there exists δ 2.1 = δ 2.1 ( , h, r) > 0 with the following properties: suppose W is a weighted graph on r vertices, such that for all φ : [h] → [r] we have W (φ) = δ H (p)±δ 2.1 . Then any pair (i, j) satisfies either w(i, j) = p ± or w(i, j) = p ± . Furthermore, either at most r − 1 of the pairs (i, j) satisfy w(i, j) = p ± or at most r − 1 of the pairs (i, j) satisfy w(i, j) = p ± .
The proof of Lemma 2.1, which is the main lemma we need for the proof of Theorem 1.3, appears in Section 3. It is interesting to note that as we show in Section 3, one cannot strengthen the above lemma by showing that either all densities are close to p or they are all close to p. See the end of Section 3 for more details.
2.2
Overview of the proof of Theorem 1.3. Due to space limitations the complete proof of Theorem 1.3 will appear in the full version of the paper. The proof uses several combinatorial tools such as the regularity lemma of Szemerédi [25] , Rödl's "nibble" Theorem [18] and Lemma 2.1. Here we just give a brief overview of the proof. Given a graph G we apply the regularity lemma in order to partition the vertices of G into r sets V 1 , . . . , V r such that (almost) all the bipartite graphs connecting V i and V j are quasi-random. A lemma from [22] guarantees that if in such a partition (almost) all the densities between V i and V j are p then G is pquasi-random. So it is enough to show the former property. To this end we use the Key Lemma. Given a regular partition of G into the sets V 1 , . . . , V r we construct a weighted graph W on r vertices satisfying w(i, j) = d(V i , V j ). An important property of regular partitions is that they allow one to estimate the number of induced copies of a graph H in any given partition. As we assume that G satisfies P * H this allows us to infer that for all φ : [r] → [h] we have W (φ) ≈ δ H (p). We can now apply the Key Lemma to deduce that either most w(i, j) (= d(V i , V j )) are p or most of them are p. This means that G is either p-quasi-random or p-quasirandom, as needed.
Proof of the Key Lemma
As in Section 2, let us fix a real 0 < p < 1 and a fixed graph H on h vertices. Let also p be the conjugate of p with respect to H. We will again work with weighted complete graphs W on r vertices, and will identify the vertices of W with [r] and the vertices of H with [h]. Each pair of vertices 1 ≤ i < j ≤ r of W has a weight 0 ≤ w(i, j) ≤ 1 that is given by some weight function w : E(W ) → [0, 1]. We remind the reader of the notation W (φ) that was introduced at the beginning of Section 2.
Recall , m) > 1 then either all edge weights are the same, or else there exists one vertex whose deletion from W yields a subgraph with r − 1 vertices all of whose edge weights are the same.
We split the proof of Lemma 3.1 into two parts. We initially prove Lemma 3.2 below showing that all w(i, j) are taken from {p, p}. We then use this lemma in order to show that in fact most of the w(i, j) are either p or p.
An important ingredient in the proof of Lemma 3.2 will be a theorem of Gottlieb [3] , concerning the rank of set inclusion matrices. For integers r ≥ h > 2, the inclusion matrix A(r, h) is defined as follows: The rows of A(r, h) are indexed by h-element subsets of [r], and the columns by the 2-element subsets of [r]. Entry (i, j) of A(r, h) is 1 if the 2-element set, whose index is j, is contained in the r-element set, whose index is i. Otherwise, this entry is 0. Notice that A(r, h) is a square matrix if and only if r = h + 2, and that for r > h+2, A(r, h) has more rows than columns. Trivially, rank(A(r, h)) ≤ r 2 . However, Gottlieb [3] proved 7 that in fact Proof: We associate a variable x i,j for each 1 ≤ i < j ≤ r, which represents the unknown w(i, j). Thus, for any φ ∈ Φ we have that W (φ) is given by the polynomial
As our assumption is that W (φ) = δ H (p) for all φ ∈ Φ we have the following set of r!/(r − h)! polynomial equations E φ :
Our goal now is to show that the only solution to this system is x i,j ∈ {p, p}.
For a vertex set S ⊆ [r] of size h, let E[S] denote the h 2 edges of W induced by S. Let S be the set of all h-element subsets of V (W ) = [r] and notice that |S| = r h . For every S ∈ S let Φ S be the set of all h! elements of Φ that are bijections on S. For every set S let us take the product of the h! equations {E φ : φ ∈ Φ S } of (3.2). We thus get the following system of r h polynomial equations (one for every S ∈ S) with r 2 variables (one for each (i, j) ∈ E(W )):
In order to show that the only solution of the equations E S is given by x i,j ∈ {p, p}, it would be convenient to first transform them to linear equalities, by taking logarithms on both sides. Define
and note that if we take logarithm of the equations given in (3.3) and use the y i,j defined above, we thus obtain an equivalent system of linear equations on the 
We can write the r h linear equations E S as Ax = b where A in an r h × r 2 matrix, and b is the all h 2 · log(δ H (p)) vector. A key observation at this point is that A is precisely the inclusion matrix A(r, h). Since r ≥ h + 2 we obtain, by Theorem 3.1, that the system has a unique solution and the values of the variables y i,j are uniquely determined. Now, as each set S ∈ S is of size h it is clear that setting y i,j = log(δ H (p)) for all (i, j) gives a valid solution of the linear equations given in (3.5) , and by the above observation, this is in fact the unique solution. Recalling the definition of y i,j in (3.4) , this implies that for all (i, j) we have It is also trivial that the complete graph (and the empty graph) is both pairwise regular and pairwise outer-regular. Notice, that K 1,2 is also pairwise regular, and that K 1,3 is also pairwise outer-regular. The following simple lemma, whose proof will appear in the full version of this paper, establishes that these are the only non-trivial cases. Proof of Lemma 3.1: Notice that if p = p then there is actually nothing to prove, since Lemma 3.2 already yields the desired conclusion. Hence, assume p = p. Observe, that this implies that H in not the complete graph nor the empty graph as in these two cases p = p.
By Lemma 3.2, each edge weight is either p or p. We color the edges of W with two colors: blue for edges whose weight is p and red for edges whose weight is p. We may assume that our coloring is non-trivial, that is, that we have both red and blue edges, since otherwise there is nothing to prove. Each φ ∈ Φ defines a labeled copy of H in W . Let b(φ) be the number of edges of H mapped to blue edges and let a(φ) be the number of non-edges 8 of H mapped to blue edges. Then, the number of edges of H mapped to red edges is m − b(φ) and the number of non-edges of H mapped to red edges is h 2 − m − a(φ). Thus, we have for every φ ∈ Φ that
where in the second equality we use the fact that
On the other hand, since p and p are both solutions of the equation
Thus, solving (3.8) for p p and plugging it into (3.9) gives that for any φ
Consider first the case where gcd(m, h 2 ) = 1. This implies that gcd(m, h 2 − m) = 1. Since the red-blue coloring is not trivial there is a K h subgraph of W which contains both red and blue edges. Thus there exists φ ∈ Φ so that 0 < a(φ) + b(φ) < h 2 . There are two ways in which (3.10) can be satisfied: the first is if a(φ) = b(φ) = 0, but this violates the fact that 0 < a(φ) + b(φ). The second is if a(φ) is a multiple of h 2 − m and b(φ) is a multiple of m, but this violates a(φ) + b(φ) < h 2 . Thus, the coloring must be trivial, and we are done. Now consider the case gcd(m, h 2 ) > 1. By Ramsey's Theorem if N 3.1 (h) is sufficiently large, there is a monochromatic copy of K 3h−8 in W . Let T denote a maximal monochromatic copy in W . Thus, T has t vertices and r > t ≥ 3h − 8. Suppose, w.l.o.g., that T is completely red. Let x be a vertex outside T . By maximality of T , there exists y ∈ T so that (x, y) is blue. Suppose x has at least h − 2 red neighbors in T , say (x, v 1 ), . . . , (x, v h−2 ) are all red. Then, {x, y, v 1 , . . . , v h−2 } induce a copy of K h which has precisely one blue edge. If φ is any bijection onto this copy then a(φ) + b(φ) = 1, but this must violate (3.10) and hence the coloring must be trivial and we are done.
We may now assume that each vertex x outside T has at most h − 3 red neighbors in T . Now, if t = r − 1 then there are at most r − 1 blue edges in our coloring, all incident with x, and we are done. Otherwise, there are at least two vertices x 1 and x 2 outside T , that have at least t − 2(h − 3) ≥ 3h − 8 − 2h + 6 = h − 2 common neighbors {v 1 , . . . , v h−2 } in T so that all edges (x i , v j ) are blue for i = 1, 2 and j = 1, . . . , h − 2.
Consider first the case where (x 1 , x 2 ) is blue. Since gcd(m, h 2 ) > 1 we must have that H is not K 1,2 nor its complement. Thus, by Lemma 3.3, H is not pairwise regular 9 . Let {u 1 , u 2 } and {u 3 , u 4 } be two pairs of distinct vertices of H so that
In particular, we get from (3.11) that b(φ 1 ) = b(φ 2 ). We claim however that this is impossible as in fact b(φ 1 ) = b(φ 2 ). Indeed, by combining (3.10) for φ 1 and for φ 2 we get that 
Let φ 1 be a bijection from V (H) to {x 1 , x 2 , v 1 , . . . , v h−2 } mapping u 1 to x 1 and u 2 to
. As in the previous case, this is a contradiction. If H = K 1,3 then h = 4 and we can use the fact that x 1 has at least 3h − 8 − (h − 3) = 3 blue neighbors in T denoted y 1 , y 2 , y 3 . Thus, x 1 , y 1 , y 2 , y 3 have a red triangle and a blue K 1,3 . Let φ 1 map the vertex of degree 3 of H to x 1 and the rest to y 1 , y 2 , y 3 , yielding b(φ 1 ) = 3. Let φ 2 map the vertex of degree 3 of H to y 1 and the rest to x 1 , y 2 , y 3 yielding b(φ 2 ) = 1.
Again, b(φ 1 ) = b(φ 2 ), a contradiction. The case of the complement of K 1,3 is proved in the same way.
For the proof of Lemma 2.1, we will need the following simple fact. Proof: Fix any p × p non-singular matrix A with 0/1 entries. Then the solution of Ax = b is given by x = A −1 b. As x i = p j=1 A −1 i,j · b j is a continuous function of b it is clear to for any δ there is a γ = γ(δ, A) such that if ∞ (b , b) ≤ γ then the unique solution x of Ax = b satisfies ∞ (x , x) ≤ δ. Now, as there are finitely many 0/1 p × p matrices, we can set γ = γ 3.4 (δ, p) = min A γ(δ, A), where the minimum is taken over all 0/1 p × p matrices.
Proof of Lemma 2.1: The lemma is an immediate consequence of Lemma 3.1 using standard arguments of continuity; the continuity of polynomials as functions, and the continuity of unique solutions to linear systems that is given in Lemma 3.4 above. First we can take N 2.1 (h) = N 3.1 (h). Now, given any r ≥ N 3.1 (h) and we need to show that if all W (φ) are very close to δ H (p) then we can get the conclusion of Lemma 2.1.
First, we see that in Lemma 3.2 if all W (φ) are close to δ H (p) then by Lemma 3.4 any solution to the linear equations E S given in (3.5) satisfies that all y i,j are very close to log(δ H (p)). By continuity of 2 x this means that x m i,j (1 − x i,j ) ( h 2 )−m is close to δ H (p), which again by continuity of x k implies that either x i,j is close to p or to p. So the conclusion of Lemma 3.2 is that if all W (φ) are close to δ H (p), then all densities are indeed close to either p or p.
For the rest of the proof, in equations (3.6) and (3.7) we replace p and p with quantities close to them. This means that (3.8) and (3.9) are no longer equations but approximately equal to 1. This implies that in (3.10) we also have approximate equality. However, note that as both sides of (3.10) involve integers, once the two sides are close enough, they must in fact be equal. Now, as the rest of the proof only relies on the validity of (3.10) it follows verbatim as in the proof of Lemma 3.1.
It is interesting to note that we cannot hope to prove a stronger version of Lemma 3.1 in which all edge weights are the same, regardless of gcd( h 2 , m).
Indeed, consider the case where H = C h is a cycle with h ≥ 4 vertices. For every r ≥ h + 1, there are weighted complete graphs W with r vertices having W (φ) = δ H (p) for each φ ∈ Φ, while still some edges of W have weight p and others have weight p. Indeed, assume that all weights of edges not incident with r ∈ W have weight p, and the r − 1 edges incident with r has weight p. Now, if the image of φ does not contain r then, clearly,
On the other hand, if the image of φ contains r then
But not that p 2 (1 − p) h−3 is just δ H (p) 2/h , and hence it also equals p 2 (1 − p) h−3 . Consequently, W (φ) = δ H (p) in this case as well.
