To inform the way probabilistic forecasts would be displayed on their website the UK Met
Introduction

26
Small errors in observations of the current state of the atmosphere as well as the simplifications required 27 to make a model of the real world lead to uncertainty in the weather forecast. Numerous studies have assessed how people interpret a Probability of Precipitation (PoP) forecast,
51
considering whether the PoP reference class is understood, e.g. '10% probability' means that it will rain 52 on 10% of occasions on which such a forecast is given for a particular area during a particular time period 
57
for a small sample of Oregon residents (Murphy et al. 1980 ). An Australian study found 79% of the 58 public to choose the correct interpretation, although for weather forecasters (some of whom did not issue 59 probability forecasts) there is significant ambiguity with only 55% choosing the correct interpretation 60 (Handmer; Proudley 2007 ).
62
The factors which affect understanding are unclear, with Gigerenzer et al. (2005) in 10 people at risk of heart disease).
119
As well as assessing the decision-making ability using a PoP forecast, it is also important to look at 120 potential methods for improving its communication. 
170
'Invent' style as it appeared on the web, and a more simplified version based on some user feedback.
171
Nine different rainfall forecast presentation formats were tested ( 
196
Office had concentrated on user preference, but we chose to focus on comprehension and decision-197 making. While previous laboratory-based studies had also looked at decision-making, we hoped that by 198 using a game we would maximise participation by making it more enjoyable, therefore providing a large 199 enough sample size for each presentation format to have confidence in the validity of our conclusions.
200
Since the game was to be launched and run in the UK summer it was decided to make the theme 201 appropriate to that time of year, as well as engaging to the widest demographic possible. Accordingly, whether one location (temperature questions) or time period (rainfall questions) had a higher probability 275 than another, and the second half asked them to decide on how sure they were that the event would occur.
276
Participants were presented with 11 satellite buttons (to represent 0 to 100%, these buttons initially 277 appeared as unselected so as not to bias choice) from which to choose their confidence in the event 278
occurring. This format is similar to the slider on a continuous scale used by Tak, Toet and Erp (2015).
280
Temperature questions (Fig. 4) Rainfall questions (Fig. 5 ) took the form: 287 288 Pick the three shifts where you think it is least likely to rain
289
How sure are you that it won't rain in each of these shifts?
290
[Choose from 11 satellite buttons on scale from 'certain it will not rain' to 'certain it will rain'] not. Participants were scored (S) based on their specified confidence rating (C) and the outcome, using 297 an adjustment of the Brier Score (BS) (see Table 1 ), so that if they were more confident they had more 
311
(1)
314
This scoring method was chosen as we wanted participants to experience being unlucky, i.e. that they 315 made the right decision but the lower probability outcome occurred. This meant that they would not 316 11 necessarily receive a score that matched their decision-making ability, although if they were to play 317 through enough rounds then on average those that chose the correct probability would achieve the best 318 score.
320
For a participant to understand when they were just 'unlucky', we felt it important to provide some kind 321 of feedback as to whether they had accurately interpreted the forecast or not. 
331
Using the data collected from the game, it is possible to assess whether participants made the correct 332 decision (for the first part of each question) and how close they come to specifying the correct confidence
333
(for the second part of each question). For the confidence question we remove the influence of the 334 outcome on the result by assessing the participant's ability to rate the probability compared to the 'actual' 335 probability. The participant was asked for the confidence for the choice that they made in the first half 336 of the question, so not all participants would have been tasked with interpreting the same probability. 337 338 339
Results
340
Participation
342
Using traditional media routes and social media to promote the game we were able to attract 8220 unique 343 participants to play the game through to the end, with 11398 total plays because of repeat players. The 344 demographic of these participants was broadly typical of the Met Office web site, with a slightly older 345 audience, with higher educational attainment, than the wider internet might attract (see Fig. 3 ).
346
Nevertheless, there were still over 300 people in the smallest age category (under 16s) and nearly 500 347 people with no formal qualifications. 
Assessing participant outcomes
354
Before plotting the outcomes we removed repeat players, leaving 8220 participants in total. It should be 355 noted that for the confidence questions we found that many people specified the opposite probability,
356
perhaps misreading the question and thinking that it referred to the chance of 'no rain' rather than 'any 357 rain' as the question specified. We estimate that approximately 15% of participants had this that answered the location choice correctly did fairly well at estimating the probability; the median 414 response was for a 90% rather than 100% probability which is understandable given that they were not 
419
The location choice in Question 4 was designed with a skew to the middle 50% of the distribution so that 420 only those given the Line 50 90 presentation format would be able to identify Stoneford correctly; results
421
show that over 70% of participants with that format were able to make use of it. As expected, those 
436
Question 1 was designed so that participants were able to correctly identify the shifts with the lowest 437 chance of rain (Shifts 2, 3 and 4) regardless of the presentation format they were given. Accordingly the 438 results for the shift choice show that there is no difference in terms of presentation format. For the 439 probability estimation Shift 1 can be ignored due to the small sample sizes, as shown by the large notches.
440
For Shift 2 the median error in probability estimation was 0 for any presentation format which gave a 441 numerical representation. Those given the risk rating: overestimated the true chance of rain in Shift 2
442
('medium', 30%), were correct in Shift 3 ('low', 10%), and overestimated it in Shift 4 ('low', 0%),
443
showing that risk ratings are ambiguous.
445
Question 2 was set-up so that participants could only identify the correct shifts (Shifts 1, 2 and 3) if they 446
were given a numerical representation of uncertainty; the difference in probability between Shifts 3 447 ('medium', 40%) and 4 ('medium', 50%) cannot be identified from the rating alone. The results ( Figure   448 5b, Q2) confirmed that those with numerical representations were better able to make use of this its own led to a lower range of errors in probability estimation as also found for Question 2.
465
The scenario in Question 4 was designed to test the influence of the weather symbol itself by 466 incorporating two different types of rain; 'drizzle' ('high', 90%) and 'heavy rain showers' ('high', 70%).
467
Far fewer participants answered correctly (Shifts 1, 2 and 3) when provided with only the rating or 468 symbol, showing that when not provided with the probability information they think the 'heavier' rain is 469 more likely. This appears to hold true for those given the probability information too, given that fewer 470 participants answered correctly than in Question 2. This seemed to lead to more errors in the probability 
2
We set up Question 1 (Q1) for both the temperature and rainfall questions as a control by providing all 3 participants with enough information to make the correct location / shift choice regardless of the 4 presentation format that they were assigned. The similarity in the proportion of people getting the answer 5 correct for each presentation format in this question (Fig. 4 and 5) demonstrates that providing additional 6 information on the uncertainty in the forecast does not lead to any confusion compared to deterministic 7 presentation formats. Given the small sample size when using subgroups of subgroups, we cannot 8 conclude with any confidence whether age or educational attainment are significant influences on 9 potential confusion.
11
Previous work has shown that the public infer uncertainty when a deterministic forecast is provided The amount of uncertainty that participants infer around the forecast was examined by looking at 24 responses for a shift where a 0% chance of rain is forecast (see Fig. 5 , Q1, shift 4). For this question,
25
participants were given a 'sun' weather symbol, and / or a 'low' rating or 0% probability. The 26 presentation formats that leas to the largest number of precise interpretations of the actual probability are 27 'bar only' and 'perc', but the results are similar for any of the formats that provide some explicit 28 representation of the probability.
30
Participants that were assigned formats that specified the probability rating (High / Med / Low) gave 31 fewer correct answers, presumably because they were told that there was a 'low' rather than 'no' chance 32 of rain. Arguably this is a positive result, since it indicates that participants take into account the 33 additional information and are not just informed by the weather symbol. However, it also highlights the 34 potential problem of being vague when forecasters are able to provide more precision. Providing a 35 probability rating could limit the forecaster when there is a very small probability of rain; specifying a 36 19 rating of 'low' is perhaps too vague, and specifying 'no chance' is more akin to a deterministic forecast.
37
While forecast systems are only really able to provide rainfall probabilities reliably to the nearest 10%, 
48
The ability of participants to make the correct rainfall decision using different ways of presenting the
49
PoP forecast is shown in Fig. 6a . Fig. 6b shows the average difference between the actual probability and 50 the confidence specified by each participant for each presentation format. The best format would be one 51 with a median value close to zero, and a small range. Obviously we would not expect participants who 52 were presented with a symbol or only the probability rating to be able to provide precise estimates of the 53 actual probability, but the results for these formats can be used as a benchmark to determine whether 54 those presented with additional information content are able to utilise it. 
68
For the second part of the rainfall question (Fig. 6b) , there is no significant difference in the median 69 values for any of the formats that explicitly present the probability, the 'bar only' format is perhaps the 70 best due to having the smallest range. This result suggests that providing a good visual representation of 71 the probability is more helpful than the probability itself, though equally the bar may just have been more 72 intuitive within this game format for choosing the correct satellite button.
74
An interesting result, although not pertinent for presenting uncertainty, is that the median for those 75 participants who are only provided with deterministic information is significantly more than 0, and 76 therefore they are, on average, overestimating the chance of rain given the information. The 77 overestimation of probabilities for Q3 shifts 2 and 3, and Q4 Shift 1 ( 
86
The results for the different temperature presentation formats in each separate question (Fig. 4) are less 87 consistent than those for precipitation (Fig. 5) , and the difference between estimated and actual 88 probabilities shows much more variability. It is expected that participants would find it more difficult to
