Abstract-This paper reports a study on methods for real-time speaker identification using the output from an event-based silicon cochlea. These methods are evaluated based on the amount of computation that needs to be performed and the classification performance in a speaker identification task. It uses the binaural AEREAR2 silicon cochlea, with 64 frequency channels and 512 output neurons. Auditory features representing fading histograms of inter-spike intervals and channel activity distributions are extracted from the cochlea spikes. These feature vectors are then classified by a linear Support Vector Machine, which is trained against a subset of 40 speakers (20/20 male/female) from the TIMIT database. Speakers are correctly identified at >90% accuracy during each sentence utterance and with an average latency of 700±200ms from the start of the sentence.
I. INTRODUCTION
The auditory nerve output of biological cochleas consists of an asynchronous stream of spike events. Using a spike-event representation in models of auditory processing could lead to improved machine audition that is robust to noise and distractors. These models can offer further insight into human speech understanding under noisy conditions in comparison to machines [1] .
Uysal and colleagues, for example, have used the timing information carried by the auditory nerve fiber spike trains in an Automatic Speech Recognition (ASR) task [2] . They used phase-synchrony coding as determined from the inter-spike time interval (ISI) histogram for each channel of a software model cochlea. They observe that the peaks of the ISI histogram across channels are aligned even with an extremely noisy vowel input signal. By exploiting the degree of phase synchrony features and feeding them to a Liquid State Machine for recognition, they found that the performance of this spikebased classifier on vowel phonemes from the TIMIT database was better in the presence of noise, particularly at low SNR levels down to 5dB, when compared to the performance of a conventional single-state HMM-based classifier using a 39-dimensional MFCC feature set with first and second derivatives.
Their work shows that the cues inherent in the auditory nerve fiber spike trains could be used as a competitive feature set for ASR and might provide one of the possible reasons for the superb robustness of the human auditory system.
The computational speed of these spike-based models can increase dramatically if implemented in hardware. Silicon cochlea chips provide real-time processing of the input sounds. Spike-based cochlea architectures transmit the cochlear outputs in an asynchronous way similar to the outputs of auditory nerve fibers [3] 
This output representation encourages the use of the precise timing information carried by acoustic inputs. The latest spike-based cochlea system (AEREAR2) which is used in this work [8] , combines features of previous cochlear designs that are robust to mismatch, with novel features for easier programmability of the architecture and operating parameters. The AEREAR2 gives us an opportunity to study the role of temporal information carried by the cochlea output events (or spikes) especially in real-time scenarios.
This paper describes event-driven methods to extract feature vectors from the asynchronous spikes of the AEREAR2 cochlea. Section II describes the AEREAR2 system. Section III describes several methods for determining when feature vectors should be extracted and how they are extracted, so that the system responds in real-time under normal speech conditions. Section IV describes the methods and results of a speaker identification task based on the considered methods for extracting features.
II. BACKGROUND
The AEREAR2 is a highly integrated spike-based silicon system built around a custom VLSI spike-based cochlea chip [8] . The cochlea has two matched 64-stage cascaded filter banks (Fig. 1) , allowing connection to two electret microphones. It includes local adjustment and enhancement of filter sharpness, and has on-chip digitally controlled biases and microphone preamplifiers.
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III. FEATURE EXTRACTI
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IV. SPEAKER IDEN
Feature vectors are extrac window. During the training generated from the training LIBSVM support vector classification [12] . During the from the test samples are fed output the probabilities of the feature vector extracted in a probable speaker is determined by summing the probabilities -based cochlea system Fig. 3 .
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vectors at the end of the sentence. The training and testing procedure is repeated 10 times, by excluding one sentence from each speaker from the training samples, and testing on the excluded sentence.
In the experiments described below, 40 speakers (20 males and 20 females) and 10 sentences per speaker are selected from the TIMIT. The length of the sentences varies between 0.8 to 4 seconds.
In this study, two methods that can reduce the computation for feature extraction during real-time speaker identification are considered. In Method 1, feature vectors are computed for every 100ms time window only if the spikes in the window exceed a preset threshold Th1. In Method 2, a feature vector is computed only when the number of spikes exceeds a threshold Th2 irrespective of the length of the time window. A fading time constant τ is also applied to the computed histograms. Table 1 , the performance shows a 85%-96% correct identification of the correct speaker from the 40 subjects for all methods. These numbers vary depending on the subset of 40 speakers chosen from the complete 400 speakers in the database. The results for Method 1 show that time averaging for a fading histogram decreases the classification performance, and that the classification performance for Method 2 and a Th2 of 800 spikes does not change significantly even though 50% fewer vectors were used. These results suggest that we can perform our classification without computing feature vectors at regular time windows and that performance is better if we do not low-pass filter the ISI histogram feature vector. Interestingly, the inclusion of second-order ISIs histogram vectors (ISI order) does not affect the performance significantly. While the results in Table 1 are computed after the end of a test sentence; in a normal scenario, it is difficult to determine when the speaker has finished a sentence. Hence the performance of the system is analyzed in a more natural scenario by concatenating sentences from the 40 speakers and determining how quickly the correct classification is determined during presentation. It is found that a "cumulative" probability measure that is computed as follows results in rapid and reliable speaker classification:
V. RESULTS

As shown in
where is the maximum of the 40 instantaneous probabilities in a current window and τ p determines how much the past cumulative probabilities 1 determine the final probabilities at a time step. These probabilities in turn determine the run-time classifications. The term weighs the update of cumulative values so that if the current probability is high, it will have a larger effect on the running probabilities. Thus highly-confident classification results are weighted more strongly. Fig. 5 shows a plot of the running cumulative measure of the 40 speakers over randomly chosen sentences from each of the 40 speakers and Fig. 6 shows a close-up of one transition. Fig. 7 shows a close-up of a transition when Method 2 is used. Here the decisions are taken when feature vectors are extracted, and not at regular intervals as in Fig. 6 .
Because the training and testing procedures are each repeated 10 times, by excluding one sentence from each speaker from the training samples, and testing on the excluded sentence, there are 10 sets of data for the cumulative probability analysis. On average, the run-time decision accuracy as seen at the end of each sentence is 92%. The cumulative probability plot shown in Fig. 5 is from the best set with 97.5% accuracy.
The latency for the classifier to make the correct decision is also measured when the algorithm encounters a new test file from a new speaker. This latency is similar to what the algorithm would face in a normal speech condition when multiple speakers are present in a conversation. The latency from 10 run-time test sessions is 720±150ms when τ p =0.3s.
In both methods, the time constant τ p , which determines how much the cumulative probabilities should depend on the past values, affects both the latency and the accuracy. When the time constant is small, the latency to the correct decision is small but the algorithm also makes more incorrect decisions as shown in Fig. 8 .
But on the other extreme, when τ p is very large, the performance remained around 90% with a latency of ~900ms. When τ p =10s, average latency is 900ms, and accuracy is 89.75% (in 100ms fixed window case). The second method with the variable length window requires a larger time constant because it generally leads to fewer segments per sentence than the 100ms window method, or in other words, a longer average window length, as can be inferred from the following comparison.
The algorithm generated 9233 feature vectors from the 400 sentences using the first method of a fixed 100ms window (only feature vectors with non-zero spikes are kept), 5429 feature vectors if we keep only the feature vectors where there were more than 20 spikes in the 100ms windows, and 4951 vectors using the second method and with Th2= 800 spikes.
VI. CONCLUSION
The availability of novel spike-based cochlea systems with integrated functionality and usability allows us to investigate real-time auditory processing (for e.g. spatial audition and speech recognition) in a way similar to that of biological systems. This work shows the performance of a system using features suitable for run-time performance in the speaker identification task. We find that the time constant of the cumulative probabilities determines the tradeoff between the accuracy and latency of the classification in a test condition approximating normal speech conditions. Our latency numbers are based on the use of a 100ms time window so that we can speed up the computation. The tradeoff between the performance of smaller time windows and the latency to correct decision will be explored in the future. Implementation of the algorithm in the project-based JAVA environment will allow us to test these features in a real-time speech scenario. Close-up of a section of the plot when the second method is used. The green dots do not look as dense as is Fig. 6 because the feature vectors are not generated at fixed intervals. τp is 700ms. Results of first method when τp is 50ms.
