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Abstract
We analyze the convergence of higher order Quasi-Monte Carlo (QMC) quadra-
tures of solution-functionals to countably-parametric, nonlinear operator equations
with distributed uncertain parameters taking values in a separable Banach space X
admitting an unconditional Schauder basis.
Such equations arise in numerical uncertainty quantification with random field
inputs. Unconditional bases of X render the random inputs and the solutions of the
forward problem countably parametric, deterministic. We show that these paramet-
ric solutions belong to a class of weighted Bochner spaces of functions of countably
many variables, with a particular structure of the QMC quadrature weights: up
to a (problem-dependent, and possibly large) finite dimension, product weights can
be used, and beyond this dimension, weighted spaces with so-called SPOD weights
recently introduced in [F.Y. Kuo, Ch. Schwab, I.H. Sloan, Quasi-Monte Carlo finite
element methods for a class of elliptic partial differential equations with random co-
efficients. SIAM J. Numer. Anal., 50, 3351–3374, 2012.] can be used to describe the
solution regularity. The regularity results in the present paper extend those in [J.
Dick, F.Y. Kuo, Q.T. Le Gia, D. Nuyens, Ch. Schwab, Higher order QMC (Petrov-
)Galerkin discretization for parametric operator equations. SIAM J. Numer. Anal.,
52, 2676 – 2702, 2014.] established for affine parametric, linear operator families;
they imply, in particular, efficient constructions of (sequences of) QMC quadrature
methods there, which are applicable to these problem classes. We present a hy-
bridized version of the fast component-by-component (CBC for short) construction
of a certain type of higher order digital net. We prove that this construction ex-
ploits the product nature of the QMC weights with linear scaling with respect to the
integration dimension up to a possibly large, problem dependent finite dimension,
and the SPOD structure of the weights with quadratic scaling with respect to the
weights beyond this dimension.
Key words: Quasi-Monte Carlo, lattice rules, digital nets, parametric operator equations,
infinite-dimensional quadrature, Uncertainty Quantification, CBC construction, SPOD
weights.
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1 Introduction
The numerical computation of statistical quantities for solutions of operator equations
which depend on “uncertain input parameters” is a key task in uncertainty quantifica-
tion in engineering and in the sciences. We consider here the case when the uncertain
input quantities are random variables taking values in subsets of an infinite-dimensional,
separable Banach space X . The system’s responses to such random inputs are, in turn,
random variables taking values in a state space X . One is interested in statistical mo-
ments of these random responses, such as the mean response and (co)variance. These,
and other quantities of interest (QoI) are then expressed as mathematical expectations
over all realizations of the uncertain input u ∈ X .
The numerical approximation of such QoI’s in these problems involves two basic
steps: i) approximate (numerical) solution of the operator equation, and ii) approximate
evaluation of the mathematical expectation by dimension-truncation and some form of
dimension-robust numerical integration, i.e. an integration method that is free from the
curse of dimensionality under certain assumptions on the integrand. In the present paper,
we outline a strategy towards these two aims, which is based on i) a (Petrov-)Galerkin
discretization of the parametric, nonlinear operator equation and on ii) higher order QMC
integration. It is motivated in part by [26], where QMC integration using a family of ran-
domly shifted lattice rules was combined with a Finite Element discretization for a model
linear, parametric diffusion equation, and in part by [36], where the methodology of [26]
was extended to problems described by an abstract family of linear and affine-parametric
operator equations.
In contrast to [26, 36], we propose and analyze the convergence of deterministic,
so-called “interlaced polynomial lattice rules” for the numerical evaluation of infinite-
dimensional integrals for integrand functions obtained from Petrov-Galerkin (PG) dis-
cretization of parametric operator equations with random input. We allow in particular
distributed uncertain input data taking values in a separable Banach space X which en-
tails, upon parametrization with an unconditional basis, infinitely many parameters. High
order QMC quadratures are proved to provide dimension-independent convergence rate
beyond order one for smooth integrands (cf. [8, 9]); convergence order one was the limi-
tation in [26, 25, 36].
In the present paper, we generalize these works and prove that sparsity of the uncertain
input implies higher order, dimension-independent convergence rates for the QMC evalu-
ation of expectations of QoI’s (under a probability measure on the space X of uncertain
inputs) for a class of nonlinear, parametric operator equations.
The outline of this paper is as follows: in Section 2, we introduce a class of nonlinear,
holomorphic-parametric operator equations with sufficient conditions on the nonlinear
operators and on the uncertainty for the problems to be well-posed, from [4, 17, 33]. We
require that these conditions hold uniformly on a set X˜ ⊂ X of admissible uncertain-
ties. We give a parametrization of the uncertain inputs which reduce the problem to
a parametric, deterministic integration problem which depends on a possibly countable
number of parameters yj ∈ [−1, 1]. We review the theory of (Petrov-)Galerkin discretiza-
tions of these equations, and develop discretization error estimates. In Section 2.5 we
review the notion of holomorphy of the integrand functions in these problems, from [4],
whereas in Section 3, we present the first principal result of the present paper on analyt-
icity and parametric regularity of the parametric integrand functions. Section 4 presents
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the convergence theory for higher order QMC quadratures, based on [13, 14], and, for the
parametric integrands appearing here, on [10].
In Theorem 4.2, we prove an error bound with dimension-independent constants and
convergence rates which accounts for all sources of discretization error in the presently
proposed class of algorithms: i) dimension truncation in the parametrized uncertain input
u ∈ X , ii) (single-level) Petrov-Galerkin discretization of parametric operator equation
and iii) Higher order quasi-Monte Carlo quadrature approximations of integrals of the
dimensionally truncated, parametric quantities of interest.
Based on the results in Section 3, the second principal result of this paper in Section
5 pertains to new variants of the fast component-by-component CBC constructions of
generating vectors, which are developed based on [10, 20, 18] and which are tailored to the
‘hybrid’ nature of the QMC weights, with possibly more favorable complexity estimates
for the CBC construction.
2 Holomorphic parametric operator equations
We present a class of operator equations which depend on an uncertain, “distributed
parameter”, being an element u in a real, separable Banach space X . For a given, known
forcing term f ∈ Y ′, and any instance of u in (a subset of) X , the operator equation
will admit a unique solution (also referred to as “response”) q ∈ X ; here, X and Y are
assumed to be real, separable and reflexive Banach spaces and Y ′ is the dual space of
Y . In this section, we present a mathematical setting which accommodates this kind of
problem and introduce conditions which ensure the (Lipschitz) continuous dependence
of the response q ∈ X on the uncertain input u ∈ X . Assuming X to be separable
and to admit an unconditional Schauder basis Ψ = {ψj}j≥1, with an eye towards QMC
algorithms, we reformulate the operator equation with distributed uncertain input as
infinite-dimensional, parametric operator equation where the uncertain input u is replaced
by the sequence y of its coefficients yj with respect to the basis Ψ. We then provide error
bounds of the response subject to s-term truncations of the basis representation of u in
terms of the basis Ψ. We also provide a general framework, from [33], for Petrov-Galerkin
approximation of the responses q ∈ X , and bound the combined error due to dimension-
truncation and Petrov-Galerkin approximation. The derivative bounds of multivariate
integrand functions necessary for QMC convergence theory will be based on analytic
continuation with respect to the integration variable into the complex domain. To this
end, we review in Section 2.5 a holomorphy result from [4] for the parameter dependence
of the uncertainty-to-response map X ∋ u → q ∈ X ; to this end, we extend in Section
2.5 the Banach spaces X , X and Y to the coefficient field C.
2.1 Nonlinear operator equations with uncertain input data
For a distributed, uncertain parameter u ∈ X , we consider a possibly nonlinear operator
equation with input u which is defined by a “residual” operator R : X × X → Y ′, where
R(u; q) acts, for given u, on q ∈ X . We assume a known “nominal parameter instance”
〈u〉 ∈ X (such as, for example, the expectation of an X-valued random field u), and
consider, for u ∈ BX(〈u〉;R), an open ball of radius R > 0 in X centered at 〈u〉 ∈ X , the
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following class of smooth, parametric, nonlinear operator equations,
given u ∈ BX(〈u〉;R) , find q ∈ X s.t. Y ′〈R(u; q), v〉Y = 0 ∀v ∈ Y , (2.1)
where Y ′〈·, ·〉Y denotes the Y ′ × Y-duality pairing.
Given u ∈ BX(〈u〉;R), we call a solution q0 of (2.1) regular at u iff R(u; ·) is Fre´chet
differentiable with respect to q and the differential DqR(u; q0) ∈ L(X ,Y ′) is an isomor-
phism (here L(X ,Y ′) denotes the set of all bounded linear functionals from X to Y ′). We
impose further structural conditions on R: for every admissible u ∈ X˜ ⊆ X , we assume
given a parametric forcing functional F (u) ∈ Y ′, and a parametric, nonlinear operator
A(u; q) : X × X → Y ′, so that (2.1) is equivalent to finding, for every u ∈ BX(〈u〉;R),
q(u) ∈ X which satisfies the residual equation
R(u; q) = A(u; q)− F (u) = 0 in Y ′ . (2.2)
Problems of the form (2.2) (i.e., with separate expressions A and F for the uncertain
system resp. its forcing) arise in a number of applications; in the form (2.2), the equation
A(u; q) = F (u) is obviously a special case of (2.1).
In the remainder of this article, we develop sufficient conditions for unique solvability
for the parametric weak residual equation (2.2). Sufficient conditions on R for unique
solvability of (2.2) straightforwardly imply analogous conditions on A and on F in (2.1)
which we will not detail in each case.
For the well-posedness of operator equations involving R(u; q) we assume the map
R(u; ·) : X → Y ′ admits a family of regular solutions locally, i.e. for each u in an open
neighborhood of the nominal parameter instance 〈u〉 ∈ X . In particular, for all u in a
sufficiently small, closed neighborhood X˜ ⊆ X of 〈u〉 ∈ X (such as BX(〈u〉;R) in (2.1))
the problem (2.2) is well-posed (see, e.g., [17, Chapter IV.3], or [3, 33]): for every fixed
u ∈ X˜ ⊂ X , and for every F (u) ∈ Y ′, there exists a unique solution q(u) of (2.2) which
depends continuously on u.
As in [3], we call the set {(u, q(u)) : u ∈ X˜} ⊂ X ×X a regular branch of solutions of
(2.2) if
X˜ ∋ u 7→ q(u) is continuous as mapping from X˜ 7→ X and
R(u; q(u)) = 0 in Y ′ for all u ∈ X˜ . (2.3)
We call (2.3) branch of nonsingular solutions if, in addition to (2.3), the differential
(DqR)(u; q(u)) ∈ L(X ,Y ′) is an isomorphism from X onto Y ′, for all u ∈ X˜ . (2.4)
The following proposition collects well-known sufficient conditions for well-posedness of
(2.2). For regular branches of nonsingular solutions given by (2.2) - (2.4), the differential
DqR satisfies the so-called inf-sup conditions.
Proposition 2.1. Assume that Y is reflexive and that, for some nominal value 〈u〉 ∈ X
of the uncertainty, the operator equation (2.2) admits a regular branch of nonsingular
solutions (2.3), (2.4). Then the differential DqR ∈ L(X ,Y ′) at (〈u〉, q0) ∈ X × X , given
by the bilinear map
X × Y ∋ (ϕ, ψ) 7→ Y ′〈DqR(〈u〉; q0)ϕ, ψ〉Y ,
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is boundedly invertible, uniformly with respect to u ∈ X˜ where X˜ ⊂ X is an open
neighborhood of the nominal instance 〈u〉 ∈ X of the uncertain parameter if and only if
there exists a constant 0 < µ ≤ 1 such that there holds
∀u ∈ X˜ :
inf
06=ϕ∈X
sup
06=ψ∈Y
Y ′〈(DqR)(u; q0)ϕ, ψ〉Y
‖ϕ‖X‖ψ‖Y ≥ µ > 0 ,
inf
06=ψ∈Y
sup
06=ϕ∈X
Y ′〈(DqR)(u; q0)ϕ, ψ〉Y
‖ϕ‖X‖ψ‖Y ≥ µ > 0
(2.5)
and
∀u ∈ X˜ : ‖(DqR)(u; q0)‖L(X ,Y ′) = sup
06=ϕ∈X
sup
06=ψ∈Y
Y ′〈(DqR)(u; q0)ϕ, ψ〉Y
‖ϕ‖X‖ψ‖Y ≤ µ
−1 . (2.6)
Under conditions (2.5) and (2.6), for every u ∈ X˜ ⊆ X , there exists a unique, regular
solution q(u) of (2.2) which is uniformly bounded with respect to u ∈ X˜ in the sense that
there exists a constant C(F, X˜) > 0, independent of q, such that
sup
u∈X˜
‖q(u)‖X ≤ C(F, X˜) . (2.7)
For (2.5) - (2.7) being valid, we shall say that the set {(u, q(u)) : u ∈ X˜} ⊂ X˜ ×X forms
a regular branch of nonsingular solutions.
If, in addition to Frechet differentiability of R with respect to q, for every u ∈ X˜ ⊆ X ,
the nonlinear functional is also Frechet differentiable with respect to u at every point of
the regular branch {(u, q(u)) : u ∈ X˜} ⊂ X˜ × X , then the dependence of the mapping
relating u to q(u) with the branch of nonsingular solutions, is locally Lipschitz on X˜: i.e.
there exists a Lipschitz constant L(F, X˜) such that
∀u, v ∈ X˜ : ‖q(u)− q(v)‖X ≤ L(F, X˜)‖u− v‖X . (2.8)
This follows from (Duq)(u) = −(DqR)−1(DuR), and from the bounded invertability of
the differential DqR on the regular branch, implied by (2.5).
In what follows, we place ourselves in the abstract setting (2.2) with a uniformly
continuously differentiable mapping R(u; q) in a product of neighborhoods BX(〈u〉;R)×
BX (q(〈u〉);R) of sufficiently small radius R > 0. The quantity q(〈u〉) ∈ X is the corre-
sponding regular solution of (2.2) at the nominal value 〈u〉 ∈ X .
2.2 Uncertainty parametrization
We shall be concerned with the particular case where u ∈ X is a random variable taking
values in a subset X˜ of the Banach space X . We assume that X is separable, infinite-
dimensional, and admits an unconditional Schauder basis {ψj}j≥1: X = span{ψj : j ≥ 1}.
Moreover, we assume the summability condition∑
j≥1
‖ψj‖X <∞ . (2.9)
5
Let U = [−1, 1]N and assume that1
X˜ =
{
u = 〈u〉+
∑
j≥1
yjψj : y = (y1, y2, . . .) ∈ U
}
.
The properties of the set X˜ depend on the properties of the sequence (ψj)j≥1. Uncertain
data u with “higher regularity” (when measured in a smoothness scale {Xt}t≥0 with
X = X0 ⊃ X1 ⊃ X2 ⊃ ...) corresponds to a stronger decay of the sequence (‖ψj‖X)j≥1:
specifically, we shall assume in what follows that {ψj}j≥1 is scaled such that the sequence
b = (bj)j≥1 given by
b := {‖ψj‖X}j≥1 ∈ ℓp(N) for some 0 < p < 1 . (2.10)
Once an unconditional Schauder basis Ψ = {ψj}j≥1 of X has been selected, every realiza-
tion u ∈ X˜ can be identified in a one-to-one fashion with the pair (〈u〉,y) via
u = 〈u〉+
∑
j≥1
yjψj , (2.11)
where 〈u〉 ∈ X denotes the nominal instance of the uncertain datum u and y is the
coordinate vector of the basis representation (2.11).
Remark 2.1. The operator A(u; q) in (2.2) becomes, via the uncertainty parametrization
(2.11), a parametric, deterministic operator family A(u(y); q) which we denote (with a
slight abuse of notation) by {A(y; q) : y ∈ U}, with the parameter set U = [−1, 1]N and
with the basis {ψj}j≥1. Similarly we write R(y; q) instead of R(u; q) in the following. In
the particular case that the parametric operator family is linear, we have A(y; q) = A(y)q
with A(y) ∈ L(X ,Y ′). We do not assume, however, that the maps X ∋ q 7→ A(y; q) ∈ Y ′
are linear.
With these conventions and with (2.11), we may restate (2.2) as parametric operator
equation: given F : U → Y ′,
find q(y;F ) ∈ X : ∀y ∈ U : R(y; q) := A(y; q)− F (y) = 0 in Y ′ (2.12)
or, equivalently, with a(y; q, v) = Y ′〈A(y; q), v〉Y and f(y; v) := Y ′〈F (y), v〉Y ,
Y ′〈R(y; q), v〉Y = a(y; q, v)− f(y; v) = 0 ∀v ∈ Y . (2.13)
With this understanding, and under the assumptions (2.7) and (2.8), the operator equa-
tion (2.2) will admit, for every y ∈ U , a unique solution q(y;F ) which is, due to (2.7) and
(2.8), uniformly bounded and depends Lipschitz continuously on the parameter sequence
y ∈ U : there holds
sup
y∈U
‖q(y;F )‖X ≤ C(F, U) (2.14)
1In our discussion of QMC quadrature ahead, we rescale this set to [−1/2, 1/2]N, shift it to [0, 1]N in
order to integrate with respect to the product of the Lebesgue-measure in [0, 1]N.
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for some constant C(F, U) which is independent of q, and, if the local Lipschitz condition
(2.8) holds, there exists a Lipschitz constant L > 0 such that (denoting by y,y′ ∈ U the
coefficient sequences associated with u, v ∈ X˜ via (2.11))
‖q(y;F )− q(y′;F )‖X ≤ L(F, U)‖u− v‖X
≤ L(F, U)‖y − y′‖ℓ∞(N)
∑
j≥1 ‖ψj‖X . (2.15)
We remark that the Lipschitz constant L(F, U) > 0 in (2.15) is not, in general, equal to
L(F, X˜) in (2.8): it depends on 〈u〉 ∈ X and on the choice of {ψj}j≥1.
2.3 (Petrov-)Galerkin discretization
In this section we present, based on the theory in [17, Chapter IV.3] and in [33], which
goes back to [3] and to M. Crouzeix, an error analysis of (Petrov-)Galerkin discretizations
of (2.12) for the approximation of regular branches of solutions of smooth, nonlinear
problems (2.2). This will allow us, in the next section, to generalize the results [26,
25, 27] on Quasi-Monte Carlo (QMC) (Petrov-)Galerkin approximations for countably-
parametric operator equations (2.12).
To this end, as in [36, 10], we assume that we are given two one-parameter sequences
{X h}h>0 ⊂ X and {Yh}h>0 ⊂ Y of finite dimensional subspaces. We assume also that, as
the discretization parameter h ↓ 0, these sequences are dense in X and in Y , respectively.
For the computational complexity analysis, we further assume the following approximation
properties: there is a scale {Xt}t≥0 of subspaces such that Xt′ ⊂ Xt ⊂ X0 = X for any
0 < t < t′ <∞ and such that, for 0 < t ≤ t¯ and for 0 < h ≤ h0, there holds
∀v ∈ Xt : inf
vh∈Xh
‖v − vh‖X ≤ Ct ht ‖v‖Xt . (2.16)
Typical examples of smoothness scales {Xt}t≥0 are given by the Sobolev scale Xt =
H1+t(D) in smooth domains (or by its weighted counterparts in polyhedra [30]).
Proposition 2.2. Under the assumptions of Proposition 2.1 and if, in addition, the
subspace sequences {X h}h>0 ⊂ X and {Yh}h>0 ⊂ Y are stable, i.e., there exist µ¯ > 0 and
h0 > 0 such that for every 0 < h ≤ h0, there hold the uniform (with respect to y ∈ U)
discrete inf-sup conditions
∀y ∈ U : inf
06=vh∈Xh
sup
06=wh∈Yh
Y ′〈(DqR)(y; q0)vh, wh〉Y
‖vh‖X‖wh‖Y ≥ µ¯ > 0 , (2.17)
∀y ∈ U : inf
06=wh∈Yh
sup
06=vh∈Xh
Y ′〈(DqR)(y; q0)vh, wh〉Y
‖vh‖X‖wh‖Y ≥ µ¯ > 0 . (2.18)
Assume in addition that the differential (DqR)(y; q) ∈ L(X ,Y ′) is Lipschitz with respect
to q, uniformly with respect to y ∈ U , i.e.
∀y ∈ U : ‖(DqR)(y; q)− (DqR)(y; q˜)‖L(X ,Y ′) ≤ L‖q − q˜‖X , (2.19)
where the Lipschitz constant is independent of y.
Then, for every 0 < h ≤ h0 the (Petrov-)Galerkin approximations: given y ∈ U ,
find qh(y) ∈ X h : Y ′〈R(y; qh(y)), wh〉Y = 0 ∀wh ∈ Yh , (2.20)
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are uniquely defined and converge quasioptimally; i.e. there exists a constant C > 0 such
that for all y ∈ U
‖q(y)− qh(y)‖X ≤ C
µ¯
inf
06=vh∈Xh
‖q(y)− vh‖X . (2.21)
If the parametric response q(y) belongs to Xt uniformly w.r.t. y ∈ U , and if, moreover,
(2.16) holds, then there exists a constant C > 0 such that, for every y ∈ U
‖q(y)− qh(y)‖X ≤ C
µ¯
ht sup
y∈U
‖q(y)‖Xt . (2.22)
This result follows, under the stated hypotheses, from [33, Theorem 4]. In the ensu-
ing QMC convergence analysis we shall also require error bounds for the dimensionally
truncated parameter sequences. The present framework of regular branches of solutions
of nonlinear operator equations covers many equations of interest in applications: we
mention only problems of viscous, incompressible flows (see, e.g., [17, Chapter IV.4, IV.5]
for viscous, incompressible flow, [4, Section 5] for nonlinear, elliptic PDEs in uncertain
domains, and for linear, parabolic PDEs in uncertain domains).
2.4 Dimension truncation
For a truncation dimension s ∈ N, denote the s-term truncation of the series representa-
tion (2.11) of the uncertain datum u by us ∈ X . Then, dimension truncation is equivalent
to setting yj = 0 for j > s in (2.11). For y ∈ U , we define
y{1:s} := (y1, y2, ..., ys, 0, 0, ...). (2.23)
We denote by qs(y) the solution of the corresponding parametric weak problem (2.12).
Unique solvability of (2.12) for every y ∈ U implies also unique solvability for the dimen-
sion truncated problem with solution qs(y) = q(y{1:s}) and introduce u
s(y) := u(y{1:s}).
We bound the dimension truncation error q(y)− qs(y) based on
Assumption 1. (i) b ∈ ℓp(N) for some 0 < p < 1, i.e. (2.10) holds;
(ii) the bj are enumerated in non-increasing order, i.e.
b1 ≥ b2 ≥ · · · ≥ bj ≥ · · · . (2.24)
Under Assumption 1, we consider the s-term truncated problem: given y{1:s} ∈ U
find qs ∈ X : Y ′〈R(y{1:s}; qs), w〉Y = 0 ∀w ∈ Y . (2.25)
Under our assumption on well-posedness of the problem (2.1) uniformly for all u ∈
BX(〈u〉;R), the basis property (2.11) of the sequence {ψj} implies that us ∈ X˜ . There-
fore, the parametric problem (2.25) admits a unique solution for every y ∈ U .
Theorem 2.1. Under the Assumptions in Section 2.1, and assuming (2.10) and (2.11),
for every f ∈ Y ′, for every y ∈ U and for every s ∈ N, the solution qs(y) of the parametric
weak problem (2.12) with s-term truncated parametric expansion (2.11) satisfies, with b
as defined in (2.10),
sup
y∈U
‖q(y)− qs(y)‖X ≤ C(F,X)
∑
j≥s+1
bj . (2.26)
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Moreover, for every observation functional O(·) ∈ X ′, there holds the dimension-truncation
error bound
|I(O(q))− I(O(qs))| ≤ C˜
( ∑
j≥s+1
bj
)
(2.27)
for some constant C˜ > 0 independent of s. In addition, if conditions (2.9), (2.10) and
(2.24) hold, then
∑
j≥s+1
bj ≤ min
(
1
1/p− 1 , 1
)(∑
j≥1
bpj
)1/p
s−(1/p−1) . (2.28)
Proof. From the Lipschitz dependence (2.8), we obtain
∀y ∈ U : ‖q(y)− qs(y)‖X ≤ L(F, X˜)‖u(y)− us(y)‖X .
From (2.11), the p-summability (2.10) of the sequence b and the monotonicity (2.24) we
infer that the error of the s-term truncation us(y), ‖u(y)− us(y)‖X , can be bounded by
a best s-term truncation error of b in the norm of ℓ1(N) by
sup
y∈U
‖u(y)− us(y)‖X ≤
∑
j≥s+1
bj .
The p-summability b ∈ ℓp(N) in Assumption 1(i) and the (assumed) ordering (2.24) imply
(2.28).
As y ∈ U implies y{1:s} ∈ U for all s ∈ N, we obtain from Proposition 2.2 immediately
Corollary 2.1. Under the assumptions of Proposition 2.2, for given y{1:s} ∈ U , the
dimensionally truncated (Petrov-)Galerkin approximations
find qh(y{1:s}) ∈ X h : Y ′〈R(y{1:s}; qh(y{1:s})), wh〉Y = 0 ∀wh ∈ Yh , (2.29)
admit unique solutions qh(y{1:s}) ∈ X h which converge, as h ↓ 0, quasioptimally to
q(y{1:s}) ∈ X , i.e. (2.21) and (2.22) hold with y{1:s} in place of y, with C > 0 and
µ¯ > 0 independent of s, of y ∈ U and of h.
2.5 Holomorphic parameter dependence
In the error analysis for QMC integration methods as presented, e.g., in [26, 25, 27],
derivative bounds for the integrand functions that are explicit with respect to the dimen-
sion s are essential. In [6, 4], such bounds were obtained via holomorphy of countably
parametric families of operator equations and their parametric solutions. By this we
mean that the parametric family of solutions permits, with respect to each parameter yj ,
a holomorphic extension into the complex domain C; for purposes of QMC integration, in
addition, some uniform bounds on these holomorphic extensions must be satisfied in order
to prove approximation rates and QMC quadrature error bounds which are independent
of the number of parameters which are “activated” in the QMC quadrature process.
In the remainder of Section 2 and throughout the next Section 3, all spaces X, X
and Y will be understood as Banach spaces over C, without notationally indicating so.
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2.5.1 (b, p, ε)-Holomorphy
In [21, 4], the notion of (b, p, ε)-holomorphy of parametric solutions has been introduced.
For κ > 1, we define the sets Tκ ⊃ [−1, 1] as
Tκ = {z ∈ C | dist(z, [−1, 1]) ≤ κ− 1} =
⋃
−1≤y≤1
{z ∈ C | |z − y| ≤ κ− 1} ⊂ C . (2.30)
Definition 2.1. ((b, p, ε)-holomorphy) For ε > 0 and for a positive sequence b = (bj)j≥1 ∈
ℓp(N) for some 0 < p < 1, we say that a parametric solution family q(y) : U 7→ X of (2.2)
satisfies the (b, p, ε)-holomorphy assumption if and only if all of the following conditions
hold:
1. For each y ∈ U , the map y 7→ q(y) from U to X is uniformly bounded w.r.t. the
parameter sequence y, i.e.
sup
y∈U
‖q(y)‖X ≤ B0 , (2.31)
for some finite constant B0 > 0.
2. For any sequence ρ := (ρj)j≥1 of numbers ρj > 1 that satisfies∑
j≥1
(ρj − 1)bj ≤ ε, (2.32)
the parametric solution map U ∋ y 7→ q(y) admits an extension z 7→ q(z) to the
complex domain that is holomorphic with respect to each variable zj in a cylindrical
set of the form Oρ :=
⊗
j≥1Oρj , where, for every integer j ≥ 1, Oρj ⊂ C is an open
set containing the closed tube Tρj . For a poly-radius ρ satisfying (2.32), we denote
by Tρ the corresponding cylindrical set Tρ :=
⊗
j≥1 Tρj ⊂ CN.
3. For any poly-radius ρ satisfying (2.32), there is a second family O˜ρ :=
⊗
j≥1 O˜ρj of
open, cylindrical sets
Oρj ⊂ O˜ρj ⊂ C
(strict inclusions), such that the extension is bounded on the closure O˜ρ of O˜ρ
according to
sup
z∈O˜ρ
‖q(z)‖X ≤ Bε , (2.33)
where Bε > 0 depends on ε, but is independent of ρ.
The notion of (b, p, ε)-holomorphy depends implicitly on the choice of sets Oρ and O˜ρ.
Depending on the approximation process in the parameter domain U under consideration,
a particular choice of the sets O˜ρj has to be made in order to obtain sharp convergence
bounds under minimal holomorphy requirements.
In [4, 6], the sets Oρ were chosen to contain Bernstein ellipses Eρ which are natural
in the context of Legendre polynomial chaos approximations. In the context of Taylor-
or Tschebyscheff polynomial approximations, polydiscs Oρ are natural (cf. [21]). For the
derivative bounds which arise in connection with higher order QMC error analysis (see,
e.g., [10, 26]), we use the tubes Tρ (2.30) as continuation domains Oρ and O˜ = Tρ˜ with
ρ˜ > ρ > 1.
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2.5.2 Holomorphic parametric operator equations
We next consider parametric models (2.12) and the regularity of their (countably-) para-
metric solution families. The following result, [4, Theorem 2.4], ensures (b, p, ε)-holomorphy
of the parametric solution map y 7→ q(y) with respect to the holomorphy domains Tρ
in Definition 2.1 under the assumption of (b, p, ε)-holomorphy of the parametric maps A
and F in (2.2) and (2.12).
Theorem 2.2. Assume that in (2.10) it holds b ∈ ℓp(N) for some 0 < p ≤ 1. Assume
further that (recall that X, X and Y are understood as Banach spaces over C) the residual
map X × X ∋ (u, q) 7→ R(u; q) ∈ Y ′ in (2.1) is continuously Frechet-differentiable, and
∀u ∈ X˜ : (DqR)(u; q(u)) ∈ L(X ,Y ′)
is an isomorphism.
Then there holds: (i) The parametric residual map R(z; q) in (2.2), (2.13) admits a
holomorphic extension (still denoted by R(z; q)) which satisfies the (b, p, ε)-holomorphy
assumptions for z ∈ Tρ with the same p and ε and with the same sequence b.
(ii) Then there exists ε > 0 such that the parametric regular branch of nonsingular
solutions, U ∋ y 7→ q(y), admits a holomorphic extension with respect to the parameters y
to the sets Tρ =
⊗
j≥1 Tρj with Tρj as in (2.30), for any ρ = (ρj)j≥1 which satisfies (2.32).
In particular, the parameter dependence of this holomorphic extension z 7→ q(z) ∈ X of
the regular branch of solutions is (b, p, ε)-holomorphic.
3 Parametric regularity of solutions
In this section we study the dependence of the solution q(y) of the parametric, variational
problem (2.12) on the parameter vector y, with precise bounds on the growth of the
partial derivatives. These derivative bounds imply, in conjunction with the results in [26],
dimension independent convergence rates for QMC quadratures.
In the following, let NN0 denote the set of sequences ν = (νj)j≥1 of nonnegative integers
νj , and let |ν| :=
∑
j≥1 νj. For |ν| < ∞, we denote the partial derivative of order ν of
q(y) with respect to y by
∂νy q(y) :=
∂|ν|
∂ν1y1∂
ν2
y2 · · ·
q(y) . (3.1)
In [5, 26, 24], bounds on the derivatives (3.1) were obtained by an induction argument
which strongly relied on affine-parametric dependence of A(y; q) on y.
Here, we derive alternative bounds on ‖(∂νy q)(y)‖X based on complex variable methods
which were used also in [6, 37, 34, 35, 4]. We shall see that in QMC integration these
bounds give rise to product weights at least for a finite (possibly large, but in general
operator-dependent) “leading” dimension of the parameter space. The argument is based
on holomorphic extension of the parametric integrand functions into the complex domain
(we remark that not all PDE problems afford such extensions and refer to [22] for an
example).
In certain cases, the possibility of covering the parameter intervals [−1, 1] by a finite
number of small balls (whose union is contained in a tube Tρj (2.30) for a radius ρj >
1 sufficiently close to 1) is required to verify (b, p, ε)-holomorphy for certain nonlinear
operator equations, see for example [4, Lemma 5.2].
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Theorem 3.1. For every mapping q(y) : U 7→ X which is (b, p, ε)-holomorphic on a
polytube Tρ of poly-radius ρ = (ρj)j≥1 with ρj > 1 satisfying (2.32), there exists a sequence
β ∈ ℓp(N) (depending on the sequence b in (2.32)) and a partition N = E ∪ Ec such that
the parametric solution q(y) satisfies, for every ν ∈ NN0 with |ν| <∞, the bound
sup
y∈U
‖(∂νyq)(y)‖X ≤ CνE!
∏
j∈E
β
νj
j × |νEc|!
∏
j∈Ec
β
νj
j . (3.2)
Here, E = {1, 2, ..., J} for some J(b) <∞ depending on the sequence b in (2.32), and for
ν ∈ NN0 , we set νE := {νj : j ∈ E}. The sequence β = (βj)j≥1 satisfies βj = 4‖b‖ℓ1(N)/ε
for 1 ≤ j ≤ J , i.e. it is in particular independent of j for 1 ≤ j ≤ J . Moreover, βj . bj
for j > J with the implied constant depending only on J(b) and on ‖b‖ℓ1(N).
The proof of the derivative bound is divided into two steps. To simplify the notation,
we give it for |yj| ≤ 1 and for a poly-radius ρ which satisfies ρj > 1. Later, in Section 4 it
is natural to consider the parameter domain [−1/2, 1/2]N. The assertion for the parameter
domain U = [−1/2, 1/2]N then follows via scaling by a factor of 1/2 (see Remark 4.3 for
details).
In the first step, we infer from (b, p, ε)-holomorphy of q(y), via Cauchy’s integral
formula, bounds on supy∈[−1,1]N ‖(∂νy q)(y)‖X in terms of the maximum of the analytic
continuation of q(y) to the domain Tρ of points in the “polytube” Tρ. These derivative
bounds are valid for any poly-radius ρ which is (b, p, ε)-admissible in the sense that (2.32)
holds. The result of the first step is recorded in Lemma 3.1.
In the second step of the proof, we use a ν-dependent choice of a (b, p, ε)-admissible
poly-radius ρ for which (2.32) holds to obtain the (ν-independent) weight sequence β:
for given ν ∈ NN0 such that |ν| <∞, we then define a (b, p, ε)-admissible poly-radius ρ(ν)
so that (3.2) is satisfied for this ν, with constants C0 and the sequence β independent of
ν.
In the following let for ν ∈ NN0 the support of ν be denoted by supp ν := {j ∈ N :
νj 6= 0} ⊂ N. For a subset H ⊆ N, we denote its complement Hc = N\H and for a vector
y = (yj)j≥1, yH = (yj)j∈H denotes its “restriction” to H .
Lemma 3.1. For every mapping q(y) : U 7→ X which is (b, p, ε)-holomorphic on a
polytube Tρ of poly-radius ρ = (ρj)j≥1 with ρj > 1 satisfying (2.32), there holds
sup
yH∈
∏
j∈H [−1,1]
‖(∂νy q)(yH ,yHc)‖X ≤ sup
zH∈
∏
j∈H Tρj
‖q(zH ,yHc)‖Xν!
∏
j∈H
ρj
(ρj − 1)νj+1 ,
for every ν ∈ NN0 with |ν| <∞, where H = suppν and for every yHc ∈
∏
j∈Hc[−1, 1].
Proof. The condition (2.32) on the poly-radius ρ implies, with the assumption of (b, p, ε)-
holomorphy of the parametric map q(y), the estimate
‖q(zH ,yHc)‖X ≤ B (3.3)
for some B ≥ 1 (depending on ε) and for every zH ∈
∏
j∈H Tρj and every yHc ∈∏
j∈Hc [−1, 1]. To simplify the notation in the following, w.l.o.g. we assume that H =
{1, . . . , K} for some K ∈ N0 (this may always be achieved by re-indexing the variables).
For b = (bj)j≥1, we further define the sequence ρ˜ by
ρ˜j = ρj + ε , j ∈ H , ε = δ∑
j∈H bj
, ρ˜j = ρj , j ∈ Hc ,
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for some small real number δ > 0. Then, for δ > 0 sufficiently small, also ρ˜ is an admissible
poly-radius, in the sense that the parametric solution admits a holomorphic continuation
to the set Tρ˜ ⊂ CN. In particular, qH is analytic in an open neighborhood of Uρ,H , where
we are writing qH(z1, . . . , zK) = qH(zH) ≡ q(zH , 0).
Cauchy’s integral formula can be applied successively with respect to each coordinate
zj ∈ Tρj with j ∈ H to obtain for every y ∈ U the representation
q(y1, . . . , yK ,yHc) = (2πi)
−K
∮
Γ′1(y1)
· · ·
∮
Γ′
K
(yK)
q(z′H ,yHc)
(z′1 − y1) · · · (z′K − yK)
dz′1 · · · dz′K ,
where now Γ′j(yj) ⊂ C denotes the circle with radius ρj − 1 and center yj ∈ [−1, 1] for
j ∈ H . Then, for all y ∈ U , the integration domains are contained in∏j∈H Tρj . Changing
the path of integration from Γ′j(yj) to ∂Tρj , the boundary of Tρj , and differentiating under
the integral sign in Cauchy’s integral formula now yields for every y ∈ U
(∂νy q)(y) = ν!(2πi)
−K
∮
∂Tρ1
· · ·
∮
∂TρK
q(z′1, . . . , z
′
K ,yHc)
(z′1 − y1)ν1+1 · · · (z′K − yK)νK+1
dz′1 · · · dz′K
since Γ′j(yj) ⊂ Tρj . Then, (3.3), |∂Tκ| = 2(2 + (κ− 1)π) and a standard estimate for the
integral yields the derivative bound: for every fixed yHc ∈ UHc ,
sup
yH∈
∏
j∈H [−1,1]
‖(∂νy q)(yH ,yHc)‖X
≤ sup
zH∈
∏
j∈H ∂Tρj
‖q(zH ,yHc)‖X
ν!
(2π)K
∏
j∈H
|∂Tρj |(ρj − 1)−νj−1
≤ sup
zH∈
∏
j∈H Tρj
‖q(zH ,yHc)‖X
ν!
(2π)K
∏
j∈H
2(2 + (ρj − 1)π)(ρj − 1)−νj−1
= sup
zH∈
∏
j∈H Tρj
‖q(zH ,yHc)‖Xν!
∏
j∈H
(
2
π
+ (ρj − 1))(ρj − 1)−(νj+1)
≤ sup
zH∈
∏
j∈H Tρj
‖q(zH ,yHc)‖Xν!
∏
j∈H
ρj
(ρj − 1)νj+1 .
(3.4)
Here we used
inf
yj∈[−1,1],z′j∈∂Tρj
{|z′j − yj|} ≥ ρj − 1 > 0 .
Proof of Theorem 3.1 In this proof, we will establish (3.2) using the result in Lemma 3.1.
To obtain these derivative bounds, for given ν ∈ NN0 with |ν| < ∞ and for fixed ε > 0,
we choose, with B ≥ 1 as in (3.3), J = J(ε, b) ∈ N0 as
J(ε, b) := min
{
s ∈ N |
∑
j>s
bj ≤ ε
4B
≤ ε
4
}
. (3.5)
Since b ∈ ℓ1(N), (3.5) defines for every ε > 0 a unique J(ε, b) ∈ N which, as we emphasize,
is independent of the particular multi-index ν. With J = J(b, ε), we define the set E :=
{1, 2, ..., J} ⊂ N and define Ec := N\E. For any multi-index ν ∈ F , we then introduce the
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partition ν = (νE ,νEc) where νE := {ν1, ν2, ..., νJ} and νEc := {νJ+1, νJ+2, ...}. Next,
we define κ := 1 + ε/(4‖b‖ℓ1(N)) > 1 and introduce, for ν ∈ F , the poly-radius ρ(ν) by
ρj :=
{
κ for j ∈ E ,
κ +
ε
2bj
νj
1 + |νEc| for j ∈ E
c . (3.6)
With this choice of ρ(ν) we verify that (2.32) holds. This follows since
∑
j≥1
(ρj − 1)bj ≤ (κ− 1)
J∑
j=1
bj +
∑
j>J
bj
(
κ− 1 + ε
2bj
νj
1 + |νEc|
)
=
ε
4‖b‖ℓ1
J∑
j=1
bj +
∑
j>J
bj
(
ε
4‖b‖ℓ1 +
ε
2bj
νj
1 + |νEc|
)
≤ ε
4
+
ε
4
+
ε
2
|νEc|
1 + |νEc| ≤ ε .
We introduce the notation φ(ρ) := π
2
ρ/(ρ−1) for ρ > 1. The property φ′(ρ) < 0 for ρ > 1
implies, for ρj as in (3.6), that φ(ρj) ≤ φ(κ) for all j ∈ N. Further we have φ(ρ) ≥ 1 for
all ρ > 1.
In the following we prove a bound on ν!
∏
j∈H
ρj
(ρj−1)
νj+1
(where H = supp ν), which
appears in Lemma 3.1. We obtain, assuming w.l.o.g. that J ≤ L := max{j : νj > 0},
that there holds the bound
ν!
∏
j∈H
ρj
(ρj − 1)νj+1 = νE !νE
c !
∏
1≤j≤L
2
π
φ(ρj)(ρj − 1)−νj
≤ νE !
{∏
j∈E
φ(κ)
(
4‖b‖ℓ1
ε
)νj}
× νEc!

∏
j∈Ec
νj>0
φ(ρj)
(
2bj
ενj
(1 + |νEc|)
)νj
=: νE!νEc!βE(ν)βEc(ν) .
We estimate βE(ν) and βEc(ν). We observe that in case that all νj ≥ 1 for j ∈ E
βE(ν) =
J∏
j=1
φ(κ)
(
4‖b‖ℓ1
ε
)νj
≤
(
φ(κ)
4‖b‖ℓ1
ε
)|νE |
,
which is of product weight form. In case some or all νj = 0 for j ∈ E, we find the bound
βE(ν) ≤ (φ(κ))J
(
4‖b‖ℓ1
ε
)|νE |
,
where we recall that J = J(b, ε) does not depend on ν.
Next we consider βEc(ν). Using φ(ρj) ≤ φ(κ), we obtain that
βEc(ν) ≤ φ(κ)|νEc |
∏
j∈Ec:νj>0
(
2bj
ε
)νj (1 + |νEc|
νj
)νj
≤
∏
j∈Ec:νj>0
(
2φ(κ)bj
ε
)νj (1 + |νEc|
νj
)νj
.
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We set dj := 2φ(κ)bj/ε, and d¯j := edj for j ∈ Ec. Then
βEc(ν) ≤
∏
j>J
(
dj
1 + |νEc|
νj
)νj
=
(1 + |νEc|)|νEc |
ν
νEc
Ec
∏
j>J
d
νj
j .
Stirling’s approximation implies that for all n ∈ N we have √2πnn+1/2 ≤ n!en ≤ enn+1/2.
This also implies that (1 + n)n ≤ nne2/√2π ≤ 3nn. Thus
(1 + |νEc|)|νEc |
ν
νEc
Ec
≤ 3 |νEc|
|νEc |
ν
νEc
Ec
≤ 3 |νEc|!e
|νEc |
√
2π
√|νEc|
∏
j∈Ec
νj>0
e
√
νj
νj !eνj
≤ 3√
2π
|νEc|!
νEc !
∏
j∈Ec e
√
νj√|νEc| .
Since e
√
νj ≤ eνj for integers νj > 0, we obtain
βEc(ν) ≤
3√
2π
|νEc|!
νEc!
d¯
νEc .
Combining all bounds, we find there exists a constant Cˆ > 0 (depending on p, ε, and on
b) such that there holds, for every ν ∈ NN0 with |ν| <∞, the bound
νE !νEc !βE(ν)βEc(ν) ≤
3√
2π
φ(κ)J
(
νE !
J∏
j=1
(
4‖b‖ℓ1
ε
)νj)
× |νEc|!
∏
j>J
d¯
νj
j
= CˆνE !
∏
j∈E
β
νj
j × |νEc|!
∏
j∈Ec
β
νj
j .
Here, βj = 4‖b‖ℓ1/ε for 1 ≤ j ≤ J is independent of ν and we have βj = d¯j ∼ bj for
j > J . By the choice of J(ε, b), Cˆ = eφ(κ)J(ε,b) depends on b and ε, but not on ν.
Remark 3.1. We see from the proof of Theorem 3.1 and, in particular, from (3.5), that
the “crossover-dimension” J(b, ε) between product weights and the more general hybrids
of product and of SPOD weights, depends on the precise structure of the decay of the
sequence b (rather than only on the summability exponent). It is therefore of some interest
to identify cases where J is large. This occurs for sequences b which exhibit a “plateau”
up to dimension J >> 1, i.e.
b1 = b2 = ... = bJ > bJ+1 ≥ bJ+2 ≥ ... ↓ 0 . (3.7)
Such cases appear, for example, in Karhunen-Loe`ve expansions of random fields u(y),
given by (2.11), with two-point correlation kernels which concentrate on a (non-dimensional)
spatial correlation length scale 0 < λ << 1, in D ⊂ Rd a bounded domain. In this case,
typically J ∼ 1/λd. E.g. for λ ∼ 0.01 in three space dimensions, J ∼ 106.
To exploit the derivative bounds (3.2), it is of utmost importance to have a fast CBC
construction of higher-order QMC rules which are able to exploit (3.7). We address a
suitable CBC construction of corresponding QMC rules and estimates of the QMC errors
incurred by these rules in the ensuing sections, thereby extending [1, 2, 10].
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4 Quasi-Monte Carlo integration
In Theorem 3.1 we established bounds on the derivatives of (b, p, ε)-analytic solution fam-
ilies of smooth, nonlinear parametric operator equations with (b, p, ε)-analytic operators.
Here, we establish error bounds for QMC quadratures for these integrand functions. The
convergence estimates obtained here are uniform in the dimension s of the parameter
domain. The application of the QMC quadratures to the formally countably-parametric
problems must therefore be prepared by dimension truncation, i.e. we consider (2.25) and
its (Petrov-)Galerkin discretization (2.29). As we explained in the introduction, in order
to approximate the mathematical expectation of the random solutions by QMC methods,
we truncate the infinite sum in (2.11) to a finite number of s ≥ 1 terms.
4.1 Higher-order QMC quadrature based on digital nets
For an integrand G ∈ C0([0, 1]s), we want to approximate the s-dimensional integral
Is(G) :=
∫
[0,1]s
G(y) dy (4.1)
by an equal weight QMC quadrature rule of the form
QN,s(G) :=
1
N
N−1∑
n=0
G(yn) , (4.2)
with judiciously chosen points y0, . . . ,yN−1 ∈ [0, 1]s. For completeness we repeat the
necessary definitions and results from [10] in the following.
Definition 4.1 (Norm and function space). Let α, s ∈ N, 1 ≤ q ≤ ∞ and 1 ≤ r ≤ ∞, and
let γ = (γu)u⊂N be a collection of nonnegative real numbers, known as weights. Assume
further that for every s ∈ N, the integrand function G : [0, 1]s → R has partial derivatives
of orders up to α with respect to each variable. Set 0/0 := 0 and a/0 := ∞ for a > 0.
We quantify the smoothness of the integrand function G in (4.1) by the higher order
unanchored Sobolev norm 2
‖G‖s,α,γ,q,r :=
( ∑
u⊆{1:s}
(
γ−qu
∑
v⊆u
∑
τ
u\v∈{1:α}|u\v|∫
[0,1]|v|
∣∣∣∣ ∫
[0,1]s−|v|
(∂
(αv,τu\v,0)
y G)(y) dy{1:s}\v
∣∣∣∣qdyv
)r/q)1/r
,
(4.3)
with the obvious modifications if q or r is infinite. Here {1 : s} is a shorthand notation
for the set {1, 2, . . . , s}, and (αv, τ u\v, 0) denotes a sequence ν with νj = α for j ∈ v,
νj = τj for j ∈ u \ v, and νj = 0 for j /∈ u. Let Ws,α,γ,q,r denote the Banach space of all
such functions F with finite norm.
2We point out that (4.3) differs from the expression for the norm given in [10] which contains a misprint
and which should read as in (4.3).
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By the definition of 0/0 and a/0, if γu = 0 for some u then the corresponding term∑
v⊆u
∑
τ
u\v∈{1:α}
|u\v|
∫
[0,1]s−|v|
(∂
(αv,τu\v,0)
y G)(y) dy{1:s}\v has to be 0 for all G ∈ Ws,α,γ,q,r.
The following result is an upper bound on the worst-case integration error inWs,α,γ,q,r
using a QMC rule based on a digital net, see [10, Theorem 3.5].
Theorem 4.1 (Worst case error bound). Let α, s ∈ N with α > 1, 1 ≤ q ≤ ∞ and
1 ≤ r ≤ ∞, and let γ = (γu)u⊂N denote a collection of weights. Let r′ ≥ 1 satisfy
1/r + 1/r′ = 1. Let b be prime, m ∈ N, and let S = {yn}b
m−1
n=0 denote a digital net with
generating matrices C1, . . . , Cs ∈ Zαm×mb . Then we have
sup
‖G‖s,α,γ,q,r≤1
∣∣∣∣∣ 1bm
bm−1∑
n=0
G(yn)−
∫
[0,1]s
G(y) dy
∣∣∣∣∣ ≤ es,α,γ,r′(S) ,
with
es,α,γ,r′(S) :=
( ∑
∅6=u⊆{1:s}
(
C
|u|
α,b γu
∑
ku∈D∗u
b−µα(ku)
)r′)1/r′
. (4.4)
Here D∗u is the “dual net without 0 components” projected to the components in u, defined
by
D∗u :=
{
ku ∈ N|u| :
∑
j∈u
C⊤j trαm(kj) = 0 ∈ Zmb
}
, (4.5)
where trαm(k) := (κ0,κ1, . . . ,καm−1)
⊤ if k = κ0+κ1b+κ2b
2+· · · with κi ∈ {0, . . . , b−1}.
Moreover, we have µα(ku) =
∑
j∈u µα(kj) with
µα(k) :=

0 if k = 0,
a1 + · · ·+ amin(α,ρ)
if k = κ1b
a1−1 + · · ·+ κρbaρ−1 with
κi ∈ {1, . . . , b− 1} and a1 > · · · > aρ > 0,
(4.6)
and
Cα,b := max
(
2
(2 sin π
b
)α
, max
1≤z≤α−1
1
(2 sin π
b
)z
)
×
(
1 +
1
b
+
1
b(b+ 1)
)α−2(
3 +
2
b
+
2b+ 1
b− 1
)
. (4.7)
Remark 4.1. For the special but important case b = 2, Yoshiki [41] achieved an im-
provement of the constant Cα,2. He showed that one can choose Cα,2 = 2
−1/q′, where
1 ≤ q′ ≤ ∞ is the Ho¨lder conjugate of q, i.e. 1/q + 1/q′ = 1, and q is the parameter
appearing in the norm (4.3).
We recall the special case where the integrand G(y) is a composition of a continuous,
linear functional O(·) ∈ X ′ with the (Petrov-)Galerkin approximation qsh(2y − 1) of the
dimension-truncated, parametric and (b, p, ε)-holomorphic, operator equation (2.1). In
this case, for every s ∈ N and for every h > 0 sufficiently small, the integrand functions
G(y) := (O ◦ qsh)(y{1:s}) are, likewise, (b, p, ε)-holomorphic uniformly w.r.t. s ∈ N and
to h > 0. By Theorem 3.1, they satisfy the derivative estimates (3.2) uniformly w.r.t.
s ∈ N and to h > 0. For integrand functions G(y) which satisfy (3.2), we proved in
[10] convergence rates of QMC quadratures which are based on higher order digital nets.
Precisely, we showed in [10, Section 3] a special case of the following result.
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Proposition 4.1. Let s ≥ 1 and N = bm for m ≥ 1 and prime b. Let β = (βj)j≥1
be a sequence of positive numbers, and denote by βs = (βj)1≤j≤s its s-term truncation.
Assume that
∃ 0 < p ≤ 1 :
∞∑
j=1
βpj <∞ . (4.8)
Define, for 0 < p < 1 as in (4.8),
α := ⌊1/p⌋+ 1 . (4.9)
Consider integrand functions G(y) whose mixed partial derivatives of order α satisfy
∀y ∈ U ∀s ∈ N ∀ν ∈ {0, 1, . . . , α}s : |(∂νyG)(y)| ≤ c(G)νE!
∏
j∈E
β
νj
j × |νEc|!
∏
j∈Ec
β
νj
j
(4.10)
for some fixed integer J ∈ N where E = {1, 2, . . . , J} and Ec = N\E, and where c(G) > 0
is independent of y, s and of ν. Then, for every N ∈ N, an interlaced polynomial lattice
rule of order α with N points can be constructed using a fast component-by-component
algorithm, using O(α (min{s, J}+ α(s− J)+)N logN) operations, plus O(α2(s− J)2+N)
update cost, plus O(N + α(s− J)+N) memory cost, where (w)+ = max{0, w}, such that
there holds the error bound
∀s,N ∈ N : |Is(G)−QN,s(G)| ≤ Cα,β,b,pN−1/p , (4.11)
where Cα,β,b,p <∞ is a constant independent of s and N .
Proof. For a function G satisfying (4.10), its norm (4.3) with r = ∞ and for any q, can
be bounded by
‖G‖s,α,γ,q,∞ ≤ c max
u⊆{1:s}
γ−1u
∑
νu∈{1:α}|u|
νu∩E !
∏
j∈u∩E
(
2δ(νj ,α)β
νj
j
) |νu∩Ec|! ∏
j∈u∩Ec
(
2δ(νj ,α)β
νj
j
)
= c(G) max
u⊆{1:s}
γ−1u
∑
νu∈{1:α}|u|
νu∩E! |νu∩Ec|!
∏
j∈u
(
2δ(νj ,α)β
νj
j
)
,
where δ(νj, α) is 1 if νj = α and is 0 otherwise. To make ‖G‖s,α,γ,q,∞ ≤ c, we choose
γu :=
∑
νu∈{1:α}|u|
νu∩E ! |νu∩Ec|!
∏
j∈u
(
2δ(νj ,α)β
νj
j
)
. (4.12)
With that, we can apply [10, Theorem 5.3] to get the estimate (4.11). We remark that
when E = ∅, we recover the case of SPOD weights as in equation (3.17) in [10].
Remark 4.2. A more precise bound (4.11) with an explicit constant Cα,β,b,p is given in
Eq. (5.16) below.
Remark 4.3. Notice that the bound (4.10) was shown in Theorem 3.1 for functions
defined on [−1, 1]N, whereas now we use (the dimension truncated version) [0, 1]s. The
change from [−1, 1] to [0, 1] can be achieved by the simple linear transformation y 7→
(y + 1)/2. Using (3.2) together with this change of variable in Proposition 4.1 increases
the constant in (4.7) by a factor of at most 2α. Thus, in order for the theory to apply to
the integrands from Sections 2 and 3, we need to multiply Cα,b in (4.7) by 2
α. In other
words we need to replace Cα,b by C
′
α,b = 2
αCα,b.
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4.2 Combined error bound
From the error bound in Theorem 2.1 on the impact of dimension truncation, the QMC
integration error bound in Proposition 4.1, and from the properties (2.21) and (2.22) of
the (Petrov-)Galerkin projection (2.29) we obtain
Theorem 4.2. Consider the nonlinear, parametric operator equation (2.2) under the
assumptions made in Section 2.1, and under Assumption 1 on p-summability (2.10) and
the decreasing arrangement (2.24) of the sequence b. If the approximation property (2.16)
holds, and if the parametric solutions q(y) of the problems (2.12) are uniformly Xt-regular
in the sense that there exists C(F, t) <∞ such that
sup
y∈U
‖q(y)‖Xt ≤ C(F, t) <∞ , (4.13)
then for the QMC-integrated, (Petrov-)Galerkin-approximated responses QN,s(O(q
s
h)) of
the parametric (Petrov-)Galerkin approximations qsh(y) ∈ X h defined in (2.29), there
holds the error bound
|I(O(q(·)))−QN,s(O(qsh))| ≤ C1(N−1/p + ht + s−(1/p−1)) .
Here, the constant C1 > 0 is independent of N , h and of s.
Proof. We write
|I(O(q))−QN,s(O(qsh))| ≤ |I(O(q))− Is(O(qs))|+ |Is(O(qs))−QN,s(O(qs))|
+ |QN,s(O(qs − qsh))|
=: EI + EII + EIII .
The dimension truncation error EI is bounded by (2.27) and (2.28) in Theorem 2.1. Term
EII is a QMC error which is bounded by Proposition 4.1; this Proposition is applicable
based on Theorem 3.1, upon noting (2.23), i.e., that for finite truncation dimension s the
dimensionally truncated, parametric solution qs(y) can be interpreted as evaluation of
q(y) (to which Theorem 3.1 applies) at the particular parameter value y := (y{1:s}, 0).
The last term EIII is bounded using the equal weight property (4.2) of QN,s to infer
EIII ≤ ‖O‖X ′ sup
y{1:s}∈[−1/2,1/2)
s
‖qs(y{1:s})− qsh(y{1:s})‖X ≤ ‖O‖X ′ sup
y∈U
‖q(y)− qh(y)‖X
and the (Petrov-)Galerkin error supy∈U ‖q(y)− qh(y)‖X ≤ Cht.
5 Fast component-by-component construction
Here, we outline, based on [31, 20, 10], a modification of the fast CBC construction of
the generating vector for the QMC rule; while asymptotically, as s→∞, the complexity
of this construction equals that of the CBC construction for the SPOD weights in [10],
for finite, large values of the index J in the proof of Theorem 3.1 (which do occur in
practical situations as outlined in Remark 3.1), we obtain quantitative advantages for the
construction based on “ hybrid QMC-weights ”, as outlined in what follows. We follow
[10] closely in our exposition below.
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As quadrature rule we use (interlaced) polynomial lattice rules which are a special
class of (higher order) digital nets, and which were introduced by Niederreiter, see [29],
see also [14, 28, 32]. We state the definition of these rules in the following. Let b be a
prime number, Zb be the finite field with b elements, Zb[x] be the set of all polynomials
with coefficients in Zb and Zb((x
−1)) be the set of all formal Laurent series
∑∞
ℓ=w tℓx
−ℓ,
where w is an arbitrary integer and tℓ ∈ Zb for all ℓ.
Definition 5.1 (Polynomial lattice rules). For a prime b and any m ∈ N, let P ∈ Zb[x]
be an irreducible polynomial with deg(P ) = m. For a given dimension s ≥ 1, select s
polynomials q1(x), . . . , qs(x) from the set
Pb,m := {q(x) ∈ Zb[x] \ {0} : deg(q) < m} , (5.1)
and write collectively
q = q(x) = (q1(x), . . . , qs(x)) ∈ Psb,m . (5.2)
For each integer 0 ≤ n < bm, let n = η0 + η1b + · · ·+ ηm−1bm−1 be the b-adic expansion
of n, and associate with n the polynomial
n(x) =
m−1∑
r=0
ηr x
r ∈ Zb[x] .
Furthermore, we denote by vm the map from Zb((x
−1)) to the interval [0, 1) defined for
any integer w by
vm
(
∞∑
ℓ=w
tℓ x
−ℓ
)
=
m∑
ℓ=max(1,w)
tℓ b
−ℓ .
Then, the QMC point set SP,b,m,s(q) of a (classical) polynomial lattice rule comprises the
points
yn =
(
vm
(
n(x)q1(x)
P (x)
)
, . . . , vm
(
n(x)qs(x)
P (x)
))
∈ [0, 1)s, n = 0, . . . , bm − 1 .
Interlaced polynomial lattice rules are special families of higher order digital nets
[7, 8]. These quadrature rules were first studied in [20, 18, 19] since they yield faster CBC
constructions.
Definition 5.2 (Interlaced polynomial lattice rules). Define the digit interlacing function
with interlacing factor α ∈ N by
Dα : [0, 1)
α → [0, 1)
(x1, . . . , xα) 7→
∑∞
a=1
∑α
j=1 ξj,ab
−j−(a−1)α ,
(5.3)
where xj = ξj,1b
−1+ ξj,2b
−2+ · · · for 1 ≤ j ≤ α. We also define such a function for vectors
by setting
Dα : [0, 1)
αs → [0, 1)s
(x1, . . . , xαs) 7→ (Dα(x1, . . . , xα), . . . ,Dα(x(s−1)α+1, . . . , xsα)) . (5.4)
Then, an interlaced polynomial lattice rule of order α with bm points in s dimensions is
a QMC rule using Dα(SP,b,m,αs(q)) = {Dα(yn) : n = 0, . . . , bm − 1} as quadrature points,
for some given modulus P and generating vector q ∈ Pαsb,m.
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We have the following upper bound for the worst-case error of interlaced polynomial
lattice rules [10, Section 3.2]
es,α,γ,1(S) ≤
∑
∅6=v⊆{1:αs}
(C ′α,b)
|u(v)| γu(v) b
α(α−1)|u(v)|/2
∑
ℓv∈D∗v
b−αµ1(ℓv) , (5.5)
where D∗v is the “dual net without 0 components” defined in terms of the generating
polynomials, see [10, Eq. (3.28)] and where we replaced Cα,b by C
′
α,b. Eq. (5.5) is derived
from (4.4) by setting r′ = 1 and using interlaced polynomial lattice rules, see [10] for
details. Here, for a given set ∅ 6= v ⊆ {1 : αs}, we define
u(v) := {⌈j/α⌉ : j ∈ v} ⊆ {1 : s} , (5.6)
where each element appears only once. The set u(v) can be viewed as an indicator on
whether the set v includes any element from each block of α components from {1 : αs}.
Since we do not have a suitable expression for the worst-case error es,α,γ,1 we use
the right-hand side of (5.5) as our search criterion in the CBC construction instead. To
simplify our notation, we define
Ed(q) :=
∑
∅6=v⊆{1:d}
γ˜v
∑
ℓv∈D∗v
b−αµ1(ℓv) . (5.7)
The case d = αs and the weights
γ˜v := (C
′
α,b)
|u(v)| γu(v) b
α(α−1)|u(v)|/2 (5.8)
are of particular interest for our purposes here. However, as shown in [10], the theorem
below holds for any d and also for general weights γ˜v.
Theorem 5.1 (CBC error bound). Let b ≥ 2 be prime, and α ≥ 2 and m, d ≥ 1 be
integers, and let P ∈ Zb[x] be an irreducible polynomial with deg(P ) = m. Let (γ˜v)v⊆{1:d}
be positive real numbers. Then a generating vector q∗ = (1, q∗2, . . . , q
∗
d) ∈ Pdb,m can be
constructed using a component-by-component approach, minimizing Ed(q) in each step,
such that
Ed(q∗) ≤
(
2
bm − 1
∑
∅6=v⊆{1:d}
γ˜λv
(
b− 1
bαλ − b
)|v|)1/λ
for all λ ∈ (1/α, 1] . (5.9)
It follows from Theorem 5.1 that an interlaced polynomial lattice rule with interlacing
factor α in s dimensions can be constructed using a CBC algorithm with weights (5.8),
such that
eα,γ,s,1(S) ≤ Eαs(q∗)
≤
(
2
bm − 1
∑
∅6=v⊆{1:αs}
(
(C ′α,b)
|u(v)| γu(v) b
α(α−1)|u(v)|/2
)λ( b− 1
bαλ − b
)|v|)1/λ
=
(
2
bm − 1
∑
∅6=u⊆{1:s}
(
(C ′α,b)
|u| γu b
α(α−1)|u|/2
)λ((
1 +
b− 1
bαλ − b
)α
− 1
)|u|)1/λ
.
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By substituting in γu from (4.12) and using Jensen’s inequality, we get
eα,γ,s,1(S) ≤
(
2
bm − 1
∑
∅6=u⊆{1:s}
∑
νu∈{1:α}|u|
(νu∩E !|νu∩Ec|!)λ
∏
j∈u
(
B 2δ(νj ,α)β
νj
j
)λ)1/λ
=
(
2
bm − 1
∑
0 6=ν∈{0:α}s
(νE∩{1:s}!|νEc∩{1:s}|!)λ
s∏
j=1
νj>0
(
B 2δ(νj ,α)β
νj
j
)λ)1/λ
, (5.10)
where
B := C ′α,b b
α(α−1)/2
((
1 +
b− 1
bαλ − b
)α
− 1
)1/λ
. (5.11)
We now show how we can choose λ such that the sum in (5.10) is bounded independently
of s. Let β˜j := 2max(B, 1)βj. Using the same argument as in [10], the sum in (5.10) is
bounded by ∑
0 6=ν∈{0:α}s
(
νE∩{1:s}!|νEc∩{1:s}|!
s∏
j=1
β˜
νj
j
)λ
,
where each term in the sum to be raised to the power of λ is of the form
ν1!ν2! · · · νJ !(νJ+1 + νJ+2 + · · ·+ νs)! β˜1 · · · β˜1︸ ︷︷ ︸
ν1
β˜2 · · · β˜2︸ ︷︷ ︸
ν2
· · · β˜s · · · β˜s︸ ︷︷ ︸
νs
, (5.12)
where for s ≤ J we set (νJ+1 + νJ+2 + . . .+ νs)! = 0! = 1 and νs+1! = · · · = νJ ! = 0! = 1.
We now define a sequence dj := β˜⌈j/α⌉ so that d1 = · · · = dα = β˜1 and dα+1 = · · · =
d2α = β˜2, and so on. Then any term of the form (5.12) is bounded by a term of the form( ∏
j∈v∩αE
α!dj
)
|v ∩ αEc|!
∏
j∈v∩αEc
dj
for some finite subset of indices v ⊂ N. As before, E = {1 : J} and we write
αE = {1, 2, . . . , αJ} and αEc = {αJ + 1, αJ + 2, . . . , } .
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Thus we conclude that∑
06=ν∈{0:α}s
(
νE∩{1:s}! |νEc∩{1:s}|!
s∏
j=1
νj>0
β˜
νj
j
)λ
≤
∑
v⊂N
|v|<∞
(( ∏
j∈v∩αE
α!dj
)
|v ∩ αEc|!
∏
j∈v∩αEc
dj
)λ
=
∑
w⊂αE
∑
u⊂αEc
|u|<∞
((∏
j∈w
α!dj
)
|u|!
∏
j∈u
dj
)λ
=
∑
w⊂αE
(∏
j∈w
α!dj
)λ ∑
u⊂αEc
|u|<∞
(
|u|!
∏
j∈u
dj
)λ
≤
αJ∏
j=1
(1 + (α!dj)
λ)
∞∑
ℓ=0
(ℓ!)λ
∑
u⊂αEc
|u|=ℓ
∏
j∈u
dλj
≤ exp
(
(α!)λ
∞∑
j=1
dλj
)
∞∑
ℓ=0
(ℓ!)λ−1
( ∞∑
j=1
dλj
)ℓ
,
(5.13)
where in the last step we used the estimation 1 + x = exp(log(1 + x)) ≤ exp(x).
Note that
∑∞
j=1 β
p
j < ∞ holds if and only if
∑∞
j=1 d
p
j < ∞. The last expression in
(5.13) is finite for p ≤ λ ≤ 1. The last expression in (5.13) is also finite if λ = 1 and∑∞
j=1 dj < 1. Since λ also needs to satisfy 1/α < λ ≤ 1, we choose
λ = p and α = ⌊1/p⌋+ 1 , (5.14)
and for p = 1 we assume additionally that
∑∞
j=1 dj < 1, which is equivalent to
∞∑
j=1
βj <
1
2αmax(B, 1)
. (5.15)
Thus with (5.14), in (5.9) we obtain a convergence of O(N−1/p) where N = bm with
the implied constant bounded by (5.13), which is independent of the dimension s. More
precisely, we obtain that the integration error is bounded by (using N = bm)
(
2
N − 1
)1/p exp(((⌊1/p⌋+ 1)!)p ∞∑
j=1
dpj
)
∞∑
ℓ=0
(ℓ!)p−1
(
∞∑
j=1
dpj
)ℓ1/p , (5.16)
where dj = 2max(B, 1)β⌈j/α⌉ and B is given by (5.11). We have not tried to optimize the
constant in (5.16) in terms of its dependence on 1/p. Indeed, the expression in brackets in
(5.16) grows at least of order exp(a1/p), for some a > 1. (If one was mainly interested in
the dependence of the constant on 1/p, then (5.9) yields a dependence of order exp(c/p2)
for some c > 0.)
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5.1 Component-by-component algorithm
A version of the component-by-component (or CBC) algorithm was first proposed by
Korobov [23] and rediscovered in [40] in the context of lattice rules for periodic functions.
A version for deterministically shifted lattice rules in weighted spaces was proposed by
[38], and the version for randomly shifted lattice rules was proposed in [39]. Here we focus
on the CBC algorithm for higher order interlaced polynomial lattice rule as proposed in
[20, 18, 19, 10].
We first derive a closed form expression for Ed(q) in (5.7) which can be used for
computation. Recall from Definition 5.1 that the j-th coordinate of the n-th point of the
interlaced polynomial lattice point set is
y
(n)
j = υm
(
n(x) qj(x)
P (x)
)
.
Note that y
(n)
j depends on the j-th component qj of the generating vector. In the following
we use results from [12]. We have
∑
ℓv∈D∗v
b−αµ1(ℓv) =
1
bm
bm−1∑
n=0
∏
j∈v
ω(y
(n)
j ) ,
where y
(n)
v = (y
(n)
j )j∈v is the projection of the n-th point y
(n) onto the coordinates in v,
ω(y) =
b− 1
bα − b − b
⌊logb y⌋(α−1)
bα − 1
bα − b ,
and where for y = 0 we set b⌊logb 0⌋(α−1) := 0. The last equality can be obtained by
multiplying [12, Eq. (2)] by b−α. Thus we have
Ed(q) = 1
bm
bm−1∑
n=0
∑
∅6=v⊆{1:d}
γ˜v
∏
j∈v
ω(y
(n)
j ) . (5.17)
The CBC construction proceeds inductively on the dimension, keeping the components
already calculated fixed and searching for the polynomial qd which minimizes Ed. To do
so, we separate the terms in Ed which depend on qd from those which do not depend on
qd. This depends on the particular form of the weights.
From (4.12) and (5.8) we obtain hybrid weights
γ˜v =
∑
ν
u(v)∈{1:α}
|u(v)|
νu(v)∩E ! |νu(v)∩Ec |!
∏
j∈u(v)
γj(νj) , with γj(νj) := C
′
α,b b
α(α−1)/2 2δ(νj ,α)β
νj
j .
Substituting this into (5.17) yields
Ed(q) = 1
bm
bm−1∑
n=0
∑
∅6=v⊆{1:d}
∑
ν
u(v)∈{1:α}
|u(v)|
νu(v)∩E ! |νu(v)∩Ec |!
( ∏
j∈u(v)
γj(νj)
)(∏
j∈v
ω(y
(n)
j )
)
.
Every block of α components in the generating vector q yields one component for the
interlaced polynomial lattice rule. In order to keep track of the block and position within
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each block, we replace the index d by a double index (s, t) such that s is the index for the
block and t is the index within the block, that is, we set
s = ⌈d/α⌉ and t = (d− 1) mod α + 1 such that d = α(s− 1) + t .
We now reorder the sums in Ed(q) according to ν = (ν1, . . . , νs) ∈ {0 : α}s and v ⊆ {1 : d}
so that the set u(v) consists of the indices j for which νj > 0. This yields
Es,t(q) = 1
bm
bm−1∑
n=0
∑
ν∈{0:α}s
|ν|6=0
∑
v⊆{1:d} s.t.
u(v)={1≤j≤s : νj>0}
νE! |νEc|!
( ∏
j∈u(v)
γj(νj)
)(∏
j∈v
ω(y
(n)
j )
)
=
1
bm
bm−1∑
n=0
(S1(n, s, t) + S2(n, s, t) + S3(n, s, t)), (5.18)
where
S1(n, s, t) :=
∑
νEs∈{0:α}
|Es|
|νEs |6=0
∑
v1⊆{1:min(d,αJ)} s.t.
u(v1)={1≤j≤min(s,J) : νj>0}
νEs!
( ∏
j∈u(v1)
γj(νj)
)(∏
j∈v1
ω(y
(n)
j )
)
,
(5.19)
S2(n, s, t) :=
∑
νEcs∈{0:α}
|Ecs |
|νEcs |6=0
∑
v2⊆{1+min(d,αJ):d} s.t.
u(v2)={min(s,J)<j≤s : νj>0}
|νEcs |!
( ∏
j∈u(v2)
γj(νj)
)(∏
j∈v2
ω(y
(n)
j )
)
,
(5.20)
S3(n, s, t) = S1(n, s, t) · S2(n, s, t),
with Es := E ∩ {1 : s}, Ecs := Ec ∩ {1 : s}, νEs = (νj)j∈Es and νEcs = (νj)j∈Ecs . For s ≤ J
we set S2(n, s, t) = 0 and for J = 0 we set S1(n, s, t) = 0.
We note that S1(n) has a product weight structure while S2(n) has an SPOD weight
structure. If d > αJ then S1(n) is fixed and we need to compute S2(n) only.
For d = α(s− 1) + t ≤ αJ we have
Es,t(q) = 1
bm
bm−1∑
n=0
∑
ν∈{0:α}s
|ν|6=0
∑
∅6=v1⊆{1:α(s−1)+t} s.t.
u(v1)={1≤j≤min(s,J) : νj>0}
( ∏
j∈u(v1)
νj !γj(νj)
)(∏
j∈v1
ω(y
(n)
j )
)
=
1
bm
bm−1∑
n=0
∑
∅6=u⊆{1:s}
(∏
j∈u
α∑
νj=1
νj !γj(νj)
) ∑
v1⊆{1:α(s−1)+t}
u(v1)=u
(∏
j∈v1
ω(y
(n)
j )
)
.
Replacing d by the double index (s, t) as before, we obtain for t = α that
Es,α(q) = 1
bm
bm−1∑
n=0
s∏
j=1
[
1 +
α∑
νj=1
νj !γj(νj)
( α∏
i=1
(1 + ω(y
(n)
j,i ))− 1
)]
︸ ︷︷ ︸
=:Ys(n)
−1 ,
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where we defined the quantity Ys(n), with Y0(n) := 1. For t < α we have
Es,t(q) = 1
bm
bm−1∑
n=0
[
1 +
α∑
νs=1
νs!γs(νs)
( t∏
i=1
(1 + ω(y
(n)
s,i ))︸ ︷︷ ︸
=:Vs,t(n)
−1
)]
Ys−1(n)− 1 ,
where Vs,t(n) is defined above. The part of Es,t(q) that is affected by qs,t is
bm−1∑
n=1
ω(y
(n)
s,t ) Vs,t−1(n) Ys−1(n) .
In order to compute this quantity for every qs,t ∈ Pb,m we need to perform the matrix-
vector multiplication using the matrix
Ω :=
[
ω
(
υm
(
n(x)q(x)
P (x)
))]
1≤n≤bm−1
q∈Pb,m
and the vector [Vs,t−1(n) Ys−1(n)]1≤n≤bm−1. A permutation can be applied to Ω using the
so-called Rader transform (see, e.g., [31])) such that the fast Fourier transform can be
used to carry out the matrix-vector multiplication. As shown in [31], this reduces the
cost of the matrix-vector multiplication to O(M logM) = O(N logN) operations, where
M = bm − 1 and N = bm.
Once qs,t has been computed for a given dimension, one has to update the products
Vs,t(n). This can be done in O(N) operations. After an entire block of α dimensions has
been computed, the products Ys(n) need to be updated, which can be done in O(N) oper-
ations. The total computational cost is then O(α sN logN) operations, with a memory
requirement of O(N).
When d > αJ we have
Es,t(q) = 1
bm
bm−1∑
n=0
S1(n, J, α) + S2(n, s, t) · (1 + S1(n, J, α)),
where S1(n, J, α) = YJ(n) − 1. Thus S1(n, J, α) has been computed in the first part of
the algorithm and is therefore now fixed. When the final block is complete and therefore
t = α, we have
S2(n, s, α) =
α(s−J)∑
ℓ=1
ℓ!
∑
ν∈{0:α}s−J
|ν|=ℓ
s∏
j=J+1
νj>0
[
γj(νj)
( α∏
i=1
(1 + ω(y
(n)
j,i ))− 1
)]
︸ ︷︷ ︸
=:Us,ℓ(n)
, (5.21)
where ν ∈ {0 : α}s−J is given by ν = (νj)j∈{J+1,J+2,...,s} and where we defined the quantity
Us,ℓ(n), with UJ,ℓ(n) := 1, Us,0(n) := 0, and Us,ℓ(n) := 0 for ℓ > α(s− J). When the final
26
block is incomplete, that is, t < α, by separating out the case νs = 0 in (5.18), we get
S2(n, s, t) =
α(s−1−J)∑
ℓ=1
ℓ!
∑
ν∈{0:α}s−1−J
|ν|=ℓ
s−1∏
j=J+1
νj>0
[
γj(νj)
( α∏
i=1
(1 + ω(y
(n)
j,i ))− 1
)]
+
α(s−J)∑
ℓ=1
min(α,ℓ)∑
νs=1
ℓ!
∑
ν∈{0:α}s−1−J
|ν|=ℓ−νs
(
s−1∏
j=J+1
νj>0
[
γj(νj)
( α∏
i=1
(1 + ω(y
(n)
j,i ))− 1
)]
× γs(νs)
( t∏
i=1
(1 + ω(y
(n)
s,i ))− 1
))
,
and thus
S2(n, s, t) = S2(n, s− 1, α) (5.22)
+
( t∏
i=1
(1 + ω(y
(n)
s,i ))︸ ︷︷ ︸
=:Vs,t(n)
−1
)( α(s−J)∑
ℓ=1
min(α,ℓ)∑
νs=1
γs(νs)
ℓ!
(ℓ− νs)! Us−1,ℓ−νs(n)︸ ︷︷ ︸
=:Xs,ℓ(n)︸ ︷︷ ︸
=:Ws(n)
)
,
where we defined Vs,t(n), Ws(n), and Xs,ℓ(n) as indicated, with Vs,0(n) := 1.
Since the polynomial qs,t only appears in the final factor of the products Vs,t(n), the
only part of Es,t(q) that is affected by qs,t is
bm−1∑
n=1
ω(y
(n)
s,t ) Vs,t−1(n)Ws(n) (1 + S1(n, J, α)) .
Computing this quantity for every qs,t ∈ Pb,m requires the matrix-vector multiplication
with the matrix Ω and the vector [Vs,t−1(n)Ws(n) (1 + S1(n, J, α))]1≤n≤bm−1. Again, one
can apply a permutation to the matrix Ω such that the fast Fourier transform can be
used [31]. The cost is then O(M logM) = O(N logN) operations, where M = bm − 1
and N = bm.
Once qs,t is chosen for dimension α(s− 1) + t, we update the products Vs,t(n) using
Vs,t(n) = (1 + ω(y
(n)
s,t )) Vs,t−1(n) .
This requires O(N) operations. After completing an entire block of α dimensions, also
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the values Us,ℓ(n) need to be updated. This can be done using the equation
Us,ℓ(n) = ℓ!
∑
ν∈{0:α}s−J−1
|ν|=ℓ
s−1∏
j=J+1
νj>0
[
γj(νj)
( α∏
i=1
(1 + ω(y
(n)
j,i ))− 1
)]
+ ℓ!
min(α,ℓ)∑
νs=1
∑
ν∈{0:α}s−J−1
|ν|=ℓ−νs
(
s−1∏
j=J+1
νj>0
[
γj(νj)
( α∏
i=1
(1 + ω(y
(n)
j,i ))− 1
)]
× γs(νs)
( α∏
i=1
(1 + ω(y
(n)
s,i ))− 1
))
= Us−1,ℓ(n) + (Vs,α(n)− 1)Xs,ℓ(n) .
Since the quantities Vs,α(n) and Xs,ℓ(n) can be pre-computed and stored, this update
requires O(α (s − J)+N) operations, where (x)+ = max{0, x}. In the next step, the
products Vs+1,0(n) need to be initialized by 1 with O(N) operations, and the quantities
Ws+1(n) and Xs+1,ℓ(n) need to be computed, which can be done in O(α2(s − J)+N)
operations. The algorithm then continuous the search in the new block.
We need to store the quantities Us,ℓ(n), Vs,t(n), Ws(n), and Xs,ℓ(n), which can be
overwritten as we increase s and t. Hence, the total memory requirement is O(α sN).
The total computational cost for the CBC construction up to dimension αs is therefore
bounded by
O (α min{s, J}N logN + α2(s− J)+N logN) search cost, plus
O(α2(s− J)2+N) update cost, plus
O(N + α(s− J)+N) memory cost .
Hence, for large values of J (as may occur in practice, cf. Remark 3.1), and for higher
orders α the product structure of the QMC weights up to dimension J , implied by (3.2),
imply quantitative advantages in the CBC construction.
We summarize the algorithm in Pseudocode 1 below; there, .∗ means element-wise
multiplication. Note that U(ℓ) for ℓ = 0, . . . , α(smax − J), and V , W , X(ℓ) for ℓ =
1, . . . , α(smax−J), and E are all vectors of length N−1, while Ωperm denotes the permuted
version of the matrix Ω. The vector E stores the values of Ed.
6 Conclusion
We have analyzed the convergence of a class of higher order Quasi Monte-Carlo (HO-
QMC) quadrature methods for the approximate evaluation of response-statistics of a class
of nonlinear operator equations subject to distributed uncertainty, corresponding (via an
unconditional Schauder basis) to infinite-dimensional, iterated integrals. We showed that
for operators with analytic dependence on the uncertain input, the HOQMC quadratures
achieve convergence rates which are independent of the parameter dimension and which
are, in a sense, best possible for a given sparsity measure of the parameter dependence.
The main result of the present paper, Theorem 3.1, is of independent interest and has ap-
plications beyond the QMC quadrature error analysis for parametric operator equations
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developed in the present paper: countably-parametric integrand functions with (b, p, ε)-
holomorphic dependence on the components yj of the parameter vector y admit high
order quasi Monte-Carlo quadratures with dimension-independent convergence rates of
order 1/p. As the proof of Theorem 3.1 involved analytic continuation, analogous results
hold also in other contexts, such as Bayesian inverse problems which will be considered
in [15]. We point out that the high order quasi Monte-Carlo error bounds in Proposition
4.1 require only finite differentiability of the integrand function with respect to the inte-
gration parameters; therefore the present convergence analysis also applies to classes of
nonanalytic integrand functions G(y), even with finite smoothness, as long as quantitative
bounds on its derivatives are available that are explicit with respect to the dimension s
of the domain of integration; we refer to [22] for an example. Theorem 3.1 allows us to
control derivatives of the integrand functions of arbitrary order, with constants which are
explicit in the derivative order and independent of the dimension of the parameter space.
Applications of the presently proposed, combined high order quasi Monte-Carlo quadra-
ture with Petrov-Galerkin discretizations of the forward problems to Bayesian inversion in
uncertainty quantification will be considered in [15]. There, the posterior densities admit
an infinite-dimensional, parametric deterministic representation which, as we show, “in-
herits” analyticity from the forward map (cp. also [37, 34, 35] and the references there).
Details on the extension of the present analysis to this problem class will be available
in [15], with Theorem 3.1 of the present paper taking again a key role. Numerical tests
confirming the results of the present paper and implementation details are provided in
[16].
In the present paper, we have confined the analysis to the so-called single-level version
of the HOQMC-PG discretization, and assumed minimal regularity G(·) ∈ X ′. Based on
the present results, multilevel discretizations can be designed which are more complicated
but which are expected to exhibit, in certain cases, superior performance (we refer to [11]
for the analysis of a higher order, multilevel QMC-PG algorithm in the particular case
of affine-parametric, linear operators). The analysis of such multilevel algorithms in the
present general context, will likewise be presented elsewhere.
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Pseudocode 1 (Fast CBC implementation for hybrid weights)
Y := 1
for s from 1 to min(J, smax) do
V := 1
for t from 1 to α do
E := Ωperm (V .∗ Y ) ⊲ compute – use FFT
qs,t := argminq∈Pb,mE(q) ⊲ select – pick the correct index
V :=
(
1+Ωperm(qs,t, :)
)
.∗ V ⊲ update products
end for
Y := (1+
∑α
νj=1
νs!γs(V − 1)) .∗ Y ⊲ update products
end for
S1 := Y − 1
if smax ≤ J then return
end if
U(0) := 1
U(1 : α (smax − J)) := 0
for s from J + 1 to smax do
V := 1 ⊲ initialize products and sums
W := 0
for ℓ from 1 to α(s − J) do
X(ℓ) := 0
for ν from 1 to min(α, ℓ) do
X(ℓ) := X(ℓ) + γs(ν)
ℓ!
(ℓ− ν)! U(ℓ− ν)
end for
W :=W +X(ℓ)
end for
for t from 1 to α do
E := Ωperm (S1 + (1+ S1).∗ V .∗W ) ⊲ compute – use FFT
qs,t := argminq∈Pb,mE(q) ⊲ select – pick the correct index
V :=
(
1+Ωperm(qs,t, :)
)
.∗ V ⊲ update products
end for
for ℓ from 1 to α(s − J) do ⊲ update sums
U(ℓ) := U(ℓ) + (V − 1) .∗ X(ℓ)
end for
end for
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