Abstract. We investigate the existence of solutions to systems of N differential equations representing connections between minima of potentials with several equal depths in R N . Using variational techniques and in particular a method introduced in [AF] we first prove such existence for N ≥ 2 and two minima. Dealing next with symmetric potentials corresponding to free bulk energies in crystals we establish existence for N ≥ 2 in various cases of more than two minima. Finally we obtain a sufficient condition establishing existence of connections to not necessarily symmetric potentials for arbitrary N and three minima.
Introduction
In this article we study existence of connections between global minima of a multiple-well potential. We call such connections heteroclinic connections or heteroclinics.
The setting of our problem is the following. Let E(U ) = for symmetric potentials and [S] where the potential satisfies more restrictive hypotheses. We refer to [AF] and the references therein. We further investigate existence of connections in the case of symmetric potentials having three or more global minima for some representative and quite general examples arising in the study of motion of interfaces in crystals. In particular for N = 2 and three minima these examples have been studied in [AFFS1] , [AFFS2] , [So] , and [SF] , 1], where κ > 0 is the anisotropy parameter. Using functional analytic or geometric singular perturbation techniques these authors establish existence and obtain detailed information of the solution, as κ approaches 0. In this direction we prove existence of heteroclinic connections without requiring restrictions on the size of the parameter for N = 2, 3.
Returning to general potentials with three global minima and N ≥ 2 we obtain a sufficient condition for existence of connections of the type of a strict triangle inequality involving the action. For N = 2 this condition is also considered in [ABG] , in the context of symmetric potentials, and in [AF] , where there is associated to geodesic distances defined by the Jacobi functional. In this last paper it is shown that this condition is also necessary.
This paper consists of three parts. Sections 2 to 4 form the first part which actually is an extension of the results of [AF] to our non-isotropic setting and deals with existence of heteroclinic connections. Hence for general N we define, in section 2, a constrained problem and we prove existence of a solution. We also discuss regularity properties of the solution. In section 3 we obtain information about the shape of the minimizer, and in section 4 by removing the constraint we show existence of a heteroclinic connection in the case of two minima. The second part consists of section 5 where we consider a model example and for N = 2, 3 and in the presence of symmetry we establish existence of connections for three or more minima. Finally in section 6 we give a sufficient condition that guarantees existence of connections for general potentials with three minima and N ≥ 2.
The constrained problem
The trivial solutions U (x) = ξ i , i = 1, . . . , m, of (1.1) satisfy E(ξ i ) = 0, hence they are global minimizers of the action E. In their presence and due to lack of compactness, since the equations in (1.1) are autonomous, it is difficult to construct a connection between minima of F by minimizing E. This difficulty in [AF] is surpassed by introducing certain type of constraints that are removed later. The heteroclinic connection joining the global minima ξ k and ξ l of F is trapped inside appropriate cylinders constructed below. Given
Proposition 2.1. Let ξ k and ξ n be global minima of F . Let µ and L be arbitrary and fixed, and let
, for all j, we obtain the following a priori estimates:
and the U j 's, and
Since on the other hand
It follows then that the sequence {AU j } is equicontinuous and equibounded on every bounded interval, hence by Ascoli-Arzelá, it is relatively compact in C( [−a, a] ), for any a ∈ R. We can, thus, obtain a subsequence, that we again denote by {AU j }, that converges uniformly on compact sets to some AU kn ∈ W 
Combining, finally (2.10) and (2.11) we obtain E( 
where ρ(x) ≥ 0, and the vector n is normalized so that (2.13) |An(x)| = 1.
We call the expression U − ξ = ρ(x)n(x) the polar form of U − ξ. Notice that ρ is defined for all x, and that the polar form of U is well defined for ρ = 0, that is ρ > 0. For U ∈ W 1,2 loc and on the set {x :
sense. Therefore if Q is any measurable set we have
In what follows an integral like the one on the left will be understood as the one on the right.
as follows by the definition of ρ, and |An(x)| = 1. A similar expression holds for U ∈ Z + L,µ (ξ n ). If, in particular, U kn is a solution of (2.3) then a consequence of Proposition 2.1 is that (2.14)
We derive now necessary conditions for U kn to be a global minimizer of the constrained problem.
Proposition 2.2. Let U kn be a solution to (2.3) of the form (2.14) with |An i (x)| = 1, i = k, n. Then the following conditions hold:
, and with an analogous condition for x ≤ −L. Moreover
Proof. We give the proof for i = n, the other case is similar. We consider appropriate variations about ρ n so that the condition 0
which satisfy the constraint for > 0 and sufficiently small. Therefore the function → E(U ) is defined on [0, 0 ] and satisfies the condition
As in Remark 2.1 we obtain
Hence we compute
This via (2.17) implies that the integral above is nonpositive for all test functions r ≥ 0 defined as above, which is equivalent to (2.15).
. This is equivalent though to (2.16) in the weak sense in W
weakly. Using the fact that F ∈ C 2 and bootstrap arguments we conclude that
The proof of the proposition is complete.
On the minimizer of the constrained problem
By A we denote a norm of the matrix A satisfying |Aξ| ≤ A |ξ|, for any vector ξ in R N . Such a norm is the induced one, that is the one defined by A = sup ξ =0 (|Aξ|/|ξ|). Observe that for t > 0
by the definition of the norm, hence condition (H3) on F , implies the following form that is utilized in this section.
(H3 ) There exist a constant ε 0 > 0 such that
where ξ i is a global minimum of F , i = 1, . . . , m.
Lemma 3.1. Let ε 0 be as in (H3 ), and let µ < ε 0 A . Let U kn be a minimizer of the constrained problem (2.3) written in polar form as in (2.14). Then, dropping subscripts, ρ satisfies
Proof. By (2.15), (2.14) and on {|x| ≥ L : ρ(x) > 0} we have
Lemma 3.2. Let µ and U kn be as in Lemma 3.1. Suppose that
Moreover by continuity the set {x : ρ(x) > ρ 1 } is open and we may assume that (α, β) is a connected component of this set. By (3.2) ρ ≥ 0 on (α, β) and so by the maximum principle ρ attains its maximum at α or at β. Proof. We begin by showing that the equation
has at most one solution in x ≥ L. We argue by contradiction, so assume that there exist
This behavior though is excluded by Lemma 3.2 Case II: We assume now that
. Since ρ * < µ, then locally near β the minimizer U kn does not realize the constraint and satisfies the equation A 2 U kn − ∇F (U kn ) = 0 classically. In particular it is smooth near β, hence ρ is defined and is smooth near β. Let η ∈ (α, β) be such that ρ > 0 on (η, β). On (η, β) it is ρ > 0 by (3.2), hence ρ (β) > 0 by the Hopf boundary lemma. Therefore ρ(x) > ρ * in a right neighborhood of β. On the other hand from (2.4) we deduce that
Utilizing (3.1) we conclude that for the integral to be finite we must have ρ(x j ) → 0 along a sequence x j → ∞. But then we deduce, because of continuity, the existence of a γ > β
, which is in contradiction with Lemma 3.2. Consequently the remaining case ρ(α) = ρ(β) = ρ * , ρ(x) ≤ ρ * on (α, β) cannot occur either. Thus we proved that (3.3) has at most one solution.
Suppose now that ρ(
. But then U kn is smooth on [L,x] and ρ (x) = 0 there, violating that ρ > 0 by (3.2). Thus this option also leads to a contradiction. The proof is complete.
The following lemma is especially significant because it can be used to control the minimizer outside the cylinders.
Lemma 3.4. Let U kn be a minimizer of the constrained problem, and let ξ p ∈ {ξ k , ξ n }. Let ρ be a constant with 2ρ ≤ ε 0 A , and assume that for some
Proof.
holds trivially, so we may assume that
U kn is continuous, via the imbedding W 1,2 loc → C, and so is ρ, thus G is an open set. For an arbitrary but fixed r > 2ρ we split G into
We will show that the measure |G + | of G + is zero. Observe that x 1 , x 2 ∈ ∂G, and that trivially U kn is a global minimizer of the localized problem
Considering the cutoff function
we define the modified function
Notice, on the one hand, that 0 = h(r) ≤ h(τ ) ≤ h(ρ) = 1, and on the other that
with a Lipshitz function, see for example [KS] . We show that E(Û ; G) < E(U ; G), that is (3.10)
unless |G + | = 0, for (3.10) violates that U kn is a global minimizer. We first obtain following estimates
on G and for r ≥ 2ρ. Indeed, since |A(Û kn − ξ p )| =ρh(ρ(x)) and h ≤ 1 we obtain
Recalling that, see Remark 2.1,
, in analogy we compute
r > 2ρ, and by (3.7)
= |AU kn | 2 , therefore (3.11) is verified. Next we show that
For ζ fixed with |Aζ| = 1 consider the function g(t) = F (ξ p + tζ), t ∈ (0, ε 0 A ). Then via (3.1) we obtain g (t) = ∇F (ξ p + tζ), ζ > 0, hence (3.12) follows via (3.11). Thus if r > 2ρ then 
Notice that as opposed to the previous cases the function U is not necessarily a minimizer of the constrained problem. This result will be used in later sections.
The existence theorem for two minima
The solution U kn of the constrained problem (2.3) is not a solution of (1.1) unless the constraint is not realized. In this section we show that if the potential has exactly two minima then the constraint can be removed yielding a heteroclinic connection. Proof. Let U 12 be the solution of the constrained problem. Then, as before,
Let µ be such that ε 0 A /2 < µ < ε 0 A . We need to show that the constraint is not assumed for L sufficiently large. We recall, by Lemma 3.3, that this may happen at x = ±L. Next we make use of the fact that F has exactly two global minima. It follows via (H1) and (H2) that there is c 0 > 0 such that
Case I: (i) ρ(−L) < µ and ρ(L) = µ, or (ii) ρ(−L) = µ and ρ(L) < µ. (i). By translating U
Consequently utilizing the claim we find the estimate
Recall that the function U 0 in (2.5) does not depend on L, provided L > L 0 , and that
Thus combining (4.2) and (4.3) we obtain a contradiction by letting L → ∞. Thus Case II is impossible for L large. The proof is complete. Proof. As in the proof of Theorem 4.1 we consider Cases I and II. In Case I we may translate U L 12 appropriately to avoid the constraint, on the one hand, and the third minimum ξ 3 , on the other, which is possible by the uniform bound, and thus obtain a solution to (1.1). The assumption that Case II occurs leads to
which leads to a contradiction by taking 2L > E(U 0 )/c 0 . This contradiction shows that Case II can not occur for L sufficiently large. The proof is complete.
An example
In this section we discuss a model example proposed in [BCMcFW] to study the structure of interface boundaries in crystals. The potential F = F (X, Y, Z), where X, Y , Z are order parameters, represents the free bulk energy, hence respects the symmetries of the crystal, in particular it is invariant under any permutation of the variables. It is a fourth degree polynomial 1 with global minima at ξ 1 = (0, 0, 0), ξ 2 = (1, 1, 1), ξ 3 = (−1, −1, 1), ξ 4 = (1, −1, −1), and ξ 5 = (−1, 1, −1). In our analysis we do not use the particular form of F , however, we keep and use the symmetries of the potential that are, at any rate, dictated by the underline lattice. These symmetries are described by F (Sξ) = F (ξ) where S is an orthogonal matrix belonging to the group G = G 1 G 2 , where 
where n = (n 1 , n 2 , n 3 ) is the unit normal to the interface separating an ordered from a disordered phase, and κ is the anisotropy parameter. The isotropic case is the one where the coefficients in the resulting system are independent of the orientation of n which occurs if and only if κ 2 = 1, see also (5.4) below, leading to A 2 = I.
5.1. The 2-dimensional case. Certain simplifications compatible with the symmetries of the potential may reduce the dimension by one. Taking for example n 2 = n 3 the symmetry Y = Z is preserved through the transition and the corresponding profile is restricted to the plane Y = Z, [AFFS1] . Thus for n = (cos , sin / √ 2, sin / √ 2), 0 ≤ ≤ π and
The choices = 0 and = π/2 lead, after rescaling, respectively to the systems
which were actually the departure point for this work. In this setting the minima of f attained at (0, 0), (1, √ 2) and (1, − √ 2). At this point we note that the cases above correspond to planar cuts of the crystal in the normal directions n = (1, 0, 0) and
respectively. For κ 1, the extreme anisotropic case, existence of connections for both systems is established in [AFFS1] , [AFFS2] , [So] and [SF] , via singular perturbation techniques. Motivated by these two examples we consider the 2-system 
, its reflection. Via (H4) and the form of A 2 it follows that if U is a solution of (5.6) thenŪ is also a solution, and E(U ) = E(Ū ).
Proposition 5.1. Let f be as above and let z 2 and z 3 be the symmetric minima of f . Then there exists a connection between z 1 and z 2 , hence by symmetry, also between z 1 and z 3 .
Proof. Let U L 12 be a minimizer of the constrained problem. By Corollary 4.1 it is enough to show that U L 12 stays bounded away of z 3 for all sufficiently large L. Dropping the superscript L we first show that Step 1. U 12 can not pass through z 3 . We proceed by contradiction, so assume that there exists L, large and x 1 ∈ R such that U 12 (x 1 ) = z 3 . Then x 1 < L, otherwise U 12 (x 1 ) would be arbitrarily close to z 2 . Defining
we have
by symmetry. But this contradicts the fact that U 12 is a minimizer.
Step 2. There exists ε 1 > 0 so that U 12 stays outside B(z 3 , ε 1 ) for all sufficiently large L.
We proceed by contradiction, so assume that U 12 intersects B(z 3 , ε), where ε is arbitrarily small. We may take ε so that B(z 3 , ε A ) is contained in the lower open half plane. Let
Similarly let x 3 be such that |A(U 12 (x 3 ) − z 2 )| = ε A , and |A(U 12 (x) − z 2 )| < ε A , whenever x > x 3 . Then x 2 < x 3 . By continuity of U 12 there exists a point x 0 ∈ (x 2 , x 3 ), at least one, such that U 12 (x 0 ) is on the r-axis. By symmetry of f it follows that U 12 (x 0 ) = U 12 (x 0 ). Defining
, as in Lemma 3.5, we obtain a W 1,2 loc functionÛ 12 satisfying E(Û 12 ) < E(Ũ 12 ). This contradicts the fact that U 12 is a minimizer. Thus U 12 stays away from z 3 . The proof of the proposition is complete.
Remark 5.1. The existence of the connection between the symmetric minima z 2 and z 3 is not guaranteed. In [ABC] an example is given where a three-well potential f is symmetric with respect to the s-axis. The symmetric minima are at z 2 = 1 and z 3 = −1 while the third z 1 is on the s-axis. The connection between z 2 and z 3 exists if and only if
. This phenomenon is analyzed in detail in [AF] .
Remark 5.2. Let S be the transformation S : (r, s) → (r, −s), then by identifying U 12 with a curve γ joining z 1 to z 2 , we may write γ = γ 2 + γ 3 , where γ 3 is in the lower half plane. Then, referring to the proof of Step 2 of Proposition 5.1, we may take, instead, the curveγ = γ 2 +Sγ 3 . Henceγ is contained in the upper half plane and satisfies E(γ) = E(γ).
We then modifyγ to obtainγ with E(γ) < E(γ).
Remark 5.3. For general dimension N . If S is an orthogonal matrix satisfying f (SU ) = f (U ) and AS = SA then the following hold
If U is a solution of (1.1), joining the minima ξ k and ξ l , with ξ k = ξ l , then SU is a solution of the same equation joining the minima Sξ k and Sξ l . Indeed
It turns out that in the 2-dimensional case the only orthogonal matrices that commute with the diagonal matrix A, or equivalently satisfy
AS are the following
Thus the result of Proposition 5.1 holds true if the matrix S 2 , which is the case there, is replaced by S 3 or S 4 provided that f (S i z) = f (z), i = 3, 4.
5.2. The 3-dimensional case. We now consider the 3d case. Let (i) A 2 be a diagonal matrix with positive entries and (ii) f : R 3 → R be a potential function satisfying the conditions (H1), (H2) and (H3 ), with minima at the points ξ 1 , . . . , ξ 5 which also satisfies the symmetry condition (H4) f (Sξ) = f (ξ), where S is an orthogonal matrix belonging to the group G = G 1 G 2 , defined in (5.1). We note at this point that only the elements of G 1 commute with A 2 . It turns out that in this case there are at least four connections, namely the Oξ 2 , Oξ 3 , Oξ 4 , and Oξ 5 , where O = ξ 1 is the origin. First we prove a general result. Proof. We show that a connection between ξ 1 and ξ 2 exists. Let U 12 be a minimizer of the constrained problem. We claim that U 12 stays away from ξ 3 . We argue by contradiction, so we assume that for ε > 0 and small (there exists L such that) U 12 intersects B(ξ 3 , ε). We fix δ in 0 < δ < |ξ 2 − ξ 3 | and we may assume that ε δ. Let x 0 be such that
Step 1 of Proposition 5.1 we reach a contradiction. So we assume U 12 (x 0 ) = ξ 3 . We set ξ 0 = SU 12 (x 0 ) and observe that
where ε 1 > 0 is to be chosen later. For x 0 < x < x 0 + ε 1 we compute
Next we show that ε 1 can be chosen so that
where M 1 > 0, by the choice of δ, or equivalently that M ε
Since ε is arbitrarily small the discriminant of the binomial is positive so (5.12) is accomplished by choosing ε 1 between the positive zeroes [
]/(2M ). Combining (5.11) and (5.12) we arrive at E(Ũ 12 ) < E(U 12 ), which is a contradiction since U 12 is a minimizer. Thus U 12 stays away from ξ 3 . The result then follows by Corollary 4.1. Proof. We show that a connection between ξ 1 and ξ 2 exists. The proof for the other cases is similar. Let U 12 be a minimizer of the constrained problem. We claim that U 12 stays away from ξ i , i = 3, 4, 5. We argue by contradiction, so let ξ p ∈ {ξ 3 , ξ 4 , ξ 5 } be the first point so that U 12 intersects B(ξ p , ε) where ε is arbitrarily small. Let S ∈ G 1 be such that Sξ p = ξ 1 . Then as in Lemma 5.1 we construct a functionŨ 12 satisfying E(Ũ 12 ) < E(U 12 ), which is in contradiction with the fact that U 12 is a minimizer. Hence there exists ε 1 > 0 so that U 12 does not intersect ∪ 5 i=3 B(z i , ε 1 ). The proof then is concluded by appealing to Corollary 4.1.
The general case for three minima
In the previous section the symmetry of the potential played an important role in establishing existence of connections in the case of three or more minima. In this section though we obtain a quite general sufficient condition for such an existence for general F with three minima. As mentioned in the introduction a condition of this type, with N = 2, is also considered in [ABG] for symmetric potentials, and in [AF] for geodesic distances defined by the Jacobi functional. In [AF] it is proved that for a certain class of potentials this condition is also necessary. Proof. Assume for definiteness that k = 1 and n = 2, then by hypothesis there exists δ > 0 such that (6.2) e 12 < e 13 + e 32 − δ.
Assume, also that e 12 is realized by U 12 , then e 12 = E(U 12 ). We claim that U 12 stays away from ξ 3 . We argue by contradiction, so we assume that for ε > 0 and small (there exists L such that) U 12 intersects B(ξ 3 , ε). We may assume that ε δ. Let x 0 be such that |U 12 (x 0 ) − ξ 3 | < ε. We set ξ 0 = U 12 (x 0 ) and define the W and ε 1 between the positive zeroes of the binomial above leads to a contradiction to (6.6). Thus U 12 stays away from ξ 3 . The conclusion of the theorem then follows by Corollary 4.1.
What follows is actually Lemma 5.1 the proof of which is significantly simplified when the sufficient condition discussed is utilized. Proof. By symmetry it is e 12 = e 13 . On the other hand e 32 is realized by a continuous function joining different states, hence e 32 > 0. Therefore e 12 < e 13 +e 32 and e 13 < e 12 +e 23 , and the conclusion follows from Theorem 6.1.
