Closed-loop robot control based on visual feedback is an important research area, with useful applications in various fields. Planning the trajectory to be followed by the robot allows one to take into account multiple constraints during the motion, such as limited field of view of the camera and limited workspace of the robot. This paper proposes a strategy for path-planning from an estimate of the point correspondences between the initial view and the desired one, and an estimate of the camera intrinsic parameters. This strategy consists of generating a parametrization of the trajectories connecting the initial location to the desired one via polynomials. The trajectory constraints are then imposed by using suitable relaxations and LMIs (linear matrix inequalities). Some examples illustrate the proposed approach.
INTRODUCTION
An important research area in robotics is represented by visual servoing. This area studies the application of closed-loop control in robotic system with visual feedback. Specifically, the problem consists of steering a robot end-effector from an unknown initial location to an unknown desired location by using the visual information provided by a camera. This camera is typically mounted on the robot end-effector, and the configuration is known as eye-in-hand configuration. The camera is firstly located at a certain location, called desired location, and the image projections of some object points visible from this location are recorded. Then, the camera is moved to another location of the robot workspace, from which the same object points are visible, and whose relative motion with respect to the desired location is unknown. The problem, hence, consists of reaching again the desired location from this new location, which is called initial location. See for instance (Hashimoto, 1993; Chaumette and Hutchinson, 2006; Chaumette and Hutchinson, 2007) and references therein.
The procedure just described is known as teaching-by-showing approach. It is well-known that the teaching-by-showing approach has numerous and various applications, for example in the industrial manufacture for the construction of complex components such as parts of a ship, where its function consists of allowing a robotic arm to grasp and position tools and objects. Other applications are in surveillance, where a mobile camera observes some areas of interest such as the entrance of a building in order to identify people, and in airplane alignment, where the system to be positioned is represented by the airplane that has to be aligned with respect to the runway in order to land. Also, the teaching-by-showing approach finds application in surgery, where an instrument is automatically guided to the organ to operate, in navigation, where a mobile robot has to explore a scene, and in dangerous environments such as nuclear stations and spatial missions, where humans should be replaced.
In last years, various methods have been developed for addressing this approach. Some of these methods have proposed the use of the camera pose as feedback information (known as position-based visual servoing, see e.g. (Thuilot et al., 2002) ), definition of the feedback error in the image domain (known as image-based visual servoing, see e.g. (Hashimoto et al., 1991) ), use of both camera pose error and image error (known as 2 1/2 D visual servoing, see e.g. (Malis et al., 2003) ), partition of the degrees of freedoms (Corke and Hutchinson, 2001) , switching strategies for ensuring constraints and improving performance Gans and Hutchinson, 2007; Lopez-Nicolas et al., 2007) , generation of circular-like trajectories for minimizing the trajectory length , control invariant to intrinsic parameters (Malis, 2004) , use of complex image features via image moments (Tahri and Chaumette, 2005) , global motion plan via navigation functions (Cowan and Chang, 2005) , use of cylindrical coordinate systems (Iwatsuki and Okiyama, 2005) , enlargement of stability regions (Tarbouriech et al., 2005) , and model-less control (Miura et al., 2006) .
Path-planning strategies have also been proposed in order to take into account multiple constraints, such as limited field of view of the camera and limited workspace of the robot. See for instance (Mezouar and Chaumette, 2002; Park and Chung, 2003; Deng et al., 2005; Allotta and Fioravanti, 2005; Yao and Gupta, 2007; Kazemi et al., 2009 ) and references therein. These methods generally adopt potential fields along a reference trajectory in order to fulfill the required constraints, in particular the potential fields do not affect the chosen reference trajectory wherever the constraints are not violated, while they make the camera deviating from this path wherever a constraint does not hold. The planned trajectory is then followed by tracking the image projection of this trajectory through an image-based controller such as the one proposed in (Mezouar and Chaumette, 2002) .
In this paper we propose the use of a parametrization of the trajectories connecting the initial location to the desired one, together with the use of dedicated optimization techniques for identifying the trajectories which satisfy the required constraints. Specifically, this parametrization is obtained by estimating the camera pose existing between these two locations and by estimating the position of the object points in the three-dimensional space. These estimations are performed by exploiting the available image point correspondences between the initial and desired views, and by exploiting the available estimate of the camera intrinsic parameters. Then, typical trajectory constraints such as the limited field of view of the camera and the limited workspace of the robot, are formulated in terms of positivity of certain polynomials. The positivity of these polynomials is then imposed by using some suitable relaxations for constrained optimization. These relaxations can be formulated in terms of LMIs (linear matrix inequalities), whose feasibility can be checked via convex programming tools. Some examples are reported to illustrate the application of the proposed approach. This paper extends our previous works (Chesi and Hung, 2007) , where a path-planning method based on the computation of the roots of polynomials was proposed (the advantage with respect to this method is the use of LMIs), and (Chesi, 2009b) , where a planning strategy is derived by using homogeneous forms (the advantage with respect to this method is the use of more general relaxations which may allow one to take into account more complex constraints).
The organization of the paper is as follows. Section 2 introduces the notation, problem formulation, and some preliminaries about representation of polynomials. Section 3 describes the proposed strategy for trajectory planning. Section 4 illustrates the simulation and experimental results. Lastly, Section 5 provides some final remarks.
PRELIMINARIES
In this section we introduce some preliminaries, namely the notation, problem formulation, and a tool for representing polynomials.
Notation and Problem Formulation
Let us start by introducing the notation adopted throughout the paper:
-R: real numbers space; -0 n : n × 1 null vector; -I n : n × n identity matrix;
We consider a generic stereo vision system, where two cameras are observing a common set of object points in the scene. The symbols F ini and F des represent the frames of the camera in the initial and desired location respectively. These frames are expressed as
where R ini , R des ∈ R 3×3 are rotation matrices, and t ini ,t des ∈ R 3 are translation vectors. These quantities R ini , R des , t ini and t des are expressed with respect to an absolute frame, which is indicated by F abs . The observed object points project on the image plane of the camera in the initial and desired location onto the image points p ini 1 , . . . , p ini n ∈ R 3 (initial view) and p des 1 , . . . , p des n ∈ R 3 (desired view). These image points are expressed in homogeneous coordinates according to
where p ini i,1 , p des i,1 ∈ R are the components on the x-axis of the image screen, while p ini i,2 , p des i,2 ∈ R are those on ∈ R are the depths of the ith point, q i ∈ R 3 is the ith point expressed with respect to F abs , and K ∈ R 3×3 is the upper triangular matrix containing the intrinsic parameters of the camera.
The problem we consider in this paper consists of planning a trajectory from the initial location F ini to the desired one F des (which are unknown) by using the available estimates of:
1. the image projectionsp ini 1 ,p des 1 , . . . ,p ini n ,p des n ; 2. and intrinsic parameters matrixK.
This trajectory must ensure that the object points are kept inside the field of view of the camera, and that the camera does not exit its allowed workspace.
In the sequel, we will indicate the set of rotation matrices in R 3×3 as SO (3), and the set of frames in the three-dimensional space as SE (3), where
Representation of Polynomials
Before proceeding, let us briefly introduced a tool for representing polynomials which will be exploited in the sequel. Let p(x) be a polynomial of degree 2m in the variable x = (x 1 , . . . , x n ) ′ ∈ R n , i.e.
where x {m} is any vector containing a base for the polynomials of degree m in x, and hence can be simply chosen as the set of monomials of degree less than or equal to m in x, for example via
and
where P = P ′ is a symmetric matrix such that
while L(α) is a linear parametrization of the linear space
being α a vector of free parameters. The dimension of x {m} is given by
while the dimension of α (i.e., the dimension of L ) is
The representation in (5) was introduced in (Chesi et al., 1999) with the name SMR (square matricial representation). The matrices P and P(α) are known as SMR matrices of p(x), and can be computed via simple algorithms. See also Chesi et al., 2009 ). The SMR was introduced in (Chesi et al., 1999 ) in order to investigate positivity of polynomials via convex optimizations. Indeed, p(x) is clearly positive if it is a sum of squares of polynomials, and this latter condition holds if and only if there exists α such that
which is an LMI (linear matrix inequality). It turns out that, establishing whether an LMI admits a feasible solution or not, amounts to solving a convex optimization.
TRAJECTORY PLANNING
This section describes the proposed approach. Specifically, we first introduce the adopted parametrization of the trajectories, then we describe the computation of the trajectory satisfying the required constraints, and lastly we explain how the camera pose and object points can be estimated from the available data.
Trajectory Parametrization
Let us start by parameterizing the trajectory of the camera from the initial location to the desired one. This can be done by denoting the frame of the camera along the trajectory as
where a ∈ [0, 1] is the normalized trajectory abscise, R(a) ∈ SO(3) is the rotation matrix of F(a), and t(a) ∈ R 3 is the translation vector. We choose the con-
The functions R : [0, 1] → SO(3) and t : [0, 1] → R 3 must satisfy the boundary conditions
whereR ini ,R des ,t ini andt des are the available estimates of R ini , R des , t ini and t des (the computation of these estimates will be addressed in Section 3.3). We adopt polynomials in order to parameterize R(a) and t(a). Specifically, we parameterize t(a) according to
where δ is an integer representing the chosen degree for t(a), andť 0 , . . . ,ť δ ∈ R 3 are vectors to be determined. Then, we parameterize R(a) as
where E : R 4 → SO(3) is the parametrization of a rotation matrix via Euler parameters, which is given by
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and moreover
in particular
where θ ∈ [0, π] and u ∈ R 3 , u = 1, are respectively the rotation angle and axis in the exponential coordinates of R, i.e.
We parameterize r(a) according to
whereř 0 , . . . ,ř γ ∈ R 4 are vectors for some integer γ. The boundary conditions in (15) become, hence,
which imply that r(a) and t(a) can be reparameterized as
i=1t i a i +t ini (25) wherer 1 , . . . ,r γ−1 ∈ R 4 andt 1 , . . . ,t δ−1 ∈ R 3 are free vectors.
Let us observe that the derived parametrization can describe arbitrarily complicated trajectories, simply by selecting sufficiently large degrees γ and δ. Moreover, it is useful to observe that special cases such as straight lines are simply recovered by the choices γ = 1 (straight line in the domain of E) δ = 1 (straight line in the translational space).
(26) For ease of description we will assume γ = 1 in the following sections.
Trajectory Computation
In this section we address the problem of identifying which trajectories inside the introduced parametrization satisfy the required trajectory constraints. Due to space limitation, we describe only two fundamental constraints, in particular the visibility constraint (the object points must remain in the field of view of the camera) and the workspace constraint (the camera cannot exit from its allowed workspace). Other constraints can be similarly considered.
Let us indicate with p i (a) = (p i,1 (a), p i,2 (a), 1) ′ ∈ R 3 the image projection of the ith object point along the trajectory. The visibility constraint is fulfilled whenever
(27) where s 1,1 , s 1,2 , s 2,1 , s 2,2 ∈ R are the screen limits. We estimate p i (a) via
andq i ∈ R 3 is the estimate of the object point q i (the computation of this estimate will be addressed in Section 3.3). Let us observe that this choice ensures
where g i,1 (a), g i,2 (a) ∈ R are polynomials. Then, let us consider the workspace constraint. A possible way to define the workspace constraint is via inequalities such as
where d i ∈ R 3 is the direction along which the constraint is imposed, a i ∈ [0, 1] specifies where the constraint is imposed on the trajectory, o i ∈ R 3 locates the constraint, w i ∈ R specifies the minimum distance allowed from the point o i along the direction d i , and n w is the number of constraints. Hence, let us define the set of polynomials
The visibility and workspace constraints are hence fulfilled whenever
For each polynomial h(a) in H , let us introduce an auxiliary polynomial u h (a) of some degree, and let us define
Let us express these polynomials via the SMR as
where y h (a), z h (a) are vectors containing polynomial bases, and U,V (α h ) are symmetric SMR matrices (see Section 2.2 for details). It can be verified that (33) holds whenever the following set of LMIs is satisfied:
The LMI feasibility test (36) provides a sufficient condition for the existence of a trajectory satisfying the required constraints. Hence, it can happen that this condition is not satisfied even if a trajectory does exist. However, it should be observed that the conservatism of this condition decreases by increasing the degree of the polynomials used to parameterize the trajectory.
Camera Pose and Scene Estimation
In the previous sections we have described how the trajectory of the camera can be parameterized and computed. In particular, the parametrization was based on the estimatesR ini ,R des ,t ini andt des of the components of the initial and desired frames F ini and F des , while the computation was based on the estimatesq 1 , . . . ,q n of the object points q 1 , . . . , q n . Here we describe some ways to obtain these estimates.
Given the estimatesp ini 1 ,p des 1 , . . . ,p ini n ,p des n of the image projections andK of the intrinsic parameters matrix, one can estimate the camera pose between F ini and F des , and hence R ini and t ini since F des can be chosen without loss of generality equal to F abs . This estimation can be done, for example, through the essential matrix or through the homography matrix, see for instance (Malis and Chaumette, 2000; Chesi, 2009a) and references therein.
Once that the estimatesR ini andt ini have been found, one can compute the estimatesq 1 , . . . ,q n of the object points via a standard triangulation scheme, which amounts to solving a linear least-squares problem.
Let us observe that, if no additional information is available, the translation vector and the object points can be estimated only up to a scale factor. In this case, the workspace constraint has to be imposed in a normalized space. This problem does not exist if a CAD model of the object (or part of it) is available, since this allows to estimate the distance between the origins of F ini and F des .
ILLUSTRATIVE EXAMPLES
In this section we present some illustrative examples of the proposed approach. Let us consider the situation shown in Figure 1a , where a camera observes some object points (the centers of the nine large dots in the "2", "3" and "4" faces of the three dices) from the initial and desired locations (leftmost and rightmost cameras respectively). Figure 1b shows the image projections of these points in the initial view ("o" marks) and desired view ("x" marks). The intrinsic parameters matrix is chosen as 
The problem consists of planning a trajectory from the initial location to the desired one which ensures that the object points are kept inside the field of view of the camera and the camera does not collide with the sphere interposed between F ini and F des (which represents an obstacle to avoid). Let us use the proposed approach. We parameterize the trajectory as described in Section 3.1 with polynomials of degree two by estimating the camera pose between F ini and F des via the essential matrix.
Then, we build the set of polynomials H , which impose the visibility and workspace constraints. The workspace constraint is chosen by requiring that the trajectory must remain at a certain distance from the obstacle in two directions. Hence, we compute the SMR matrices U h and V h (α h ) in (35), and by using the LMI toolbox of Matlab we find that the LMIs in (36) are feasible, in particular the obtained feasible trajectory is shown in Figures 1a and 1b . Figure 1 : (a) Initial frame F ini (leftmost camera), desire frame F des (rightmost camera), object points (centers of the nine large dots in the "2", "3" and "4" faces of the three dices), planned trajectory (solid line), and some intermediate locations of the camera along the planned trajectory. (b) Image projections of the object points in the initial view ("o" marks) and desired view ("x" marks), and image projection of the planned trajectory (solid line). Now, in order to introduce typical uncertainties of real experiments, we corrupt the image projections of the object points by adding image noise with uniform distribution in [−1, 1] pixels to each component. Moreover, we suppose that the camera is coarsely calibrated, in particular the available estimate of the intrinsic parameters matrix iŝ 
We repeat the previous steps in the presence of these uncertainties, and then we track the planned trajectory by using the image-based controller proposed in (Mezouar and Chaumette, 2002) . Figures 2a and  2b show the obtained results: as we can see, the camera reaches the desired location by avoiding collisions with the obstacle in spite of the introduced uncertainties. Lastly, we consider a more difficult case by introducing three obstacles as shown in Figure 3a . We find that the LMIs are feasible by using polynomials of degree three, and the found solution provides the trajectory shown in Figures 3a and 3b , which satisfies the required constraints. 
CONCLUSIONS
We have proposed a trajectory planning strategy for closed-loop control of robotic systems with visual feedback, which allows one to take into account multiple constraints during the motion such as limited field of view of the camera and limited workspace of the robot. This strategy is based on generating a parametrization of the trajectories connecting the initial location to the desired one. The trajectory constraints are imposed by using polynomial relaxations and LMIs. Future work will investigate the application of the proposed approach in real experiments.
