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ON PHASE TRANSITION FOR ONE DIMENSIONAL COUNTABLE STATE
P -ADIC POTTS MODEL
FARRUKH MUKHAMEDOV
Abstract. In the present paper we shall consider countable state p-adic Potts model on Z+. A main
aim is to establish the existence of the phase transition for the model. In our study, we essentially
use one dimensionality of the model. To show it we reduce the problem, to the investigation of an
infinite-dimensional nonlinear equation. We find a condition on weights to show that the derived
equation has two solutions, which yields the existence of the phase transition. We prove that measures
corresponding to first and second solutions are a p-adic Gibbs and generalized p-adic Gibbs measures,
respectively. Note that it turns out that the finding condition does not depend on values of the prime
p, and therefore, an analogous fact is not true when the number of spins is finite. Note that, in the
usual real case, if one considers one dimensional translation-invariant model with nearest neighbor
interaction, then such a model does not exhibit a phase transition. Nevertheless, we should stress that
in our model there does not occur the strong phase transition, this means that there is only one p-adic
Gibbs measure. Here we may see some similarity with the real case. Besides, we prove that the p-adic
Gibbs measure is bounded, and the generalized one is not bounded.
Mathematics Subject Classification: 46S10, 82B26, 12J12, 39A70, 47H10, 60K35.
Key words: p-adic numbers; countable state; Potts model; p-adic Gibbs measure; weight;phase transi-
tion.
1. introduction
Due to the assumption that p-adic numbers provide a more exact and more adequate description of
microworld phenomena, starting the 1980s, various models described in the language of p-adic analysis
have been actively studied [6],[16],[39],[51]. The well-known studies in this area are primarily devoted
to investigating quantum mechanics models using equations of mathematical physics [5, 52, 50]. Fur-
thermore, numerous applications of the p-adic analysis to mathematical physics have been proposed
in [8],[26],[27]. One of the first applications of p-adic numbers in quantum physics appeared in the
framework of quantum logic in [9]. This model is especially interesting for us because it could not
be described by using conventional real valued probability. Besides, it is also known [27, 39, 44, 50]
that a number of p-adic models in physics cannot be described using ordinary Kolmogorov’s proba-
bility theory. New probability models, namely p-adic values ones were investigated in [10],[25],[34].
After that in [35] an abstract p-adic probability theory was developed by means of the theory of
non-Archimedean measures [44],[23]. Using that measure theory in [32],[38] the theory of stochastic
processes with values in p-adic and more general non-Archimedean fields having probability distribu-
tions with non-Archimedean values has been developed. In particular, a non-Archimedean analog of
the Kolmogorov theorem was proven (see also [18]). Such a result allows us to construct wide classes
of stochastic processes using finite dimensional probability distributions1. Therefore, this result gives
us a possibility to develop the theory of statistical mechanics in the context of the p-adic theory, since
it lies on the basis of the theory of probability and stochastic processes. First steps in this theory
have been started in [22, 41, 42]. Note that one of the central problems of such a theory is the study
of infinite-volume Gibbs measures corresponding to a given Hamiltonian, and a description of the set
of such measures. In most cases such an analysis depend on a specific properties of Hamiltonian,
1We point out that stochastic processes on the field Qp of p-adic numbers with values of real numbers have been
studied by many authors, for example, [1, 2, 3, 12, 37, 53]. In those investigations wide classes of Markov processes on
Qp were constructed and studied. In our case the situation is different, since probability measures take their values in
Qp. This leads our investigation to some difficulties. For example, there is no information about the compactness of
p-adic values probability measures.
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and complete description is often a difficult problem. This problem, in particular, relates to a phase
transition of the model (see [19]).
In [29, 30] a notion of ultrametric Markovianity, which describes independence of contributions to
random field from different ultrametric balls, has been introduced, and shows that Gaussian random
fields on general ultrametric spaces (which were related with hierarchical trees), which were defined
as a solution of pseudodifferential stochastic equation (see also [21]), satisfies the Markovianity. In
[28, 25] Gaussian p-adic valued measure was investigated, and showed that such a measure is not
bounded. This phenomena shows the difference between real and p-adic valued probability theories.
Some applications of the results to replica matrices, related to general ultrametric spaces have been
investigated in [31].
The purpose of this paper is devoted to the development of p-adic statistical mechanics in p-adic
probability theory framework. Namely, we study one-dimensional countable state of nearest-neighbor
Potts models (see [17, 55]) over p-adic filed. We are especially interested in the existence of phase
transition for the mentioned model. Here by the phase transition we mean the existence of two different
generalized p-adic Gibbs measures associated with the model. Note that such measures present more
natural concrete examples of p-adic Markov processes (see [32], for definitions). It is worth to mention
that when the number of states of the model is finite, say q, then the corresponding p-adic q-state
Potts models have been studied in [41, 42]2. It was established that a strong phase transition occurs
if q is divisible by p. Here the strong phase transition means the existence of two different p-adic
Gibbs measures. This shows that the transition depends on the number of spins q 3. Therefore, it
is interesting to know the situation in the setting with countable states. In [33] (see also [40]) first
steps to investigation of such a countable state p-adic Potts model on Cayley tree have been studied.
We provided a sufficient condition for the uniqueness of p-adic Gibbs measures. Note that such a
condition does not depend on the value of p.
In the present paper we shall consider countable state p-adic Potts model on Z+. A main aim is
to establish the existence of the phase transition for the model. In our study, we essentially use one
dimensionality of the model. To show it we reduce the problem, to the investigation of an infinite-
dimensional nonlinear equation. We will show that the derived equation has two solutions, which
yields the existence of the phase transition. Note that, in the usual real case, if one considers one
dimensional translation-invariant model with nearest neighbor interaction, then such a model does not
exhibit a phase transition. But in our setting, we are able to produce a model which is translation-
invariant and has nearest neighbor interactions, and for such a model we shall prove the existence
of the phase transition. Nevertheless, we should stress that in our model there does not occur the
strong phase transition, this means that there is only one p-adic Gibbs measure. Here we may see
some similarity with the real case.
Let us briefly describe the paper. After preliminaries, in section 3 we introduce the model, and
define generalized p-adic Gibbs measure and p-adic Gibbs measure, respectively. Here the provided
construction of such measures which depends on a weight λ. The goal of this investigation is to
give a sufficient condition for the existence of two such measures. Note that in comparison to a real
case, in a p-adic setting, a` priori the existence of such kind of measures for the model is not known,
since there is not much information on topological properties of the set of all p-adic measures defined
even on compact spaces. However, in the real case, there is the so called the Dobrushin’s Theorem
[13, 14, 19] which gives a sufficient condition for the existence of the Gibbs measure for a large class
of Hamiltonians. Using the p-adic analog of Kolmogorov’s extension Theorem [32], an investigation
of the defined measures is reduced to the examination of an infinite-dimensional nonlinear recursion
equation. In next Section 4, we associate a nonlinear operator on the Banach space c0 to the derived
recursion equation. We provide a sufficient condition on weight λ, which ensures the existence of two
fixed points of the nonlinear operator. This implies the existence of the phase transition for the model.
It turns out that the finding condition does not depend on values of the prime p, and therefore, an
2The classical (real value) counterparts of such models were considered in [55]
3To establish such results we investigated p-adic dynamical systems associated with the model. Note that first
investigations of non-Archimedean dynamical systems were appeared in [20] (see also [4, 34, 15, 46, 49, 54])
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analogous fact is not true when the number of spins is finite. Moreover, we show that the found fixed
points define a p-adic Gibbs and s generalized p-adic Gibbs measures, respectively. Besides, we prove
that the p-adic Gibbs measure is bounded, and the generalized one is not bounded.
2. Preliminaries
Throughout the paper p will be a fixed prime number greater than 3, i.e. p ≥ 3. Every rational
number x 6= 0 can be represented in the form x = pr n
m
, where r, n ∈ Z, m is a positive integer,
(p, n) = 1, (p,m) = 1. The p-adic norm of x is given by
|x|p =
{
p−r for x 6= 0
0 for x = 0.
It satisfies the following strong triangle inequality
|x+ y|p ≤ max{|x|p, |y|p},
this is a non-Archimedean norm.
The completion of the field of rational numbers Q with respect to the p-adic norm is called p-adic
field and it is denoted by Qp.
According to non-Archimedeanity of the norm the following statement holds true (see [36]).
Lemma 2.1. Let {xn} be a sequence in Qp. Then
∞∑
k=1
xk converges iff xn → 0.
Note that any p-adic number x 6= 0 can be uniquely represented in the form
(2.1) x = pγ(x)(x0 + x1p+ x2p
2 + · · · ),
where γ = γ(x) ∈ Z and xj are integers, 0 ≤ xj ≤ p − 1, x0 > 0, j = 0, 1, 2, ... (see more detail [36]).
In this case |x|p = p−γ(x).
We recall that an integer a ∈ Z is called a quadratic residue modulo p if the equation x2 ≡ a(mod p)
has a solution x ∈ Z.
Lemma 2.2. [50] In order that the equation
x2 = a, 0 6= a = pγ(a)(a0 + a1p+ ...), 0 ≤ aj ≤ p− 1, a0 > 0
has a solution x ∈ Qp, it is necessary and sufficient that the following conditions are fulfilled:
(i) γ(a) is even;
(ii) a0 is a quadratic residue modulo p if p 6= 2, a1 = a2 = 0 if p = 2.
Denote Zp = {x ∈ Qp : |x|p ≤ 1}. Elements of the set Zp are called p-adic integers.
Lemma 2.3 (Hensel’s Lemma). [36] Let P (x) be polynomial whose the coefficients are p-adic integers.
Let a0 ∈ Zp be a p-adic integer such that P (a0) ≡ 0(mod p) and P ′(a0) 6= 0(mod p). There exists a
unique p-adic integer x0 ∈ Zp such that P (x0) = 0 and |x0 − a0|p ≤ 1/p.
Given a ∈ Qp and r > 0 put
B(a, r) = {x ∈ Qp : |x− a|p < r}, S(a, r) = {x ∈ Qp : |x− a|p = r}.
The p-adic logarithm is defined by the series
logp(x) = logp(1 + (x− 1)) =
∞∑
n=1
(−1)n+1 (x− 1)
n
n
,
which converges for x ∈ B(1, 1); the p-adic exponential is defined by
expp(x) =
∞∑
n=0
xn
n!
,
which converges for x ∈ B(0, p−1/(p−1)).
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Lemma 2.4. [36] Let x ∈ B(0, p−1/(p−1)) then we have
| expp(x)|p = 1, | expp(x)− 1|p = |x|p, | logp(1 + x)|p = |x|p(2.2)
logp(expp(x)) = x, expp(logp(1 + x)) = 1 + x.(2.3)
Note the basics of p-adic analysis, p-adic mathematical physics are explained in [36, 43, 45].
Let (X,B) be a measurable space, where B is an algebra of subsets X. A function µ : B → Qp is
said to be a p-adic measure if for any A1, ..., An ⊂ B such that Ai ∩Aj = ∅ (i 6= j) the equality holds
µ
( n⋃
j=1
Aj
)
=
n∑
j=1
µ(Aj).
A p-adic measure is called a probability measure if µ(X) = 1. A p-adic probability measure µ is
called bounded if sup{|µ(A)|p : A ∈ B} < ∞. For more detail information about p-adic measures we
refer to [26],[25].
3. p-adic Potts model and its p-adic Gibbs measures
In the sequel we will use the notation Z+ = {0, 1, 2, · · · }.
Now define the p-adic Potts model on Z+ with spin values in the set Φ = {0, 1, 2, · · · , }. Note that
a configuration σ on Z+ is defined as a function x ∈ Z+ → σ(x) ∈ Φ; in a similar manner one defines
configurations σn and ω(n) on [0, n] and {n}, respectively. The set of all configurations on Z+ (resp.
[0, n], {n}) coincides with Ω = ΦZ+ (resp. Ωn = Φ[0,n], Ω{n} = Φ). One can see that Ωn = Ωn−1×Φ.
Using this, for given configurations σn−1 ∈ Ωn−1 and ω ∈ Ω{n} we define their concatenations by
σn−1 ∨ ω =
{
{σn−1(k), k ∈ [0, n − 1]}, {ω}
}
.
The Hamiltonian Hn : Ωn → Qp of p-adic countable state Potts model has the form
(3.1) Hn(σ) = J
n−1∑
k=0
δσ(k),σ(k+1), n ∈ N,
here σ ∈ Ωn, δ is the Kronecker symbol and
(3.2) |J |p ≤ 1
p
.
Note that such a condition provides the existence of a p-adic Gibbs measure (see (3.4)).
Let us construct p-adic Gibbs measures corresponding to the model.
A given set A we put QAp = {{xi}i∈A : xi ∈ Qp}.
Assume that a function h : N → QΦp , i.e. hn = {hi,n}i∈Φ, n ∈ N is given and a non-zero element
λ = {λ(i)}i∈Φ ∈ QΦp is fixed such that
(3.3) |λ(n)|p → 0 as n→∞
which is called a weight. In what follows, without losing generality we may assume that λ(0) 6= 0.
Given n = 1, 2, . . . a p-adic probability measure µ
(n)
h
on Ωn is defined by
(3.4) µ
(n)
h
(σ) =
1
Z
(h)
n
expp
{
Hn(σ)
}
hσ(n),n
n∏
k=0
λ(σ(k)),
here, σ ∈ Ωn and Z(h)n is the corresponding normalizing factor called a partition function given by
(3.5) Z(h)n =
∑
σ∈Ωn
expp
{
Hn(σ)
}
hσ(n),n
n∏
k=0
λ(σ(k)),
here subscript n and superscript (h) are accorded to the Z, since it depends on n and a function h.
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The condition (3.2) with non-Archimedeanity of the norm | · |p implies that |H(σ)|p < 1p1/(p−1) for
all σ ∈ Ωn, n ∈ N, which means the existence of expp in (3.4), therefore, the measures µ(n)h are well
defined.
One of the central results of the theory of probability concerns a construction of an infinite volume
distribution with given finite-dimensional distributions, which is called Kolmogorov’s Theorem [47].
Therefore, in this paper we are interested in the same question but in a p-adic context. More exactly,
we want to define a p-adic probability measure µ on Ω such that it would be compatible with defined
ones µ
(n)
h
, i.e.
(3.6) µ(σ ∈ Ω : σ|[0,n] = σn) = µ(n)h (σn), for all σn ∈ Ωn, n ∈ N.
In general, a` priori the existence of such a kind of measure µ is not known, since, there is not much
information on topological properties, such as compactness, of the set of all p-adic measures defined
even on compact spaces4. Therefore, at a moment, we can only use the p-adic Kolmogorov extension
Theorem (see [18],[32]) which based on so called compatibility condition for the measures µ
(n)
h
, n ≥ 1,
i.e.
(3.7)
∑
ω∈Φ
µ
(n)
h
(σn−1 ∨ ω) = µ(n−1)h (σn−1),
for any σn−1 ∈ Ωn−1. This condition according to the theorem implies the existence of a unique p-adic
measure µ defined on Ω with a required condition (3.6). Note that more general theory of p-adic
measures has been developed in [23, 24].
So, if for some function h the measures µ
(n)
h
satisfy the compatibility condition, then there is a
unique p-adic probability measure, which we denote by µh, since it depends on h. Such a measure µh
is said to be a generalized p-adic Gibbs measure corresponding to the p-adic Potts model. By GG(H)
we denote the set of all generalized p-adic Gibbs measures associated with functions h = {hn, n ∈ N}.
If |GG(H)| ≥ 2 (here |A| stands for the cardinality of a set A) i.e. there are at least two different
generalized p-adic Gibbs measures in GG(H), namely one can find two different functions s and h
defined on N such that there exist the corresponding measures µs and µh, which are different, then we
say that a phase transition occurs for the model, otherwise, there is no phase transition. If the function
h has a special form, i.e. h = {expp(κi,n)}i∈Φ for some {κi,n} ⊂ Qp, then the corresponding measure
defined by (3.4) is called p-adic Gibbs measure. The set of all p-adic Gibbs measures is denoted by
G(H). If |G(H)| ≥ 2, then we say that for this model there exists a strong phase transition. Note that
such kind of measures and transitions for Ising and Potts models have been studied in [41, 42, 22].
Now one can ask for what kind of functions h the measures µ
(n)
h
defined by (3.4) would satisfy the
compatibility condition (3.7). The following theorem gives an answer to this question.
Theorem 3.1. [40] The measures µ
(n)
h
, n = 1, 2, . . . (see (3.4)) satisfy the compatibility condition
(3.7) if and only if for any n ∈ N the following equation holds:
(3.8) hˆi,n =
λ(i)
λ(0)
Fi(hˆn+1; θ), i ∈ N
here and below θ = expp(J), a vector hˆ = {hˆi}i∈N ∈ QNp is defined by a vector h = {hi}i∈Φ as follows
(3.9) hˆi =
hiλ(i)
h0λ(0)
, i ∈ N
4In the real case, when the state space is compact, then the existence follows from the compactness of the set of
all probability measures (i.e. Prohorov’s Theorem). When the state space is non-compact, then there is a Dobrushin’s
Theorem [13, 14] which gives a sufficient condition for the existence of the Gibbs measure for a large class of Hamiltonians.
In [17] using that theorem it has been established the existence of the Gibbs measure for the real counterpart of the
studied Potts model. It should be noted that there are even nearest-neighbor models with countable state space for
which the Gibbs measure does not exists [48].
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and mappings Fi : Q
N
p ×Qp → Qp are defined by
(3.10) Fi(x; θ) =
(θ − 1)xi +
∑∞
j=1 xj + 1∑∞
j=1 xj + θ
, x = {xi}i∈N, i ∈ N.
Lemma 3.2. [40] Let {hˆ} be a solution of (3.8) such that ∑∞j=1 hˆj,n 6= −θ for every n ∈ N. Then for
every n ∈ N one has
(3.11)
∞∑
j=1
hˆj,n <∞.
Remark 3.1. If every sequence hˆn is bounded, then (3.3),(3.9) with Lemma 2.1 imply that the series
∞∑
j=1
hˆj,n is always convergent.
Observation 3.1. Here we are going to underline a connection between q-state Potts model with
the defined one. First recall that q-state Potts model is defined by the same Hamiltonian (3.1), but with
the state space Φq = {0, 1, . . . , q − 1}. Similarly, one can define p-adic Gibbs measures for the q-state
Potts model, here instead of the weight {λ(i)} we will take a collection {λ(0), λ(1), . . . , λ(q−1)} ⊂ Qp.
Now consider countable Potts model with a weight {λ(i)} such that
(3.12) λ(k) = 0 for all k ≥ q, q > 1.
In this case the corresponding Gibbs measures will coincide with those of q-state Potts model. Indeed,
let
Ωc = {σ ∈ Ω : ∃j ∈ Z+ : σ(j) ≥ q}
Ω(q) = {σ ∈ Ω : σ(j) ≤ q − 1 ∀j ∈ Z+}
It is clear that Ω(q) = Φ
Z+
q . Let µ be a Gibbs measure of the countable Potts model with the given
weight corresponding to a solution hn = {hi,n}i∈Φ of (3.8). Note that here by Gibbs measure we mean
genralized p-adic Gibbs measure. From the definition (3.4) we see that the restriction of µ to Ωc is
zero, i.e. µ⌈Ωc= 0. Moreover, from (3.8) and (3.12) we conclude that hi,n = 0 for all i ≥ q. This
means that vectors h
(q)
n = {hi,n}i∈Φq will be a solution of (3.8) corresponding to the q-state Potts
model. Therefore, the restriction of µ to Ω(q) coincides with Gibbs measure of q-state Potts model
with a weight {λ(0), λ(1), . . . , λ(q − 1)} corresponding to a solution of h(q)n .
Hence, we conclude that under condition (3.12) all Gibbs measures corresponding to countable
Potts model are described by those measures of q-state Potts model.
Let us recall that a function {hn}n∈N is translation-invariant if hn = hn+1 := h for every n ∈ N. It
is natural to ask is there a translation invariant solution of (3.8).
Now we are looking for the translation-invariant solution hˆ of (3.8). Then the equation can be
written as follows
(3.13) hˆi =
λ(i)
λ(0)
(
(θ − 1)hˆi +
∑∞
j=1 hˆj + 1∑∞
j=1 hˆj + θ
)
, i ∈ N.
Investigating, the derived equation (3.13), in [40] we have proved the following
Theorem 3.3. [40] Let 0 < |J |p < p−1/(p−1) and for the weight λ the condition
(3.14) λ(0) = 1, and |λ(m)|p < 1 ∀m ∈ N.
be satisfied. Then for one dimensional p-adic Potts model (3.1) there is a generalized p-adic Gibbs
measure, i.e. |GG(H)| ≥ 1. Moreover, there is a unique p-adic Gibbs measure, i.e. |G(H)| = 1.
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Remark 3.2. Under the condition (3.14) from Theorem 3.3 it naturally arises a question: is it possible
that |GG(H) \ G(H)| ≥ 1. It turns out this situation can occur. Indeed, let us consider
λ(0) = 1, λ(1) = λ(2) = a, λ(m)p = 0 ∀m ≥ 3(3.15)
|a|p < 1.(3.16)
It is evident that in this case (3.14) is satisfied. Then (3.13) reduces to
hˆ1 = a
(
θhˆ1 + hˆ2 + 1
hˆ1 + h2 + θ
)
,(3.17)
hˆ2 = a
(
θhˆ2 + hˆ1 + 1
hˆ1 + h2 + θ
)
.(3.18)
From (3.17),(3.18) one gets
hˆ1
hˆ2
=
(
θhˆ1 + hˆ2 + 1
θhˆ2 + hˆ1 + 1
)
(3.19)
which implies
(hˆ1 − hˆ2)(hˆ1 + hˆ2 + 1) = 0.
This means that either hˆ1 = hˆ2 or hˆ1 = −hˆ2 − 1.
Now assume that hˆ1 = −hˆ2 − 1, and substituting it to (3.17) we immediately find that hˆ1 = 0 and
hˆ2 = −1. From (3.9) and (3.15) one gets that h1 = 0. This means that associated measure (3.4) is a
generalized p-adic Gibbs one, i.e. belongs to GG(H) \ G(H).
Let hˆ1 = hˆ2. Then again substituting it to (3.17) and after little algebra one gets
(3.20) Q(hˆ1) = 0
where Q(x) = 2x2 + ((1 − θ)(1 − a) + 1 − 2a)x − a. From (3.16) one can see that |Q(0)|p = |a|p < 1
and |Q′(0)|p = 1. Therefore, thanks to the Hansel Lemma the equation (3.20) has two solutions
hˆ(1), hˆ(2) ∈ Qp such that |hˆ(1)|p = |a|p, and |hˆ(2)|p = 1. The measure corresponding to hˆ(1) due to
Theorem 3.3 belongs to G(H). But from (3.9) and (3.16) one infers that the measure associated with
hˆ(2) belongs to GG(H) \ G(H).
Hence, for the model (3.1) with a weight (3.15) we have |GG(H) \ G(H)| ≥ 2, since |G(H)| = 1.
4. Phase transition
In this section we are going to show that the equation (3.8) has at least two translation-invariant
solutions under some conditions.
In this section we will assume the following
(4.1) λ(0) = 1, λ(1) = α, and |λ(m)|p < 1 ∀m ≥ 2,
here α ∈ Qp such that
(4.2) |α|p = 1, |1− α|p ≤ 1/p.
It is obvious that in this case (3.14) is not satisfied. Now we are going to find translation invariant
solution of (3.8), i.e. hˆn = hˆm for all n,m ∈ N. Therefore, we assume that hˆ1 = (x1, . . . , xn, . . . ). Let
us for the sake of shortness, a given sequence x = {xj}j≥2 we denote
(4.3) X :=
∞∑
j=2
xj.
If hˆ1 is a translation invariant solution, then the first equation in (3.13) with (4.1) can be rewritten
by
(4.4) x1 = α
(
θx1 +X + 1
x1 +X + θ
)
.
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We reduced the last equation to
(4.5) P (x1) = 0,
where P (x) = x2 + (X + θ(1− α))x − α(X + 1).
Direct checking shows that
(4.6) P (1) = (1− α)(X + 1 + θ), P ′(1) = 2 +X + θ(1− α).
If |X+2|p = 1, then (4.2) with the Hensel’s Lemma implies that (4.5) has a solution x+,1 belonging to
Qp. Hence, the Vieta Theorem yields that the second solution x−,1 of (4.5) also belongs to Qp. Note
that for the both solutions x±,1 due to Hensel Lemma we have
|x+,1 − 1|p ≤ 1/p.(4.7)
Now keeping in mind that p ≥ 3, from (4.7) one finds
|x−,1 − 1|p = 1.(4.8)
In the sequel we will need an exact form of these solutions, which can be written as follows
(4.9) x±,1 =
(α− 1)θ −X ±√DX
2
,
where
DX = (X + θ(1− α))2 + 4α(X + 1)
= θ2(1− α)2 + 2(2X +Xθ + 2)(1 − α) + (X + 2)2(4.10)
Note that the existence of the solutions x±,1 yields the existence
√
DX .
Let us now substitute (4.9) into Fi in (3.10), which has a form
(4.11) F
(±)
i (x; θ) =
2(θ − 1)xi + (α− 1)θ +X ±
√
DX + 2
(α + 1)θ +X ±√DX
, i ≥ 2,
where x = {xi}i≥2.
Note that from (3.9) and (3.3) we see that |xn|p → 0 as n→∞. Therefore, it is natural to consider
the following space
(4.12) c0 = {{xn}n≥2 ⊂ Qp : |xn|p → 0, n→∞}
with a norm ‖x‖ = max
n
|xn|p. According to Lemma 2.1 for any {xn} ∈ c0 we have
∞∑
j=2
xj <∞.
Define
(4.13) Br = {{xn} ∈ c0 : ‖x‖ ≤ r},
where r ∈ {pk : k ∈ Z}. It is clear that Brp is a closed subset of c0. Now consider the following
mapping
(4.14) (F (±)(x))i = λ(i)F (±)i (x, θ), i ≥ 2,
where x = {xn} ∈ c0.
Now our aim is to show the existence of a fixed point of F (±).
Put
δ = max
i≥2
|λ(i)|p.
From (4.1) one immediately finds that δ < 1.
Note that according to the condition (4.1) from (3.9) we obtain |xn|p ≤ |λ(n)|p, ∀n ≥ 2, which
implies that any solution of (3.8) belongs to Bδ.
Lemma 4.1. Let the conditions (4.1),(4.2) be satisfied for λ. Then F (+)(Bδ) ⊂ Bδ.
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Proof. Let x ∈ Bδ. Then
(4.15) |X|p =
∣∣∣∣
∞∑
j=2
xj
∣∣∣∣
p
≤ ‖x‖ ≤ δ.
Therefore, one has |X + 2|p = 1, and according to the above made argument, we infer the existence
of
√
DX . Now using this fact and (4.15), from (4.10) and (4.2) we conclude that
√
DX = 2 + ǫ with
|ǫ|p < 1, which with (4.2) implies that
|
√
DX + 2|p = 1, |αθ +
√
DX |p = |3|p,(4.16)
|
√
DX − 2|p ≤ 1
p
, |αθ −
√
DX |p = 1.(4.17)
Then by means of (4.15),(4.16) and (4.2) we have
|(F (+)(x))i|p = |λ(i)|p
∣∣∣∣2(θ − 1)xi + (α− 1)θ +X +
√
DX + 2
(α+ 1)θ +X +
√
DX
∣∣∣∣
p
= |λ(i)|p
∣∣∣∣
√
DX + 2
αθ − 1 + θ − 1 +√DX + 2
∣∣∣∣
p
= |λ(i)|p ≤ δ
for all i ≥ 2, which implies F (+)(Bδ) ⊂ Bδ. This completes the proof. 
Before going to the main result we need some auxiliary facts.
Lemma 4.2. One has √
DX −
√
DY =
(X − Y )(X + Y + 2θ(1− α) + 4α)√
DX +
√
DY
.
Proof. From (4.10) we immediately find
DX −DY = (X − Y )(X + Y + 2θ(1− α) + 4α)
which with √
DX −
√
DY =
DX −DY√
DX +
√
DY
implies the assertion. 
Denote
(4.18) ξX = (α− 1)θ +X +
√
DX + 2.
From the direct calculation we can prove the following
Lemma 4.3. One has
ξX − ξY = X − Y +
√
DX −
√
DY ;(4.19)
Y ξX −XξY = ((α− 1)θ + 2)(Y −X) + Y
√
DX −X
√
DY ;(4.20)
ξX
√
DY − ξY
√
DX = ((α− 1)θ + 2)(
√
DY −
√
DX) +X
√
DY − Y
√
DX .(4.21)
Now we are in a pose to formulate the main estimation.
Theorem 4.4. Let the conditions (4.1),(4.2) be satisfied for λ. Then one has
‖F (+)(x)−F (+)(y)‖ ≤ δ|θ − 1|p‖x− y‖,(4.22)
for every x,y ∈ Bδ.
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Proof. Let x,y ∈ Bδ, then from (4.14) we have
|F (+)(x))i −F (+)(y)i|p = |λ(i)|p
∣∣∣∣ 2(θ − 1)xi + ξX(α+ 1)θ +X +√DX −
2(θ − 1)yi + ξY
(α+ 1)θ + Y +
√
DY
∣∣∣∣
p
= |λ(i)|p
∣∣∣∣2(θ − 1)
[
xi((α + 1)θ + Y +
√
DY )− yi((α+ 1)θ +X +
√
DX)︸ ︷︷ ︸
I
]
+
((α + 1)θ + Y +
√
DY )ξX − ((α + 1)θ +X +
√
DX)ξY︸ ︷︷ ︸
II
∣∣∣∣
p
.(4.23)
Now step by step, let us estimate I and II.
Put
∆ =
X + Y + 2θ(1− α) + 4α√
DX +
√
DY
.(4.24)
Let us first consider I. Then using Lemma 4.2 one finds
I = (xi − yi)[(α + 1)θ +X +
√
DX ] + xi[Y −X +
√
DY −
√
DX ]
= (xi − yi)[(α + 1)θ +X +
√
DX ]− xi(1 +∆)(X − Y )(4.25)
Now turn to II. We easily find that
II = (α+ 1)θ(ξX − ξY ) + Y ξX −XξY + ξX
√
DY − ξY
√
DX
according to Lemmas 4.3 and 4.2 one gets
II = 2(1− θ)(Y −X) + 2(1 − θ)(
√
DY −
√
DX)
= 2(1− θ)(1 + ∆)(Y −X)(4.26)
Then substituting (4.25) and (4.26) with (4.24) into (4.23) we obtain
|F (+)(x))i −F (+)(y)i|p = |θ − 1|p|λ(i)|p
∣∣∣∣(xi − yi)((α + 1)θ +X +√DX)
+(1− xi)(1 + ∆)(X − Y )
∣∣∣∣
p
≤ |θ − 1|p|λ(i)|pmax
{
|xi − yi|p, |1 + ∆|p|X − Y |p}
≤ |θ − 1|p|λ(i)|pmax
i≥2
{|xi − yi|}
≤ δ|θ − 1|p‖x− y‖,(4.27)
here we have used (4.3) and |∆|p = 1.
Consequently, from (4.27) we get the required inequality. 
Now let us turn to F (−). This case is a little bit tricky. Therefore, impose some extra conditions.
Namely, we assume
|α− 1|p ≤ 1
p2
,(4.28)
|θ − 1|p = 1
p
.(4.29)
Lemma 4.5. Let the conditions (4.1),(4.2),(4.28),(4.29) be satisfied. Then F (−)(Bp−1δ) ⊂ Bp−1δ.
Proof. Let x ∈ Bp−1δ. Then from (4.1),(4.15) we have |X|p ≤ 1/p2. Using this with (4.28), from
(4.10) one finds that
√
DX = 2 + ǫ1, where |ǫ1|p ≤ 1/p2. This with (4.9) yields that
(4.30) |x−,1 + 1|p ≤ 1
p2
.
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Whence with (4.29) one finds
(4.31) |x−,1 +X + θ|p = |x−,1 + 1 +X + θ − 1|p = |θ − 1|p.
Consequently, using (4.31),(4.30) and (4.29) we have
|(F (−)(x))i|p = |λ(i)|p
∣∣∣∣ (θ − 1)xi + x−,1 +X + 1x−,1 +X + θ
∣∣∣∣
p
≤ 1
p
|λ(i)|p ≤ p−1δ
for all i ≥ 2, which implies the assertion. 
By the same argument of the proof of Theorem 4.4 one can prove
Theorem 4.6. Let the conditions (4.1),(4.2),(4.28),(4.29) be satisfied. Then one has
‖F (−)(x)−F (−)(y)‖ ≤ δ‖x− y‖,(4.32)
for every x,y ∈ Bp−1δ.
Now we are ready to formulate our main result.
Theorem 4.7. Let the conditions (4.1),(4.2),(4.28),(4.29) be satisfied. Then a phase transition occurs
for the countable state p-adic Potts model (3.1).
Proof. From the conditions (4.1),(4.2),(4.28),(4.29) we infer that statements of both Theorems 4.4
and 4.6 are valid. Noting that δ < 1 with Theorem 4.4 ( resp. Theorem 4.6) we can apply the
fixed point theorem to F (+) (resp. F (−)), which means that the existence of a unique fixed point
x+ = {x+,i} ∈ Bδ (resp. x− = {x−,i} ∈ Bp−1δ). Hence, equation (3.8) has at least two translation-
invariant solutions (x+,1,x+) and (x−,1,x−). These solutions according to Theorem 3.1 define µ+ and
µ− generalized p-adic Gibbs measures, respectively. To show that such measures are different, it is
enough to establish that x+ and x− are different. Therefore, using (4.31) one finds
|x+,i − x−,i|p = |(F (+)(x))i − (F (−)(x))i|p
= |λ(i)|p
∣∣∣∣(θ − 1)x+,i + x+,1 +X + 1x+,1 +X + θ −
(θ − 1)x−,i + x−,1 +X + 1
x−,1 +X + θ
∣∣∣∣
p
= |λ(i)|p |θ − 1|p|x+,1 − x−,1|p|xi − 1|p|x+,1 +X + θ|p|x−,1 +X + θ|p
= |λ(i)|p |θ − 1|p|x+,1 − x−,1|p|θ − 1|p
= |λ(i)|p|x+,1 − x−,1|p.
From |x+,1 − x−,1|p = |
√
DX |p = 1 we conclude that ‖x+ − x−‖ = δ, which means the measures µ+
and µ− are different. 
Remark 4.1. Note that if the conditions (4.1),(4.2) are not satisfied, then it may exist only one
generalized translation-invariant p-adic Gibbs measure. Indeed, consider weights defined by (3.15)
with
|a|p = 1, |2a− 1|p ≤ 1/p,(4.33) √
a does not exist in Qp.(4.34)
From Remark 3.2 we already knew that (3.13) has a solution hˆ1 = 0 and hˆ2 = −1 which defines a
generalized translation-invariant p-adic Gibbs measure.
Now we show that equation (3.20) does not have any solution belonging to Qp. Indeed, one can
compute that its discriminant has a form
D = ((1 − θ)(1− a) + 1− 2a)2 + 8a
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due to |1− θ|p ≤ 1/p and (4.33) one finds that |D|p = |a|p. Hence, the assumption (4.34) with Lemma
2.2 implies that
√
D does not exist in Qp. This means there is no solution of (3.20) belonging to Qp.
So, we have two different generalized p-adic Gibbs measures. It is natural to ask: which of them
would be a p-adic Gibbs measure?
Now recall that a translation-invariant generalized p-adic measure associated with h = {hi} ∈ QΦp
would be p-adic Gibbs one, if there is a sequence {κi} ∈ QΦp such that the equality hi = expp κi holds
for all i ∈ Φ.
Let us find the corresponding sequence {κi} for (x+,1,x+). From (3.9) we have
expp(κi − κ0)α = x+,i, i ∈ N
Since (x±,1,x±) is a fixed point of (3.8), therefore from (4.5) one gets
(4.35) expp(κ1 − κ0) =
θx+,1 +X+ + 1
x+,1 +X+ + θ
and
(4.36) expp(κi − κ0) =
(θ − 1)x+,i + x+,1 +X+ + 1
x+,1 +X+ + θ
, i ≥ 2,
where as before
(4.37) X± =
∞∑
j=2
x±,j.
By means of (4.7) and Lemma 4.1 one gets∣∣∣∣θx+,1 +X+ + 1x+,1 +X+ + θ
∣∣∣∣
p
= 1,
∣∣∣∣θx+,1 +X + 1x+,1 +X + θ − 1
∣∣∣∣
p
= |θ − 1|p|x+,1 − 1|p < 1/p,
∣∣∣∣(θ − 1)x+,i + x+,1 +X+ + 1x+,1 +X+ + θ
∣∣∣∣
p
= 1,
∣∣∣∣(θ − 1)x+,i + x+,1 +X+ + 1x+,1 +X+ + θ − 1
∣∣∣∣
p
= |θ − 1|p|x+,i − 1|p = |θ − 1|p ≤ 1/p,
which, thanks to Lemma 2.2, allow us to take logp from both sides of (4.35) and (4.36). Hence putting
κ0 = 0, we able to find {κi}. This means that µ+ is a p-adic Gibbs measure.
Now turn to (x−,1,x−). From (4.29),(4.31) and (4.8) we have∣∣∣∣(θ − 1)x−,i + x−,1 +X− + 1x−,1 +X− + θ
∣∣∣∣
p
≤ 1/p.
This due to Lemma 2.2 implies that x− can not be represented as expp κi. Therefore, µ− is a strictly
generalized p-adic Gibbs measure.
So, we have
Theorem 4.8. Assume all the conditions of Theorem 4.7 are satisfied. Then µ+ is a p-adic Gibbs
measure, but µ− is a generalized p-adic Gibbs measure.
In Theorem 3.3 we have provided a sufficient condition on uniqueness of the p-adic Gibbs measure.
But nevertheless, it is interesting to know whether the measure µ+ is a unique p-adic Gibbs measure.
Theorem 4.9. Let the conditions (4.1),(4.2) be satisfied for λ. Then the measure µ+ is a unique
p-adic Gibbs measure for p-adic Potts model (3.1), i.e. |G(H)| = 1.
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Proof. Let h = {hˆ1,n, hˆn} be any solution of (3.8), where hˆn = {hˆi,n}i≥2 and hˆi,n = λ(i) exp(κi,n),
i ∈ N. We will show that such a solution coincides with (x+,1,x+). Indeed, it is clear that |hˆ1,n|p = 1
and ‖hˆn‖ = δ.
Let us fix n ∈ N and consider the difference
|hˆ1,n − x+,1|p = |a|
∣∣∣∣θhˆ1,n+1 +Hn+1 + 1
hˆ1,n+1 +Hn+1 + θ
− θx+,1 +X+ + 1
x+,1 +X+ + θ
∣∣∣∣
p
= |θ − 1|p|(hˆ1,n+1 − 1)(X+ −Hn+1) + (hˆ1,n+1 − x+,1)(θ + 1 +Hn+1)|p
≤ |θ − 1|pmax{|hˆ1,n+1 − x+,1|p, ‖hˆn+1 − x+‖},(4.38)
here we have used that
Hn+1 :=
∞∑
k=2
hˆk,n+1
and |Hn+1|p ≤ ‖hˆn+1‖ < 1.
Similarly reasoning as in the proof of Theorem 4.4 one gets
|hˆi,n − x+,i|p = |λ(i)|p|Fi(hˆ1,n+1, hˆn+1; θ)− Fi(x+,1,x+; θ)|p
≤ |λ(i)|p|θ − 1|pmax{|hˆ1,n+1 − x+,1|p, ‖hˆn+1 − x+‖}(4.39)
From (4.38),(4.39) we obtain
max{|hˆ1,n − x+,1|p, ‖hˆn − x+‖} ≤ |θ − 1|pmax{|hˆ1,n+1 − x+,1|p, ‖hˆn+1 − x+‖}(4.40)
Now take an arbitrary ǫ > 0 and n0 ∈ N such that |θ − 1|n0p < ǫ. Then iterating (4.40) n0 times,
one gets
max{|hˆ1,n − x+,1|p, ‖hˆn − x+‖} ≤ |θ − 1|n0p < ǫ
Due to the arbitrariness of ǫ we have h1,n = x+,1 and hˆn = x+ for every n ∈ N. 
Remark 4.2. The proved Theorem 4.9 indicates that the condition (3.14) was a sufficient for the
uniqueness of the p-adic Gibbs measure.
Now let us turn to µ−. Take any solution h− of (3.8) of the form h− = {x−,1, hˆ(−)n }), where
hˆ
(−)
n ∈ Bp−1δ. As a consequence of Theorem 4.6 one can formulate the following
Corollary 4.10. Assume that the conditions of Theorem 4.7 are satisfied. Then h− coincides with
(x−,1,x−).
Proof. Now fix any vertex n ∈ N and i ≥ 2. From (4.32) one gets
|hˆ(−)i,n − x−,i|p = |λ(i)|p
∣∣∣∣F (−)i (hˆ(−)n+1, θ)− F (−)i (x−, θ)
∣∣∣∣
p
≤ δ‖hˆ(−)n+1 − x−‖(4.41)
Take an arbitrary ǫ > 0 and n0 ∈ N such that δn0 < ǫ. Then (4.41) implies that
‖hˆ(−)n − x−‖ ≤ δ‖hˆ(−)n+1 − x−‖ ≤ · · · ≤ δn0‖hˆ(−)n+n0 − x−‖ < ǫ.
Hence, from the arbitrariness of ǫ we obtain hˆ
(±)
n = x− for every n ∈ N. This proves the assertion. 
Now let us consider more concrete examples.
Example 4.1. Assume that {hˆm} is a solution of (3.13) defined by
(4.42) hˆm = p
m+1 − J
m−1
(m− 1)! , m ∈ N,
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where |J |p = 1/p. Then one can see
∞∑
m=1
hˆm =
p2
1− p − θ,
here as before θ = expp(J). Now substituting (4.42) to (3.13) we obtain the corresponding λ by
(4.43)
λ(m)
λ(0)
=
Jm−1
(m− 1)!
(
p2
(p− 1)(θ − 1)( Jm−1(m−1)! − 1) + p2
)
.
Put λ(0) = 1. Then it is clear that λ(1) = 1. The equality |θ − 1|p = |J |p = 1/p implies that
∣∣∣∣ p
2
(p− 1)(θ − 1)( Jm−1(m−1)! − 1) + p2
∣∣∣∣
p
=
1
p2|θ − 1|p =
1
p
.(4.44)
This with |Jm−1/(m− 1)!|p < 1 yields that the conditions of Theorem 4.7 are satisfied. Now keeping
in mind that hˆm is a solution of (3.13) and by means of (3.9),(4.44) we find that
∣∣∣∣hmh0
∣∣∣∣
p
=
∣∣∣∣(p − 1)(θ − 1)(
Jm−1
(m−1)! − 1) + p2
p2
∣∣∣∣
p
= p(4.45)
for every m ≥ 2. Hence, (4.45) shows that |hmh0 |p > 1 which means that the equality hm = expp(κm)
impossible for any κm. This implies that the corresponding measure belongs to GG(H) \ G(H). From
Corollary 4.10 we infer that the constructed generalized p-adic Gibbs measure is µ−. Thanks to
Theorem 4.9 for the weights (4.43) there is also a unique p-adic Gibbs measure.
Example 4.2. Now suppose that {hˆm} is a solution of (3.13) defined by hˆm = Jm−1(m−1)! , m ∈ N, with
|J |p ≤ 1/p. Then
∑∞
m=1 hˆm = θ. By the same argument used in Example 4.1 one can define λ, for
which the conditions (4.1),(4.2) are satisfied as well. In this case one can show that |hmh0 |p = 1. Hence,
according to Theorem 4.9 the corresponding measure is a unique p-adic Gibbs measure.
Now let us turn to the boundedness of the measures µ+ and µ−. We need the following
Lemma 4.11. Let h be a translation-invariant solution of (3.8), and µh be the associated Gibbs
measure. Then for the corresponding partition function Z
(h)
n (see (3.5)) the following equality holds
(4.46) Z
(h)
n+1 = AhZ
(h)
n ,
where
(4.47) Ah = λ(0)
(
θ +
∞∑
j=1
hˆj
)
.
Proof. From (3.8) we conclude that there is a constant Ah ∈ Qp such that
(4.48)
∑
j∈Φ
expp{Jδij}hjλ(j) = Ahhi
for any i ∈ Φ.
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On the other hand, using (3.4) and (4.48) we have
1 =
∑
σ∈Ωn
∑
ω∈Φ
µ
(n+1)
h (σ ∨ ω)
=
∑
σ∈Ωn
∑
ω∈Φ
1
Z
(h)
n
expp{H(σ ∨ ω)}hω
n∏
k=0
λ(σ(k))λ(ω)
=
∑
σ∈Ωn
1
Z
(h)
n+1
expp{H(σ)}
n∏
k=0
λ(σ(k))
∑
j∈Φ
expp{Jδσ(n),j}hjλ(j)
=
Ah
Z
(h)
n+1
∑
σ∈Ωn
expp{H(σ)}hσ(n)
n∏
k=0
λ(σ(k))
=
Ah
Z
(h)
n+1
Z(h)n
which implies (4.46). From (4.48) we may easily find (4.47). 
Now we are ready to formulate a result.
Theorem 4.12. Assume all the conditions of Theorem 4.7 are satisfied. Then the p-adic Gibbs
measure µ+ is bounded, but the generalized p-adic Gibbs measure µ− is not bounded.
Proof. Let us first consider µ+. Take any σ ∈ Ωn. Then from (3.4) with (4.46), (4.47) one gets
|µ+(σ)|p = 1|Z(+)n |p
∣∣∣∣ expp{H(σ)}x+,σ(n)
n−1∏
k=0
λ(σ(k))
∣∣∣∣
p
=
1
|(x+,1 +X+ + θ)n−1Z(+)1 |p
|x+,σ(n)|p
n−1∏
k=0
|λ(σ(k))|p
≤ 1
|Z(+)1 |p
,
this means that µ+ is bounded.
Now consider µ−. Let us take
σ(1)n = {σ(k) = 1, k ∈ [0, n]}.
Then analogously as above with (4.1), (4.31) and (4.29) we find
|µ−(σ(1)n )|p =
1
|Z(−)n |p
∣∣∣∣ expp{H(σ(1)n )}x−,1
n−1∏
k=0
λ(1)
∣∣∣∣
p
=
|x−,1αn|p
|(x−,1 +X− + θ)n−1Z(−)1 |p
=
1
|θ − 1|n−1|Z(−)1 |p
=
pn−1
|Z(−)1 |p
,
which means that µ− is not bounded. 
Remark 4.3. In [41] we have proved that at p = 3 there is two p-adic Gibbs measures for that 3-state
Potts model, i.e. |G(H)| ≥ 2. Hence a strong phase transition occurs. There, it was shown that those
p-adic Gibbs measures were unbounded. Hence, Theorem 4.12 shows the difference between the finite
state Potts models, since there the p-adic Gibbs measures are unbounded when the phase transition
occurs.
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