We describe an innovative methodology for determining the quality of digital images. The method is based on measuring the variance of the expected entropy of a given image upon a set of predefined directions. Entropy can be calculated on a local basis by using a spatial/spatial-frequency distribution as an approximation for a probability density function. The generalized Rényi entropy and the normalized pseudo-Wigner distribution (PWD) have been selected for this purpose. As a consequence, a pixel-by-pixel entropy value can be calculated, and therefore entropy histograms can be generated as well. The variance of the expected entropy is measured as a function of the directionality, and it has been taken as an anisotropy indicator. For this purpose, directional selectivity can be attained by using an oriented 1-D PWD implementation. Our main purpose is to show how such an anisotropy measure can be used as a metric to assess both the fidelity and quality of images. Experimental results show that an index such as this presents some desirable features that resemble those from an ideal image quality function, constituting a suitable quality index for natural images. Namely, infocus, noise-free natural images have shown a maximum of this metric in comparison with other degraded, blurred, or noisy versions. This result provides a way of identifying in-focus, noise-free images from other degraded versions, allowing an automatic and nonreference classification of images according to their relative quality. It is also shown that the new measure is well correlated with classical reference metrics such as the peak signal-to-noise ratio.
INTRODUCTION
The objective of a great number of applications of image processing is the search for an in-focus, noise-free version of an unknown original. Image quality assessment (QA) is not a minor issue, especially if more than one enhanced image competes to be the best realization. The naked eye is surely a good classifier, but an automatized method would save time and should simplify the task. Quality evaluation of images is still an open and challenging problem [1] . Typically, methods for determining the quality of enhanced images [2, 3] require a reference or ground truth image to fulfill the measure. Measures such as peak signal-to-noise ratio (PSNR) or root-mean-squared error (RMSE) are simple to calculate, but they are not always in agreement with the perceived visual quality. Significant improvement has been attained by some image QA methods that take advantage of known characteristics of the human visual system (HVS); for example, Wang and Bovik [4] describe a method based on the hypothesis that the HVS is highly adapted for extracting structural information, and they develop a measure of structural similarity (SSIM) that compares local patterns of pixel intensities that have been normalized for luminance and contrast. Sheikh et al. [5] use an information fidelity criterion (IFC) for image QA using natural scene statistics models as an alternative to the HVS-based methods. In another paper [6] , Sheikh et al. explore the relationship between image information and visual quality, and they introduce a visual information fidelity (VIF) criterion for full-reference image QA. The VIF is derived from a statistical model for natural scenes, a model for image distortions, and a HVS model in an information-theoretic setting. However, when a reference image is not available, only blind image QA methods may be useful. Sheikh et al. [7] propose the use of natural scene statistics (NSS) models to blindly measure the quality of images compressed by JPEG2000 as a novel way of assessing the quality of images afflicted with ringing and blurring distortion resulting from JPEG2000 compression. Remarkably, this method uses NSS models to provide a reference against which the distorted images can be assessed.
A new image QA method that does not require a reference image to determine the quality of the images under scrutiny is introduced here. This blind image QA method is based on measuring the anisotropy of the images and has been confirmed to be robust over an ample set of images and akin to the way the HVS works. Hence, the automatized selection of the "best image" from a set of possibilities coincides well with the criteria of the HVS, as the experiments presented here will later corroborate, with a set of natural images.
Shannon entropy is classically used as a value to indicate the amount of uncertainty or information in a source [8] . Quality and entropy are somewhat related subjects. If the source is a given image, the obstacle for the entropy to be considered a quality index is that noise cannot be distinguished from information, noise being a kind of information itself. From a human observer point of view, objects constitute the areas of interest in a picture, and humans with good eye correction are easily capable of dis-tinguishing the sharpest objects. Noise or blurring is easily identifiable by the visual system. Analytically, entropy increases with sharpness but, in general, there is not a fair correlation when images are noisy. Hence, entropy by itself is not a good indicator of image quality. To overcome this problem, in this paper we propose to use anisotropy as a suitable measure of image quality.
Based on our experiments, we hypothesize that the degradation processes damage the scene's directional information. Hence, anisotropy, as a directionally dependent quality of images, decreases as more degradation is added to the image.
There exists an antecedent of the use of entropy for identifying the anisotropy of images [9] . Anisotropy is certainly one of the properties of natural images and is related to its directional dependency. Our experiments have shown that image anisotropy is sensitive to noise and blur; hence quality can be properly measured in this way. Following this line of reasoning, we have extended the applications of entropy to the problem of measuring image quality in a nonreference scenario. That is, following this approach no reference is required to sort images according to their visual quality. The generalized Rényi entropy has been selected to calculate the entropy on a local basis by associating a distribution for each pixel of a digital image. In this way, entropy histograms provide a measure of the information content of images in the same way as image histograms give information about the distribution of gray levels. Using a proper normalization, a windowed pseudo-Wigner distribution (PWD) can be approximated as a probability distribution function [10] , and then a particular Rényi-wise entropy can be measured at the pixel level. This PWD is computed in a 1-D-oriented window, allowing a measure of the entropy in a selected direction. Differences in the directional entropy are taken to measure image anisotropy and hence to estimate of the image quality. Different techniques have been proposed in the literature for assessing images when the ground truth is not available [11] [12] [13] [14] . In the context of image QA, Dansereau and Kinser were the first to suggest the potential use of the relative Rényi dimension spectrum as an image quality measure [15] . The main motivation of this paper is to provide an in-depth study on the use of highorder Rényi entropies in the area of nonreference image quality evaluation. This paper is structured as follows: The basic mathematical description and theoretical fundamentals of the method are described in Section 2. Section 3 presents the new quality metric and its empirical justification. Section 4 presents experimental results obtained by applying this method to some artificial and real examples. Finally, conclusions are drawn in Section 5.
MATHEMATICAL BACKGROUND

A. Rényi Entropy Measures
Entropy is a measure of the information content of given data. In general, any 2-D array that entails information can be considered an image. This suggests that differences in entropy orientations can provide differences in the information content. That is, information can be stored in an anisotropic way. Entropy can be applied as a global measure or as a local one, adding the possibility of different directionalities when dealing with images. Entropy is an important feature to consider, especially when orientation inherits some specific information. Subsequently, directional entropy measurements can be used to determine differences between different images or textures with different entropic characteristics. Directional entropy can be achieved by means of the Rényi entropy. For this reason, Rényi entropy measurements stand out as a relevant entropic measure in this context.
A review of the existing Rényi measures, which we summarize here, can be found in [16] . The definition of entropy was initially proposed independently by Shannon [8] and Wiener [17] as a measure of the information content per symbol, coming from a stochastic information source. Later, Rényi [18] extended this notion to yield generalized entropy. Different distributions have been considered to define some Rényi entropy measures. They have been introduced in the time-frequency analysis area by Williams et al. [19] , with a significant contribution by Flandrin et al. [20] , establishing the properties of such measures. In general, the Rényi entropy applied to a discrete space-frequency distribution P͓n , k͔ has the form
͑1͒
It is interesting to note that the Shannon entropy given by
can be obtained from the Rényi entropy measure in the limiting case when ␣ → 1 [20] .
Here n and k represent the spatial and frequency variables, respectively. Also, ␣ ജ 2 are values recommended for space-frequency distribution measures [20] . Although Rényi measures of joint space-frequency distributions formally look like the original entropies, they do not have the same properties, conclusions, and results derived in classical information theory. For instance, the positivity P͓n , k͔ ജ 0 will not be always preserved, along with the unity energy condition ͚ n ͚ k P͓n , k͔ = 1. In order to reduce a distribution to the unity signal energy case, some kind of normalization must be done [19] . The normalization can be done in various ways, leading to a variety of different measure definitions [16, 20] .
Normalization with the Signal Energy
The behavior of this measure is quite similar to the nonnormalized measure form, except in its magnitude. This kind of normalization is important for comparison between various distributions, or with the same distribution when the energy is not unbiased.
Normalization with the Distribution Volume
.
͑4͒
The volume-normalized form of measure has been used for adaptive kernel design [19] . Note that the term within the logarithm is just the ratio of norms L 3 and L 1 , while the logarithm is a monotonic function. Thus, measure (4) can be considered to be L 3 / L 1 , reducing to the general case.
Quantum Normalization
Quantum mechanics [21] inspires a normalization by assimilating the spatial/spatial-frequency distribution P of a given position n with a wave function and deriving its probability density function by means of P ͓n , k͔ = P͓n , k͔P * ͓n , k͔, followed by a normalizing step to satisfy
The general case in expression (1) with ␣ = 3 gives
͑5͒
This measure can be interpreted on a pointwise basis as follows:
͑6͒
The term P in expression (6) also has to be normalized by Q͓n , k͔ = P͓n , k͔P * ͓n , k͔, followed by P ͓n , k͔ = Q͓n , k͔ / ͚ k Q͓n , k͔ to meet the normalizing condition:
where M is the size of the data and −N /2ഛ k ഛ N /2−1 the spatial window used to compute the measure. We have selected this normalization in particular in the sequel.
B. One-Dimensional Pseudo-Wigner Distribution
Spatial-frequency information of a given image can be extracted by associating the gray-level spatial data with one of the well-known spatial/spatial-frequency distributions [22] . Typically, the Rényi entropy is applied over one of these joint distributions. In this paper the Wigner distribution has been selected [23] due to its excellent properties. In such case, any specific pixel n of the image can be associated to a vector containing its 1-D PWD, calculated in a neighborhood by means of a small window of length N. The use of a windowed 1-D transform for a 2-D signal can be justified considering three main aspects of the problem. First, by using a 1-D PWD, data can be arranged in any desired direction over a 2-D image; second, calculation time is greatly diminished compared to a 2-D version of the PWD; and third, the 1-D PWD is an invertible function, granting in this way that information is totally preserved.
A discrete approximation of the Wigner distribution proposed by Claasen and Mecklembräuker [24] , similar to Brenner's expression [25] , has been used here:
In Eq. (7), n and k represent the time and frequency discrete variables, respectively, and m is a shifting parameter, which is also discrete. Here ͕z͓n͔͖ is a 1-D sequence of data from the image, containing the gray values of N pixels, aligned in the desired direction. Equation (7) can be interpreted as the discrete Fourier transform (DFT) of the product z͓n + m͔z * ͓n − m͔. Here z * indicates the complex conjugate of z. This equation is limited to a spatial interval ͓−N /2,N /2−1͔ (the PWD's window), allowing information to be extracted locally. By scanning the image with a 1-D window of N pixels, i.e., by shifting the window to all possible positions over the image, the full pixelwise PWD of the image is produced. The window can be tilted in any direction to obtain a directional distribution. Normalizing and associating W z ͓n , k͔ with P ͓n , k͔ in Eq. (6), the pixelwise information of the image can be extracted as follows: Let us consider a discrete sequence z͓n͔. A PWD, w n ͓k͔, can be calculated with N data values centered at position n by means of Eq. (7) and assigned to each position n. This local PWD can be normalized using quantum normalization as described in Subsection 2.A. This normalization identifies the PWD with a probability distribution P n , and the Rényi entropy associated to position n can be computed as 
JUSTIFICATION AND DESCRIPTION OF THE METHOD
Anisotropy is by definition the property of being directionally dependent and is one of the topics considered by some researchers to find the relationship between the operational structure of the visual system and the natural world's content. A directional common pattern for all natural scenes cannot be determined because natural scene composition varies, and the directional content differs from sample to sample. Studies carried out by Li et al. [26] indicate that neurons tuned to horizontal are more prevalent than vertical. Natural scene content has also been the subject of anisotropic examination [27] [28] [29] [30] . The relationship between the prevalence of natural scene content at different orientations and the visual ability to detect oriented natural scene content has been recently studied by Hansen and Essock [31] . Keil and Cristóbal [32] conducted a systematic comparison between the content biases at horizontal and vertical as a function of the spatial frequency and found greater horizontal bias at certain spatial frequencies with a preponderance of vertical content at other spatial frequencies. The experiments carried out by Keil and Cristóbal and the differences they found in the distribution of energy for natural images in the spatial-frequency domain suggest that entropic measures such as the Rényi entropy, based on measuring the frequency content of images through a directional PWD, will be an appropriate tool for image anisotropic measures.
Natural images can be considered to be constructed by textures and edges. Generally speaking, any single image shows a diversity of textures. Such diversity of textures and edges is the origin of the anisotropy of images. Entropy can be locally measured through the spatialfrequency content of the image in a directional scheme. Hence, anisotropy is really another kind of information that may be the subject of entropic measures. Entropy measures information. Hence, differently oriented measures will provide different values of entropy according to the anisotropy of the images. Natural images can be considered random processes. Consequently, anisotropy tends to statistically cancel out, and images should be isotropic on average if their size were infinite. However, image processing techniques and the HVS handle sizelimited images. This spatial limitation of the images gives significance to slight variations in the anisotropy, which become greater as the spot is smaller and relevant when entropy is considered at the pixel level. These entropy differences are fundamentally due to the large influence of edges in the values of entropy, added to the impossibility of statistically canceling out the anisotropy of edges due to the limited size of the images. (Consider, for example, a forest with many vertical components due to the stems of the trees; here the horizontal component of the entropy will be unbalanced with the vertical component.) Edges are the origin of the main differences of image entropy when it is analyzed at the pixel level.
To formalize the calculations required to measure the anisotropy of the images, Eq. (8) will be used. This equation provides a value of entropy R 3 ͓n , s ͔ for each pixel. Here s ͓ 1 , 2 , . . . , S ͔ represents S different orientations taken to measure entropy. To define a figure of merit for the image, the expected value of this equation is calculated as
where M represents the image size and t ͓1,2, . . . ,T͔ is introduced to take into account the T different images integrating the data set [t has been omitted in the right side of Eq. (9) for simplicity]. In all the experiments described later, the expected value of the entropy for all images of the test set have been measured using six equally spaced predefined directions (0°, 30°, 60°, 90°, 120°, and 150°), although the number of such directions seems to not be critical in the method's performance. Then the variance (standard deviation or range) of these expected values has been selected as an indicator of the anisotropy of the images. Suppose that R ͑t , s ͒ is the expected value of entropy for image t ͓1,2, . . . ,M͔, measured in directions s ͓ 1 , 2 , . . . , S ͔. Then, the standard deviation for the resulting set of values, relative to image t, can be defined as
where t is the mean of the values R ͑t , s ͒, as defined by the expression
and the range in image t can be defined as rg͑t͒ = max͕R ͑t, s ͖͒ − min͕R ͑t, s ͖͒. ͑12͒
To study the statistical performance of the entropy distributions of natural images, a set of 36 images of 256 ϫ 256 pixels and 8 bits/pixel have been randomly selected and processed using the method described here (see Fig. 1 ).
First, in order to illustrate the performance of the method, a set of ten progressively blurred images has been generated from each image in Fig. 1 by iteratively applying a blurring point-spread function (PSF) to the source images (labeled as "0" in the example shown in Fig. 2) .
The maximum blurring appears on the left-hand side of Fig. 2 (labeled as "-10"). Also, another set of ten progressively noisier images has been generated by iteratively adding a constant amount of Gaussian noise, starting from the same original image. The noisiest image is on the right-hand side of An experimental data test has been carried out, consisting in calculating the expectation value of the Rényi entropy for the 21 registered versions, using the image data set depicted in Fig. 1 . The entropy has been calculated using Eqs. (8) and (9) . A fixed window size of N =8 has been considered, and a horizontal orientation for the windows has been applied. Later, the procedure will be extended to any number of orientations. Figure 3 shows the results of the entropy values obtained from the image data set presented in Fig. 2 . This experiment has been repeated for all natural images shown in Fig. 1 . Remarkably, the graphic presented in Fig. 3 , which takes into account the expected values of entropy in each set, has presented an analogous shape for all the 36 natural images considered in this study.
The results indicate how entropy increases when blur diminishes, but it also increases when more and more noise is added. This excludes entropy as a good indicator of quality by itself. Only if noise-free versions are compared can entropy and quality be directly correlated. These results are in agreement with other theoretical studies based on the multiresolution information analysis of images that conclude that entropy per pixel is strictly decreasing with respect to decreasing resolution [33] .
Results of the quality metrics given by Eqs. (10) and (12) are shown in Fig. 4 . The same procedure was applied to all images shown in Fig. 1 , obtaining in all cases a similar steady response. It is remarkable to note that the results shown in Fig. 4 closely resemble the performance of an ideal image QA function [34] . The shapes of such curves present the following desirable properties as the most salient features: (i) accuracy, i.e., a distinct maximum is attained for the best quality; (ii) unimodality, i.e., it has a single maximum for the best quality; and (iii) computational efficiency. The selection of the standard de-viation and the range of the entropy have been empirically confirmed as a good indicator of anisotropy for natural images. In-focus, noise-free natural images have shown a maximum anisotropy if compared to other degraded versions.
EXPERIMENTAL RESULTS
The method has been tested for classifying the image quality results of different algorithms. Figure 5 illustrates the results of the quality sorting provided by the method for two well-known images (Lena and MIT) after the application of different denoising algorithms [35] . Images labeled as #1 and #7 correspond to the reference or ground truth images. In both cases the classification results match well with the human visual preference and also with the PSNR. From left to right, images seem to degrade with increasing blur or noise. The standard deviation of the expected values of the Rényi directional entropy has been considered to achieve the classification, and the resulting values have been normalized between 0 and 1 in order to facilitate the visual assessment. Table 1 shows the quantitative results provided by the described method in comparison with the PSNR and the SSIM metric [3] . Similar results have been observed with other natural images (not shown here). Nevertheless, images to be classified by this method must fulfill some requirements in order to guarantee the reliability of the measurement. Images to be classified must be registered, and degradation must be uniform. To illustrate this assumption, another example in the area of superresolution (SR) imaging [36] is shown in Fig. 6 . The images shown in Fig. 6 (a) present a spatial-variant blur as two 3-D objects compete to be in focus at the same time. Hence, as the images are 2-D representations of 3-D objects, different areas in the same image may suffer from different amounts of degradation. Bearing in mind that in this method the quality is measured as an average value, classification cannot be com- Fig. 4 . A. Standard deviation of the expected values of the Rényi directional entropy for the images shown in Fig. 2 . B. Range of the expected values of the Rényi directional entropy for the images in Fig. 2 . The variability refers to six different equally spaced orientations of the entropy in the image. The maximum variability corresponds to the original image, as an in-focus, noise-free version of the test set defined in Fig. 2 . pletely satisfactory; i.e., some areas are in focus while other areas are out of focus in the same photogram. Hence, on average, images are well classified but, in separate regions (the face of the child, the shirt, the head in the foreground, etc.) some disagreement with the visual appearance is possible. Figure 6(b) shows another example in the same SR area where the sorted quality of the images correlates well with the visual judgment. In this application domain (as in the case of image fusion) it is very common that the reference image is absent, hindering the assessment of the different results.
In order to determine whether this method is in agreement with human judgment, we have also conducted a set of experiments with a group of four images taken from the LIVE database [37] proposed by Sheikh et al. [38] , which can be considered to be good representatives of natural and artificial images. In [38] they present the results of an extensive subjective QA study in which a total of 779 distorted images were evaluated by human subjects, and they use the results to evaluate the performance of several prominent full-reference image QA algorithms. Tables 2-5 present and compare the results obtained with a group of four images (the luminance component only) extracted from the above-mentioned database, after measuring their quality by means of the method described here. It is necessary to remark on the good performance of the current method for smooth distortion (blur) and random noise (see Tables 2 and 3) . Structured distortion such as in the case of JPEG compression presents special arrangements of equal-valued pixels along privileged directions (horizontal and vertical). Blocking artifacts can be artificially introduced by the JPEG compression procedure, which can produce an erroneous estimate of the anisotropy measure. A feasible solution for reducing the blocking artifacts can be based on applying a deblocking filtering as it was proposed in [39] . The second approach is to consider that structured geometrical distortion increases the anisotropy of JPEG images due to the presence of zero-entropy values in the histogram. The current method is initially intended to be used for the QA of natural images. However, a slight modification of this measure will allow its application to JPEG compressed images. The modification is based on introducing a correcting factor that accounts for the number of zero-entropy values in the directional entropy histograms. This factor penalizes the presence of geometrically equal-valued pixels that are responsible for the high zero-entropy counts in JPEG images. A high zero-entropy count rarely appears in the entropy histograms of natural images. Therefore such criterion can be used when natural and JPEG images are compared. Suppose that L is the size of the image and S is the number of directions used to measure the image's anisotropy. Suppose also that K is the total number of zeroentropy values found in the S orientations while measuring the entropy. Then
provides a corrected measure of anisotropy for JPEG images. In Eq. (13) is given by Eq. (10) and ␤ is a parameter that penalizes the strength of the zero-entropy counts over the original anisotropy measure and whose value has been empirically determined to be ␤ = 0.1. Table   Table 1 4 shows how the corrected metric successfully discounts the blocking artifact in the case of JPEG compressed images and provides a good sorting estimate of their quality.
The current procedure for the tested data set produces a good match with human judgment, although the authors recognize that extensive testing with ground truth data is required for this method to be widely accepted as a QA metric. This work has concentrated on the development of a new objective quality metric, and we used the LIVE database as a reference for the subjective assessment with human subjects. Further work will explore the influence of the combined presence of multiple artifacts such as blockiness and noisiness.
CONCLUSIONS
A new method of image QA has been introduced in this paper. The new metric provides an image quality measure without a reference or ground truth image, facilitating in general a sorting mechanism for selecting the best image among a set of processed images. Besides that, a distinct feature of this measure is that it is capable of distinguishing the presence of noise in images by decreasing its value when noise is present. The method is based on measuring the averaged anisotropy of the image by means of a pixelwise directional entropy. The robustness of the method has been experimentally validated in the case of natural a "Buildings," "Lighthouse," "Statue," and "Stream" taken from the LIVE database for WHITE NOISE degradation. The standard deviation of the noise is indicated below the reference number of each image ͑columns 1, 3, 5, and 7͒. The corresponding PSNR has been included in columns 2, 4, 6, and 8. a "Buildings," "Lighthouse," "Statue," and "Stream" taken from the LIVE database for BLUR degradation. The standard deviation of the Gaussian kernel is indicated below the reference number of each image ͑columns 1, 3, 5, and 7͒. The corresponding PSNR has been included in columns 2, 4, 6, and 8. images, and results have been used to determine the relative quality of diverse processed images after applying different image processing algorithms. The experimental evaluation of the data set used demonstrates the effectiveness and promise of the proposed technique, although some assumptions such as registration and spatialinvariant degradation should be fulfilled by the images under scrutiny to obtain the best results. 
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a "Buildings," "Lighthouse," "Statue," and "Stream" taken from the LIVE database for JPEG2000 compression. The compression bitrate is indicated below the reference number of each image ͑columns 1, 3, 5, and 7͒.
