Particle Image Velocimetry (NV) has been used successfully for measuring instantaneous two dimensional velocity fields. Analyzing PIV images involves matching particle images capwred sequentially. In the usual practice, correlation (auto-or cross-correlation) is used to find the displacement (hence velocity) of the particles within a large number of small "interrogation areas" in the field of view. An image correlation within an interrogation area is inherently sensitive to the rotation and distortion of the fluid flow within the area, and is also sensitive to the brighiness of pathcles It can only find the mean spatial offset of particles weighted by their brightness. Rotation, dilation and distortion of fluid flow within the interrogation region and intensity changes of particles iniroduce correlation errors or bias. As a consequence, the size of the interrogation area and the time interval between images must be kept small to avoid these problems.
INTRODUCTION
Ply is a natural extension of visualization techniques, where a fluid velocity field is measured at thousands of points by identifying the motions of seeded particles. It is assumed that small tracing particles can follow the motion of fluid elements without influencing the flow. There are excellent reviews' on this subject.
When one expands the velocity field of a small region of fluid around its center of mass, the zero order term is the mean velocity, while first order terms representing deviations from the mean at points away from the center of mass can be identified as rotation and deformation. When the velocity field within the fluid element is uniform, the motions of tracing particles in the fluid element are the same as the center of mass ü. However, when the velocity field within the fluid element is not uniform, so that the velocity gradient tensor, Vu = [du1/ax], is not negligible, the motions of tracing particles can vary. Rotation is the motion of a fluid element that rotates around its mass center as a rigid-body. In the case of incompressible flow, divergence in three dimensions does not occur, but since PIV measures only two dimensional aspects of the flow, dilation in the two observed dimensions implies a balancing divergence of flow in the third dimension.
For a two-dimensional flow, the motion of all particles in an extended, but small, fluid element from (X0,Y,) to (X, Y) in a short time interval can be represented in terms of a coordinate transform:
which is a combined motion of a linear displacement from (X0, }) to (X0 + &, } + y) , a rotation by a angle of 8, a straining of angle r and the expansions in two coordinate directions, Dx and Dy.
The problem of Ply is to find the motion of fluid elements through identifying the spatial changes of seeding particles at successive instants. The positions of particles of different times can be recorded either on two exposures forming a single image or two successive exposures forming two images. Here, it is assumed that particles are captured on two separate images at successive times without losing generality. A method of correlating images of interrogation regions is now commonly used in the PIV technique2. In this method one finds the maximum of the cross-correlation:
where A(x) and B(x) are the two interrogation images. The correlation can approach unity at ? = (&,y) for noise free data if rotation and deformation of the particle positions in the interrogation images, and changes of particle brightness are sufficiently small. Rotation and deformation of the interrogation images will cause mismatch when the scales of rotation or deformation are comparable with the interrogated region. It is necessary to keep the interrogation area small enough (dependent on the velocity gradient tensor) so that the overall effects of rotation and deformation are small. There must also be a high density of particles so that many appear in the interrogation area. These requirements place severe restriction on seeding and the size of the interrogation area in Ply analysis.
Here, we present a feature-based method for analyzing PIV particle images which avoids some of the limitations of an image-based correlation method. In the following, the first step is replacement of particle images by particle positions, and is followed by the matching of individual particle positions in successive pictures. This is a problem of pattern recognition, and is Critical for success in feature-based image matching techniques. The second step is one of fitting the movement of individual particles with an algorithm that allows for displacement, rotation and distortion of particle positions within each area of identified particles. The methods will be applied to some PIV data to illustrate their applicability.
POINT FEATURE EXTRACTION AND DATA STRUCTURES
We assume that the images consist of a dark background and bright particles. Several steps are taken to extract particle positions from the raw image data. First, a high pass filter is applied before thresholding the image. The main function of the filtering is to enhance the darker particles in the images so that they can also be selected in the process of the thresholding. Then, each of the selected area is eroded or shrunk into a single pixel identified with the extended particle image. Starting from these replacement pixels, the nearby local maximum intensities of the original image are traced and neighboring image pixel values are grouped together to estimate the center of brightness of the particle. Each particle is then represented by a position coordinate pair (x, y), called a point feature in the subsequent discussion.
In order to increase the efficiency of the matching algorithm in which point features are intensively searched, the following data structures are constructed. First, the position index matrix is used for sorting point feawres by the geometric (x, y) position in the images. Each element of the matrix, (i,j), is a pointer to a linear list of point features which lie in the image window of {i • öx,(i + 1).&) and (j •5y,(i + 1). by). The choice of ox and öy is a trade off between computation speed and computer memory space. Another similar index matrix is used for partitioning the geometric parametric space, a . For each point feature, there is a pointer to a linear list of the addresses of all its nearest neighbors. The matching algorithm can rapidly find the neighboring point features through each neighborhood list.
PARTICLE FEATURE MATCHING AS A PROBLEM OF PATTERN RECOGNITION
The problem of pattern recognition3 usually denotes classification and/or description of a set of processes or events. An intuitively appealing approach for pattern recognition is "template-matching". The simplest system in our case would be to construct rigid templates from the images of particles in each interrogation area of the first image. The templates are then displaced as required to fit the second image within a preselected matching criterion. The disadvantage of this simple template-matching approach is that it is often difficult and time consuming to match the data when large numbers of particles and considerable distortions are present, and the rigidity of the templates prevents recognition of rotations and distortions in the fluid flow.
In our problem, the interrogation element consists of a group of point features. The points are the basic elements or subpatterns which form a recognizable array or structural pattern through their relative positions or topological structures. For a sufficient short instant, and in a small enough area, the motions of feature points within the pattern are correlated because the pattern moves nearly as a whole. In order to locate the movement of a point, its relative position with respect to the neighborhood points or the associated pattern has to be matched. This topological structure can change with time but is restricted since, in first order and in a short time interval, a fluid element will undergo only a geometric transformation that includes translation, rotation and deformation, and the magnitudes are all limited by the energy available in the fluid flow.
For a seeding particle p and its neighboring particles (p,j =1,...,n) , the pattern of p, can be defined as the topological relations, R, , among them, such as the relative positions among them. In general, it can be written as R : SxS -4 T(ä), where the set S = (p,,p11,j= l,...,n} and T(ä) is a set of topological quantities. The geometric transform parameter a represents the motion of a fluid element which can include the translation, rotation, dilation and strain.
To identify pairs of matching particles, pa andq, their patterns of neighboring geometric relations are compared. The simple template-matching approach is not optimal for the properties of the fluid motion mentioned above. It is better to allow certain degrees of freedom of the template such as a change of template under some geometric constraint a which reflects the motion of the fluid element. The minimum distance between these two patterns, mm D[R(p1) -R,(q,)], over all different parameters of the geometric constraint a , can then be used as a measure of the similarity between these two patterns of point features. It is evident that the problem of matching point features in fluid motion is a generalization of a classical scene matching problem. In the latter the geometric constraint is the different points of view or a motion of a rigid-body. In our problem, deformation of the fluid particle introduces additional geometric parameters.
The idea of selecting the point feature pattern rather than the original picture window is essential here. Particles are the only useful information contained in the Ply images. Extracting the positions of particles from the image effectively reduces the data set from a NxN pixels to M, the number of the particles. This makes possible a more thorough searching algorithm to accommodate spatial changes of each fluid element.
A FEATURE-BASED MATCHING ALGORITHM FOR PIV IMAGE ANALYSIS
The first and second images in the form of point features are represented by corresponding sets SI = ((x1,y1),i = 1...N) and S2 = ((x,y1),i = 1...M). For each point in the first image p. E S, we want to find the corresponding point in the second image q1 ES . The criterion of matching is to examine the similarity of their relative topological relations within the neighborhing points (structure pattern) under a parameiric geometric transform. The algorithm adopted here for selecting matching points is an improved version of a feawre clustering algorithm4'.
Suppose p1 ES has n neighboring points fp ,...,p) e S . For any given geometric parameter, a , the corresponding positions of points in the second image can be calculated. For the irue value of a , the calculated positions of points in the set S will agree with those extracted from the second image, otherwise, it is unlikely even to find the same number of particles coincidentally occupying the space. One way to fmd a match is to search all possible a , a very slow process.
A faster way is so called heuristic searching. We pick a point p and any two of its neighbors in the first image, and try any three points in the second image within an area restricted by all physically possible translations. This triplet pair is used to estimated a possible a . (Note that we require at least three points in each image to estimate the six parameters of translation, rotation and deformation.) We repeat this process with other ffiplets in the second image, thus finding many trial values of a . For each of these possible values of a ,we then calculate corresponding positions in the second image, not just of the original triplet in the first image, but of all its neighbors as well, to select that value of a that is indeed the correct one. The advantage of this method is that the search is restricted to the smaller number of a 's that can be calculated from all triplet pairs. The total number of searches is thus reduced to nwMl where the ,z' is the number of neighbors within the subpattems, in this case n' =2 , and M is the total number of points in the second image.
This procedure still requires many searches. A further reduction can be achieved by a clustering method which preselects a ' estimated from triplet pairs. For triplets p, and its neighbors in the first image correctly identified with q1 and its neighbors in the second image, the computed estimates of a will cluster closely together in a parametric space. If the points are not correctly identified in the two images the values of a will scauer wildly. Thus if we plot trial a 's from all possible triplet pairs, near the true a value one would find more trial points then anywhere else.
By preselecting clustering points, the search can be greatly limited, and refinements can now be carried out rapidly by considering all points in the corresponding interrogations area of the two images.
An algorithm based on the idea above is the following:
Step 1: Find apparent a 's from triplet pairs FOR any point p in S of the first image FOR all orderings of two neighbors ofp in the first image FOR all points q in S of the second image FOR all possible pairs of other points in the second image 2
Find apparent a and save in a parametric space partition array;
Note: we partition the parametric space into small cells with pre-specified sizes. The six dimensions of the parametric space encompass the two dimensions each of translation and rotation, and the two additional dimensions for dilation and shear.
Step 2: Pre-selection via clustering
Count the number of apparent a 's in each element of the partition array; If the number is lower than a specified threshold, discard contents of this cell of the array;
Step 3: Group matching Find the corresponding nearest points from the calculated positions; Calculate deviations from the a;
Step 4: Find optimum a Select a for minimum misfit.
For the point features derived from an actual image of seeding particles, some corresponding points in the other image may not be selected by the point feature extracting program because of noise, some points selected may be due to noise, and the point positions of particles will not be the exact representation of particle positions. These errors cause scattering and reduction in the number of cluster points. The program thus introduces additional parameters to specify the radius of allowed cluster spatial size and minimum number of points defining a cluster. The spatial size of a cluster depends on the various error sources in estimating feature point positiona. A Gaussian distribution can be a good approximation for the total effect of noise and algorithm errors. The minimum number of points within a cluster can be chosen such that mis-selection under the assumption of a Gaussian distribution of matched points and a uniform distribution for nonmatched points. As a check, a small number of clusters is re-examined for a detailed study of misfits.
The final match selection process starts from the possible a 's chosen from the clustering algorithm. For the point p1 ES1 and its n neighborhood points (p,...,p) E S, the program calculates the corresponding positions in the second image according to the geometric transform (assuming a 's are accurate) and locates the nearest points q1(ä) E2 and {q(ã),...,q(ä1)) Es2 . The misfit is then calculated from these pairs. The a with minimum misfit is selected as the final match. The misfit here is defined as the deviation of minimum square root error fit.
RESULTS
An example of a particle image pair is shown in figures 1 and 2, taken from an experimental study of the interactions between turbulence and a free surface6. Turbulence is generated by moving a grid up and down (Reynolds' number of 2000). A horizontal light sheet is projected 2.5 cm below the free surface. The images are taken by a CCD camera at a resolution of 512x768 pixels, with only a 120x120 pixel portion of them shown here. Details of the PIV hardware system can be found in reference 7. About 500 point features are extracted from each particle image as shown in figures 3 and 4. About 300 matching pairs of point features and the velocity vectors are shown in figure 5 . Vorticity, strain rate, and divergence contour plots are shown in figures 6, 7, and 8 respectively.
SIZE OF INTERROGATION AREA AND TIME BETWEEN IMAGES
The image correlation technique of conventional PIV must use interrogation areas of small size to avoid the destruction of correlation by variations of particle displacement within the area. In other words, the area must be sufficiently restricted that first order particle displacements (rotation, distortion) remain small compared to the image size of particles. In our point feature method, first order quantities are not limiting. For illustrative purposes we show the limitations on size of interrogation areas and time between images as affected by the zero order term plus rotation. Up to terms of second order in the distance & (the location of a particle relative to the center of mass of the interrogation area), the displacement of the particle in time interval 0 to z1is
where V0 is the velocity of the center of mass and ä3 is the angular velocity of the fluid element. 
CONCLUSIONS AND OUTLOOK
The problem of matching PIV images is here reduced to a pattern recognition problem. This conceptual development is essential so that some well established theories and methods of pattern recognition can be applied to improve the PIV match quality for study of small flow structures. This is demonstrated by applying a feature-based matching algorithm for PlY image data.
The particles are extracted first as point features, and a point pattern is described to represent the topological relations among neighboring points. A match or correlation is then calculated in the space of pattern structure. It is shown that this feature-based method can match not only the spatial translation of a fluid element, but the rotation, straining, and dilation as welL It is straight forward to extend this method to three dimensions. The algorithm matches the motion of individual particles which provides higher resolution than the direct image correlation method. Rotation, siraining, and dilation are estimated from an average of particle groups. The method here bridges the difference between Ply and particle tracking velocimetry' (PTV) in which one pays attention to the motion of individual particles rather than a group in an interrogation area. Our method achieves single particle resolution but uses information from a group of particles.
This first attempt to apply pattern recognition techniques to analysis of PIV images for fluid measurements leaves room for further improvements. The estimation of particle positions needs to take account of overlapping particle images. The performance of a point feature extracting program is crucial for later analysis. Improvements are possible, for example a low resolution image correlation method which can use a fast parallel array processor could be combined with the feature-based method for preselection. The algorithm will to be extensively tested on new data sets, and compared with the usual image correlation method.
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