System administrators have to analyze a number of system parameters to identify performance bottlenecks in a system. The major contribution of this paper is a utility -EvoPerf -which has the ability to autonomously monitor different system-wide parameters, requiring no user intervention, to accurately identify performance based anomalies (or bottlenecks). EvoPerf uses Windows Perfmon utility to collect a number of performance counters from the kernel of Windows OS. Subsequently, we show that artificial intelligence based techniques -using performance counters -can be used successfully to design an accurate and efficient performance monitoring utility. We evaluate feasibility of six classifiers -UCS, GAssist-ADI, GAssist-Int, NN-MLP, NN-RBF and J48 -and conclude that all classifiers provide more than 99% classification accuracy with less than 1% false positives. However, the processing overhead of J48 and neural networks based classifiers is significantly smaller compared with evolutionary classifiers.
Introduction
The pervasive penetration of Internet and associated next generation intelligent networks has resulted in great demand for e-commerce, gaming and e-health applications that must provide ubiquitous and instant access to its potential customers in a reliable and efficient manner. Currently, in most of the cases, system administrators themselves analyze and correlate a number of parameters -CPU usage, memory usage, network utilization etc. -to identify bottlenecks in a computer system [8] . A performance bottleneck can seriously compromise or undermine the functionality of a given business: unavailability of service due to a denial of service attack or crashing of a server process on account of low memory.
System administrators need diagnostic tools that can automatically identify bottlenecks on different server machines; as a result, they can efficiently invoke countermeasure strategies to gradually remove the bottleneck in the system. Therefore, in this paper, we propose a tool that can automatically monitor the system-wide performance of a computer and raise an alarm if the system is ex- 1 Our monitoring system consists of three sub-modules: (1) object monitor, (2) feature selector, and (3) classifier. An object monitor uses Windows Perfmon utility to collect a number of performance counters from the kernel of Windows OS. The task of feature selector is to use feature selection techniques to reduce the dimensionality of input space. Finally, the reduced features' set is given as an input to a number of classifiers that raise the final alarm.
Related Work
Monitoring the performance of a system in an automatic fashion is an active area of research. In [8] , SysProf is presented that can monitor performance parameters of network applications at different granularity of time period. Moreover SysProf, also requires active user feedback to tune its different parameters and identify network related bottlenecks. Other tools like Paradyn [11] exist but they are only capable of analyzing the performance of application level programs. In comparison, our system is capable of identifying bottlenecks in a relatively large number of memory and network performance counters.
In [4] S. Duan et. al have presented a comparative study in which machine learning techniques (clustering, classification and regression trees and Bayesian networks) are empirically compared for identification of different system states, states comparison and short-listing the attributes for system failures. The authors propose some important challenges in the identification of system failure when performing classification: use of high dimensional dataset without compromising accuracy is one of the main issues. Our proposed scheme is composed of a step-wise identification methodology which efficiently eradicates all the three problems. We resolve high dimensionality of our dataset by monitoring and classifying performance parameters of the system independently.
EvoPerf: Architecture and Functionality
We present the architecture of our EvoPerf utility in Figure 1 that consists of three sub-modules: (1) object monitor, (2) feature extractor, and (3) classifier. We now describe the functionality of each module.
Object Monitor
As mentioned before, this module captures logs of different objects of the operating system. Each object, provides one or more counters that represent a particular performance indicator of a given computer system. The values of the counters are updated after periodic intervals. One can select any object monitor and log its associated counters with the help of Perfmon utility. In EvoPerf, we use two types of objects: (1) Memory and paging, and (2) Network.
Memory and Paging
The memory and paging objects depict the behavior of physical and virtual memory of a computer system. We know that physical memory is fast random access memory (RAM) on a computer; while virtual memory consists of RAM and secondary storage on the hard disk. A number of counters in the paging object monitor the information transfer -in the unit of fixed size memory chunks (pages) -between RAM and virtual memory. Thrashing is a special scenario in which a processor spends all its time in moving pages from main memory to virtual memory and vice versa. In this scenario, the response of a system might become significantly degraded that might eventually result in a denial of service [2] . We used 33 counters associated with the memory and paging objects. Some of these counter are described in Table 1 . Just to substantiate the thesis that counters of memory objects can be used, we show a time series plot of three counters: CacheFaults/sec, DemandZeroFaults/sec and PagesInput/sec, in Figure 2 (a) and it is obvious that the value of these counters are perturbed during the bottleneck period in between instance number 2810 and 2850. is the number of calls to allocate space in the nonpaged pool. Pool.Paged.Allocs:
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The amount of the Page File instance in use in percent System.Driver.Total.Bytes bytes of the pageable virtual memory currently being used by device drivers. Free.System.Page. Network Network activity is a key element in identifying bottlenecks in computers that are connected on the network. A computer system typically consists of multiple wired and wireless interfaces. The counters of network interface object mostly consist of volumetric traffic statistics and connection errors. The majority of network activity consists of TCP or UDP traffic (in case of TCP/IP network); therefore, we log counters of TCP and UDP objects together with the network interface objects [2] . TCP activity mostly results because of internet browsing. We use 48 counters which are associated with the network interface, TCP and UDP objects. The description of selected used Network counters is in Table 2 . Figure 2 (b) shows the plots of three important network counters -BytesTotal/sec, BytesReceived/sec and BytesSent/sec. We can easily see the values of these counters change significantly from instance number 2820 to 2840 an interval in which the bottleneck was created. We can see that bottleneck activity occur at the same instances in both memory and network objects. This is because heavy network activity has a direct effect on the memory of the system, so a bottleneck at the network interface causes a bottleneck on the memory.
Feature Extractor
One can appreciate the fact that our initial list of features' set consists of 33 memory and 48 network counters. It means that we need to keep track of 81 counters in our system which will not only increase the logging overhead but also increase the dimensionality space of our feature set. Therefore, it becomes relevant to use well know feature selection techniques to reduce the number of counters in our features' set. We utilize two well known schemes for feature selection: (1) information gain [19] , and (2) chi-square method [20] . We provide our raw features' set -obtained from the object module -to these feature ranking schemes. Both schemes rank gives the rate at which TCP segments are sent. TCP Segments Received/sec:
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features separately on the basis of a feature's ability or role in enhancing the classification accuracy. After applying both schemes, the number of featuresindicated in Table 3 -reduces from 81 to 40 (15 for memory and 25 for network).
We have selected only those top ranked features which are common in both schemes. We now provide a brief description of each scheme to make the paper self contained. Information Gain Information gain is an entropy based information theoretic measure. A feature with higher information gain will have higher classification power and vice versa. For a given attribute X and a class attribute Y , the uncertainty is given by their respective entropies H(X) and H(Y ). Then the information gain of X with respect to Y is given by I(Y ; X), where Table 3 shows the threshold values of information gain for memory and network objects. Figure 3(a) shows the normal probability distribution plot of information gain of all features [19] . value of all features is calculated. The χ 2 is calculated as:
where n is the number of intervals, k is the number of classes, O is the number of samples and E is the expected frequency. A closer look at Figure 3 (a) and Figure 3 (b) reveals that the memory and network objects follow approximately the same distribution pattern with minor differences. Therefore, a correlation of the top ranked features only, removes any discrepancy in the selected features' set. This analysis shows that Available Bytes -a counter of memory object -is an important feature even though it is a middle ranking feature. The reason is that a reduction in the available memory counter depicts a serious bottleneck because it could lead to an eventual denial of service. So the integrity of the selected feature set is an important issue [20] .
Classifier
We have selected a number of well known classifiers in order to evaluate their feasibility for our EvoPerf. The choice of six classifiers is as following: (1) UCS is a state-of-the-art Michigan-style classifier [13] , (2) two state-of-the-art Pittsburghstyle classifiers -GAssist-ADI [16] and GAssist-Intervalar [15] , (3) two state-ofthe-art neural network based classifiers -MLP [21] and RBF [22] and (4) a decision tree J48 [23] . The purpose of using classifiers from diverse learning paradigms is to select a classifier that provides the best accuracy with minimum processing overheads. (Remember in our case real time deployment of the system is very important.) We have used implementations of evolutionary classifiers 
Experiments
We have collected the performance logs on a computer system in our networks lab. The hardware specifications of the system are: Intel(R) Core2Duo 1.8 GHz CPU, 2GB of RAM and 160GB of physical drive. We utilized Windows Perfmon utility for monitoring performance counters. We have collected two sets of performance counter logs: normal and artificially created bottleneck. We have selected a sampling rate of 12 samples per minute. We have monitored user activity on the system for more than 15 hours over a period of 3 days to get a better idea about the normal usage behavior. Later, we have created a number of performance bottlenecks by maximizing network and memory usage of the system for a period of 15 minutes. The results of our experiments show that used six classifiers -UCS, GAssist-ADI, GAssist-Int, NN-MLP, NN-RBF and J48 -provide approximately the same accuracy. However, Neural Networks (NN) based classifiers have significantly smaller processing overhead, but when compared to machine learning algorithms, J48 outperforms the rest of the classifiers. This makes machine learning algorithms suitable for real world deployment. We now report the results of our experiments. We follow a 10-fold cross validation strategy in all experiments. The dataset of each object is divided into 10 folds, 9 folds are used for training and the rest is used for testing. The process is reported for all folds and we report average value of all folds.
The results are tabulated in Table 4 . It is obvious from the results of our evaluation that all classifiers provide approximately the same accuracy. Therefore, we now need to focus on our next objective: to reduce the processing overhead of the classifiers. Towards this end, we evaluate the impact of feature selection module. 
Results and Discussions
In this section, we discuss the results obtained once we apply features' selection techniques (see Table 5 ). Once we compare the results reported in Table 4 with those of Table 5 , it is clear that the accuracy of the classifiers remain (almost) unaffected even with a reduced features' set. Now we analyze the impact of features' reduction on training and testing times of different classifiers.
Timing Analysis
We run two sets of experiments: (1) measure training and testing times once classifiers are using raw features' set, and (2) repeat the same experiments as in (1) but with reduced features' set. The obtained results for the first case are tabulated in Table 6 . It is obvious from the table that J48 has the smallest training times while other classifiers take significantly large amount of timeGAssist-ADI is the worst -making them infeasible for real time deployment on a computer system. Similarly J48 takes almost the same time for testing, as the neural networks based classifiers. Table 7 , shows the training and testing times of different classifiers once we have reduced our features' set. The results prove our thesis: the training and testing time of all classifiers are reduced more than 50% due to features' selection. Again, J48 is having the smallest training and testing time without compromising on the detection accuracy.
Conclusions
The major contribution of the paper is an online real time autonomous performance monitoring system that has the capability to detect bottlenecks without user intervention. In a large network of interconnected systems, the proposed system can significantly reduce the workload of system administrator by relieving him of man-in-the-loop analysis; as a result, he can focus his attention on countermeasure strategies. Our research shows that using performance counters of memory and network objects, classifiers can identify bottlenecks with high accuracy. Our future work involves using other objects and analyzing the robustness of the system to evasion strategies.
