A new blind equalizer is proposed, extending the well-known Constant Modulus Algorithm (CMA), which is based on a Finite Impulse Response (FIR) filter, to an Infinite Impulse Response (IIR) scheme. This equalizer is capable of equalizing channels having zeros on the unit circle with better accuracy than that of the classic CMA, while maintaining a similar complexity.
INTRODUCTION
Blind equalization has been intesively researched in recent years and a variety of methods have been proposed [l] . In this contribution we improve the well-known Constant Modulus Algorithm (CMA) based equalizer [2] by invoking soft feedback information. Similar work has been reported in [3], where a lattice-form CMA based Decision-Feedback Equalizer (DFE) using the Shtrom-Fan cost function was explored and in [4], where a predictive DFE-CMA was proposed. Furthermore, in [5] two different blind DFEs were explored using combinations of the CMA and the ShtromFan cost functions for the feedforward and the feedback sections of the equalizer, respectively. Finally, in [6] , a modified version of the CMA, namely the MCMA was extended to a DFE.
The paper is organized as follows. The proposed equalizer is described in Section 2. In Section 3 the convergence issues of this equalizer are discussed and in Section 4 the equalizer's performance is evaluated with the aid of computer simulations.
SYSTEM DESCRIPTION
The communications system under consideration is shown in Figure 1 . In the proposed scheme the information bits are differentially encoded in order to be able to demodulate the information, when the blind equalizer converges to a signreversed solution. The differentially coded bits are then mapped to the Quadrature Amplitude Modulation (QAM) symbols u(n). These symbols are convolved with the Channel Impulse Response (CIR) hi and contaminated by the channel noise e ( n ) , yielding the received symbols y(n) as:
(1)
i=-L1
The restoration of the original information bits is performed by the DFE-CMA equalizer. We will describe the operation of this equalizer below. The DFE-CMA equalizer performs channel equalization and delivers the equalized signal z ( n )
as the output of a feedforward and a feedback filter. In mathematical terms the equalized signal is given by:
where c = [CO, c1 , . . . , C N ]~ and w = [WO, w1 , . . . , are the feedforward and feedback equalizer coefficients respectively, y ( n ) = [y(n), y(n -l), . . . , y(n-N)IT is the received signal vector and z(n -1) = [z(n -l), z ( n -2), . . . , z ( n -N -1)IT is the equalized signal vector. If we consider the z-transform of this relationship, we arrive at:
where Z ( z ) , Y ( z ) and A ( z ) are the z-transforms of the equalized, received and transmitted signals respectively, while H ( z ) , C ( z ) and W ( z ) are the CIR, the equalizer's feedforward and feedback vectors in the z-domain, respectively. If the channel was described by a linear model having a finite number of taps, then all that this system would have to do for equalizing Y ( z ) would be to find W(z), so that where Rp is a constant used in the CMA. By utilising the classic gradient descent algorithm, we can now find the
Step 1: I Calculate the equalized signal according to (2) Step 2: I Calculate the update of the derivatives accord-
Step 3:
ing to (27) and (28) Shift matrices C and W one column deleting the least recent column and replace with the column from the recursion of
Step 4: (5) , (6) and (25), (25) equalizer coefficient update procedure by differentiating the cost function of Equation (4) with respect to (wrt) both the feedforward and feedback coefficients, yielding the update algorithm of:
where X is the step-size parameter, controling the learning rate of the equalizer. As seen in Appendix A, the calculation of the above derivatives gives:
( n ) . (~' ( n )
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where C(n), C(n), W ( n ) , W(n) are the derivatives of the equalized vector with respect to the equalizer tap-vector as defined in Appendix A, where a recursion for their update is given. Here we give the proposed equalizer coefficient update algorithm in the form of a set of steps, which are summarized in Table 1 .
CONVERGENCE ISSUES
In this section we discuss the convergence properties of the DFE-CMA algorithm. The stationary points of the algorithm are identified and the similarities with the CMA are highlighted. We commence the analysis by considering the joint transfer function of the channel plus equalizer system denoted by t = [ t o , t l , . . . , t K I T . Naturally, K may tend to infinity, but we will consider it to be finite for the moment. With this notation, the stationary points of the algorithm can be found by setting the derivatives of the cost function with respect to the equalizer coefficients to zero, as seen in
Equations (18) and (19):
We will assume that we can ignore the contributions of cause they are relatively small compared to the received and the equalized signals, respectively. Under this assumption, Equations (10) and (11) become:
the terms azT;:-l),
and a z r~-l~, azH(n-l ac ) be-
The first of these equations is the same as the relevant equation for the CMA, studied in [7, 8, 91 in the context of a modified version. The stationary points defined by Equation (11) are as follows:
0 Local minima are:
-the points of the form:
-the channel-dependent local minima exhibited and by equalizers having a finite length.
0 Saddle points are:
-the point t = 0 and -the points of the form
Note furthermore that for a point to be a local minimum of the DFE-CMA algorithm in terms of the cost function of Equation (4) it has to be a local minimum of both Equations (11) and (12). We will now consider Equation (12), in order to investigate the associated stationary points. After some averaging calculations over all possible transmitted symbols a(n), assuming that they are independent and identically distributed (i.i.d), this Equation (12) reduces to the following system:
where f ( t ; ) is defined as f ( t i ) = (m4(ltiI2-1)+2m; Cl+ lt1l2).
ti, where we have defined mi = E[la(n)lZ], with a(n) representing the complex QAM input symbols. By examining Equation (13) we readily see that it accepts the trivial solution t = 0 , as well as solutions, which obey ti = 0 for i < 6 and ti # 0, f ( t i ) = 0 for i >_ 6. This solution gives the following system of equations for i 2 6: The solution of Equation (15) points. This also proves that the DFE-CMA cost function, which is the same, also assumes only the above non-zero tap vector as a minimum.
Having discussed the convergence of the DFECMA, we will now characterize its performance.
PERFORMANCE RESULTS
In this section the proposed algorithm is benchmarked against the classic CMA [2], demonstrating the improved performance of the DFE-CMA, when the channel is difficult to equalize, since the CIR contains two or three equal paths. In Figure 4 and dso in Figure 3 is that after an initial period of slow or no convergence the DFE "switches" to fast convergence mode and then converges in a "waterfall" fashion. On the other hand, the conventional CMA would require more taps to give a similar performance, and hence the convolutional noise would increase the MSE. In Table 2 we give a complexity estimate for the update of the D F E CMA and also for the classic CMA, based on the number of real additions and multiplications required at each symbol interval. In this table M is the number of feedback taps, while N is the number of feedforward taps. It is clear from Table 2 that in general the DFE-CMA is more complex, because its complexity depends on M 2 , even when we use only one feedforward tap. However, in the situations of interest the number of feedback taps required is determined by the channels' delay spread expressed in terms of the number of symbol intervals, which is rather low in the scenario considered. However, for these channels a high-order CMA based equalizer would be required. As an example, in Figure 5 we plot the minimum MSE as a function of the number of equalizer taps at an SNR of 30dB. We observe that the DFE-CMA MSE function has a minimum, depending on the channel model and also on the SNR. In this graph we observe the expected minimum introduced as a result of two factors:
e The additive channel noise, implying that the MSE The convolutional noise, which exists because of: cannot be less than a certain threshold and -the finite equalizer length and -due to the fact that this is a blind equalizer and it does not converge with infinite precision, especially in the presence of additive channel noise.
Similar minima exist in the CMA MSE function at a higher number of taps. It is clear that in the two-path channel scenario the DFECMA requires only one feedback tap, while the CMA requires at least 20 taps. In Table 2 we also observe that the corresponding complexities are 78 additions, 64 multiplications for the DFE-CMA and 82 additions, 84 multiplications for the CMA. Therefore, the CMA is more complex in this scenario and its performance is inferior to that of the proposed algorithm.
CONCLUSIONS
In summary, a novel blind equalizer was proposed and studied, extending the conventional CMA to the DFE-CMA. The benefit of this equalizer in comparison to the conventional CMA is its better performance, when used to equalize channels exhibiting zeros on the unit circle. Over other types of channels it exhibits similar performance to the CMA but at a higher complexity. Finally, unlike the CMA, this equalizer cannot converge to any CIR-duration dependent undesirable local minima.
A. DERIVATIVES
In this appendix we find the expressions for the derivatives of Equation (4) wrt c and w:
and . w')].
azH(n -1) aw + z ( n ) . ( z * ( n -1) +
As we observe from Equations (18) and (19), the calculation of the gradients requires an estimate of the derivative of the equalized vectors with respect to the equalizer's feedforward and feedback tap-vectors. These derivatives are constituted by matrices and their elements will be close to zero, when the equalizer is close to convergence, however these lowvalued elements are needed in order to bring the equalizer to this point. In order to estimate these derivatives we develop a recursive loop. Firstly, we define the following variable matrices and vectors: (18) 
