The optimal filter for a bounded signal with reflecting boundary is approximated by the (un-weighted) empirical measure of a finite interacting particle system. The main motivation of this un-weighted empirical measure representation is to overcome the slow convergence rate of the weighted one because of the exponential growth of the variance of individual weight of the particle. The finite system of SDEs with reflecting boundary is then solved numerically by Euler scheme.
Introduction
In Crisan and Xiong [8] , we studied a McKean-Vlasov representation for the Kushner-FKK equation arising from the nonlinear filtering theory. The motivation of that paper is to search for effective numerical method to solve the filtering equation. The present paper is a follow up of that effort. More specifically, we shall present an approximation of the optimal filter by the empirical (un-weighted) measure of an interacting finite particle system.
Numerical solutions to the filtering equation has attracted intensive research effort recently. One of the methods is to use the interacting particle system approximation. A direct Monte-Carlo approximation is studied by Kurtz and Xiong ([12] , [13] , [14] ) as a special case of their study of a large class of SPDEs. The drawback of that method is that the variance of the weight grows exponentially fast in time and, so does the approximation error. In a series of papers ( [1] , [2] , [3] , [4] , [5] , [6] , [7] , [9] , [10] , [11] ), many authors studied the approximation using branching interacting particle systems (BIPS). Comparing with the direct Monte-Carlo approximation, the BIPS method update the information at each time step, i.e., to drop particles with small mass. This overcomes the drawback of the Monte-Carlo method. However, because of the variance of the weight, the convergence rate of the BIPS is still not satisfactory from a practical point of view. To overcome this, we initiated in [8] the study of the representation of the optimal filter by un-weighted McKean-Vlasov equation in hoping to obtain an approximation by un-weighted empirical measure of a finite particle system. However, the condition (ES) imposed in [8] is hard to verify.
In this paper, we use an additional approximation. Namely, we approximate the diffusion process in
be bounded and Lipschitz continuous maps and a = σσ * , here σ * denotes the transpose of the matrix σ. We consider the filtering problem with the signal X t and the observation process
is the unique solution to the following Kushner-FKK equation:
is the generator of X t and ν t is an m-dimensional F Y t -adapted Brownian motion, called the innovation process. The aim of this paper is to study the numerical solution of π t . As being indicated in [8] , we can approximate the Brownian motion ν t by a smooth processν t and, by robustness, the optimal filter π t can be approximated by the solution to the following PDE:
where
is a bounded smooth function and
In this paper, we will give a numerical scheme in approximating I t .
The following conditions will be assumed throughout this article. (B) There exists a constant K such that for any t ∈ [0, T ] and x ∈ D, we have
(Lip) For any t ∈ [0, T ] and x, y ∈ D, we have
(UE) There exists a constant K 0 > 0 such that for any x ∈ D, the matrix a(x) − K 0 I is non-negative definite. This article is organized as follows: In section 1, we give a particle representation of I t . Based on this representation, we approximate I t by a finite particle system in Section 2. Finally, in Section 3, we obtain a numerical solution for this system of finite many SDEs with reflecting boundary conditions by making use of the results of Petterson [15] (see also Slominski [17] ).
Particle system representation
Consider an infinite system of interacting particles governed by the following stochastic differential equations (SDEs):
and
where K i t is the local time of X i t at the boundary of D, N (x) is the unit normal vector of ∂D at x ∈ ∂D,
and To derive the equation satisfied by I t , we need the following lemma.
Based on this lemma, we can derive the equation satisfied by I t .
Theorem 1.2. I t satisfies the following equation
Next theorem gives the lower bound of I t which will be useful in next section. 
Finite particle system approximation
In this section, we consider the approximation to the solution to (1.3) based on the particle system representation (1.1-1.2).
We fix , δ > 0 and consider the following finite system:
where for any finite measure µ, T µ(x) = (2π ) 
