Abstract: This paper presents an overview of some recent approaches to modeling communication systems with a focus on dynamical effects. The paper focuses on models of communication between agents using multiple layers of protocols, with examples practical scenarios in wireless Peer-to-Peer communications. The first topic is analysis of behavior space and nonlinear relations between system parameters as a framework for understanding complex behavior. The second topic is microsimulation of communication protocols as multi-layer automata models. The third topic is stochastic models of protocols that reduce computational complexity and make it easier to analyze large systems.
Introduction
Communication devices are becoming more and more ubiquitous agents in our lives and bodies. "Smart phone" communicators and their application software are allowing us to interact in many new ways. And chips with autonomous communication systems are embedded in home appliances, cars, energy systems, vending machines and medical devices inside our bodies. Moreover, roundtrip feedback times of communication processes are becoming so short that the operation of these embedded devices are becoming more and more entangled with the real-time dynamics of our minds and bodies. It may be that these trends can be understood from the point of view of natural evolution of human brains, continually discovering new channels that deliver faster and richer feedback from other brains. In the context of these trends, it is an important challenge for scientist and engineers to develop models that can describe the behavior of complex communication systems.
A basic model of communication that we consider in this paper is exchange of messages according to common procedural rules, called protocols. Protocols can be defined in ways that allow them to operate in parallel, completely independently or cooperatively. Since protocols prescribe laws of interaction, protocols have some similarities with physical laws of interaction. As in physical systems, even simple laws of interaction can lead to various highly complex behaviors. Also as communication processes not as single isolated processes, but as a combination of many processes organized in multiple-layers, or stacks of protocols. Figure 3 ilustrates this idea. A message initiated at the top layer as a thought or idea (by either human, or computer (AI) agents) is communicated to a remote agent via a sequence of coding and propagation operations in lower payers. Messages flow down through the stack of layers and are delivered through the physical world by physical signals.
One of the great features of modern communication systems is that each layer has autonomous end-to-end protocols for exchanging messages between agents in the corresponding layers in other nodes. The so-called TCP/IP protocol stack is an example. This makes the systems flexible and robust. It also means the systems may be capable of a huge variety of behaviors, including behaviors that are not easily forseen by the designers of each separate protocol.
In practice, when modeling communication systems as networks with many nodes, it is common to use a minimal model of just three layers -Application layer, Network layer, and Physical layer. The Application layer includes agents that represent the user behavior. The Physical layer includes the physical constraints of the environment, including physical range and interference of signals. The Network layer contains the protocols for communication between Application agents. Put simply, the Network layer models the multi-hop communication required to satisfy the demands of the Application layer under the physical constraints of the Physical layer. This is a common approach for example in the design of network simulators, where node agents are loaded with an end-to-end application, a protocol stack for network communication, and a channel model for propagation of the physical signals.
Finally, we comment on an aspect of complexity in communication systems. Interactions between agents and protocols may be explicit, as in a message, or indirect, as when processes are forced to wait for other processes to finish before they can proceed. These interactions become more entangled with more layers and more hops and more feedback loops. Such interactions can lead to a huge variety of behavior. In this sense, protocols are like the laws of interaction between physical entities giving rise to complex physical behavior. Even though the laws of interaction are simple, the resulting behavior can appear complex, and the behavior may not be evident in the protocols and initial conditions of the system -for example, the behavior may appear to spontaneously "emerge" or self-organize. This paper addresses the issue of strategically designing models so that we can extract significant features of communication behavior even when the details of the communication behavior are complex.
Bounds of behavior
An important first step in analysing a complex communication system is to investigate the bounds of possible behaviors in the system. Analysing the bounds of possible behaviors may be useful even when it is difficult to analyze the details of actual behaviors. In particular, it is useful to obtain scaling relations between key system parameters that show how the bounds of behavior change with change of parameters. This helps us identify whether or not improvement of protocols could make a large difference in system performance.
For example, physical limits cannot be exceeded by any protocol or combination of protocols. Hence physical analysis allows us to understand the best and worst performance possible using any system of protocols. Similarly, it may be possible to identify limits of behavior by imagining a hypothetical "ideal" protocol. This approach is common in information theoretic analysis of communication systems [3] . Some work on routing has also been done from this point of view [4] . In order to illustrate analysis of bounds of behavior, we present some examples from recent practical problems in wireless communications.
As a specific application context, let us consider wireless peer-to-peer communication. For example, Fig. 4 shows an example of an urban road system with inter-vehicle communication that has been modeled in previous works [12, 13, 17] . The image in the figure shows a snapshot of a simulation of 2km x 2km area with 20,000 vehicles.
The first example is an analysis of the relation between signal strength and the stability of network links. Consider that maintaining a link between two nodes by exchanging messages requires a minimum time T and the physical range of the message signals is r. If one or both of the nodes are traveling too fast, then they will move out of range before they can discover each other. If there is just one link, it is easy to see that the maximum relative speed V max is just V max = r/T . However, when there are other multiple nodes communicating on the same channel, nodes may have to wait for the chance to communicate. In this case, an estimate of the maximum speed that can support stable network communication is,
where ρ is the spatial density of nodes sharing the channel. This simple example illustrates the important point that dependence on signal range r may be non-monotonic. The maximum speed V max initially increases with r when r is small, but then starts to decrease beyond a critical value of r that depends on the density of nodes.
In the above model we treated signal range r as a parameter that can be fixed or tuned, for example by adjusting the signal power emitted by the transmitter. In many situations, the range varies with time and location due to the effects of radio wave propagation on received signal strength. We can modify the formula to account for this effect by introducing range parameters r w and r s , corresponding to weak and strong signal levels respectively. In order to get an upper bound on velocity, we evaluate the number of concurrent transmissions with the shorter range r w , corresponding to the weak signal level r w , and evaluate the distance per transmission using the longer range r s , corresponding to the strong signal level.
As the next example, we consider the upper bound on transport capacity in a wireless network. The transport capacity is defined as sum of the product of message size times the distance travelled, divided by the length of the time period. An important feature of this example, as in the previous example, is that there is a non-monotonic dependence on signal range. Larger signal range allows a message to be sent longer distances in each transmission, that is longer "hops". However, larger signal range reduces the number of nodes that can transmit at the same time without interfering.
For clarity, consider the transport capacity defined as a dimensionless flow ratio F with value between 0 and N ; N corresponds to the (hypothetical) ideal case where all N nodes could transmit a message across the network in one hop at the same time. Accordingly, we define the signal range parameter R, as the relative signal range given by the ratio of signal range r to system spatial radius. In order to consider cases of nodes distributed in one, two or three physical dimensions, we introduce the dimension index d = 1, 2 or 3.
Let us first consider the case where N nodes can transmit at the same time. In this case, transport capacity is NR and increases with R. Next we consider the case where nodes within range R cannot transmit at the same time. Then the maximum number of nodes that can transmit at the same time is proportional to 1/R d , and the transport capacity is proportional to 1/R d−1 . For dimension d = 1 the competing effects of distance per hop and number of concurrent transmissions cancel, so the transport capacity does not depend on R. For dimension d = 2, or d = 3, the capacity decreases with increase of signal range. In other words, for dimension d > 1, the negative effect of interference is larger than the positive effect of distance-per-hop, so signal range should be reduced in order to increase capacity [2] .
Gupta et al. [5] considered dependence of capacity on number of nodes in arbitrary and random networks. For nodes in an equally spaced grid layout, the minimum range is 1/ √ N , the maximum capacity is √ N , and the maximum throughput per node is 1/ √ N . For random distribution of nodes, the average minimum range for a connected network scales with √ N log N , so the maximum throughput per node is 1/ √ N log N . Now, let us consider what transport capacity might be expected for a particular application layer protocol. Let us consider an application protocol that repeatedly generates packets at random times in each time period T with activity ratio v, so the probability of one node or more nodes having a packet to send at a particular time slot in T is 1
on dimension d. Now, let us assume that an ideal network protocol is used so nodes adjust their transmission times to avoid transmitting at the same time. By assuming an "ideal" network protocol, we can obtain an estimate of the upper bound over all actual protocols. With the above assumptions, we obtain the following relation.
An example of this relation for d = 2 dimensions is plotted in Fig. 5 . The figure shows an example of F plotted as function of R for two different values of activity ratio v. Notice that the dependence on R is not monotonic. The relations are linear for small R and approach the bounding curve of 1/R for large R.
This basic relation for the bound on transport capacity can be modified to include some other important practical conditions. For example, the effect of multiple non-interfering channels can be included by adding a parameter k (k > 0) that corresponds to the number of channels, Note that this applies also to the case where directional antennas with k sectors are used. The effect of the signal strength fluctuation can also be accounted for, using the notation introduced in the previous example,
In practice, signal strength is an important consideration [8, 9, 12] . Selecting paths with stronger signal strengths may increase the number of hops in a transmission path, but it will reduce the number of re-sends needed for successful delivery of packets and reduce the time spent re-discovering paths.
Finally, we comment that understanding the scaling properties of transport capacity such as described in this section is important for understanding and controlling the self-organizing behavior of autonomous wireless communication protocols (e.g. see [14] [15] [16] for examples).
Bifurcation-aware protocols
In the previous section we presented examples that showed the non-monotonic nature of the relations between node speed and transport capacity on the signal range. In this section we give an example that shows how such nonlinear relations can be used in designing protocols that aim to achieve performance goals.
Consider a wireless peer-to-peer (P2P) broadcast application that wants to broadcast a message once in each time interval [6, 11] . Here we consider single hop broadcast with no message forwarding, and assume that all nodes are well within range of each other. Let the repetition time interval be I and the airtime of the broadcast packet be L. Further, consider there are many nodes with the same application, all using the same broadcast protocol.
First we consider the performance that could be achieved by an ideal protocol. An ideal protocol is one which would completely avoid packet collisions when the total airtime NL is less than the repetition time interval I, and gives a fair share of airtime to each node, so that the actual delivery interval would be NL, when NL is greater than I.
Next we consider a random protocol, which is one of the easiest protocols to implement. In the random protocol, each application agent broadcasts at random times such that probability of sending in a particular time slot is v = L/I s . A broadcast packet can be received by the other agents if there is no other agent transmitting at the same time. The probability p s of successful transmission is p s = (1 − v) N −1 , and the expected number of transmissions for success is 1/p s , so the average interval between successes is I r = I s /p s , that is Using the knowledge of the scaling properties of the delivery interval, it is possible for an application agent on a node to maintain a reliable delivery interval even when the number of nodes varies over a large range, by adjusting the broadcast interval I s . In [11] it was proposed that the agents should monitor the number of neighbors and adjust the broadcast interval to the solution value if N is below the critical number N * , and if the number of nodes exceeds the critical number N * , then the broadcast interval should be just set to NL. In other words, the application is aware of the birfurcation point where the mathematical solution ceases to exist, and switches to a different "best effort" strategy. We mention that the extension of this method to handle practical cases with multi-hop and non-uniform node density are still open issues. These issues are very relevant to scenarios now being considered for the new standard IEEE802.15.8 TG on peer-aware communications [23] .
Micro dynamics of multilayer protocol automata
In the next section we present an example of the use of a discrete automata model to model the micro dynamics of multilayer protocols. We emphasize that the explicit treatment of multi-layer interactions as multiple interacting state machines is a novel feature of this work. We present a model for periodic packet broadcast in a system of many wireless nodes using the media access (MAC) protocol known as Carrier-Sense/Collision-Avoidance (CSMA/CA). Specifically, the MAC protocol modeled is the Basic Distributed-Coordination Function (DCF) mode of the standard IEEE802.11-2012 [22] . The MAC protocol specifies discrete time slots for channel sensing. A MAC action decision is made at the boundary of a time slot boundary, based on the results of sensing during the preceding time slot. This is represented in our model as a discrete state transition. In addition to the MAC state transitions, the model includes two other types of state transitions, to represent the generation of packets generated by the application layer, and the change of the state of a common physical signal channel due to signal transmissions by all the nodes.
The tables below show the state tables and the state transitions for the application agent, the media-access control (MAC) protocol, and the physical channel, respectively.
Here J is the initial value of the backoff counter, which is a randomly chosen integer, C w > J ≥ 0. M is the initial value of the transmission time counter, equal to the packet airtime in units of time 
A P s, s > 0 Ps P(s-1) T0 Ps P(s+1) new application packet created slots. Figure 7 shows an example of state dynamics represented graphically. Each cell shows the state of an agent at a discrete time step. The correspondence between cell color and state is described in the figure caption. Each row corresponds to a sequence of states of an agent, with time increasing from left to right. The rows 1 to 6 from the top correspond to the states of Nodes 1 to 6 respectively. The bottom row shows the states of the signal in the physical layer, which is assumed here to appear the same for all nodes.
With this visualization method, it is easy to identify dynamical features of the protocol. For example, we can see the following features.
Divergence: Divergence of packet events in time. For example, Node 1 and Node 6 create a packet at the same time step, but Node 1 transmits before Node 6.
Convergence: Convergence of packet events in time. For example, Node 6 creates a packet 5 steps after Node 4, but transmits at same time as Node 4.
Mixing: Reordering of packet events in time. For example, Node 1 creates a packet after Node 4, but transmits before Node 4.
Bifurcation: Change in the type of possible behaviors. A bifurcation point is a parameter value where qualitatively different behaviors appear or disappear. Figure 8 shows an example of the onset of large jitter and packet order fluctuations when nodes broadcast packets periodically. In this example, three nodes broadcast packets of fixed size periodi- Each row is the state sequences of one node, evolving from left to right, The bottom row is the channel states.
Color Code: White=Clear-channel, Red=Busy-channel, Blue=Transmit, Yellow=Idle, Grey=Access, Orange=Sense, Lightblue= Freeze, Pink=Decrement. cally. Packets of fixed airtime L are created at fixed interval T by the application agents and placed in a queue to be transmitted by the wireless device agent as soon as possible. The starting time (i.e. phase) of each node is random.
The lower bound of the creation interval for transmission without delay is simply given by the relation NL = T . For the fixed values of N = 3 and L = 10 the lower bound is T = 30. In the first case shown in the figure, the interval T = 100 is much larger than the lower bound and the initial times are sufficiently separated that the packet transmissions do not interact. The receive intervals vary slightly due to the random-backoff, but the order of packets does not change. In the second case, the interaction between packet transmissions occurs more often, the jitter of the receive times is larger and the order of packets changes. One way of viewing this behavior, from a dynamical point of view, is that the randomness injected by the random backoff is amplified by dynamics into larger fluctuations of packet receive times.
One way of formally expressing the fluctuation of the order of packets is to record the order of packet transmissions as a symbolic sequence, such as S i S i+1 .... where S i is the identity (ID) of the node that sent the ith packet in the channel. Using symbolic sequences to characterize the dynamics of protocols, and their statistical properties such as entropy and fairness, is a important topic for future studies. The variety of symbolic sequences increases as the packet generation interval decreases, and we can easily imagine that there is a cascade of critical values of the generation interval parameter where new sequences become possible. For example, in the case of periodic generation intervals as in the example above, it can be easily shown that a sequence where the same ID appears three or more times in succession is only possible below a certain critical value of packet generation interval.
Itaya et al. [7] have previously reported dynamical phases observed in packet jitter in a wireless network using a CSMA/CA protocol. Awareness of the parameter ranges and fluctuation distributions of such phases has been useful for designing wireless systems for IP telephones and interactive games which are sensitive to jitter. The automata model and visualization and symbolic dynamics methods introduced here can be useful for systematically exploring such dynamical phenomena.
Micro to macro
Simulating a large communication system with multi-layer stack of protocols can demand large computational power. In particular, the computational efforts required for wireless systems may increase with N 2 due to the pair-wise wireless interference effects. For large systems it can be useful to replace interference effects by simpler stochastic algorithms. We have used this approach for the simulation of large-scale inter-vehicle communication systems such as the example in Fig. 4 . We developed a stochastic automata model to evaluate the effect of mutual interference on the reception of packet broadcasts [17] . Specifically, we evaluated the Packet Delivery Ratio (PDR) for a periodic beacon transmitted by a vehicle approaching an intersection on a potential collision course. Each vehicle is represented by an independently moving agent with an application generating broadcast packets. However, rather than executing a full protocol stack simulation for each vehicle, we introduced a stochastic activity parameter that determines whether packets interfere based on a stochastic model. The following key formula for the packet delivery ratio (PDR) for wireless communication between vehicles approaching an intersection was presented in [17] :
Here J is number of vehicle location trials, and M is number of time trials. Function F is a characteristic function of the receiver, obtained from the Bit-Error-Probability (BER) characteristic. P i is the strength of the signal received from the target vehicle (i = 0) and other vehicles (i = 1, .., N ). Parameter g is processing gain and N b is the strength of receiver noise. Activity parameter A i with value 1 or 0 is a stochastic variable generated by a stochastic automata modeling the protocol engines. Figure 9 shows an example of results for the PDR depending on the separation distance of the vehicles. Numerical results were obtained for scenarios with up to 20,000 vehicles distributed on a road grid with size 2 km by 2 km, using physical parameters which comply with bandwidth and power regulations, and the specifications of the standard IEEE 802.11p protocol. Results for transmission with different power values and with inter-vehicle packet relay are shown.
The key point of this method is replacing the complex dynamics of the protocol engines in all the devices by a stochastic effect that has similar statistical and scaling properties. From the point of view of the receiver on the monitor vehicle, the presence of an interference signal at the same time as the target signal, from node i, indicated by A i = 1, appears as a stochastic process. The probability distribution for the stochastic model is obtained from an analysis of the micro-simulation model. Let us explain how to derive the stochastic model for interference activity indices A i . We assume that the application agent on each node creates one packet in each time interval of length T , at a randomly chosen time slot. If there is no carrier-sensing and nodes transmit immediately, then the chances of overlap (including partial overlap) of packets that have airtime L is just 2L/T . In this case, we can use 2L/T as the probability that A i is 1 rather than 0. The case of a MAC protocol using CSMA/CA is more difficult. If there is only two nodes, we do not need to consider the backoff freeze effect, and we only have to consider the effect of choosing the same random backoff time: if the number of backoff slots is C W , then there are C W ways of doing this, each with probability (1/T )(1/C W ), giving probability 1/T , independent of the value of C W . However if there are other packets transmitted, then the chances of collision increase. For example, if the channel is already busy when two nodes start sensing, then the chances of the two colliding increases by L/(C W T ), due to the back-off counter freezing when the channel is busy. The results shown in the figure, and also results reported earlier in [17] , were obtained using this approximation. It would be very useful to have a more accurate approximation that includes higher order correlation effects, but this is still an open problem.
Future issues: modeling protocols for bots, bugs and brains
The rapid evolution of technlogy is creating a demand for new models for communication with robots ("bots"), various biological and living systems ("bugs"), and brains. In this final section, we offer some comments on future issues for modeling communication protocols.
One challenging area is creating models of human communication behavior corresponding to the upper layers of Fig. 3 . One useful approach is to extract communication time series from log records and use these as a basis for models of network structure and dynamics [18, 19] . A method has been proposed for systematically integrating communication events of different media channels, to get a complete representation of the communication process of an individual. Also analysis of email activity has revealed characteristic statistical features that can be used for stochastic message generation models.
Another challenge is modeling body and brain dynamics in terms of protocols to provide a basis for interfacing with processes in bodeis and brains. Human trials of cardiac pacemakers began one hundred years ago -against opposition to due to the view that re-starting a heart that had stopped was interfering with a natural process of death and transcendence of human spirit. Now pacemakers are programmable and able to respond to multiple different types of events. Deep brain stimulation (DBS) is being used to suppress abnormal neural activity. And research on intrabody communication devices is being carried out that aims to realise networks of micro-communicators embedded inside living bodies [20] . Overall, the rapid growth in engineering of prosthetics, body sensing and robotics is creating a need for models that can effectively represent the exchange of signals between bodymachine or brain-machine interfaces (BMI). The figure below shows a simple model of the protocol timeline for BMI control of a computer display cursor [21] . The success of such prosthetic control technology lies in providing a feedback loop that the brain can adapt to. The description of such feedback loops in terms of communication protocols is an important topic for future studies.
The purpose of communication, as illustrated in Fig. 3 , is for the sender to evoke a state using some form of signal in the form of images, sound or language. In the future it may be possible to use embedded communication devices to pick-up and transmit signals that stimulate the brain directly. What states and events can be used to model the mind and body communication system? What are the tolerated responses times? What end-to-end feedback rules would be sufficiently independent of the intermediate relay paths? These are issues that will demand development of more advanced models of communication dynamics.
Conclusion
The contents of this paper are intended to introduce some recent applications of modeling methods to modern communication systems with a focus on dynamical effects. It is beyond the scope of this paper to give a full review of recent methods and applications. Rather the paper focuses on a few key concepts and methods. One method is the analysis of nonlinear relations between system parameters in behavior space. A second method is the simulation of protocol dynamics using multilayer automata models that can capture effects of interaction between layers. Stochastic automata were also introduced as a way of reducing computational load in evaluation of large systems with many nodes. It is hoped that the description of these methods will help stimulate further work on developing models for complex communication systems.
