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Abstract
We propose a penalized likelihood method to fit the bivariate categorical response
regression model. Our method allows practitioners to estimate which predictors are
irrelevant, which predictors only affect the marginal distributions of the bivariate re-
sponse, and which predictors affect both the marginal distributions and log odds ratios.
To compute our estimator, we propose an efficient first order algorithm which we extend
to settings where some subjects have only one response variable measured, i.e., the semi-
supervised setting. We derive an asymptotic error bound which illustrates the perfor-
mance of our estimator in high-dimensional settings. Generalizations to the multivari-
ate categorical response regression model are proposed. Finally, simulation studies and
an application in pan-cancer risk prediction demonstrate the usefulness of our method
in terms of interpretability and prediction accuracy. An R package implementing the
proposed method is available for download at github.com/ajmolstad/BvCategorical.
Keywords: Classification, categorical response regression, convex optimization, multi-
label classification, multinomial logistic regression
1 Introduction
In many regression applications, the response is multivariate. If all of the components of
this response were numerical, then the standard multivariate response linear regression model
could be used. If some response components are categorical, then it is unclear what should be
done. In this article, we develop a method for multivariate response regression when all of the
components of the response are categorical. For example, given the gene expression profile
∗Correspondence: amolstad@ufl.edu
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of a patient with cancer originating in the kidney, a practitioner may want to predict both
the cancer type (chromophobe, renal clear cell carcinoma, or renal papillary cell carcinoma)
and five-year mortality risk (high or low). To simplify matters, we will focus on the bivariate
categorical response regression model, but as discussed in a later section, our developments
can be generalized to settings with arbitrarily many categorical response variables.
1.1 Bivariate categorical response regression model
Let (Y1, Y2|x) be the random bivariate categorical response with numerically-coded support
{1, . . . , J}×{1, . . . , K} when the explanatory variables have values in the vector x ∈ Rp with
its first entry set to one. Existing work on this problem proposed and analyzed links between
x and the multivariate distribution of the response (McCullagh and Nelder, 1989; Glonek
and McCullagh, 1995). For reasons to be discussed, we consider the simple link defined by
P (Y1 = j, Y2 = k|x) =
exp(x′β∗:,j,k)∑J
s=1
∑K
t=1 exp(x
′β∗:,s,t)
, (j, k) ∈ {1, . . . , J} × {1, . . . , K}, (1)
where β∗ ∈ Rp×J×K is three-dimensional array of unknown regression coefficients and β∗:,j,k ∈
Rp is the regression coefficient vector corresponding to the response category pair (Y1 =
j, Y2 = k). This model can be expressed as a univariate multinomial logistic regression model
for the categorical response (Y˜ |x) where Y˜ has numerically coded support {1, . . . , JK};
P (Y˜ = f(j, k) | x) = P (Y1 = j, Y2 = k | x), (j, k) ∈ {1, . . . , J} × {1, . . . , K};
and f(j, k) = (k − 1)J + j.
Many methods exist for penalized (univariate response) multinomial logistic regression.
For example, Zhu and Hastie (2004) proposed a ridge-penalized multinomial logistic regres-
sion model, and later, Vincent and Hansen (2014) proposed to use a group-lasso penalty on
rows of the unknown regression coefficient matrix. The latter approach allows for variable
selection since β∗m,:,: = 0J×K implies that the mth predictor does not affect the response cat-
egory probabilities. Simon et al. (2013) studied the sparse group-lasso from a computational
perspective: the multinomial logistic regression model fits neatly into their computational
framework.
Other recent methods for fitting the multinomial logistic regression model rely on di-
mension reduction rather than variable selection. Powers et al. (2018) proposed a nuclear
norm penalized multinomial logistic regression model, which could be characterized as a
generalization of the stereotype model of Anderson (1984). Price et al. (2019) penalized
the euclidean norm of pairwise differences of regression coefficient vectors for each cate-
gory, which encourages fitted models for which estimated probabilities are identical for some
categories.
While these methods can perform well in terms of prediction and interpretability for
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multinomial logistic regression, if applied to the multivariate categorical regression model,
none would exploit the fact that Y˜ is constructed using two distinct response variables. One
could fit two separate multinomial logistic regression models, but this would fail to exploit
the association between the two responses unless they were conditionally independent. Thus,
there is a need to develop a new penalized likelihood framework for fitting (1) that exploits
the multivariate response. Our proposed method does this, produces interpretable fitted
models, and applies when p, J , and K are large.
1.2 Parsimonious parametric restrictions
We propose two parametric restrictions to reduce the number of parameters in (1) and
incorporate the special structure of the bivariate response. The first assumes that only a
subset of the predictors are relevant in the model. Specifically, if β∗m,:,: = c1J×K ∈ RJ×K for
any constant c ∈ R and J ×K matrix of ones 1J×K , then a change in the mth predictor’s
value does not affect the response’s joint probability mass function, i.e. the mth predictor
is irrelevant. By setting c = 0, it is immediate to see that imposing sparsity of the form
βˆm,:,: = 0, where βˆ is an estimator of β
∗, is a natural way to achieve variable selection of
this kind. This restriction may be helpful when there are many predictors.
The second restriction we consider is that a subset of the predictors can only affect the
two marginal distributions of the response: (Y1 | x) and (Y2 | x). Specifically, the joint
distribution of the response (Y1, Y2 | x) is determined by its (J − 1)(K− 1) local odds ratios:
P (Y1 = j, Y2 = k | x)P (Y1 = j + 1, Y2 = k + 1 | x)
P (Y1 = j, Y2 = k + 1 | x)P (Y1 = j + 1, Y2 = k | x) , (j, k) ∈ {1, . . . , J−1}×{1, . . . , K−1}
(2)
and its two marginal distributions (Y1 | x) and (Y2 | x) (Agresti, 2002). We suppose that
changes to a subset of the entries in x do not affect the odds ratios in (2), so they can only
affect the marginal distributions of the response (or be irrelevant).
Suppose, for the moment, that J = 2 and K = 2. The log odds ratio is then
log
{
P (Y1 = 1, Y2 = 1 | x)P (Y1 = 2, Y2 = 2 | x)
P (Y1 = 1, Y2 = 2 | x)P (Y1 = 2, Y2 = 1 | x)
}
= x′(β∗:,1,1 + β
∗
:,2,2 − β∗:,1,2 − β∗:,2,1).
If the mth element of the vector β∗:,1,1 + β
∗
:,2,2 − β∗:,1,2 − β∗:,2,1 were zero, then changes to the
mth element of x would not affect the odds ratio, so the mth predictor can only affect the
marginal distributions of the response. Let D = (1,−1,−1, 1)′ and let β∗ ∈ Rp×JK be the
matricized version of β∗ with
β∗m,j,k = β
∗
m,f(j,k), (m, j, k) ∈ {1, . . . , p} × {1, . . . , J} × {1, . . . , K}.
One can see that if the mth predictor only affects the marginal distributions of the response
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(or are irrelevant), then the log odds ratio
x′(β∗:,1,1 + β
∗
:,2,2 − β∗:,1,2 − β∗:,2,1) = x′β∗D,
must have mth component equal to zero for all x ∈ Rp.
When J > 2 or K > 2, we can express the logarithm of all of the local odds ratios in (2)
in terms of a constraint matrix D ∈ RJK×(J−1)(K−1). For example, when J = 3 and K = 2,
D′ =
(
1 −1 0 −1 1 0
1 0 −1 −1 1 1
)
,
β∗D = (β∗:,1,1 − β∗:,2,1 − β∗:,1,2 + β∗:,2,2, β∗:,1,1 − β∗:,3,1 − β∗:,1,2 + β∗:,3,2) ,
and the vector of (J − 1)(K − 1) local log odds ratios is (β∗D)′x. If the vector (β∗m,:D)′ =
0(J−1)(K−1), then the mth predictor can only affect the marginal distributions of the response.
We propose to fit the model (1) by penalized likelihood. We add a group-lasso penalty
that is non-differentiable when the optimization variable corresponding to β∗m,: is such that
(β∗m,:D)′ = 0(J−1)(K−1) for m ∈ {2, . . . , p}. This encourages solutions for which (βˆm,:D)′ =
0(J−1)(K−1) for some m ∈ {2, . . . , p}, so that some of the predictors are estimated to only
affect the marginal distributions of the response. We also add a second group-lasso penalty
that is non-differentiable when the optimization variable corresponding to β∗m,: = 0JK for
m ∈ {2, . . . , p}. This has the effect of removing predictors from the model entirely.
1.3 Alternative parameterizations
Alternative parameterizations of (1) could be used to relate predictors to response variables.
For example, when J = K = 2, McCullagh and Nelder (1989) proposed the following:
η′ax = log
{
P (Y1 = 1 | x)
P (Y1 = 2 | x)
}
, η′bx = log
{
P (Y2 = 1 | x)
P (Y2 = 2 | x)
}
,
η′cx = log
{
P (Y1 = 1, Y2 = 1 | x)P (Y1 = 2, Y2 = 2 | x)
P (Y1 = 1, Y2 = 2 | x)P (Y1 = 2, Y2 = 1 | x)
}
(3)
where ηa ∈ Rp, ηb ∈ Rp, and ηc ∈ Rp are unknown coefficient vectors. This parameteriza-
tion and generalizations were also discussed by Glonek and McCullagh (1995). We found
penalized likelihood optimization based on (3) to be much more difficult than our method
based on (1). See Qaqish and Ivanova (2006) for more on the computational challenges
involved with parameterizations like (3). In addition, the parameterization (1) allows us to
establish asymptotic properties our estimator using results from Bach (2010). Nonetheless,
we consider penalized likelihood methods for estimating ηa, ηb, and ηc a promising direction
for future research.
4
1.4 Multi-label classification methods
The problem of fitting multivariate categorical response regression models is closely related
to the problem of “multi-label” classification. In the computer science literature, multi-label
classification refers to the task of predicting many categorical (most often, binary) response
variables from a common set of predictors. One of the most popular class of methods for
fitting the multivariate binary response regression model is the so-called “binary relevance”
approach, which effectively fits a separate model for each of the categorical response vari-
ables. Loss functions used for fitting these models, however, often take the classification
accuracy of all response variables into account, so in this sense, these methods make use
of the multivariate response. For a comprehensive review of binary relevance in multi-label
classification, see Zhang et al. (2018).
Naturally, there are many extensions of the binary relevance approach which account for
dependence between the response variables (Montan˜es et al., 2014). One such approach is
based on “classifier chains” (Read et al., 2009), which can be described as fitting successive
(univariate) categorical response regression models, where in each successive model, the
categorical responses from the previously fit models are included as predictors. For example,
in the bivariate categorical response case, one would fit two models in sequence: (i)(Y1 | x)
and (ii)(Y2 | x, Y1), so that one could then predict Y1 from some new value of x, say x˜, using
(i) and then predict Y2 from x˜ and the predicted value of Y1 using (ii). “Nested stacking”
uses a similar approach, except when fitting (ii), replaces Y1 with its predicted value from
(i) (Senge et al., 2013).
Many methods other than those based on binary relevance exist, e.g., see the review
paper by Tsoumakas and Katakis (2007). However, in general, these methods are often not
model-based, nor is the focus of these methods both prediction accuracy and interpretability
of fitted models, as is the focus of our proposed methodology.
2 Penalized likelihood for bivariate categorical response
regression
We assume that we have observed the result of n independent multinomial experiments. Let
xi = (1, xi2, . . . , xip)
′ ∈ Rp be the values of the explanatory variables for the ith subject and
let
yi =
 yi,1,1 · · · yi,1,K... . . . ...
yi,J,1 · · · yi,J,K
 ∈ RJ×K
be the observed response category counts for the ith subject (i = 1, . . . , n). The subjects
model assumes that vec(yi) is a realization of
vec(Yi) ∼ Multinom(ni, pi∗i,1,1, . . . , pi∗i,J,K), (4)
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where
pi∗i,j,k =
exp(x′iβ
∗
:,j,k)∑J
s=1
∑K
t=1 exp(x
′
iβ
∗
:,s,t)
, (i, j, k) ∈ {1, . . . , n} × {1, . . . , J} × {1, . . . , K}.
The negative log-likelihood function, up to constants, evaluated at β ∈ Rp×J×K is
G(β) = − 1
n
n∑
i=1
[
J∑
j=1
K∑
k=1
yi,j,k(x
′
iβ:,j,k)− ni log
{
J∑
s=1
K∑
t=1
exp
(
x′iβ:,s,t
)}]
Without loss of generality, we set ni = 1 for all i ∈ {1, . . . , n}.
To discover the parsimonious structure described in Section 1.2, we propose the penalized
maximum likelihood estimator,
arg min
β∈Rp×JK
{
G(β) + λ
p∑
m=2
‖D′βm,:‖2 + γ
p∑
m=2
‖βm,:‖2
}
, (5)
where (λ, γ) ∈ (0,∞)×(0,∞) are user-specified tuning parameters; and ‖·‖2 is the Euclidean
norm of a vector. As λ → ∞, the estimator in (5) becomes equivalent to fitting separate
multinomial logistic regression models to each of the categorical response variables. Con-
versely, as λ→ 0, (5) tends towards the group lasso penalized multinomial logistic regression
estimator for response Y˜ . Throughout, βˆ will used to denote (5).
The matrix D used in (5) is distinct from the matrix D introduced in Section 1.2. Specifi-
cally, the matrix D ∈ RJK×(J2)(K2 ) is constructed by appending additional, linearly dependent
columns to D so that all (J
2
)(
K
2
)
log odds ratios are penalized. If we had instead used the
matrix D in (5), our estimator would depend on which (J − 1)(K − 1) log odds ratios the
columns of D correspond to. Thus, using the matrix D avoids this issue and penalizes all
possible log odds ratios equivalently. In the case that J = K = 2, it is trivial to see D = D.
In the case that J = 3 and K = 2, for example, the additional column of D would be
the second column minus the first column of D. Using this matrix D, D′βm,: = 0 implies
D′βm,: = 0, and thus, D′βm,: = 0 implies that the mth predictor can only affect the marginal
distributions of the response variables.
In addition to encouraging variable selection, the second penalty on the βm,:’s leads to
a (practically) unique solution. If γ = 0, the solution to (5) is not unique because for any
vector c ∈ Rp and any minimizer of (5), say βˆ, βˆ − c1′JK has the same objective function
value as βˆ. When γ > 0, a minimizer βˆ is (practically) unique: βˆ1,:, the intercept, is non-
unique, but the p− 1× JK submatrix excluding the intercept is unique. This follows from
the fact that for a minimizer βˆ, for all m ∈ {2, . . . , p}, ‖βˆm,:‖2 = minc∈R ‖βˆm,: − c1′JK‖2,
otherwise βˆ cannot be the solution to (5). Making the intercept unique is trivial: one could
simply impose the additional constraint that
∑J
j
∑K
k=1 βˆ1,f(j,k) = 0, in which case (5) would
be entirely unique. A similar argument about uniqueness in penalized multinomial logistic
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regression models was used in Powers et al. (2018).
3 Statistical properties
We study the statistical properties of (5) with n, p, J , and K varying. We focus our
attention on settings where the predictors are non-random. To simplify notation, we study
the properties of a version of our estimator when the intercept is also penalized. Define
the matrix X = (x1, . . . , xn)
′ ∈ Rn×p throughout. For a given set C ⊂ {1, . . . , p}, let
βC,: ∈ R|C|×JK denote the submatrix of β including only rows whose indices belong to C
where |C| denotes the cardinality of C. Finally, let ‖A‖2F = tr(A′A) denote the squared
Frobenius norm of a matrix A.
To establish an error bound, we must first define our target parameter, i.e., the value of
β∗ from (1) for which our estimator is consistent. As described in the previous section, for
any β∗ ∈ Rp×JK which leads to (1), β∗ − c1′JK also leads to (1) for any c ∈ Rp. Let the set
Fpi denote the set of all β∗ which lead to (1), i.e.,
Fpi =
{
β∗ ∈ Rp×JK : P (Y1 = j, Y2 = k | x) =
exp(x′β∗:,f(j,k))∑J
s=1
∑K
t=1 exp(x
′β∗:,f(s,t))
, ∀x ∈ Rp
}
.
Then, with Fpi, we define our estimation target as β† = arg minβ∈Fpi ‖β‖1,2. Notice, we could
equivalently write
β† = arg min
β∈Fpi
{G(β) + λ‖βD‖1,2 + γ‖β‖1,2} , (6)
where G denotes the negative log-likelihood divided by n, and ‖A‖1,2 =
∑
m ‖Am,:‖2. Since
the optimization in (6) is over feasible set Fpi, and because G(β) and λ‖βD‖1,2 are equivalent
for all elements of Fpi, β† is simply the element of Fpi which minimizes ‖β‖1,2, i.e., (6) does
not depend on the data or tuning parameters. By the same argument used to describe the
uniqueness of (5) in the previous section, β† is unique.
We will require the following assumptions:
A1. The responses Yi ∈ RJ×K are independent and generated from (4) for i = 1, . . . , n.
A2. The predictors are normalized so that ‖X:,j‖22 ≤ n for j = 1, . . . , p.
We will also require the definition of a number of important quantities and sets. Let SL
denote the subset of {1, . . . , p} such that β†SL,: 6= 0 and β†SL,:D 6= 0; let SM denote the subset
of {1, . . . , p} such that β†SM ,: 6= 0 and β†SM ,:D = 0; and let SI = {1, . . . , p} \ SL ∪ SM . The
sets SL, SM , and SI denote the set of predictors which affect the log odds ratios, affect only
the marginal probabilities, and are irrelevant, respectively. Let S denote this partition of
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{1, . . . , p} into SL, SM , and SI . Next, with φ = (φ1, φ2) ∈ (1,∞)× [0,∞), we define the set
C(S, φ) ={∆ ∈ Rp×JK : ∆ 6= 0, (φ1 + 1)‖∆SL∪SM ,:‖1,2 + φ1φ2‖∆SL,:D‖1,2 ≥
(φ1 − 1)‖∆SI ,:‖1,2 + φ1φ2‖∆SM∪SI ,:D‖1,2} .
In the Appendix, we show that when the tuning parameters γ and λ are chosen as prescribed
in Theorem 1, βˆ − β† belongs to the set C(S, φ) with high probability. This set C(S, φ) is
needed establish our third assumption, A3. Let G˜ : Rp×JK → R denote the version of G that
takes matrix variate inputs, and let ∇2G˜ : Rp×JK → RpJK×pJK denote the Hessian of G˜ with
respect to the vectorization of its argument.
A3. (Restricted eigenvalue) For all φ1 > 1 and φ2 ≥ 0, there exists a constant
κ(S, φ) > 0 such that
κ(S, φ) = inf
∆∈C(S,φ)
vec(∆)′∇2G˜(β†)vec(∆)
‖∆‖2F
.
Assumption A3 is effectively a restricted eigenvalue condition, which often appear in the pe-
nalized maximum likelihood estimation literature (Raskutti et al., 2010). If we assumed that
the probabilities for all JK class combinations were bounded below by a positive constant
over all x ∈ Rp, κ(S, φ) would be proportional to the restricted eigenvalue for least squares
estimators, i.e., inf∆∈C(S,φ) ‖X∆‖2F/‖∆‖2F .
We must also define the following subspace compatibility constant (Negahban et al., 2012)
which we write as
ΨJK(s) = sup
M∈Rp×JK
‖MS,:D‖1,2
‖M‖F , |S| = s.
The quantity ΨJK(s) measures the magnitude of the log odds penalty over the set of p×JK
matrices with Frobenius norm no greater than one, where MSc,:D = 0 and S
c = {1, . . . , p}\S
for a subset S of {1, . . . , p} with |S| = s. Note that only the cardinality of S affects ΨJK .
In the following remark, we provide an upper bound on ΨJK(|S|).
Remark 1. For all J and K, and every set S, ΨJK(|S|) ≤
√|S|JK(J − 1)(K − 1).
With assumptions A1-A3, we are ready to state our main result, which will depend on
Condition 1, detailed below.
Theorem 1. Suppose assumptions A1-A3 hold and let C1 < 1/2, α ∈ (0, 1), φ1 > 1, and
φ2 ≥ 0 be fixed constants. Let φ¯ = (φ1 + 1) and φ = φ1φ2. If γ = φ1[(JK/4n)1/2 +
{log(p/α)/n}1/2], λ = φ2γ, and Condition 1 holds, i.e., n is sufficiently large, then
‖βˆ − β†‖F ≤
φ¯
√|SM |+ |SL|+ φΨJK(|SL|)
C1 · κ(S, φ)
(√
JK
4n
+
√
log(p/α)
n
)
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with probability at least 1− α.
The proof of Theorem 1, which can be found in the Appendix, relies on the generalized
self-concordance (Bach, 2010) of the multinomial negative log-likelihood. In our proof, we
have an exact condition on the magnitude of n needed for the result of Theorem 1 to hold.
Condition 1. Let dn = maxi=1,...,n ‖Xi,:‖2. Given fixed constants C1 < 1/2, φ1 > 1, and
φ2 ≥ 0, n is sufficiently large so that e−ωn+ωn−C1ω2n−1 > 0, where ωn = γ
√
dn6
C1·κ(S,φ){φ¯
√|SM |+ |SL|+
φΨJK(|SL|)} with γ as specified in Theorem 1.
The bound in Theorem 1 illustrates the effects of both the group-lasso penalty and the
penalty corresponding to the log odds ratios. In particular,
√|SL|+ |SM | corresponds to
having to estimate |SL ∪ SM | total nonzero rows of β†, whereas the additional term ΨJK(|SL|)
comes from shrinking the |SL| rows of β† which do not satisfy D′β†m,: = 0.
The constants φ = (φ1, φ2) balance the magnitude of λ and γ relative to [(JK/4n)
1/2 +
{log(p)/n}1/2]. In doing so, they affect the error bound by scaling √|SL|+ |SM | and
ΨJK(|SL|), but also by controlling the restricted eigenvalue κ(S, φ). Specifically, φ controls
the set C(S, φ): for example, if |SL| were small, a larger φ2 would mean a larger κ(S, φ).
Hence, the optimal choice of (φ1, φ2) would be that which increases κ(S, φ) relative to the
magnitude of ΨJK(|SL|).
The result of Theorem 1 also demonstrates that in the case that the two response vari-
ables are truly independent, or that no predictors affect only the marginal distributions, our
estimator still achieves a near oracle rate of convergence.
Corollary 1. Suppose the conditions of Theorem 1 hold, JK = O{log(p)}, and ωn = o(1).
If SL = ∅, i.e., no predictors affect the log odds, φ2 > 0, and there exists a constant C2 such
that 0 < C2 ≤ κ(S, φ) for all φ, then
‖βˆ − β†‖F = OP
(√
|SM | log(p)
n
)
.
Under the same conditions, if instead, SM = ∅, i.e., predictors are only irrelevant or affect
log odds ratios, then
‖βˆ − β†‖F = OP
(
JK
√
|SL| log(p)
n
)
. (7)
The result of Corollary 1 agrees with what one would expect under the scenarios con-
sidered. First, if the two models were truly independent (SL = ∅) one has to estimate |SM |
nonzero coefficients per model and loses the factor of JK since JK = O{log(p)}. Conversely,
if SM = ∅, we pay the price of Ψ2JK(|SL|) ≤ |SL|JK(J−1)(K−1) for inappropriately biasing
our estimates towards models assuming independence.
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4 Computation
4.1 Overview
In this section, we propose a proximal gradient descent algorithm (Parikh and Boyd (2014),
Chapter 4) to compute (5). Throughout, we treat γ and λ as fixed. We let Fλ,γ(β) denote
the objective function from (5) evaluated at β with tuning parameter pair (λ, γ) and recall
G˜(β) ≡ F0,0(β) denotes the negative log-likelihood (divided by n). In the following sub-
section, we describe our proposed proximal gradient descent algorithm at a high-level, and
in the subsequent section, we describe how to solve the main subproblem in our iterative
procedure.
4.2 Accelerated proximal gradient descent algorithm
Proximal gradient descent is a first order iterative algorithm which generalizes gradient
descent. As in gradient descent, to obtain the (t + 1)th iterate of our algorithm, we must
compute the gradient of G˜ evaluated at the (t)th iterate β(t). Letting
P
(t)
i,f(j,k) =
exp(x′iβ
(t)
:,f(j,k))∑J
l=1
∑K
m=1 exp(x
′
iβ
(t)
:,f(l,m))
, Yi,f(j,k) = yi,j,k,
for (i, j, k) ∈ {1, . . . , n} × {1, . . . , J} × {1, . . . , K} , the gradient can be expressed as
∇G˜(β(t)) = 1
n
X ′(Y − P (t)).
One way to motivate our algorithm is through an application of the majorize-minimize prin-
ciple. Specifically, since the negative log-likelihood is convex and has Lipschitz continuous
gradient (Powers et al., 2018), we know
G˜(β) ≤ G˜(β(t)) + tr
{
∇G˜(β(t))′(β − β(t))
}
+
1
2s(t)
‖β − β(t)‖2F ≡Ms(t)(β; β(t)) (8)
for all β and β(t) with some sufficiently small step size s(t). From (8), it follows that
Fλ,γ(β) ≤Ms(t)(β; β(t)) + λ
p∑
m=2
‖D′βm,:‖2 + γ
p∑
m=2
‖βj,:‖2,
for all β with equality when β = β(t). That is, the right hand side of the above is a majorizing
function of Fλ,γ at β(t). Hence, if we obtain the (t+ 1)th iterate of β with
β(t+1) = arg min
β∈Rp×JK
{
Ms(t)(β; β(t)) + λ
p∑
m=2
‖D′βm,:‖2 + γ
p∑
m=2
‖βm,:‖2
}
, (9)
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the majorize-minimize principle (Lange, 2016) ensures that Fλ,γ(β(t+1)) ≤ Fλ,γ(β(t)). Thus,
to solve (5), we propose to iteratively solve (9). It is well known that the sequence of iterates
generated by an accelerated version of this procedure (see Algorithm 1) converge to their
optimal values at a quadratic rate when s(t) > 0 is fixed to be smaller than 1/L with L being
the Lipschitz constant of ∇G˜. For example, see Beck and Teboulle (2009) or Section 4.2 of
Parikh and Boyd (2014) and references therein.
After some algebra, we can write (9) as
β(t+1) = arg min
β∈Rp×JK
{
1
2s(t)
‖β − β(t) + s(t)∇G˜(β(t))‖2F + λ
p∑
m=2
‖D′βm,:‖2 + γ
p∑
m=2
‖βm,:‖2
}
. (10)
Fortunately, (10) can be solved efficiently row-by-row of β. In particular, this problem can
be split into p separate optimization problems since for m = 2, . . . , p,
β(t+1)m,: = arg min
η∈RJK
{
1
2
‖η − β(t)m,: + s(t)[∇G˜(β(t))]m,:‖22 + s(t)λ‖η′D‖2 + s(t)γ‖η‖2
}
, (11)
where [∇G˜(β(t))]m,: denotes the mth row of ∇G˜(β(t)). For the intercept (i.e., m = 1), the
solution has a simple closed form:
β
(t+1)
1,: = β
(t)
1,: −
s(t)
n
{
(Y − P (t))′1n
}
.
Then, it is straightforward to see that for m > 1, each of the subproblems in (11) can be
expressed as
ηˆλ¯,γ¯ = arg min
η∈RJK
{
1
2
‖η − ν‖22 + λ¯‖η′D‖2 + γ¯‖η‖2
}
, (12)
where ν corresponds to a row of β(t)−s(t)∇G˜(β(t)), λ¯ = s(t)λ, and γ¯ = s(t)γ. In the following
subsection, we show that this problem has a closed form solution, making its computation
extremely efficient.
4.3 Efficient computation of subproblem (12)
We now describe how to compute (12). Our first theorem reveals that ηˆλ¯,γ¯ can be obtained
in essentially closed form. Throughout, let A− denote Moore-Penrose pseudoinverse of a
matrix A.
Theorem 2. (Exact solution for (12)) For arbitrary J and K, (12) can be solved in a closed
form:
(i) If ‖ν‖2 < γ¯, then ηˆλ¯,γ¯ = 0.
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(ii) If ‖ν‖2 ≥ γ¯ and ‖(D′D)−D′ν‖2 ≤ λ¯, then ηˆλ¯,γ¯ = max
(
1− γ¯‖P⊥D,0ν‖2 , 0
)
P⊥D,0ν,
where P⊥D,0 = I −D(D′D)−D′.
(iii) If ‖ν‖2 ≥ γ¯ and ‖(D′D)−D′ν‖2 > λ¯, then ηˆλ¯,γ¯ = max
(
1− γ¯‖P⊥D,τν‖2 , 0
)
P⊥D,τν,
where P⊥D,τ = I −D(D′D + τI)−1D′ with τ > 0 satisfying ‖(D′D + τI)−1D′ν‖2 = λ¯.
A proof of Theorem 2 can be found in the Appendix. The results suggest that we can
first screen all rows of β(t) − s(t)∇G˜(β(t)), as we know that those euclidean norm less than
s(t)γ will have minimizer ηˆλ¯,γ¯ = 0. Of the rows that survive this screening, we need either
apply the result from (ii) or (iii). Based on the statement of Theorem 2, (ii) is immediate
and does not require any optimization. Regarding (iii), there is no analytic expressions for
τ which would satisfy ‖(D′D + τI)−1D′ν‖2 = λ¯ for arbitrary D and ν. However, it turns
out that the structure of our D yields a closed form expression for τ , which we detail in the
following proposition.
Proposition 1. Letting D = SLV S
′
R be the singular value decomposition of D,
r∑
l=1
w2l v
2
l
(v2l + τ)
2
= λ¯2
implies ‖(D′D+τI)−1D′ν‖2 = λ¯ where r = (J−1)(K−1), vl denotes the lth diagonal element
of V , and w = ν ′SL ∈ Rmin(JK,(
J
2)(
K
2 )). Moreover, v2l = JK for all l ≤ (J − 1)(K − 1) and
zero otherwise. Hence, the τ which satisfies the condition in (iii) of Theorem 2 is given by
τ =
√
JK
(∑r
l=1w
2
l − λ¯2
)
λ¯2
. (13)
Together, Theorem 2 and Proposition 1 verify that we can solve (12) in a closed form.
Since the singular value decomposition of D, P⊥D,0, and D′D can be precomputed and stored,
these updates are extremely efficient to compute. To provide further intuition about the
result of Theorem 2, we provide the closed form solution for this setting which covers (i), (ii),
and (iii) in the case where J = K = 2.
Theorem 3. (Solutions for (12) with J = K = 2) Suppose J = K = 2 so that ν =
(ν1, ν2, ν3, ν4)
′ ∈ R4. Let ν¨ = ν1 − ν2 − ν3 + ν4. Then, with
ηˆλ¯,0 =

(ν1 − ν¨/4, ν2 + ν¨/4, ν3 + ν¨/4, ν4 − ν¨/4)′ : | ν¨4λ¯ | ≤ 1
(ν1 − λ¯, ν2 + λ¯, ν3 + λ¯, ν4 − λ¯)′ : ν¨ > 4λ¯
(ν1 + λ¯, ν2 − λ¯, ν3 − λ¯, ν4 + λ¯)′ : ν¨ < −4λ¯
,
it follows that ηˆλ¯,γ¯ = max
(
1− γ¯‖ηˆλ¯,0‖2 , 0
)
ηˆλ¯,0.
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Algorithm 1: Accelerated proximal gradient descent for (5)
Initialize β(0) = β(1), α(0) = α(1) = 1, s0 > 0 and φ ∈ (0, 1). Set t = 1.
1: Γ(t) = β(t) +
(
α(t−1)−1
α(t)
)
(β(t) − β(t−1)).
2: U (t) = Γ(t) − s(t)∇G˜(Γ(t))
3: β˜1,: = U
(t)
1,:
4: A =
{
m : m = 2, . . . , p, ‖U (t)m,:‖2 ≥ s(t)γ
}
4: For each k1 6∈ A
(i):β˜k1,: = 0
5: A1 =
{
m : m ∈ A, ‖(D′D)−D′U (t)m,:‖2 ≤ s(t)λ
}
6: For each k2 ∈ A1
(i): β˜k2,: = max
(
1− s(t)γ/‖P⊥D,0U (t)k2,:‖2, 0
)
P⊥D,0U (t)k2,:
7: For each k3 ∈ A \ A1
(i): Compute τ using (13)
(ii):β˜k3,: = max
(
1− s(t)γ/‖P⊥D,τU (t)k3,:‖2, 0
)
P⊥D,τU (t)k3,:
8: If G˜(β˜) ≤ G˜(Γ(t)) + tr
[
∇G˜(Γ(t))′(Γ(t) − β˜)
]
+ 1
2s(t)
‖β˜ − Γ(t)‖2F
(i): β(t+1) = β˜
Else
(i): s(t) = φs(t) and return to 2.
9: α(t+1) = (1 +
√
1 + 4[α(t)]2)/2, s(t+1) = s0
10: If not converged, set t = t+ 1 and return to 1.
4.4 Summary
We propose to iteratively update β using (9) where we solve the p subproblems using the
result of Theorem 2. This approach is especially efficient for large p and moderately sized J
and K since each of the subproblems involves a JK-dimensional optimization variable. In
practice, when the tuning parameter γ is relatively large, (i) of Theorem 2 serves as a simple
but exact screening heuristic: we often need only solve (11) using (ii) or (iii) from Theorem
2 for a small number of the p predictors.
To further reduce the required computing time, we employ an accelerated variation of the
proximal gradient descent algorithm described above. Briefly, this approach uses momentum
to extrapolate the next iterate based on the previous two iterates, e.g., see Beck and Teboulle
(2009). We summarize our complete algorithm in Algorithm 1. An implementation of
this algorithm, along with a number of auxiliary functions, is available for download at
github.com/ajmolstad/BvCategorical.
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5 Semi-supervised categorical response regression
In practice, when there are multiple categorical responses variables, it is often the case that
one or more are costly to record or difficult to measure. To address these situations, we
extend our method to settings where some response variables are missing or unobserved. As
before, we focus on the bivariate categorical response regression model, but our developments
can be generalized to three of more categorical response variables as will be discussed in a
subsequent section.
Throughout this section, let y(1)i ∈ RJ and y(2)i ∈ RK denote the observed response
category counts for ith subject’s first and second response variables, respectively (treating
all responses as completely observed). As before, we assume that ni = 1 for i = 1, . . . , n
for simplicity. Let (L1,U1) and (L2,U2) be pairs of partitions of {1, . . . , n} corresponding to
the first and second response variables, respectively. Let i ∈ Lk if y(k)i is observed and let
i ∈ Uk if y(k)i is unobserved for (i, k) ∈ {1, . . . , n}×{1, 2}. Then, the observed data negative
log-likelihood, divided by n, can be expressed as
GU ,L(β) = − 1
n
{ ∑
i∈L1∩L2
log
(∑
j,k
exp
(
x′iβ:,j,k
)
y(1)i,jy(2)i,k∑
s,t exp
(
x′iβ:,s,t
) )+ ∑
i∈L1∩U2
log
(∑
j,k
exp
(
x′iβ:,j,k
)
y(1)i,j∑
s,t exp
(
x′iβ:,s,t
) )
+
∑
i∈U1∩L2
log
(∑
j,k
exp
(
x′β:,j,k
)
y(2)i,k∑
s,t exp
(
x′β:,s,t
) )} .
The observed data likelihood consists of the joint probability mass function for subjects
with both responses observed, and the marginal probability mass function for those with
only one of the two responses observed.
To fit the multivariate multinomial logistic regression model with partially unobserved
responses, we propose to minimize a penalized version of GU ,L using the penalties motivated
in Section 2
arg min
β∈Rp×JK
{
GU ,L(β) + λ
p∑
m=2
‖D′βm,:‖2 + γ
p∑
m=2
‖βm,:‖2
}
. (14)
Fortunately, we need not resort to an expectation-maximization algorithm to compute
(14) as in other missing data applications. In fact, we can solve the optimization problem
directly using the accelerated proximal gradient descent scheme proposed in Section 2 with
minor modification. Specifically, we need to compute the gradient of G˜U ,L, the version of
GU ,L taking a matrix-valued input.
Proposition 2. The gradient of G˜U ,L can be written ∇G˜U ,L(β) = − 1nX ′QL,U(β) where
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[QL,U(β)]i,f(j,k) is given by
[QL,U(β)]i,f(j,k) =

y(1)i,jy(2)i,k − pi(t)i,j,k : i ∈ L1 ∩ L2
pi
(t)
(2)i,k|j(1− pi(t)(1)i,j)y(1)i,j − pi(t)i,j,k(1− y(1)i,j) : i ∈ L1 ∩ U2
pi
(t)
(1)i,j|k(1− pi(t)(2)i,k)y(2)i,k − pi(t)i,j,k(1− y(2)i,k) : i ∈ L2 ∩ U1,
and
pi
(t)
i,j,k =
exp(x′iβ
(t)
:,j,k)∑J
s=1
∑K
t=1 exp(x
′
iβ
(t)
:,s,t)
, pi
(t)
(2)i,k|j =
exp(x′iβ
(t)
:,j,k)∑K
t=1 exp(x
′
iβ
(t)
:,j,t)
, pi
(t)
(1)i,j|k =
exp(x′iβ
(t)
:,j,k)∑J
s=1 exp(x
′
iβ
(t)
:,s,k)
,
pi
(t)
(1)i,j =
K∑
k=1
exp(x′iβ
(t)
:,j,k)∑J
s=1
∑K
t=1 exp(x
′
iβ
(t)
:,s,t)
, pi
(t)
(2)i,k =
J∑
j=1
exp(x′iβ
(t)
:,j,k)∑J
j=1
∑K
k=1 exp(x
′
iβ
(t)
:,j,k)
,
for (i, j, k) ∈ {1, . . . , n} × {1, . . . , J} × {1, . . . , K} .
Computing the gradient of G˜U ,L is only slightly more computationally intensive than
computing the gradient of G˜. Specifically, in addition to computing joint probabilities, we see
that computing the gradient involves computing both marginal and conditional probabilities.
For example, pi
(t)
(1)i,j|k denotes the conditional probability P (Y1 = j | x, Y2 = k) when β = β(t).
With gradient in hand, one can simply replace G˜ with G˜U ,L in Algorithm 1 to compute (14).
6 Generalization to more than two categorical responses
Next, we describe the generalization of our method to arbitrarily many categorical response
variables. In this setting, our method could be used to identify predictors that are irrelevant,
that affect only the marginal probabilities, and that affect all higher-order log odds ratios.
To begin, consider the case where there are three categorical response variables with J ,
K, and L response categories, respectively. Then, for the sake of example, suppose p = 1
and the intercept is zero. Under this scenario, for the predictor to affect only the marginal
probabilities, it must be that
P (Y1 = j, Y2 = k, Y3 = l | x) = P (Y1 = j | x)P (Y2 = k | x)P (Y3 = l | x). (15)
This structure to can be achieved in the context of our framework. Specifically, we can
impose constraints enforcing two levels of conditional independence:
a) P (Y1 = j, Y2 = k | x, Y3 = l) = P (Y1 = j | x, Y3 = l)P (Y1 = 2 | x, Y3 = l),
b) P (Y1 = j | x, Y3 = l) = P (Y1 = j | x), P (Y2 = k | x, Y3 = l) = P (Y2 = k | x).
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It is easy to show that a) and b) together imply (15). To enforce a) and b) via penalizing lin-
ear combinations of the elements of β is less straightforward: we establish such combinations
in the following proposition.
Proposition 3. Let pii,j,k,l = exp(x
′
iβ:,j,k,l)/
∑
s,t,u exp(x
′
iβ:,s,t,u). If
log
(
pii,j,k,lpii,j+1,k+1,l
pii,j+1,k,lpii,j,k+1,l
)
= 0, (j, k, l) ∈ {1, . . . , J − 1} × {1, . . . , K − 1} × {1, . . . , L} (16)
for all xi ∈ V , then a) holds. If (16), and in addition, for all xi ∈ V
log
(
pii,j,1,lpii,j+1,1,l+1
pii,j+1,1,lpii,j,1,l+1
)
= 0, (j, l) ∈ {1, . . . , J − 1} × {1, . . . , L− 1}
and
log
(
pii,1,k,lpii,1,k+1,l+1
pii,1,k+1,lpii,1,k+1,l+1
)
= 0, (k, l) ∈ {1, . . . , K − 1} × {1, . . . , L− 1} ,
then b) also holds, and thus, (15) holds.
Together, this means we require a penalty on (J − 1)(K − 1)L+ (J − 1)(L− 1) + (K −
1)(L−1) = JKL−J−K−L+2 linear combinations of the rows of β ∈ Rp×JKL. This coheres
with the number of combinations penalized in the bivariate categorical response setting since
setting L = 1 yields (J − 1)(K − 1) combinations.
The matrix D which imposes these log odds constraints can be easily constructed by the
same logic used in Section 2. For example, with K = J = L = 2, we can express β, the
matricized version of β, β = (β:,1,1,1,β:,2,1,1,β:,1,2,1,β:,2,2,1,β:,1,1,2,β:,2,1,2,β:,2,2,1,β:,2,2,2) ∈
Rp×JKL. Hence, (16) can be expressed as
x′(β:,1,1,1 + β:,2,2,1 − β:,2,1,1 − β:,1,2,1) = x′(β:,1,1,2 + β:,2,2,2 − β:,2,1,2 − β:,1,2,2) = 0
and the latter two constraints from Proposition 3 as
x′(β:,1,1,1 + β:,2,1,2 − β:,2,1,1 − β:,1,1,2) = x′(β:,1,1,1 + β:,1,2,2 − β:,1,2,1 − β:,1,1,2) = 0.
It is intuitive that four constraints are needed to impose independence: we begin with eight
regression coefficient vectors, only seven of which are free since β and β − c1′JK yields the
same log-likelihood value for any c ∈ Rp. Thus, seven free coefficients minus four linear
constraints leaves us with three free coefficient vectors, one for each of the independent
Bernoulli response variables.
As discussed in Section 2, to achieve invariance of our estimator against a particular
construction of D, we would instead use a matrix D, whose columns correspond to the log
odds ratios:
log
(
pii,j,k,lpii,j′,k′,l
pii,j′,k,lpii,j,k′,l
)
, j 6= j′, k 6= k′, l ∈ {1, . . . , L} ,
16
log
(
pii,j,k,lpii,j,k′,l′
pii,j,k,l′pii,j,k′,l
)
, k 6= k′, l 6= l′, j ∈ {1, . . . , J} ,
log
(
pii,j,k,lpii,j′,k,l′
pii,j′,k,lpii,j,k,l′
)
, j 6= j′, l 6= l′, k ∈ {1, . . . , K} ,
i.e., D ∈ RJKL×ξ where ξ = (J
2
)(
K
2
)
L +
(
K
2
)(
L
2
)
J +
(
J
2
)(
L
2
)
K. It can be seen that D′βm,: = 0
implies D′βm,: = 0, but our penalty based on D rather than D does not depend on our choice
of the log odds ratios corresponding to its columns.
From this setup, one can see that generalizing the matrix D to settings with more than
three response variables follows a similar logic. Given G total response variables, with the
lth response having Kl categories, the corresponding D ∈ R(
∏G
l=1 Kl)×ξ imposes penalties on
ξ =
∑
j<l
(
Kj
2
)(
Kl
2
) (∏
i 6=l,jKi
)
log odds ratios. When the number of response variables is
large, the matrix D will be large, but extremely sparse.
7 Simulation studies
7.1 Data generating models
To study the performance of our method, we consider four models: at one extreme, all
predictors can only affect the marginal probabilities for each response (or be irrelevant); at
the other extreme, the predictors are either irrelevant or affect both log odds ratios and
marginal distributions. We show that under four models along this continuum, our method
dominates the competing methods.
For 100 independent replications, we generate data from the multivariate multinomial
logistic regression model with J = 3 and K = 2 categories. Independently for n = 300
training observations, we first generate x ∈ Rp, a realization of X ∼ Np(0,Σ∗X) where
[Σ∗X ]s,t = 0.5
|s−t|. Then, given some β∗ ∈ Rp×J×K , we set
pi∗j,k =
exp(x′β∗:,j,k)∑J
s=1
∑K
t=1 exp(x
′β∗:,s,t)
and generate the pair (Y1, Y2) using the pi
∗
j,k’s. This procedure is repeated to generate n = 500
validation observations, and n = 104 testing observations. In our simulation settings, we let
p ∈ {100, 300, 500, 1000, 2000}.
We consider four distinct structures for β∗; recall that β∗ ∈ Rp×JK denotes the matricized
version of β∗. Note that we introduce our data generating models in the order 1, 4, 2, and 3
because Model 1 and 4 represent the two extremes, whereas Model 2 and 3 are intermediate.
Model 1: We randomly select 10 rows of β∗ to be nonzero. Each of the elements of
these tens rows is set equal to independent realizations of a Uniform(−3, 3) random
variable.
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Model 4: We randomly select 10 rows of β∗ to be nonzero. For each row independently,
we generate 4 independent realizations of a Uniform(−3, 3) random variable. Given
these realizations, say (u1, u2, u3, u4), we set the row of β
∗ equal to
(−u4 + u3 + u1, u1, u2, u3, u4,−u1 + u4 + u2).
Under this construction, we can see D′(−u4 +u3 +u1, u1, u2, u3, u4,−u1 +u4 +u2) = 0.
Under Model 1, each of the ten predictors corresponding to the nonzero rows of β∗ affect
both marginal probabilities and log odds ratios almost surely. Under Model 4, each of the
predictors corresponding to nonzero rows of β∗ affects only the marginal probabilities. Next,
we consider two intermediate models which have a combination of predictors affecting only
the marginal probabilities, and affecting both marginal probabilities and log odds ratios.
Model 2: We randomly select 6 rows of β∗ to be nonzero and consist elements which
are each independent realizations of a Uniform(−3, 3) random variable. Then, we select
an addition 4 rows of β∗ to be generated in the same manner as Model 4.
Model 3: We randomly select 3 rows of β∗ to be nonzero and consist elements which
are each independent realizations of a Uniform(−3, 3) random variable. Then, we select
an addition 7 rows of β∗ to be generated in the same manner as Model 4.
Under Models 1–3, the joint probability mass function is needed to specify the distribution
of (Y1, Y2 | x). However, under Models 2 and 3, a decreasing number of predictors affect
the log odds ratios: only six predictors under Model 2 and three predictors under Model 1.
Model 4, conversely, is equivalent to generating the responses under separate multivariate
multinomial logistic regression models, i.e., only (Y1 | x) and (Y2 | x) are needed to specify
the joint probability mass function (Y1, Y2 | x). However, the same set of predictors dictate
both marginal distributions.
We consider three performance metrics: joint misclassification rate, marginal misclassifi-
cation rate, and Kullback-Leibler divergence.
7.2 Competing methods
We consider a number of alternative estimators in our simulation studies. For each, the
tuning parameters are chosen by minimizing the joint classification error on the validation
set, except for separate multinomial logistic regression models, where each model’s tuning
parameters are chosen to minimize classification error on the two responses marginally.
Separate multinomial logistic regressions (Sep): We fit two separate multinomial
logistic regression models, i.e., for the first response, we fit
arg min
η∈Rp×J
{
− 1
n
n∑
i=1
log
(
J∑
j=1
exp (x′iη:,j) y(1)i,j∑J
l=1 exp (x
′
iη:,l)
)
+ λ1
p∑
m=2
‖ηm,:‖2
}
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(
βj,1,1 βj,1,2 βj,1,3
βj,2,1 βj,2,2 βj,2,3
) (
βj,1,1 βj,1,2 βj,1,3
βj,2,1 βj,2,2 βj,2,3
) (
βj,1,1 βj,1,2 βj,1,3
βj,2,1 βj,2,2 βj,2,3
)
(
βj,1,1 βj,1,2 βj,1,3
βj,2,1 βj,2,2 βj,2,3
) (
βj,1,1 βj,1,2 βj,1,3
βj,2,1 βj,2,2 βj,2,3
)
Figure 1: The groups of parameters which are penalized by both the overlapping and latent
group-penalized multivariate multinomial estimators in (17) and (18) with J = 2 and K = 3
for j = 2, . . . , p.
and similarly for the second (K-category) response.
Tuning parameters are chosen to minimize misclassification error on each response
marginally.
Group-penalized multivariate multinomial (G-Mult): A special case of our pro-
posed estimator in (5) with λ = 0 fixed and with tuning parameter γ chosen to minimize
joint misclassification error on the validation set.
Lasso-penalized multivariate multinomial (L-Mult): The `1-penalized version of
the multinomial logistic regression estimator, G-Mult, with tuning parameter γ chosen
to minimize joint misclassification error on the validation set.
We also consider two alternative methods which incorporate the special group structure of
β. Specifically, we consider an overlapping group lasso and latent group lasso penalty to
encourage zeros in the groups displayed in Figure 1.
Overlapping group-penalized multivariate multinomial (OG-Mult): A variation
of the group penalized joint multinomial logistic regression estimator
arg min
β∈Rp×J×K
{
G(β) + λ
p∑
m=2
(
K∑
k=1
‖βm,:,k‖2 +
J∑
j=1
‖βm,j,:‖2
)}
, (17)
with tuning parameter chosen to minimize joint misclassification error on the validation
set.
Latent group-penalized multivariate multinomial (LG-Mult): A variation of the
group penalized joint multinomial logistic regression estimator
arg min
β∈Rp×J×K
{
G(β) + λ
p∑
m=2
ΩG∪(βm,:,:)
}
, ΩG∪(βm,:,:) ≡ min
v∈VG ,
∑
g∈G vg=βm,f(:,:)
∑
g∈G
‖vg‖2
(18)
19
l l
l
l
l
l
ll l
l
ll
l
l
l
l
l
l
l
l
l
l
ll0.2
0.3
0.4
0.5
0.6
100 300 500 1000 2000
Jo
in
t m
isc
la
ss
ific
at
io
n
Model 1
ll
l
l
l
l
l
l l
l
l
l
l ll
ll
ll
l
l
l
l
l l
l
l
l
l
l
ll
l
l
l
l
0.1
0.2
0.3
0.4
0.5
100 300 500 1000 2000
Model 2
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
0.1
0.2
0.3
0.4
0.5
100 300 500 1000 2000
Number of predictors
Jo
in
t m
isc
la
ss
ific
at
io
n
Model 3
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
0.1
0.2
0.3
0.4
100 300 500 1000 2000
Number of predictors
Model 4
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
0.1
0.2
0.3
0.4
0.5
100 300 500 1000 2000
p
M
ar
g.
 m
isc
la
ss
 ra
te
as.factor(Method) LO−Mult G−Mult L−Mult Sep LG−Mult OG−Mult Oracle
Model 1
Figure 2: Joint misclassification rates under Models 1–4 with p ∈ {100, 300, 500, 1000, 2000}.
with G denoting groups (i.e., the set of indices highlighted from each of the matrices in
Figure 1), VG denoting the set of matrices with the sparsity pattern corresponding to
the groups in Figure 1. See Obozinski et al. (2011) for more on the latent group lasso
penalty.
Log-odds-penalized multivariate multinomial (LO-Mult): Our proposed estima-
tor from (5) with λ and γ chosen to minimize the joint misclassification error on the
validation set.
Oracle multivariate multinomial (Oracle): The true β∗ which generated the data.
This is meant to serve as a benchmark to indicate the best possible prediction accuracy.
To compute both the overlapping group-penalized multivariate multinomial estimator and
the latent group-penalized multivariate multinomial estimator, we use accelerated proximal
gradient descent algorithms similar to those proposed in Section 4. In each step of both
algorithms, we must solve the respective proximal operators for the two penalties. For the
overlapping group penalty, we use the algorithm proposed by Yuan et al. (2013). In brief,
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Figure 3: KullbackLeibler divergence under Models 1–4 with p ∈ {100, 300, 500, 1000, 2000}.
this is an iterative procedure which solves the dual of the proximal operator via accelerated
gradient descent. For the latent-group lasso penalty, we use a blockwise coordinate descent
algorithm to solve the corresponding proximal operator (e.g., see Algorithm 2 of Yan and
Bien (2017)).
7.3 Results
Results are displayed in Figures 2, 3, and 4. Focusing first on the joint misclassification results
displayed in Figure 2, we see that in every setting we considered, LO-Mult, our proposed
estimator, performs approximately as well or better than all other considered estimators
except Oracle, which is included to indicate the best possible misclassification rate (and
thus implicitly omitted when we refer to “competitors”). However, the performance of all
other estimators differs dramatically across settings. Under Model 1, where predictors either
only affect the log odds ratios or are irrelevant, LO-Mult performs similarly to G-Mult.
This agrees with what one would expect since G-Mult does not assume independence; and
assumes that predictors either affect the joint probability mass or are irrelevant. By the same
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Figure 4: Marginal misclassification rates (for the J-category response variable) under Mod-
els 1–4 with p ∈ {100, 300, 500, 1000, 2000}.
reasoning, LG-Mult and OG-Mult also perform reasonably well in these settings. Conversely,
separate multinomial logistic regression models, Sep, perform significantly worse than all
competitors; often nearly doubling the error rate of the best performing methods. Of course,
this too agrees with intuition since Sep assumes independence of responses, which does not
hold in this setting.
Turning our attention to Model 2, we again see that LO-Mult performs similarly to
G-Mult, but as p increases, LO-Mult begins to slightly outperform competitors. Under this
model, four predictors only affect the marginal probabilities, whereas six affect the log odds
ratios. Thus, since our approach allows for this type of variable selection, it it reasonable to
expect our approach to perform best. Notably, the classification accuracy of Sep relative to
competitors improved over Model 1.
Under Model 3, we see that the results are similar as under Model 2, with LO-Mult
more clearly outperforming competitors. This can be explained by the fact that 7 of the
10 important predictors affect only the marginal probabilities: a feature which cannot be
modeled by G-Mult, LG-Mult, or OG-Mult. Finally, under Model 4, we see that Sep and
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Figure 5: Kaplan-Meier survival curves for the TCGA pan-kidney cancer cohort with all
three types combined (purple) and the three distinct cancer subtypes.
LO-Mult perform nearly identically. Of course, under this data generating model the two
responses are independent, which agrees with the assumption made by Sep. Here, we also
see that G-Mult performs worse than Sep and LO-Mult.
In Figure 3, we display the Kullback-Leibler divergence across the four model settings.
To summarize briefly, the results are very similar to the misclassification results displayed
in Figure 2, with LO-Mult performing nearly as well as the best performing competitor in
all four models we considered. Notably, it appears that under Models 2-4, as p increases,
the performance of LO-Mult relative to competitors improves, whereas this result was not
evident in the misclassification rate results.
Lastly, in Figure 4, we display the marginal misclassification rates for the response vari-
able having J = 3 response categories. Under Model 1 and Model 2, we see that all methods
which estimated marginal probabilities via the joint model outperform Sep in terms of classi-
fication. Interestingly, LO-Mult is slightly outperformed by both L-Mult and G-Mult. Under
Model 3 and 4, LO-Mult begins to outperform the competitors, with Sep performing better
than G-Mult and L-Mult under Model 4. This suggests that even when only one response
variable is of interest to the practitioner, modeling the joint distribution of a multivariate
categorical response can lead to improved prediction accuracy.
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8 TCGA pan-kidney cancer cohort risk classification
8.1 Data processing
We apply our method to the problem of risk classification in the pan-kidney cancer cohort
data collected by the cancer genome atlas project (TCGA) which are accessible through
https://www.cancer.gov.tcga. Our goal is to model 5-year survival probabilities and cancer
types using gene expression profiles of patients with one of three types of cancer: kidney
renal clear cell carcinoma (KIRC), kidney renal papillary cell carcinoma (KIRP), and kidney
chromophobe (KICH). Specifically, we hope to identify a subset of genes which can be used to
distinguish both cancer types (KIRC, KIPR, or KICH) and are predictive of 5-year survival
(i.e., failure before 5 years or not) simultaneously. Kaplan-Meier survival curves are displayed
in Figure 5. From this figure, we can see that KIRC and KIRP have similar survival curves,
whereas KICH, which has the smallest sample size, appears to have lower 5-year mortality
risk overall.
Starting with RNA-sequencing counts, we normalize gene expression in the following
manner. First, we remove all genes whose 75th percentile count was less than 20. Then,
we obtain normalize gene expression xij such that xij = log {(cij + 1)/qi,0.75} where cij is
the count for the jth gene belonging to the ith subject, and qi,0.75 is the 75th percentile of
counts for the ith subject. A similar normalization was used in Molstad et al. (2019). We
also include age and tumor stage as predictors. For simplicity, we dichotomized tumor stage
into two groups representing stages i/ii and iii/iv.
To reduce dimensionality, we perform supervised screening before model fitting. Specif-
ically, we obtain F -test statistics for each gene based on the 6 category combinations, e.g.,
see Molstad and Rothman (2018) and Mai et al. (2019). We then retain only the 2000 genes
with the largest F -test statistics. Finally, we perform pruning to reduce our gene set so that
no two genes have absolute correlation greater than 0.75. That is, starting with the gene
with highest F -test statistic, we remove all genes with absolute correlation greater than 0.75
with this gene. Then, moving onto the gene with next larger F -test statistic amongst the
remaining genes, we repeat this procedure. We continue in this manner until no two genes
have absolute correlation greater than 0.75.
8.2 Comparison to alternative methods
To first compare the predictive accuracy of our method to four reasonable competitors, we
perform leave-one-out cross-validation on the entire dataset. Specifically, we compare to
the full joint multinomial logistic regression model, i.e. G-Mult, and separate multinomial
logistic regression models, Sep. We also compare to the L1-penalized versions of each, we
which call L-Mult and L-Sep. For each method, we select tuning parameters to minimize
5-fold cross validated misclassification error. We also record the number of genes selected as
important for both classification tasks. Full results are presented in the table below.
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5-year status KICH KIRC KIRP Total
Alive 37 152 40 229
Deceased 8 148 35 191
Total 45 300 75 420
Table 1: Counts for the two multinomial response variables in the pan-kidney cancer data
we analyze in Section 8.
LO-Mult G-Mult L-Mult Sep L-Sep
Joint classification error 28.57 32.38 31.19 30.95 31.67
Cancer type marginal error 4.05 4.05 5.00 4.52 5.24
5-year survival marginal error 25.71 28.10 27.38 27.38 27.38
Deviance 604.01 622.71 649.81 581.42 593.50
Number of genes 64.58 84.85 76.93 74.60 39.07
Table 2: (Top three rows) Leave-one-out error percentages for predicting (Joint) both cancer
type and 5-year survival status, cancer type marginally, and 5-year survival status marginally.
(Fourth row) Deviance summed over the 420 subjects in the dataset. (Fifth row) The number
of genes identified as relevant for either response distribution.
We see that amongst all five methods we considered, LO-Mult has the lowest joint classi-
fication error at 28.57%. The next closest, Sep, is more than 2% higher. In terms of marginal
classification, both LO-Mult and G-Mult have an error rate of 4.05% for classifying cancer
types, although all methods perform relatively well. In terms of classifying 5-year survival
status, we see that LO-Mult performs best, with an error rate of 25.71%, with the next best
perform methods; L-Mult, Sep, and L-Sep; all having error rate of 27.38%. Interestingly, the
models assuming independence have the lowest deviance, but amongst those methods which
model the joint distribution of the two responses, LO-Mult performs best. Finally, in the
bottommost row, we show that LO-Mult, in addition to having the lowest misclassification
rates, tends to do so while selecting fewer genes as relevant than almost all other methods.
8.3 Fitted model interpretation and insights
To demonstrate the interpretability of our fitted models, we performed 5-fold cross validation
using the entire dataset. Our fitted model included 87 genes (of 822 considered after screen-
ing), as well as both tumor stage and age. Amongst these genes, 17 were estimated to affect
the log odds ratios, while the remainder affect the marginal probabilities only. Notably, both
age and tumor stage were estimated to affect only the marginal probabilities. This agrees
with intuition since we would expect both of these variables to primarily be predictive of
5-year survival status marginally.
To visualize how changes in gene expression affect 5-year survival status probabilities, we
display two plots in Figure 6. These plots demonstrate how, with all other genes held fixed
at their mean (which is zero, since the data were standardized), a standard deviation change
in expression of the given gene changes (a) conditional (on cancer type) probability of failure
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Figure 6: (a) Conditional probabilities of failure before 5 years for the three cancer types:
KIRC (blue), KIRP (purple), and KICH (green); and two genes: ARGHAP10 (solid lines)
and C3orf18 (dashed lines). Note that lines represent the estimated conditional probabilities
with the denoted gene changing, with all others genes fixed at their mean and with tumor
stage either i or ii. (b) Marginal probabilities of failure for changes in ARHGAP10 (solid
line) or C3orf18 (dashed line) with all others genes fixed at their mean and with tumor stage
either i or ii. In both (a) and (b), ranges represented for each gene represent their observed
deviations in the real dataset.
within five years, and (b) marginal probability of failure within five years. Of two genes we
display, ARHGAP10 was estimated to only affect the marginal probabilities, whereas C3orf18
was estimated to affect the log odds ratios. We see that in the conditional probability plot,
the effect of ARHGAP10 is effectively the same across cancer types. However, it is worth
noting that these lines are not equidistant across the x-axis since the intercept term does
not satisfy βˆ1,·D = 0. For example, were the intercepts zero, then these lines would all be
identical (exactly the solid line in the right hand plot). The effect of C3orf18 across cancer
types is easier to interpret: higher expression leads to a much higher probability of failure
in less than five years in KIRC than in the other two cancer types with all other genes’
expression fixed at the mean. In the right hand plot of Figure 6, we display the marginal
probabilities of failure in less than five years under the same settings. It would seem that
overexpression of C3orf18 appears to have a more dramatic effect on the probability of 5-year
survival than does ARHGAP10. Further research is necessary to determine whether these
particular genes may serve as useful markers for prognoses in pan-kidney cancer.
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