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mean,
ߤ , which equates to the mean of the stochastic process generating the time series 1 (and is also asymptotically equivalent to the mean of a 'long-term' time series. In 2 probability theory, the observed data are often considered to be only one possible outcome 3 that the stochastic process could (hypothetically) generate-the possibilities that could 4 happen are known as different 'realisations' (Hamilton 1994) . If the purpose of the analysis in Fig. 1 was to estimate the realisation mean, ߤ ோ , then 1 the estimate of mean humidity would have confidence intervals (and standard errors) 2 correctly calculated using classical methods that ignore the autocorrelation. That is, if 3 inferences are limited to the period from which we sampled, then autocorrelation is not a 4 problem. 5
Time series analyses are often used to predict future values (i.e. forecasting), and 6 problems with autocorrelation arise when we wish to generalise our descriptions from the 7 sampled period to other unsampled periods, or to the long term behaviour of the stochastic 8 process (e.g.
ߤ
) that generated the sampled year's records. Such analyses require 9 considerably more restrictive assumptions; in particular, stationarity must be assumed, such 10 that the properties of the system you have measured are the same as those of the spatial 11 region, or period of time, you wish to generalise to [see Myers (1989) for a discussion on 12 how restrictive this assumption must be]. 13
Historically, ecologists have proved well aware of the dangers of attempting to 14 consider a result taken at one place and/or time, and using it to make inferences about other 15 places and other times (i.e. other realisations). Believing the properties of your single field 16 to extend beyond your sampled area so as to generalise to other (unsampled) areas is, at 17 best, optimistic. So in contrast to times series, when sampling an area, the inference space 18
(the space that we wish to make statistical deductions about) is typically restricted to a 19 particular finite area, and the standard error of the sample mean refers to the population 20 contained within the area encompassed by the sample extent, i.e. the realisation mean. If 21 this is the case, then classical statistical theory will perform as intended. SRS, for instance, 22 would yield independent sampling units and an unbiased estimate of the population 23 parameters (e.g. mean and variance of the (finite) population of interest) (de Gruijter and ter 1 Braak 1990). 2
If you wish to generalise your inferences beyond the population bound by your 3 sample extent, then greater consideration of autocorrelation is required. In the presence of 4 positive autocorrelation, the variability of data within the sample extent is often less than 5 that of the process, leading us to possibly overestimate the precision of our sample mean 6 with respect to the process mean (Pimm and Redfearn 1988, McArdle 1989) . In this case, a 7 correction is required for the fact that your particular realisation (the data from which you 8 have sampled) may not describe the set of all possible realisations very well. Generalising 9 inferences beyond the sample extent means that the sample scheme cannot be properly 10 design-based since inference includes unsampled areas. Consequently, if results are then 11 generalised beyond the sample extent, then using a design-based scheme such as SRS to 12 sample a specific (autocorrelated) region will not ensure stochastically independent errors. 13
In this respect stochastic independence depends not only on the sample design and the 14 underlying population autocorrelation structure, but also on the inference space that is 15 chosen. However, the smaller the range of autocorrelation (i.e. the distance at which points 16 became independent) relative to the size of your sample extent, the more representative of 17 the total process your realisation becomes. The efficacy of a classical 95% confidence 18 interval using the ‫ݐ‬ -distribution (i.e. The distributions shown in Fig. 2 are a single (exemplar) realisation of a simulation 2 which stochastically generated 10,000 surface realisations each of the 'long-range' and 3 'short-range' autocorrelation structure. For each realisation, the following statistics were 4 calculated: 5 you sample a large area (relative to the range of spatial autocorrelation), then your 1 generalisation is likely to be more reliable than if you only sampled a small one. One commonly overlooked consideration about autocorrelation is that it is not the 4 data values that must be independent, but the residuals after the model has been fitted 5 (ANOVA, regression, t-test etc.) (McArdle 1996) . If a hypothesis test refers to parameters 6 describing the process, then independence of errors may be achieved by the inclusion of 7 those variables that help determine the spatial distribution. For example, some gregarious 8 animal might be present at a location because of the presence of the particular habitat type; 9
including some measure of the habitat in the model may remove much of the spatial 10 autocorrelation from the residuals. Inclusion of locational covariates (such as longitude and 11 latitude) can also act as a proxy to some determining covariate variable and help remove 12 spatial autocorrelation from the residuals (Legendre 1990). on the assumptions of the model. In particular, a crucial assumption is that all the predictor 23 variables upon which Y depends are in the model; or, if they are not, then the excluded ones 1 are uncorrelated with the included ones (and can therefore be relegated to the error term 2 with impunity). 3
We are pseudo-replicated, though somewhat informally, if we use the results from 4 one study to suggest trends and hypotheses about other areas. We might accept the 5 generality of the result when many studies in many places and times seem to reproduce it. 6
The formal generalisation of the result beyond our initial study area relies on there being 7 enough studies to merit a meta-analysis (Hunter et al. 1982) . Ecologists need to ask: what 8 inferences do we wish to make about our sampled population? If you wish to use a 9 generalised inference and adjust your test according to the relevant autocorrelation, then 10 you will be generalising your inference to encompass all those areas with the same 11 autocorrelation structure. Is this of practical use-will your readers accept the pseudo- Such advice is misleading. In fact, if the sampling scheme positions units at distances 22 much greater than the range of autocorrelation, then the efficiency of the design is actually 23 decreased (towards SRS). As long as inference is restricted to the sample extent, then the 1 adage that 'sample points are autocorrelated and are therefore not independent' can actually 2 work in your favour. If the underlying data are autocorrelated, then a sample unit also 3 contains information about its neighbouring points, so you have information about a larger 4 area of the finite population than the simple sample size implies. 5
Ecologists frequently use methods that exploit the spatial correlation present in field 6 studies, e.g. stratification (for sampling) or restricted randomisation (e.g. blocking, Latin 7 Squares), for experiments. In both cases, areas of similar values are sampled separately 8 from one another, and among-strata variation can be removed from the error term by 9 appropriate modelling methods (e.g., Analysis of Variance). More sophisticated analyses 10 that explicitly model spatially correlated errors are used in agricultural studies to improve 11 precision and power (Brownie and Gumpertz 1997). 12
Another common method that exploits autocorrelation is systematic sampling. 13
Systematic sampling is widely used in practice, due in large part to its simplicity and 14 convenience, but also because of the intuitive appeal of spreading sampling units evenly 15 over the population, thus ensuring 'good coverage' (Singh and Singh 1977, Iachan 1982) . 16
Standard use of a random-start, systematic sampling design (SYS) equates to randomly 17 positioning a theoretical grid (with resolution dependent upon the size of the sample) over 18 the region of interest, and measuring the value of the spatially distributed variable at the 19 grid intersections. Provided there are no periodic (waveform) patterns in the population's 20 surface of values, then, in the presence of positive autocorrelation, SYS is likely to give an 21 estimate of the population mean that is as good or better than any other sampling scheme 22 (Hájek 1959 ). 23 1
In short, the confusion between the perils of temporal autocorrelation in time series 2 and spatial autocorrelation in spatial samples arises from the respective analyses typically 3 having different objectives. Time series methods are designed to allow extrapolation from a 4 finite sample extent to subsequent unsampled time periods [a generalised inference space -5 analogous to the 'super-population' distribution, a term first coined by Cochran (1946) ]. In 6 contrast, classical methods, as applied to spatial samples and occasionally time series, 7 usually restrict their description and inference to the sample extent (a finite inference space). 8
If you have autocorrelated data, one of the first steps in determining the appropriate 9 analysis should be examining the scale of inference. This is a step that is rarely mentioned, 10 and commonly disregarded; leading to a relatively common misconception that correct 11 analysis of autocorrelated data automatically requires a more sophisticated technique than 12 the classical methods. 13
Broadly speaking, there are two types of errors that arise from not determining the 14 appropriate level of inference: 15 16 1. The appropriate level inference is to generalise to a larger (possibly infinite) 17 space/population, but the investigator chooses an analysis that is appropriate for a finite 18 2. The appropriate level of inference is restricted to a specific surveyed area/finite 6 population, but the investigator chooses an analysis that generalises to a broader inference 7 space (a process method). 8
The use of some method that incorporates spatial autocorrelation does not 9
necessarily mean that such a method is appropriate for generalisation to a broader inference 10 space. For example, when using model-based geostatistical methods, the standard inference 11 space is restricted to the sample extent. Using a technique designed to generalise inferences 12 will give spuriously large confidence intervals (or decrease the power of the test) and will 13 also give non-optimal parameter estimation by your chosen criterion (e.g. least squares) 14 since you are estimating the parameter of the process rather than the finite population. For 15 instance, incorporating non-independent errors by using, say, a generalised least squares 16 will not only increase the standard error of the results, but will also give a different point 17 estimate from the independent errors model. 18
19
In summary, when making inferences around a finite population: 20
It is essential to consider exactly what the generalised population ('super-1 population') is that you wish to make inferences about. We suggest that, in many 2 instances, ecologists should be restricting their inference to the finite population with a 3 definite sample frame. Practical reasons may mean that generalising inference to include 4 non-sampled spatial populations may sometimes be unavoidable. However, it should be 5 kept in mind that such practice means that your inference is open to the accusation of 6 pseudo-replication. 7
It is worth remembering that the spatial distribution of ecological phenomena is 8 sometimes, in itself, the study goal, not a nuisance. The spatial autocorrelation of 9 ecological phenomena may be a reflection of the underlying processes and functions of 10 interest and spatial statistics provides a toolbox to be able to discover pattern and model 11 ecosystems in a spatially explicit manner. 
