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Abstract
Propelled by the emergence of new fundamental physical phenomena in a new class of twodimensional (2D) atomically thin materials, graphene and other novel two-dimensional (2D)
materials are being intensively investigated over the past two decades. In many cases, the
single layer compounds have outstanding mechanical and electronic properties compared to
those in the bulk crystals. Graphene is the prototypical atomically thin material, however the
influence point and extended defects on its fundamental properties is not well understood at
the atomic scale. The structural, electronic and vibrational properties of other 2D materials,
including chalcogenides beyond transition metal containing systems (e.g. SnS2 and SnSe2 )
were not well understood. New emergent optoelectronic applications of 2D materials require
understanding the excitonic effects which are greatly enhanced in 2D compared to 3D bulk
materials.
Another key parameter for modifying the fundamental properties of a compound is the
application of high pressure. The interesting question is whether the prototypical layered
materials such as SnS2 and SnSe2 would transform to new compounds with different stoichiometries and whether these new materials would exhibit new emergent phenomena such
as superconductivity. Recent breakthrough has been recently achieved by demonstrating
conventional superconductivity with extremely large critical temperature of 200 K in hydrogen sulfide compressed by very high pressures ˜200 GPa. Driven by the pursuit of further
increasing Tc while lowering the compression pressure, a search for new compounds beyond
of hydrogen sulfide is warranted.
This dissertation is concerned with application of a suite of atomistic simulation tech-

x

niques such as first-principles density functional theory (DFT), classical molecular dynamics
and evolutionary crystal structure prediction methods to uncover the emergent fundamental physical properties of novel 2D materials such as graphene, tin disulfide (SnS2 ) and tin
diselenide (SnSe2 ) and to search for new binary and ternary compounds exhibiting superconducting properties. Specifically, the mechanical properties of polycrystalline graphene
are investigated with the goal of understanding the effect of the grain boundaries on the
strength of graphene. To this end we have developed a novel method for generating large
scale polycrystalline samples for use in computer simulations, which are then used in classical
molecular dynamics (MD) simulations of nanoindentation experiments. Density functional
theory (DFT) is used to provide an accurate description of the layer-dependent electronic,
optical, and vibrational properties of novel SnS2 and SnSe2 2D materials as well as several
other novel 2D compounds within the family of LMDC’s. We also extended the effective
mass theory to describe the enhancement of excitonic effects in SnS2 as a number of layers
is decreased down to single layer. Using advanced structural prediction methods, we search
for novel Snx Sy and Px Sy binary and Px Sy Hz ternary compounds over a range of pressures
up to 200 GPa. In all systems, we predict the emergence of several novel compounds, some
of which are superconducting with moderate temperatures. This research performed using
state-of-the-art simulation techniques demonstrated the power of computer simulations to
gain insight into fundamental properties of novel materials and predict new compounds with
emergent properties.

xi

1

Introduction
Interest in novel 2D and 3D materials for future energy applications has expanded greatly

over the past two decades. The material to first grab the attention of the community was
graphene in 2004 [1], which is a single atomic layer of carbon atoms isolated from graphite.
Large scale production of graphene leads to defects [2–6] such as vacancies and grain boundaries, both of which are expected to have a significant impact on the mechanical properties.
In pristine form, graphene is the strongest material and so researchers are actively investigating the role these defects have on the mechanical [7], thermal [8] and electronic [9] properties.
Several experiments [6,7] and theoretical [10–12] studies were conducted to answer this question, yet there is some disagreement among the studies.
The layered metal dichalcogenides (LMDC), consisting of stacked isolated atomic layers
bonded together by weak van der Waals (vdW) interactions represent an emerging class
of 2D materials beyond graphene [13–15]. These materials exist in bulk and few to single
layer structures exhibiting a wide range of physical phenomena [16–21]. The discrete nature
of layered structures gives rise to a new emergent physics that can be manipulated and
tailored for applications in energy storage [22], high speed transistors [21], photonics [20],
chemical sensors [23] and superconductors [24]. The prototypical compounds in this class
of materials are the transition metal based compounds, molybdenum disulfide [17, 25, 26],
tungsten disulfide [25, 27, 28]. MoS2 gained immense attention when it was demonstrated to
have a strong photoluminescence in the single layer form [17, 20]. Only recently interest in
the broader class of 2D s-p metal dichalcogenides has picked up [29–33].
The 2D-LMDC class of materials are well suited for applications in photonics due to the
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strong light-matter interactions and strong light absorption [18, 34]. Excitons in 3D have
low binding energies, on the order of a few meV due to strong uniform dielectric screening.
Due to the confined geometry and weak dielectric screening [35–37] of a 2D atomic layer,
the exciton binding energy is several orders of magnitude larger, as high as 1 eV in some
materials [38] and therefore dominate the optical properties [38–41]. The strong binding
energy combined with the unique layered structure of LMDC’s promotes unique excitonic
physics [42–45].
Another method for tuning the fundamental properties of materials is to apply high pressure conditions which are widely known to instigate many unexpected phenomena [46–50].
Synthesis of compounds utilizing high pressure conditions are routinely used to exploit nontrivial bonding configurations with the goal of designing novel compounds and phases inaccessible at ambient conditions [47, 51–54]. Under high pressure, the ions and electrons
are strongly confined and at extreme pressures, the core electrons can become involved in
bonding which has a significant influence on the electronic and mechanical properties, e.g.
metallization of hydrogen [55], WSe2 [56] and SnS [57, 58], as well as producing superhard
materials [59, 60]. Perhaps the most notable discovery of the high pressure community in
recent years came with the observation of near room temperature superconductivity in the
hydrogen rich compounds at high pressures. In particular, Duan et al. [61] predicted that at
200 GPa, sulfur compressed with hydrogen would form H3 S with a bcc type structure and
have a Tc = 204 K. Later this prediction has been confirmed in experiments by Drozdov et
al. [48]. Since this discovery, the community has been energized to discover the next high
temperature superconductor [62–67]. The current record holder for conventional superconductors is the lanthanum super-hydride, LaH10 which has a critical temperature Tc = 250 K
at pressure P= 180 GPa [68].
Being motivated these discoveries, my dissertation research was focused on making next
step forward in fundamental understanding of 2D materials and computational discovery
of new superconducting compounds, thus expanding the scope of previous research. The
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study of materials using atomic simulations offers much deeper insight and guidance to experiment. In many cases, experimental methods cannot access the atomic scale mechanisms
responsible for specific phenomena. Therefore, the goal of this work is to apply a suite
of atomistic simulation techniques such as first-principles density functional theory (DFT),
classical molecular dynamics and evolutionary crystal structure prediction methods to uncover the emergent fundamental physical properties of novel 2D materials such as graphene,
tin disulfide (SnS2 ) and tin diselenide (SnSe2 ) and to search for new binary and ternary
compounds exhibiting superconducting properties. Specifically, the mechanical properties
of polycrystalline graphene are investigated with the goal of understanding the effect of
the grain boundaries on the strength of graphene. To this end we have developed a novel
method for generating large scale polycrystalline samples for use in computer simulations,
which are then used in classical molecular dynamics (MD) simulations of nanoindentation
experiments. Density functional theory (DFT) is used to provide an accurate description of
the layer-dependent electronic, optical, and vibrational properties of novel SnS2 and SnSe2
2D materials as well as several other novel 2D compounds within the family of LMDC’s. We
also extended the effective mass theory to describe the enhancement of excitonic effects in
SnS2 as a number of layers is decreased down to single layer. Using advanced structural prediction methods, we search for novel Snx Sy and Px Sy binary and Px Sy Hz ternary compounds
over a range of pressures up to 200 GPa. In all systems, we predict the emergence of several
novel compounds, some of which are superconducting with moderate temperatures. This
research performed using state-of-the-art simulation techniques demonstrated the power of
computer simulations to gain insight into fundamental properties of novel materials and
predict new compounds with emergent properties. Such insight is very difficult or sometimes even impossible to obtain from experiment, thus opening up an exciting opportunity
of theoretical guidance of future experiments to focus on the most interesting phenomena.
The work perfromed during my PhD research is described in chapters 3 & 4, and the
relevant supplemental technical information is presented in the appendices.
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The Chapter 2 describes atomic scale simulation techniques employed in this research. It
also describes a novel method for automatic generation of realistic large scale polycrystalline
graphene, which allows for further extension to other 2D and 3D polycrystalline samples. .
Chapter 3 describes the the layer-dependent properties of atomically thin materials. The
introduction provides a broad overview of the structural and electronic properties in layered
materials. In Section 1 , the layer dependent structural, vibrational, electronic and optical
properties of SnS2 and SnSe2 are presented and compared with available experiment. Section
2 is devoted to the development of effective mass theory of 2D materials, which is then
applied to describe the exciton binding energies of the majority of known semiconducting
2D materials. Section 3, is focused on the mechanical properties and failure mechanisms in
polycrystalline graphene. In this work, the relationship between grain boundary structure
and breaking force is identified. The atomic scale mechanisms of graphene failure and fracture
are described and compared with relevant experimental data.
Chapter 4 is dedicated to predicting new compounds with emergent superconducting
properties using the evolutionary crystal structure prediction methods. Section 1, is focused
on prediction of novel tin-sulfur compounds at ambient and high pressure, some of them
being metallic and superconducting.In section 2, the high and low pressure phases of phosphorus sulfur compounds are examined and two novel layered compounds,one of them is
superconducting and the other – semiconducting are predicted, together with several other
high-pressure compounds exhibiting superconductivity with modest critical temperatures.
Section 3 is dedicated to high pressure studies of the ternary system containing phosphorus,
sulfur and hydrogen which are predicted to be superconductors at pressures above 100 GPa.

4

2

Atomistic simulation methods and techniques
In this chapter the atomistic simulation techniques, such as density functional theory

(DFT), classical molecular dynamics (MD), evolutionary crystal structure prediction, that
were employed in this PhD research. Each method is described together with some technical developments including generation of polycrystalline samples that were accomplished to
achieve the major goals of this research.
Atomic-scale simulations are a versatile research tools widely used across various disciplines, which are able to verify and provide insight to experimental observations as well as
make predictions of novel materials and material properties, thus delivering results not accessible to experiment. The earliest atomistic molecular dynamics simulations started with
pioneering work by B.J. Alder [69] in the 1950’s on the phase transition of a material modeled using hard spheres. Later, L. Verlet [70] and A. Rahman [71], independently performed
MD simulations of liquid argon using empirical potentials based on the Lennard-Jones potential on a system containing ∼ 900 particles. Significant advances in computing hardware
and software have enabled computer simulations of materials under more realistic length and
time scales. For example, in the 1960’s A. Rahman simulated only ∼ 900 particles on a single
computer using the Lennard-Jones potential, while in 2008 T. Germann and K. Kadau [72]
were able to simulate 1012 particles using 212992 processors. This impressive record was
surpassed by W. Eckhardt et al. [73] in 2013 by simulating 4.125 · 1012 particles using 146016
processors.
Within the field of computational materials physics, many different methods exist for simulating materials which span many orders of magnitude in time and length scales, see Fig.
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Figure 2.1: Time and length scale regimes accessible using established simulation techniques.
MBPT represents many-body perturbation theory, DFT represents density functional theory
and MD represents molecular dynamics.
2.1. At the lowest end of the spectrum, computer simulations are able to capture quantum
level physics with the most popular methods being tight binding (TB), density functional
theory (DFT), and many-body perturbation theory (MBPT). The major difference between
the methods is essentially in the treatment of the electrons in the system. In quantum
mechanics, the energy of a system of particles is mostly determined by the electronic contribution, which is calculated directly by solving the Schrödinger equation, HΨ = EΨ, for the
electron subsystem. The solution of the many-electron Schrödinger equation is prohibitively
expensive since there is no analytic solution exists for more than two electrons and for systems containing n > 2 electrons numerical methods of solving the Schrödinger equation must
be used with the computational cost scaling as n!.
One practical approach to simplify the problem is to replace the many body Schrödinger
equation with a one-electron equation to describe a set of non interacting particles. This
simplification is known as Kohn-Sham Density functional theory (DFT) [74,75], and has been
6

effectively used to correctly identify the ground state energies of countless systems. Within
this paradigm, the ground state energy of a system containing N electrons is a functional of
the charge density,
Z
E[ρ(r)] =T [ρ(r)] + drρ(r)vext (r) + Eee [ρ(r)]
Z
1
ρ(r)ρ(r0 )
+ Exc [ρ(r)],
Eee [ρ(r)] =
dr
2
|r − r0 |

(2.1)

where T [ρ(r)] is the kinetic energy, the second term is the interaction of the electron with
an external potential, e.g. electron-nuclei interactions, and the last term is the combined
effects of electron-electron interactions. In particular, Eee is the combination of Coulombic
interactions and the exchange-correlation term Exc . This density functional of electron
density has been recast in the form of one-electron Kohn-Sham equations, which must be
solved self-consistently as the exchange-correlation potential depends on unknown electron
density. The fundamental problem of DFT is that the exchange correlation functional is
unknown within the one-electron model and so it must be approximated. The most popular
approximations to the exchange correlation functional in order of increasing accuracy are
the Local density approximation (LDA [76]), Generalized Gradient Approximation (GGA
[77]) and Hybrid functionals (HSE [78], B3LYP [79], PBE0 [80]). In the case of hybrid
functionals, they are so named since they approximate Exc by mixing a portion of exact
exchange from Hartree-Fock with exchange and correlation energies from of the approximate
methods given by LDA and or GGA. Regardless of the approximation used, for a system
containing N electrons, these methods scale as ∼ N 3 or in some cases as ∼ N 4 and so they
are limited to system sizes of several hundred particles. Nevertheless, DFT provides a highly
accurate framework for calculating many important properties of materials at the atomic
and electronic level.
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2.1

First-principles DFT Calculations

In this PhD research, first-principles calculations are carried out using Vienna ab initio
simulation package (VASP) [81]. Due to the importance of vdW interactions in weaklybonded layered compounds, and given the inability of standard DFT to properly describe
these long range dispersive interactions, the performance of several standard and state-ofthe-art vdW functionals are evaluated. In addition to accurately determining the ambient
ground state structures of molecular and layered solids, recent work has demonstrated the
importance of vdW interactions at high pressure [82, 83]. Specifically, the standard local
density approximation (LDA), the Perdew, Burke, and Ernzerhof (PBE) generalized gradient
approximation (GGA) [77], the vdW-DF2 functional of Langreth et al. [84], and the empirical
correction DFT-D2 by Grimmie [85], are used to calculate the ground state lattice parameters
of the compounds detailed in this dissertation. In general, the atomic structure of the crystals
is determined by optimizing the atomic positions using the conjugate-gradient method with
a force convergence criterion of 10−2 eV/Å. A cutoff energy of 700 eV, and a Γ-centered
Monkhorst-Pack [86] k-point grid with a density of 0.03 Å

−1

are employed in the atomic and

electronic structure calculations. This choice of kpoint grid and energy cutoff are chosen such
that the maximum force on each atom is less than 0.03 eV/Å and the stresses are converged
to within 0.1 GPa. For all layered structures, the Monkhorst-Pack grid includes only a single
k-point in the stacking direction of the layers.
The electronic properties of the semiconducting compounds in this dissertation are calculated using the HSE06 hybrid functional with the same plane wave cutoff and k-point grid
used in the structural relaxation. The band structure plots are obtained by interpolating the
energies using the maximally-localized Wannier functions provided by the WANNIER90 [87]
code. The contribution of the spin-orbit coupling (SOC) interactions has been included when
applicable, e.g. MoS2 has a non-trivial SOC contribution of ∼ 200 meV and influences the
optical band gap [25]. A typical vacuum slab of 20 Å along the layer stacking axis is used in
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calculations to avoid spurious interaction between periodic images. This set of parameters
were chosen such that the band energies are converged to within 18 meV.
Superconducting properties were calculated using the Quantum ESPRESSO package.
The planewave cutoff was set to 60 Ry and norm conserving psuedopotentials were used.
For accurate sampling of the Brillouin zone, a 12x12x12 k-point mesh was used, while a
coarse q-point grid of 6x6x6 is used to calculate the phonon dynamical matrix elements. To
estimate Tc , we use the Allen-Dynes modified McmIllian formula,


1.04(1 + λ)
ωlog
exp −
Tc =
1.2
λ − µ∗ (1 + 0.62λ)

(2.2)

which is based on the electron-phonon coupling (λ) and the logarithmic average phonon
frequency ωlog . In this formalism, µ∗ is the Coulomb repulsion parameter and takes typical
values between 0.1-0.14. To calculate λ, which determines the strength of the coupling, we
use the following:
Z
λ=

dω

α2 F (ω)
ω

(2.3)

Finally, ωlog can be calculated as follows,

ωlog

 Z

2
α2 F (ω)
= exp
ln(ω) .
dω
λ
ω

(2.4)

The vibrational properties of 2D and 3D materials in this work include calculation of
off-resonant Raman frequencies and corresponding activities (intensities). This requires the
calculation of phonons at the Γ-point and corresponding derivatives of the macroscopic
dielectric tensor with respect to the normal mode coordinates. These quantities are computed
within the frozen phonon approximation as described in the paper by Porezag and Pederson
[88]. The calculations are performed using the PBE GGA functional with D2 empirical vdW
−1

corrections with a k-point grid density of 0.02 Å

and a plane-wave energy cutoff of 800 eV.

The increase of both the energy cutoff and kpoint grid are necessary to achieve the high
9

accuracy calculation of the forces, resulting in the determination of vibrational frequencies
converged to within 2 cm−1 .

2.2

Evolutionary Crystal Structure Prediction

The search for novel ambient and high pressure compounds is conducted using the firstprinciples evolutionary structure search code USPEX [89,90]. The USPEX method has been
demonstrated to be highly effective in predicting many novel crystal phases in a wide range of
materials under ambient and high pressure conditions [47, 52, 53, 91–94]. To properly sample
the compositional phase space of binary and ternary compounds, variable-composition search
is performed. At each pressure, the first generation of individual structures is produced by
randomly sampling the stoichiometry, space group, lattice parameters and atomic positions
after which the energy of the structures is minimized using standard density functional
theory (DFT). Future generations of structures are constructed from a small percentage of
random structures as well as by applying variation operators, i.e. atom mutation, lattice
mutation, heredity, etc., to the lowest enthalpy individuals from the previous generation.
The generations are produced and optimized until there is no change in the lowest enthalpy
structures over several generations, thus resulting in structures that are presumably the
most energetically favorable, see Figure 2.2. To ensure the structures predicted during the
variable composition search are indeed the lowest enthalpy, fixed stoichiometry searches with
a maximum of 32 atoms in the unit cell are conducted at all pressures studied.
To achieve a balance of computational expense and high accuracy predictions during
the search, the plane-wave cutoff is set to 500 eV and the sampling of the Brillouin zone
is done with a k -point density of 0.06 Å−1 during evolutionary crystal structure search.
These parameters are chosen so that it provides a convergence of total energy to within
10 meV/atom. Once the candidate structures have been identified, the formation enthalpy is
recalculated using a set of higher accuracy parameters: the plane-wave cutoff is increased to
900 eV and k-point sampling density is reduced to 0.02 Å−1 to provide an accuracy of total
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energies within 5 meV/atom and e maximum force on any atom to be less than 0.01 eV/Å.
Finally, to assess the dynamical stability of the candidate structures, phonon dispersion are
calculated using the frozen-phonon technique provided by the Phonopy code [95].
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Figure 2.2: Convex hull for a generic binary compound, XY.
To quantify the thermodynamic stability of the predicted structures at a given pressure,
the formation enthalpy is calculated, which is the difference of enthalpy of each compound
and the sum of enthalpies of the lowest enthalpy phases of pure elements at corresponding
pressure. Within the set of compounds, those with the lowest formation enthalpy define
the convex hull, i.e. the formation enthalpy/composition curve, see the convex hull for an
arbitrary binary compound XY in Figure 2.2(a). The series of convex hulls corresponding
to several pressures are used to construct the phase diagrams.

2.3

Empirical Potentials and Classical Molecular Dynamics

To describe physical systems at larger length and time scales, classical molecular dynamics (MD) is used to simulate systems containing up to 107 atoms at the nanometer and
nanosecond length and time scales, respectively. In contrast to DFT where the energy is
calculated by solving the Kohn-Sham equations self-consistently, the interatomic potential
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energy function in classical MD must be known in advance and the trustworthiness of MD
simulation is critically dependent on the quality of the description of interatomic interactions.
The robustness of the interatomic potential is defined by several constraints; flexibility, transferability, accuracy and computational efficiency. Several classes of interatomic potentials
exist and the functional form of each class is generally dictated by the material properties
of interest.

V (r) = 4ε

 σ
σ
−
r12 r6

(2.5)

The most simple pair potential, known as the Lennard-Jones potential in Eq. (2.5), has
been widely used to simulate basic properties of liquids and gases and is the first potential
used in computer molecular dynamics simulations [70, 71]. In the Lennard-Jones formalism,
the parameters ε and σ represent the strength of the potential as well as the interaction
length of the particles, respectively, while r is the distance between two interacting particles.
However, this simplistic model is unable to properly describe bonding in solids, especially
the energy ranking of different crystal faces.
In order to accurately describe bonding interactions in materials, many-body interatomic
potentials beyond pairwise description have been developed to capture bond formation and
bond breaking events through the chemically-intuitive concept of bond order. The most
widely used interatomic potential for describing carbon-carbon interactions was developed
by Don Brenner and co-workers, known as the reactive bond-order potential (REBO) [96].
In the REBO potential, the energy of the system of atoms is

U=

1X
fc (rij ) [Vr (rij ) + Θij Va (rij )] .
2 i6=j

(2.6)

Here Vr (rij ) is the pairwise repulsive energy and Va (r) – pairwise attractive energy for two
atoms i and j separated by a distance rij , fc (rij ) is a switching function that switches off the
interactions within a certain distance interval rl < r < rc with rc = 2.0 Å. The bond order
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term, Θij , which is the sum of the σ and π C-C bonds, depends on the atomic environment
around i − j bond through neighboring angles, and conjugation terms. While this potential
is widely used, it is inadequate for describing fracture events in carbon based materials under
high strain. In particular, when graphene is subjected to biaxial strain, the sample fractures
in a ductile manner creating chains of carbon atoms [97, 98] instead of rigid fracture as
seen in experiment. In addition, REBO MD simulations predict a wrong direction of the
preferential crack propagation direction, which is opposite to what ab initio calculations and
experiments show [99]. This ductile behavior is a result of the non-physical strengthening of
the bonds at large strains which is a consequence of the switching function. Recently, many
researches [100,101] proposed the a solution to the problem by increasing the minimum cutoff
radius for the switching function to rcut = 1.92 Å, however this still does not fully overcome
the ductile behavior of the REBO potentials.
The large-scale MD simulations in this PhD research project was carried out using a novel
screened-environment-dependent reactive bond order potential (SEDREBO [101]), which is
a substantial improvement of the original REBO [102] potential. The functional form of
SEDREBO is

U=

1X
Sij [Vr (rij ) + Θij Va (rij )] .
2 i6=j

(2.7)

The terms inside the bracket are the same as in original REBO formalism. However the SEDREBO potential eliminates the switching function and instead employs a screening function
as well as a larger maximum cutoff radius, rcut = 3.3 Å. In this paradigm, the strength of the
bond between atoms i and j is determined by the first-nearest-neighbor environment as the
further nearest neighbors are screened out by the atoms interfering direct bonding between
them and a given atom. The inclusion of a screening function was a crucial modification
of the original REBO potential, which allowed to substantially improve the fracture and
breaking events in graphene [99, 101, 103, 104].
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2.4

Simulating Atomic Force Microscopy Nano-indentation of Graphene

One way in which experimentalists assess the strength of graphene is to subject a sheet of
graphene to nano-indentation by an atomic force microscope (AFM). This is a particularly
useful tool which is able to provide many important physical constants such as the Young’s
modulus, fracture toughness and preferential fracture pathways to mention a few [6,7,99,105].
To simulate the process of nano-indentation using an AFM tip, a theoretical profile predicted
by the elastic theory of thin membranes [106] is applied to a circular membrane. The
indenter is modeled as a purely repulsive spherical potential that exerts a force, F (r) =
−k(r − R)2 , F (r) = 0 for r > R with magnitude, where R is the radius of the indenter and
r is the radial distance to an atom from the center of the indenter.
a)

b)

𝑅
𝛿

Figure 2.3: a) Profile of a relaxed graphene membrane in the presence of a spherical indenter.
b) Atomic strain as a function of indenter depth for a circular graphene membrane that is
clamped at its circumference.

Figure 2.3(a) shows a typical circular graphene membrane under the influence of a spherical indenter as described. In this schematic, the circular region surrounding the indenter is
clearly visible however there is only a small region near the indenter that is affected. The
influence of indenter tip is best captured by measuring the atomic strain as a function of
distance, which is highly non-uniform with most of the stress concentrated within the small
region around the indenter, see Figure 2.3(a).
The force on the indenter was measured in increments 5 Å and in steps of 1 Å for determining the breaking depth. The membranes have a clamped region of ∼ 5 Å, with the rest
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of the membrane allowed to relax in the presence of the indenter. For each depth, the membrane is relaxed first, after which all interior atoms are randomly displaced by max(0.1 Å)
and finally the atomic positions are relaxed a second time. At the end of the second minimization, the force on the indenter is measured. For the bicrystal samples, the membrane
diameter was 320 Å and the indenter radius was 10 Å , while the polycrystalline membranes
had a diameter of 600 Å and tip radii of 10 Å and 20 Å. For the bicrystal membranes, the
aspect ratio was 1/32 and the polycrystalline membranes had aspect ratios of 1/60 and 1/30,
both of which closely matches the aspect ratio of 1/40 used in experiment [6, 7, 105]. To
capture the fracture behavior in graphene, the final in-tact structures are subjected to an
NVT ensemble at 300 K for 10 ps in the presence of the spherical indenter. For all cases, the
indenter was placed in a region similar to all samples, i.e. the indenter was centered on an
atom which is shared between an heptagon and pentagon. All simulations were conducted
using LAMMPS classical molecular dynamics (MD) package [107].

2.5

Generating realistic polycrystalline atomic structures

The study of pristine materials serve as an excellent starting point for understanding the
fundamental intrinsic materials properties, however, they can be degraded by the presence
of defects. In the case of graphene, the most widely used method for producing large scale
sheets of graphene is chemical vapor deposition (CVD) which produces a wide variety of
defects such as vacancies, grain boundaries (GB) and wrinkles and crevices. During the
process of growing graphene using CVD, the carbon begins to nucleate on the surface in
different locations simultaneously [5]. Depending on the substrate, the nucleation sites will
adopt random growth orientations, and when two regions meet a grain boundary is formed.
To model this effect, we developed a computer program to allow for the automated generation
of realistic grain boundaries in 2D and 3D materials.
The functionality of the program is fully customizable and responsive. Here we give a
brief overview of the polycrystalline sample generation algorithm, which begins by randomly
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assigning a location and a growth orientation for each nucleation site. To ensure the grains
sample a spectrum of sizes, a lower bound cutoff for the distance between any two grains
is enforced. The algorithm proceeds to cycle through each grain site and add atoms to the
simulation box, one unit cell at a time. If the coordinates of the atom are closer to the
home grain than to all other grains, its position is kept and the process of adding atoms
continues until the coordinates are closer to another grain. The structure is fully periodic in
all dimensions and is based on the Voronoi tessellation technique. At the grain boundary,
there is an overlap parameter which allows neighboring grains to merge, however no atoms
are allowed to be within a minimum distance which is based on half the covalent radii of the
atomic species. In the case of generating polycrystalline graphene, we allow for atoms to be
within 0.3 Å. The initial structure and grain boundary are depicted in Figure 2.4.
a)

b)
8 nm

Figure 2.4: a) Initial polycrystalline graphene sheet after running the code, b) close up of
the initial grain boundary structure showing grain overlap. Both images are of the initial
structure as produced by our code, prior to iterative minimization.
To create realistic grain boundaries, we have developed an automated, iterative minimization and thermal treatment routine to allow for proper reconstruction of the grain
boundaries. In the first stage, the GB are identified by computing the energy each atom
in the initial structure and comparing the energy of each atom to the energy of a pristine
atom in the system and in addition, the average density of the system is computed. By com16

paring the average density to the density of a pristine sample, we are able to estimate how
many atoms total need to be removed which defines an upper limit for our iterative scheme.
During each minimization sequence, only the atoms in the vicinity of the grain boundaries
are allowed to relax in all three-dimensions while the grain centers are held fixed. After the
minimization completes, the atoms are analyzed and a select few are removed at random,
after which the sample enters the routine again. This series of minimization proceeds until
the target density is achieved or the upper limit of atoms are removed.

a)

b) b)

0.8 nm
Figure 2.5: (Color online) Representative grain boundary with θm = 30° for a) experimental
TEM [7] and b) simulated grain boundary using an iterative minimization scheme. Atoms
colored in red are those which belong to the grain boundary.
Once the target density has been achieved, a small amount of atoms (a region of approximately 5 Å) at the perimeter of the sample are held fixed in all dimensions while all
atoms in the system are allowed to relax. Finally, all atoms in the system are subjected
to an NVT ensemble with a ramp in temperature, Tf = 300 − 1000 K, over the course of
10 ps. The temperature is maintained using a Langevin thermostat at Tf for another 15 ps,
and finally the sample is quenched to 300 K over the course of 20 ps. For comparison, an
experimental [7] TEM image of a 30° grain boundary and a typical simulated grain boundary
using the described procedure is shown in Fig. 2.5. The misorientation angle is calculated as
θm = |θ1 − θ2 |, where θi can be positive or negative and is taken with respect to the x-axis.
While the major focus of this program was to create polycrystalline samples of graphene
for nano-indentation, the algorithm has been generalized to build three-dimensional poly17

crystalline samples. In addition, the code now accepts any unit cell to use as a basis when
generating polycrystalline samples. On a typical desktop workstation, the code can generate
a sample containing >100 million atoms in about two minutes.
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3

Fundamental properties of novel layered materials
In 2004, the experimental reports of a single layer of carbon atoms, known as graphene

[1,108], changed the paradigm on the utility of layered materials. Although, layered materials
had been widely known and used for many decades, the seminal work of K. S. Novoselov
and A. K. Geim allowed to isolate for the first time a single layer of carbon atoms from
the bulk layered structure, which turned out to be the strongest material known thus far.
The epic success of producing graphene from bulk graphite provided a simple framework
upon which researchers could develop new technologies at the atomic scale. Prior to 2004,
the two-dimensional (2D) materials database was empty. However, at the moment, it is
composed of more than 150 structures with more than half being stable in single-layer form.
The elements the 2D materials are composed of span the entire periodic table and consist
of the sp metal or transition-metal dichalcogenides (T/MDC), e.g. MoS2 , SnS2 , and WS2 ,
and elemental compounds such as silicene (2D silicon), phosphene (2D phosphorus), and
borophene (2D boron), to mention a few. The prototypical 2D material as of recent years is
MoS2 , which is known for its remarkable band gap transformation in single layer form [17].
Bulk-form layered metal dichalcogenides (LMDC) consist of charge neutral layers with covalent intralayer bonding where adjacent layers are bound together via van der Waals forces.
This emergent class of materials may provide an alternative to graphene given their unique
electronic and optical properties. Within a single layer, the metal atoms are sandwiched
between two planes of chalcogen atoms resulting in the metal atom having six-fold coordination forming chalogen-metal-chalcogen (X-M-X) sandwich. Depending on the species of the
metal atom, the layer can experience trigonal prismatic coordination where the chalcogen
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planes are on top of each other or octahedral coordination where the chalcogen planes are
staggered.
a)

2H – 𝑃63 /𝑚𝑚𝑐
Trigonal prismatic

b)

ത
1T – 𝑃3𝑚1
Octahedral

c)

1T’– 𝑃21 /𝑚
Octahedral

d)

ത
3R – 𝑅3𝑚
Trigonal prismatic

Figure 3.1: Polymorphs of layered transition metal dichalcogenides. a) 2H polymorph with
AA’ interlayer stacking and P 63 /mmc symmetry, b) 1T polymorph with AA interlayer stacking and P 3̄m1 symmetry c) the distorted 1T’ polymorph AA interlayer stacking and P 21 /m
symmetry and finally d) the 3R polymorph which has AA’A interlayer stacking and R3̄m
symmetry. In all cases, the central metal atom has six nearest neighbors with each polymorph
having a different coordination.
Due to variations in the stacking of individual layers LDMC materials exhibit rich polymorphism, resulting in 2H, 1T, 1T’, and 3R crystals with corresponding hexagonal, trigonal,
monoclinic, or rhombohedral symmetries, respectively, as seen in Figure 3.1. In the 1T phase,
there is one MX2 layer per unit cell which has ABC intralayer stacking and octahedral coordination of the metal atom. In the case of 2H, there are two layers per unit cell that are
staggered in AA’ stacking, while the intralayer stacking is ABA which results in the metal
atom having trigonal prismatic coordination. While fairly uncommon, there exists a stable
distorted 1T phase known as 1T’ where a distortion occurs within the chalcogen planes of a
single layer leaving the metal atom with a distorted yet octahedral coordination as seen in
Figure 3.1(c). Finally, the least common form is 3R in which there are three layers per unit
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cell in a staggered AA’A stacking arrangement and ABA intralayer stacking with the metal
atom having trigonal prismatic coordination. The rich polymorphism of TMDCs leads to a
wide range of material properties for any given compound. For example, while 1T-MoS2 is
metallic, 2H-MoS2 is a medium-gap semiconductor. In general, the 1T phases are metallic
while the 2H phases are semiconducting. Due to weak interlayer bonding, these materials
are easily exfoliated to produce single or few layer structures. In many cases, the few and
single layer forms of bulk structures have markedly improved or modified properties.
It is well known that the observed electronic properties of a material result from the
intricate relationship of its constituent elements and the geometry of the system. In the
case of layered materials, there is a greater degree of freedom due to the intra- and interlayer stacking possibilities that give rise to properties that range from ferromagnetic, to
semimetallic, to superconducting and semiconducting. Among the class of layered TMDCs,
their fundamental properties can be understood based on the anti-bonding d-band electrons,
which are filled when moving across the periodic table from group 4B to group 7B. For example, NbSe2 has a partially filled d-band and is metallic and superconducting while MoS2
has a completely filled d-band and is semiconducting. Among the semiconducting TMDCs,
the chalcogen species produces size-dependent fundamental properties where, in general, the
band gap closes with increasing size of the chalcogen species, e.g. the band gap of SnS2 is
Eg = 2.18 eV [36], for SnSe2 Eg = 1.07 eV [36], and SnTe2 is a metal.
The electronic structure of layered materials such as graphene or LMDCs changes with
thickness and thus the number of layers in the structure due to dielectric properties, geometry,
and quantum confinement. In layered semiconducting materials, the general trend is that the
band gap increases when the number of layers is reduced, thereby decreasing the thickness
due to the lack of interacting pz orbitals of adjacent layers. In addition to opening the band
gap, the isolated layer experiences orbital hybridization and causes in some materials, such
as MoS2 , the band gap transformation from an indirect in the bulk to direct in single layer
samples [17, 20]. The transformation from an indirect to a direct band gap semiconductor
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Figure 3.2: Cartoon depicting the real space representations of an exciton in a 3D bulk
environment compared to the 2D environment of a monolayer. In both schematics the electric
field lines are shown to demonstrate the very different interactions between an electron hole
pair in a bulk crystal and a monolayer of the same material. In the case of the bulk crystal,
the dielectric environment is uniform and given by κ3D where as the dielectric environment
for a monolayer is given by the vacuum permetivity ε0 and κ2D .
enhances photoluminescence, which is strongest in monolayer samples and has important
implications for the optical properties.
In low dimensional and 2D structures, the Coulomb interaction is enhanced due to weak
dielectric screening,which allows for the creation of a bound electron-hole pair during optical
excitation [109], known as an exciton. In 3D, the interactions between the electron-hole pair
are weak, ∼ 10 meV, while in 2D the binding energy is much larger due to non-local screening
of the electron and hole, as seen in Figure 3.2. The high binding energy of excitons in 2D
materials may have a negative impact on the optical properties. Specifically, a high binding
energy implies strong light-matter interactions due to a large oscillator strength, which can
be detrimental to the efficiency of photovoltaic devices [110]. A remarkable feature of layered
TMDCs is they absorb nearly 20 % of incoming light at their operating frequency, which is
much greater than traditional 3D semiconductors [18, 34].
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3.1

Layer Dependent Properties of SnS2 and SnSe2 Novel TwoDimensional Materials

SnS(e)2 2H

MoS(e)2 2H

a)

b)
Sn
S(Se)
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S(Se)

A
β
A

A
β
C

Figure 3.3: (Color online) Atomic structure for a monolayer of (a) SnS2 (SnSe2 ) and (b) MoS2
(MoSe2 ), demonstrating a very different local atomic environment of the metallic atoms in
both compounds.
One of the representative examples of layered s-p metal chalcogenides are group IV-VI
semiconductors tin disulfide (SnS2 ) and tin diselenide (SnSe2 ). These compounds possess
a layered structure and exhibit a rich polytypism which results from the various stacking sequences of identical S-Sn-S (Se-Sn-Se) layers. SnS2 and SnSe2 have been extensively
studied in their bulk form in the past [111–118]. Recently, these single and few layer materials have been employed in several applications including phase change memory [119],
water splitting [32], field-effect transistors [120], gas sensing [121], and high-speed photodetection [33, 122]. The weakly-bonded layered structure of these compounds allows one to
use traditional exfoliation techniques to isolate single and few layers of SnS2 [30, 119, 123].
In addition, these 2D materials can be grown using van-der-Waals epitaxy [123–125], vapor
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transport [126], molecular beam epitaxy [127] and chemical vapor deposition (CVD) [33,126].
Depending on the growth conditions, SnS2 can appear in several polytypes including 2H, 4H
and 18R, while SnSe2 exists in 2H and 18R polytypes [128]. Although the atomic structure
of the monolayer of SnS2 or SnSe2 is unambiguously defined, it is the different stacking sequence of such layers that produces an unique crystal structure of such polytypes. In this
work, the 2H polytype is used as the bulk material from which the few-layer 2D samples of
SnS2 and SnSe2 are produced.
Recently, Huang et. al. [30] experimentally investigated few-layer samples of 4H polytype of SnS2 and reported the first experimental measurements of the band structure of a
monolayer of SnS2 . It was found that the indirect to direct band gap transition does not
occur as the single layer still possesses an indirect band gap. In addition, they also observed
a monotonic decrease in the intensity of the A1g Raman mode with decreasing number of
layers and suggested that Raman spectroscopy can be effectively used to determine the number of layers in the sample. The group fabricated several field effect transistor devices using
samples of varying thickness and demonstrated the increase in carrier mobility in few layer
samples compared to that measured in bulk crystals [30].
Although a single layer of SnS2 has been considered by several theoretical [29, 129] and
experimental [30] groups, the few-layer material properties of both SnS2 and SnSe2 have
not been systematically studied so far. Therefore, the goal of this work is to investigate
the evolution of the structural, electronic and vibrational properties of SnS2 and SnSe2 2D
materials as a function of the number of layers (i.e. going from bulk down to a single layer)
using first-principles density functional theory (DFT). Several computational challenges such
as a proper description of weak van der Waals (vdW) interactions and the deficiency of
traditional DFT to predict the band gaps of semiconductors are addressed in this work by
using the DFT-D2 vdW empirical correction proposed by Grimmie [85] for calculation of the
atomic structure and the hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE06) [78]
– for investigation of the electronic structure. The robust performance of the HSE06 hybrid
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Table 3.1: Lattice parameters of bulk SnS2 and SnSe2 crystals calculated by different density
functionals including those accounting for weak van der Waals interactions between layers.
System

LDA

PBE

DF2

PBE+D2

Expt. [116]

SnS2

a (Å) 3.63(-0.27%) 3.70(1.65%) 3.83(5.22%) 3.68(1.09%)
c (Å) 5.69(-3.23%) 6.88(17.01%) 6.04(2.72%) 5.89(0.17%)
c/a 1.57(-3.09%) 1.86(14.81%) 1.58(-2.47%) 1.60(-1.23%)

3.64
5.88
1.62

SnSe2

a (Å) 3.80(-0.26%) 3.87(1.57%) 4.04(6.04%) 3.83(0.52%)
c (Å) 5.90(-3.91%) 6.96(13.36%) 6.34(3.26%) 6.17(0.49%)
c/a 1.55(-3.73%) 1.80(11.80%) 1.57(-2.48%)
1.61(0%)

3.81
6.14
1.61

Experimental values are listed for comparison. Shown in parentheses is the error between calculated
and experimental values.

functional in describing electronic properties is validated by comparing the HSE06 electronic
properties for the bulk crystals with those obtained by using the quasi-particle GW method.
The layer-dependent properties such as band gaps, effective masses, dielectric constants,
exciton binding energies, and Raman spectra are then calculated and compared with the
available experimental data.

3.1.1

Structural Properties

There exists a wide-spread confusion in labeling the crystal structures of different classes
of metal chalcogenide compounds. The sp-metal chalcogenides of CdI2 -type are usually
labeled using Ramsdell notation [130], listing the number of chalcogen atomic sheets in the
unit cell followed by a letter (H - for hexagonal, R - for rhombohedral, or C - for cubic lattice
types), e.g. 2H is the label for a simple CdI2 -type crystal structure consisting of a single
AβC layer periodically repeated in c-direction (capital roman letters depict the stacking
close-packed (111) positions of the chalcogens whereas greek letter in between - stacking
position of the metal atom). The 2H polytype has space group of P3m1 and octahedral
coordination of the metal atom surrounded by chalcogen atoms, see Fig. 3.3(a). The most
common polytype of SnS2 and SnSe2 is 2H. Unfortunately, the same 2H label is used for
the ground state crystal structure of MoS2 where the Mo metal atom possesses trigonal
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prismatic coordination, see Fig. 3.3(b). In addition, the 2H labeled unit cell contains two
S-Mo-S layers (hence 2 in front of the letter), not a single layer as in the case of SnS2 . In
this work, we adopt the Ramsdell notation, which is widely used in the case of CdI2 -type
crystals and build the few layer systems from the 2H bulk crystals.
The lattice parameters of bulk SnS2 and SnSe2 , calculated by different DFT functionals, including vdW DF2 and D2, are listed in Table 3.1 and compared with experimental
data. The LDA underestimates the out-of-plane lattice constant c by 3.2% for SnS2 and
by 3.9% for SnSe2 , whereas in-plane lattice constant a is predicted fairly accurately within
0.2% for both materials. The PBE functional overestimates the in-plane lattice constant a
by 1.6-1.7 %, whereas the out-of-plane lattice constant c is poorly predicted, the errors being
17% (SnS2 ) and 13.4% (SnSe2 ). The vdW-DF2 method, while improving upon GGA-PBE,
still appreciably overestimates the interlayer lattice constant c by ∼ 3% for both SnS2 and
SnSe2 , while the in-plane lattice parameter is overestimated by nearly 6%, which is unsatisfactory. In contrast, Grimmie PBE+D2 method provides an excellent description of the
crystal structure of the studied materials, with an average error less than 1% for both a and
c lattice constants. The ability of PBE+D2 to reproduce in-plane lattice parameters close
to experimental values is important as the artificial in-plane strain influences the value of
the band gap [25]. Therefore, the monolayer and few-layered structures of SnS2 and SnSe2
are obtained by cleaving (0001) layers of bulk crystals relaxed by PBE+D2 method. After
cleaving, the layered structures are relaxed. It is found that the in-plane lattice parameters
of few layer systems are largely preserved, a maximum deviation from the bulk values being
0.01 Å.
The interlayer binding energy per unit area Eb of n-layer system (n 6= 1) is calculated as
Eb = (nE1 − En ) / (nA) where E1 and En are the energies of monolayer and n-layer systems,
2

and A is the surface area of the 2D unit cell ∼ 12 Å . Using this definition, the interlayer
2

2

binding energy is found to be 13.1 meV/Å for bi-layer compared to 13.5 meV/Å for the
2

2

bulk in case of SnS2 ; and 18.4 meV/Å for bi-layer compared to 18.9 meV/Å for the bulk
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in case of SnSe2 . These results demonstrate that the structural properties of both SnS2 and
SnSe2 2D materials are nearly layer-independent. The interlayer binding energies are within
the range of values reported for other layered chalcogenides [131].

3.1.2

Vibrational properties

Raman spectroscopy is a widely used to characterize 2D materials [132–134] including the
identification of the number of layers in 2D samples [30, 134]. To aid in the interpretation of
experiments, the evolution of the Raman spectrum for both SnS2 and SnSe2 is investigated
as the number of layers is reduced from infinite (bulk) to single layer, see Fig. 3.4.
The 2H polytype for SnS2 and SnSe2 contains three atoms in the unit cell, therefore,
there are nine normal modes, three of which are Raman-active. The lowest frequency mode
Eg , is doubly degenerate and is characterized by an in-plane stretching behavior shown in
Fig. 3.5(a). The other non-degenerate higher frequency Raman mode A1g is characterized by
an out of plane stretching of the chalcogen atoms, see Fig. 3.5(b). The A1g displays a much
larger intensity than the lower frequency Eg mode. For example, the calculated intensity of
the A1g peak of the bulk SnS2 is ∼ 7 times weaker than that of Eg peak, see Fig. 3.4.
Table 3.2: Layer-dependent Raman frequencies for the bulk and few layer samples of SnS2
and SnSe2 .
System
Bulk
4-Layer
SnS2 3-Layer
2-Layer
1-Layer

Eg (cm−1 )
205.1(205.5 [117])
206.1
206.2
207.3
206.1(200 [30])

A1g (cm−1 )
310.8(315.5 [117])
309.5
308.9
307.0
304.6(315 [30])

Bulk
4-Layer
3-Layer
2-Layer
1-Layer

119.4(115.5 [31])
118.7
117.5
114.5
108.3

191.0(188.3 [31])
188.5
187.9
186.5
184.1

SnSe2

The available experimental frequencies are given in parentheses.

In the case of bulk SnS2 , the calculated Raman frequencies of the Eg mode, 205.1 cm−1
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and A1g mode, 310.8 cm−1 , are in good agreement with experimentally measured frequencies
205.5 cm−1 and 313.5 cm−1 reported by Smith et. al. [117]. For the monolayer of SnS2 , the
calculated Raman frequencies 191.6 cm−1 (Eg mode) and 304.6 cm−1 (A1g mode)
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Figure 3.4: Raman spectra of 2H bulk and few layer samples of of (a) SnS2 and (b) SnSe2 .
The atomic vibrations corresponding to the Eg and A1g Raman modes are depicted in Fig.
3.5
are also in good agreement with the experimental frequencies of the peaks at 200.0 cm−1
and 315.0 cm−1 reported by Huang et. al. [30], the typical error being characteristic of
frequency underestimation by DFT. For the bulk SnSe2 , the calculated frequencies of the
Eg and A1g modes, 119.4 cm−1 and 191.0 cm−1 , agree well with those from experiment,
115.5 cm−1 and 188.3 cm−1 , reported by Taube et. al. [31]. To our knowledge, there are no
reports on single or few layer Raman spectra for SnSe2 . Although the frequencies of the A1g
mode display a monotonic reduction as the number of layers changes from infinite (the bulk)
down to a monolayer for both SnS2 and SnSe2 , the situation is not so certain in the case of
Eg mode. Although its frequency also decreases in the case of SnSe2 , for SnS2 this trend is
not observed, with the frequencies being somewhat layer-independent.
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a)

b)

Eg

A1g

Figure 3.5: Schematic of atomic displacements of the chalcogen atoms in Raman-active
vibrational modes (a) Eg and (b) A1g for the 2H polytype of SnS2 and SnSe2 .
For both materials, the intensities of the Eg and A1g modes experience a strong reduction
with decreasing layers, see Fig. 3.4. For example the intensity of the A1g mode in a monolayer

Rel. Intensity (In/Ibulk)

of SnSe2 is ∼ 19 x less than the intensity of the corresponding peak in the bulk crystal.
1
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Figure 3.6: Relative intensity of the A1g Raman mode in SnS2 and SnSe2 as a function of
the number of layers.
Even though the intensity of Eg mode is much smaller than that of A1g mode, both of
them display an intensity reduction upon decrease of number of layers from infinite (the
bulk) to a monolayer. In fact, the monotonic decrease of the intensity of the A1g mode,
shown for both SnS2 and SnSe2 in Fig. 3.6, can be used to identify the number of layers in
the sample, which was first suggested in the experimental work of Huang et. al., [30]. This
strong layer dependence of the intensity for the A1g mode is reasonable given the associated
atomic displacements, see Fig. 3.5(b), i.e. with fewer layers, the effect of the concerted
motion out of the plane is less substantial, while with more layers, this motion is amplified.
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3.1.3

Electronic Properties
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Figure 3.7: Band structure of bulk (a) SnS2 and (b) SnSe2 calculated by three methods: PBE
GGA functional (black dots), the G0 W0 approximation (red line) and the hybrid functional
HSE06 (blue dashed line). Schematics of (c) two-dimensional, and (d) three-dimensional
Brillouin zones.
It is well known that both the LDA and GGA functionals underestimate the values of
band gaps for most insulators and semiconductors, while the GW approximation and hybrid
functionals predict band gaps in much closer agreement with experiment. To demonstrate the
necessity to go beyond standard DFT, the band structure of 2H polytypes of bulk SnS2 and
SnSe2 crystals are calculated using the PBE GGA functional, the HSE06 hybrid functional
and the GW approximation, see Fig. 3.7. Upon close inspection of Fig. 3.7, the topologies of
the PBE, GW and HSE06 bands are very similar. In particular, for both SnS2 (Fig. 3.7(a))
and SnSe2 (Fig. 3.7(b)) the three methods predict nearly identical valence band topologies,
with the PBE functional underestimating the fundamental band gap relative to the HSE06
and GW methods.
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Although the GW and HSE results are in good agreement with each other, the high
computational cost of the GW method suggests the use of HSE06 hybrid functional, which
provides a good balance between accuracy and computational expense. Therefore, all results
presented below are obtained using the HSE06 hybrid functional. As mentioned in the
computational details section, the spin-orbit interactions are found to be negligible, i.e. for
both compounds the splitting of the top valence band is ≈ 13 meV.
It can clearly be seen from Fig. 3.7, that both bulk SnS2 and SnSe2 crystals possess an
indirect band gap, with the valence band maxima (VBM) located along the line Γ − M , see
Fig. 3.7(c,d). In addition, the conduction band minimum is located at the L point for both
compounds, see Fig. 3.7. The indirect band gap for SnS2 is calculated to be Egin = 2.18 eV
and the minimum energy of direct L → L transition is Egdir = 2.61 eV , see Fig. 3.7(a).
The band structure of bulk SnSe2 shown in Fig. 3.7(b), is very similar to that of SnS2 ,
with the only major difference being a lower magnitude of both indirect and direct band
gaps. The calculated indirect band gap for SnSe2 was determined to be Egin = 1.07 eV and
the direct gap, due to L → L transition is Egdir = 1.84 eV , see Fig. 3.7(b). This is in good
agreement with available experimental data, see Table 3.3. The theoretical band gaps of both
SnS2 and SnSe2 bulk crystals structures can be directly compared with those obtained from
optical measurements since their reduction due to exciton binding energies Ex is expected
to be small, see the next section for discussion of excitonic effects.
The layer dependence of the band structure of SnS2 is shown in Fig. 3.8(a). In contrast to
MoS2 , SnS2 remains an indirect band-gap semiconductor even in monolayer form. Similar to
the bulk band structure, the VBM is at a point along the Γ − M line for single and few layer
systems, the only difference being a change in the degree of concavity around this point. In
all few-layered structures, the conduction band minimum (CBM) is located at the M high
symmetry point, which is equivalent to the L high symmetry point in the bulk Brillouin
zone, see Fig. 3.7(c,d). The indirect band gaps, Egin , are calculated to be 2.18 eV for the
bulk and 2.41 eV for the monolayer with intermediate values for the few-layer systems, see
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dir
Table 3.3: Calculated indirect (Ein
g ) and direct (Eg ) fundamental band gaps of bulk and
few-layer SnS2 and SnSe2 materials.

Ein
g (eV)

Edir
g (eV)

SnS2

Bulk
4-Layer
3-Layer
2-Layer
1-Layer

2.18(2.18 [113],2.28 [19])
2.22
2.29
2.34
2.41

2.61(2.88 [113],2.56 [19])
2.50
2.54
2.57
2.68

SnSe2

Bulk
4-Layer
3-Layer
2-Layer
1-Layer

1.07( 0.98 [113],1.06 [135])
1.26
1.37
1.51
1.69

1.84(1.62 [113],1.28 [135])
1.58
1.68
1.83
2.04

System

Bulk values calculated at the L high symmetry point and layered values calculated at the M high
symmetry point. Experimental band gaps for the bulk SnS2 and SnSe2 are listed in parentheses.

Fig. 3.9. For few layer systems, the direct band gaps Egdir occur at the M point of the 2D
Brillouin zone, whereas for the bulk it occurs at the L point of the 3D Brillouin zone, from
which Egdir is calculated to be 2.68 eV for the monolayer and 2.61 eV for the bulk. Although
Egdir is reduced upon increasing the number of layers, it does not converge to the bulk value
of 2.61 eV within the first four layers. This is because of appreciable dispersion of electronic
bands along z direction of the Brillouin zone resulting in a measurable difference between the
band energies at L and M points of the 3D Brillouin zone, see Fig. 3.8(a). The increase of
the band gaps in the layered structures upon reduction of number of layers can be attributed
to the effective reduction of the screening of electrostatic interactions in few-layer systems
surrounded by vacuum [35, 136, 137] as well as quantum confinement of electrons within a
quasi-two dimensional material of finite thickness [17].
The layer dependence of the electronic band structure for SnSe2 , shown in Fig. 3.8(b), is
similar to that of SnS2 : the VBM is at a point located along the line Γ − M , and the CBM
occurs at the M point. Additionally, the indirect band gap, Egin , is increased upon reduction
of the layer thickness down to a monolayer, i.e. Egin changes from 1.07 eV for the bulk to
1.69 eV for the monolayer with a similar trend observed for the direct band gap, see Fig.
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Figure 3.8: Layer-dependent electronic band structure of (a) SnS2 and (b) SnSe2 . (Color
online) The thick colored lines are highlighted to showcase the band edge.
3.9(b). However, similar to the case of SnS2 , Egdir does not converge to the bulk value within
the first four layers, see Table 3.3. As explained above, this is because Egdir for few layer and
bulk samples are measured at different points of the 2D and 3D Brillouin zones. For both
SnS2 and SnSe2 , the transformation of the band structure from the bulk down to monolayer
causes a slight flattening of the top valence bands resulting in an increase in the density of
states at the valence band edge, while the lower-energy bands remain largely unchanged.
There is also a slight change in the topology of the lowest conduction bands upon reducing
the number of layers. The values of the effective masses obtained by fitting along the kx
and ky directions of the Brillouin zone are presented in Table 3.4. For both SnS2 and SnSe2 ,
the monolayer samples possess the lightest electron effective mass, although not by a large
margin. The effective electron and hole masses are found to be slightly higher for the SnSe2
system, which is in accordance with a similar trend, m∗S < m∗Se , observed in the transition
metal family of chalcogenides [25]. However, there is no clear trend in the dependence of the
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Figure 3.9: Layer dependent indirect Egin and direct Egdir energy band gaps for SnS2 and
SnSe2 .
effective masses on the number of layers.
The calculated layer-dependent total and local density of states (LDOS) for SnS2 and
SnSe2 are used to analyze the orbital contributions to the electronic structure, see Fig. 3.10.
For both bulk and few layered structures, the valence band edge is dominated by chalcogen
(S or Se) p and d orbitals. However, the conduction band edge is dominated by Sn s orbitals
with a small contribution from the chalcogen S (or Se) p orbitals. One notable feature at
the valence band edge is an increase of the DOS at this energy upon decreasing the number
of layers in the sample. This increase in DOS is consistent with the flattening of the bands
near the top of the valence band. In addition, both monolayer and bilayer DOS exhibit
several characteristic peaks due to van Hove singularities in two dimensions. In the range of
energies greater than 4 eV the LDOS is dominated by Sn p and d orbitals with very little
contributions from any of the chalcogen orbitals.
The optical excitations in semiconductors are substantially influenced by electron-hole
interactions [109]. In bulk crystals, the exciton binding energy is typically on the order of
tens of meVs, which is much smaller than the fundamental band gap. This is because of
34

a)

b)

!-Total -Sn(s)-•Sn(p) -Sn(d)1 -S(s) --S(p) -S(d)!
2 :==:::;:::===;:=:;:::::::::;::::;;:!:!;::!::::::;=:::::::;:=:;:::::::::;:::====;:==::;==;

.)--Se(p)-Se(dj
2 !-T,
=:::;:::===;:==::::;::::===;;:::::::;:::;:::==;=::;::::==;:=::;::::::::;:=:;::::===;
otal -Sni(s)--Sn(p)-Sn(d)-Se(s

IBulk

1
,§0
.� 1

�
.._.,. o��-������-µ�������

.s

.8 1
Cl)

''+-I

0

o�a.-..==--���-+-µ..,i;;I�-.........��

Pl

·•,-ii

00

1

0 L....a:l!ll.l.i:��--��-L.....--...1.......ic;;....i:..iliillL-���
0
-4
-2
2
4
6

OL!Z..a.a.ec����1-....1-__.a;��-1--=�---4

Ener,gy (eV)

-2

0
2
Energy (eV)

4

6

Figure 3.10: Total and local density of states for bulk and few-layered structures for (a) SnS2
and (b) SnSe2 .
a substantial screening of the electron-hole Coulomb interactions by the dielectric medium
of the crystal as well as small electron and hole effective masses at the bottom and the
top of the conduction and valence bands, respectively. In contrast, the excitonic effects are
significantly amplified due to a combined effect of quantum and dielectric confinements in 2D
materials. The quantum confinement is due to the reduced dimensionality of the quantummechanical Hamiltonian, which results in a factor of four increase of exciton binding energies
over the standard 3D Hydrogenic model. The dielectric confinement is due to the reduced
screening of electron-hole interactions of few-layer systems surrounded by vacuum, which
results in an additional increase of the exciton binding energy by up to a factor of ten. The
dielectric screening in 2D is non-local, i.e. the e-h interaction is strongly screened at short
distances resulting in a weak logarithmic dependence of the potential, whereas it is a mostly
unscreened 1/r dependent Coulomb interaction at large distances r. The cross-over distance
is the screening length r0 , which is determined via 2D polarizability χ2D : r0 = 2πχ2D /κef f ,
where κef f is the effective dielectric constant of the environment surrounding the 2D system.
In our work, we adopt the effective mass theory of 2D excitons developed by Velizhanin
et al [138], which provides a physically transparent description of the effects of the non-local
screening, and the reduced dimensionality, which is not too dissimilar to 2D effective mass
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Table 3.4: Layer-dependence of the exciton properties which are screening length, r0 and
the exciton binding energies, Ex which are calculated from electron m∗e (kx ), m∗e (ky ) and hole
m∗h (kx ), m∗h (ky ) effective masses in the kx and ky direction of the Brillouin zone for SnS2 and
SnSe2 .
System

SnS2

SnSe2

m∗e (kx )

m∗e (ky )

m∗h (kx )m∗h (ky )

µx

µy

µx /µy

µ2D,3D

r0 (Å)

Ex (eV)

1-Layer

0.342(M) 0.815(M) 0.342

2.266

0.171

0.599

0.285

0.206

18.158

0.912

2-Layer

0.364(M) 1.023(M) 0.373

2.474

0.184

0.724

0.255

0.226

7.041

0.304

3-Layer

0.401(M) 1.618(M) 0.419

2.263

0.205

0.943

0.217

0.256

6.913

0.238

4-Layer

0.391(M) 1.718(M) 0.398

2.252

0.197

0.975

0.202

0.249

7.083

0.201

Bulk

0.375(L) 1.104(L) 0.424

2.542

0.199

0.770

0.259

0.345

-

0.137 (0.112 [121])

1-Layer

0.348(M) 0.811(M) 0.354

2.188

0.175

0.592

0.297

0.256

21.299

0.855

2-Layer

0.377(M) 0.826(M) 0.371

2.284

0.187

0.607

0.308

0.269

8.338

0.229

3-Layer

0.381(M) 1.314(M) 0.386

2.027

0.192

0.797

0.241

0.282

8.184

0.168

4-Layer

0.388(M) 1.158(M) 0.369

2.347

0.189

0.775

0.244

0.278

8.407

0.142

Bulk

0.425(L) 1.107(L) 0.502

2.228

0.230

0.739

0.311

0.363

-

0.093

Also listed are the 2D reduced effective masses, µi = (mei mhi )/(mei + mhi ), the exciton 2D and 3D reduced
−1


−1/3 −2/3
−1
−1 −1
and µ3D = 3 µ−1
which are in units of
µx
effective masses, µ2D = 2 µ−1
x + µy + µz
x + µy
the electron rest mass.

theories developed recently by other researchers [27, 35, 139–144]. Within this model, the
exciton binding energy Ex is a function of the screening length r0 , the exciton’s reduced
effective mass µ, which is in units of the electron rest mass, and the effective dielectric
constant of the environment surrounding the 2D layer κef f :

Ex = 4

µ
κ2ef f

E

r 
0

a

ERy ,

(3.1)

where the effective Bohr radius a = a0 κef f /µ, a0 = 0.53 Å, ERy = 13.65 eV. E(r0 /a) is the
dimensionless universal function of the normalized screening length, r0 /a, which describes
the effect of the non-local screening on the binding energy of an exciton and has been
calculated using path integral Monte Carlo method, see Ref. [138] for tabulated values of E.
E(r0 /a0 ) monotonically decreases from 1 at r0 = 0 (no screening) to smaller values at large
r0 /a, reflecting the fact that the screening effectively reduces the electron-hole electrostatic
interactions, thus making Ex smaller.
The effective dielectric constant κef f takes into account an additional screening of electron36

hole interactions in few layer samples, see Eq. (3.1). Specifically, the individual layers in
the interior of the sample experience the bulk dielectric environment, whereas the top and
the bottom boundary layers experience both vacuum from the outside and the bulk dielectric environment from the interior. The average effective dielectric constant is then
√
κef f = ((N − 1)κB + 1)/N , where N is the number of layers and κB = z xy , where xy
is the in-plane component, and z the transverse component of the bulk dielectric tensor of
the the bulk crystal. The values of κB are calculated to be 5.85 for SnS2 and 7.32 for SnSe2 .
For a single layer, κef f = 1, since it is surrounded by vacuum on both sides.
The screening length, r0 , for a specific few-layer sample is determined by calculating the
2D polarizability χ2D , which is obtained by fitting the dependence of the in-plane dielectric
constant, xy , on the thickness, L, of the vacuum layer separating periodic images of the
few-layer system [143], xy (L) = 1 + 4πχ2D /L . The 2D screening is reduced with increasing
κef f since r0 ∝ 1/κef f , thus providing the transition to the functional form of a pure 3D
Coulomb interaction 1/r at large κef f . Both χ2D and r0 are plotted as a function of number
of layers in Fig. 3.11(a) for SnS2 and in Fig. 3.11(b) for SnSe2 . Although χ2D monotonically
increases upon increasing the number of layers, the effective screening length r0 displays an
opposite trend because of the increase in κef f .
The few-layer samples as well as the bulk samples of SnS2 and SnSe2 exhibit a substantial
in-plane anisotropy of the electron and hole effective masses, see Table 3.4. Therefore, the
approach of Velizhanin et al [138] is modified by introducing the reduced effective exciton

−1
−1/3 −2/3
mass defined as µ2D = 2 µ−1
+
µ
µ
, where µx and µy are the corresponding x and
y
x
x
y components of electron and hole reduced masses: µi = (mei mhi )/(mei +mhi ), i = {x, y}. This
expression for µ2D was obtained by Prada et al [141] by finding a variational solution for
the anisotropic 2D exciton. The bulk exciton binding energies are calculated by neglecting
anisotropy in all three directions as the anisotropy factor γ = xy µxy /(z µz ) is close to 1
in both cases of SnS2 and SnSe2 . Therefore, the bulk exciton binding energy is calculated

−1
−1 −1
as Ex = µ3D ERyd /κ2B with µ3D = 3 µ−1
+
µ
+
µ
, where µx and µy are reported in
x
y
z
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Table 3.4 and µz = 0.42 for SnS2 and µz = 0.39 for SnSe2 .
The calculated exciton binding energies for few layer and bulk samples are listed in
the Table 3.4 and plotted in Fig. 3.11. The monolayer exciton binding energies Ex are
substantial, 0.91 eV and 0.86 eV for SnS2 and SnSe2 , respectively. The values of Ex for
bi-layer are reduced by more than a factor of three due to the combined effects of reduced
2D dielectric confinement (due to the decrease of the screening length r0 and corresponding
increase of E (r0 /a)) and the onset of 3D screening (the increase of κef f ), see Eq. (3.1).
Upon further increase of the number of layers, the exciton binding energies are approaching
those in the bulk SnS2 , 0.14 eV, and SnSe2 , 0.09 eV. To our knowledge, there exists no
information on the exciton binding energy in the bulk SnSe2 , however in the case of SnS2 ,
the calculated value of Ex for the bulk exciton is in reasonable agreement with experiment,
Ex = 0.11 eV [121].
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Figure 3.11: Layer dependent (a) Two dimensional polarizability, χ2D , (b) screening length,
r0 , and (c) exciton binding energy, Ex .
As compared to the transition metal dichalcogenides MoS2 and WS2 [27, 138, 145], the
monolayer exciton binding energies Ex in s-p metal chalcogenides SnS2 and SnSe2 are greater
38

by a factor of two despite Ex for the bulk structures being comparable for all four compounds:
Ex ∼ 0.1 eV. In addition, the exciton effective masses for both bulk and monolayer samples
are very similar as well: µ ∼ 0.1 − 0.3. The enhancement of Ex can be explained by a
markedly different 2D polarizability in these two classes of materials. For example, single
layers of MoS2 and WS2 have a 2D polarizability of ∼ 6.5 Å, while single layers of SnS2 and
SnSe2 have a polarizability of ∼ 3.5 Å. The corresponding 2D screening length, r0 = 2πχ2D ,
quantifies the reduction of 2D dielectric screening in both SnS2 and SnSe2 compared to MoS2
and WS2 , resulting in smaller values of E in Eq. (3.1). The markedly different monolayer
2D polarizabilities can be explained by a substantial difference in the atomic polarizabilities
3

3

of the constituent metallic atoms [146]: 6.28 Å for Sn compared to h 12.8 Å for Mo and
3

11.2 Å for W. The larger polarizabilities of the transition metal atoms can be attributed
to the presence of d-orbitals which are more loosely bound than the p-orbitals in Sn. This
correlation between the enhancement of the 2D excitonic binding energies and the atomic
polarizabilities is also seen in the case of phosporene, which also possesses a large 2D exciton
3

binding energy of 0.90 eV [38] and small atomic polarizability 3.63 Å .

3.1.4

Conclusions

In our investigation of layer-dependent properties of novel 2D materials, SnS2 and SnSe2 it
was found that the structural properties of both SnS2 and SnSe2 , including in-plane lattice
parameters, interlayer distances and binding energies are nearly layer-independent. The
electronic structure calculations using the HSE06 hybrid functional demonstrate that the
nature of the indirect band gap does not change when reducing the number of layers from
infinite in the bulk down to a monolayer for both SnS2 and SnSe2 .
The monolayers of SnS2 and SnSe2 display strong excitonic effects, which are studied by
applying a novel effective mass theory of 2D excitons developed by Velizhanin et al [138],
modified to include the effect of anisotropy in effective masses. The monolayer binding
energies of indirect excitons Ex ∼ 0.9 eV are substantially reduced to Ex = 0.14 eV, and
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Ex = 0.09 eV for bulk SnS2 and SnSe2 respectively.
The layer-dependent Raman spectra for both SnS2 and SnSe2 display only a weak increase
of the frequencies of the A1g and Eg Raman active modes upon increase of number of layers,
whereas their intensities display dramatic increase by a factor of 7 and 20, respectively. This
strong layer dependence of Raman intensities can be used as a practical means of counting the
number of layers in 2D samples.The predicted strong layer dependence of electronic, excitonic
and vibrational properties of 2D SnS2 and SnSe2 materials suggest new experiments which
can provide new insights into fundamental properties of 2D materials.
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3.2

Effective Mass Theory of 2D Excitons Revisited

In order to obtain physically relevant results, one of the more common methods for
treating the excitons in materials is to solve the Bethe-Salpeter equation (BSE), using quasiparticles energies obtained from a GW calculation as input [147]. This method is considered
to be the most accurate description of electron-hole excitations in semiconducting materials
[148, 149]. The major draw back to this method is that only small systems can be described
due to the immense computational cost, ∼ N4 . Another major drawback is the issue of
properly converged results which is highly sensitive to the vacuum spacing [137] between
isolated layers as well a very dense mesh of kpoints for sampling the Brillouin zone [150]. To
this end, many theoretical efforts have been devoted to developing a model for describing
excitons in 2D materials at a much lower computational expense [138, 140, 141, 143, 144].
In this work we analyze two recently developed models for calculating the exciton binding
energy without explicitly solving the 2D Schroedinger or Bethe-Salpeter equation. The first
of the two models was developed by K. Velizhanin et al. [138] which defined a universal
screening function to estimate the exciton binding energy. The second model was developed
by T. Olsen et al. [144] which also incorporates a screening function, and treats the exciton as
a screened 2D Hydrogen atom. The beauty of these models is they require only the accurate
calculation of the exciton’s effective mass, the dielectric constant of the environment and
the polarizabilty of the material, all of which are easily obtained using traditional density
functional calculations. We first outline the models and their theoretical foundations and
construct a formalism to analyze the predictions of each model on equal ground. Finally,
we analyze the calculated excitonic properties such as polarizability and effective mass to
discover if there is an underlying mechanism to understand the strength of the exciton
binding energy in a given compound.
In tradtional semiconducting materials, the exciton which is an electron-hole pair, is
modeled as a Hydrogen atom with an effective mass, µ, and is related the the band gap
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and dielectric constant of the material, Ex ∼ Eg ∼ µ/ε20 . However in 2D this model fails
to provide accurate predictions due to the lack of effects from non-local screening since at
small separations the exciton is strongly screened while at large separations, the exciton
experiences an unscreened Coulomb interaction. To capture this screening behavior, and
simultaneously describe both the 3D and 2D cases, we can define a normalized screening
length,

r˜0 =

2πα2D
r0
=
.
a
aεeff

(3.2)

Here r̃0 is defined in terms of the the 2D polarizability α2D , the effective Bohr radius,
a = a0 εeff /µ and the effective dielectric constant εeff = (ε1 +ε2 )/2 and the dielectric constants,
ε1 and ε2 of the region surrounding the 2D material. This unique behavior of charge carriers
in low dimensions was originally considered by Keldysh [139], for which a modified potential
was developed and is given by the following form,

V (r̃0 ) ≈




ln(r/2r̃0 ) r  r̃0

1
≈
εeff r̃0 

1/r

.

(3.3)

r̃0  r

Recently, K. Velizhanin and A. Saxena [138] have developed a simple model, herein referred to as the Non-local Screening (NLS) model, to account for the non-locality of the
dielectric screening. Based on the 2D Hamiltonian, a universal expression for the dimensionless binding energy of multi-carrier bound states can be expressed as follows,
Ex
= 4µζ (r̃0 ) .
ERyd

(3.4)

Here ζ(r̃0 ) is an unknown dimensionless screening function which encodes the effect of nonlocal screening of the interaction between charge carriers. Using a Path Integral MonteCarlo (PIMC) approach, ζ(r̃0 ) in Eq. (3.4) was determined numerically and monotonically
decreases from 1 at r0 /a = 0 (no screening) to smaller values for large values of r0 /a (strong
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screening), see Fig. 3.12. To extended the results of the numerical PIMC data, we obtain a
non-linear fit,

−1.66
p
ζ NLS (r̃0 ) = ε−2
0.83
+
0.03
+
1.87r̃
.
0
ef f

b)
1

1

0.1

0.1

ζ(r0/a)

ζ(r0/a)
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Figure 3.12: a) Dimensionless universal screening function ζ(r̃0 ) for an exciton. Open red
circles are PIMC data for an exciton, reproduced from Ref. [138]. The solid black line
represents a non-linear fit to the numerical data, given by Eq. (3.5). b) Comparison of the
effective screening function for the NLS model, Eq. (3.5) and the SH model given by Eq.
(3.6). The inset shows the screening function in the relevant range of r0 /a for the currently
known class of 2D materials with a few prototypical materials

Another model recently developed by T. Olsen et al. [144], referred to as the Screened
Hydrogen (SH) model, aims to calculate the binding energy of an exciton by constructing
a screening function to describe the interaction between charge carriers. In this model, the
screening function is developed analytically by considering the effective Bohr radius of the
exciton, the effective mass and the polarizability of the material. By assuming the screening
of charges confined to a 2D dielectric environment is linear, the average dielectric screening


p
is then given by, εeff = 1 + 1 + 32πα2D /3a0 /2, where a0 is the Bohr radius and α2D is
the so-called 2D polarizability. To aide in comparison between the two models, the binding
energy is calculated using Eq. (3.4), with ζ(r̃0 ) being re-written in terms of the normalized
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screening length r̃0 ,
−2

p
ζ SH (r̃0 ) = 4 1 + 1 + 16r̃0 /3
.

(3.6)

Figure 3.12 shows the comparison of the screening function for each model over the full
range of r0 /a. From this plot, there are two regions at which the models agree well with
each other, however in general the two screening functions differ substantially, especially for
values of r˜0 > 10. This is due to functional form of 3.6, which for large values of α2D the
screening of the exciton becomes independent of the effective mass, yielding Ex2D ≈ 3/4πα2D .
Deviations in the screening function have a large impact on the resulting exciton binding
energy, e.g. for the telluride compounds, the average discrepancy between model predictions
is ∼ 0.15 eV.

3.2.1

Effective Mass Theory of Excitons Appied to 2D Materials
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Figure 3.13: a) Comparison of the calculated exciton binding energy using different methods
for some prototypical materials. 2DS refers to the solution of the 2D Schrodinger equation.
BSE, 2DS and data of Olsen et al. reproduced from Ref. [144]. Phosphorene data taken
from Ref. [151]. b) Calculated dimensionless energy as a function of the anisotropic reduced
effective mass of the exciton.
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Figure 3.13 presents the exciton binding energy for several prototypical materials calculated using the solution of the BSE, the solution of the 2D Schroedinger (2DS) equation as
well as the new models NLS and SH. The exction binding energies calculated using the NLS
model are in excellent agreement with the high accuracy models, yielding a mean-absoluterelative error (MARE) of 0.7 % when compared to the binding energies obtained from solving
the 2DS and 3 % when compared to the energies obtained by solving the BSE. In addition,
similar to the ordering observed in experiments, all three models predict the same binding
energy ordering with the exception of the BSE results for CrS2 .
When comparing the exciton binding energies of the two new models, NLS and SH, we
can see a clear difference in the values predicted with the SH model underestimating the
predicted binding energies for all materials. In particular, the SH model provides estimates
of the exciton binding energy with a MARE of 12.9 % when compared to the 2DS values and
11.3 % when compared to the BSE values. In addition, for materials which have a higher
chalcogen atomic polarizability, e.g. MTe2 , the error is more significant which is a direct
result of the poor description of the screening function for large values of r̃0 . While the
binding energies predicted by the SH model are in decent agreement, it is clear that the NLS
model provides the most accurate exciton binding energies when compared to the solution
of the high accuracy methods.
Another major difference between the models is the dependence of the exciton binding
energy as a function of the reduced effective mass, see Fig. 3.13(b). By rearranging Eq. (3.4)
to obtain a dimensionless energy, the binding energies predicted by the SH model appear
to be relatively independent of µ. In contrast, when evaluating the dimensionless energy
predicted by the NLS model, there is a substantial dependence on µ which is very strong for
excitons with µ < 0.5. This dependence on effective mass is reflected in many theoretical
and experimental reports [27, 141, 143, 152].
To further explore the behavior of excitons in 2D materials the NLS is applied to a large
subset of the emerging class of 2D-TMDC materials by making use of the Computational 2D
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Materials Database [153] (2D-DB). This database contains all the relevant material properties, m∗e , m∗h and α2D in addition to many other useful quantities.
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Figure 3.14: Calculated exciton binding energy for all materials in the 2D-DB with respect
to the reduced effective mass of the exciton and the 2D polarizability.

Shown in Fig. 3.14 are the calculated exciton binding energies presented as a function
of the 2D polarizability of the compound and the reduced effective mass of the exciton.
Analyzing the behavior of Ex (µ), a significant spread is observed in the binding energies for
a relatively narrow range of masses, i.e. δEx (0.1 < µ < 0.6) ∼ 2 eV. Another interesting
behavior for Ex (µ) is observed in the most strongly bound excitons, 1.5 eV < Ex , all of which
have a reduced effective mass which occupy a large spectrum of masses, i.e. 0.25 < µ < 2.2.
In general no linear relationship is observed between the exciton binding energy and the
reduced effective mass of the exciton as is the case for 3D semiconductors, however there is
a small energy window, Ex < 0.5 eV, in which there is a linear trend.
In contrast to Ex (µ), Ex (α2D ) has a monotonic behavior for which Ex more strongly increases with decreasing α2D . This behavior is reasonable since a lower material polarizability
suggests that the charge carriers will be more strongly localized. This is further supported
by the fact that oxygen, which has the lowest atomic polarizability and the highest electronegativity of all the chalcogen species, is the base chalcogen atom for all materials with
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the highest predicted exciton binding energy.
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Another well known characteristic of materials known to influence the electronic structure
in 2D materials is the crystal symmetry. For most materials the symmetry is isotropic, however some compounds have an anisotropic arrangement of the atoms, e.g. MoS2 compared
to Phosphorene. Due to the arrangement of the atoms in the lattice, the effect of anisotropy
manifests itself in the corresponding energy vs k-space relation which results in non-parabolic
bands for the anisotropic crystals. For example, MoS2 has an isotropic electronic band structure [17] with parabolic bands near the extrema whereas SnS2 [36] and Phosphorene [38] do
not. Therefore the reduced effective mass of the exciton will need to consider this anisotropy
and cannot be simply calculated using the traditional form, µ = (1/m∗e + 1/m∗h )−1 . To
properly account for the effect of anisotropy, µ2D is modified to be the variational solution

−1
−1/3 −2/3
2D
−1
for the 2D exciton [141], µ
= 2 µx + µy µx
. In this expression, µx and µy
are the reduced electron and hole masses corresponding to the kx and ky components with
µi = (mei mhi )/(mei + mhi ), i = {x, y}.
To demonstrate the importance for including the anisotropy of µ2D , the difference in
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binding energy is plotted as a function of the anisotropy ratio, µy /µx , shown in Fig. 3.15.
For all anisotropic materials studied in this work, there exists some level of error in the
predicted binding energy of the exciton, with an average deviation on the order of ±0.1 eV.
Specifically, those materials with the largest anisotropic ratio, µy /µx , have the largest error
in the calculated binding energy with a maximum deviation δEx = 0.31 eV. However there
appears to be no clear trend on the magnitude of the error with respect to the base elements; i.e. δE(SnO2 )= +0.01 eV and δE(SnS2 )= −0.19 eV while δE(HfO2 )= −0.07 eV and
δE(HfS2 )= −0.31 eV.

Figure 3.16: Calculated exciton binding energy as a function of the atomic polarizability
for the chalcogen species present in each of the 2D-TMDC compound. These values are
calculated using the NLS model for 2D excitons.

As shown previously in Fig. 3.14, the polarizability has a significant effect on the exciton
binding energy. In particular, for all materials studied, those which have the highest value
3

of Ex also contained oxygen, which has the lowest atomic polarizability α = 0.895 Å , as
the chalcogen species. To explore this observation further, the exciton binding energies of
all the studied materials are analyzed by grouped based on the atomic polarizability of the
chalcogen species, the results of which are presented in Fig. 3.16. The most notable feature
in Fig. 3.16 is the large spectrum of exciton binding energies occupied by the class of 2DTMDC, Ex ∈ [0.25 − 2.60 eV]. Also evident in Fig. 3.16 is the difference in variation of the
exciton binding energies for each of the different chalcogen species, with the largest variation
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found in the MO2 based compounds. In general, the variation in exciton binding energy is
strongly reduced with increasing atomic polarizability of the chalcogen atoms, i.e. δE(MO2 )
∼ 2.0 eV, δE(MS2 ) ∼ 1.0 eV, δE(MSe2 ) ∼ 0.4 eV and δE(MTe2 ) ∼ 0.3 eV. This trend of
energy variations between the different chalcogen species can be explained in part due to
the large range in atomic polarizabilities which increase with increasing atomic number in
the group VI elements. These results suggest that the role of the chalcogen species is more
crucial in defining the excitonic properties of materials since no such trend is observed for
the metallic atoms.

3.2.2

Conclusions

In summary, we have analyzed two novel effective mass theories developed specifically
to estimate the exciton binding energy of 2D excitons and used them to characterize the
behavior of excitons in the emerging class of 2D semiconducting materials. The success of
the two models, Velizhanin’s NLS model and the SH model proposed by T. Olsen, was bench
marked by comparing the energies with those calculated using the highly accurate methods
BSE and 2D Schroedinger. Based on our analysis, the NLS model had a error of 1 % while the
SH model had an error of ∼ 13 % when compared to the 2DS and BSE calculations. Using
the NLS model, the relationship between the reduced effective mass of the exciton and the
2D polarizability was established, the results of which indicate that the 2D polarizability
has a more significant impact on Ex . Specifically, it was shown that the binding energy
is monotonic with respect to the polarizability with Ex increasing strongly for decreasing
values of α2D . The effects of crystal anisotropy and therefore effective mass anisotropy were
found to have a significant impact on the predicted binding energies of excitons. This error
in the binding energies is more pronounced in materials with a large anisotropy over those
with a slight amount of anisotropy. Finally, by grouping the materials according to the
atomic polarizability of the chalcogen species the binding energies showed large variations in
energy for the oxide compounds while the telluride compounds had a vary low fluctuation
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in energy values. This simple characterization can provide a framework for designing future
experiments and novel technologies with a focus on excitonic properties.
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3.3

Mechanical Properties and Failure Mechanisms in Polycrystalline Graphene

The goal of this work is to address several key aspects of the mechanical properties of both
bicrystal and polycrystalline graphene membranes. By simulating nano-indentation of the
membranes, we are able to investigate the fracture behavior of several bicrystal membranes
with different grain boundary (GB) mis-orientations, namely the fracture forces and crack
propagation. We also present the results of indenting a polycrystalline membrane and the
influence of many GB’s on the fracture behavior. Specifically, we measure the response on a
single GB, the junction of three boundaries (TJ), and the junction of four boundaries (QJ).
The graphene samples were generated by the method described in Section 2.5.

3.3.1

Graphene Bicrystals

Figure 3.17(a) is a histogram of the types of rings which form the grain boundary found
in the bicrystal samples studied in this work. From this plot, we can see several clear trends
with respect to the types of rings present at the grain boundary. Specifically, there exists
higher proportions of heptagonal and pentagonal rings in the samples which possess large
angle grain boundaries, i.e. for θM > 15°, the majority of rings are pentagons or heptagons
with only a few hexagonal rings. Furthermore, as the GB angle is reduced, the proportion
of pentagons and heptagons decreases, while the proportion of hexagonal rings increases.
The trend of ring type at the grain boundary with respect to θM can be understood in
terms of lattice reconstruction. For the case of two grains forming a large angle GB, there is a
significant amount of lattice reconstruction that is required in order to form an energetically
favorable interface. In so doing, the amount of pristine hexagonal rings is reduced forming
long contiguous chains of pentagonal-heptagonal (5-7) units. Conversely, for two grains with
a small angle GB, an energetically favorable grain boundary can be achieved with less lattice
reconstruction and therefore the amount of hexagonal rings are not reduced as much. In
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a)

b)

Figure 3.17: (a) Histogram for the types of rings present at the grain boundary for the each
of the studied bicrystal membranes with different mis-orientation angles and (b) initial stress
and strain distribution in the neighborhood of the indentation site. Strain defined in terms
of the pristine membrane bond-length of 1.422 Å.
this type of boundary, the interface is no longer a contiguous line of defects, rather it is a
sequence of localized 5-7 units separated by hexagonal rings.
Shown in Fig. 3.18(a) are simulated force vs. deflection curves for bicrystal membranes
possessing different grain boundary mis-orientation angles, θM . From these plots several
features of the mechanical response are evident and consistent with the experimental observations of Rasool et al., [7]; i) the response is non-linear; ii) the fracture occurs in a brittle
fashion; and iii) there is a clear dependence of the breaking force with respect to θM . The
response of these membranes simulated using the 2nd generation REBO potential of Brenner et al., [102] are shown in Figure 3.18(c), and do not showcase the brittle behavior or
the mis-orientation angle dependence on fracture force obtained when using the SED-REBO
potential.
The most notable trend demonstrated in Fig. 3.18(a), is the strong reduction of fracture
force and depth with decreasing GB mis-orientation. These results are counter-intuitive,
however they agree well with the recent experimental results by Rasool et al., [7]; i.e. for
the 30° GB the experiment reports an 8 % reduction in fracture force compared to pristine
graphene while our simulations yield a 12 % reduction in fracture force compared to pristine.
Additionally, our simulations yield a 56 % reduction in fracture force for the 6° GB, while
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conducted the nominal breaking force is not a uniquely defined quantity since it is dependent
upon size of the membrane and indenter used. Therefore one cannot use the nominal breaking
force as a figure of merit when characterizing the response of a given membrane. However,
the dependence of breaking force on θM can be uniquely attributed to the type of GB present
in the membrane.
Although the nominal breaking force obtained during simulations is not an uniquely
defined quantity for a given membrane, the breaking strain for graphene is an uniquely
defined quantity since it represents the point of instability in the binding energy of Carbon
atoms. Therefore, the breaking strain should provide some information on what is the
mechanism responsible for the premature failure of the low angle GB samples. To this end
we examine how the stresses and strains are initially distributed in the indenter region, shown
in Fig. 3.17(b). In this figure, it can clearly be seen that the large angle grain boundaries,
that is θM > 15°, possess the lowest amount of initial stress and strain near the indenter.
Additionally, for low angle grain boundaries, θM < 15°, the initial stress and strains are
larger than those found in large angle GB’s. Additionally, according to the data plotted in
Fig. 3.18(b) it is clear that the lower angle GB’s are not able to withstand large amounts of
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strain, requiring ∼ 50 % less strain to break than the large angle GB’s, and requiring ∼ 60 %
less strain than pristine graphene.

3.3.2

Polycrystalline Graphene

Figure 3.19: Polycrystalline sample labeled with the regions to be indented. Different color
grains correspond to different crystallographic orientation, θ ∈ [−30°, 30°].
Figure 3.19 shows a large sheet of graphene containing 10 unique grains, with the different
colors representing different crystallographic orientations. Given the wide range of defects
present in a polycrystalline sheet of graphene, we identify several regions of interest, labeled
by A-E in Fig. 3.19. The regions were chosen not only for their geometrical character but
also due to the types of GB’s formed by the junction; i.e. large or small angle GB’s.
The results of simulated nano-indentation of the polycrystalline sample are shown in Fig.
3.20. From this figure, it is clear that the breaking force and depth are highly sensitive
to the region being indented, similar to the results obtained for bicrystal membranes. An
interesting feature from this series of simulations is that the mechanical response due to the
indenter is augmented when one or more grain boundaries are near the indenter. Specifically,
when indenting in a small grain for which the diameter is ∼ 150 Å and the nearest GB is
∼ 50 Å away, the response is essentially the same as indenting a pristine membrane. The
dependence of breaking behavior on the proximity of a defective region is reasonable given
the highly non-uniform distribution of strain imposed by the indenter as a function of depth,
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see Figure BROKEN FIGURE . In this figure, it is clear that ∼ 90 % of the strain is
concentrated within a small region centered around the indenter. This high concentration
of strain and stress has been observed in previous studies [154][Graphene Under The Tip],
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and provides insight into the behavior of graphene containing GB’s.
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Figure 3.20: Force vs. displacement at special locations of a polycrystalline graphene sheet.
Green dashed line represents the breaking force of a 300 Å diameter pristine membrane.
As in the case of bicrystal membranes, the initial strain and stress present in the contact
region of the indenter for an initially flat sample are representative of the strength at those
points. Shown in Fig. 3.21(b), are the average initial stress and strain in the area near
the indenter, the specific region for each curve shown in Fig. 3.21(a). From this figure, we
can see a clear dependence on the strain and stress near the indenter, although it is not
directly correlated to the number of GB’s in the region. Instead, the variation of initial
stress and strain can be attributed to the types of GB’s which form the interfaces. Upon
close inspection of Fig. 3.21(a) we can see that location B is formed by (2) large angle GB’s
(1) medium angle GB, and (1) small angle GB, {28°,25°, 17°,7°}; location C is formed by
(1) medium angle GB, {18°}; location D is formed by (1) large angle GB, (1) medium angle
GB and (2) low angle GB’s, {27°,20°,3°,5°}; and location E is formed by (1) large angle GB
(1) medium angle GB and (1) low angle GB’s, {30°,17°,4°}.
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Figure 3.21: a) Defective regions under the indenter in the polycrystalline sample. The blue
atoms are used to label the atoms which form the GB’s and the red atom is the location
of the indenter. The red circle shows the effective contact area of the indenter, R ∼ 10 Å.
(b) Initial stress and strain near the indenter region and (c) breaking force and total strain,
∆ε, measured in the indenter region. Strain defined in terms of the pristine membrane
bond-length of 1.422 Å.

3.3.3

Conclusions

In summary, a novel method for generating large scale realistic polycrystalline graphene
membranes. Using the proposed algorithm, several structures were created and their mechanical properties and failure mechanisms were investigated using classical molecular dynamics.
For all samples studied, the breaking strength is significantly influenced depending on atomic
environment near the indenter. Additionally, we identified a contact region, outside of which
defects do not influence the mechanical properties as measured from nano-indentation experiments.
The response of bicrystal membranes due to nano-indentation demonstrates a strong
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dependence on the mis-orientation between the two grains; i.e. those with large angle GB’s
have a strength near to that of a pristine membrane while those membranes which contain
a small angle GB show a significant reduction in breaking force when compared to pristine.
This trend is also demonstrated in membranes which contain one or more grain boundaries
near the indenter. Additionally, the initial distribution of stress and strain within the contact
region of the indenter are shown to uniquely determine which point in the membrane is the
weakest. The presented results imply that by using a suitable substrate, one can minimize the
amount of initial strain and stress imposed on the sample and thus the mechanical properties
of a polycrystalline graphene sample can be optimized according to the application.
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4

Novel Compounds at Ambient and High Pressure
and Emergent Superconductitivy
From a thermodynamic perspective, pressure is a key parameter in the determination of

chemical reactions and reaction dynamics as well as the stability of a given compound. By
applying high pressure to a system, the atomic environments are modified, from which two
major effects can be exploited: 1) an increase in the overlap of electronic orbitals resulting
in highly coordinated atoms and 2) the suppression of atomic mobility, which can act as
a stabilization mechanism for metastable compounds. The preferred ranking metric of a
system under constant pressure is the enthalpy:

Hf = U + P V.

(4.1)

Enthalpy is essentially the energy required to create an atomic system and is composed of
U , the internal energy and P V , the amount of work done by the system on the surroundings
to occupy the volume V at pressure P . Under ambient conditions, P V is vanishingly small
and the internal energy is the only metric by which structures are ranked. This is why
a simple cubic lattice of carbon atoms does not exist and a hexagonal sp2 graphite is the
preferred ground state. At elevated pressures, the P V term is no longer insignificant, P V ∼
1 eV/atom at P = 100 GPa, and must be carefully considered when analyzing the stability
of compounds.
The combination of these two high pressure effects allows for unexpected and novel chemistry in common materials. For example, at ambient conditions, NaCl is the only stable compound due to the large difference in electronegativities. However at relatively high pressures,
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∼ 200 GPa, W. Zhang et al. [47] were able to synthesize several unexpected stoichiometries,
i.e. NaCl7 , NaCl3 , Na2 Cl , Na3 Cl2 , and several others. In addition to novel chemistry in
materials, high pressure experiments have been a versatile tool for modification of the fundamental properties of materials. In particular, one major thrust in the area of high pressure
research is to discover new superhard materials, such as elemental boron [59] and tungsten
tetraboride [60], as an alternate to diamond. In the case of superhard materials, the modification and strengthening of the intrinsic covalent bonding leads to low compressibility and
thus superhard properties.
The application of high pressure is also routinely used to promote and exploit phase
transitions in materials. Under compression, the atomic environment inside the material will
increase in density that proceeds until it becomes energetically unfavorable and the atoms
must rearrange. Of particular interest is the compressed state of hydrogen, which is expected
[155, 156] to become metallic at extreme pressures like P= 400 − 500 GPa. Indeed, recent
experiments using a diamond anvil cell produced metallic hydrogen at P = 465−500 GPa [55].
Hydrogen is just one unique element that reacts very differently over the pressure spectrum,
which transforms from a molecular gas to a metal to a high density plasma such as those
found in the interiors of large gas giant planets [157].
In addition to becoming metallic at high pressure, hydrogen is expected to have a significant influence on the superconducting properties of materials under pressure [158]. The
Ashcroft’s work on metallic hydrogen centers around the design of a high Tc superconductor that optimizes the coupling of the electrons and lattice vibrations by combining a fairly
heavy element with hydrogen that would cause so-called chemical pressure. The concept of
chemical pressure comes from the fact that a heavy element will exert its own pressure when
compressed, therefore less external pressure is required to achieve a metallic state. After
the discovery by Drozdov et al. [48] of near room temperature (Tc = 204 K) superconductivity in H3 S at 200 GPa, many theoretical and experimental groups began exploring many
different elements in search for the next great superconductor. Indeed, since that discovery
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Figure 4.1: Superconducting critical temperature vs. pressure for several well known superconductors from different classes of materials.
in 2015, nearly every corner of the periodic table was used. It was found that the d−block
elements had the highest average superconducting temperature in addition to H3 S. At the
moment, lanthanum superhydride (LaH10 ) is the record holder with a critical temperature
of Tc = 250 K at P= 170 GPa [68]. Figure 4.1 shows a comparison of some well known
superconductors categorized by their family of materials.

4.1

Ambient and High Pressure Phases of Tin Sulfide Compounds

Tin sulfur binary compounds, Snx Sy , represent an emergent class of electronic materials
that have been studied for several decades [30, 32, 113, 115, 121, 128, 159]. Three compounds
are known to exist at ambient conditions, α-SnS, SnS2 and Sn2 S3 , all of which are semiconducting materials [160]. Of particular interest is α-SnS, which adopts a layered orthorhombic
structure with P nma symmetry at ambient conditions. Similar to other group IV-VI metal
chalcogen materials, SnS is semiconducting with an indirect band gap of ∼ 1 eV and relatively strong optical absorption [161] at photon energies greater than 1.3 eV. Due to its
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exceptional electronic and vibrational properties, α-SnS is actively investigated for use in
novel electronic [162], photovoltaic [163, 164] and thermoelectric [129, 165–168] applications.
Upon increasing the pressure and/or temperature α-SnS-P nma is known to experience
a structural transformation to β-SnS which is semi-metallic phase with Cmcm space group
symmetry. While the transition temperature of the α-SnS → β-SnS transformation is well
established, ∼ 900 K [169], the transition pressure is not, with predictions of 15 GPa [170],
in disagreement with experimental value of 10.5 GPa [162]. In addition to α and β phases,
SnS is reported to exist in several other phases such as rock-salt structure with space group
symmetry F m3̄m [159] as well as the recently reported π-SnS phase with large cubic unit
cell and space group symmetry P 21 3 [171].
Another important material is SnS2 , which adopts a layered structure with P 3̄m1 symmetry at ambient conditions and exists in both bulk and single-layer form [30, 36]. SnS2 -P 3̄m1
is unique compared to α-SnS in that several polytypes exist, i.e. 2H, 4H, and 3R, which have
different stacking sequences that arise depending on the growth conditions [128]. SnS2 -P 3̄m1
is a well known semiconductor with an indirect band gap of ∼ 2 eV [36]. This compound
has received significant attention due to the unique properties arising from layered structure
of SnS2 , including relatively high carrier mobility [30], gas sensing [121], exceptionally large
excitonic effects [36]. Another unique layer dependent effect seen in SnS2 is a decrease in
thermal conductivity with simultaneous increase in the electrical conductivity with decreasing layer count [172].
The orthorhombic Sn2 S3 crystal with P nma symmetry, is another interesting semiconducting compound which possesses a band gap of ∼ 1 eV and relatively a large optical
absorption [160] at ambient conditions. In contrast to SnS and SnS2 , Sn2 S3 does not have a
layered structure although it shares structural units from SnS2 -P 3̄m1 crystal.
While the Snx Sy family of materials has been extensively studied at ambient and relatively low pressures, their high pressure behavior has been relatively unexplored. High
pressure synthesis is currently pursued as an effective method to activate unusual chemistry,
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resulting in novel compounds and phases that are difficult to synthesize using traditional
methods at ambient conditions [47, 51–53]. In addition to helping synthesis of new materials, the properties of known materials can be dramatically altered under high pressure, as
demonstrated by the discovery of high temperature superconductivity in sulfur hydride [48]
and metallicity of hydrogen [55]. Therefore, the goal of this work is to explore the entire
compositional phase space of the Snx Sy system as a function of pressure. In particular, we
seek to discover new compounds and phases both at ambient conditions and high pressure
up to 100 GPa with novel electronic and superconducting properties.

Convex Hulls and Phase diagram of Tin Sulfide Compounds

Formation Enthalpy (eV/atom)
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Figure 4.2: a) Convex hulls at 0, 15, 30, 60 and 100 GPa. For all pressures, the open
symbols denote metastable structures close to the convex hull. b) Composition-pressure
phase diagram of the Snx Sy system up to 100 GPa.
The reliability of the USPEX method of structure prediction is validated by finding
all known ground state compounds at ambient conditions, α-SnS-P nma and SnS2 -P 3̄m1,
without any prior input, see Figure 4.2(a). Two experimentally observed compounds, Sn2 S3 Pnma and π-SnS, shown as open symbols in Figure 4.2 (a), are not on the convex hull
at 0 GPa, but only by a few meV/atom higher. Although they are known to exist at
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ambient conditions [160, 173], they were not found during the search due the limitation on
maximum number of atoms (20) in a unit cell used in the search. In addition, another
metastable structure, α0 − SnS − P nma, which is isostructural to β − GeSe [174] is found to
be 10 meV/atom higher in enthalpy than the ground state α − SnS − P nma compound.
α − SnS − Pnma

β − SnS − Cmcm

γ − SnS − Pm3m

a#
c#

Sn 3S4 − I 43d

SnS2 − P3m1

Sn#
S#

b

c
b#

a#
c#

Figure 4.3: Crystal structures of the lowest enthalpy compounds found during the search.
The tin atoms are displayed as grey spheres and the sulfur atoms as yellow spheres.
In addition to ambient conditions, thermodynamically stable Snx Sy compounds are searched
at several pressure up to 100 GPa. According the calculated convex hull at 15 GPa in Figure
4.2(a) α-SnS-P nma is no longer the lowest enthalpy phase and transforms to β-SnS-Cmcm,
see their crystal structures in Figure 4.3. In addition, the SnS2 -P 3̄m1 compound remains
thermodynamically stable at 15 GPa. Another feature present on the 15 GPa convex hull
is the emergence of a new compound with an unique stoichiometry, Sn3 S4 with symmetry I 4̄3d, see Figure 4.3. This compound has been reported in experiment [175] but has
not been thoroughly characterized. Increasing the pressure to 30 GPa, SnS2 -P 3̄m1 becomes
thermodynamically unstable, i.e. is no longer on the convex hull, while the new compound,
Sn3 S4 -I 4̄3d, becomes the lowest enthalpy structure at 30 GPa.
At 60 GPa, β-SnS-Cmcm is no longer the lowest enthalpy phase and transforms to a
new phase, γ-SnS, with P m3̄m symmetry, see Figure 4.3. The Sn3 S4 -I 4̄3d compound remains thermodynamically stable and is the lowest enthalpy structure at 60 GPa. Finally at
100 GPa, which is the highest pressure considered in this work, γ-SnS and appears to be the
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only thermodynamically stable compound. The crystal structures of all major compounds
and phases discovered during the structure search are shown in Figure 4.3.
The composition-pressure phase diagram for Snx Sy is shown in Figure 4.2(b). For each
stoichiometry, the lowest enthalpy phase which is both thermodynamically and dynamically
stable (i.e. does not have imaginary frequency phonon modes) is determined by calculating
the phonon dispersion relation over the pressure range of thermodynamic stability. For
example, the phase SnS2 -P 3̄m1 is determined to be stable from 0 to 28 GPa. Also shown
in Figure 4.2(b) is the pressure range of stability for the newly predicted compound, Sn3 S4 I 4̄3d which is found to be stable between 15 and 100 GPa. The details of the transformation
between phases of the SnS compound with the 1:1 stoichiometry upon increase of pressure
up to 100 GPa is discussed separately in the following subsection. The lattice parameters of
all the predicted materials are listed in Table 4.1
Table 4.1: Structural parameters for each of the unique stable phases and compounds in the
pressure range of 0 to 100 GPa.
Compound

Lattice
3
Parameters (Å )
α-SnS-P nma
a = 11.39
@0 GPa
b = 4.01
c = 4.26
α = β = γ = 90°

Sn (4c) 0.126 0.250 -0.395
S (4c) 0.353 0.250 -0.481

β-SnS-Cmcm
@10 GPa

a = 3.89
b = 10.75
c = 3.85
α = β = γ = 90°

Sn (4c) 0.000 0.120 0.250
S (4c) 0.000 0.357 0.250

γ-SnS-P m3̄m
@40 GPa

a = 3.126
b = 3.126
c = 3.126
α = β = γ = 90°

Sn (1b) 0.500 0.500 0.500
S (1a) 0.000 0.000 0.000

Sn3 S4 -I 4̄3d
@30 GPa

Atomic Positions

a = 7.702
Sn (12b) 0.875 0.000 0.2500
b = 7.702
S (16c ) 0.178 0.178 0.178
c = 7.702
α = β = γ = 90°
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4.1.2

SnS Phases

a)

b)

Figure 4.4: a) Calculated enthalpy differences versus pressure for various phases of SnS
referenced by the entalphy of the ground state structure α-SnS-Pnma. b) Equation of state
for the various phases of SnS.
Figure 4.4(a) shows the calculated enthalpy differences up to 100 GPa for the different
phases of SnS, relative to α-SnS-Pnma phase. At low pressures up to ∼ 9 GPa, α-SnS-Pnma
is the lowest enthalpy phase. However, the other phases are higher in enthalpy by only a few
meV/atom. For pressures greater than 10 GPa, β-SnS-Cmcm remains the energetically preferred phase up to ∼ 39 GPa. At this pressure a first-order phase transition to γ-SnS-P m3̄m
phase occurs with a dramatic reduction in volume per atom, see Figure 4.4(b). Another
phase, SnS-F m3̄m, which is metastable at ambient conditions, and higher in enthalpy by
∼ 50 meV/atom than the ground state phase α-SnS-Pnma has been synthesized experimentally [159] at 0 GPa. This small enthalpy difference is increased with pressure over the entire
pressure range up to 100 GPa, see Figure 4.4.
As mentioned previously, there exists a discrepancy concerning the transition pressure
at which the semiconducting α-SnS-P nma phase transforms to semi-metallic β-SnS-Cmcm
phase [162, 170]. The latter phase is sometimes labeled as that having Bbmm space group
symmetry (space group No. 63), which is a non-standard definition of Cmcm in which
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Figure 4.5: Order parameters quantifying the transition α-SnS-Pnma → β-SnS-Cmcm. a)
Fractional z-coordinate of an equivalent tin atom and b) the bond angle an equivalent tin
atom makes with two sulfur atoms as a function of hydrostatic compression and c) crystal
structure of α-SnS-Pnma and β-SnS-Cmcm clearly showing the bond angle being measured
during compression.
the lattice vectors possess the same ordering as in the P nma phase, i.e. b < c < a. To
determine unambiguously the phase transition pressure, several order parameters are defined
to map the structural similarity between α-SnS-P nma and β-SnS-Cmcm, see Figure 4.3. In
particular, the trajectory of a tin atom can be monitored during the compression, shown
in Figure 4.5(a). Between 0 GPa and 8.56 GPa, the fractional z-coordinate of the tin atom
rapidly decreases from ∼ 0.1 to 0, at this pressure the position of the tin atom in the αphase matches the position of the tin atom in the β-phase. Another useful order parameter
characterizing the transition is the bond angle a tin atom makes with two sulfur atoms as a
function of hydrostatic compression. At 0 GPa, the (S-Sn-S) bond angle in α-SnS-P nma is
90°, see Figure 4.5(c), which rapidly converges to the (S-Sn-S) bond angle in β-SnS-Cmcm
at ∼ 9 GPa.
As XRD is routinely used to monitor phase transformations at high pressures, the calculated XRD spectrum of α-SnS-P nma as a function of pressure up to 15 GPa is presented
in Figure 4.6. The evolution of the XRD pattern with increasing pressure shows a clear decrease of intensity of the (201) and (011) peaks, thus loosing the major features attributed to
α-SnS-P nma, see Figure 4.6. In contrast to the case of SnSe [177], there are no experimental
reports on the XRD measurements detailing α-SnS-P nma to β-SnS-Cmcm phase transitions,
therefore, the calculated XRD patterns will be useful for guiding future experiments.
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Figure 4.6: Calculated X-Ray diffraction spectrum of SnS under hydro-static compression
up to 15 GPa. Green circles indicate the presence of the (120) and (101) peaks found in
α-SnS-P nma. Shown in blue is the standard XRD pattern for α-SnS-P nma , JCPDS No.
01-075-2115 [176].
In addition to structural changes, the transformation from α-SnS-P nma to β-SnS-Cmcm
is accompanied by changes in the electronic structure. At ambient conditions, bulk α-SnSP nma crystal is a semiconductor with a calculated indirect band gap of Eg = 1.28 eV, which
decreases monotonically in magnitude with increasing pressure. During the compression, αSnS-P nma remains an indirect band gap semiconductor with Eg changing relatively quickly
upon increase of pressure, with a pressure derivative of ∂Eg /∂P = −0.181 eV/GPa. Using
the pressure derivative and the ambient pressure band gap, α-SnS-P nma is predicted to
become a semi-metal at 6.8 GPa.
Figure 4.7 depicts the electronic band structure along with the electronic density of states
projected onto atomic orbitals (PDOS) for γ-SnS-P m3̄m phase at 40 GPa. γ-SnS displays
a relatively large density of states at the Fermi level which implies it is metallic. Within
the energy window between −6 and 6 eV around the Fermi level, the tin and sulfur atoms
contribute equally to the electronic states in SnS, with a sharp peak just above the Fermi
level. Also seen in Figure 4.7, the electronic states above the Fermi level mainly arise from
the Sn 5p orbitals with a small contribution from the S 4p and Sn 4d orbitals. The main
contribution to the electronic states below the Fermi level comes from the S 4p orbitals.
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Figure 4.7: Electronic band structure and projected density of states for γ-SnS-P m3̄m at
40 GPa.
Until now, γ-SnS phase has not been predicted theoretically or observed in experiment.
However this phase is known to exist within the tin-selenide family at pressures greater
than 50 GPa and is found to exhibit superconductivity with critical temperature Tc = 5 K
at 58 GPa [178, 179]. Given the relatively large DOS at the Fermi level and the vibrational
spectrum of γ−SnS-P m3̄m, the possibility of a superconducting state is investigated, see the
Discussion section for more details on the methodology. In the case of materials exhibiting
standard Bardeen-Cooper-Schrieffer (BCS) superconductivity, the emergence arises due to
coupling between the electronic and vibrational degrees of freedom, which is characterized
by the Eliashberg electron-phonon spectral function, α2 F (ω), see Figure 4.7. The spectral
function for γ-SnS-P m3̄m has a relatively large band centered just below 8 THz with another
small band centered at 3 THz. From the atomically resolved vibrational density of states in
Figure 4.8, it is clear that the frequency spectrum below 6 THz is dominated by vibrations due
to the Sn atoms, while for higher frequencies, 6 < ω < 10 THz, the spectrum is dominated
by S atoms. In particular, the low frequency peak at 2.5 − 3.0 THz is a result of a scissor
motion of the Sn atoms about the central S atom. For the higher frequency peaks, the most
influential is the one located at 7.5 THz, which corresponds to a symmetric stretch of the S
atom between neighboring Sn atoms. From these spectra, λ and ωlog are calculated to be
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a)

b)

Figure 4.8: a) Eliashberg spectral function α2 F (ω) and integrated electron-phonon coupling
strength λ(ω); and b) atomically resolved phonon density of states for γ-SnS-P m3̄m at
40 GPa.
0.77 and 156.4 cm−1 (4.69 THz) respectively, for γ-SnS-P m3̄m at 40 GPa, see Section 2.1 for
details of these calculations. By using typical values of µ∗ = 0.1 , γ-SnS-P m3̄m is predicted
to have a critical temperature of 9.74 K at 40 GPa. Upon increasing the pressure further to
100 GPa, the superconducting critical temperature drops dramatically to less than 1 K.

4.1.3

Sn3 S4 : A New metallic compound

A new compound with a novel stoichiometry, Sn3 S4 -I 4̄3d shown in Figure 4.3, is predicted
to become thermodynamically stable at 15 GPa according to the convex hull shown in Figure
4.2(a). To our knowledge, this is the first report of this unique material with 3:4 stoichiometry
within the family of tin-sulfur compounds in a crystalline phase, although in the case of
selenium, Sn3 Se4 -I 4̄3d has been observed [180]. Based on the phonon dispersion at different
pressures Sn3 S4 -I 4̄3d is dynamically unstable at 0 GPa, but with increasing the hydro-static
compression becomes dynamically stable at 15 GPa, see phonon dispersion in Figure 4.9.
The vibrational modes appear to stiffen with pressure, with the highest frequency modes
at 15 GPa are ∼ 9 THz, while at 100 GPa they are ∼ 15 THz. This increase of vibrational
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Γ
H
N
Γ
P
three second nearest neighbors at a distance of 2.86 Å. At 100 GPa, the three first-nearest
neighbors of sulfur are 2.40 Å, while the three second nearest neighbors at a distance of
2.53 Å. Furthermore, at 100 GPa the electron localization function (ELF), see Figure 4.12,
shows more de-localized electrons as compared to 15 GPa, which in conjunction with the
smaller bond lengths leads to more dispersive modes at high frequency.
The electronic structure of the newly predicted compound Sn3 S4 -I 4̄3d presented in Figure
4.10 clearly displays its metallic character with a relatively large DOS at the Fermi level.
In contrast to γ-SnS-P m3̄m, the electronic states of Sn3 S4 -I 4̄3d above the Fermi level are
populated by roughly equal contributions from the Sn 4d and 5p orbitals, whereas below
the Fermi level, by equal amounts of the Sn 4d and S 4p orbitals.
Given the relatively large density of states near the Fermi level, Sn3 S4 -I 4̄3d is also investigated as a potential superconductor. The calculated Eliashberg spectral function is
presented in Figure 4.11(a) and is comprised of three well defined peaks in the spectrum.
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Figure 4.10: Electronic band structure and projected density of states for Sn3 S4 -I 4̄3d at
30 GPa.
In particular, there is one small band centered at 3 THz while there are two large but narrow bands centered at 7 THz and 9.5 THz. In this spectrum, it is clear that the frequency
range below 6 THz is dominated by vibrations of Sn atoms, while the higher frequencies are
dominated by those of S atoms. By integrating α2 F (ω), the strength of the electron-phonon
coupling λ is calculated to be 1.2 while the logarithmic frequency ωlog , is calculated to be
169.6 cm−1 (5.1 THz) at 30 GPa. Using Eq. 2.2 with µ∗ = 0.1, Sn3 S4 -I 4̄3d is predicted to
have a maximum critical temperature of 21.9 K at 30 GPa, see Section 2.1 for details on calculating ωlog and λ. Decreasing the pressure to 15 GPa results in Tc = 12 K, while increasing
the pressure to 100 GPa does not result in an appreciable increase of Tc .
Table 4.2: Calculated atomic charges, bond orders, Θ and bond lengths, r, for several
compounds at different pressures for the Snx Sy system.
Compound Pressure Sn (e)
GPa
α−SnS
0
0.740
β−SnS
10
0.725
γ−SnS
40
0.885
SnS2
0
1.077
SnS2
10
1.141
Sn3 S4
40
0.875

S (e)
-0.740
-0.725
-0.885
-0.538
-0.570
-0.655

Θ(Sn-S)
Θ(Sn-S)
Θ(S-S)
r(Sn-S)
intra-layer inter-layer inter-layer
Å
0.626
0.120
0.028
2.61
0.619
0.099
0.045
2.56
0.351
2.71
0.593
0.069
2.60
0.605
0.174
2.53
0.340
2.54

Charges calculated using Natural Bond Orbital analysis [181], bond orders calculated using the Chargemol
code [182, 183].
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a)

b)

Figure 4.11: a) Eliashberg spectral function α2 F (ω) and integrated electron-phonon coupling
constant λ(ω); b) phonon density of states for Sn3 S4 -I 4̄3d at 30 GPa.
4.1.4

Chemical Bonding and Electronic Properties of Tin Sulfide Compounds

The compounds and phases belonging to the Snx Sy family of binary compounds represent
a diverse set of materials with a wide range of bonding and structural motifs which give rise
to diverse electronic properties. At ambient conditions, tin normally has two preferred
oxidation states, +2 or +4, while sulfur typically has an oxidation state of −2 which results
in the preferential formation of compounds with 1:1 and 1:2 stoichiometries. In all of the
compounds studied, the charge is transferred from the tin atoms to neighboring sulfur atoms
which is expected given the higher electronegativity of sulfur atoms. Although the amount
of electron transfer from tin to sulfur atoms increases with increasing sulfur content, this
charge is shared with larger number of S atoms, therefore, a smaller amount of negative
charge per sulfur atom is observed in structures with larger S stoichiometry (e.g. SnS2 ), see
Table 4.2.
In addition to analyzing the charge transferred between Sn and S atoms, the Sn-S, bond
orders as well as the localization of electrons are useful quantities for rationalizing the structure and bonding in the predicted materials. At ambient conditions α, β−SnS and SnS2 are
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Figure 4.12: Calculated electron localization function (ELF) for several Snx Sy compounds.
layered materials (Figure 4.3) with strong intra-layer bonds, see the bond orders in Table 4.2.
The layered structure of these materials is also confirmed by the high localization of electrons
around Sn-S bonds within each layer, see in Figure 4.12. It is clear from the ELF projections
(Figure 4.12), that γ-SnS-P m3̄m and Sn3 S4 -I 4̄3d crystals have a much smoother and more
diffuse ELFs, compared to those of α, β−SnS and SnS2 , which is due to de-localized nature of
electrons in the metallic compounds. Due to the de-localized electrons in a metal, the orbital
overlap is low and therefore should result in a relatively low bond order, which is the case for
both γ-SnS-P m3̄m and Sn3 S4 -I 4̄3d, see Table 4.2. In the case of the 1:1 stoichiometry, the
increased pressure induces structural changes resulting in smaller bond lengths, increased
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coordination of the tin atoms, thereby de-localizing the electrons. Increasing the pressure
further, the 2D layers collapse to form a 3D extended solid with the coordination of the tin
atom increasing as well. During this transformation, in addition to structural changes, the
electrons become more de-localized and thus SnS transforms to a metal at higher pressures.
Although the two new metallic structures have rather low values of DOS at the Fermi
level, their unusual vibrational properties are responsible for superconducting behavior. In
both compounds, the frequency of the vibrations increases with increasing pressure, however
this has differing effects on the two compounds. In particular, for γ-SnS although the
vibrational frequencies increase in magnitude with increasing pressure, the DOS at the Fermi
level is diminished at higher pressures which leads to a rapid decrease in Tc from ∼ 10 K
at 40 GPa down to 0.1 K at 100 GPa. In the case of Sn3 S4 -I 4̄3d, the vibrational frequencies
increase in magnitude with increasing pressure, similar to γ-SnS; however, the DOS and low
frequency modes, and therefore the electron-phonon coupling constant λ, are not significantly
affected by the pressure. Due to the functional form of λ, the low frequency modes of a
material are more influential in defining the electron-phonon coupling parameter. In the
case of Sn3 S4 -I 4̄3d, these low frequency modes are more influential as compared to γ-SnS
due to smaller Sn-S bond lengths in the 3:4 stoichiometry. In particular, both compounds
have a similar vibrational spectrum at 40 GPa which leads to similar ωlog . However, the
spectral function α2 F (ω) of Sn3 S4 -I 4̄3d has a larger magnitude compared to that of γ-SnS,
especially at low frequencies. The combination of increasing vibrational frequencies and a
relatively constant DOS at the Fermi level leads to a higher critical temperature. Moreover,
the metalization pressure of Sn3 S4 -I 4̄3d is lower than γ-SnS, while also having a larger Tc
at this pressure.
Given that the constituent elements, tin and sulfur, are conventional superconductors
at high pressures [184, 185], the emergence of conventional superconductivity in the binary
compounds, γ-SnS and Sn3 S4 -I 4̄3d is not unreasonable. Furthermore, the more recent observation [48] of near room temperature Tc in the conventional superconductor H3 S suggests
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that sulfur based compounds are conventional superconductors as well. An additional indication of conventional nature of superconductivity of Snx Sy binary compounds is the strong
alignment of the peak positions in the Eliashberg spectral function and in the vibrational
density of states (Figure 4.8 and Figure 4.11) which is a prerequisite of a phonon-mediated
BCS mechanism of superconductivity.

4.1.5

Conclusion

Snx Sy compounds are systematically investigated at ambient conditions and under hydrostatic compression at pressures from 0 to 100 GPa. In case of 1:1 stoichiometry, three unique
phases of SnS compounds are found to be stable and they undergo the following sequence of
phase transitions: α − SnS − P nma → β at 9 GPa and β − SnS − Cmcm → γ − SnS − P m3̄m
at 39.3 GPa. For pressures higher than 40 GPa, a new phase γ-SnS-P m3̄m is predicted.
This new high pressure metallic phase is thermodynamically and dynamically stable up
to the highest pressure studied, 100 GPa. In addition, γ-SnS-P m3̄m is predicted to be a
superconductor with Tc =9.74 K at 40 GPa.
A new compound with 3:4 stoichometry, Sn3 S4 -I 4̄3d, is predicted to become thermodynamically and dynamically stable from 15 GPa up to the highest pressure studied, 100 GPa.
It is metallic and superconducting with a maximum Tc =21.9 K at 30 GPa, which are a lower
pressure and a higher temperature than those for γ-SnS. Furthermore, the metallization pressure of 15 GPa for Sn3 S4 -I 4̄3d, is much lower than other compounds while still maintaining
a relatively high critical temperature. The prediction of stable novel compounds and phases
at high pressures within the Snx Sy family of binary compounds demonstrates the need for
exploration of unexpected compounds and phases of other metal-chalcogen materials.
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4.2

Unexpected Stoichiometries and Structures in the PhosphorusSulfur Compounds at Ambient and High Pressure

Phosphorus is a chemically similar element to sulfur and exhibits superconductivity under pressure in elemental form [186–188]. After the success of H3 S, Drozdov et al. reported
that PH3 would have a Tc > 100 K at pressures above 200 GPa, however the exact crystal
structure could not be determined. This work instigated significant debate with theoretical
observations showing that all PHn compounds have a positive formation enthalpy and are
therefore thermodynamically unstable [189–191]. Based on the superconducting critical temperature with pressure, it was determined [190] that PH3 has a monoclinic structure which
has a similar bonding arrangement to H3 S.
While most of the work has been focused on hydrides, there is a lack of work devoted to
other compounds based on phosphorus or sulfur. At ambient conditions, P-S compounds are
well studied while the high pressure phase diagram and material characteristics are largely
unknown. In a recent experimental work, Y. Li et al. [24], report on the emergence of a
superconducting state in PS2 with a critical temperature of 11 K. In their work, they focus
on the low pressure regime, up to 11 GPa and focus solely on this new compound which is a
layered van der Waals compound.
Given the rich high pressure phase diagram and superconducting states of elemental
phosphorus and sulfur, it is worthwhile to examine the high pressure regime. Therefore, the
goal of this work is to investigate the low and high pressure composition-phase diagram of
the Px Sy system up to200 GPa. We systematically characterize each of the novel compounds
across the pressure range and report on the electronic and structural properties. The results
in this work should help guide further experiments on high pressure superconductivity.
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Figure 4.13: Crystal structures of stable and metastable compounds predicted using evolutionary crystal structure methods. a) van der Waals layered crystal P2 S3 , b) van der Waals
layered crystal PS2 , c) high pressure crystal of P2 S at 100 GPa and d) P3 S4 at 100 GPa.
Silver spheres represent Phosphorus atoms and blue spheres represent Sulfur atoms.

4.2.1

Convex Hulls and Phase Diagrams of Phosphorus-Sulfur Compounds

The convex hull at 0 GPa, shown in Figure 4.14, has five thermodynamically stable
compounds. All of them are molecular crystals and known experimentally [192–194] and
thus validate accuracy of our search. In addition to the structures on the convex hull, we
also determine metastable; PS, PS2 −R3̄m , and P2 S3 −P 63 cm . PS is known in experiment [195] and is 17 meV/atom above the convex hull. PS2 −R3̄m is very high in energy
at 0.13 eV/atom above the convex hull, which is in agreement with Y. Li’s work [24]. Finally a novel metastable structure P2 S3 −P 63 cm is predicted to be above the convex hull
by 36.5 meV/atom. These two newly predicted compounds are layered structure similar to
those found in well known transition-metal dichalcogenides such as MoS2 , see Figure 4.18
(a,b). Increasing the pressure to 50 GPa, the newly predicted PS2 is now the only thermodynamically stable structure, see Figure 4.14(b). At this pressure, PS moves further away
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Figure 4.14: Convex hulls at 0, 50, 100 and 200 GPa for the binary system of Px Sy . For
all pressures, the filled symbols indicate thermodynamically stable structures on the convex
hull while the open symbols denote metastable structures.
from the convex hull suggesting this compound is unfavorable at elevated pressures. Also
at 50 GPa, a new compound becomes metastable, P2 S which is a densely packed layered
structure with hexagonal symmetry.
At a pressure of 100 GPa, the symmetry of PS2 changes from P 3̄m1 → C2/m and
remains on the convex hull however now P2 S−P 3̄m1 is now the lowest enthalpy compound,
see Figure 4.14(c). In addition to these compounds, a new compound appears, P3 S4 −I 4̄3d ,
which is 12 meV/atom from the convex hull. This compound has not been reported and is isostructural to another high pressure sulfur compound, Sn3 S4 , which was recently predicted [57]
and synthesized [196] in Sn3 Se4 . The crystal structure of P3 S4 −I 4̄3d at 100 GPa is shown
in Figure 4.18(d). At the highest pressure studied of 200 GPa, P3 S4 −I 4̄3d is now the lowest
enthalpy structure and is in fact the only structure on the convex hull, see Figure 4.14(d).
In addition to this compound, PS2 -C2/m maintains a negative formation enthalpy, however
it is now above the convex hull by about 30 meV/atom.
Based on the convex hull and ranges of dynamical stability, we construct the composition
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compounds are shown over the range of pressures studied.
phase diagram for the Px Sy system, shown in Figure 4.15. We see that many of the newly
predicted compounds are metastable under 50 GPa. In particular, the only compounds
which are stable below 50 GPa are PS2 and P2 S3 −P 63 cm. In the case of P2 S3 −P 63 cm, this
compound has a very narrow range of stability, P < 7 GPa while PS2 remains dynamically
stable for pressures in the range 3 − 200 GPa. Over this range of pressures, PS2 is found to
experience several changes in the crystal symmetry; i.e. R3̄m → P 3̄m1 → C2/m at 27.7 GPa
and 86.5 GPa, respectively. For the other new compounds, their structures remain robust
under pressure with P3 S4 being stable at 75 − 200 GPa and P2 S being stable at 50 − 150 GPa.
4.2.2

Dynamical stability of materials

Figure 4.16 displays the vibrational spectrum of P2 S3 −P 63 cm which has slightly lower
maximum frequency than the other structures. P2 S3 −P 63 cm has some unique characteristics
within the VDOS, in particular the vibrational modes are less dispersive throughout the range
of frequencies, especially when compared to P2 S for example. Another unique feature is the
presence of a gap in the frequencies of the vibrational modes at around 8 − 11 THz. In both
cases, these features can be attributed to the layered structure of the new compound. The low
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Figure 4.16: Calculated phonon dispersion and atomically resolved phonon density of states
for P2 S3 −P 63 cm at 0 GPa.
frequency acoustic modes are comprised of a rigid translational motion of the layers at around
1.5 THz and a twisting motion of the layer at around 2 THz. The remaining modes up to
6.5 THz, are comprised of wagging motions of the P-S bonds, as well as some translational
motion of the P atoms. Finally, the high frequency modes for ω > 11 THz, are mainly
composed of translational motions of the P atoms, however the highest frequency modes are
from intralayer breathing motions of the P/S atoms. Due to the vertical displacement of the
S atoms of each layer, these modes become more dispersive than the others resulting from
the interaction between adjacent layers.
As for the remaining compounds, their phonon dispersion and VDOS are plotted at
100 GPa, see Figure 4.17 to provide a direct comparison of the vibrational properties. In general the vibrational modes of these compounds are much more dispersive than P2 S3 −P 63 cm
owing to the crowded atomic environment . In terms of the VDOS, all the compounds share
some major features, with roughly equal contributions from P and S atoms i.e. similar density for a given frequency, as well as the high and low frequencies having similar densities,
with the exception of P2 S−C2/m. In the case of P2 S−C2/m however, the high frequency
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Figure 4.17: Calculated phonons dispersion and phonon density of states.
modes, i.e. ω ∼ 18 THz are dominated by vibrations of the P atoms, while at lower frequencies ω < 15 THz the major contribution to the VDOS is S. Due to the similarity of
the PS2 and P2 S compounds, the atomic motions are very similar throughout the range of
frequencies. In particular, the S atoms in PS2 and P2 S compounds share many of the same
atomic motions for a given frequency, e.g. at ∼ 9 THz the S atoms have a stretching motion
within the a − b plane. The higher frequency modes of these compounds are also similar,
with the modes at around 16 THz being comprised of breathing motions of the S atoms. In
the case of P3 S4 , the are many more modes than the other compounds, however due to the
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densely packed crystal, the atomic displacements are relatively limited. For example, many
of the modes are perturbations of each-other, with the main type of atomic motions being
P-S stretch and P-S bending or wagging motions.

4.2.3

Structure and Bonding in Px Sy

Figure 4.18: a) Side and top view of the newly discovered layered compound P2 S3 −P 63 cm
at 0 GPa. The layers are colored differently, P is denoted by grey spheres, while S is denoted
by blue and red spheres, to highlight the unique AA’ stacking of adjacent layers. In the
top view, the polyhedra are centered on the P atoms to show to twisted arrangement of the
plane of S atoms in each layer. b) Side and top view of the newly discovered compound
PS2 − R3̄m at 0 GPa. For each compound, indicated in red with arrows are the P-S bond
orders between nearest neighbors. Also shown is the interlayer separation, in blue.
To understand the layered structure of , P2 S3 −P 63 cm and PS2 -R3̄m , we calculated
the bond orders inter-layer binding energies and other parameters. In the case of P2 S3 the
calculated bond orders are Θ = 1.000 which suggests the P-S bonds are single covalent bonds.
As seen in Figure 4.18(a,b) the two layered compounds are substantially different in the terms
of bonding, layer stacking and atomic environments. In particular, the stacking arrangement
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and atomic environment do not share any similarities with any known compounds in the PS
family or within the TMD family. The inter-layer separation for P2 S3 at 0 GPa is d = 3.66 Å,
see Figure 4.18. This separation is relatively large when compared to the in-plane P-S
bond length which is rP −S = 2.16 Å, which suggests the individual layers are bound by
weak van der Waals interactions. To this end we calculate the inter-layer binding energy,
Eb = (nE1 − En )/(nA) , where n > 1 is the number of layers in the super cell, E1 and
En are the energies of the single layer and an n−layered super cell, respectively. In the
2

case of P2 S3 −P 63 cm, the in-plane unit-cell area is A = 34 Å which yields a value of Eb =
2

6.62 meV/Å . When compared to other layered compounds within the TMD community
2

this inter-layer binding energy is relatively low, e.g. EbSnS2 = 13 meV/Å . Although this
inter-layer binding energy is relatively low, going from bulk P2 S3 to a mono-layer results in
dynamical instability of the crystal due to a change of symmetry resulting from the loss of
the AA0 stacking of adjacent layers in the bulk phase. Indeed, if we change the stacking
sequence from AA0 to AA, the symmetry of the P2 S3 crystal changes from P 63 cm → P 31m
and again becomes dynamically unstable.
For the case of PS2 , the atomic arrangement and layer stacking over the range of pressures
studied is iso-structural to the different phases of MoS2 , e.g. 3R-MoS2 , 1T-MoS2 etc. Based
on calculations which include vdW interactions, the the inter-layer spacing at 0 GPa is d =
5.83 Å which agrees well with the experimental and theoretical value reported by Y. Li et
al. [24]. Similar to P2 S3 , the in-plane P-S bond length is much shorter than the inter-layer
spacing which suggests the layers do not possess any direct bonds. Using the method outlined
2

for P2 S3 , the inter-layer binding energy is calculated to be Eb = 10.13 meV/Å , which is
2

relatively low when compared to MoS2 at 0 GPa which is ∼ 20 meV/Å . There was no
significant bonding between layers, indicating the layers are bound via weak van der Waals
interactions. In contrast to the low dimensional and layered structures at ambient pressure,
at high pressure the structures become 3D extended solids including PS2 , see Figure 4.13.
Under pressure, the P-S bond length remains robust, with all compounds having an average
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bond length of rP −S = 2.1 Å. The lattice parameters for all compounds discovered in this
work are listed in Table 4.3.
Table 4.3: The structural parameters for each of the unique phases and compounds discovered
in this work.
Compound
P2 S3 -P 63 cm
@0 GPa

4.2.4

Lattice
3
Parameters (Å )
a = 5.857
b = 5.857
c = 8.57
α = β = 90°, γ = 120°

Atomic Positions
P (6c) 0.333 0.333 0.169
S (12d) 0.372 0.000 -0.4616

P2 S−P 3̄m1
@50 GPa

a = 3.148
b = 3.148
c = 3.946
α = β = 90°, γ = 120°

P (12j) 0.333 0.667 -0.351
S (1a) 0.000 0.000 0.000

P3 S4 -I 4̄3d
@100 GPa

a = 6.444
b = 6.444
c = 6.444
α = β = γ = 90°

P (12b) 0.875 0.000 0.250
S (16c ) 0.182 0.182 0.182

PS2 -C2/m
@100 GPa

a = 4.349
b = 3.359
c = 4.164
α = 90°, β = 103.2°, γ = 90°

P (2c) 0.000 0.000 0.500
S (4i ) -0.321 0.000 -0.193

Electronic Structure of Px Sy compounds

Shown in Figure 4.19 are the electronic projected density of states (PDOS) and band
structure for P2 S3 −P 63 cm at 0 GPa calculated using the hybrid functional HSE. Based on
the PDOS, it is clear that this new compound is insulating with a relatively large band
gap, Eg = 2.5 eV. Examining the low energy window at ∼ −10 eV we see that the main
contribution to the DOS arises from s orbitals of both P and S. As for the energy levels
between −7.5 eV and the Fermi level, the majority contribution to the DOS is now from S
4p orbitals, with P 3p orbitals adding a similar contribution. Examining the high energy
conduction states, this region is composed of P 3p and S 4p orbitals contributing nearly
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Figure 4.19: Projected density of states and the electron localization function for
P2 S3 −P 63 cm at 0 GPa calculated using HSE. The thin horizontal line represents the Fermi
level.
equal amounts. Also shown in Figure 4.19 is the electronic band structure of P2 S3 −P 63 cm,
and clearly showcases an indirect band gap which occurs between Γ and a point along the
line L → H. In general, the low energy bands are more dispersive than the bands at higher
energies, with the bands in the conduction levels being the least dispersive. The presence
of low dispersive, or flat bands, suggest the effective mass of the electron is relatively high.
The band structure is composed of relatively flat bands at core levels as well at the valence
level. These flat bands imply the effective mass of the electron is greater than the rest mass,
which gives rise to the large peaks in the PDOS. Given that the band gap is within the
energy window of visible light, this new compound may have applications in optoelectronics
and solar cell technology.
Shown in Figure 4.20 are the PDOS for the remaining compounds P2 S−P 3̄m1, P3 S4 −
I 4̄3d and PS2 − C2/m at a pressure of 100 GPa. In the case of PS2 , we focus on the
high pressure regime, the low pressure superconducting and electronic properties of PS2
are well detailed in the work by Y. Li et al. [24]. The pressure of 100 GPa is chosen for
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C2/m.
analysis purposes since all compounds are at least dynamically stable at this pressure. In
addition, the low pressure superconducting properties of PS2 was studied in the work by Y.
Li etal. [24]. From the the plots of the PDOS for the compounds, it is clear that all structures
at this pressure have a non-zero density of states at the Fermi level. Among the metallic
compounds, the low energy portion of the DOS ∼ −10 eV is populated by a majority of
S 4p and P 3p orbitals. At higher energies, ∼ −5 eV, the DOS of all the compounds are
comprised of S p−orbitals aside from P2 S−P 3̄m1, which has equal contributions from P and
S p−orbitals. Examining the states at the Fermi level, all the metallic compounds have a
similar DOS, N (EF ) ∼ 0.3 states/eV/atom and are composed of equal parts P 3p and S
4p orbitals. This DOS at the Fermi level, N (EF ) ∼ 0.3 states/eV/atom is relatively large,
especially when compared to the high Tc superconductor H3 S−Im3̄m at 200 GPa which has
N (EF ) ∼ 0.5 states/eV/atom. The DOS of these compounds is robust to changes in pressure
with only a 1 − 2 % change in N (EF ) at 50 GPa and 200 GPa.
Given that the DOS for the metallic compounds at 100 GPa is non-zero and the vibra-
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tional frequencies are relatively high the possibility of a superconducting state was investigated. It is well known that the base elements P and S are conventional superconductors
under high pressure, therefore the binary Px Sy may also be conventional superconductors
under pressure. The calculation of the superconducting critical temperature Tc is calculated
using the Allen-Dynes modified McMillan formula which is based on the electron-phonon
coupling (EPC) parameter λ and the average logarithmic phonon frequency, ωlog . The determination of λ and ωlog are based on integrating the Eliashberg spectral function over the
range of phonon frequencies, see section 2.1 for more details on these calculations. With
these quantities, Tc using Eq. 2.2 where µ∗ is the Coulomb repulsion constant and is typical
in the range of 0.1 − 0.2 for normal metals.
Table 4.4: Calculated superconducting properties for the newly discovered compounds
P2 S−P 3̄m1, P3 S4 − I 4̄3d and PS2 − C2/m at 100 GPa.
Compound

Pressure (GPa)

Tc (K)

λ

ωlog THz(cm−1 )

P2 S−P 3̄m1
P3 S4 −I 4̄3d
PS2 −C2/m

100
100
100

3.34
37.64
19.79

0.415
1.845
0.808

13.59 (453.47)
5.77 (192.71)
8.63 (287.79)

Also listed are the critical temperatures, Tc , electron-phonon coupling (EPC) parameter, λ, and the average
logarithmic frequency, ωlog which are used to calculate Tc .

The calculated superconducting properties for P2 S−P 3̄m1, P3 S4 − I 4̄3d and PS2 − C2/m
at 100 GPa are listed in Table 4.4. Among the compounds there are large differences in the
underlying superconducting properties, i.e. λ = 1.845 of P3 S4 − I 4̄3d while for P2 S−P 3̄m1
λ = 0.415 at the same pressure. In addition, the measure of average phonons, ωlog is also
very different among the compounds at 100 GPa with ωlog = 5.77 THz in P3 S4 − I 4̄3d while
ωlog = 13.59 THz in P2 S−P 3̄m1. This is also the case for PS2 − C2/m which has λ = 0.808
and ωlog = 8.63 THz which lies in between the other compounds.
Shown in Figure 4.21 is the calculated λ(ω) for the three metallic compounds P2 S−P 3̄m1,
P3 S4 − I 4̄3d and PS2 − C2/m at 100 GPa. Due to the functional form of λ, the low frequency
modes of a compound are more important in defining the strength of the EPC. In the case of
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Figure 4.21: Calculated EPC parameter λ as a function of frequency for P2 S−P 3̄m1, P3 S4 −
I 4̄3d and PS2 − C2/m at 100 GPa.
P3 S4 − I 4̄3d, the low frequency modes have a higher density of states compared to the other
two compounds and thus these modes are more influential to the Eliashberg spectral function.
Indeed, from Figure 4.21, we see that λ(ω) for P3 S4 − I 4̄3d increases rapidly, reaching the
same strength of ∼ 0.4 found in P2 S−P 3̄m1 by ω ∼ 4 THz. At higher frequencies, λ(ω) in
P3 S4 − I 4̄3d continues to increase, again surpassing the strength of EPC in PS2 − C2/m at
ω ∼ 6 THz. Although the value of ωlog at 100 GPa is lowest in P3 S4 − I 4̄3d as compared to
the other two metallic compounds, the strong coupling parameter overcomes this deficiency
and gives rise to the highest Tc in the compounds studied at this pressure. In particular,
the magnitude of Tc is found to be largest for the compounds with the highest amount of
EPC; i.e. Tc = 3.34 K in P2 S−P 3̄m1, Tc = 19.79 K in PS2 −C2/m, and Tc = 37.64 K for
P3 S4 −I 4̄3d. Increasing the pressure to 200 GPa results in a lower EPC parameter for both
P3 S4 and PS2 which lowers the critical temperature to 26.50 K and 20.84 K, respectively.
4.2.5

Conclusions

In conclusion, we have used first-principles evolutionary crystal structure prediction methods to investigate Px Sy compounds in the range of pressures 0 − 200 GPa. At ambient
conditions, we found two new metastable layered compounds do appear, P2 S3 − P 63 cm
and PS2 − R3̄m. Similar to the known ground-state structures P2 S7 , P4 S3 , P4 S5 & PS
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[192–195].which are insulating, the new layered compound, P2 S3 − P 63 cm is also insulating with a relatively high indirect band gap of 2.5 eV. At higher pressures, P > 50 GPa,
three new compounds become dynamically stable and have many significant differences in
the structural and fundamental properties when compared to the molecular crystals at ambient conditions. In particular, the three new compounds P2 S, P3 S4 , and PS2 are metallic
with unique stoichiometries as compared to the ambient phases. In terms of the vibrational
spectra, the majority of the normal modes in these compounds are very similar, however the
strength and onset of low frequency modes is different among the metallic compounds which
gives rise to varying strengths of the EPC parameter λ. At 100 GPa, the ordering of λ is
such that P3 S4 > PS2 >P2 S which leads to the same ordering of Tc ; P3 S4 is 37.64 K, PS2 is
19 K and P2 S is 3.3 K. Increasing the pressure, results in a reduction of λ and thus the Tc
is also reduced. Although these compounds are dynamically stable in the range of pressures
studied, they are metastable and thus not the energetically preferred structures. Nevertheless, this work demonstrates the utility of exploring metastable structures that occur during
high pressure experiments as a viable route for optimizing the fundamental properties of
materials.
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4.3

Novel Ternary Phosphorus Sulfur Hydride Compounds at High
Pressure

Another recent approach to achieving high Tc superconductivity at low metallization
pressures is to exploit chemical pressure by designing ternary systems containing two large
elements along with hydrogen. Some recent examples in ternary compounds are LiBH [197],
MgSiH [198], MgGeH [199], LiMgH [200] and Au-ternary hydrides [201] to mention a few. In
many of these studies, the new compounds were discovered using fixed stoichometry searches
and are incomplete. Another new approach has been to modulate the sulfur content via
partial substitution of another chalcogen species [202]. In their work on HSO, C. Heil and L.
Boeri predict Tc = 164 K for H3 S0.5 O0.5 while they calculate Tc = 151 K for H3 S − Im3̄m at
200 GPa. Recent work [203] proposed a similar approach for enhancing the Tc of H3 S−Im3̄m
at 200 GPa by using O and P as substitutional atoms, in which they claim a remarkable
enhancement of the critical temperature to be Tc = 280 K for H3 P0.075 S0.925 up to 250 GPa.
The goal of this work is to discover and investigate new thermodynamically accessible
compounds and phases within the Px Sy Hz ternary system at high pressure conditions of
100 GPa and 200 GPa. Given the remarkably high Tc for the H3 S and H3 P superconductors,
we also investigate the metallization pressures and thus the possibility of superconducting
states for all compounds discovered. Finally, for the compounds predicted to be superconducting, we assess the vibrational modes and Eliashberg spectral function to understand
the microscopic mechanism responsible for the superconducting state as well as the pressure
dependence on Tc .
4.3.1

Ternary Convex Hulls

The reliability of the results predicted by the USPEX method is demonstrated by identifying experimentally observed and theoretically predicted structures, e.g. H3 S−Cccm and
H4 S3 − P nma which are on the ternary convex hull at 100 GPa in Figure 4.22(a) and
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metastable
on hull

Figure 4.22: Ternary convex hull for Px Sy Hz at a) 100 GPa and b) 200 GPa. The color
scale represents the formation enthalpy. Circle symbols represent thermodynamically stable
structures on the convex-hull and square symbols denote metastable structures.
H3 S−Im3̄m which is on the ternary convex hull at 200 GPa, see Fig. 4.22(b). The remainder of the structures shown on the ternary convex hulls at 100 GPa and 200 GPa have
not been reported in the literature until now. Structures are considered to be energetically
unfavorable if their formation enthalpy is greater than 60 meV/atom above the convex hull
and therefore are not shown in the ternary convex hull for clarity. All dynamically stable structures within 60 meV/atom of the convex hull are considered to be metastable and
thus characterized further. In addition, the compounds shown in the ternary diagram have
negative formation enthalpy and thus should be accessible in experiment.
At 100 GPa, there are several energetically favorable hydrogen-sulfur binary compounds
with H3 S−Cccm being the only Hx Sy binary compound on the convex hull at this pressure,
see Figure 4.22(a). It is worth noting, the search also found the superconducting compound
H3 S−R3̄m, which has a slightly higher formation enthalpy than the Cccm phase by ∼
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20 meV/atom. In reference to these two phases of H3 S there is some disagreement between
experiments on the stable phase of H3 S at 100 GPa, with A. Goncharov et al. [50] claiming
that R3m is stable between 70−140 GPa, while B. Guigue et al. [204] report that Cccm is the
stable phase in the range of 75−160 GPa. This discrepancy is reasonable given the difference
in enthalpy is ∼ 20 meV/atom at 100 GPa. In addition to H3 S−Cccm, we predict the
emergence of several other binary compounds; H4 S3 with orthorhombic symmetry and space
group P nma, the low symmetry structure H2 S-P 1̄ which were predicted and synthesized by
Y. Li et al. [205] and finally an unreported phase, H3 S2 with tetragonal symmetry and space
group P 4/nmm.
Along with the Hx Sy binary compounds, several binary Px Sy compounds were also discovered during the search; P3 S4 -I 4̄3d , P2 S-P 3̄m1 and PS2 -C2/m all of which are on the
convex hull at 100 GPa. Within the subset of Px Sy binary compounds, PS2 -C2/m, is the
lowest enthalpy structure at 100 GPa and is a layered structure that can be seen as a distortion of the 2H structure found in other metal-chalcogen compounds. Along with PS2 -C2/m
several other Px Sy binary compounds were discovered during the search; P3 S4 -I 4̄3d which is
a densely packed three-dimensional structure with cubic symmetry which shares the same
structure predicted [57, 180, 206] and synthesized [180] in SnS(e). P2 S-P 3̄m1 is a layered
structure with hexagonal symmetry similar to other CdI2 -type metal-chalcogen compounds.
Given the typical oxidation states of phosphorus (+5, +3, −3 ) and sulfur (−2) at ambient
conditions, these compounds are counter-intuitive, however high pressure conditions are well
known to modify the oxidation states of elements allowing for non-trivial bonding chemistry
to occur [47, 180]. The major focus of this work is on the ternary compounds and therefore
the full characterization of the new Px Sy binary compounds will be discussed in a separate
work [207]. Binary compounds of Px Hy are omitted from the ternary convex hulls shown in
Fig. 4.22 due to their positive formation enthalpies. The calculation of positive formation
enthalpy in the Px Hy system is consistent with other theoretical works which also show this
system has positive formation enthalpies [189, 191], even for the proposed superconductor
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PH3 [208].
In addition to the several binary compounds predicted in this work at 100 GPa, we also
predict the emergence of several novel ternary compounds on the convex hull all of which
have relatively low formation enthalpies, see Fig. 4.22(a). The three compounds predicted
are PS2 H3 with space group symmetry C2/m, PS4 H3 with space group symmetry P 2/m and
PS4 H4 with space group symmetry P m, see Fig. (4.23) for the crystal structures. Among
the ternary compounds, PS4 H3 -P 2/m is calculated to have the lowest formation enthalpy at
100 GPa, ∆Hf = −0.121 eV/atom.
Increasing the pressure to 200 GPa, the ternary convex hull is significantly altered, with
only H3 S-Im3̄m and P3 S4 -I 4̄3d on the hull, see Fig. 4.22(b). At this pressure, all of the
hydrogen-rich ternary compounds become metastable but are still within 60 meV/atom of
the ternary convex hull at 200 GPa. In addition to becoming metastable, the compound
PS4 H4 experiences a slight structural distortion at ∼ 173 GPa which leads to a change
in space group symmetry from P m → P 2/m. The other compounds, PS4 H3 −P 2/m and
PS2 H9 −C2/m, become metastable upon increasing the pressure to 200 GPa however their
symmetry is unchanged. For the Hx Sy binary system H3 S−Cccm is no longer the lowest
enthalpy structure, and transforms to the well known high pressure BCC phase, Im3̄m,
at around 180 GPa. In this compound, the molecular units collapse and form symmetric
sulfur-hydrogen bonds with S atoms occupying the BCC sub-lattice. Another compound,
H2 S also experiences a structural transformation with a change in space group symmetry
from P 1̄ → C2/m at ∼ 183 GPa, while the space group symmetry of H3 S2 −P 4/nmm
remains unchanged. Finally, the orthorhombic structure H4 S3 −P nma is no longer considered
energetically favorable when increasing the pressure to 200 GPa.
Figure 4.23 depicts the crystal structures of the ternary compounds found at 100 GPa
and 200 GPa. A unique feature of all the predicted ternary structures is the 2D layered
motifs which is in contrast the the densely packed 3D structure of H3 S−Im3̄m. In all the
ternary compounds, there is direct H-S bonding, with a typical bond length of 1.6 Å and
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Figure 4.23: Crystal structures of the ternary compounds; a) PS2 H3 −C2/m, b)
PS4 H3 −P 2/m and c) PS4 H4 −P m at100 GPa and d) PS2 H9 −C2/m at 200 GPa.
bond order of ∼ 0.2. At first glance, this is a relatively large bond length and low bond
order when considering an H-S bond, however in the case of H3 S the bond order is 0.3 and a
typical bond length of 1.5 Åfor both R3m and Im3̄m at 100 GPa and 200 GPa, respectively.
In the case of PS2 H9 and PS2 H3 , there are direct H-P bonds with a bond order of ∼ 0.5
and the bond length is typically 1.5 Å, which is slightly stronger than the H-S bonds. In all
ternary compounds, the P-S bonds are ∼ 2.1 Å and have a bond order of 0.7 which is slightly
weaker than the bonding found in Px Sy binary compounds at ambient conditions which has
a typical bond order of 1.0 [207]. The low P-S and H-P bond orders, i.e. Θ < 1.0, indicate
a mixed covalent-ionic character which is reflected in the small positive charge associated
with the H atom and small negative charge associated with the neighboring P or S atom. In
addition to direct H-P bonds, PS2 H9 is unique given the presence of a layer of H−
2 molecules,
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see Fig. 4.23(d). The bond length for the H−
2 molecules is 0.77 Å and has a bond order of
0.55 with the negative charge being a result of excess electrons from the adjacent H-S bonds.
As mentioned in the previous section, PS4 H4 experiences a distortion due to the pressure
induced confinement and results in a change of space group symmetry from P m → P 2/m
at 173.3 GPa. This structural confinement causes the sulfur atoms to become closer to the
hydrogen atoms and form a second bond, see Fig. 4.23. Based on the calculated enthalpy as
a function of pressure, we find that at 100 GPa the difference in enthalpy is ∼ 7.5 meV/atom
which is relatively small and is reasonable given the similarity of the space groups P m
and P 2/m. The other remaining ternary compounds do not experience any such structural
changes due to the pressure induced confinement. See Table 4.5 for detailed crystallographic
data of the predicted ternary compounds.
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Table 4.5: The structural parameters for each of the unique phases and compounds discovered
in this work.
3

Compound
PS4 H3 -P 2/m
@100 GPa

Lattice Parameters (Å )
a = 4.235
b = 3.060
c = 4.488
α = 90°, β = 104.88°, γ = 90°

Atomic Positions
P1 (1e) 0.50000 0.50000 0.00000
S1 (2m) -0.20309 0.00000 0.22472
S2 (2n) 0.25225 0.50000 0.34255
H1 (1a) 0.00000 0.00000 0.00000
H2 (2m) -0.34257 0.00000 -0.33914

PS4 H4 -P m
@100 GPa

a = 4.321
b = 3.096
c = 4.478
α = 90°, β = 103.91°, γ = 90°

P1 (1a) -0.49200 0.00000 0.00110
S1 (1a) -0.25762 0.00000 -0.34416
S2 (1a) 0.25956 0.00000 0.34044
S3 (1b) -0.21011 0.50000 0.23247
S4 (1b) 0.21363 0.50000 -0.21776
H1 (1a) 0.02525 0.00000 0.05814
H2 (1b) -0.00573 0.50000 -0.00107
H3 (1b) -0.34108 0.50000 -0.33337
H4 (1b) 0.32342 0.50000 0.32449

PS4 H4 -P 2/m
@200 GPa

a = 3.987
P1 (1c) 0.00000 0.00000 0.50000
b = 2.939
S1 (2m) -0.25410 0.00000 -0.15118
c = 4.182
S2 (2n) -0.29452 0.50000 0.26008
α = 90°, β = 104.65°, γ = 90° H1 (1g) 0.50000 0.00000 0.50000
H2 (1h) 0.50000 0.50000 0.50000
H3 (2n) -0.15122 0.50000 -0.17745

PS2 H9 -C2/m
@200 GPa

a = 7.269
b = 2.821
c = 4.076
α = 90°, β = 105.73°, γ = 90°

P1 (2a) 0.00000 0.00000 0.00000
S1 (4i) -0.35992 0.00000 -0.17522
H1 (4i) -0.14853 0.00000 -0.29730
H2 (4i) -0.23938 0.00000 0.36754
H3 (4i) -0.05462 0.00000 0.48787
H4 (4i) 0.34595 0.00000 -0.35580
H5 (2d) 0.00000 0.50000 0.50000

For the atomic positions, the Wycoff sites are indicated in parentheses.

4.3.2

Vibrational modes of Ternary Px Sy Hz compounds

Shown in Fig. 4.24 are the calculated phonon band structure for the three ternary
compounds at 200 GPa which showcase very similar dispersion in the lower frequency regime,
up to ω ∼ 60 THz. For all three ternary compounds, the phonon modes within the frequency
range ω < 20 THz, are due to vibrations of S and P atoms. Within the frequency range of
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Figure 4.24: (Color online) Calculated phonon dispersion for a) PS4 H3 -P 2/m, b) PS4 H4 P 2/m and c) PS2 H9 -C2/m at 200 GPa. Symmetrically inequivalent hydrogen atoms and
hydrogen molecules are indicated to aid in vibrational mode analysis. Red spheres are
phosphorus, gold spheres are sulfur and small blue spheres are hydrogen.
20 THz < ω < 30 THz, the phonon modes are now all a combination of vibrations from
all three species, e.g. at ω ∼ 25 THz there is anti-symmetric motion of P S and H atoms.
Finally, at the higher frequency range, 30 THz < ω, the phonon modes are solely due to
vibrations of H atoms and can be partitioned based on the bond length between an H atom
and another species, see Fig. 4.24 for the symmetrically nonequivalent H atoms involved.
In particular, the high frequency modes at 200 GPa, ω ∼ 38 − 50 THz, in PS4 H3 -P 2/m and
PS4 H4 -P 2/m, are due to symmetric and anti-symmetric stretch modes of the atoms labeled
as H1 and H3 , which have a longer S-H bonds, ∼ 1.6 Å, than the S-H bond length for the
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atom labeled H2 which is ∼ 1.45 Å. For frequencies greater than 50 THz, the phonon modes
are a result of stretching modes of the atoms labeled H2 and have a significant amplitude,
e.g. for the highest frequency stretch mode at ω ∼ 60 THz the S-H bond oscillates between
∼ 1.45 Å and ∼ 0.90 Å. While the vibrational modes of P and S atoms in PS2 H9 − C2/m
are equivalent to those in PS4 H3 -P 2/m and PS4 H4 -P 2/m for the low frequency regime
ω < 30 THz, the direct bonding between P-H in this compound with a short bond length
leads to weakly dispersive vibrational modes at higher frequencies, ω ∼ 45 THz. In addition
to the P-H vibrations, several other weakly dispersive modes are present in the high frequency
regime of the phonon band structure of PS2 H9 − C2/m, shown in Fig. 4.24(c), which are a
result of the molecular vibrations coming from the layer of H−
2 molecules. In particular, the
symmetric and anti-symmetric stretching modes of the H−
2 molecules occur at ω ∼ 110 THz
and ω ∼ 115 THz respectively.
Based on the relatively large bond length, low bond order and charges of the bond
formed by S-H1,3 in the PS4 H3 -P 2/m and PS4 H4 -P 2/m compounds, the presence of H at
these lattice sites is not immediately, however they are crucial. In the case of PS4 H3 -P 2/m,
removal of the H1,3 atoms yields a compound which has negative formation enthalpy, ∆Hf =
−21 meV/atom, which is slightly higher in enthalpy than the parent compound. Although
thermodynamically metastable, the absence of the H1,3 atoms leads to a destabilization of the
low frequency lattice modes and the compound becomes dynamically unstable. Removing
long bonded H atoms in PS4 H4 -P 2/m results in the same stoichiometry just presented for
PS4 H3 -P 2/m. In the case of PS2 H9 − C2/m, removal of similarly long bonded H atoms
from the S-H pairs causes results in a positive formation enthalpy, ∆Hf = +37 meV/atom
and the structure becomes dynamically unstable. In addition to the long bonded H atoms,
PS2 H9 −C2/m contains a layer of H−
2 molecules, which upon removal results in a similar fate;
a positive formation enthalpy of ∆Hf = +43 meV/atom in addition to becoming dynamically
unstable. In all cases, it appears the presence of the H atoms is to accommodate the excess
electrons from the S atoms thus stabilizing the structure.
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Figure 4.25: Calculated electronic band structure and electronic density of states at 200 GPa
for a) PS4 H3 -P 2/m, b) PS4 H4 -P 2/m and c) PS2 H9 -C2/m.
The calculated electronic band structure and density of states (DOS) for the ternary
compounds PS4 H3 -P 2/m, PS4 H4 -P 2/m and PS2 H9 -C2/m at 200 GPa are presented in Fig.
4.25. From this figure, it is clear that all three compounds have a non-zero DOS at the Fermi
suggesting they are metallic. In addition, from the band structures, we see the metallicity in
the case of PS4 H3 -P 2/m, PS4 H4 -P 2/m is a result of partially filled conduction states, while
in the case of PS2 H9 -C2/m, the metallic character is a result of indirect overlap of the conduction and valence states which indicates it is a poor metal. Not shown in this figure is the
electronic structure of PS2 H3 -C2/m which is predicted to be insulating with an indirect band
gap of 0.6 eV. For all three ternary compounds, the DOS showcases a small dip at the Fermi
level, however the value for PS4 H3 -P 2/m and PS4 H4 -P 2/m is N (εF ) ∼ 0.12 states/eV/atom
which is similar to that found in H3 S−Im3̄m for which N (εF ) = 0.12 states/eV/atom. In
the case of PS2 H9 -C2/m, the DOS is relatively lower at N (εF ) ∼ 0.03 states/eV/atom which
is a result of its semi-metallic character.
All of the ternary compounds are determined to be dynamically stable based on the absence of imaginary frequencies at 100 GPa and 200 GPa. The stability of these structures
and the characterization of the vibrational modes as well as the impact of the weakly bonded
hydrogen atoms is discussed in detail in the previous section. At both pressures studied, the
low frequency vibrations originate from the sulfur and phosphorus atoms, while the high fre-
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of a superconducting state the Eliashberg spectral function, Eq. 2.3, is calculated and the relevant superconducting properties needed to calculate Tc are extracted, e.g. electron-phonon
coupling (EPC) strength λ and the average logarithmic phonon frequency ωlog The superconducting critical temperature can be obtained using the Allen-Dynes modified McMillan
equation [209]. Shown in Fig. 4.26(a) are the calculated values for Tc , λ and ωlog for the
ternary compounds and H3 S at 200 GPa. From these data, it is clear that H3 S−Im3̄m has
the highest Tc which is a result of the very strong electron-phonon coupling and large ωlog .
For PS4 H3 -P 2/m, PS4 H4 -P 2/m and PS2 H9 − C2/m λ is calculated to be 0.48, 0.95 and 1.14
respectively, which is relatively low compared to 2.05 for H3 S. The average phonon frequency,
ωlog is calculated to be 14.03 THz and 14.73 THz for PS4 H3 -P 2/m and PS4 H4 -P 2/m, respectively and ωlog = 19.3 THz for PS2 H9 − C2/m all of which are considerably lower than that
calculated for H3 S−Im3̄m for which ωlog = 28 THz, however this parameter is less influential
in defining Tc . In the case of the ternary compounds, the critical temperatures are calculated
to be 7.56 K, 43.52 K and 77.47 K for PS4 H3 -P 2/m and PS4 H4 -P 2/m and PS2 H9 − C2/m
at 200 GPa, respectively, see Fig. 4.26(a). Shown in Fig. 4.26(b) are the electron-phonon
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coupling integrals for the ternary compounds as well as H3 S−Im3̄m at 200 GPa. From these
relations, it is clear that the low frequency modes, i.e. modes due to P-S vibrations, have
a more significant influence on λ for the ternary compounds. For example, in the ternary
compounds there is little increase in λ(ω) for ω > 20 THz with the exception of PS4 H4 which
has another strong contribution to λ(ω) for ω ∼ 25 THz. In particular, the contribution to
λ(ω) for ω < 21 THz is 70% for PS4 H3 , ∼ 50% for PS4 H4 and 70% for PS2 H9 . This behavior
is in contrast to H3 S−Im3̄m which has a strongly increasing λ(ω) throughout the range of
frequencies which suggests vibrational modes involving hydrogen are more influential. Based
on these values, the trend is clear that λ is the more important parameter in defining the
critical temperature and in general, Tc is found to increase strongly with increasing λ.
Reducing the pressure to 100 GPa, the electron phonon coupling strength increases which
is a result of stronger low frequency modes at ω ∼ 20 THz as well as a large DOS at the Fermi
level; e.g. λ = 0.64 for PS4 H3 -P 2/m and λ = 1.49 for PS4 H4 -P m. At 100 GPa, the behavior
of high frequency modes is different between the two compounds, with a slight softening in
the case of PS4 H3 -P 2/m which reduces ωlog to 11.69 THz, while the high frequency modes
stiffen for PS4 H4 -P m which causes ωlog to increase to 17.53 THz. Based on the increase of the
superconducting properties for PS4 H4 -P m, the Tc is predicted to increase to 95.06 K. For the
case of PS4 H3 -P 2/m the critical temperature is also predicted to increase, Tc = 15.71 THz,
contrary to the decrease of ωlog which has a less significant influence than λ on the Tc within
the BCS formalism.

4.3.3

Conclusion

The high pressure ternary compound Px Sy Hz is systematically investigated under high
pressure conditions of 100 − 200 GPa. At 100 GPa, a rich set of binary and ternary compounds are found to be thermodynamically stable. Given the high pressure conditions of
the predicted structures, several thermodynamically metastable structures are also investigated. Of particular interest are three ternary compounds, PS4 H3 -P 2/m, PS4 H4 -P m and
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PS2 H9 − C2/m all of which are metallic and superconducting. Under hydrostatic compression to 200 GPa, all three ternary compounds become metastable with a heat of formation
which ought to be accessible to experiment. PS4 H4 experiences a slight structural distortion
of the crystal and has a change in space group symmetry from P m → P 2/m at 173.3 GPa,
while the other ternary compounds do not change symmetry. Of considerable interest is
PS4 H4 − P m which is predicted to have the highest critical temperature of the newly discovered compounds with Tc = 95.06 K at 100 GPa. The predicted stable and metastable
hydrogen rich ternary compounds showcase the value of investigating the compounds which
may be an intermediate step to the lowest enthalpy structures at a given pressure. Furthermore, our results demonstrate the interplay between electronic and vibrational degrees of
freedom and may suggest new features to identify when designing high temperature BCS
superconductors.
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5

Conclusion
Within this PhD research a powerful suite of atomistic simulation techniques such as first-

principles density functional theory (DFT), classical molecular dynamics and evolutionary
crystal structure prediction methods has been applied to uncover the emergent fundamental physical properties of novel 2D materials such as graphene, tin disulfide (SnS2 ) and tin
diselenide (SnSe2 ) and to search for new binary and ternary compounds exhibiting superconducting properties. The following important predictions important for guidance of future
experiments have been made:
1. Using sing first-principles density functional theory (DFT) we studied the layer dependent structural, electronic and vibrational properties of SnS2 and SnSe2 and found that
the bulk SnS2 and SnSe2 are both indirect band gap semiconductors with Eg = 2.18 eV
and 1.07 eV, respectively, and few-layer and mono-layer 2D systems also possess an indirect band gap, which is increased to 2.41 eV and 1.69 eV for single layers of SnS2 and
SnSe2 . The effective mass theory of 2D excitons, which takes into account the combined
effect of the anisotropy, non-local 2D screening and layer-dependent 3D screening, predicts strong excitonic effects. The binding energy of indirect excitons in monolayer
samples, Ex ∼ 0.9 eV, is substantially reduced to Ex = 0.14 eV in bulk SnS2 and
Ex = 0.09 eV in bulk SnSe2 . The layer-dependent Raman spectra display a strong
decrease of intensities of the Raman active A1g mode upon decreasing the number of
layers down to a monolayer, by a factor of 7 in the case of SnS2 and a factor of 20 in
the case of SnSe2 which can be used to identify number of layers in a 2D sample.
2. We further enhanced the effective mass theory of excitons, which allowed us to pre103

dict the binding energies of excitons in a large subset of the semiconducting layered
metal-dichalcogenides (LMDC). It was found that the 2D polarizability and atomic polarizability are found to be play a significant role in determining and ranking the exciton
binding energy. The influence of effective mass anisotropy is addressed by employing
a variational solution for the reduced effective mass of the exciton and demonstrates
a significant error in the predicted binding energy as compared to using an isotropic
reduced effective mass. A clear decreasing trend in the exciton binding energies with
increasing atomic polarizabilities of the chalcogen atoms is observed, while no such
correlation is found with respect to the metallic atoms. In particular, the exciton
binding energies are found to have a specific ordering based on the chalcogen species;
Ex (MTe2 )<Ex (MSe2 )<Ex (MS2 )<Ex (MO2 ), which can be attributed to the varying 2D
polarizabilty of the chalcogen atoms.
3. We investigated mechanical properties of bicrystalline and polycrystalline graphene
membranes by simulating nano-indentation of a circular membrane using classical
molecular dynamics and a novel Screened Environment-Dependent Reactive Bond Order (SED-REBO) potential. A novel algorithm is presented for generating large scale
realistic models of polycrystalline graphene to be used in atomistic simulations. Our
calculations demonstrate a clear dependence of the fracture force on the grain boundary angle. Specifically, the bicrystal structures with large angle grain boundaries have
strengths closer to that of pristine graphene when compared to grain boundaries with
formed by a small angle. Our calculations also demonstrate a similar trend for the
fracture force of a polycrystalline sample, i.e. those points with large angle brain
boundaries are stronger than those with small angles. The trends in breaking force
among the studied membranes are attributed to the amount of initial strain and stress
near the indenter.
4. We performed first-principles evolutionary crystal structure search of novel tin sulfide
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Snx Sy compounds and constructed the complete phase diagram while discovering new
phases as well as new compounds of varying stoichiometry at ambient conditions and
pressures up to 100 GPa. The ambient phase of SnS2 with P 3̄m1 symmetry remains
stable up to 28 GPa. Another ambient phase, SnS experiences a series of phase transformations: including α-SnS to β-SnS at 9 GPa, followed by β-SnS to γ-SnS at 40 GPa.
γ-SnS is a new high-pressure metallic phase with P m3̄m space group symmetry stable up to 100 GPa, which becomes a superconductor with a maximum Tc =9.74 K at
40 GPa. Another new metallic compound, Sn3 S4 with I 4̄3d space group symmetry, is
predicted to be stable at pressures above 15 GPa, which also becomes a superconductor
with relatively high Tc =21.9 K at 30 GPa.
5. We also employed first-principles evolutionary crystal structure prediction to investigate crystal structure, electronic and superconducting properties of the phosphorussulfur Px Sy binary compounds at ambient and high pressures. At ambient conditions,
there are no new thermodynamically stable compounds, however a new layered compound P2 S3 − P 63 cm is predicted to be dynamically stable and within 35 meV/atom
from the convex-hull. This new compound is semiconducting with an indirect band gap
of 2.5 eV. At high pressures, we found that P2 S−P 3̄m1, P3 S4 − I 4̄3d and PS2 − C2/m
are stable. These new compounds are metallic and predicted to be superconductors
with modest critical temperatures. P3 S4 − I 4̄3d has the highest critical temperature
with Tc = 36.74 K at 100 GPa.
6. We also performed a first-principles evolutionary crystal structure search within the
ternary system, Px Sy Hz , with the goal of discovering novel superconducting compounds
at pressures of 100 GPa and 200 GPa. Most of the newly discovered ternary compounds,
e.g. PS4 H−P 2/m , PS4 H4 −P m and PS2 H9 − C2/m are metallic and are predicted
to be superconducting at 100 GPa and 200 GPa. Within the set of superconducting
compounds, the combination of high vibrational frequency H modes and strong electron
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phonon coupling due to strong low frequency S/P modes yield high superconducting
critical temperatures in the range of 75 − 100 K.
This research demonstrated the power of computer simulations to gain insight into fundamental properties of novel materials and predict new compounds with emergent properties.
Such insight is very difficult or sometimes even impossible to obtain from experiment, thus
opening up an exciting opportunity of theoretical guidance of future experiments to focus
on the most interesting phenomena thus avoiding expensive and less productive trial and
error Edisonial approach. We hope our predictions will stimulate future experimental work
in the area of 2D and layered 3D materials and will open up new dimensions in exploring
high-pressure synthesis of novel superconducting materials.
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[34] M. Selig, G. Berghäuser, A. Raja, P. Nagler, C. Schüller, T. F. Heinz, T. Korn,
A. Chernikov, E. Malic, and A. Knorr, “Excitonic linewidth and coherence lifetime
in monolayer transition metal dichalcogenides,” Nature Communications, vol. 7, no. 1,
p. 13279, 2016.
[35] S. Latini, T. Olsen, and K. S. Thygesen, “Excitons in van der Waals heterostructures:
The important role of dielectric screening,” Phys. Rev. B, vol. 92, p. 245123, Dec. 2015.
[36] J. M. Gonzalez and I. I. Oleynik, “Layer-dependent properties of sns2 and snse2 twodimensional materials,” Phys. Rev. B, vol. 94, p. 125443, Sep 2016.
[37] Y. Cho and T. C. Berkelbach, “Environmentally sensitive theory of electronic and
optical transitions in atomically thin semiconductors,” Phys. Rev. B, vol. 97, p. 041409,
Jan 2018.
111

[38] X. Wang, A. M. Jones, K. L. Seyler, V. Tran, Y. Jia, H. Zhao, H. Wang, L. Yang, X. Xu,
and F. Xia, “Highly anisotropic and robust excitons in monolayer black phosphorus,”
Nat Nano, vol. 10, pp. 517–521, 06 2015.
[39] B. Zhu, X. Chen, and X. Cui, “Exciton binding energy of monolayer ws2,” vol. 5,
p. 9218, Mar 2015. Article.
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