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We propose a novel type of optomechanical coupling which enables a tripartite interaction between
a quantum emitter, an optical mode and a macroscopic mechanical oscillator. The interaction uses a
mechanism we term mode field coupling : mechanical displacement modifies the spatial distribution of
the optical mode field, which in turn modulates the atom-photon coupling rate. In properly designed
multimode optomechanical systems, we can achieve situations in which mode field coupling is the
only possible interaction pathway for the system. This enables, for example, swapping of a single
excitation between emitter and phonon, creation of nonclassical states of motion and mechanical
ground-state cooling in the bad-cavity regime. Importantly, the emitter-phonon coupling rate can
be enhanced through an optical drive field, allowing active control of strong atom-phonon coupling
for realistic experimental parameters.
Interfacing different quantum systems, such as atoms,
photons, and phonons, is a key requirement for quantum
information processing. The well-established framework
of cavity quantum electrodynamics (CQED) interfaces
photons — ideal for communication — to natural or artif-
ical atoms (quantum emitters, QEs), whose strong non-
linearities enable quantum processing. Mechanical res-
onators have recently come to the forefront due to their
large coherence times and their interaction with photons
in cavity optomechanical systems [1]. Moreover, the cre-
ation of nonclassical states in macroscopic mechanical
systems is appealing for fundamental studies of quan-
tum physics [2, 3]. In these contexts, establishing an ef-
ficient and controllable interaction between phonons and
QEs would be highly beneficial, as it would enable using
the QE nonlinearity for the creation and manipulation of
phononic quantum states [4].
Different approaches have been proposed to realize
such an interaction. First, a phonon can directly cou-
ple to a solid-state QE through mechanical strain [5–7].
Despite the large coupling rates obtainable in specific sys-
tems, this mechanism is difficult to engineer and to dy-
namically control. A second approach couples mechani-
cal modes dispersively to an optical cavity, which in turn
interacts with a QE [8–11]. Tripartite entanglement and
atom-assisted optomechanical cooling are predicted in so-
far elusive regimes when the optomechanical interaction
is nonlinear at the quantum level [8] or when the emitter-
field coupling rate approaches the emitter frequency [10].
Additionally, QE-phonon interaction occurs in molecules
and solids when the electronic and vibrational degrees of
freedom are coupled, leading to inelastic scattering pro-
cesses. Natural Raman transitions have been used to
transfer a photon’s quantum state to an optical phonon
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in diamond [12, 13], but the extremely high frequency
and large dissipation limit general application for quan-
tum processing.
FIG. 1. (color online). (a) Sketch of the proposed concept.
An optical cavity (yellow solid line) defines an electric field
(red pattern), which is initially (left part) zero at the QE po-
sition (green symbol). Upon displacement of the boundaries
(right part), the field seen by the QE becomes non-zero and
radiative transitions can occur. (b) Phonon-non-conserving
transitions achievable through MFC. A photon red-detuned
(blue-detuned) by ΩM with respect to the cavity stimulates
transitions from |g,m〉 to |e,m− 1〉 (|e,m+ 1〉). (c) Time
evolution dictated by the Hamiltonian in eq. 1, with the QE
excited at t = 0 and ωc = ωA − ΩM.
Here, we propose a novel optomechanical effect that
provides an explicit, engineerable, and optically con-
trollable interaction between a QE and a macroscopic
mechanical oscillator. The interaction arises from a
mechanically-induced modification of the spatial distri-
bution of the optical field (fig. 1a), which in turn mod-
ulates the QE-photon coupling rate. We term this in-
teraction mode field coupling (MFC). We show that in
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2simple multicavity optomechanical systems MFC is the
only possible interaction for the system, enabling, e.g.,
QE-phonon excitation swapping and mechanical ground-
state cooling in the bad-cavity regime. Importantly, the
interaction strength can be controlled and enhanced by
the optical field intensity, resulting in optically-controlled
emitter-phonon coherent manipulation. This coupling,
and the resulting Hamiltonian, share important traits
with Raman-like processes in trapped ions [14], which
has proven powerful in controlling the motional state of
single ions. MFC has however two distinct features: It
involves large-mass macroscopic resonators, and its rate
is nonetheless large enough to overcome the large deco-
herence typical of solid-state QEs.
Model. We consider a standard CQED setup, in which
a two-level QE couples to an optical cavity mode through
the Hamiltonian Hˆ = ωAσˆz/2 +ωcaˆ
†aˆ+g
(
aˆσˆ+ + aˆ
†σˆ−
)
,
where ωA (ωc) denotes the QE (optical mode) frequency,
aˆ is the photon annihilation operator, σˆ±,z are Pauli op-
erators describing the QE and ~ = 1. We initially neglect
any loss, focusing on conservative interactions. The QE-
field coupling rate g = −d · E0 is determined by the emit-
ter’s transition dipole moment d and the electric field
per photon E0 of the optical mode at the emitter po-
sition. Next, we consider a mechanical oscillator with
frequency ΩM and phonon annihilation operator bˆ. In
a standard dispersively coupled optomechanical system,
the resonator’s displacement xˆ = xzpf(bˆ+ bˆ
†) affects the
optical cavity frequency. This interaction is quantified by
the coupling rate g0 = −(∂ωc/∂x)xzpf , where xzpf is the
zero-point motion amplitude. Here we consider a fun-
damentally different situation, in which the mechanical
displacement induces a variation of the spatial distribu-
tion of the cavity field (fig. 1a), while ωc is negligibly
affected. As a direct consequence the emitter-cavity cou-
pling rate g becomes dependent on mechanical position.
Up to first order in xˆ, g(xˆ) = g(0) + γ(bˆ+ bˆ†), where we
defined the MFC coupling rate γ = (∂g/∂x)|x=0xzpf . In-
serting this expression in the Hamiltonian Hˆ leads to the
appearance of a tripartite interaction between the QE,
the optical field, and the mechanical resonator. In the
specific case that at mechanical equilibrium the field at
the emitter’s position vanishes (fig. 1a), g(0) = 0 and
the only possible interaction channel for the system is
the tripartite one. The interaction Hamiltonian reads
Hˆint = γ(bˆ+ bˆ
†)
(
aˆσˆ+ + aˆ
†σ−
)
, (1)
This Hamiltonian allows swapping the excitation be-
tween the three quantum systems under particular reso-
nant conditions. For ωc ≈ ωA + ΩM (ωc ≈ ωA−ΩM), the
dominant term is bˆ†σˆ+aˆ + h.c. (bˆσˆ+aˆ + h.c.), describing
phonon and QE excitation upon annihilation of a photon
(excitation of the QE due to photon and phonon annihi-
lation) and the reverse process. Depending on the photon
energy, therefore, the transitions |g,m〉 ↔ |e,m± 1〉 are
realized (fig. 1b), where e (g) denotes the QE excited
(ground) state, and m the phonon number. Figure 1c
shows the lossless time evolution described by eq. 1 for
ωc = ωA − ΩM, with only the QE excited at t = 0. The
excitation oscillates, at a frequency 2γ, between the QE
and the state formed by one photon and one phonon.
Next, we consider pumping the cavity with a large co-
herent field to an average photon number ncav, writing
the cavity field as aˆ =
√
ncav + δaˆ. Neglecting for now
the fluctuations δaˆ (valid for ncav  1), the Hamiltonian
reads
Hˆint = γ
√
ncav(bˆ+ bˆ
†) (σˆ+ + σ−) , (2)
which describes a coherent QE-phonon interaction, with
a coupling rate controlled by ncav. Thus, the optical
intensity can enhance the QE-phonon coupling and, in
particular, overcome system losses.
Creating large field variation. As the mode field is
the solution of an eigenvalue problem [15], we look for
a mechanical perturbation that induces strong changes
of the eigenvector without affecting the eigenvalue. Such
an effect is maximized for quasi-degenerate unperturbed
eigenvalues, which can be obtained by coupling two or
more cavities such that hybridized modes (‘supermodes’)
with well-defined symmetry are formed. Near a sym-
metry point, i.e., an anticrossing, an odd perturbation
breaks symmetry. This localizes the supermodes in one
of the cavities, resulting in a large variation of the local
mode field.
Indeed, we find an example of MFC (fig. 2a) in
two identical optical cavities coupled with rate J (a
membrane-in-the-middle setup [17, 18]). A mechanical
displacement that induces opposite detuning ±∆ to each
cavity affects the spatial distribution of the supermode
amplitudes, and thereby their coupling rate (g(±)) with
an emitter placed in one cavity (fig. 2c). For ∆/J  1
the supermode frequencies are constant (fig. 2b), i.e.,
dispersive coupling is absent. The MFC coupling rate γ
scales as J−1 (see supplemental information [16]): For
weakly interacting cavities (J → 0), small deviations
from the condition ∆ = 0 quickly lead to localization
of the supermodes into the individual cavities. In the
two-cavity system, however, the tripartite MFC interac-
tion competes with the Rabi emitter-photon interaction
as g(±)(0) 6= 0 (fig. 2c).
This direct QE-photon interaction can be suppressed
by introducing an additional optical cavity with identical
frequency (fig. 2d). The middle cavity (T), which con-
tains the QE, interacts with both lateral cavities with
rate J , leading to the formation of three supermodes aˆ+,
aˆ− and aˆ0 [19, 20]. The mode aˆ0 has opposite fields in
the lateral cavities and zero field in T (blue line in fig.
2d), and therefore does not interact with the QE. We
now consider a mechanical mode that detunes only the
frequencies of the lateral cavities by ±∆, while leaving
T unperturbed. This could be realized for example by
rigidly connecting the two membranes. More generally,
it can be obtained by dispersively coupling each opti-
cal cavity, at a rate g0, to a mechanical oscillator [16].
3FIG. 2. (color online). (a) Two identical cavities interact at a rate J through a partly transparent movable mirror. The
symmetric optical supermode is schematically depicted for the case of zero detuning (red line) and equal and opposite detuning
±∆ on the cavities (dashed black line). (b) Supermode frequencies versus ∆/J . (c) Coupling rates between a QE located
in the left cavity (L) and the two supermodes (normalized to the coupling strength g with the uncoupled mode in L) versus
∆/J . (d) Three-cavity system. The field of the supermode of interest, aˆ0, is shown as a blue line (black dashed line) for zero
(±∆) detuning between the lateral cavities. (e) Supermode frequencies in the three-cavity system. (f) Coupling rate between
a QE located in cavity T and the supermode aˆ0 (normalized to g). (g-i) Implementation based on three defect cavities in a
photonic crystal nanobeam. Vertical dashed lines mark the cavity positions. (g) Electric field (y-component) of aˆ0 at mechanical
equilibrium. (h) Displacement pattern of the selected mechanical mode. (i) Expected electric field of aˆ0 upon perturbation
induced by the mechanical mode (∆/J = 0.5). Additional details in [16].
If these three oscillators are coupled mechanically, one
resulting mechanical supermode has equal and opposite
dispersive interaction with the lateral cavities with a rate
±g0/
√
2, and zero interaction with T. The frequency of
aˆ0 is unaltered by such detuning (fig. 2e), while its field
in T assumes a finite value (fig. 2d, dashed line), which
translates in a large modulation of the coupling rate g(0)
between aˆ0 and the QE around the value g
(0) = 0 (fig.
2f). Therefore, the interaction between the emitter, the
mode aˆ0 and the selected mechanical mode will be de-
scribed by the Hamiltonian in eq. 1.
Figure 2(g-h) shows an implementation of this model
in a photonic crystal nanobeam. Cavities are defined by
local variations of the periodicity, which results in co-
localized and dispersively coupled optical and mechani-
cal resonances [21, 22]. Three defect cavities are placed
on the same nanobeam, leading to both optical and me-
chanical hybridization. Inter-cavity separation controls
the optical interaction rate J . The electric field of aˆ0
(fig. 2g) is zero in the central cavity when the mechani-
cal mode is at rest. Figure 2h shows the mechanical mode
that provides the required detuning on the lateral cavi-
ties. Upon mechanically-induced detuning of the lateral
cavities, the mode aˆ0 acquires a finite electric field in the
central cavity (fig. 2i).
Full model and numerical calculations. We now anal-
yse the three-cavity system in detail, and show that it be-
haves as predicted by the Hamiltonian in eq. 1. For sim-
plicity, we consider only one of the hybridized mechanical
supermodes, described by the operator bˆ, frequency ΩM
and dispersively coupled to the lateral cavities at a rate
±g0/
√
2. The validity of this approach is justified in [16].
In a frame rotating at ωc, the Hamiltonian is
Hˆ = −∆ˆaˆ†LaˆL + ∆ˆaˆ†RaˆR + ΩMbˆ†bˆ+
ωA − ωc
2
σˆz+
+ J
[
aˆ†T (aˆL + aˆR) + h.c.
]
+ g (aˆTσˆ+ + h.c.) ,
(3)
where we defined ∆ˆ = g0/
√
2(bˆ + bˆ†). The first two
terms describe the mechanically-induced detuning on the
lateral cavities. The second row describes optical mode
coupling and the Rabi interaction between emitter and
cavity T. Assuming a quasi-static approximation [18] for
the mechanical motion (valid for J  ΩM), we can treat
∆ˆ quasi-statically and diagonalize the optical part of the
Hamiltonian by introducing three optical supermodes,
aˆ± and aˆ0. Up to the first order in ∆ˆ/J , we obtain an
4interaction Hamiltonian
Hˆint = γ(bˆ+ bˆ
†) (aˆ0σˆ+ + h.c.) + g′ [(aˆ+ − aˆ−) σˆ+ + h.c.] .
(4)
The first term of eq. 4 shows the tripartite interaction
explicitly, with γ = gg0/(2J). The last term describes
a Rabi interaction between the emitter and the super-
modes aˆ± with coupling rate g′ = g/
√
2. A pure tripar-
tite interaction can therefore be obtained for large su-
permode separation (J  ΩM) and tripartite resonance
(ωA ≈ ωc±ΩM). Additionally, to let the emitter interact
with the supermodes (and not the uncoupled modes), we
require J  g. To verify that the predicted coherent
emitter-phonon interaction occurs in a realistic scenario,
we numerically solve [23] the master equation derived
from the full Hamiltonian in eq. 3. Out of the many
possible systems, we consider the structure of fig. 2(g-h)
made in diamond with a nitrogen vacancy (NV) center
as emitter. The simulated parameters for this system are
{ωc, ΩM, g, g0} = 2pi·{4.7·105, 14, 20, 0.004} GHz. We
consider the case ωA = ωc+ΩM and J = 18g, correspond-
ing to one period cavity separation [16]. The unitary
evolution of the system starting with the emitter excited
(fig. 3a) agrees perfectly with that of the MFC Hamil-
tonian (fig. 1c) and verifies the predicted QE-phonon
oscillation period pi/γ = 4.5 µs. This confirms that for
realistic choices of parameters purely tripartite interac-
tion is obtained in the three-cavity system. In order to
overcome losses, unavoidable in an experimental setting,
the coupling rate can be enhanced by selectively pump-
ing the supermode aˆ0 [16]. Figure 3b shows the evolution
of the same system as in fig. 3a, now with dissipations
introduced through Lindblad operators [16], with a cav-
ity decay rate κ/2pi = 1 GHz and a conservative emitter
decay rate Γ/2pi = 0.05 GHz (measured for NV centers in
photonic crystal structures [24]). In fact, much smaller
radiative decay rates are in principle expected here [16].
The mode aˆ0 is continuously pumped to a steady-state
population of ncav = 5 · 104, shown to be experimentally
feasible in diamond [22]. We note that the emitter is not
directly affected by the large optical intensity as the field
is zero at the emitter position. At t = 0 the QE is excited
and interacts with the mechanical mode with a coupling
rate γ
√
ncav. At t ≈ pi/2γ√ncav the pump is switched
off, suppressing the interaction and leaving the system
in a long-lived nonclassical state with phonon population
nb ≈ 0.8. The swapping fidelity can be made arbitrarily
close to one (fig. 3c) by reducing the QE decay rate (so
that Γ γ√ncav) and the optical losses κ of the super-
modes aˆ±, which introduce additional decay for the QE
due to the finite optical linewidth. This decay is negligi-
ble when κ  2g0J√ncav/g (vertical dashed-dotted line
in fig. 3c) [16]. The influence of ncav and QE dephasing
on the swapping fidelity is discussed in the supplemental
information [16].
The proposed QE-phonon interaction can also be used
to cool the mechanical resonator to its ground state. The
FIG. 3. (color online). Numerical calculations based on the
three-cavity Hamiltonian (eq.3, parameters in text). (a) Loss-
less evolution starting from an excited QE without optical
pumping. (b) As in (a) but assuming losses for the QE and
optical cavity. The mode aˆ0 is continuosly pumped until t ≈
8 ns, swapping the excitation from emitter to resonator and
creating a nonclassical motional state. (c) Fidelity of the QE-
phonon swapping versus Γ and κ for ncav = 5 · 104. The hori-
zontal dashed line indicates the condition Γ = γ
√
ncav, while
the vertical dashed-dotted line indicates κ = 2g0J
√
ncav/g.
(d) Cooling through MFC. Steady-state mean phonon num-
ber versus Γ and ncav for continuous optical pumping and
κ = 10ΩM.
cooling cycle is triggered by a red-detuned cavity photon
which excites the QE upon annihilation of a phonon. The
excitation is subsequently dissipated through the QE de-
cay. Differently from standard optomechanical cooling
[1], this mechanism can achieve ground state cooling in
the bad cavity regime (κ  ΩM), while the sideband
resolved regime is required only for the QE (Γ < ΩM).
Figure 3d shows the steady-state phonon population in
the three-cavity system as a function of Γ and ncav, for
κ = 10ΩM and for finite mechanical losses (ΓM/2pi = 50
kHz) and thermal phonon occupation (nth = 4). As ex-
pected, ground-state cooling is possible for Γ/ΩM . 1.
Phonon population lower than 0.1 can be achieved with
ncav . 103 and realistic QE decay rates. The phonon
population increase for large ncav is attributed to the on-
set of ultra-strong coupling, as γ
√
ncav approaches ΩM.
For small Γ, the QE total decay rate is dominated by the
additional emission into the supermodes aˆ± (which read
Γ± = g2κ/4J2 ≈ 0.11 · 2pi GHz [16]), which explains the
saturation of the phonon population for Γ/ΩM < 10
−2.
In conclusion, we have introduced a new kind
of emitter-photon-phonon interaction in hybrid-
optomechanical systems, based on mechanically-induced
variation of the electric field spatial pattern. The
coupling rate can be particularly strong in multicavity
systems with small coupling rate, as it scales inversely
with the coupling rate J . For large optical drives,
this mechanism leads to an emitter-phonon coherent
interaction whose coupling strength is controlled by the
optical intensity. Emitter-phonon excitation swapping
and mechanical ground-state cooling are possible with
5feasible experimental parameters. The proposed inter-
action strength is much larger than effects obtainable
in single-mode systems, which require the ultra-strong
coupling regime (g ≈ ωc) to have comparable rates
[9–11, 16]. Differently from strain-based methods [5–7],
the proposed coupling mechanism is not limited to a
specific choice of the solid-state emitter and material
system, and it could even be applied to atoms trapped
near a mechanical resonator [25–27]. Moreover, it
provides strong quantum nonlinearity without requir-
ing the single-photon strong optomechanical coupling
regime (g0  κ). In perspective, the optically controlled
coherent emitter-interaction introduced here paves the
way for, e.g., control of spontaneous phonon emission,
creation of nonclassical states of motion and phonon
lasing.
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6Supplementary Material
DENSITY MATRIX CALCULATIONS, NUMERICAL SETUP
The non-Hermitian evolution of the different systems considered in this work has been calculated
with a Master equation approach, in which the different dissipative channels are described by proper
Lindblad terms. For a given Hamiltonian Hˆ, we calculate the temporal evolution of the density
matrix ρ through the equation
˙ˆρ = − i
~
[
Hˆ, ρˆ
]
+
∑
i
κi
2
(
2aˆiρˆaˆ
†
i −
{
aˆ†i aˆi, ρˆ
})
+
ΓM(nth + 1)
2
(
2bˆρˆbˆ† −
{
bˆ†bˆ, ρˆ
})
+
+
ΓMnth
2
(
2bˆ†ρˆbˆ−
{
bˆbˆ†, ρˆ
})
+
Γ
2
(2σˆ−ρˆσˆ+ − {σˆ+σ−, ρˆ}) + Γ
∗
2
(σˆzρˆσˆz − ρˆ)
(S5)
where the sum refers to all the optical cavities considered, κi is decay rate of the i-th cavity, ΓM is
the decay rate of the mechanical mode, nth is the average phonon number of the external bath, and Γ
and Γ∗ are the decay rate and pure dephasing rate of the emitter, respectively. The brackets [,] and
{,} indicate commutation and anti-commutation of the operators, respectively. The master equation
has been solved numerically with the opensource Python framework QuTIP [1]. For the numerical
calculations, the dimensions of the Fock spaces of the optical cavities and mechanical resonator
need to be truncated. For the calculations of the emitter-phonon swapping, the Fock spaces of the
mechanical oscillator and optical cavities all have dimensions of 2. We verified that no appreciable
numerical differences arise for larger Fock spaces dimensions. For the cooling calculations, the Fock
space of the mechanical resonator has a dimension of 15, to ensure that a thermal state with nth = 4
can be properly described.
DERIVATION OF THE MODE FIELD COUPLING FOR THE TWO-CAVITY SYSTEM
The general model describing mode field coupling in a two-cavity system is schematically depicted
in fig. S4. We consider two identical optomechanical systems, denoted left (L) and right (R), each
composed of an optical cavity with frequency ωc and a mechanical resonator with frequency ΩM. In
each system, the cavity and the resonator are dispersively coupled at a rate g0. We describe the
fields in the two optical cavities with the annihilation operators aˆL and aˆR, and the two mechanical
resonators with annihilation operators bˆL and bˆR. The two optical cavities are coupled with a rate
J , while the two mechanical resonators are coupled with a rate JM. Finally, a two-level emitter is
placed in the left cavity, and interacts with the field aˆL with a coupling rate g.
The full Hamiltonian reads
Hˆ =
[
ωc − g0
(
bˆ†L + bˆL
)]
aˆ†LaˆL +
[
ωc − g0
(
bˆ†R + bˆR
)]
aˆ†RaˆR + ΩM
(
bˆ†LbˆL + bˆ
†
RbˆR
)
+
ωA
2
σˆz+
+ J
(
aˆ†RaˆL + h.c.
)
+ JM
(
bˆ†RbˆL + h.c.
)
+ g (σˆ+aˆL + h.c.) .
(S6)
We now introduce mechanical supermodes bˆ± = 1√2
(
bˆL ± bˆR
)
. Substituting these in the Hamilto-
nian, we obtain
Hˆ =
[
ωc − g0√
2
(xˆ+ + xˆ−)
]
aˆ†LaˆL +
[
ωc − g0√
2
(xˆ+ − xˆ−)
]
aˆ†RaˆR+
+ (ΩM + JM) bˆ
†
+bˆ+ + (ΩM − JM) bˆ†−bˆ− +
ωA
2
σˆz+
+ J
(
aˆ†RaˆL + h.c.
)
+ g (σˆ+aˆL + h.c.) ,
(S7)
7FIG. S4. Schematic of the two-cavity system. Two identical optical cavities (each denoted by a couple of red mirrors) interact
with each other at a rate J . Each cavity is dispersively coupled to a separate mechanical resonator with an optomechanical
coupling rate g0. The resonators are identical and have frequency ΩM. The two mechanical resonators are additionally coupled
to each other at a rate JM. An emitter is placed in the left optical cavity and interacts with one of its optical modes with a
coupling rate g.
where we have defined the dimensionless position operators of the mechanical supermodes xˆ± =
bˆ†± + bˆ±. The mechanical mode bˆ− interacts dispersively with the modes aˆR and aˆL with equal and
opposite coupling rate ±g0/
√
2. In the following, we will neglect the presence of the other mechanical
supermode, bˆ+. For simplicity, we replace bˆ− → bˆ and (ΩM − JM) → ΩM. We moreover define the
operator ∆ˆ =
g0√
2
(
bˆ† + bˆ
)
. The new Hamiltonian reads
Hˆ =− ∆ˆaˆ†LaˆL + ∆ˆaˆ†RaˆR + ΩMbˆ†bˆ+
ωA − ωc
2
σˆz+
+ J
(
aˆ†RaˆL + h.c.
)
+ g (σˆ+aˆL + h.c.) ,
(S8)
where we also performed a unitary transformation Hˆ → Uˆ(t)HˆUˆ †(t) − iUˆ(t)∂Uˆ(t)
†
∂t
, with Uˆ(t) =
exp
[
−iωct
(
aˆ†LaˆL + +aˆ
†
RaˆR + σˆ+σˆ−
)]
. Assuming a quasi-static approximation for ∆ˆ, valid in the
limit J  ΩM, we can diagonalize the optical part of the Hamiltonian [2]. The optical supermodes
are defined by
aˆ+ = αaˆL + βaˆR, aˆ− = βaˆL − αaˆR, (S9)
where α and β are operators defined by
α =
√
∆ˆ2 + J2 + ∆ˆ√(√
∆ˆ2 + J2 + ∆ˆ
)2
+ J2
, β =
J√(√
∆ˆ2 + J2 + ∆ˆ
)2
+ J2
. (S10)
In the supermode basis, the Hamiltonian is
Hˆ =
(
ωc +
√
J2 + ∆ˆ2
)
aˆ†+aˆ+ +
(
ωc −
√
J2 + ∆ˆ2
)
aˆ†−aˆ− + ωA
σˆz
2
+ ΩMbˆ
†bˆ+
+ gβ (σˆ+aˆ− + h.c.) .
(S11)
8Up to the first order in ∆ˆ/J , α and β read
α =
1√
2
(
1 +
∆ˆ
2J
)
+O
(
∆ˆ
J
)2
, β =
1√
2
(
1− ∆ˆ
2J
)
+O
(
∆ˆ
J
)2
. (S12)
By inserting these expansions in the Hamiltonian in eq. S11, and expressing again ∆ˆ as a function
of bˆ and bˆ†, we get
Hˆ =
(
ωc +
√
J2 + ∆ˆ2
)
aˆ†+aˆ+ +
(
ωc −
√
J2 + ∆ˆ2
)
aˆ†−aˆ− + ωA
σˆz
2
+ ΩMbˆ
†bˆ+
+
g√
2
(σˆ+aˆ+ + h.c.) +
g√
2
(σˆ+aˆ− + h.c.) +
+
gg0
4J
(
bˆ† + bˆ
)
(σˆ+aˆ+ + h.c.)− gg0
4J
(
bˆ† + bˆ
)
(σˆ+aˆ− + h.c.) .
(S13)
The second row describes the Rabi interaction of the emitter with the two optical supermodes, with
a coupling rate g/
√
2. As mentioned in the main text, in the two-cavity system this interaction is
unavoidable and is due to the fact that both optical supermodes have nonzero field in both cavities
for all finite detunings. The third row describes the tripartite interaction between the emitter, the
phonon and the optical supermodes.
DERIVATION OF THE MODE FIELD COUPLING FOR THE THREE-CAVITY SYSTEM
The model for the three-cavity case is schematically depicted in fig. S5. The three identical
optical cavities, denoted left (L), target (T) and right (R) are dispersively coupled at a rate g0 with
a separate mechanical resonator, in similar fasion as in the previous section. The three mechanical
resonators are assumed identical and with frequency ΩM. We describe the three optical cavities with
the annihilation operators aˆL, aˆT and aˆR, and the three resonators with annihilation operators bˆL, bˆT
and bˆR. The optical cavity T is coupled to the cavities L and R with a rate J , while the mechanical
resonator bˆT is coupled with a rate JM to the resonators bˆR and bˆL. Finally, a two-level emitter is
placed in the target cavity, and interacts with the field aˆT with a coupling rate g.
The full Hamiltonian reads
Hˆ =
[
ωc − g0
(
bˆ†L + bˆL
)]
aˆ†LaˆL +
[
ωc − g0
(
bˆ†T + bˆT
)]
aˆ†TaˆT +
[
ωc − g0
(
bˆ†R + bˆR
)]
aˆ†RaˆR+
+ ΩM
(
bˆ†LbˆL + bˆ
†
TbˆT + bˆ
†
RbˆR
)
+
ωA
2
σˆz+
+ J
[
aˆ†T (aˆR + aˆL) + h.c.
]
+ JM
[
bˆ†T
(
bˆR + bˆL
)
+ h.c.
]
+ g (σˆ+aˆT + h.c.) .
(S14)
The mechanical part of this Hamiltonian can be diagonalized by introducing the modes
bˆ0 =
1√
2
(
bˆL − bˆR
)
,
bˆ+ =
1√
2
bˆT +
1
2
(
bˆR + bˆL
)
,
bˆ− = − 1√
2
bˆT +
1
2
(
bˆR + bˆL
)
.
(S15)
9FIG. S5. Schematic of the three-cavity system. Three identical optical cavities (each denoted by a couple of blue mirrors) are
arranged such that the central one interacts with the two lateral ones with a rate J . Each cavity is dispersively coupled to a
separate resonator with an optomechanical coupling rate g0. The resonators are identical and have frequency ΩM. The central
mechanical resonator is additionally coupled to the other two mechanical resonators with a rate JM. An emitter is placed in
the central optical cavity and interacts with its optical mode with a coupling rate g.
The transformed Hamiltonian reads
Hˆ =ωc
(
aˆ†LaˆL + aˆ
†
TaˆT + aˆ
†
RaˆR
)
+ ΩMbˆ
†
0bˆ0 +
(
ΩM +
√
2JM
)
bˆ†+bˆ+ +
(
ΩM −
√
2JM
)
bˆ†−bˆ− +
ωA
2
σˆz+
+
g0√
2
xˆ0
(
aˆ†RaˆR − aˆ†LaˆL
)
+
g0
2
(xˆ+ − xˆ−)
(
aˆ†LaˆL + aˆ
†
RaˆR
)
− g0
2
(xˆ+ − xˆ−) aˆ†TaˆT+
+ J
[
aˆ†T (aˆR + aˆL) + h.c.
]
+ g (σˆ+aˆT + h.c.) ,
(S16)
where we have defined the dimensionless position operators of the mechanical supermodes xˆ± =
bˆ†± + bˆ± and xˆ0 = bˆ
†
0 + bˆ0. We now focus only on the mechanical mode bˆ0 with the assump-
tion that, under resonant conditions, the terms involving the other mechanical modes are negli-
gible (this assumption is numerically verified in section ). For simplicity, we redefine bˆ0 → bˆ.
Moreover, we perform a unitary transformation Hˆ → Uˆ(t)HˆUˆ †(t) − iUˆ(t)∂Uˆ(t)
†
∂t
, with Uˆ(t) =
exp
[
−iωct
(
aˆ†LaˆL + aˆ
†
TaˆT + aˆ
†
RaˆR + σˆ+σˆ−
)]
. The new Hamiltonian reads
Hˆ =− ∆ˆaˆ†LaˆL + ∆ˆaˆ†RaˆR + ΩMbˆ†bˆ+ +
ωA − ωc
2
σˆz+
+ J
[
aˆ†T (aˆR + aˆL) + h.c.
]
+ g (σˆ+aˆT + h.c.) ,
(S17)
where we defined ∆ˆ = g0xˆ0/
√
2. We note that the selected mechanical mode has equal and opposite
dispersive coupling with the optical cavities L and R, at a rate ±g0/
√
2, while it does not affect the
optical cavity T. We again assume a quasi-static approximation for ∆ˆ, valid in the limit J  ΩM,
to diagonalize the optical part of the Hamiltonian [2]. The three optical supermodes are defined in
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this case by
aˆ0 = −aˆL + βaˆT + aˆR,
aˆ+ = ηaˆL − aˆT + µaˆR,
aˆ− = µaˆL + aˆT + ηaˆR,
(S18)
where , β, µ and η are operators. In particular,
 =
1√
2 +
(
∆ˆ/J
)2 , β = ∆ˆ/J√
2 +
(
∆ˆ/J
)2 . (S19)
The functions η and µ satisfy η(∆ˆ, J) = µ(−∆ˆ, J). Their expressions are more complicated and not
reported here, as they are not needed in the following. The Hamiltonian in the supermode basis
reads
Hˆ =
√
2J2 + ∆ˆ2
(
aˆ†+aˆ+ − aˆ†−aˆ−
)
+ ΩMbˆ
†bˆ+ +
ωA − ωc
2
σˆz+
+ gβ (σˆ+aˆ0 + h.c.) + g [σˆ+ (aˆ+ − aˆ−) + h.c.] .
(S20)
Up to the first order in ∆ˆ/J , β and  read
β =
1√
2
∆ˆ
J
+O
(
∆ˆ
J
)3
,  =
1√
2
+O
(
∆ˆ
J
)2
. (S21)
By inserting these expansions in the Hamiltonian in eq. S20, and expressing again ∆ˆ as a function
of bˆ and bˆ†, we get
Hˆ =
√
2J2 + ∆ˆ2
(
aˆ†+aˆ+ − aˆ†−aˆ−
)
+ ΩMbˆ
†bˆ+ +
ωA − ωc
2
σˆz+
+
gg0
2J
(
bˆ† + bˆ
)
(σˆ+aˆ0 + h.c.) +
g√
2
[σˆ+ (aˆ+ − aˆ−) + h.c.] .
(S22)
The first term of the second row describes the mode field coupling between the emitter, the phonon
and the mode aˆ0, with a coupling rate γ =
gg0
2J
. The second term of the second row describes a
Rabi interaction between the emitter and the other two optical supermodes. As confirmed by the
numerical simulations based on the full Hamiltonian in eq. S17 (see main text), the effect of these
terms is negligible when the spectral separation between the supermodes is much larger than the
mechanical frequency (
√
2J  ΩM). However, for finite optical linewidths (κ), the presence of the
modes aˆ± will introduce additional decay channels for the QE, as explained below.
EMITTER DECAY RATE IN THE THREE-CAVITY SYSTEM
As mentioned in the main text, for the calculation in fig. 3b we assume a conservative value of
Γ/2pi = 0.05 GHz for the rate of the emitter decay into the leaky modes (i.e., all the optical modes
different from the three supermodes of the system). This value corresponds to the one measured for
an NV center placed in a single defect cavity (similar to the one used here to realize a three-cavity
system) and out of resonance with the optical mode [3]. However, significantly smaller radiative
decay rates could in principle occur in the proposed structure, as we explain in the following. To
evaluate the expected decay rate, we perform finite element method calculations (COMSOL) of the
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power emitted by an electric dipole (fig. S6) placed in either the target (blue line) or the left cavity
(green line) of the structure considered in the main text. We then normalize the calculated powers
by the power emitted by the same dipole in bulk diamond. In this way we obtain a prediction for
the radiative decay rate of a QE (with the same position and polarization of the dipole) normalized
to the radiative decay rate of the same QE in bulk. In agreement with the spatial patterns of the
optical supermodes (see also sec. of this S.I.), a dipole placed in the lateral cavity can feed all the
three optical supermodes, while one that is located in the target cavity does not emit into the mode
aˆ0. In particular, the calculation shows that the radiative decay rate of a QE placed in the cavity T
is reduced by almost a factor 103 with respect to the decay rate in bulk. As the measured lifetime of
an NV center in bulk is about 12 ns [4], a radiative decay rate of the order of Γ/2pi = 0.1 MHz is in
principle expected for the same emitter placed in the target cavity. We also note that the emission
of a dipole in the target cavity is dominated by the coupling with the nonresonant coupled modes
for the chosen set of parameters (see sec. ), while the emission into leaky modes is expected to be
even smaller. We therefore conclude that the assumed value of 50 MHz is indeed a conservative,
upper estimate of the QE decay rate.
FIG. S6. Calculated power emitted by a dipole placed in the target (blue line) and left (green line) cavity of the three-cavity
diamond structure discussed in the main text and in sec. of this SI. The powers (PCav) are normalized by the power emitted
in bulk diamond (PBulk).
ADDITIONAL RADIATIVE LOSSES INTRODUCED BY THE SUPERMODES aˆ+ AND aˆ−
As shown in the main text, for a proper parameter choice the Hamiltonian of the three-cavity
system provides a tripartite interaction between the supermode aˆ0, the QE and the mechanical mode.
The interaction between the QE and the modes aˆ± is suppressed for large supermode separation
(
√
2J  ΩM). However, these optical modes are still coupled with the emitter (since their fields at
the emitter position is not zero), as shown in fig. S6. For large optical losses κ > g, the supermodes
aˆ± are weakly coupled to the QE and therefore they introduce additional decay channels (denoted
Γ(±)). These additional decay channels become relevant when the other radiative decay channel (Γ)
is small and the optical linewidth is significant. This effect is important in understanding some of
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the features shown in the main text about the swapping fidelity and the ground-state cooling (see
fig. 3(c-d) and accompanying discussion in the main text). Γ(±) can be calculated as follows. If
an optical mode with losses κ is resonant with a QE and coupled with it at a rate g′ < κ, the QE
decays into the optical mode at a rate 4g′2/κ . In the presence of a large spectral detuning δ  κ,
the decay rate is modified into
4g′2
κ
· κ
2/4
δ2 + κ2/4
≈ g
′2κ
δ2
[5]. In our case, δ =
√
2J and we replace
g′ = g/
√
2, consistently with the notation in the main text where g is the coupling between the QE
and the uncoupled cavity. Therefore,
Γ(±) =
g2κ
4J2
. (S23)
With respect to the QE-phonon swapping this additional decay channel is negligible when Γ(±) 
γ
√
ncav ⇒ κ  2Jg0√ncav/g, which corresponds to the vertical dashed-dotted line in fig. 3c of the
main text.
SELECTIVE PUMPING OF THE OPTICAL MODE OF INTEREST IN THE THREE-CAVITY SYSTEM
In the three-cavity system the mode field coupling is due to a particular optical supermode (aˆ0),
which, when the system is not perturbed by the mechanical displacement, features zero electric field
in the central cavity and equal and opposite field amplitudes in the lateral cavities (see the first
of eqs. S18 for ∆ = 0). In order to enhance the mode field coupling it is therefore necessary to
selectively pump this mode, without feeding the other two optical supermodes. This is possible
by pumping the two lateral cavities at a frequency ωc with equal field amplitude E and opposite
phases: excitation of modes aˆ± is then symmetry-forbidden. Focusing only on the optical part of
the Hamiltonian, we have
Hˆopt = J
[
aˆ†T (aˆR + aˆL) + h.c.
]
+ E
(
aˆ†R − aˆ†L + h.c.
)
, (S24)
where we switched to a frame rotating at frequency ωc. By writing the equations of motion for the
three cavity field amplitudes, and assuming equal cavity losses κ, we can calculate the steady state
population under this pumping scheme, namely a¯R = −a¯L = 2E/κ and a¯T = 0. By comparing these
results with eqs. S18 for ∆ = 0, we see that only the mode aˆ0 is fed, while the population of the
other two modes remains strictly zero. Interestingly, in the limit of validity of the coupled mode
theory, this result (i.e. the zero population of the supermodes aˆ+ and aˆ−) is independent of κ.
THREE-CAVITY SYSTEM HAMILTONIAN AT LARGE DRIVING
In the previous section we explained how the mode aˆ0 can be selectively pumped. However, solving
a full quantum model (eq. S17) with a large pumping of the optical cavities is computationally
extremely challenging, because of the large Fock space dimensions required. We therefore solve a
transformed version of the Hamiltonian in eq. S17, obtained through a displacement of the cavity
operators. That is, we replace the operators by the sum of a steady-state amplitude and a fluctuating
operator, i.e. aˆi = a¯i + δaˆi, where i = L,R,T. The transformed Hamiltonian reads
Hˆlin =− ∆ˆδaˆ†LδaˆL + ∆ˆδaˆ†RδaˆR + ΩMbˆ†bˆ+
ωA − ωc
2
σˆz + J
(
δaˆ†T δaˆL + h.c.+ δaˆ
†
T δaˆR + h.c.
)
+
+ g (δaˆTσˆ+ + h.c.) +
g0√
2
√
ncav
2
(
bˆ† + bˆ
) [(
δaˆ†L + δaˆL
)
+
(
δaˆ†R + δaˆR
)]
(S25)
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where we defined
√
ncav =
√
2|a¯R| =
√
2|a¯L| and we have used the fact that, with the pumping
scheme described in the previous section, a¯R = −a¯L and a¯T = 0. We note that this Hamiltonian
is still equivalent to the original one, since no terms have been neglected. The Hamiltonian has
been solved numerically (with the method discussed in sec. ) by either setting ncav = 0 (for the
case in which the mode aˆ0 is not externally pumped) or setting a fixed value of ncav (continuous
optical pumping of the system). To address the case of a square-pulse excitation, we first calculate
the time evolution of the (classical) cavity fields amplitudes upon the external pumping described
above, neglecting the presence of the QE and the mechanical mode. From the amplitudes a¯R(t)
and a¯L(t), we calculate the population of the mode aˆ0 (ncav(t)), which is used as a time-dependent
parameter in solving the Hamiltonian in eq. S25.
INFLUENCE OF CAVITY POPULATION AND DEPHASING ON THE QE-PHONON SWAPPING
FIDELITY
FIG. S7. (a) Fidelity of the emitter-phonon swapping versus the emitter decay rate Γ and the population of the mode aˆ0.
The dashed black line indicates the condition Γ/γ =
√
ncav. (b) Fidelity of the emitter-phonon swapping versus the emitter
decay rate Γ and the emitter pure dephasing rate Γ∗. The horizontal and vertical dashed black line indicate the conditions
Γ/γ =
√
ncav and Γ
∗/γ =
√
ncav, respectively.
As mentioned in the main text, the mode field coupling rate can be enhanced by increasing the
population of the mode aˆ0. This is beneficial for, e.g., the emitter-phonon swapping fidelity. The
colormap in fig. S7a shows the swapping fidelity (calculated with the linearized Hamiltonian of the
three-cavity system, eq. S25) versus the emitter decay rate Γ and the population of the mode aˆ0. All
the other parameters are the same as in the main text. As expected, near-unity fidelity is obtained
when γ
√
ncav > Γ.
Due to the coherent nature of the MFC, pure dephasing of the QE is expected to further decrease
the swapping fidelity. As shown in fig. S7b, the QE decay Γ and pure dephasing rates Γ∗ play a
similar role in determining the swapping fidelity, and Γ∗  γ√ncav is required as well to achieve
large fidelity. We note that for the system considered for the calculations shown in this work (NV
centers in diamond), the pure dephasing rate is typically of the same order of magnitude of the decay
rate in bulk [6].
ROLE OF THE OTHER TWO MECHANICAL SUPERMODES
In the main text, and in the previous sections of this supplemental information, we assumed that,
once the mechanical modes are hybridized, only the mechanical supermode of interest is relevant for
the system dynamics. To verify this assumption, we perform additional numerical calculations based
on the Hamiltonian in eq. S14, i.e. by considering explicitly the three mechanical uncoupled modes.
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FIG. S8. Numerical calculation of the full Hamiltonian in eq. S14, i.e. considering all mechanical modes. The parameters
of the system are the same as in fig. 3a of the main text. (a-b) Vacuum oscillations of the system (i.e. the optical cavities
are not pumped). (a) The mechanical modes bˆL and bˆR are equally populated (blue solid and blue dotted lines) and reach a
maximum occupation probability of 0.5, while the mechanical mode bˆT is not populated (cyan solid line). (b) When switching
to the supermode basis (through eqs. S15), the mode bˆ0 behaves exactly as shown in previous calculations in which the other
supermodes were neglected. (c-d) Same as in panels (a-b) but with an external pumping of the optical cavities, such that the
optical supermode aˆ0 contains n = 5 · 104 photons.
We use the same parameters as in the main text, and JM/(2pi) = 50 MHz. Initially, we assume no
mechanical losses (ΓM = 0). After calculating the time evolution of the modes bˆL, bˆR and bˆT, we
derive the time evolution of the three mechanical supermodes based on eqs. S15. As shown in fig. S8,
both in the unpumped and the pumped case the dynamics of the mechanical mode bˆ0 matches that
found previously, where the other mechanical modes were neglected. The population of the other
two mechanical supermodes (bˆ+ and bˆ−) is always zero (not shown in these plots). This is due to
the fact that the other two mechanical supermodes interact with the optical cavities in a way which
does not lead to any tripartite interaction (see eq. S16), and their presence is therefore negligible for
proper choice of frequencies. Indeed, we also verified (fig. S9a) that the swapping fidelity does not
depend on the mechanical interaction JM even for large mechanical losses ΓM  JM. Decrease of
the fidelity is only observed if the mechanical losses become larger than γ
√
ncav. The fact that the
the presence of the other two mechanical supermodes can be completely neglected is also confirmed
by fig. S9b: here, we compare the swapping fidelity versus ΓM for the case of a three-cavity system
(i.e. a horizontal cut of panel a) with the same graph calculated for a system composed by one
optical cavity and one mechanical resonator, where the MFC is introduced ad-hoc (eq. 2 of the main
text). The identical behaviours indicate that a large ΓM introduces only additional losses but does
not make the system interact with the other mechanical supermodes. The small deviation in the
fidelity for ΓM/(γ
√
ncav) < 1 is due to the additional losses present in the three-cavity system due
to the optical modes aˆ±.
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FIG. S9. (a) QE-phonon swapping fidelity versus the mechanical interaction JM and the mechanical losses ΓM. All the other
parameters are the same as in the main text and the QE losses have been neglected. The system is pumped with ncav = 5 ·104.
The dashed-dotted vertical line indicates the condition ΓM = γ
√
ncav. (b) Horizontal cut of panel (a) for the lowest value of JM
(solid blue line) compared with the fidelity calculated for the same mechanical losses but in the MFC model with one cavity
and one resonator (green dashed line), see eq. 2 of main text.
DESIGN OF THE PROPOSED STRUCTURE
The structure proposed in the main text is composed of three in-line defect cavities in a photonic
crystal diamond nanobeam. Simulations have been performed with a finite element method commer-
cial software (COMSOL). We first designed the single cavity structure (fig. S10a), which is realized
by quadratically tapering the lattice constant across 9 lattice periods, from the unperturbed value of
a = 225 nm to the central value of a′ = 0.8a = 180 nm. The design is inspired by the one proposed
recently by Lee et al.[3]. The holes have elliptical shape, with semiaxes equal to ax = 0.32a and
ay = 0.55a. The width of the nanobeam (along the y-direction) is w = 400 nm, and the thickness is
200 nm. This structure supports an optical mode with frequency ωc/2pi = 475 THz and Q ≈ 3 · 105
(fig. S10a, top panel), and a co-localized mechanical mode with frequency ΩM/2pi = 14 GHz (fig.
S10a, bottom panel). The dispersive optomechanical coupling between the optical and mechanical
modes has been calculated by evaluating the moving-boundary and photoelastic contribution sepa-
rately (as discussed in ref. 7) and amounts to g0/2pi ≈ 4 MHz. We notice that we did not perform
any systematic optimization on our design, and therefore the optical Q factor and optomechanical
coupling rate could be further increased by carefully optimizing the design parameters (e.g., by
tapering also the holes’ semiaxes) as discussed by other authors [7].
After having chosen a design for the single cavity, we considered three identical defect cavities
on the same nanobeam, separated by an equal distance d, defined as the number of unperturbed
periods between two adjacent cavities. For each distance d, we calculated the optical and mechanical
supermodes. Figure S10b shows the Ey field component for the three optical supermodes. Note that
the optical mode of interest, aˆ0, has no field in the central cavity, differently from the other two
modes. The modes aˆ+ and aˆ− differ in the relative sign between the field in the lateral cavities
and the field in the central cavity, as expected from the results of the coupled-mode theory (eq.
S18). Figure S10c shows the displacement pattern of three mechanical supermodes. Similarly to the
optical case, the mechanical supermodes bˆ+ and bˆ− have opposing oscillation phase in the central
and the lateral cavities. Figure S10d shows the frequencies of the three optical supermodes versus
the cavity separation d. The frequency of the mode aˆ0 is expected to be independent of the cavity
interaction J (and therefore the cavity distances). The small frequency deviations observed can be
due to either the finite mesh size (which makes the cavities slightly different from each other) or to
the breakdown of the coupled-mode theory for very short cavity distances. We notice that this does
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FIG. S10. Numerical investigation of the proposed structure (see text for details). (a) Electric field pattern (top) and mechanical
displacement pattern (bottom) of the colocalized optical and mechanical mode for a single cavity. The y-component of the
electric field is shown. The mode frequencies and the optical losses are indicated in the figure. (b-c) Three identical cavities
on a nanobeam, separated by 2 periods. The position of the three cavities is marked by the vertical grey dashed lines. (b)
Electric field pattern of the three optical supermodes when the mechanical mode is at rest. (c) Displacement pattern of the
three mechanical supermodes. (d) Frequencies of the three optical supermodes as a function of the cavities separation (i.e.
number of periods). (e) Values of the optical interaction J (extrapolated from the plot in panel (d), see text) versus the cavity
separation.
not affect our theoretical model, since the mechanical movement does not change the rate J . In fig.
S10e we show the estimated optical interaction rate J as a function of the inter-cavity distance. For
each distance d, J has been estimated by the formula |ω+ − ω−| = 2
√
2J .
In fig. 2I of the main text we show the expected pattern of the mode aˆ0 for the case in which
the system is mechanically perturbed, such that the lateral cavities are detuned by ∆/J = 0.5. The
shown electric field pattern has been calculated analytically from the formula
E0,∆(x, y) = C0(∆)E0(x, y) + C+(∆)E+(x, y) + C−(∆)E−(x, y), (S26)
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where Ei(x, y), with i = {0,+,−}, are the electric field patterns of the supermodes when the
mechanical mode is at rest (fig. S10b), and the coefficients Ci(∆) are calculated analytical from the
coupled mode theory.
TRIPARTITE INTERACTION IN A FABRY-PEROT CAVITY
The interaction described in this work relies on a variation of the electric field at the emitter
position upon a mechanical displacement. A small field variation occurs in principle also in a simple
Fabry-Perot (FP) cavity when one of the mirrors is displaced by a mechanical resonator [8–10].
However, the interaction strength in this case is much smaller than the one obtained in the two
and three cavity systems. In particular, for an emitter placed in a node of the n-th FP mode, the
tripartite coupling rate reads γn = pigg0/ω1, where g is the maximum Rabi coupling between the
QE and the n-th mode, g0 is the dispersive coupling induced by the mirror movement and ω1 is the
fundamental cavity frequency. The coupling rate bears similarity with the one derived for the two-
and three-cavity systems, but with the important difference that the role of the intercavity interaction
rate J is taken by ω1, which, in the FP cavity, corresponds also to the frequency spacing between the
unperturbed modes. This, in the visible and near-IR regime, severely limits the achievable values of
γn, especially since any effort to reduce ω1 reduces both g and g0.
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