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Abstract 
Tietavainen, A., On the cardinality of sets of sequences with given maximum correlation, 
Discrete Mathematics 106/107 (1992) 471-477. 
A linear programming approach is shown to yield an improvement over a bound due to 
Sidelnikov. 
1. Introduction 
Consider a family S = {si = (am),“,;,‘: 1 s i s K} of K sequences, each of length 
L, over Z,, the set of residues (mod m). Let w be a complex primitive mth root 
of unity. The correlation function 8, between the ith and jth sequence is defined 
bY 
L-l 
e,(z) = tz, d’(~@+S’(~), 0 4 t d L - 1, 
where Q3 means addition (mod L). Consider the maximum nontrivial correlation 
f3,,,(,S) = max{l@,(r)(: 14 i, j d K, 0 G 5 s L - 1, i #j when t = O}. 
We may deal with this problem also in the following way. Let 
C = {_cl = (c;(t))kil: 1 G i 4 KL =: M} 
be the set of the elements of S and their cyclic shifts (thus C might contain 
repeated elements). Denote 2,“;’ &‘~(‘)-c~(‘) by (_c;, _c,). Then 
~max(S)=max{~(_c,, _c,)l: lGi, jGM, i#j} =:0(C). 
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We say that C is an (L, M, 6) code if its length is L and its cardinality is M, and if 
0(C) is less than or equal to 8. Write 
M(L, f3) = max{M: an (L, M, 0) code exists}, 
0(L, M) = min{ 8: an (L, M, 0) code exists}. 
In code division multiple access applications it is natural to try 
(A) to find upper bounds on M(L, 0) (or lower bounds on 8(L, M)), 
(B) to construct codes where M as a function of L and 8 is large (i.e., codes 
where 8 as a function of L and M is small), and 
(C) to find estimates for aperiodic correlation. 
Let M -L” when L+ a. If u = 1, u = 14, or u = 2, there are code construc- 
tions (see, e.g., [ll, 3,2,5]) which lie on the corresponding bounds, but if u > 2, 
there is a huge gap between bounds and constructions. On the other hand, this 
case where K is essentially larger than L will probably be important in practice in 
the near future, and therefore it is natural to try to improve ‘classical’ bounds. 
Estimates for aperiodic correlation will not be considered in this paper. 
2. Some well-known bounds 
Using the sum of the (2k)th powers of the inner products Welch [15] derived in 
1974 the following lower bound on B(L, M): 
((ky;l) - ,,) for all positive integers k. 
Already a little earlier Sidelnikov [12] used the ratio of the (2k + 2)th power sum 
and the (2k)th power sum and found the following result which is usually tighter 
than the Welch bound: 
I 
(2k + l)(L - k) + k(k2+ I’ - 
2kL2k+2 
M(2k)! 
L 
0 k 
(e(L, MN2 > whenm=2,OCk<2L/5, (1) 
(k + 1)(2L -k) 
2 
- 2kL2k+2/M(k!)2(2;) 
when m>2, ks0. 
Equivalently: if 
(2k + l)L - k(3;+ ‘) when m = 2, 
8% 
(k + l)L - k(k2+ ‘) when m > 2, 
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I 2v+2/(2k)!( 3( (2k + l)L - k(3;+ l) - 0”) 
/ 
ifm =2 and L>5k/2, 
M(L fq< 
ZXL”+‘/(k!)‘( “k”)( (k + l)L - k(k2+ ‘) - 19~) 
I if m >2. 
In the binary case (i.e., when m = 2) the following corollaries are obtained by 
setting k = 0, k = 1, and k = 2: 
(SI) If 8’~ L then M(L, 0) < L2/(L - 0’). 
(SII) If O2 < 3L - 2 then M(L, 13) < L3/(3L - 2 - 0’). 
(SIII) If O2 < 5L - 7 then M(L, 0) < L5/3(L - 1)(5L - 7 - 0”). 
In [4] Kumar and Liu modified Welch and Sidelnikov bounds and found some 
improvements. 
Power sum methods are easy to understand and therefore they have been used 
in many kinds of applications (see, e.g., [14]). However, sometimes then the 
linear programming approaches (see [l]) may be more successful. For example, in 
1984 Tarnanen [13] developed a version of the linear programming approach in 
order to consider a character sum problem propounded in [14], and found the 
following result. 
Put b2 = 2, and b, = 1 if m > 2. If k is an integer satisfying b,k(L - k) + L > 
02 then 
M(L, ‘)<(fi)b 
m 
k(LL’$L_ ,92’ 
In the binary case this inequality implies (for k = 0, 1, 2) 
(TI) If O2 < L then M(L, f3) d (L2 - f32)/(L - 0’). 
(TII) If f32 < 3L - 2 then M(L, 0) C L(L2 - 02)/(3L - 2 - f3”). 
(TIII) If f32 < 5L - 8 then M(L, 0) C L(L - 1)(L2 - 02)/2(5L - 8 - 0’). 
Let u (32) be an integer and assume that M-L” when L-+m. Then the 
inequality (1) yields the asymptotical result 
(qL, MN2 1 L ( 1 2~-1-(~n_3)11 ) ifm=2, 23 
L u-(U-l)! 
i 1 
> 
if m > 2. 
In the nonbinary case (2) yields the same result; in the binary case (2) is 
asymptotically a little worse: 
(@L, M))% L(2u - 1 - &). 
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When u tends to infinity, we obtain 
3. A linear programming approach in the binary case 
lim inf [ -’ Fz inf(L-l(B(L, L”))z)) 3 { 1 u 
u-3) (3) 
Probably it is difficult to get improvements in the nonbinary case. On the other 
hand, in the binary case 
(_Ci, _ci> = L - 2d(Ci~ Cj)) (4) 
where d( , ) means the Hamming distance, and thus our correlation problem 
can be written as a distance problem between code words. The linear program- 
ming approaches have been applied to the minimum distance bounds (see, e.g., 
[9, Ch. 171) but for small values of parameters those results do not give 
satisfactory corollaries for our problem. We must remember the symmetry, too. 
Denote the kth Krawchouk polynomial 
by &(x). Combining Theorem 3 of [13] with the equation (4) gives the following. 
Lemma. Suppose a polynomial 
lL/2l 
P(x) = kT” P2kK2k(X) 
with the following properties can be found: (i) PO > 0, (ii) /3zk 2 0 for all k, (iii) 
/3(x) G 0 when (L - 2x)’ =s 02. Then 
M(L, 0) ss PWPO. 
McEliece et al. [lo] used the Christoffel-Darboux formula in order to get a 
good function P(X). We shall not need and we can not use odd Krawchouk 
polynomials, because the crucial condition (L - 2~)~ c O2 can be written in the 
form (K,(x))~ =S o2 which is symmetric with respect to the point x = 0. Therefore 
we have to modify the Christoffel-Darboux result. In this paper I explain this 
modification in the following very easy way. 
From [S, Equation (1.2.9)] we find 
((K,(x))~ - f32)K,(x) = (i + l)(i + 2)&+,(x) 
+ ((2i + l)L - 2i2 - 02)Ki(x) 
+ (L - i + l)(L - i + 2)K,_,(x). 
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Thus we have to choose (and one may show [6] that for suitable values of 8 we 
can choose) the coefficients bo(8) = 1, b,(0) 2 0, . . . , b ,klZj (0) s 0 in such a way 
that 
f(x) := ((K1(X))2 - 0”) ls, bi(e)Kk-2i(x) 
= (k + l)(k + 2)Kk+2(X) 
+ ((2k + i)L - 2k2 - e2 i- b,(e)(k - i)k)&(X). 
Define 
(f (4)’ lk/2J 
B(x) =(K,(~# - 82 =f (x) ’ 2, bi(e)Kk-2i(x) 
= ((&(x))~ - e2)(‘z: 6i(e)Kk-2i(x))2. 
If 
o2 < (2k + l),!, + b,(e)(k - 1)k - 2k2 
then p,) > 0, pzi 3 0 for all i, and j?(x) =G 0 when (L - 2.~)~ C 0’. Thus, by the 
lemma, 
M(L 0) s P(0)IPo. (5) 
For k = 0, k = 1, and k = 2 this inequality yields the following results (in case 
k = 2 we have 6i(e) = (L - 1)L/(e2 - L)): 
(I) If e2 < L then M(L, Q) s (L2 - e2)/(L - e’) 
(II) If e2 < 3L - 2 then M(L, e) d L(L2 - e2)/(3L - 2 - e’) 
(III) If L < e2 < 3L - 4 + d6L2 - 18L + 16 then 
M(L, 0)~ 
(~2 - e2)L(L - i)(e’ - L + 2)2 
2(e2- L)(-eb+6e2L-3LZ-8e2+6L)’ 
4. Comparisons 
The bounds (I) and (II) are slightly better than the corresponding Sidelnikov 
bounds (SI) and (SII) and as good as the corresponding Tarnanen bounds (TI) 
and (TII). The bound (III) is often remarkably better than (SIII) and (TIII). This 
can be seen by means of numerical examples and also by comparing the 
corresponding asymptotic bounds (where e2+aL when L-m, and the de- 
nominators are positive): 
(IIIA) M(L, e) s (a - l)L’/2(-a2 + 6a - 3), 
(SIIIA) M(L, e) s L3/3(5 - a), 
(TIIIA) M(L, e) i L3/2(5 - a). 
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(IIIA) works well still in the point a = 5 (where (SIIIA) and (TIIIA) are 
useless) and even in the point a = 3 + @ - E when E > 0. 
It is not difficult to find cases where (III) is remarkably better than the 
Sidelnikov and Tarnanen bounds. We present an example. 
Let L = 32, 13 = 12. The optimum value of k to use is 3 in the Sidelnikov bound 
and 2 in the Tarnanen bound. The Sidelnikov bound gives 
M G 37893, 
and from the Tarnanen 
M =s 54560. 
On the other hand, the 
M =s 17585. 
bound we obtain 
bound (III) gives 
Though the bound (III) is often better than the Sidelnikov bound, the linear 
programming bound (5) is essentially better than the earlier ones just for larger 
values of k. However, in the general case the calculations are quite complicated. 
They have been done by Tarnanen and Lahtonen and will appear in the 
forthcoming paper [6]. 
For small values of parameters the minimum distance bounds do not yield 
satisfactory correlation results. However, the McEliece-Rodemich-Rumsey- 
Welch method ([lo; 8, p. 671) together with the bound [7] 
xhl’ G L/2 - (fi - %)VZX 
for the smallest zero nil’ of the kth Krawchouk polynomial gives the asymptotical 
bound 
lim inf [ -’ fm+ inf(L-‘(B(L, L”))‘} 2 4 u when m = 2. (6) t?I-m 
By comparing this bound with the bound (3) we observe that asymptotically 
(when u + m) the linear programming approach is (for binary codes) essentially 
better than the Sidelnikov approach. On the other hand, we must remember that 
anyway there is a huge gap between the bound (6) and code constructions. For 
instance, the duals of primitive binary BCH codes only give the result 
lim inf(L-‘(B(L, L”))2) S (2~ - 2)*. 
L-+= 
Note added in proof. In his letter of February 14, 1992, Dr. Levenshtein told that 
he had used the linear programming approach to inner product problems in his 
papers: 
[a] V.I. Levenshtein, Bounds on the maximal cardinality of a code with 
bounded modules of the inner product, Soviet Math. Dokl. 25 (1982) 526-531. 
[b] V.I. Levenshtein, Bounds for packings of metric spaces and some of their 
applications, Problemy Kibernet. 40 (1983) 43-110 (in Russian). 
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Therefore the linear programming approach in this case perhaps could be 
called the Levenshtein approach. 
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