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Abstract
U(NC) gauge theory with NF fundamental scalars admits BPS junctions of domain
walls. When the networks/webs of these walls contain loops, their size moduli give localized
massless modes. We construct Ka¨hler potential of their effective action. In the large size
limit Ka¨hler metric is well approximated by kinetic energy of walls and junctions, which is
understood in terms of tropical geometry. Ka¨hler potential can be expressed in terms of
hypergeometric functions which are useful to understand small size behavior. Even when
the loop shrinks, the metric is regular with positive curvature. Moduli space of a single
triangle loop has a geometry between a cone and a cigar.
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1 Introduction
Network of topological defects (solitons) is ubiquitous in various area of physics. For instance in
the early Universe a network of domain walls or cosmic strings is inevitable at a phase transition
via the Kibble mechanism [1, 2]. A network of domain walls [3] was proposed as a candidate of
dark matter/energy [4]. Networks of domain walls appear also in several situations in condensed
matter physics (see, e.g., [5]). Dynamics of these networks have been examined by numerical
simulations so far because analytic solutions were lacking.1 In supersymmetric field theory,
junctions of domain walls [7] were found to be 1/4 Bogomol’nyi-Prasad-Sommerfield (BPS) states
preserving only a quarter of supersymmetry [8]. Since then many works about BPS or nearly BPS
networks of domain walls have been done during these years [9]–[14]. However most works relied
on qualitative treatments or numerical simulations except for a few works on exact solutions of
a single junction of walls [9, 12]. Recently the most general exact solutions of networks (webs)
of domain walls have been found in a supersymmetric Abelian/non-Abelian gauge field theory
[15, 16, 17]. These solutions contain full moduli of a network with arbitrary numbers of loops
and external legs of walls. The purpose of this paper is to construct effective field theory of the
networks of domain walls by determining the moduli space metric. It will be possible to describe
dynamics of these networks by the moduli space (geodesic) approximation a` la Manton [18] which
remains as a future problem.
Our model is a U(NC) gauge theory coupled to NF Higgs fields in the fundamental repre-
sentation which has been recently studied extensively and has been found to allow many kinds
of solitons. If the number NF of flavors is equal to or larger than the number of colors of
U(NC) gauge group, NF ≥ NC, vacua are in the Higgs phase. The model at the critical cou-
pling (with a gauge coupling constant and a Higgs self-coupling constant being equal) admits
N = 2 supersymmetric extension, and solitons become BPS states and are the most stable
among configurations with the same topological charges. Domain walls and vortex-strings are
fundamental BPS solitons in the Higgs phase, preserving/breaking a half of supersymmetry, and
are called 1/2 BPS states. Parallel multiple domain wall solutions can exist when Higgs mass
parameters are real and non-degenerate and vacua are in the Higgs phase with disconnected
branches (NF > NC). By introducing the method of the moduli matrix [19, 20] those solutions
1 However some analytic solutions are known in integrable systems (coupled KP’s) [6].
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were constructed [21, 22, 23, 24] with extending earlier works of U(1) gauge theory [25]–[30].
Domain walls with non-Abelian flavor symmetry were also constructed in theory with partially
degenerate Higgs masses [31, 32]. The model with massless Higgs fields admits parallel multiple
non-Abelian vortex-strings [33], [34]–[38]. They are local strings [39] for NF = NC or semi-local
strings [40] for NF > NC. The moduli matrix enables us to obtain the formal solutions of them
and their moduli space [35, 36, 19, 37]. In both cases of domain walls and vortices, the half of BPS
equations is solved in terms of the moduli matrix, and the rest of them is rewritten as a second
order differential equation in terms of a gauge invariant quantity Ω. This equation, called the
master equation, is expected to admit the unique solution.2 Effective Ka¨hler potential of these
1/2 BPS solitons was constructed as an integration of a function of Ω in the superfield formalism
[42]. The integration can be explicitly performed to obtain the explicit Ka¨hler potential/metric
for several cases, so we can discuss the dynamics of these solitons. The dynamics of domain
walls in U(1) gauge theory was discussed [26, 27, 28]: for example the moduli space of a double
wall in U(1) gauge theory with NF = 3 is C with the cigar metric
3 (2d Euclidean black hole).
The moduli space of single non-Abelian vortex was found to be CPN−1 for NF = NC = N [33].
The dynamics of two non-Abelian vortex-strings has been studied recently in order to describe
colliding two vortex-strings with angle, with resulting in their reconnection [38]. However the
dynamics of composite solitons was not discussed so far.
In this paper, by generalizing the result of [42], we obtain a general formula of the effective
Ka¨hler potential of the network/web of domain walls in the U(NC) gauge theory coupled to
NF Higgs scalar fields with complex and non-degenerate masses. This system of web of domain
walls contains non-normalizable modes associated with the modes on walls at asymptotic infin-
ity. Integration over non-normalizable modes brings a divergence of the Ka¨hler potential and
therefore these non-normalizable modes are to be fixed by boundary conditions. On the other
hand, apparent infra-red divergences appearing in the integration of normalizable modes can be
eliminated by Ka¨hler transformations. We thus can consider only the normalizable modes as
effective fields on the web. We have already pointed out that only possible normalizable modes
2 The uniqueness was rigorously proven in various cases: vortices [41], domain walls [29] and domain wall webs
[15] in Abelian gauge theory. In the first two cases, the existence was also shown.
3 This is the modulus corresponding to the relative distance and the associated phase. There is also another
complex modulus corresponding to the center of mass of two domain walls and the associated phase, which has
a trivial flat metric.
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come from the size and associated phase of a loop [15]. As the simplest example we discuss a
single triangle loop of domain walls in this paper. Moduli of the loop size and its associated U(1)
phase are combined to give one complex modulus φ. We explicitly perform integrations over two
codimensions in the strong coupling limit g2 → ∞ to obtain the Ka¨hler potential expressed in
terms of hypergeometric functions. This is a Taylor expansion with respect to |φ| and is useful
to understand small size behavior of the loop. In the large size limit the Ka¨hler metric is well
approximated by kinetic energy of walls and junctions, which is understood in terms of tropical
geometry. The metric is regular with positive curvature everywhere, and no singularity appears
even when the loop shrinks. The geometry is between a cone and a cigar.
Apart from the dynamics of BPS solitons, there is another merit to construct an explicit
metric on a moduli space of BPS solitons. When one obtains an explicit metric of the moduli
space of 1/2 BPS solitons and the effective theory on them as a sigma model with the moduli
space metric as its target space, 1/4 BPS composite solitons often can be described as another
1/2 BPS soliton solutions in terms of the effective theory on the host solitons. For instance, by
using the CPN−1 model as the effective theory on a single vortex, confined monopoles can be
realized as kinks inside the vortex [43] whereas instantons can be realized as CPN−1-lumps inside
the vortex [44].4 With proceeding in this way, one may be able to construct 1/8 BPS solitons
[45, 46] once one obtains an explicit metric on the moduli space of 1/4 BPS solitons. The metric
on the wall web obtained in this paper may be applied to this direction.
There exist 1/4 BPS composite states made of parallel domain walls attached or stretched
by vortex-strings [47, 48]. In strong gauge coupling limit, all solutions were obtained exactly
[48]. These resemble with the Hanany-Witten brane configurations in the type IIA/B string
theory [49]. The type IIB string theory admits (p, q) string/5-brane webs [50, 51, 52] which are
also 1/4 BPS states. Low energy dynamics of these webs is described by d = 5 gauge theory.
Corresponding example of field theory is a domain wall web [15, 16, 17] which will be discussed
in this paper. It has been shown in [15, 46] that the dynamics is described by a d = 2, N = (2, 0)
nonlinear sigma model [53, 54]. Pursuing the similarity between string theory branes and field
theory branes is another motivation of the study in this paper.
This paper is organized as follows. In Sec. 2, we briefly review the basic properties of webs
4Even non-BPS solitons can be realized in the same way. Instantons can be realized as Skyrmions in domain
walls in five dimensions [32].
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of walls. In Sec. 3, we construct an effective theory on the webs of walls. In 3.1, we give a
general form of the effective action and show that the effective theory is described by a nonlinear
sigma model whose target space is the moduli space with a Ka¨hler metric. In 3.2, we analyze
the case of a single triangle loop and in 3.3 we show that the Ka¨hler potential can be obtained
as a power series of the moduli parameter. In Sec. 4, we examine the large size behavior of
the single triangle loop by taking a special limit, which we call “tropical limit”. In 4.2, we
consider the asymptotic behavior of the Ka¨hler potential in the case of 1/2 BPS parallel walls to
illustrate what the tropical limit is. In 4.3, applying the tropical limit in the case of the single
triangle loop, w e obtain an asymptotic metric of the moduli space and in 4.4 we also evaluate
the contributions from junction charges. In Sec. 5, we show that the asymptotic metric can be
read from kinetic energy of the constituent walls of the loop and the junction charges. Sec. 6 is
devoted to conclusion and discussion.
2 Networks/Webs of Walls
Let us here briefly present our model admitting the 1/4 BPS webs of domain walls (see [19]
for a review). Our model is 3+1 dimensional N = 2 supersymmetric U(NC) gauge theory
with NF(> NC) massive hypermultiplets in the fundamental representation. Here the bosonic
components in the vector multiplet are gauge fields WM (M = 0, 1, 2, 3), the real scalar fields
Σα (α = 1, 2) in the adjoint representation, and those in the hypermultiplet are the SU(2)R
doublets of the complex scalar fields H i (i = 1, 2), which we express as NC × NF matrices. The





























where we have defined Y a ≡ g2
2
(
ca1NC − (σa)jiH i(Hj)†
)
with ca an SU(2)R triplet of the Fayet-
Iliopoulos (FI) parameters. In the following, we choose the FI parameters as ca = (0, 0, c > 0)
by using SU(2)R rotation without loss of generality. Here we use the space-time metric ηMN =
diag(+1,−1,−1,−1) andMα are real diagonal mass matrices,M1 = diag(m1, m2, · · · , mNF), M2 =
diag(n1, n2, · · · , nNF). The covariant derivatives are defined asDMΣ = ∂MΣ+i[WM ,Σ], DMH i =
4
(∂M + iWM)H
i, and the field strength is defined as FMN = −i[DM ,DN ] = ∂MWN − ∂NWM +
i[WM ,WN ].
If we turn off all the mass parameters, the vacuum manifold is the cotangent bundle over the
complex Grassmannian T ∗GrNF,NC [55]. Once the mass parameters mA+inA, (A = 1, · · ·NF) are
turned on and chosen to be fully nondegenerate (mA + inA 6= mB + inB for A 6= B), the almost
all points of the vacuum manifold are lifted and only NFCNF = NF!/ [NC!(NF −NC)!] discrete
points on the base manifold GrNF,NC are left to be the supersymmetric vacua [56]. Each vacuum is
characterized by a set ofNC different indices 〈A1, · · · , ANC〉 such that 1 ≤ A1 < · · · < ANC ≤ NF.













mA1 + inA1 , · · · , mANC + inANC
)
, (2.3)
where r is color index running from 1 to NC, the flavor index A runs from 1 to NF and Σ is the
complex adjoint scalar defined by Σ ≡ Σ1 + iΣ2.
The 1/4 BPS equations for webs of walls interpolating the discrete vacua (2.3) can be obtained
by usual Bogomolny completion [15, 16] of the energy density as
F12 = i[Σ1,Σ2], D1Σ2 = D2Σ1, D1Σ1 +D2Σ2 = Y 3, (2.4)
D1H1 = H1M1 − Σ1H1, D2H1 = H1M2 − Σ2H1. (2.5)
Here we consider static configurations which are independent of x3, so we set ∂0 = ∂3 = 0 and
W0 = W3 = 0. Furthermore, we take H
2 = 0 because it always vanishes for the 1/4 BPS
solutions. Let us solve the 1/4 BPS equations (2.4) and (2.5) [15, 16]. Firstly (2.5) is solved by
H1 = S−1(x1, x2)H0eM1x
1+M2x2 , Σα + iWα = S
−1(x1, x2)∂αS(x1, x2). (2.6)
Here H0 is an NC × NF constant complex matrix of rank NC, and contains all the moduli
parameters of solutions. The matrix valued quantity S(x1, x2) ∈ GL(NC,C) is determined by
the remaining equation (2.4) as we will see shortly. The moduli matrices related by the following
V -transformation are physically equivalent since they do not change the physical configuration:
H0 → V H0, S(x1, x2)→ V S(x1, x2), V ∈ GL(NC,C). (2.7)
Secondly the first two equations in (2.4) give an integrability condition for the two operators
Dα +Σα (α = 1, 2), so they are automatically satisfied. Finally the last equation in (2.4) can be
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converted, by using a gauge invariant quantity
Ω ≡ SS†, (2.8)












The solution Ω of the master equation should approach Ω0 near vacuum regions. This equation
is called the master equation for webs of walls. It determines S for a given moduli matrix H0 up
to the gauge symmetry and then the physical fields can be obtained through (2.6).
Solutions of the 1/4 BPS equations saturate the Bogomol’nyi energy bound
E ≥ Y + Z1 + Z2 + ∂αJα, (2.11)




αβΣ2DβΣ1), Z1 = c∂1TrΣ1, Z2 = c∂2TrΣ2. (2.12)
The topological charges are defined by Tw ≡
∫
d2x (Z1 + Z2) and Y ≡
∫
d2xY . Here Tw corre-
sponds to the energy of domain walls and Y corresponds to the energy of the domain wall junction.
Since energy of domain walls means tension times the length of the walls, this quantity is diver-
gent. On the other hand Y has a finite value, and we call this charge as the junction charge or the
Hitchin charge. Note that the integration of the fourth term ∂αJα = ∂αTr[H
1(MαH
1†−H1†Σα)]
in (2.11) does not contribute to the topological charges. The above energy bound can be rewritten
















∂2α log det Ω. (2.13)
There is a useful diagram to understand the structure of webs of walls, which is called the
grid diagram [15, 16]. The grid diagram is a convex in the complex plane TrΣ (Σ ≡ Σ1 + iΣ2).
The NFCNC vacuum points (2.3) correspond to the vertices of the convex which are plotted at
Tr 〈Σ〉 = ∑NCr=1m〈Ar〉 + i∑NCr=1 n〈Ar〉. Then, each edge connecting two vertices corresponds to a
domain wall interpolating the two vacua5, and each triangle corresponds to a 3-pronged domain







grid diagram dual web diagram
Fig. 1: The 3-pronged junction in the Abelian gauge theory. The left figure shows the grid
diagram and the right shows its dual web diagram in the real spacial (x1-x2) plane.
is depicted in Fig.1. One can easily read physical informations about domain walls and junctions
from the grid diagram: The tension of the domain wall is proportional to the length of the
corresponding edge of the grid diagram while the junction charge is to the area of the triangle.
We have found previously that the topological charge of the Abelian junction gives a negative
contribution to the energy of the configuration which can be interpreted as a binding energy of














Fig. 2: The binding energy at the junction point: The energy density is numerically evaluated











, gauge coupling g = 1 and FI
parameter c = 1. The hole of the energy density at the junction point can be regarded as binding
energy of the three walls.
5 Only two vacua such as have only one different element in their labels like 〈 . . . A〉 and 〈 . . . B〉 can be
connected while two with 〈 . . . AB〉 and 〈 . . . CD〉 are forbidden to be connected.
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the three vacua 〈1〉, 〈2〉 and 〈3〉 are ordered counterclockwisely. On the other hand, non-Abelian
junction appears in the case of U(2) gauge theory (NC = 2) and NF = 3 with the same masses
for hypermultiplets as in the above abelian theory. Then there appear the three vacua 〈12〉,
〈23〉and 〈31〉 in the grid diagram which is congruent to the grid diagram of the Abelian case in
Fig.1 : These two grid diagrams coincide when one of them is rotated by the angle π. Therefore
tension of domain walls also coincides. However, the orientation for the non-Abelian junction is
opposite to the Abelian junction, namely it is clockwise. This feature makes the Y -charge of the
non-Abelian junction to contribute positively to the energy with the same magnitude. At the
non-Abelian junction points an interesting system which is called the Hitchin system is realized.
This positive Y -charge has been understood as the Hitchin charge of the Hitchin system [16].
In order to extract concrete informations from the moduli matrix H0, it is useful to define










Here we defined a〈Ar〉 as a real part of log detH〈Ar〉0 = a
〈Ar〉 + ib〈Ar〉, where H〈Ar〉0 is NC × NC








At . Then Ω0 is given by















Since the solution of the master equation Ω is well-approximated by Ω0 near vacuum regions,
we can use the weight of the vacuum W〈Ar〉 to estimate the regions where the vacuum 〈Ar〉 is
dominant. Therefore, position of the domain wall which divides two vacua 〈Ar〉 and 〈Br〉 (all the
other weights are much smaller than these two) can be estimated from the condition of equating






(nAr − nBr)x2 + a〈Ar〉 − a〈Br〉 ≃ 0. (2.16)
Hence the parameter a〈Ar〉 − a〈Br〉 in the moduli matrix determines the position of the domain
wall. Furthermore, one can see the angle of the domain wall is determined by the mass difference
between the two vacua. Notice that the domain wall line (2.16) is perpendicular to the corre-
sponding edge of the grid diagram, see Fig.1. So the grid diagram gives us information of the
angle of domain wall in addition to the tension. A junction point at which three of domain walls
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get together can also be estimated by the condition of equating the weights of these three related
vacua as W〈Ar〉 ≃ W〈Br〉 ≃ W〈Cr〉.
3 Effective Actions on Networks/Webs of Walls
3.1 General Form of the Effective Action
Let us construct an effective theory on the world-volume of the networks/webs of walls. Zero
modes on the background BPS solutions which are the lightest modes will play a main role in
the effective theory while all the massive modes will be ignored in the following. Normalizable
zero modes can be promoted to fields on the world-volume of the soliton background from mere
parameters, with the assumption of weak dependence of the world-volume coordinates (slow
move approximation a` la Manton [18]). However, one should note that webs of walls contain
nonnormalizable zero modes which cannot be promoted to effective fields and should be regarded
as “couplings” of effective fields that are specified by boundary conditions[15, 16]. In the case of
webs of walls, all the moduli parameters φi are contained in the moduli matrix H0(φ
i). So we





Now we introduce “the slow-movement order parameter” λ, which is assumed to be much smaller
than the other typical mass scales in the problem. There are two characteristic mass scales: one
is mass difference |∆m| of hypermultiplets, and the other is g√c in front of the master equation.
Therefore, we assume that
λ≪ min(|∆m|, g√c). (3.2)
The non-vanishing fields in the 1/4 BPS background have contributions independent of λ, namely
we assume that
H1 = O(1), Wα = O(1), Σα = O(1). (3.3)
The derivatives of these fields with respect to the world-volume coordinates are assumed to be of
order λ expressing the weak dependence on the world-volume coordinates. The vanishing fields
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in the background can now have non-vanishing values, induced by the fluctuations of the moduli
fields of order λ. Therefore, we assume that
∂µ = O(λ), Wµ = O(λ), H2 = O(λ). (3.4)
Then the covariant derivative Dµ = O(λ) has consistent λ dependence.
If we expand the full equations of motion of the Lagrangian (2.1) in powers of λ, then we find
that the O(1) equations are automatically satisfied due to the BPS equations. The next leading
order O(λ) equation is the equation for Wµ including the Gauss law




(ΣαDµΣα −DµΣαΣα) + i(H1DµH1† −DµH1H1†). (3.5)
In order to obtain the effective action of order λ2 on webs of walls, we have to solve this equation
and determine the configuration of Wµ.
Eq. (3.5) contains the derivatives of the world-volume coordinates xµ (µ = 0, 3) on wall webs.
As a consequence of Eq.(3.1), the moduli matrix H0(φ
i) depends on the world-volume coordinates
xµ through the moduli fields φi(xµ). Note that for the fields which depend on xµ only through
the moduli fields, the derivatives with respect to the world-volume coordinates satisfy
∂µ = δµ + δ
†
µ, (3.6)
















respectively. Using these operators, the O(λ) equation of motion Eq.(3.5) can be solved, to yield
Wµ = i(δµS
†S†−1 − S−1δ†µS). (3.8)
The remaining work is to substitute these solutions into the fundamental Lagrangian (2.1)
and to integrate over the codimensional coordinates x1 and x2. Since we are interested in the
leading nontrivial part in powers of λ, we retain the terms up to O(λ2). We ignore a total
derivative term which does not contribute to the effective Lagrangian, and obtain the effective
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Lagrangian of order O(λ2) as
Leff = δµδµ†K(φ, φ∗) = Kij∗(φ, φ∗)∂µφi∂µφj∗, (3.9)












From the above expression, we can see that the metricKij∗ on the moduli space is a Ka¨hler metric
whose Ka¨hler potential is given by Eq. (3.10). We observe that the above formula is valid for the
effective Lagrangian on the domain wall, if we restrict ourselves to single codimension, for instance
α = 1 and integrate over x1 alone when the wall is perpendicular to the x1 axis. Note that the
integral in Eqs. (3.11) and (3.12) for the Ka¨hler potential has an infrared divergence (x1, x2 →∞).
This comes from the fact that we have only constituent walls asymptotically (x1, x2 →∞). Since
we have not promoted the nonnormalizable zero modes associated to the constituent walls and
have fixed them by boundary conditions, these apparent contributions from asymptotic infinity
to the Ka¨hler potential can actually be eliminated by a Ka¨hler transformation. Namely the
infrared divergence can be removed by subtracting, from the integrand of Eqs. (3.11) and (3.12),
some functions which are holomorphic or anti-holomorphic with respect to the effective fields.
We eventually got a Ka¨hler geometry as a target space of a nonlinear sigma model on the
moduli space: we did not expect Ka¨hler geometry for effective action because it is d = 2,
N = (2, 0) supersymmetric nonlinear sigma model [15, 46] whose geometry does not have to be
Ka¨hler in general [53, 54].6
3.2 Single Triangle Loop
Let us first consider the effective action on a single triangle loop of walls. Here we will briefly
review the construction of single triangle loop. In order to obtain a single triangle loop, we need
at least four vacua. Here we consider the model with NC = 1, NF = 4 and masses
M ≡M1 + iM2 = diag(m1 + in1, m2 + in2, m3 + in3, m4 + in4). (3.13)
6 If we have an anti-symmetric tensor field bij in the effective theory, the geometry is no longer Ka¨hler but
becomes Ka¨hler (Hermitian) with torsion [53, 54]. This may happen if we add a theta term in the original
Lagrangian.
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The model with NC = 3, NF = 4 will be discussed in Sec. 4.5. In the A-th vacuum 〈A〉, the
adjoint scalar takes the following vacuum expectation value:
〈Σ〉〈A〉 ≡ 〈Σ1 + iΣ2〉〈A〉 = mA + inA. (3.14)




c(ea1+ib1 , ea2+ib2 , ea3+ib3 , ea4+ib4). (3.15)










Here we define the weight of vacuum 〈A〉 as
e2W
〈A〉 ≡ e2(mAx1+nAx2+aA). (3.17)
In order to obtain a single triangle loop, we have to set mass parameters appropriately. Recall
that the web diagram in the configuration space is dual of the grid diagram in the complex Σ
plane [15]. Therefore, a single triangle loop appears when the grid diagram consists of a triangle






Fig. 3: Grid diagram and web diagram
fourth complex mass parameter to zero and impose the following conditions:
~m1 × ~m2 > 0, ~m2 × ~m3 > 0, ~m3 × ~m1 > 0, (3.18)
where ~mi × ~mj ≡ minj −mjni.
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Before constructing the effective action of the wall web, we have to know which mode is
normalizable and which is not. In the present case, there exist three walls as external legs (we
call them external walls): the wall interpolating 〈1〉 and 〈2〉, the one interpolating 〈2〉 and 〈3〉 and
the one interpolating 〈3〉 and 〈1〉. These three walls have semi-infinite length. There also exist
three internal walls as segments: the wall interpolating 〈1〉 and 〈4〉, the one interpolating 〈2〉 and
〈4〉 and the one interpolating 〈3〉 and 〈4〉. They constitute the single triangle loop. Zero modes
which are related to the positions of the semi-infinite external walls, that is, zero modes which
change the boundary condition at infinity are non-normalizable modes in the effective theory of
the wall web. We should fix such non-normalizable modes. Therefore, the zero mode which is
related to the size of the loop is the only possible normalizable mode.
In order to fix the three external walls, we fix three complex moduli parameters to 1 with
leaving single complex parameter φ = er+iθ which corresponds to the (dimensionless) size r of
the loop and the associated phase moduli θ:
H0 =
√
c(1, 1, 1, φ) with φ = er+iθ. (3.19)
We promote this moduli parameter φ to a field on the world volume and construct the effective









Fig. 4: Configuration of the wall loop
Next we have to solve the master equation (2.9) to explicitly construct the effective action.
In order to do that, we take the strong coupling limit g2 →∞, in which the master equation can
be solved algebraically as Ω = Ω0. In the present case, Ω0 is given by
Ω0 = e
2~m1·~x + e2~m2·~x + e2~m3·~x + |φ|2. (3.20)
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d2x log Ω0 = c
∫
d2x log(e2~m1·~x + e2~m2·~x + e2~m3·~x + |φ|2). (3.21)
Though this is apparently divergent, we can redefine the Ka¨hler potential using the Ka¨hler
















Ω˜0 ≡ e2~m1·~x + e2~m2·~x + e2~m3·~x. (3.23)
We will show in the next section that this Ka¨hler potential can be written as a sum of
hypergeometric functions. We will obtain asymptotic metric in Sec. 4 by using another simple
approach, which is valid for sufficiently large loop configuration φ≫ 1. We will also calculate the
asymptotic value of the second term Kg in Eq. (3.10) in Sec. 4 without using explicit solutions.
The meaning of the asymptotic metric will be clarified in Sec. 5.
3.3 Ka¨hler Potential in terms of Hypergeometric Functions
Before trying to compute the Ka¨hler potential, we first introduce the following notations:
∆[123] = ~m1 × ~m2 + ~m2 × ~m3 + ~m3 × ~m1, (3.24)
α1 ≡ (~m2 × ~m3)
∆[123]
, α2 ≡ (~m3 × ~m1)
∆[123]
, α3 ≡ (~m1 × ~m2)
∆[123]
. (3.25)
Since the quantity Ω˜0 in Eq.(3.23) has the following minimum value




as a function of x1, x2, we can expand the integrand in powers of |φ|
2
Ω˜0











Let us define the new variables of integration by
s1 = (~m1 − ~m3) · ~x, s2 = (~m2 − ~m3) · ~x. (3.28)
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(u+ v + 1)n
























We see that this series is convergent for |φ|2 ≤ exp (−∑αi logαi) and defines an analytic func-
tion of |φ|2 with a possible pole on the negative real axis. Therefore we know that there exists
well-defined smooth function even for |φ|2 ≥ exp (−∑αi logαi). Moreover, this can be written
as a sum of hypergeometric functions in cases where αi are rational numbers. We can find out
the behavior of this function outside the convergence region of the series by using the analytic
continuation. In Appendix A, we give the detail of the analytic continuation to study the asymp-
totic behavior of a more general power series expression (A.2) including Kw as a special case, and
the expression in terms of hypergeometric functions. In the next section, we will show another
simple approach to know the asymptotic metric for |φ|2 ≫ 1.













Since the loop of walls shrinks completely at φ = 0, one might think that the moduli space is
singular at φ = 0. However, we can exactly calculate the scalar curvature from Eq. (3.31) at







Therefore, the moduli space of the single loop is non-singular at φ = 0. Fig. 5 illustrates the















Fig. 5: The moduli space of single triangle loop embedded in R3: The moduli space has a U(1)
isometry which corresponds to the direction of the phase modulus. The other direction can be
regarded as the direction of size modulus of the loop. The tip of the moduli space corresponds
to the point φ = 0 where the loop shrinks completely.
4 Large Size Behavior: Tropical Limit
4.1 Tropical Limit
To evaluate the asymptotic metric of the moduli space at large loop size, we note that log detΩ
is well approximated by log detΩ0 apart from tiny finite regions near walls and junctions. By
excluding these finite regions near walls and junctions, space is divided into a number of regions
corresponding to various vacua. In each region, only the weight of a single vacuum is dominant
in log detΩ0











where the weight of the vacuum W〈A〉 is defined in Eqs.(2.14) and (2.15). We call this procedure
“tropical limit”. It will turn out that the tropical limit exactly extracts the leading contribution
from the Ka¨hler potential and the correction terms are strongly suppressed in sufficiently large
loop configuration |φ|2 ≫ 1. Moreover, the tropical limit is applicable irrespective of the value
of gauge coupling g.
As a concrete example, let us take the Abelian gauge theory with four flavors. The configu-
ration of single triangle loop has three external walls and three internal walls, which divide the
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x1-x2 plane into four regions, 〈1〉, 〈2〉, 〈3〉 and 〈4〉 (See Fig. 4). In each region 〈A〉, (A = 1, 2, 3, 4),
the corresponding weight e2W
〈A〉
is largest among four weights. In the present section, we will
consider only the largest weight in each region and simply drop the other weights to roughly

















4.2 Tropical Limit in 1/2 BPS Parallel Walls
Before considering the case of large |φ|2 of the loop of the walls, let us consider simpler example of
two parallel walls and evaluate concretely an effective Ka¨hler potential for a relative distance (and
a relative phase) between two walls. This computation should serve as a warm-up exercise for the
more complicated case of wall loops. The model for NC = 1 and NF = 3 with non-degenerate real
masses mA(A = 1, 2, 3) have three different vacua characterized by Σ1 + iΣ2 = m1, m2, m3 ∈ R
and allows a BPS solution of double walls with two complex moduli parameters. We can take one
of the two to be the center of mass position and the overall phase which are Nambu-Goldstone
modes and normalizable in this case of parallel walls. Therefore we promote it to free particles
in the effective action. Let us now concentrate to the other complex moduli φ = er+iθ. A real
part r can be interpreted as the relative distance if |φ| > 1, and it’s imaginary part θ gives the
relative phase between two walls. A Ka¨hler potential of an effective action for a chiral field φ in








e2mα1y + e−2mα2y + |φ|2)− log (e2mα1y + e−2mα2y)} (4.3)
where we denoted the mass parameters as (m1, m2, m3) = (mα1, 0, −mα2) with m ≡ m1 −m3,
α1 + α2 = 1 and 0 < α1 < 1 without loss of generality.
7 To perform the integration for large r,
let us decompose the integral into four integrals with respect to intervals Ii, (i = 1, · · · , 4)












> my ≥ 0},
I3 ≡ {y|e0 ≥ e2 > e1} =
{
y




I4 ≡ {y|e2 > e0 > e1} =
{
y




7 By shifting the adjoint scalar Σα, one can always choose one of the masses to vanish.
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with abbreviations e1 = e
2mα1y, e2 = e
−2mα2y, e0 = e2r. Here, note that rα1 ,− rα2 are (dimen-
sionless) positions of walls and the center of mass position is chosen to vanish. The various
































(a) Plot of log Ω0 and log Ω˜0 (b) Tropical limit of log Ω0
Fig. 6: The Ka¨hler potential is given by the area of the shaded region in (a). The area of the
triangle ABC (first term in Eq. (4.12)) gives the leading contribution to the Ka¨hler potential for
large r.
by decomposing the integrand into


























Note that the term log e1 which gives divergent integral cancels out. In the interval I2, we also
take a decomposition of the integrand as



















The first term gives leading terms of the integral as∫
I2




dy (2r − 2mα1y) = 1
mα1
r2, (4.7)






































































. We also find the integrals for the intervals
I3 and I4 give the same contributions as I2 and I1, respectively, except for exchanging the
parameters α1 and α2. There remain the last terms log(1 +
e2
e1+e0
) in Eqs.(4.5) and (4.6). They
should be integrated over y in the region I1 and I2, respectively, and are evaluated in appendix
B. The result can be combined with the last term (sum over n of e−2nr terms) in Eq.(4.9) to










































+O(e− 2α1 r, e− 2α2 r). (4.12)
It is remarkable that there are no terms proportional to the length r of the relative distance of
walls in the Ka¨hler potential. This is because the deviation from the tropical limit is localized
in finite regions around points A,B,C and does not increase as the distance r between B and C
increases. This feature holds irrespective of values of gauge coupling g. Therefore our approx-
imation with the tropical limit as the leading term is applicable for any finite values of gauge
coupling g. One should note that the constant contribution (the second term) in the right-hand
side of Eq.(4.12) is a nontrivial physical constant, even though the term gives no contribution
locally to the Ka¨hler metric. For instance, if we fix the Ka¨hler potential at φ = 0 (r = −∞) to
vanish, we can no longer eliminate the constant term by Ka¨hler transformations.
4.3 Tropical Limit in Single Triangle Loop
Our starting point is Eq.(3.22) where the moduli-independent divergence has already been re-
moved. As we mentioned before, we divide the integral region to four parts, 〈1〉, 〈2〉, 〈3〉 and 〈4〉
and pick up only the largest weight in each region. In integrating the second term, we also divide
the integral region to three parts, and pick up only single weight which is largest in each region.
To illustrate what we are doing clearly, let us show the division of the integration region in
Fig.7. If we denote each weight e2W
〈A〉








Fig. 7: Division of the integral region
the region S1. The integrand in Eq.(3.22) can be rewritten as
log(e1 + e2 + e3 + e4)− log(e1 + e2 + e3)
















e1 + e2 + e4
)




























e1 + e2 + e4
)
(4.13)
in the region S1. The leading contribution, log e1, cancels here. Similar cancellation occurs in
S2, S3 and S4. However, in the region S5, the order of four weights is e4 ≥ e1 ≥ e2 ≥ e3 and the
integrand can be rewritten as
log(e1 + e2 + e3 + e4)− log(e1 + e2 + e3)
















e4 + e1 + e2
)













The tropical limit yields non-zero value log e4 − log e1 for the leading contribution in the region
S5. Similarly, in the region S6, the leading contribution is log e4− log e1. Contributions from the
other regions can be obtained by rotating the label i(i = 1, 2, 3) cyclically.
Note that the leading contribution can be computed as the volume of the tetrahedron. This














Fig. 8: (a) plot of log Ω0, (b) tropical limit of log Ω0, (c) tropical limit of log Ω˜0







It is important to note that there are no subleading terms of the form (log |φ|2)2, as shown in
Eq.(A.10) in Appendix A.2. Since deviations from the tropical limit are localized in finite regions
around walls and junctions, there are contributions proportional to the wall length log |φ|2 and
constant contributions associated with junctions. Therefore there is no contribution proportional
to the area (log |φ|2)2 in Fig.8. This tropical approximation should be valid for finite values of
coupling constant g.























where subleading contributions should be suppressed by powers of 1/|φ| ∼ e−r, as illustrated in
Appendix B for the case of walls. In Fig.9, the numerically evaluated metric grr of moduli space
is compared to the asymptotic metric (4.16) evaluated at r →∞ with g →∞.
4.4 Tropical limit at Finite Couplings
In the previous subsection, we have evaluated the asymptotic behavior for large values of moduli
and obtained the Ka¨hler potential in the tropical limit. This tropical limit contains only informa-
21











Fig. 9: Metric of moduli space (solid line) grr and asymptotic metric (dashed line).
We have chosen ~m1 = (1, 0), ~m2 = (−1/2,
√
3/2), ~m3 = (−1/2, −
√
3/2), and c = 1, g →∞.
tions of vacua and does not require the detailed informations on the internal structure of walls
and/or junctions. The tropical limit should be applicable to a solution obtained in arbitrary
coupling constant. In the following we use vacuum expectation values to evaluate Eq. (3.12).

















Note that in the vacuum 〈A〉, Σ2α takes the value
〈Σ2α〉〈A〉 = m2A + n2A. (4.19)









in region 〈A〉. Note that this is constant and does not depend on the coordinates x1 and x2.
























































































(c) division of area of the loop
Here Ω˜ means Ω˜ = Ω(|φ| = 0). In the tropical limit, the external vacuum regions 〈A〉, (A = 1, 2, 3)
give vanishing contributions, whereas the vacuum region 〈4〉 inside the loop gives a non-zero





















Here Ai is the area of the loop, which is given in Fig.10(c) and ~mAB = ~mA − ~mB. The variation













(dr2 + dθ2). (4.23)
Let us combine the contributions ds2w in Eq.(4.16) and ds
2
g in Eq.(4.23) together to give the


















(dr2 + dθ2). (4.24)
Since the tropical limit does not require the details of the solution and contains only the
information of vacua, this result should be applicable to solutions for the general cases with
arbitrary masses and arbitrary coupling g. Using the explicit solution in the strong coupling
limit Ω = Ω0, we will estimate the correction terms and show in Appendix B that the corrections
to the Ka¨hler metric of the tropical limit should be suppressed exponentially for large r.
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4.5 Tropical Limit in Non-Abelian Single Triangle Loop
In this section, let us consider the non-Abelian gauge theory with NC = 3, NF = 4. This model
has also four vacua, 〈Ar〉 = 〈123〉, 〈124〉, 〈134〉 and 〈234〉. In order to compare with the Abelian
model, we choose the same mass parameters as that of the Abelian gauge theory with NC = 1,
NF = 4 in Sec. 3.2.














0 = 1, detH
〈123〉
0 = φ = e
r+iθ. (4.25)
There is an exact correspondence between vacua of the U(NC) gauge theory with NF flavors to
those of the U(NF − NC) gauge theory with NF flavors[56]. The moduli space point (4.25) in
the U(3) gauge theory and the moduli space point (3.19) in the U(1) gauge theory give different
detΩ, which reduces to the same detΩ0 near vacuum regions because of this correspondence.
In the tropical limit, we evaluate Ω by replacing it with Ω0 dominated by the single dominant
vacuum weight. We only need informations on vacuum regions. Therefore, the asymptotic metric
(4.16) corresponding to the first term in Eq.(3.10) is also valid in the U(3) gauge theory.









(|~mA|2 + |~mB|2 + |~mC |2) (4.26)
in the vacuum 〈ABC〉 of the U(3) gauge theory corresponding to the 〈D〉 of the U(1) gauge
theory. If we remove the moduli-independent divergence as before, non-zero contribution comes
only from the vacuum 〈123〉. Therefore, this yields the same form of the asymptotic metric but













(dr2 + dθ2). (4.27)
This result is quite intriguing. The meaning of the plus sign will be clarified in section 5.
5 Understanding of the Asymptotic Metric
In this section we clarify the physical meaning of the asymptotic metric.
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5.1 Kinetic Energy of Walls
We are now considering the dynamics of a system which consists of three internal walls and has
two kinematic variables r and θ. (Three external walls have been fixed by boundary conditions.
) There is no potential energy among the three walls due to the BPS nature of this system.
Therefore, the effective Lagrangian of single triangle loop would be simply given by the kinetic
energy of internal walls.
The metric (4.16) expresses this kinetic energy of walls. Let us confirm this statement.
First of all, lengths of internal walls are given by















Tensions of internal walls are
〈1〉〈4〉 wall T (1,4) = c|~m1|,
〈2〉〈4〉 wall T (2,4) = c|~m2|,
〈3〉〈4〉 wall T (3,4) = c|~m3|. (5.2)
Next we have to know how the internal walls move when the variable r changes. We denote the
distances between the origin and internal walls as l
(A4)
0 , (A = 1, 2, 3). These are given by
〈1〉〈4〉 wall l(1,4)0 =
r
|~m1| ,
〈2〉〈4〉 wall l(2,4)0 =
r
|~m2| ,
〈3〉〈4〉 wall l(3,4)0 =
r
|~m3| . (5.3)
























We observe that the moduli space metric at g2 → ∞ in Eq.(4.23) agrees with this result, since










5.2 Kinetic Energy of Junction Charges
In the above, we considered only the kinetic energy of internal walls. However, the mass of a
wall web actually consists of energies of walls (tension Tw times the length of the walls) and a
contribution from the junction charge Y . The Y contributes negatively to the energy in the U(1)
gauge theory and is interpreted as the binding energy of the three walls. If r changes to r + dr,
the junction points also moves slightly, which accompanies the movement of junction charges
at the junction points. Therefore, it is natural to expect that the metric (4.23) expresses the
“kinetic energy” of junction charges, which is negative because of the negative “mass” of the
junction. Junction charges are given by
〈124〉 junction Y 124 = −∆[123]
g2
α3,
〈234〉 junction Y 234 = −∆[123]
g2
α1,
〈314〉 junction Y 314 = −∆[123]
g2
α2. (5.6)
Distances between the origin and the junctions are
〈124〉 junction l124 = |~m12|
∆[123]α3
r,
〈234〉 junction l234 = |~m23|
∆[123]α1
r,
〈314〉 junction l314 = |~m31|
∆[123]α2
r. (5.7)
Using these, we obtain the kinetic energy of junction charges
















This agrees with the result in Eq.(4.23) of the Abelian gauge theory.
This interpretation naturally explains the sign difference between Eq.(4.23) and Eq.(4.27). In
the non-Abelian junction, junction charge gives a positive contribution to energy of a wall web in
contrast to the Abelian junction. This can be interpreted as the Y -charge of the Hitchin system.
For the details about these issues, see [16].
The non-Abelian junction charges have the same magnitude as the Abelian junction charges
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(5.6) but its sign is reversed.
〈234〉〈134〉〈123〉 junction Y 124 = ∆[123]
g2
α3,
〈134〉〈124〉〈123〉 junction Y 234 = ∆[123]
g2
α1,
〈124〉〈234〉〈123〉 junction Y 124 = ∆[123]
g2
α2. (5.9)
This explains the sign flip in the asymptotic metric of Eq.(4.27) compared to that of Eq.(4.23).
6 Conclusion and Discussion
We have constructed an effective theory of webs/networks of domain walls. The general form
of the effective action Eq. (3.9) is written in terms of the Ka¨hler potential given by Eq. (3.10),
(3.11), (3.12). In the strong coupling limit g2 →∞, the Ka¨hler potential for the single triangle
loop can be written in the form of the power series as Eq. (3.30). The moduli space is smooth
even at the point where the size of the loop shrinks to zero. The large size behavior of the Ka¨hler
potential can be calculated as Eq. (4.16) by using the tropical limit. In this limit we can also
evaluate the contributions from the junction charges in the Abelian case Eq. (4.23) and in the
non-Abelian case Eq. (4.27). These asymptotic metrics can be read from kinetic energy of the
constituent walls of the loop and the junction charges.
Let us summarize possible future works. Since the metric of the moduli space of a single loop
has been obtained, its dynamics can be discussed by the moduli space (Manton’s) approximation.
We also should extend our work to multiple loops of domain walls. These aspects will be reported
elsewhere [57].
The parallel domain walls have dyonic extension [45] if we introduce complex masses. In the
case of domain wall webs, they admit dyonic extension if the triplet of masses is introduced [46].
In the case of supersymmetric field theory, this is possible in a d = 2 + 1 theory which can be
obtained by the Scherk-Schwarz dimensional reduction from the d = 3 + 1 theory discussed in
this paper. The effective action on webs becomes a classical mechanics (a d = 1 nonlinear sigma
model). Since it is known that a potential, which is proportional to a square of a Killing vector
of a U(1) isometry of the moduli space, is induced on the effective theory of dyons [58] or dyonic
instantons [59], the same kind of a potential, with a U(1) Killing vector associated to a loop, is
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expected on a classical mechanics on the moduli space of the dyonic webs of domain walls.
As noted in the introduction, the present work may be applied to construction of 1/8 BPS
solitons [45, 46] . Unfortunately, as discussed above, only one time dimension is left in the
effective theory on the wall web when one needs a potential on the moduli space in the framework
of supersymmetric field theory. Therefore one can construct a 1/2 BPS domain wall on the wall
web only in an Euclidean theory, which gives a space-like brane. To do this, however, a single
triangle loop is not enough because the effective theory on it has only one vacuum due to the
fact that the potential is the square of a U(1) Killing vector associated to a loop. One would
need at least two loops to obtain two disconnected vacua in the effective theory on the wall web.
Sigma model lumps do not require a potential, so lumps on the wall webs could be constructed
in four space time dimensions. To do this, the moduli space must contain a non-trivial second
homotopy group, π2(M) 6= 0. One would need at least multiple loops. This case of the lump
solution also requires to consider a Euclidean theory.
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A Hypergeometric functions
In this appendix, we show how to express the Ka¨hler potential Kw in Eq.(3.30) in the strong
coupling limit in terms of hypergeometric functions provided the parameters αk are rational.
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A.1 pFq ({an}; {bm}; x)
The hypergeometric functions are defined by the following power series





(a1)k(a2)k · · · (ap)k
(b1)k(b2)k · · · (bq)k x
k (A.1)
with (ν)k ≡ (k + ν − 1)(k − 2 + ν) · · · (ν) = Γ(k + ν)/Γ(ν), (k! = (1)k).
A.2 Gp({αn}; x)
Let us define a function Gp({αk}; x) for p = 1, 2, 3, · · · , with positive real parameters αk, (k =
1, · · · , p) by an infinite series
Gp(α1, α2, · · · , αp; x) ≡
∞∑
n=1
Γ(α1n)Γ(α2n) · · ·Γ(αpn)
Γ(n+ 1)
xn. (A.2)














∞ u < 1
eS u = 1
0 u > 1
(A.3)















derived from the Stirling series. In this paper we are interested in the case of u = 1 and set u = 1




, (Mn, N ∈ N),
p∑
i=1
Mi = N, (A.6)
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the function Gp({αn}; x) can be rewritten by a finite sum of hypergeometric functions F defined
in Eq.(A.1) as

















































where we used the following identity, with k, l ∈ N,
Γ(kl + ν) = (kl + ν − 1) · · · (kl + ν − l)
×((k − 1)l + ν − 1) · · · ((k − 1)l + ν − l)× · · ·
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By making an analytic continuation of an integral representation of the power series expression
(A.2) with the similar method as in Sec.4, one obtains for x≫ 1




+ · · · ,











−G3(α1, α2, α3;−x) ≈ 1
6α1α2α3
(log x)3 + A({α}) logx+B({α}) + . . . , (A.10)
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where the coefficients A and B are given by



























The coefficient ζ(3) is verified numerically to order 10−100.





(log x)p +O ((log x)p−2) . (A.12)
B Correction Terms


















































































where we assumed, to facilitate the computation, that α1 is irrational. The sum of terms pro-



























)e− 2α1 r +O (e− 4α1 r)+ (α1 ↔ α2). (B.2)
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Although the above result is given under the assumption that α1(= 1− α2) is irrational, we can
confirm directly that the leading term of the above is also finite with rational α1, especially a








)e− 2α1 r + (α1 ↔ α2) → −4re−4r. (B.3)
This result is in accord with the known result[28, 26].
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