Abstract. We study the 3-dimensional combinatorial Yamabe flow in hyperbolic background geometry. For a triangulation of a 3-manifold, we prove that if the number of tetrahedra incident to each vertex is at least 23, then there exist real or virtual ball packings with vanishing (extended) combinatorial scalar curvature, i.e. the (extended) solid angle at each vertex is equal to 4π. In this case, if such a ball packing is real, then the (extended) combinatorial Yamabe flow converges exponentially fast to that ball packing. Moreover, we prove that there is no real or virtual ball packing with vanishing (extended) combinatorial scaler curvature if the number of tetrahedra incident to each vertex is at most 22.
Introduction
In the seminar work [23] , Thurston introduced (2-dimensional) circle packings to construct hyperbolic 3-manifolds or 3-orbifolds. To extend Thurston's circle packings to higher dimension, Cooper and Rivin [3] studied the deformation of ball packings, which are three dimensional analogs of circle packings. Inspired by the pioneering work of Chow and Luo [2] , where the combinatorial surface Ricci flows based on circle packings were introduced, Glickenstein [13, 14] introduced a combinatorial version of Yamabe flow based on Euclidean triangulations defined by ball packings (Luo [16] also introduced a combinatorial Yamabe flow on surfaces). The first author of the paper, Jiang and Shen [7] studied the convergence of Glickenstein's Yamabe flow for regular ball packings in Euclidean background geometry. In this paper, we introduce the combinatorial Yamabe flow for triangulations of 3-manifolds in hyperbolic background geometry and study the convergence of the flow.
Let M be a closed 3-manifold with a triangulation T = {T 0 , T 1 , T 2 , T 3 }, where the symbols T 0 , T 1 , T 2 , T 3 represent the sets of vertices, edges, faces and tetrahedra respectively. The pair (M, T ) refers to a 3-manifold with a triangulation T . For simplicity, we write T 0 = {1, · · · , N }, where N is the number of vertices, and denote by {ij} ({ijk} and {ijkl} resp.) an edge (a triangle and a tetrahedron resp.) in the triangulation. A tetrahedron is called incident to a vertex if the latter is a vertex of the former. Let R 3 (H 3 resp.) be the simply-connected 3-dimensional Euclidean space (hyperbolic space of constant sectional curvature −1 resp.). For a triangulated 3-manifold (M, T ), Cooper and Rivin [3] constructed a piecewise linear metric (hyperbolic metric resp.) by ball packings: assign a positive number r i to each vertex i which serves as the radius of a ball in R 3 (H 3 resp.) centered at i, construct a Euclidean (hyperbolic resp.) tetrahedron in R 3 (H 3 resp.) of edge length l ij = r i + r j for each tetrahedron {ijkl} ∈ T 3 if it exits, and glue them together along common faces. A Euclidean or hyperbolic ball packing, also called sphere packing, can be completely described as a map r r r = (r 1 , · · · , r N ) : T 0 → R + := (0, +∞).
In the following, we always write bold symbols for vectors in Euclidean space such as r r r above. Geometrically, a Euclidean (hyperbolic resp.) ball packing r r r attaches to each vertex i ∈ T 0 a Euclidean (hyperbolic resp.) ball B i of radius r i centered at i such that two balls B i and B j are externally tangent for any {ij} ∈ T 1 . Note that for each {ijkl} ∈ T 3 , the assignment (r i , r j , r k , r l ) can form a non-degenerate Euclidean tetrahedron if and only if, see e.g. [13] , The case Q E (r i , r j , r k , r l ) = 0 corresponds to Descartes' circle theorem, also called Soddy-Gossett theorem, see [3] . Analogously, (r i , r j , r k , r l ) can form a non-degenerate hyperbolic tetrahedron if and only if, see e.g. [15, 19] 
Q H (r i , r j , r k , r l ) := (coth r i + coth r j + coth r k + coth r l ) 2 − 2 coth r i 2 + coth r j 2 + coth r k 2 + coth r l 2 + 4 > 0.
A Euclidean (hyperbolic resp.) ball packing r r r is called real if all the Euclidean (hyperbolic resp.) tetrahedra are non-degenerate, and called virtual otherwise. Cooper and Rivin [3] introduced the set of ball packings of a triangulation as a discrete analogue to the conformal class of a Riemannian metric on a manifold. In this paper, we consider hyperbolic ball packings. In the following, we always refer to the hyperbolic background geometry, and for the sake of simplicity call a hyperbolic ball packing a ball packing, etc.. For a triangulated 3-manifold (M, T ), we denote by M T the set of real ball packings. M T is a simply connected open subset of R N + , which was first obtained by Cooper and Rivin [3] (or see the first paragraph of Section 3.1). The combinatorial scalar curvature on a real ball packing was introduced by Cooper and Rivin [3] . For r r r ∈ M T , we denote by α ijkl the solid angle at the vertex i in the hyperbolic tetrahedron {ijkl} ∈ T 3 . The combinatorial scalar curvature at the vertex i is defined as (2)
where the summation is taken over all tetrahedra incident to i. It is remarkable that the combinatorial curvature map
is locally injective by Cooper and Rivin [3] and globally injective by Xu [25] , which generalize Thurston's rigidity about surface circle packings [23] .
In the Euclidean setting, Glickenstein [13] proposed to study the combinatorial Yamabe problem, i.e. the existence of constant combinatorial scalar curvature in the conformal class M T . To approach the problem, he introduced a combinatorial Yamabe flow
aiming to deform the initial ball packing to the one with constant combinatorial scalar curvature. The prototype of (3) is Chow and Luo's combinatorial Ricci flow [2] and Luo's combinatorial Yamabe flow [16] on surfaces, see also [4] - [12] . Inspired by Glickenstein's problem, we propose the following combinatorial Yamabe problem in hyperbolic setting. To solve the problem, one possible approach, initiated in the geometric analysis, is to use the variational method. We introduce the Cooper-Rivin's functional S on real ball packings, S(r r r) = i∈T 0
where vol M (r r r) := {ijkl}∈T 3 vol ijkl (r r r) denotes the total volume of the triangulation in ball packing metric r r r. The hyperbolic combinatorial Yamabe invariant of (M, T ) is defined as
S(r r r).
We prove that the solutions to hyperbolic combinatorial Yamabe problem are exactly the critical points of the functional S. Theorem 1.2. The following are equivalent:
(1) There exists a real ball packing r r r such that K K K(r r r) = 0, i.e. the combinatorial Yamabe problem is solvable. (2) The functional S has a critical point in M T . (3) The hyperbolic combinatorial Yamabe invariant Y T is attained by a real ball packing, i.e. the functional S has a global minimizer.
In the paper, we mainly follow Glickenstein's parabolic method to attack the combinatorial Yamabe problem. We introduce the hyperbolic combinatorial Yamabe flow as follows. We say that r r r(t) is a solution to the hyperbolic combinatorial Yamabe flow with the initial data r r r(0), if for all t ∈ [0, T ), r r r(t) ∈ M T and (5)
The stationary points of the flow are given by real packings r r r with K K K(r r r) = 0. This makes good sense to use the flow (5) to find ball packings with vanishing combinatorial scalar curvature. Since the right hand side of (5) is locally Lipschitz in M T , by the ODE theory the solution exists and is unique in the maximal existence time T ≤ ∞ for any initial data r r r(0) ∈ M T . We say that the flow (5) converges if the solution r r r(t) exists for [0, ∞) and there is r r r ∈ M T such that (6) r r r(t) → r r r, t → ∞.
It is well-known that if the flow (5) converges to r r r, then K K K(r r r) = 0, see Proposition 3.3 below. However, the convergence of the flow (5) is in general difficult to obtain. We have the following scenarios:
(i) The flow (5) may develop finite time singularity, i.e. the maximal existence time T < ∞. (ii) A triangulated 3-manifold (M, T ) may not admit a real ball packing of vanishing combinatorial scaler curvature, see Theorem 1.5 below, which implies that the flow never converges for any initial data. In order to circumvent the difficulties, we introduce the extended combinatorial Yamabe flow. First, for any tetrahedron {ijkl} ∈ T 3 we may continuously extend solid angles α ijkl for real ball packings to α ijkl for all ball packings including virtual ones. This induces the definition of extended combinatorial scaler curvature for any ball packing,
Then the extended combinatorial Yamabe flow is defined as follows: r r r(t) ∈ R N + for t ∈ [0, T ) and
We prove the long time existence of the extended combinatorial Yamabe flow, i.e. the maximal existence time T = ∞, in Theorem 3.7, and the uniqueness of the solution to the flow in Theorem 3.13. We say that the flow (8) converges to r r r ∈ R N + if r r r(t) → r r r, t → ∞.
With the help of the extended combinatorial Yamabe flow and hyperbolic geometry, we prove the existence result of hyperbolic Yamabe problem in the extended sense under some combinatorial condition. For any vertex i, we denote by d i the number of tetrahedra incident to i and call it the tetra-degree of i.
Then there exists a ball packing r r r, real or virtual, such that
If there is a real ball packing r r r satisfying (9), then the extended flow (8) converges exponentially fast to r r r for any initial data r r r(0) ∈ R N + . To prove the existence of ball packings with vanishing extended combinatorial scaler curvature, we consider the solution r r r(t) to extended flow (8) . If the tetra-degree at each vertex is at least 23, then we obtain uniform lower and upper estimates of the solution r r r(t) in Theorem 4.1 and Theorem 3.12. This yields that there is a sequence t n → ∞ such that K K K(r r r(t n )) → 0 0 0.
By further extracting a subsequence, we obtain a limiting ball packing r r r with vanishing extended combinatorial scaler curvature. (1) If there is a real ball packing with vanishing combinatorial scaler curvature, then there is no virtual ones with the same property. In this case, the real ball packing with vanishing combinatorial scaler curvature is unique, see Theorem 3.6. (2) We will prove that there is no real or virtual ball packing with vanishing extended combinatorial scaler curvature if the tetra-degree at each vertex is bounded above by 22, see Theorem 1.5. This indicates the tetra-degree assumption is essential.
In the next theorem, we prove the non-existence result of hyperbolic Yamabe problem in the extended sense if the tetra-degrees at vertices are small. Theorem 1.5. Let (M, T ) be a triangulated 3-manifold satisfying
There exists no ball packing r r r, real or virtual, such that
Moreover, for any initial data r r r(0) ∈ R N + , the solution r r r(t) of extended combinatorial Yamabe flow (8) satisfies r r r(t) → 0 0 0, t → ∞.
A triangulation (M, T ) is called tetra-regular if all tetra-degrees of vertices are equal. As a corollary of above results, we have complete results for tetraregular triangulations. The paper is organized as follows: In the next section, we study the geometry of hyperbolic tetrahedra, the extension of solid angles to virtual tetrahedra, and some comparison principles for solid angles. In Section 3, we study global properties of triangulations of 3-manifolds configured by ball packings, and prove Theorem 1.2, the long time existence and the uniqueness of the extended combinatorial Yamabe flow. In the last section, we prove the main results, Theorem 1. It is well-known that the tetrahedron is determined, up to an isometry of H 3 , by the data l l l = (l 12 , l 13 , l 14 , l 23 , l 24 , l 34 ) or β β β = (β 12 , β 13 , β 14 , β 23 , β 24 , β 34 ). Hence β β β(l l l) is a bijective map for a tetrahedron, see e.g. [24] for more details. The Gram matrix in terms of edge lengths is given by
In this paper, we adopt the notation {i, j, k, l} for a rearrangement of {1, 2, 3, 4}, i.e. i, j, k, l are distinct. It is also well-known, see e.g. [20] , that for any
where c kl is the (k, l)-cofactor of the matrix G, i.e. c kl = (−1) k+l det G kl , where G kl is the matrix obtained from G by deleting k-th row and l-column. The Schläfli formula, see e.g. [24] , reads as
Note that the Jacobian matrix ∂β β β ∂l l l is symmetric and non-degenerate. We denote by τ = {1234} the combinatorial tetrahedron of vertices {1, 2, 3, 4} which contains only combinatorial information. For the convenience, we write τ = {1234} = {ijkl} where {i, j, k, l} is a rearrangement of {1, 2, 3, 4}. For any r r r = (r 1 , r 2 , r 3 , r 4 ) ∈ R 4 + , we write Q(r r r) :
where Q H (·) is defined in (1) in the introduction. We would like to endow τ with a metric structure isometric to a hyperbolic tetrahedron τ (r r r) in H 3 such that the edge length of each edge {ij} is given by
which is unique up to an isometry in H 3 if it exists. It is well-known, see [15, 19] , that the tetrahedron τ (r r r) exists and is non-degenerate if and only if Q(r r r) > 0. In this case, we call τ = {1234} with the ball packing r r r, denoted by τ (r r r), a real tetrahedron. Otherwise, for Q(r r r) ≤ 0, τ (r r r) is degenerate and we call it a virtual tetrahedron. The set of real tetrahedra on τ = {1234} is given by (13) Ω 1234 = r r r = (r 1 , r 2 , r 3 , r 4 ) ∈ R 4 + : Q(r r r) > 0 . It is simply-connected and its boundary is piecewise analytic. In fact, one can prove that coth(Ω 1234 ) = {(coth r 1 , · · · , coth r 4 ) : (r 1 , r 2 , r 3 , r 4 ) ∈ Ω 1234 } is a star-shaped domain with respect to the point (coth 1, coth 1, coth 1, coth 1), and hence it is simply-connected. This yields Ω 1234 is simply-connected by the homeomorphism between two sets.
In this paper, we denote by 1 1 1 the vector in Euclidean space whose entries are constant 1. It is obvious that t1 1 1 ∈ Ω 1234 for any t > 0. For a real tetrahedron τ (r r r), we denote by β ij (r r r), α i (r r r) and vol(r r r) the corresponding quantities in Definition 2.1, and omit the dependence of r r r if it is clear in the context. Note that for any vertex i,
The Schläfli formula implies that
Cooper and Rivin [3] introduced the following functional on the set of real tetrahedra,
By the Schläfli formula,
This implies that
∇U (r r r) = α α α (17)
where ∂α α α ∂r r r denotes the Jacobian matrix of the map r r r → α α α(r r r).
Lemma 2.2 (Rivin [22] ). For any r r r ∈ Ω 1234 , ∂α α α ∂r r r is a positive definite matrix. Proof. For the convenience of the readers, we recall the proof here which was given by Rivin in [22] . We denote by l l l(r r r) and α α α(β β β) the maps defined in (12) and (14) To abbreviate the notation in the paper, we introduce the following change of variables. Definition 2.3. For any r r r = (r 1 , r 2 , r 3 , r 4 ) ∈ R 4 + , we define
By (11), we have an explicit formula for the dihedral angles of a real tetrahedron. For a real tetrahedron τ (r r r),
By taking the inverse function, β ij = arccos(· · · ), from which we can calculate
see the formulae in Appendix. Using these results and (14), we obtain
By this formula, we prove the following lemma, which was derived in the Euclidean setting by Glickenstein, see [14, Corollary 5] .
Lemma 2.4. For a real tetrahedron τ (r r r), let r i = min{r i , r j , r k , r l }. Then
Proof. Without loss of generality, we show that
> 0. By the assumption, y i = max{y i , y j , y k , y l }, which yields that
This implies that
The lemma follows from (20) .
We will use this lemma to derive a comparison principle for solid angles of tetrahedra, see Theorem 2.15.
The following monotonicity is useful for our applications.
Proposition 2.5. The function t → α 1 (t1 1 1) is decreasing in (0, ∞), and
where α E 1 (1 1 1) := 3 arccos 1/3−π denotes the solid angle in a regular Euclidean tetrahedron of side length 2.
Proof. Set f (t) := cos β 12 (t1 1 1). By (19) ,
.
By taking the derivative,
Hence f (t) is strictly increasing and β 12 (t1 1 1) is strictly decreasing. By the symmetry for r r r = t1 1 1,
which is decreasing. Hence the limits exist as t → 0 and t → ∞, and the results follow from direct computation.
Virtual tetrahedra. By the change of variables in Definition 2.3,
We consider the solutions to Q(r r r) ≤ 0. Then for any 1 ≤ i ≤ 4, either
For any i, we set
and denote by (22) D i = {r r r ∈ R 4 + : y i ≥ f i (y j , y k , y l )}, the i-th virtual tetrahedron space. By the definition,
Proof. This follows from
This proposition implies that
are mutually disjoint. Proposition 2.7.
. Then Q(r r r) ≤ 0. Without loss of generality, we assume that y 1 ≥ y 2 ≥ y 3 ≥ y 4 . By (21) for i = 1,
This yields that y 3 + y 4 ≥ 2(y 2 y 3 + y 3 y 4 + y 4 y 2 + 1)
By taking the square in both sides of the inequality, we get
This is a contradiction and the proposition follows.
The next corollary follows directly from above propositions, and hence we omit its proof here.
Corollary 2.8. If Q(r r r) ≤ 0, then {r 1 , r 2 , r 3 , r 4 } have a strictly minimal value. Moreover, if {r 1 , r 2 , r 3 , r 4 } attains its strictly minimal value at r i for some i ∈ {1, 2, 3, 4}, then r ∈ D i .
The decomposition has an interesting geometric intepretation, see [25, 7] . For {i, j, k, l} = {1, 2, 3, 4}, we place three balls B j , B k and B l with radii r j , r k and r l in H 3 , externally tangent to each other, whose centers lie on an embedded totally geodesic hyperbolic plane Π. For r r r ∈ D i , the radius of the fourth ball B i satisfies r i < min{r j , r k , r l }. Geometrically, for Q(r r r) = 0, the center of the fourth ball B i lies on the Π and the intersections, B i ∩ Π, B j ∩ Π, B k ∩ Π and B l ∩ Π, are mutually externally tangent disks in Π.
For Q(r r r) < 0, the ball B i goes through the gap between the other three mutually tangent balls, which cannot be realized in H 3 , and hence we call it a virtual tetrahedron.
Extensions.
2.3.1. A C 0 -extension of solid angles. Solid angles are initially defined for real tetrahedra. There is a natural way to extend them to all tetrahedra including virtual ones. Bobenko, Pinkall, Springborn [1] introduced the extension method for angles of all triangles including degenerate ones to establish a variational principle, which connects Milnor's Lobachevsky volume function of decorated hyperbolic ideal tetrahedra to Luo's discrete conformal changes [16] . Luo [17] systematically developed their extension idea and proved some rigidity results related to inversive distance circle packings and discrete conformal factors, see e.g. [5, 6] . The extension of dihedral angles in a 3-dimensional decorated ideal (or hyper-ideal) hyperbolic polyhedral first appeared in Luo and Yang's work [18] . They proved the rigidity of hyperbolic cone metrics on 3-manifolds which are isometric gluing of ideal and hyper-ideal tetrahedra in hyperbolic spaces.
For real and virtual tetrahedra, Xu [25] introduce a natural extension of solid angles. For a tetrahedron τ = {1234}, the extended solid angle α i at the vertex i is defined as (23) α
This extends the definitions of solid angles to all tetrahedra parametrized by R 4 + , which are piecewise constant on virtual tetrahedra. Xu [25, Lemma 2.6] claimed that this extension α i is continuous on R 4 + in the hyperbolic setting by some geometric intuition. In the Euclidean setting, the continuity of α i was rigorously proved by Glickenstein [14, Proposition 6] . In the hyperbolic setting, we prove the counterpart of Glickenstein's result, which will imply the continuity of the extended solid angles, see Theorem 2.11.
in Ω 1234 converging to r r r,
Proof. By the assumption, r r r (n) → r r r as n → ∞. Without loss of generality, we prove that α i → 2π, α j → 0, n → ∞. By (14) , it suffices to show that
By the symmetry, we only need to show that β ij → π and β jk → 0.
By (19)
Similarly, we have
For
Since r r r (n) → r r r, for sufficiently large n,
which implies that cos(β ij (r r r (n) )) < 0 by (19) . Hence by (24) ,
This yields that for sufficiently large n,
which implies cos(β jk (r r r (n) )) > 0. This proves β jk (r r r (n) ) → 0 by (25) . Hence the proposition follows. The above proposition can be used to show the continuity of extended solid angles. We follow the approach pioneered by Luo [17] .
ω is locally convex (concave resp.) on A, and each a i on A can be extended to a continuous function a i on X, which is piecewise constant on connected components X \A, then F (x x x) := x x x x 0 x 0 x 0 a i (x x x)dx i is a C 1 -smooth convex (concave resp.) function on X extending F .
In our setting, for a tetrahedron τ = {1234} we define a continuous 1-form on Ω 1234 , ω(r r r) = 
∇
2 U (r r r) = ∂α α α ∂r r r (r r r), ∀ r r r ∈ Ω 1234 .
Comparison principles.
The following lemma in the Euclidean setting was proved by Glickenstein [14, Lemma 7] . We prove it in hyperbolic setting essentially following his proof strategy.
Lemma 2.14. For a tetrahedron τ = {1234} and any ball packing r r r ∈ R 4 + , r i ≤ r j if and only if α i ≥ α j .
Proof. The lemma is equivalent to the following two statements: (a) r 1 = r 2 implies α 1 = α 2 , and (b) r 1 < r 2 implies α 1 > α 2 . The statement (a) is immediate. In fact, it is trivial if r r r = (r 1 , r 2 , r 3 , r 4 ) is virtual. For the case of r r r ∈ Ω 1234 , it follows from an isometry between tetrahedra τ (r 1 , r 2 , r 3 , r 4 ) and τ (r 2 , r 1 , r 3 , r 4 ).
For the statement (b), it suffices to consider r r r ∈ Ω 1234 , otherwise it is trivial by Proposition 2.6 and Corollary 2.8. We define a path σ σ σ(s) := ((1 − s)r 1 + sr 2 , (1 − s)r 2 + sr 1 , r 3 , r 4 ), s ∈ [0, 1], which connects the points (r 1 , r 2 , r 3 , r 4 ) and (r 2 , r 1 , r 3 , r 4 ). Consider the functional U on R 4 + . Since U (r 1 , r 2 , r 3 , r 4 ) is symmetric w.r.t. the permutations, i.e. for any permutation ρ of {1, 2, 3, 4}, U (r ρ(1) , r ρ(2) , r ρ(3) , r ρ(4) ) = U (r 1 , r 2 , r 3 , r 4 ).
By the definition (28) and the symmetry of ω in (27), U enjoys the same symmetry. Hence the function f (s) := U(σ σ σ(s)) on [0, 1] is symmetric w.r.t. Since σ σ σ(s) is linear in s, by the concavity of U in Lemma 2.13,
Moreover, since σ σ σ(0) = r r r ∈ Ω 1234 , there exists ǫ > 0 such that
Hence by (29) and (30),
We claim that f ′ (0) > 0. Suppose it is not true, i.e. f ′ (0) ≤ 0. Note that the left derivative of f, f ′ − (s), is non-increasing and f ′ − ( By setting s = 0, the lemma follows from the claim.
Now we are ready to prove some comparison principles for solid angles.
Theorem 2.15. For a real or virtual tetrahedron τ (r r r), if r i = min{r i , r j , r k , r l }, then α i (r r r) ≥ α i (r i 1 1 1).
Proof. It suffices to consider the case that r r r ∈ Ω 1234 . Otherwise, by Proposition 2.6 and Corollary 2.8 the result is trivial since α i (r r r) = 2π.
which connects the points r r r and r i 1 1 1.
We claim that σ σ σ(s) ∈ Ω 1234 for all s ∈ [0, 1]. Suppose that it is not true, then A := {s ∈ (0, 1) :
Since Ω 1234 is open, A is closed in (0, 1), which implies that s 0 ∈ A and s 0 > 0. Consider the function α i (σ σ σ(s)) on (0, s 0 ). By the definition of s 0 , σ σ σ(s) ∈ Ω 1234 for any s ∈ (0, s 0 ). Note that for any s ∈ (0, s 0 ),
Hence α i (σ σ σ(s)) is decreasing in (0, s 0 ). This yields that
This is a contradiction and proves the claim. By the claim and the same argument as in the proof of (32), one can show that for any s ∈ (0, 1),
This yields that α i (σ σ σ(0)) ≥ α i (σ σ σ(1)), which proves the theorem. 1 1 1) . Proof. For any fixed r r r ∈ R 4 + with r i = max{r i , r j , r k , r l }, we will prove that α i (r r r) ≤ α E 1 (1 1 1) . It suffices to consider the case that r r r ∈ Ω 1234 . Otherwise, for r r r ∈ R 4 + \ Ω 1234 , by Proposition 2.6 and Corollary 2.8 the above inequality trivially holds since α i (r r r) = 0.
Let r r r = (r 1 , r 2 , r 3 , r 4 ) ∈ Ω 1234 . Let U be the functional defined in (28). For any δ > 0, we define a functional on R 4 + as follows, ϕ δ (r r r) := U (r r r) − For r i = max{r i , r j , r k , r l }, by Lemma 2.14, α i (r r r) = min{α i (r r r), α j (r r r), α k (r r r), α l (r r r)}.
This yields that
α i (r r r) ≤ m α m (r r r)r m m r m ≤ α 1 (δ1 1 1).
By passing to the limit, δ → 0, the theorem follows from Proposition 2.5.
Ball packings on triangulations and combinatorial Yamabe flows
3.1. Glickenstein's flow in hyperbolic background geometry. For a triangulated 3-manifold (M, T ), we consider the hyperbolic combinatorial Yamabe flow (5), which is an analog to Glickenstein's combinatorial Yamabe flow (3) in the Euclidean setting. Note that the set of real ball packings M T is open and simply-connected subset in R N + . In M T , the terms on the right hand side of (5), −K i sinh r i , as a function of r r r = (r 1 , · · · , r N ) are smooth and hence locally Lipschitz continuous. By Picard theorem in classical ODE theory, the flow (5) has a unique solution r(t), t ∈ [0, ǫ) for some ǫ > 0. As a consequence, we yield the following proposition.
Proposition 3.1. Given a triangulated 3-manifold (M, T ), for any initial ball packing r r r(0) ∈ M T , the solution {r r r(t)} ⊂ M T to the flow (5) exists and is unique on the maximal existence interval [0, T ) with 0 < T ≤ +∞.
For a triangulated 3-manifold (M, T ), we define a functional on the set of all real ball packings as S(r r r) := i∈T 0
where U (r r r) is given in (15) . Hence, for any r r r ∈ M T , S(r r r) = i∈T 0
where vol M (r r r) = {ijkl}∈T 3 vol ijkl (r r r) denotes the summation of the volumes of tetrahedra in the triangulation in ball packing metric r r r. This means that S coincides with the Cooper-Rivin's functional introduced in (4), so that we use the same notation for them. Moreover, one can show that (34) ∇S(r r r) = K K K(r r r), r r r ∈ M T , and S is a C ∞ -smooth strictly convex functional on M T .
Proposition 3.2.
The functional S is non-increasing under the flow (5), i.e. for any solution r r r(t) to the flow (5), d dt S(r r r(t)) ≤ 0.
Suppose that the solution to the flow (5) converges, see (6) for the definition, then the limit ball packing has vanishing combinatorial scaler curvature. Proposition 3.3. Let r r r(t) be a solution to the flow (5) which converges to r r r ∈ M T . Then K K K(r r r) = 0.
Proof. This is well-known in classical ODE theory. For the convenience of readers, we include the proof here. For any t > 0, by Proposition 3.2, S(r r r(t)) is non-increasing. Moreover,
{S(r r r(t)) : t ≥ 0}
is bounded from below, since S is continuous on M T and r r r(t) → r r r, t → ∞.
Hence the following limit exists and is finite, lim t→∞ S(r r r(t)) = C.
Consider the sequence {S(r r r(n))} ∞ n=1 . By the mean value theorem, for any n ≥ 1 there exists t n ∈ (n, n + 1) such that S(r r r(n + 1)) − S(r r r(n)) = d dt t=tn (S(r r r(t)))
Note that lim n→∞ S(r r r(n + 1)) − S(r r r(n)) = C − C = 0.
Hence by (35), lim
Since r r r(t n ) → r r r as n → ∞, the continuity of K i yields that
This proves the proposition.
3.2.
The extended Cooper-Rivin's functional. Let (M, T ) be a triangulated 3-manifold. Using extended solid angles as in (23), we define the extended combinatorial scaler curvature for all ball packings: for any r r r ∈ R N + and any i ∈ T 0 ,
We define the extended Cooper-Rivin's functional on the set of all ball packings on (M, T ). For any ball packing r r r ∈ R N + , the extended CooperRivin's functional is given by S(r r r) = i∈T 0
where U (r r r) is defined in (28). Hence by Lemma 2.13 and (15), we have S(r r r) = S(r r r), ∀ r r r ∈ M T .
Moreover, one can prove that (37) ∇ S(r r r) = K K K(r r r).
Hence, the critical points of the functional S are given by ball packings with vanishing extended combinatorial scaler curvature. In addition, S is a C 1 -smooth convex functional on R N + which is C ∞ -smooth strictly convex on M T . We summarize them in the following theorem. By using the extended Cooper-Rivin's functional, with some modification, Xu [25] proved the following rigidity result for real ball packings.
We prove a generalization of Xu's rigidity theorem which will be useful for our purposes. Theorem 3.6. Let (M, T ) be a triangulated 3-manifold and r r r 1 ∈ M T . Suppose that there is r r r 2 ∈ R N + such that
then r r r 1 = r r r 2 .
Proof. Consider the set A := {r r r ∈ R N + : K K K(r r r) = K K K(r r r 1 )}. We define the functional on R N + by F (r r r) = S(r r r) − i∈T 0 K i (r r r 1 )r i .
By Theorem 3.4, the set of critical points of the functional F is given by A.
Note that the functional F is C 1 -smooth, convex on R N + and strictly convex on M T . Since r r r 1 ∈ A∩M T , a well-known result on convex functions implies that r r r 1 is the unique critical point of F, which proves the theorem. Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. The equivalence (1) ⇔ (2) follows from (34). The implication (3) ⇒ (2) is obvious. Now we prove that (1) ⇒ (3). By Theorem 3.4, r r r is a critical point of the functional S which is C 1 -smooth convex on R N + . Hence r r r is a global minimizer of S. Note that S extends S on M T and r r r ∈ M T . This implies that r r r is a global minimizer of S on M T . This proves the result.
3.3. Longtime existence of the extended combinatorial Yamabe flow. As mentioned in the introduction, the solution to the combinatorial Yamabe flow (5) can develop singularity in finite time, i.e. the maximal time T < ∞. To resolve the problem, we define the extended combinatorial Yamabe flow in (8) using the extension of the combinatorial scaler curvature (7). We will prove that the solution to the flow (8) exists for all time and extends the original flow (5), see analogous results in Euclidean setting in [5, 6] . In the hyperbolic setting, we use the hyperbolic geometry to get some a priori estimates for the solutions and then obtain the long time existence of the solutions, which is quite different from the Euclidean setting. In order to estimate the solutions to extended combinatorial Yamabe flow (8), we need the following calculus lemma. For a continuous function f : [0, ∞) → R and any C ∈ R, the upper level set of f at C is defined as
The lower level set {f < C} is defined similarly. Lemma 3.9. Let f : [0, ∞) → R be a locally Lipschitz function. Suppose that there is a constant C such that
Proof. Without loss of generality, we prove the first assertion. Suppose that it is not true, then {f > D} for D := max{f (0), C} is a non-empty open
Consider one of these intervals, say (a 1 , b 1 ) . By the continuity of f, f (a 1 ) = f (b 1 ) = D. Since f is locally Lipschitz, for any t ∈ (a 1 , b 1 ) , by the assumption,
This contradicts to t ∈ {f > D}. This proves the lemma.
For our purposes, we need to estimate the solid angles in the hyperbolic geometry. The following proposition is well-known in the hyperbolic geometry, see [ 
we denote by γ ijk the angle at the vertex v i . Proposition 3.10. For any ǫ > 0, there exists a constant C 1 (ǫ), depending only on ǫ, such that for any r i ≥ C 1 , r j > 0, r k > 0 and the hyperbolic triangle ∆ v i v j v k in H 2 with edge lengths
We prove the following lemma, which is crucial for the upper bound estimate of the solutions to the extended combinatorial Yamabe flow.
Lemma 3.11. For any ǫ > 0, there exists a constant C 2 (ǫ) such that for any real tetrahedron τ v i v j v k v l defined by the ball packing r r r, if r i ≥ C 2 , then α ijkl (r r r) ≤ ǫ.
Proof. Set r 0 := arcsinh 1. Let C 2 be the constant satisfying C 2 ≥ r 0 , to be determined later. For the tetrahedron τ v i v j v k v l in H 3 , let B r 0 (v i ) be the ball of radius r 0 centered at v i . We denote by ∆ w j w k w l the intersection of ∂B r 0 (v i ) and τ v i v j v k v l , which is a spherical triangle in the unit sphere with vertices w j , w k , w l on the geodesics (or edges) v i v j , v i v k and v i v l respectively. One is ready to see that α ijkl is equal to the area of ∆ w j w k w l , denoted by |∆ w j w k w l |. We write l w j w k , l w k w l , l w l w j for the lengths of sides of ∆ w j w k w l and
Note that l w j w k = γ ijk , l w k w l = γ ikl , l w l w j = γ ijl , where γ ijk (γ ikl , γ ijl resp.) is the angle at the vertex v i of the hyperbolic triangle
). By Proposition 3.10, for any ǫ 1 > 0, there exists C 1 (ǫ 1 ) such that for r i ≥ C 1 ,
Then by L'Huilier's formula in spherical geometry,
for some function f (ǫ 1 ) satisfying f (ǫ 1 ) → 0, as ǫ 1 → 0. Hence for any ǫ > 0, we choose small ǫ 1 such that for any r i ≥ C 2 := C 1 (ǫ 1 ),
This proves the lemma.
Now we are ready to obtain upper bound estimates for the solutions to extended combinatorial Yamabe flow.
Theorem 3.12. For a triangulated 3-manifold (M, T ), let r r r(t) be a solution to the extended flow (8) on [0, T ), possibly T = ∞. Then there exists a constant C 3 , depending on the initial data r r r(0) and the triangulation T , such that
Proof. Set f (t) := max m∈T 0 r m (t). Then f (t) is a locally Lipschitz function and for a.e. t ∈ (0, ∞), there exists i ∈ T 0 depending on t, such that (38) f (t) = r i (t), and f ′ (t) = r ′ i (t). Let C 2 be the constant determined in Lemma 3.11 such that for any real tetrahedron
We would like to show that
Let t ∈ (0, ∞) and i ∈ T 0 satisfying (38). Suppose that t ∈ {f > C 2 }. We claim that for any tetrahedron {ijkl} incident to i with the ball packing r r r(t),
If the tetrahedron {ijkl} with the ball packing r r r(t) is real, then it follows from (39). If the tetrahedron {ijkl} with the ball packing r r r(t) is virtual, then by (38), r i (t) = max{r i (t), r j (t), r k (t), r l (t)}. This yields that α ijkl (r r r(t)) = 0 by the definition of α. This proves the claim. Hence by the claim K i (r r r(t)) = 4π − {ijkl}∈T 3 α ijkl (r r r(t)) > 2π.
Hence by (8) ,
This yields (40). Then the theorem follows from Lemma 3.9.
By the above a priori estimate of the solutions, we can prove Theorem 3.7.
Proof of Theorem 3.7. Since the terms on the right hand side of (8), − K i sinh r i , are continuous functions on R N + , by Peano's existence theorem in classical ODE theory, the extended flow (8) has at least one solution r r r(t) on some interval [0, ε), for small ǫ > 0. We denote by [0, T ) the maximal existence interval of the solution r r r(t) with the initial data r r r(0). By the equation (8),
Note that by the definition of K i , for any vertex i,
which implies that r i (t) can not go to 0 in finite time by the lower bound estimate. However the above upper bound estimate is not useful, since tanh(x) ≤ 1, for any x > 0. That is the reason why we need a priori upper bound estimate of the solutions in Theorem 3.12. By Theorem 3.12, there is some constant C 3 such that
Hence, by the extension theorem of solutions in ODE theory, the solution exists for all t ≥ 0, i.e. T = ∞.
3.4.
Uniqueness of the extended flow. We introduce the following change of variables: for any 1 ≤ i ≤ N,
Note that w i (r i ) is increasing in r i . This gives us a diffeomorphism Hence the equation (41) is equivalent to the one in the w w w-coordinate
This means that the extended combinatorial Yamabe flow (8) is equivalent to a negative gradient flow of the functionalŜ in the w w w-coordinate. A function f on a convex subset W of R n is called κ-convex, for some κ ∈ R, if the function f (x x x) − 1 2 κ|x x x| 2 is convex on W. A function f on an open subset V of R n is called semi-convex, if for any point x x x in V there is a convex neighborhood W (x x x) such that f is κ(x x x)-convex on it. We will prove the uniqueness of the solutions to the extended flow (8) by the uniqueness of the negative gradient flow of some C 1 semi-convex functional on a subset of R N . Theorem 3.13 (Uniqueness). Given any initial data, the solution to the extended combinatorial Yamabe flow (8) is unique.
Proof. It suffices to show that for any r r r(0) ∈ R N + , any two solutions r r r 1 (t) and r r r 2 (t) to (8) We claim that there is a finite positive constant λ such that for any w w w 1 , w w w 2 ∈ W, (∇ w w wŜ (w w w 1 ) − ∇ w w wŜ (w w w 2 )) · (w w w 1 − w w w 2 ) + λ|w w w 1 − w w w 2 | 2 ≥ 0, whereŜ is defined in (42). That is,Ŝ is (−λ)-convex on W. For any ǫ > 0, we define the ǫ-mollifier of S as
where * denotes the convolution, ϕ ǫ (r r r) := and C is chosen such that ϕ = 1. Suppose that ǫ is sufficiently small such that r r r(W ) ⊂ (ǫ, ∞) N .
Since S is a C 1 -smooth convex functional, S ǫ is C ∞ -smooth convex on (ǫ, ∞) N , and
SetŜ ǫ (w w w) := S ǫ (r r r(w w w)). Then by the chain rule, ∇ w w wŜǫ = ∇ r r r S ǫ ∂r r r ∂w w w ,
where δ ij = 1 if i = j, and δ ij = 0 otherwise. Note that on the compact subset W, there is a constant λ such that 1 2 where we have used the convexity of S ǫ and I is the identity matrix. Hencê S ǫ is a smooth (−λ)-convex function on W. Hence it is well-known that, for any w w w 1 , w 2 w 2 w 2 ∈ W, (∇ w w wŜǫ (w w w 1 ) − ∇ w w wŜǫ (w w w 2 )) · (w w w 1 − w w w 2 ) + λ|w w w 1 − w w w 2 | 2 ≥ 0.
By passing to the limit, ǫ → 0, the claim follows.
Consider the function h(t) = |w w w 1 (t) − w w w 2 (t)| 2 . Then h ′ (t) = −2(w w w 1 (t) − w w w 2 (t)) · (∇ w w wŜ (w w w 1 (t)) − ∇ w w wŜ (w w w 2 (t)))
. This yields (43) and the theorem follows.
As a corollary, we prove that the solution of extended combinatorial Yamabe flow (8) extends the solution to combinatorial Yamabe flow (5).
Corollary 3.14. For an initial data r r r(0) ∈ M T , we denote by r r r(t) ( r r r(t) resp.) be the solution to combinatorial Yamabe flow (5) (extended combinatorial Yamabe flow (8) resp.). Then r r r(t) = r r r(t), ∀ t ∈ [0, T ), where T is the maximal existence time of r r r(t).
Proof. Note that for any r r r ∈ M T , K K K(r r r) = K K K(r r r). Hence, the corollary follows from the uniqueness of the solutions to the above flows, see Proposition 3.1 and Theorem 3.13.
Proofs of main theorems
4.1. Triangulations with tetra-degrees at least 23. In this subsection, we consider the triangulations of 3-manifolds whose tetra-degree at each vertex is at least 23. We prove lower bound estimates for the solutions to extended combinatorial Yamabe flow (8) .
Theorem 4.1. Let (M, T ) be a triangulated 3-manifold satisfying
Let r r r(t), t ∈ [0, ∞), be a solution to the extended flow (8) . Then there exists a constant C > 0, depending on the initial data r r r(0), such that
Proof. Set g(t) := min m∈T 0 r m (t). Then g(t) is a locally Lipschitz function and for a.e. t ∈ (0, ∞), there exists i ∈ T 0 depending on t, such that (44) g(t) = r i (t), and g
. We know that ǫ 0 > 0 since
≈ 22.80. Note that by Proposition 2.5, there exists a constant C > 0 such that for any s ≤ C,
We claim that g ′ (t) ≥ 0, for a.e. t ∈ {g < C}.
Let t ∈ (0, ∞) and i ∈ T 0 satisfying (44), and t ∈ {g < C}. Then for any tetrahedron {ijkl} incident to i with the ball packing r r r(t),
By Theorem 2.15,
This yields that by (8) ,
This proves the claim. The theorem follows from the claim and Lemma 3.9. with such a property. By the proof above, there is a sequence t n → ∞, such that (48) r r r(t n ) → r r r * .
For any r r r ∈ R N + , set f f f (r r r) := − K i (r r r) sinh(r i ).
Then the extended combinatorial Yamabe flow (8) can be written as (49) d dt r r r(t) = f f f (r r r(t)).
Note that critical points of f f f , corresponding to ball packings with vanishing combinatorial scaler curvature, consists of a single point r r r * . We calculate the Jacobian matrix of the map f f f at r r r * , ∂f f f ∂r r r (r r r * ) = −Σ ∂K K K ∂r r r (r r r * ) ,
where Σ = diag{sinh r * 1 , · · · , sinh r * N }. Hence −Σ ∂K K K ∂r r r (r r r * ) = −Σ 
Note that
∂K K K ∂r r r (r r r * ) is positive definite by Lemma 2.2. Hence ∂f f f ∂r r r (r r r * ) is negative definite. By Lemma 4.2, r r r * is an asymptotically stable point of the flow (49), which is equivalent to (8) . By (48), the extended combinatorial Yamabe flow (8) converges to r r r * for any initial data r r r(0). This proves the second assertion. The theorem follows.
4.2.
Triangulations with tetra-degrees at most 22. In this subsection, we consider the triangulations of 3-manifolds whose tetra-degree at each vertex is at most 22. For such a triangulation and any ball packing, we prove that there is a vertex has positive extended combinatorial scaler curvature. By the strict monotonicity of g(t), there is a unique t 0 ∈ (0, ∞) such that K i (t 0 1 1 1) = 0 for any vertex i. Hence t 0 1 1 1 is a real ball packing with vanishing combinatorial scaler curvature. By the rigidity result, Theorem 3.6, it is the unique ball packing with vanishing (extended) combinatorial scaler curvature. This proves the corollary.
Appendix
We use the symbolic computations in Wolfram Mathematica 8. For any r r r = (r 1 , r 2 , r 3 , r 4 ) ∈ R 4 + , set y i = coth r i , for 1 ≤ i ≤ 4, see Definition 2.3. For a tetrahedron τ = {1234} = {ijkl} with the ball packing r r r, we have the following results:
= sinh 2 r j sinh r k sinh r l 2 Q(r r r) sinh(r i + r j + r k ) sinh(r i + r j + r l ) × 
This yields that
∂α α α ∂r r r (1 1 1) is negative definite.
