Abstract. In this paper we replay the definitions, constructions and results from [3] by completing and developing some of them to inconsistent least squares problems.
Introduction
In the paper [3] the authors design and study a novel way of improving the computational efficiency of the block Cimmino method for consistent large sparse linear systems of equations. They propose an augmenting procedure of the system matrix, such that the subspaces corresponding to the partitions are orthogonal. This results in a requirement to solve smaller linear systems in parallel. In our paper, we replay and complete the analysis of this procedure, and try an extension of it to inconsistent linear least squares problems.
We conclude this introductory part, by presenting the notations and definitions used in the rest of the paper. By ·, · , · we will denote the euclidean scalar product and norm on some space IR q . If A is a (real) m × n matrix we will denote by A T , a i , a j , rank(A), R(A), N (A), A + the transpose, i-th row, j-th column, rank, range, null space and Moore-Penrose pseudoinverse of it. The vectors x ∈ IR q will be considered as column vectors, thus with the above rows and columns, the matrix A can be written as
If for 1 ≤ p < m, we split the rows indices as 1 ≤ m 1 < m 2 < · · · < m p = m and the subsets N 1 = {1, . . . , m 1 }, N 2 = {m 1 +1, . . . , m 2 }, . . . , N p = {m p−1 +1, . . . , m p }, (2) and define the row blocks A 1 , A 2 , . . . , A p of A as
then A and A T will be written as
If m = n and A is invertible, A −1 will denote its inverse. The orthogonal projector onto a vector subspace S ∈ IR q will be written as P S and the dimension of S as dim(S). I q , O q will stand for the unit, respectively zero matrix of order q, and D = diag(δ 1 , δ 2 , . . . , δ n ) will be a notation for the diagonal matrix 
The notations If b ∈ R(A) the (classical) solutions set and the minimal norm one will be denoted by S(A; b), x LS , whereas in the inconsistent case (b / ∈ R(A)) the (least squares) solutions set and the minimal norm one will be denoted by LSS(A; b) and x LS too.
Consistent systems
LetÃ : m × n,b ∈ IR m , the consistent systemÃx =b, r = rank(Ã) ≤ min{m, n} and P , Q permutation matrices such that
with A 1 , . . . , A p row blocks as in (3) ( details on such kind of transformations will be given in section 3). We have the equivalencies
thus we will concentrate in what follows on the numerical solution of the system (6), instead of the initial oneÃx =b. In [3] the authors consider an extended matrixĀ : m ×n
with Γ : m × q, such that the row blocksĀ i are mutually orthogonal, i.e.
Details on such kind of extensions will be given in section 3. The extended system
has the same set of solutions as (6) , but the blocksĀ = [A Γ] and Y = [0 I q ] are no more orthogonal. In order to overcome this aspect the authors consider in [3] instead of (10) the system
We will show that, for an appropriate choice of the q ×n matrix W = [B S] and f ∈ IR q the system (11) provides all the solutions of Ax = b. In this respect we need the following result (for the proof see [11] , page 121, eq. 
(ii) If E, F are two matrices such that E : τ × µ, F : µ × δ then
Let also P = P R(Ā T ) , which under the mutual orthogonality hypothesis (9) is given by (see e.g. [6] )
with Y = [0 I q ] (see (10) ), then the row block W = [B S] is orthogonal on A, hence on each row blockĀ i , i = 1, . . . , p.
(ii) We have the equalities
(iii) Let us suppose that the matrix S from (17) is invertible and f is given by
Then, if x a solution of (6), the vector x 0 is a solution of (11) . Conversely, if x y is the minimal norm solution of the system (11), then y = 0 and x is a solution of (6).
Proof. (i) We have from (14)-(15)
(ii) We show by simple computations, also using (19) that the matrices Ā W and [Ā + W + ] satisfy the four Penrose equalities, which uniquely characterize the Moore-Penrose pseudoinverse (see e.g. [6] ). The equalities in (17) are proved in [3] . (iii) If x is a solution of (6), then Ax = b and we have (see (11) , (17), (18) and [3] )
with f from (18), which completes the first part of the proof.
Let now x y be the minimal norm solution of (11) with f from (18). Hence (see e.g. [10] and (16))
According to our hypothesis on the matrix S it results that W T has full column rank, therefore (see again [10] )
and from (20) and (15) we obtain (n = n + q; see (8))
The equalities (20) and (21) give us y = 0, hence the minimal norm solution of the (consistent) system (11) has the form x 0 . In particular we have
i.e. b = Ax which tell us that x is a solution of the system (6) and completes the proof.
Concerning the assumption on the invertibility of the matrix S from (17) we have the following result. Lemma 1. If m ≤ n and the matrix A from (5) has full row rank, then S is invertible.
Proof. Version 1. According to the equality S = W W T (see (17)) we get invertibility for S : q × q if the matrix W T : (n + q) × q (see (8)) has full column rank. In this respect, let us suppose that W T z = 0, for some z ∈ IR q . But, because A has full row rank also the matrixĀ will have full row rank, then (see e.g [10] )
Therefore, from (8), (15), (22) and (14) we obtain
But, from our hypothesis the matrix A T has full column rank, thus from the first equation in (23) we get Γz = 0, which gives us z = 0 from the second equation. Version 2. We will apply the result in (13) for E = Y : q ×n, F = I − P : n ×n by first observing that
which gives us in (13) (see also (15))
Let now y ∈ IRn be such that (see also (8) )
Then, for some x ∈ IR q , y = 0
But, as A has full row rank, A T has full column rank, therefore from A T z = 0 we get z = 0, thus y = 0, i.e.
which together with (24) gives us rank(W ) = q. But, from (17) we have that
Remark 1. (i) Version 2 of the above proof gives us the possibility to formulate the following conjecture:
This would give us that dim(R(Y
(ii) Unfortunately, we do not have a proof of the fact that the converse is true (e.g. that S is not invertible iffĀ does not have full row rank). (iii) Moreover, because the matrices Y = [0 I q ] andĀ = [A Γ] are connected only by the dimension q of the block I q (which corresponds to the number of columns in the block Γ), we have to consider the special constructions of Γ from section 3 (see also [3] ) which give us additional information.
Inconsistent systems
If the initial systemÃx =b is no more consistent it must be reformulated in the least squares sense as
Moreover, because the matrices P and Q in (5) are orthogonal we have the equivalences
which give us (see also [10] )
Unfortunately, in this case we cannot adapt the results from section 1 because the extended system (10) must be reformulated in a least squares sense which is no more equivalent with the problems in (28). For this reason we must use one of the two consistent (sparse) equivalent formulations, namely:
Remark 2. The above equivalence ⇔ has to be understood in the following sense.
If [rx]
T is a solution of the left system in (30), we know that
T is a solution of the right system in (30).
If [r x]
T is a solution of the right system in (30), we know that T is a solution of the left system in (30).
(ii) Consistent right hand side (see e.g. [10] , (29) and Remark 2 above)
The method from section 1 can be directly adapted for computing the minimal norm solution x for the second system in (30), and then constructing a solutionx through the equalityx = Qx (see (5) and section 3 for details related to the application of Cuthill-McKee (CM) algorithm to the matrix from (30)).
Concerning the second approach, we first need to compute (see e.g. [10] )
then solve the consistent system Ax = b A and get the minimal norm solution x and then construct a solutionx through the equalityx = Qx (see (5)).
Computing b A is a difficult task, work is in progress on this subject and it will be presented in a future paper. In the present one we will only observe that PĀ(b) can be computed in parallel, using the same block structure (8) of the matrixĀ, and the orthogonality property (14).
Proposition 3. (i) LetĀ i be the blocks from (8) and
Then
(ii) LetĀ i : r i ×n, r 1 + . . . r p = m, and for z ∈ IR m we denote by z i ∈ IR r i the corresponding subvector, i.e.
Proof. (i) The first equality in (35) results from the definition (34) of the blocks B i and the first equality in (14) (also observe that from (34) and (8) we obtain B = A T ). We will prove only the second equality in (35); for the third one, similar arguments are available. Let
be a singular value decomposition of B i . Then
Therefore, from the hypothesis
But, because the matrices Σ T and Σ + have the same dimensions and structure, we also have Σ + (U T B j ) = 0, which according to (37) gives us B + i Bj = 0.
(ii) We know that (see e.g. [6] )
But, from the mutual orthogonality of the blocks B i , i = 1, . . . , p we obtain by direct computation that
Then, according to (38) -(39) and the formula for the product B + B we get
and the proof is complete.
3 Constructing the matrix A from (5) As we already mentioned in section 1 we will present in this section some procedures to construct a row block splitting ofÃ as in (5) . This also applies (in the inconsistent case (28)) for the augmented system equivalent formulation (30) right. LetÃ be an m × n sparse rectangular matrix. We can attach to it the bipartite graph G = (E, R, C), with R = {1, 2, ..., m} the set of nodes denoting row indices, C = {1, 2, ..., n} the set of nodes denoting column indices and E = (i, j) |Ã i,j = 0, i ∈ R, j ∈ C the set of edges. The bipartite graph associated to A can be seen in Fig. (1) We note that the following considerations assume the graph is connected. If that is not the case, the procedure can be applied to every connected component of the graph.
The adjacency relation in the bipartite graph can be defined as follows:
The same information can be represented by the graph G = (E, V) with V = {1, 2, ..., m, m + 1, m + 2, ..., m + n}, the set of nodes denoting both row and column indices, i.e. V = R ∪ C, C = {c + m, c ∈ C} and E = (i, j) | , i ∈ R, j = j + m, j ∈ C,Ã i,j = 0 the set of edges. The adjacency matrix for G is the symmetric matrix (see
Due to the fact that there is no row-row or column-column adjacency (see (40)),Â = contains two zero blocks on its diagonal, with sizes m × m and n × n respectively. We seek to reorder A such that its nonzeros are closer to the diagonal. To this end, we apply the Cuthill-McKee (CM) algorithm (see [4, Chapter 8] ) toÂ and use the result to reorder A, thus reducing its bandwidth, and giving it a special structure. The CM algorithm can be thought of as a particular form of Breadth First Search (BFS), where the neighbors of each node are visited with respect to an increasing order of their degree, and the starting node is the one having the minimum degree. Visiting a node's neighbors implies relabeling them with the smallest unused label. For example, given a node i with neighbors p, t, q, CM will sort them in increasing order of degree, labeling them as i+1, i+2, i+3, if these labels are still available. A level set is the set of nodes (not yet labeled) neighboring at least one node of the previous level set. The first level set contains only the starting node. The particular form of adjacency described above (see (40)) also implies that level sets alternate between sets of row indices and sets of column indices.
s : starting node, S 1 = {s},
The reordered matrixÂ isÂ R , with every row containing the relabeled neighbors of the node on the diagonal, where A st is the submatrix of A corresponding to the rows of row level set s and columns of column level set t. Every level set is represented by a square block on the diagonal, of size equal to the number of nodes in the set. Due to adjacency, these blocks are zero blocks, and the matrix is symmetric.
The blocks above the diagonal refer the new, previously unlabeled nodes, which will constitute the next level set. Thus their size is n i × n i+1 , the number of nodes in the current level set, and that of the next, respectively. If the starting node of the CM reordering corresponds to a row index, odd level sets will contain row indices while even level sets will contain column indices (see (43)) and (44). The graph traversal by CM ensures that all nodes are visited, thus:
Using the information related to the construction ofÂ R we can produce a reordering of rows and columns of the original matrix A as described below (see [12] , page 809): "if we permute the rows of A by the row level sets and the orderings within them, and permute the columns by the column level sets and the orderings within them, we find the block bidiagonal matrix A R written as"
n 2 n 4 n 6 n 8 ... with n i = |S i |, the sizes of the blocks. Similar arguments can be made if the first node chosen by CM represents a column index. In this case, the odd and even sets have swapped contents, with statements (46) and (47) changed accordingly. Additionally, A R is built using the transposed blocks ofÂ R . The CM algorithm outputs a set V, a reordering of V based on the successive concatenation of the level sets. Let P be the matrix obtained by permuting the rows of I m such that their order is the same as that of the row indices in V. Let Q be the matrix obtained by permuting the columns of I n to mirror the order of column indices in V. The matrix A R is a permutation of A, considering that the blocks in (47) contain all the nonzeros of A and A R has the same size as A (see (46)). As described above (see [12] , page 809), we find permutation matrices P and Q such that P AQ yields this permutation. Therefore, we have
In the inconsistent case of the systemÃx =b we use the sparse equivalent augmented system
We then apply the CM algorithm to the (symmetric) matrix
in (49) and get a matrix A R of the form (see (45))
where E ii = I n i or E ii = O n i depending on the starting index of the CM algorithm. The I and O blocks alternate starting with I if the first index chosen by CM corresponds to a row or O if it is a column index. Therefore, according to the procedure of the CM algorithm we find permutation matriceŝ P ,Q such thatÂ R =PÂQ,
hence the equivalent consistent systemŝ
withÂ R from (52) and
The only difference with respect to the consistent case is thatÂ R in (51) is block tridiagonal, instead of A R in (47) which is block bidiagonal. This will influence only the construction proposed in [3] of the mutually orthogonal row blocks matrixĀ from (8) . Indeed, and for a clear presentation we will consider the following particular case of the matrixÂ R from (51) where I n j : n j × n j are the appropriate unit matrices (see (56)). Therefore, according to (57) (see also (8)) we havē
which tells us that, for this construction rank(Ā i ) = rank(A i ), ∀i = 1, . . . , p.
(ii) Inconsistent case. 
where the new block are defined by . 
