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Support vector regression provides an alternative to the neural networks in modeling
non-linear real-world patterns. Rough values, with a lower and upper bound, are needed
whenever the variables under consideration cannot be represented by a single value. This
paper describes two approaches for the modeling of rough values with support vector
regression (SVR). One approach, by attempting to ensure that the predicted high value is not
greater than the upper bound and that the predicted low value is not less than the lower
bound, is conservative in nature. On the contrary, we also propose an aggressive approach
seeking a predicted high which is not less than the upper bound and a predicted lowwhich
is not greater than the lower bound. The proposal is shown to use ϵ-insensitivity to provide
a more flexible version of lower and upper possibilistic regression models. The usefulness
of our work is realized by modeling the rough pattern of a stock market index, and can be
taken advantage of by conservative and aggressive traders.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Single layer perceptrons [26,34] used the principles of natural human computations to model linearly separable
classification problems. The linearly separable restriction was overcome in the 1980’s with the help of additional hidden
layers. Support vector machines (SVMs) extend single layer perceptrons by using non-linear transformations for separating
objects [3,5,43]. The non-linear transformation in SVMs is instituted with the use of kernel functions [43]. The concept
of a margin is central in three applications of support vector modeling, namely, classification, clustering, and prediction.
Researchers have usedmargins to study the natural link between support vectormachines and rough set theory [29]. Lingras
and Butz [22,23] proposed rough support vector machines (RSVMs). Since then Wakaki et al. [45] have also contributed to
the theoretical and experimental development of RSVMs. The rough set equivalent of support vector clustering, called rough
support vector clustering (RSVC), was proposed by Asharaf et al. [1]. Support vector regression (SVR) extends the traditional
linear regression by introducing non-linearity using kernel functions [47,46]. Kernel functions make it possible to compute
in the higher dimensional feature space without creating explicit representations of the objects in the feature space. The
ϵ-SVR adds the notion of tolerancemargin. As long as the actual data values are within ϵ distance from the predicted values,
it is assumed that there is no prediction error. Therefore, the predictions from an ϵ-SVR can be looked at as an ϵ-tube instead
of a curve. The ϵ-tube is an obvious starting point for predicting rough patterns using SVR [20].
Pawlak [30] broadened the notion of a rough set by proposing rough real functions. A variation of the rough real functions
using rough patterns can be seen in rough neural networks proposed by Lingras [18,19]. A similar body of work can also be
seen within fuzzy set theory from Tanaka and Lee [40]. The topic continues to attract research interest as seen in recent
publications by Chuang [6], Guo and Tanaka [9], Hong and Hwang [11], Hong and Yi [15], Hong and Hwang [12–14], Jeng
et al. [16] and Shivaswamy et al. [35].
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We will describe this extension of rough set theory using the notion of rough patterns. A rough pattern consisting of
rough values has several semantic and computational advantages inmany analytical applications. In dealingwith continuous
variables, a rough value is a special case of an interval, where only the upper and lower endpoints of the interval are used
in the computations. However, rough values can also be used to represent a set of discrete values using their lower and
upper bounds. Many of the mathematical operations on rough values are borrowed from interval calculus. Some examples
of rough values are stock values expressed in terms of daily highs and lows; daily temperatures expressed as daily highs and
lows; rainfall for a region expressed as high and low values. Any computation done using rough values can be reformulated
in terms of conventional numbers. However, the use of rough values provide a better semantic interpretation of results
in terms of upper and lower bounds. Moreover, some of the numeric computations cannot be conceptualized without
explicitly discussing the upper and lower bound framework. The notion of intervals and rough values is one of the significant
components of granular computing as evidenced in some of the recent work [7,17,31,37,38].
Lingras and Butz [24] studied two modelings of rough patterns based on SVR and applied them to model the Dow Jones
Industrial Average (DJIA). The first modeling used an application of separate SVRs for lower and upper patterns. However, the
first modeling could not represent the natural definition of±ϵ within the context of rough patterns. Therefore, Lingras and
Butz [24] proposed a rough SVRmodeling that used a loss function specifically designed for the rough pattern. It was shown
that rough SVR provided the best prediction model for rough patterns. Theoretical, numerical, and experimental analyses
were used to show that the RSVR approach was, in fact, a more flexible or generalized variation of the lower possibilistic
regression proposed by Guo and Tanaka [9].
This paper builds on the rough SVR by studying implications of using the modified loss function. The resulting duality
generalizes the dual of lower possibilistic regression, proposed by Guo and Tanaka [9], called upper possibilistic regression.
Lingras and Butz [24] modeled the rough pattern using the assumption that the actual values are within±ϵ of the predicted
values. This assumption is consistent with the one used for the conventional values. However, actual values tend to be
scattered in a tube, just as the rough values represent themselves as a tube. Therefore, one can consider two types of
modelings. Conservativemodeling means the predicted rough value is enclosed in the actual value. In aggressivemodeling,
the actual value is enveloped by the predicted rough value. We will study the implications of using both types of modelings
on the DJIA rough pattern. Such modeling techniques can be exploited for developing conservative and aggressive trading
strategies.
The remainder of this work is organized as follows. Section 2 contains a review of pertinent notions. The notion of rough
patterns and its initial modeling proposed in [24] is described in Section 3. Conservative and aggressive rough SVRmodeling
are presented in Section 4. In Section 5, empirical analysis involving the DJIA stock market index is provided. Conclusions
are drawn in Section 6.
2. Background knowledge
In this section, we review SVR, rough patterns, and the modeling of rough patterns with SVR.
2.1. Support vector regression
Neural networks were one of the first paradigms of natural computing that used human computational models to
solve non-linear problems. Support vector machines (SVMs) are considered an alternative to multi-layer neural networks
for modeling non-linear relationships [3,5]. SVMs are based on the statistical learning theory, also called the Vapnik–
Chervonenkis (VC) theory, developed by Vapnik and colleagues [2,10,41–44]. Support vector regression (SVR) employs the
margin concept for the regression problem with the help of ϵ-insensitive loss functions [39,42]. SVR has been found
especially useful in time series predictions [27,28,47,46].
The following is a brief summary of SVR as described in detail by Yang et al. [47] and Yang [46]. Let x be an input vector
in the input space X . Let y be the output in Y ∈ ℜ. Let S = {(x1, y1), (x2, y2), . . . , (xi, yi), . . .} be the training set used for
supervised prediction. Let us define the inner product of two vectors x andw as:
⟨x,w⟩ =
−
j
xj × wj, (1)
where xj andwj are components of the vectors x andw, respectively. SVR overcomes the linear restriction by using amapping
Φ of the input space to another feature space of higher dimension. The mapped vectors are then used to define a function
f (x) as a predicted value of y:
f (x) = ⟨Φ(x),Φ(w)⟩ + b. (2)
Usually, a high dimensional transformation is needed in order to obtain a reasonable prediction [47,46]. Computational
overhead can be reduced by not explicitly mapping the data to the feature space, but instead just working out the inner
product in that space. In fact, SVMs use a kernel function K corresponding to the inner product in the transformed feature
space as: K(x,w) = ⟨Φ(x),Φ(w)⟩.
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(a) ε-insensitive loss function. (b) Predictions with ε-SVR.
Fig. 1. Support vector regression.
The objective of SVR is to minimize the regression risk
R(f ) = 1
2
⟨Φ(w),Φ(w)⟩ + C
−
i=1
l(f (xi), yi), (3)
where C is called the cost of error. The first term 12 ⟨Φ(w),Φ(w)⟩ can be seen as themargin in SVMs. The similarity between
actual y and its prediction is given by the loss function l(f (x), y).
Vapnik [42] proposed an ϵ-insensitive loss function:
lϵ(f (x), y) = max(0, |y− f (x)| − ϵ), (4)
as shown in Fig. 1(a). The vertical axis denotes the loss. The horizontal axis corresponds to the value of f (x). The two axes
meet at f (x) = y. If the predicted value is within±ϵ of the actual value, the prediction is considered lossless. Fig. 1(b) shows
how the actual values in the margin around the predicted function are considered acceptable or error-free. Increasing the
ϵ value, reduces the number of support vectors. A large enough value of ϵ will lead to a constant regression function. The
ϵ-insensitive loss function is ideally suited for modeling rough values as can be seen by the ϵ-tube around the prediction
function in Fig. 1(b).
The corresponding SVR is called an ϵ-SVR. The minimization of Eq. (3) is reduced to a quadratic programming problem,
details of which can be found in [47,46].
2.2. Rough patterns
Pawlak [29] proposed the rough set theory for describing sets using lower and upper bounds. The concept gained
significant momentum due to its usefulness in expert systems, rule generation, and classification [49]. While the rough
concept is mostly used in the context of set theory, Yao [48], Polkowski and Skowron [33] and Skowron and Polkowski [36]
have shown the flexible interpretation of the rough concept can be useful in a wider context. Wewill focus on the numerical
rough representations in this section. In the following subsection, we will also look at similar numerical representations,
suggested by Tanaka and Lee [40] and Guo and Tanaka [9], that are based on fuzzy set theory, as well as an interval based
approach put forth by Shivaswamy et al. [35]. These approaches are especially relevant since they are regression based.
Pawlak [30] proposed the concept of rough real functions which can be useful for rough controllers. The rough real
functions use a generalized definition of approximation space. Let P = y1, y2, y3, . . . , yn be a sequence, where yi < yi+1, i =
1, . . . , n − 1. A function y = f (x) may not be able to correspond to a single value of y in P . Pawlak [30] proposed a rough
function in such a case as follows:
f (x) = sup{y ∈ P : y ≤ f (x)},
and
f (x) = inf{y ∈ P : y ≥ f (x)}.
If f (x) = f (x), then f is exact. Otherwise, f is inexact or rough in x. The error of approximation of f in x is defined as the value
f (x)− f (x).
The notion of rough real functions was defined as an approximate value in case exact values cannot be represented by
the given set of values. However, the notion can be used in a broader context. Lingras [20] used the rough values to develop
supervised and unsupervised neural networks [21,32] and genetic algorithms [25]. This section describes rough values and
patterns.
In some cases, a precise value of an entity may not be available. For example, one may estimate the current temperature
to be between 20 and 25 ◦C. In other cases, it may not even be possible to state a precise value. Many spatial (rainfall in
Nova Scotia) or temporal (daily temperature) variables fall in this category. We cannot associate a precise value for daily
temperature, only a range of values using the highest and lowest temperatures recorded on that day. We use rough or
interval values tomeasure such quantities. For continuous variables, rough values are special cases of intervals as they focus
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(a) High and Low patterns. (b) Frequency of differences between High’s and Low’s.
Fig. 2. Dow Jones Industrial Average (DJIA) for early 2007.
on the end points. However, unlike intervals, rough values can also be used to represent a set of discrete values using the
minimum and maximum values in the set. Let Y = {y1, y2, . . . , yn} be a set of values collected for a variable such as daily
temperature or stock market index. Each rough value y is denoted by a pair (y, y):
y = inf{y ∈ Y },
and
y = sup{y ∈ Y }.
Here, sup is defined as the maximum value from the set, while inf corresponds to the minimum value. The definitions of inf
and sup can be modified to exclude outliers. For example, one could use the bottom 5th percentile value for y and top 5th
percentile value for y. The above definition by Pawlak accommodates sets with continuous as well as discrete values. If the
values are continuous, the set will be infinite and the resulting rough values correspond to the conventional notion of an
interval.
Rough patterns are sequences of rough or interval values [20]. We will look at a real-world example of a rough pattern
using a stockmarket index. TheDow Jones Industrial Average (DJIA) is an index based on stock prices of the 30most prominent
companies listed on US stock exchanges such as the NYSE and NASDAQ. It is one of the most closely watched stock market
indices in the world. The data used in this study was obtained from Yahoo! (www.yahoo.com). It consisted of the date,
opening value, closing value, high and low values, as well as the number of shares traded on the exchange. Data is only
available for trading days, i.e., when the NYSE was open. For example, in the ten years from May 21, 1997 to May 20, 2007,
there were 2514 trading days.
Most of the prediction models are based on the closing values. The closing value of a stock or stock market index has an
impact on secondary investment instruments, such as mutual fund values and overseas markets. However, the traders on
the New York stock exchange react to minute-by-minute changes to stock prices, in addition to key indices like the DJIA.
The stock exchanges are open from 10 a.m. to 3:30 p.m. fromMonday through Friday with the exception of holidays. During
these five and a half hours, one can get minute-by-minute updates on the values of DJIA. That will mean a total of 330 values
per day. It will be difficult tomanage such a large amount of data in financial modeling. It is neither possible nor necessary to
model/predict minute-by-minute values of the index. The traders are only interested in knowing how high or low a stock or
index may go on a given day. For example, a trader who is looking to sell a stock or DJIA-based financial derivative may wait
until the high for the day is reached. Conversely, a trader who is looking to buy a stock or DJIA-based financial derivative
may wait until the low for the day is reached. Therefore, accurate prediction of trading ranges given by the rough pattern
for a stock or stock index is an important part of stock market analysis.
Fig. 2(a) shows the rough pattern for the daily values of the DJIA from January 1, 2007 to May 20, 2007. The DJIA rough
pattern consists of two curves. The top curve corresponds to the daily high and the bottom one to the daily low values. It is
important to realize that there can be a considerable variation in the difference between high and low values, even though
the general trend of the high and low values is essentially the same. Analysis of ten years of data fromMay 21, 1997 to May
20, 2007 shows the minimum difference to be 34.42 with a maximum value of 848.52. Fig. 2(b) shows the distribution of
differences between highs and lows to be more or less normal. The average of the difference is 232, which is close to the
median and mode values. This analysis suggests that the high and low values should be separately analyzed.
2.3. Regression and rough values
In this subsection, we will study two notable and related approaches that work with interval or rough values.
Tanaka and Lee [40] discussed the interval regression analysis using linear and quadratic programming. Guo and Tanaka
[9] have further expanded on the idea by proposing upper and lower possibilistic regression models. The upper regression
model envelopes the interval values that are being modeled, while predictions from the lower regression model are
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Fig. 3. Guo and Tanaka [9]’s lower and upper regression.
contained inside the interval. In order to better formulate their approach, Guo and Tanaka represent an interval using the
notation (y, e)I , where y is the center and e is the spread of the interval. The subscript I is used to indicate that the pair
represents an interval. The lower bound of the actual interval will then be given as: y = y− e and the upper bound will be
given by y = y+ e.
Guo and Tanaka proposed the prediction of interval values using upper and lower regression models based on input
vectors x. Let (f (x), f (x)) be the predictions of upper and lower values. The lower regression model maximizes the spread
between f (x) and f (x) while ensuring that y ≤ f (x) and y ≥ f (x). The upper regression model minimizes the spread
between f (x) and f (x) while enforcing y ≥ f (x) and y ≤ f (x). Fig. 3 shows the two models. The vertical lines depict the y
values being represented as intervals. The upper regressionmodel envelopes the intervals, while the lower regressionmodel
is contained inside the intervals.While imposing constraints on thesemodelsmay be important for certain applications, they
can potentially lead to large prediction errors. Guo and Tanaka have shown how quadratic or cubic regression can be used
to somewhat alleviate the prediction errors. In the next section, we will see how the dual rough support vector regression
proposed in this paper corresponds to a more flexible version of the possibilistic lower and upper regression.
Another interesting application of interval regression can be found in a recent paper by Shivaswamy et al. [35].
Shivaswamy et al. use intervals to represent survival data. They define censored data as a triplet (f (x), l, u), where f (x)
is the prediction and l and u are the specified lower and upper bounds on the predictions. As long as the prediction is within
the upper and lower bounds, there is no penalty. The censored data can be modeled using an SVR by using the expected
value of f (x) to be the average of l and u and ϵ to be (u − l)/2. However, such a simple calculation of ϵ is not useful for
survival analysis, which is concerned with lasting at least as long as the lower bound l. That means in survival analysis the
upper bound is∞. Shivaswamy et al. [35] modified the SVR for the one-sided loss function. The present paper will show
how a similar one-sided approach can be used to model rough patterns.
Finally, a series of papers by Hong and Hwang [11–14], Hong and Yi [15], and Jeng et al. [16] have culminated in a true
interval based application of fuzzy theoretic support vector regression by Chuang [6]. Hong and Hwang [13,14] continuing
from their earlier work [11,15,12], introduced SVR in the interval regression analysis. This work focused on predicting
interval values from crisp inputs. In that sense, the body of work by Hong et al. does not work in a truly interval computing
domain. Jeng et al. [16] used twoneural networks to identify the upper and lower patterns of an interval. The initial structures
of these two networks are obtained by SVR. The back-propagation learning was then used to train these networks. The
approachwas called support vector interval regression networks (SVIRNs). One of the authors, Chuang [6], further enhanced
the SVIRNs by determining the initial structures of two networks by SVRs based on an interval input data approach. This
additional initial interval computing changes SVIRNs to interval support vector interval regression networks (ISVIRNs). The
usefulness of ISVIRNs was demonstrated for modeling the DJIA. The models managed to adjust to the pattern very well.
Although, due to lack of testing, it is not clear if it was an overfit. Nevertheless, these approaches emphasize the importance
of using interval or rough computations in practical applications. The present work distinguishes itself by using support
vector regression for all modeling as opposed to serving as an initialization mechanism. Moreover, an emphasis is placed
on following the possibilistic lower and upper regression philosophy by Guo and Tanaka [9]. This philosophy has certain
practical advantages as the users of the predictions will know that the predicted interval is most likely to be included in the
actual interval. We will discuss the advantages of such a philosophy in financial forecasting later.
3. Modeling rough patterns with SVR
In this section, we consider straightforward SVR applications for modeling rough patterns and also propose rough SVR
(RSVR). RSVR, which is designed exclusively for modeling rough patterns.
3.1. Modeling rough patterns with SVR
Lingras and Butz [24] discussed two methods for modeling rough patterns. We will briefly describe these methods and
results of modeling.
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The most straightforward way of applying the SVR modeling to rough patterns is to assume that all the y values are, in
fact, rough values given by a pair (y, y). We can define all the algebraic operations, i.e., addition, subtraction, multiplication,
and division, for the rough values [20]. However, such definitions will not guarantee the best modeling of rough patterns.
The simplest way to apply the existing ϵ-SVR to the rough patterns is to create a training set with two records for each value,
i.e., the set S can be written as:
S = {(x1, y1), (x1, y1), (x2, y2), (x2, y2), . . .}.
If we use a large enough value of ϵ, then we will be able to obtain a reasonable modeling. However, such modeling assumes
that both upper and lower values follow exactly the same pattern. Our earlier analysis with DJIA clearly shows that this
is not the case, since the difference between upper and lower values varied between 34 and 848. One can also see that
such deviation in patterns exist in other entities that need to be modeled using rough values. For example, the differences
between daily high and low temperatures may be higher in spring and fall as opposed to winter and summer. Therefore,
this simplistic modeling may not be sufficient in all the situations. Experiments by Lingras and Butz [24] showed that the
model produced disappointing results.
Therefore, the first credible model, reported by Lingras and Butz [24], treated the patterns of upper and lower values
separately and modeled them using conventional ϵ-SVR. While the predictions based on the separate modeling provided
reasonably accurate predictions, the results showed that such a modeling may not always provide a natural representation
of rough value predictions. Lingras and Butz [24] reformulated the optimization problem and proposed rough ϵ-SVR, which
provided more natural predictions of rough patterns. However, the proposal only presented one interpretation of rough
pattern modeling. The formulation of rough ϵ-SVR needs to begin by revisiting the definition of ± in the context of rough
values. If we assume that y is a rough value given by (y, y), then we have two choices for defining y± ϵ: either
y± ϵ = (y± ϵ, y± ϵ), (5)
or
y± ϵ = (y− ϵ, y+ ϵ). (6)
The definition given by Eq. (6) seems more reasonable. For example, if one says that the daily temperatures are between
20 and 25 ◦C give or take 5 ◦C, one rarely interprets that the daily temperature is in the range 20 ± 5 and 25 ± 5. A more
reasonable interpretation is 20− 5 and 25+ 5.
Let y be a rough value (y, y)modeled by the prediction function f (x) also represented as a rough value (f (x), f (x)). We
use different values of ϵ, called ϵu for the pattern of upper values and ϵd for the pattern of lower values. This provides us with
a flexible margin for the two patterns. Two models studied by Lingras and Butz [24] can be described using ± as follows.
The first model used a rough value of f (x) = (f (x), f (x))with the definition given by Eq. (5) to calculate y = (y, y) as:
y = (f (x)± ϵ, f (x)± ϵ). (7)
In the first model, we can then obtain
y = f (x)± ϵ,
and
y = f (x)± ϵ.
The second model used a rough value of f (x) = (f (x), f (x))with the definition given by Eq. (6) to calculate y = (y, y) as:
y = (f (x)− ϵ, f (x)+ ϵ). (8)
Thereby, the second model exhibits
y = f (x)− ϵ,
and
y = f (x)+ ϵ.
The RSVR modeling using Eq. (8) provided reasonably accurate and meaningful predictions of rough values.
4. Conservative and aggressive modeling of rough patterns
Here we propose conservative and aggressive RSVR and formulate the corresponding loss functions. Afterwards, we
discuss implementation and optimization techniques.
4.1. Theoretical foundation
In retrospect, it can be argued that Eq. (8) represents a conservative prediction. It tells us that the actual lower value y
will not be higher than f (x) and the actual upper value ywill not be lower than f (x). Thus, the third model used in [24] will
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Fig. 4. The conservative rough ϵ-insensitive loss function.
Fig. 5.Modeling rough patterns with conservative rough ϵ-SVR.
be referred to as conservative and denoted by the symbol fc instead of f . The conservative model then uses a rough value of
fc(x) = (fc(x), fc(x))with the definition given by Eq. (6) to calculate y = (y, y) as:
y = (fc(x)− ϵ, fc(x)+ ϵ). (9)
To complement this conservative approach, we can propose an aggressive approach as a dual. The aggressive method
will tell us how much lower the lower value can drop and how much higher the upper value can rise. A limiting case of
such an aggressive approach is the dual of possibilistic lower regression, called possibilistic upper regression. The aggressive
prediction, denoted fa, for a rough value fa(x) = (fa(x), fa(x)) is more formally described as:
fa(x) = (y− ϵ, y+ ϵ). (10)
Eq. (10) indicates that the actual lower value ywill be equal or higher than fa(x) and the actual upper value ywill be equal
or lower than fa(x).
Now that we have defined the objectives of the conservative and aggressive versions of rough SVR, let us define the
corresponding loss functions.
The conservative rough ϵ-insensitive loss function, denoted lcrϵ(fc(x), y), is defined as:
lcrϵ(fc(x), y) = lcrϵ(fc(x), y)+ lcrϵ(fc(x), y), (11)
where lcrϵ(fc(x), y) is the lower component of the loss defined by:
lcrϵ(fc(x), y) =

y− fc(x) if y ≥ fc(x)
max(0, fc(x)− y− ϵd) otherwise, (12)
and lcrϵ(fc(x), y) is the upper component of the loss given by:
lrϵ(fc(x), y) =

fc(x)− y if fc(x) ≥ y
max(0, y− fc(x)− ϵu) otherwise. (13)
The conservative rough ϵ-insensitive loss function is shown in Fig. 4, which illustrates that we need to have an ϵ margin
only on the outer side of the lower and upper prediction functions. The conservative modeling of rough patterns is depicted
by Fig. 5. As can be seen, the predicted rough pattern will be inside the actual rough values of the variables as suggested by
Eq. (9).
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Fig. 6. The aggressive rough ϵ-insensitive loss function.
Fig. 7.Modeling rough patterns with aggressive rough ϵ-SVR.
The aggressive rough ϵ-insensitive loss function, denoted larϵ(fa(x), y), is now defined as:
larϵ(fa(x), y) = larϵ(fa(x), y)+ larϵ(fa(x), y), (14)
where larϵ(fa(x), y) is the lower component of the loss given by:
larϵ(fa(x), y) =

max(0, fa(x)− y− ϵd) if y ≤ fa(x)
y− fa(x) otherwise, (15)
and larϵ(fa(x), y) is the upper component of the loss defined as:
lrϵ(fa(x), y) =

max(0, y− fa(x)− ϵu) if fa(x) ≤ y
fa(x)− y otherwise. (16)
The aggressive rough ϵ-insensitive loss function is illustrated in Fig. 6. As can be seen, we need only to have an ϵ margin
on the inner side of the lower and upper prediction functions. Fig. 7 depicts the aggressive modeling of rough patterns. As
suggested by Eq. (10), it can be observed that the predicted rough pattern will be outside the actual rough values of the
variables.
The objective of conservative modeling is to construct a fc(x) such that lcrϵ is minimized. Aggressive modeling, on the
other hand, attempts to minimize larϵ . In the next two subsections, we will describe the optimization process for both of
these modeling approaches.
4.2. Implementing conservative and aggressive RSVR
Yang et al. [47] and Yang [46] described how the SVR formulation can be modified for asymmetric margins. We produce
some of the salient aspects of their reformulation in this section. The ϵ is the loss margin, if y is higher than predicted, and
ϵ∗ is the loss margin, if y is lower than predicted. The reformulation of the quadratic programming problem is:
minQ (α(∗)) = 1
2
−
i
−
j
(αi − α∗i )(αj − α∗j )⟨Φ(xi),Φ(xj)⟩ +
−
i
(ϵ − yi)αi +
−
i
(ϵ∗ + yi)α∗i , (17)
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subject to−
i
(αi − α∗i ) = 0, α(∗)i ∈ [0, C]. (18)
The value of b is now calculated as [47,46]:
b =

yi − ⟨Φ(w),Φ(xi)⟩ − ϵ for αi ∈ (0, C)
yi − ⟨Φ(w),Φ(xi)⟩ + ϵ∗ for α∗i ∈ (0, C). (19)
The rest of the formulation remains unchanged. Further details of the reformulation can be found in [47,46].We can use their
reformulation of the optimization problem for the dual rough ϵ-SVR. For the modeling of conservative RSVR, we develop
the definitions for fc and fc , while we develop fa and fa for aggressive RSVR modeling.
In the case for fc , we set ϵ to 0 and ϵ∗ to ϵd yielding:
minQ (α(∗)) = 1
2
−
i
−
j
(αi − α∗i )(αj − α∗j )⟨Φ(xi),Φ(xj)⟩ −
−
i
yiαi +
−
i
(ϵd + yi)α∗i , (20)
subject to−
i
(αi − α∗i ) = 0, α(∗)i ∈ [0, C]. (21)
After solving the quadratic programming problem, the resulting objective function is:
fc(x) =
−
i
(αi − α∗i )⟨Φ(x),Φ(xi)⟩ + b, (22)
where α, α∗ are the Lagrangemultipliers used to pull and push predicted values fc(x) to the actual value y [47,46]. The value
of b is now calculated as [47,46]:
b =

y
i
− ⟨Φ(w),Φ(xi)⟩ for αi ∈ (0, C)
y
i
− ⟨Φ(w),Φ(xi)⟩ + ϵd for α∗i ∈ (0, C). (23)
For the modeling of fc , we set ϵ to ϵu and ϵ∗ to 0 giving:
minQ (α(∗)) = 1
2
−
i
−
j
(αi − α∗i )(αj − α∗j )⟨Φ(xi),Φ(xj)⟩ +
−
i
(ϵu − yi)αi +
−
i
yiα∗i , (24)
constrained by−
i
(αi − α∗i ) = 0, α(∗)i ∈ [0, C]. (25)
After solving the quadratic programming problem, the objective function is:
fc(x) =
−
i
(αi − α∗i )⟨Φ(x),Φ(xi)⟩ + b, (26)
where α, α∗ are the Lagrange multipliers used to pull and push predicted values fc(x) to the actual value y and the value of
b is now calculated as:
b =

yi − ⟨Φ(w),Φ(xi)⟩ − ϵu for αi ∈ (0, C)
yi − ⟨Φ(w),Φ(xi)⟩ for α∗i ∈ (0, C). (27)
We now turn our attention to the modeling of aggressive RSVR where we formulate fa and fa.
For fa, we set ϵ to ϵd and ϵ∗ to 0 yielding:
minQ (α(∗)) = 1
2
−
i
−
j
(αi − α∗i )(αj − α∗j )⟨Φ(xi),Φ(xj)⟩ +
−
i
(ϵd − yi)αi +
−
i
yiα∗i , (28)
subject to−
i
(αi − α∗i ) = 0, α(∗)i ∈ [0, C]. (29)
The objective function subsequently is:
fa(x) =
−
i
(αi − α∗i )⟨Φ(x),Φ(xi)⟩ + b, (30)
5894 P. Lingras, C.J. Butz / Theoretical Computer Science 412 (2011) 5885–5901
where α, α∗ are the Lagrange multipliers used to pull and push predicted values fa(x) to actual value y, and the value of b is
now calculated as:
b =

y
i
− ⟨Φ(w),Φ(xi)⟩ − ϵd for αi ∈ (0, C)
y
i
− ⟨Φ(w),Φ(xi)⟩ for α∗i ∈ (0, C). (31)
For the modeling of fa, we set ϵ to 0 and ϵ∗ to ϵu as follows:
minQ (α(∗)) = 1
2
−
i
−
j
(αi − α∗i )(αj − α∗j )⟨Φ(xi),Φ(xj)⟩ −
−
i
yiαi +
−
i
(ϵu + yi)α∗i , (32)
with the condition that−
i
(αi − α∗i ) = 0, α(∗)i ∈ [0, C]. (33)
The resulting objective function is:
fa(x) =
−
i
(αi − α∗i )⟨Φ(x),Φ(xi)⟩ + b, (34)
where α, α∗ are the Lagrange multipliers used to pull and push predicted values fa(x) to the actual value y. The value of b is
calculated as:
b =

yi − ⟨Φ(w),Φ(xi)⟩ for αi ∈ (0, C)
yi − ⟨Φ(w),Φ(xi)⟩ + ϵu for α∗i ∈ (0, C). (35)
For both models, if the difference between lower and upper values is small, there is a likelihood that we may obtain
f (x) > f (x) where, we use f as a generic reference to either the conservative model fc or the aggressive model fa. This
is a counter-intuitive phenomenon. Therefore, the last step in modeling of rough patterns will be a final reassignment of
predicted lower and upper values as follows:
f (x) = min(f (x), f (x)), (36)
and
f (x) = max(f (x), f (x)). (37)
Theoretically, we can find a small enough value of ϵ and eliminate situations where f (x) > f (x). In contrast, small values
of ϵ may not be useful in practice as the resulting models may have too many support vectors. A large number of support
vectors will overfit the models to the training data and provide poor predictions for the test data.
It is worth mentioning that there are a number of implementations of SVR available that can be easily modified to
implement the conservative and aggressive rough ϵ-SVR. For instance, libsvm is available in a variety of programming
languages [4], while the Matlab implementation by Gunn [8] is another candidate.
4.3. Duality of RSVR and possibilistic regression
Lingras and Butz [24] showed that the conservative RSVR is a generalization of the possibilistic lower regression model
proposed by Guo and Tanaka [9]. Here, we will extend the comparison to the duality by showing a relationship between
upper possibilistic regression and the aggressive RSVR. Guo and Tanaka’s lower regression model predicts upper and lower
bounds of the model such that fc(x) ≥ y and fc(x) ≤ y, as shown earlier in Fig. 3. We can write the loss function for Guo
and Tanaka’s lower regression as lcGT (fc(x), y):
lcGT (fc(x), y) = lcGT (fc(x), y)+ lcGT (fc(x), y), (38)
where lcGT (fc(x), y) is the lower component of the loss given by:
lcGT (fc(x), y) =
∞ if y > fc(x)
fc(x)− y otherwise, (39)
and lcGT (fc(x), y) is the upper component of the loss given by:
lcGT (fc(x), y) =
∞ if fc(x) > y
y− fc(x) otherwise. (40)
Guo andTanaka recognize that the lower linear regressionmodelmaynot always exist and suggest higher order regression in
such cases. Higher order regressionmay add to the computational time, especiallywhen only a small number of observations
need to be accommodated. ϵ-insensitivity can be a solution in such cases.
P. Lingras, C.J. Butz / Theoretical Computer Science 412 (2011) 5885–5901 5895
Table 1
MSE: RSVR versus Guo and Tanaka possibilistic regression.
Model Guo and Tanaka ϵ = 17 ϵ = 15 ϵ = 10 ϵ = 5 ϵ = 1
Conservative 198.05 190.13 141.29 78.81 57.03 46.68
Aggressive 239.92 258.46 225.16 128.6 63.71 46.93
On the other hand, Guo and Tanaka’s upper regression model predicts upper and lower bounds of the model such that
fa(x) ≤ y and fa(x) ≥ y, as shown previously in Fig. 3. We can write the loss function for Guo and Tanaka’s upper regression
as laGT (fa(x), y):
laGT (fa(x), y) = laGT (fa(x), y)+ laGT (fa(x), y), (41)
whereas the lower component of the loss can be given by: laGT (fa(x), y)
laGT (fa(x), y) =
∞ if fa(x) > y
y− fa(x) otherwise, (42)
and laGT (fa(x), y) is the upper component of the loss given by:
laGT (fa(x), y) =
∞ if y > fa(x)
fa(x)− y otherwise. (43)
Unlike the lower linear possibilistic regressionmodel, therewill always be an upper possibilistic regressionmodel. However,
such a model may result in large cumulative prediction errors to accommodate a small number of observations that may be
outliers. The ϵ-insensitivity can be a solution in these situations.
There is no mention of ϵ-insensitivity in the loss calculations by Guo and Tanaka. However, the possibilistic lower and
upper regression can be seen to be limiting cases of the conservative and aggressive RSVR. Lingras and Butz [24] showed that
if the ϵ value in conservative RSVR is made sufficiently large, it will be undesirable for the model to over-predict the upper
bound and under-predict the lower bound. Similar results can be extended to the dual RSVR, as shown by the following
theorem extended from [24].
Theorem 1. There exists a value of ϵ that will lead a conservative RSVR to find upper and lower functions such that fc(x) ≥ y and
fc(x) ≤ y, provided such functions exist. Similarly, there also exists a value of ϵ that will lead an aggressive RSVR to find upper
and lower functions such that fa(x) ≤ y and fa(x) ≥ y, provided such functions exist.
Proof. If fc and fc exist, Guo and Tanaka’s lower regression analysis will result in a solution. Lingras and Butz [24] proved
the first part of the theorem by specifying the value of ϵ as the maximum difference between fc(x)− y and y− fc(x) for all
of the observations. This ensures that all of the predictions have a zero loss based on the definition of lcrϵ(f (x), y), even if
the RSVR solution using this ϵ may not match the one given by possibilistic lower regression.
A mirror image of the above arguments can be made for the aggressive RSVR. Unlike possibilistic lower regression, the
possibilistic upper regression will always produce a solution. Let fa and fa be the solutions obtained for the possibilistic
upper regression. If we specify the value of ϵ as the maximum difference between y − fa(x) and fa(x) − y for all of the
observations, this ensures that all of the predictions have zero loss based on the definition of larϵ(f (x), y), even if the RSVR
solution using this ϵ may not match the one given by possibilistic upper regression. 
We illustrate Theorem 1 with the help of an example from Guo and Tanaka [9]. There is a single independent variable
x that will be used to predict the lower and upper bounds of the variable y. Guo and Tanaka experimented with linear and
quadratic regressions. They found that the quadratic lower regression provided better results. Dual RSVR was applied to the
same data for ϵ values of 1, 5, 10, 15, and 17. Table 1 shows how the MSE increased with different values of ϵ in comparison
to the quadratic possibilistic lower and upper regression models from Guo and Tanaka. The value for Guo and Tanaka’s
model for the rowmarked as conservative gives the possibilistic lower regression MSE, while the rowmarked as aggressive
contains the MSE for possibilistic upper regression under the Guo and Tanaka column. The MSE for ϵ = 17 is almost the
same as that for Guo and Tanaka’s model. The MSE decreases with a decrease in the value of ϵ.
The graphs of the predicted and actual values for Guo and Tanaka’s possibilistic lower regressionmodel and conservative
RSVR with different values of ϵ can be found in Fig. 8. A comparison between possibilistic upper regression and aggressive
RSVR can be found in Fig. 9. The RSVR with ϵ = 17 covers all the constraints imposed by Guo and Tanaka with a slightly
lower MSE for the conservative approach and a slightly higher MSE for the aggressive approach than the one obtained by
Guo and Tanaka. For lower values of ϵ, one can see a decrease in MSE as a relaxation of Guo and Tanaka’s constraints. Thus,
the proposed dual RSVR is a more flexible version of Guo and Tanaka’s possibilistic lower and upper regression models.
Instead of rigorously satisfying the constraints for every observation, the dual RSVR can have a reasonably small MSE and
satisfy most of the constraints. The values of MSE given in Table 1 also gives us some hints about choosing the appropriate
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Fig. 8. Guo and Tanaka’s lower regression: a limiting case of conservative RSVR.
value of ϵ. One can see that ϵ = 15 almost satisfies all the constraints, but provides a 15%–25% lower MSE. There is an even
more significant drop in MSE for ϵ = 10 with only slight violation of the three constraints. In this case, one should pick an
ϵ value of 15 or 10, depending on the importance of the constraints versus accuracy.
This subsection clearly demonstrates how the flexibility provided by dual RSVR can be used to improve the accuracy
of predictions for the possibilistic lower and upper regression. Moreover, since the RSVR kernel can be easily changed,
it is possible to experiment with a wider variety of non-linear regression models. It should be noted, however, that the
dual RSVR approach is proposed to implement a more reasonable definition of ± within the context of rough values. The
generalization of the possibilistic lower and upper regression models provides additional motivation and opportunities for
further development of the dual RSVR approach. In the next section, we will apply the flexible approach provided by dual
RSVR to real-world data obtained for the DJIA.
5. Empirical analysis
In this section, we provide experimental results based on our two RSVR modeling approaches.
The study data used in our experiments consisted of the daily high and low values of the DJIA fromMay 21, 2006 to May
20, 2007. There were a total of 250 trading days during the study period. Conservative and aggressive RSVR described in the
previous section were applied to model the DJIA rough pattern. The input vector consisted of the previous ten days’ highs
and lows. Therefore, the model was applied to 250− 10 = 240 days. The output was the rough value for the next day.
We experimented with linear and polynomial kernels and different values of ϵ = 150, 75, 50. The results seemed to
significantly improve when ϵ was reduced from 150 to 75. The performance gain was not obvious when ϵ was further
reduced to 50. Therefore, we only discuss results for ϵ = 75.
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Fig. 9. Guo and Tanaka’s upper regression: a limiting case of aggressive RSVR.
Error distribution for the twomodels is shown in Fig. 10. The error is calculated as actual−predicted. Thatmeans negative
errors correspond to over-prediction and positive errors correspond to under-prediction. Fig. 10(a) shows the frequency of
errors using three types of bars for conservative modeling. The hollow bars for the lower prediction mean that the actual
value is less than 75 points below the predicted value for the conservative model, and hence is acceptable according to the
loss function lcrϵ . The striped bars for lower predictions mean that the values are over-predicted leading to a lower loss
(because ϵd will be deducted for over-predictions of lower values). The solid bars indicate under-prediction of lower values.
The reverse is true for upper predictions, i.e., solid bars indicate over-prediction, striped bars are under-predictions leading
to lower loss (ϵu will be deducted for under-prediction of upper values), and hollow bars are under-predictions by less than
75 points (the value of ϵu) leading to zero loss. Based on Eq. (6) and the loss function lcrϵ , hollow bars are the most desirable,
followed by striped bars, while the solid bars are least desirable.
Fig. 10(b) also shows the frequency of errors using three types of bars for aggressive modeling. However, the meaning of
the bars for the aggressive modeling is a mirror image of that for the conservative modeling. The hollow bars for the lower
prediction means that the actual value is less than 75 points (the value of ϵd) above the predicted value for the conservative
model, and hence is acceptable according to the loss function larϵ . The striped bars for lower predictionsmean that the values
are under-predicted leading to a lower loss (since ϵd will be deducted for under-predictions of lower values). The solid bars
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(a) Conservative model.
(b) Aggressive model.
Fig. 10. Error distribution for conservative (top) and aggressive (bottom) rough ϵ-SVR modeling of rough DJIA pattern with ϵ = 75.
Fig. 11. Actual and predicted rough DJIA pattern for conservative rough ϵ-SVR.
indicate over-prediction of lower values. The opposite is true for upper predictions, i.e., solid bars indicate under-prediction,
striped bars are over-predictions leading to lower loss (ϵu will be deducted for over-prediction of upper values), and hollow
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Fig. 12. Actual and predicted rough DJIA pattern for aggressive rough ϵ-SVR.
bars are over-predictions by less than 75 points (the value of ϵu) leading to zero loss. Similar to conservative modeling,
based on Eq. (6) and the loss function larϵ , the hollow bars are the most desirable, followed by striped bars, leaving solid
bars serving as least desirable.
The abundance of hollow and striped bars, for both conservative and aggressive models, means that both approaches
performed as expected. The errors for conservative modeling are on the outer sides of 0 (negative for lower values and
positive for upper values), while they are on the inner side of 0 (positive for lower values and negative for upper values) for
aggressivemodeling. This observation clearly underscores the difference between the two philosophies. One can also notice
a similarity between Fig. 10(a) and the conservative loss function lcrϵ given in Fig. 4. A similar correspondence can be drawn
between Fig. 10(b) and the aggressive loss function larϵ given in Fig. 6.
Figs. 11 and 12 show a comparison of predicted and actual values for both models. In order to have an amplified picture
of the comparisons, we focus on the volatile days between February 6, 2007 and April 9, 2007. It can be seen that the two
models provide a very good similarity between the actual and predicted curves. Fig. 11 shows that the conservative rough ϵ-
SVR model almost never over-predicts the upper values. However, there are some under-predictions of lower values. Since
drops in stockmarkets tend to bemore dramatic than rises, a certain amount of uncertainty in the prediction of lower values
should be tolerated. Thus, modeling provided by conservative rough ϵ-SVR follows the philosophy suggested by Eq. (8).
The similarity between the objective of conservative modeling given by Fig. 5 and the results of our formulation shown in
Fig. 11 lend further credence to our approach. The conservative rough ϵ-SVR will give the users of the information a certain
amount of trust in the fact that the actual upper values will not be lower than the predicted values and the actual lower
valueswill not be higher than the predicted ones. This knowledge can be helpful in practical applications such as formulating
conservative trading strategies. On the other hand, Fig. 12 shows that the aggressive rough ϵ-SVRmodel almost never under-
predicts the upper values. However, similar to conservativemodeling, there are someover-predictions of lower values due to
dramatic drops in stock markets. Thus, the modeling provided by aggressive rough ϵ-SVR follows the philosophy suggested
by Eq. (10). Once again, the correspondence between the objective of aggressive modeling given by Fig. 7 and the results of
our formulation shown in Fig. 12 further support our approach. The aggressive rough ϵ-SVRwill give users a certain amount
of confidence that the actual upper values will not be higher than the predicted values and the actual lower values will not
be lower than the predicted ones. This knowledge can be helpful in practical applications like designing aggressive trading
strategies.
The accuracy of the two models for the most volatile period is very encouraging. It should be noted that the large stock
market fluctuations are affected bymany external factors. For example, themajor dip at the end of February shown in Figs. 11
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and 12 was precipitated by a large drop on the Shanghai stock exchange. Our models did not take into account the large
Shanghai drop. As such, training for a larger time period and incorporating external factors, coupled with thorough testing,
will be necessary before these models should be used in practice.
6. Conclusions
Neural networks and support vector regression extend perceptrons, one of the first natural computing models, to non-
linear problems. This paper describes conservative and aggressive approaches to modeling rough patterns with support
vector regression (SVR). Conservative rough SVR attempts to ensure that the tube of predicted values is subsumedwithin the
tube of actual values. In contrast, aggressive rough SVR tries to guarantee that the tube of actual values is contained by the
tube of predicted values. The conservative RSVR is shown to be a generalization of the possibilistic lower regression, while
the aggressive RSVR generalizes the mirror image called possibilistic upper regression by Guo and Tanaka [9]. The RSVR
generalizations use the concept of ϵ-insensitivity, which makes it possible to roughly obey all the constraints imposed by
possibilistic lower and upper regressions while reducing prediction errors.
The respective experimental results for Guo and Tanaka’s synthetic dataset and DJIA index empirically demonstrate
the effectiveness of our techniques. Moreover, many hollow and striped bars appearing in the DJIA prediction error
distributions of Fig. 10 emphasize that both methods perform in accordance with their theoretical underpinnings. This
work is significant, since we have shown that DJIA highs and lows can fluctuate individually, while still following the same
overall trend. Moreover, the methods presented here will play an integral part in developing conservative and aggressive
trading strategies.While we have presented this work in terms of the highs and lows of a stockmarket index, the techniques
described here are applicable to any application where the domain must necessarily be represented with rough values.
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