Identifications in modular group algebras  by Usefi, Hamid
Journal of Pure and Applied Algebra 212 (2008) 2182–2189
Contents lists available at ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
Identifications in modular group algebrasI
Hamid Usefi
Department of Mathematics, University of British Columbia, # 121, 1984 Mathematics Road, Vancouver, BC, Canada, V6T 1Z2
a r t i c l e i n f o
Article history:
Received 5 June 2007
Received in revised form 21 January 2008
Available online 8 May 2008
Communicated by E.M. Friedlander
MSC:
Primary: 20C07
16S34
secondary: 20C11
a b s t r a c t
Let G be a group, S a subgroup of G, and F a field of characteristic p. We denote the
augmentation ideal of the group algebra FG by ω(G). The Zassenhaus–Jennings–Lazard
series ofG is defined byDn(G) = G∩(1+ωn(G)).We give a constructive proof of a theoremof
Quillen stating that the graded algebra associatedwith FG is isomorphic as an algebra to the
enveloping algebra of the restricted Lie algebra associated with the Dn(G). We then extend
a theorem of Jennings that provides a basis for the quotient ωn(G)/ωn+1(G) in terms of a
basis of the restricted Lie algebra associatedwith the Dn(G). We shall use these theorems to
prove themain results of this paper. For G a finite p-group and n a positive integer, we prove
that G∩ (1+ω(G)ωn(S)) = Dn+1(S) and G∩ (1+ω2(G)ωn(S)) = Dn+2(S)Dn+1(S∩D2(G)). The
analogous results for integral group rings of free groups have been previously obtained by
Gruenberg, Hurley, and Sehgal.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The connection between the commutator subgroup of a group and Lie theory has been highly developed. Perhaps the
first and central example is the Magnus embedding [11] of a free group F into the power series ring completion of a free
associative ring. In particular, Magnus confirmed the so called dimension subgroup conjecture for free groups by proving
that F∩ (1+ fn) = γn(F). Here, f is the augmentation ideal of the integral group ring ZF and γn(F) is the nth term of the lower
central series of F.
Closely related to theMagnus representation is the free differential calculus of Fox [3] originating in Knot theory. Let R be
a normal subgroup of F and denote by r the kernel of the natural homomorphism ZF → Z(F/R). The problem of identifying
the subgroups F∩ (1+ rfn)which was posed by Fox was considered amongst the most important problems in combinatorial
group theory; see [10]. A complete solution to this problem was given independently by Hurley [6] and Yunus [18].
The purpose of the present paper is to consider the analogue of Fox’s problem for finite p-groups over a field F of
characteristic p. We denote by Fp the field of p elements. Let G be a group. Recall that the augmentation ideal, ω(G), of
the group algebra FG is the kernel of the algebra map  : FG → F induced by∑g∈G αgg 7→ ∑g∈G αg . For every n ≥ 1, the nth
dimension subgroup of G is defined by
Dn(G) = G ∩ (1+ ωn(G)) =
∏
ipj≥n
γi(G)
pj .
This series is also known as the Zassenhaus–Jennings–Lazard series of G. Since Di(G)/Di+1(G) is an elementary abelian p-
group, it may be viewed as a vector space over Fp. It is known that the graded Fp-vector space
L :=⊕
i≥1
Di(G)/Di+1(G),
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is a restricted Lie algebra; see [13], for example. The corresponding construction for FG is to consider the graded algebra
associated with the filtration of FG by the powers of ω(G):
gr(FG) :=⊕
i≥0
ωi(G)/ωi+1(G).
The natural bridge between L and gr(FG) is provided by a well-known theorem of Quillen [14] stating that gr(FG) is
isomorphic as an F-algebra to the restricted enveloping algebra of F⊗Fp L. We give a new proof of Quillen’s Theorem in
a constructive way; see Theorem 3.2. Meanwhile, we are able to extend a theorem of Jennings that plays the role of the
Poincaré–Birkhoff–Witt Theorem for enveloping algebras; see Theorem 3.1 and Corollary 3.3.
Let S be a subgroup of a group G and n a positive integer. It follows from the results of Section 4 that G∩(1+ω(S)ωn(G)) ⊆
Dn+1(S)Dn+2(G); see Proposition 4.2. Our main results, though, are about finite p-groups. It is well known that ω(G) is
nilpotent if and only if G is a finite p-group; see [2] or [13]. This fact is one of the main reasons that we have to restrict
ourselves to finite p-groups. Our results hold over any field of characteristic p. The following is our first main result:
Theorem A. Let G be a finite p-group. For every subgroup S of G and every positive integer n, we have
G ∩ (1+ ω(G)ωn(S)) = Dn+1(S).
We shall prove Theorem A in Section 5. The analogue of Theorem A for free groups says that F ∩ (1 + frn) = γn+1(R),
for every n ≥ 1. This result was first proved by Gruenberg using induction on n; see Section 4.1 in [4]. The case n = 1 was
independently proved by Magnus [11], Schumann [16], and Fox [3]. Our second main result is as follows:
Theorem B. Let G be a finite p-group. For every subgroup S of G and every positive integer n, we have
G ∩ (1+ ω2(G)ωn(S)) = Dn+2(S)Dn+1(S ∩ D2(G)).
The analogue of TheoremB for free groups is due to Hurley and Sehgal [7]. They prove that F∩(1+f2rn) = γn+2(R)γn+1(R∩
γ2(F)), for every n ≥ 1. We shall prove Theorem B in Section 6.
2. Preliminary results and definitions
2.1. Restricted Lie algebras
Throughout this paper, F denotes a field of characteristic p and Fp denotes the field of p elements. Unless otherwise
stated all vector spaces are taken over F. Let L be a Lie algebra over F. The adjoint representation of L is given by adx : L → L,
adx(y) = [y, x], where x, y ∈ L. Recall that L is called a restricted Lie algebra or Lie p-algebra [8] if it additionally affords a
p-map [p] : L → L, satisfying
(1) (adx)p = ad(x[p]), for every x ∈ L;
(2) (αx)[p] = αpx[p], for every x ∈ L and α ∈ F; and,
(3) (x+ y)[p] = x[p] + y[p] +∑p−1i=1 si(x, y), for all x, y ∈ L, where isi(x, y) is the coefficient of λi−1 in ad(λx+ y)p−1(x).
Let L be a restricted Lie algebra. We denote the restricted enveloping algebra of L by u(L). The augmentation ideal, ω(L),
of u(L) is the associative ideal of u(L) generated by L. Let γ1(L) = L. For every n ≥ 2, we denote by γn(L) = [γn−1(L), L] the nth
term of the lower central series of L. The nth dimension subalgebra of L is
Dn(L) = L ∩ ωn(L) =
∑
ipj≥n
γi(L)
[p]j ,
where γi(L)[p]
j is the restricted subalgebra of L generated by all x[p]j , x ∈ γi(L); see [15]. The height of an element x ∈ L, ν(x),
is defined to be the largest integer n in which x ∈ Dn(L), if n exists, and it is infinity otherwise.
Let X be an ordered basis of L over F. The analogue of the Poincaré–Birkhoff–Witt (PBW) Theorem for restricted Lie
algebras (see [8]) allows us to view L as a restricted Lie subalgebra of u(L) in such a way that u(L) has a basis consisting of
PBWmonomials, that is, monomials of the form
xa11 . . . x
at
t ,
where x1 < · · · < xt in X, 0 ≤ ai ≤ p− 1, and t is a non-negative integer. The weight of any such monomial is defined to be∑t
i=1 aiν(xi).
It is known that [Dn(L),Dm(L)] = γm+n(L) and Dn(L)[p] ⊆ Dnp(L), for everym, n ≥ 1; see [15]. Furthermore, it is not hard to
see that the Lie commutator and the [p]-map in L induce a restricted Lie algebra structure on the graded vector space
gr(L) :=⊕
i≥1
Di(L)/Di+1(L).
We need to fix some notation for the next lemma. Let n be a sufficiently large integer. Let X¯n be a homogeneous basis for⊕n
i=1 Di(L)/Di+1(L) and Xn be a fixed set of representatives of X¯n. We can extend Xn to a basis X of L by choosing a basis for
Dn+1(L). Finally we order X in some way. With this notation we have:
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Lemma 2.1. Let L be a restricted Lie algebra with an ordered basis X as described above. For every positive integer m, ωm(L) is
spanned by all PBW monomials in X of weight at least m.
Lemma 2.1 is a modification and correction of Theorem 2.1 in [15]. Note that the hypothesis of Theorem 2.1 in [15] does
not hold for every restricted Lie algebra. However, Lemma 2.1 can be proved along the same lines as the proof of Theorem
2.1 in [15].
Note that for every positive integer i, the quotient Di(L)/Di+1(L) embeds into ωi(L)/ωi+1(L) via x+ Di+1(L) 7→ x+ωi+1(L),
for every x ∈ Di(L). Thus gr(L) embeds into gr(ω(L)) and so there is an induced algebra map ϕ : u(gr(L)) → gr(u(L)). Note
that L/D2(L) ∼= ω(L)/w2(L). Hence, ϕ is surjective. We claim that ϕ is injective. Let w¯ be a non-zero element in u(gr(L)) such
that ϕ(w¯) = 0. By the PBW Theorem, there exist linearly independent homogeneous elements x¯1, . . . , x¯t ∈ gr(L) such that
w¯ = ∑αx¯a11 . . . x¯att , where each α lies in F and all but finitely many of them are non-zero. Let xi be a fixed representative
of x¯i, for every 1 ≤ i ≤ t. Since gr(u(L)) is graded, without loss of generality, we assume that all PBW monomials in the
expression for w have the same weight, namely n. Then ϕ(w¯) = 0 simply means that ϕ(w¯) = ∑αxa11 . . . xatt ∈ ωn+1(L). But
this contradicts Lemma 2.1. We have established the following:
Theorem 2.2. Let L be a restricted Lie algebra. The map u(gr(L)) → gr(u(L)) induced by the embeddings Di(L)/Di+1(L) ↪→
ωi(L)/ωi+1(L) is an algebra isomorphism.
2.2. Dimension subgroups
Let G be a group. For every g, h ∈ G, we denote by (g, h) the group commutator g−1h−1gh and by [g, h] the Lie commutator
gh − hg in FG. Let H and K be subgroups of G. We denote by (H, K) the subgroup of G generated by all group commutators
(h, k) and by Hp the group generated by all hp, where h ∈ H and k ∈ K. Dimension subgroups of G are defined by
Dn(G) = G ∩ (1+ ωn(G)) =
∏
ipj≥n
γi(G)
pj ,
for every n ≥ 1; see [13]. This series is also known as the Zassenhaus–Jennings–Lazard series of G. We shall write Dn for
Dn(G) if there is no confusion. It is well known that the {Dn} is an Np-series of G, that is (Di,Dj) ⊆ Di+j, and Dpi ⊆ Dip, for every
i, j ≥ 1; see [13].
Let S be a subgroup of G and g ∈ S. The height of g in S is denoted by νS(g) and is defined to be the largest integer t such
that g ∈ Dt(S), if t exists and to be infinity if it does not. We shall denote the height of g in G by ν(g).
Note that each quotient Di/Di+1 is an elementary abelian p-group and so we can view Di/Di+1 as a vector space over Fp. A
typical element of the quotient Di/Di+1 is a left coset gDi+1, where g ∈ Di.
Consider the Fp-vector space
L :=⊕
i≥1
Di/Di+1.
It is known that L inherits a restricted Lie algebra structure; see [13], for example. Indeed, the Lie bracket and the [p]-map
can be defined first on homogeneous elements ofL and then they can be extended linearly:
[gDm+1, hDn+1] := (g, h)Dm+n+1, (gDm+1)[p] := gpDmp+1,
where g ∈ Dm and h ∈ Dn. If R and S are subgroups of G, we denote by R and S the associated Fp-restricted Lie algebras
obtained from their dimension subgroups. There is, however, another restricted Lie algebra associated with a subgroup S of
G. For every positive integer i, denote by Ci the subgroup S ∩ Di. Note that (Ci, Cj) ⊆ Ci+j, and Cpi ⊆ Cip, for every i, j ≥ 1. It
follows that the associated vector space S = ⊕i≥1 Ci/Ci+1 is a graded restricted Lie algebra over Fp. Wall [17] has given a
nice survey of these constructions.
The following lemma follows from the definitions.
Lemma 2.3. The following statements hold.
(1) Dn(L) =⊕i≥n Di/Di+1, for every n ≥ 1.
(2) The graded Fp-restricted Lie algebras gr(L) andL are isomorphic.
(3) The graded F-restricted Lie algebras gr(F⊗Fp L) and F⊗Fp L are isomorphic.
Let X¯ be an ordered linearly independent homogeneous subset of L over Fp. Let X be a fixed set of representatives of X¯.
It follows that X is a linearly independent subset of FG. Also, X inherits the ordering of X¯. A straight monomial in X is of the
form (x1 − 1)a1 . . . (xt − 1)at , where x1 ≤ · · · ≤ xt in X, 0 ≤ ak < p, and t is a non-negative integer. The weight of any such
monomial is defined to be
∑t
k=1 akν(xk) and its degree is
∑t
k=1 ak.
We shall say X is ordered with respect to the dimension subgroups of G provided that x1 ≤ x2 implies ν(x1) ≤ ν(x2), for
every x1, x2 ∈ X. Note that, by Lemma 2.3, ν(x) = n in G if and only if ν(x¯) = n in L, for every x ∈ X. Note that for every
g, h ∈ Gwe have
gh− 1 = (g − 1)+ (h− 1)+ (g − 1)(h− 1). (2.4)
Thus, if x1 ≤ x2 ∈ X then x1x2 − 1 = (x1 − 1)+ (x2 − 1), modulo straight monomials of degree at least 2.
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3. An extension of Jennings’ Theorem
Note that Di/Di+1 embeds into ωi(G)/ωi+1(G) via the map g 7→ g− 1, for every i ≥ 1. The induced map F⊗Fp L→ gr(FG)
is a restricted Lie algebra homomorphism and consequently there is an algebra map φ : u(F⊗Fp L) → gr(FG). Note that
u(F⊗Fp L) and F⊗Fp u(L) may be identified as F-algebras. Since φ(F⊗Fp D1/D2) = ω(G)/ω2(G) and gr(FG) is generated by
ω(G)/ω2(G), it follows that φ is surjective. The fact that φ is injective is a well-known theorem of Quillen [14] where his
proof is based on the structure theorems of Milnor and Moore for Hopf algebras. Another alternative proof is given in [13]
and Section 3.14 in [1]. Here, we give a new proof of Quillen’s Theorem and then extend the following theorem of Jennings.
For a proof of Jennings’ Theorem see [9] or Theorem 2.6 in Chapter VIII of [5].
Theorem 3.1 (Jennings). Let X¯ be a homogeneous basis of L over Fp and X a fixed set of representatives of X¯. If X is ordered with
respect to the dimension subgroups of G then the set of all straight monomials in X of weight n forms an F-basis of ωn(G)/ωn+1(G).
Theorem 3.2 (Quillen). Themapφ : u(F⊗Fp L) → gr(FG) induced by the embeddingsDi/Di+1 ↪→ ωi(G)/ωi+1(G) is anF-algebra
isomorphism.
Proof. Notice that φ(ω(F⊗Fp L)) =
⊕
i≥1 ωi(G)/ωi+1(G). To see this, note that φ(F⊗Fp D1/D2) = ω(G)/ω2(G). Thus, the
image under φ of the associative ideal generated by D1/D2 in u(F⊗Fp L) is the associative ideal generated by ω(G)/ω2(G) in
gr(FG). Consequently,
φ(ωn(F⊗Fp L)) =
⊕
i≥n
ωi(G)/ωi+1(G),
for every n ≥ 1. Notice that, by Theorem 3.1 and Lemma 2.1, the induced map
φ¯n : ωn(F⊗Fp L)/ωn+1(F⊗Fp L) → ωn(G)/ωn+1(G)
is an isomorphism, for every n ≥ 1. So, φ induces an isomorphism of F-vector spaces:
φ¯ : gr(u(F⊗Fp L)) → gr(FG).
Now consider the diagram:
gr(u(F⊗Fp L)) φ¯ // gr(FG)
u(gr(F⊗Fp L))
ϕ
OO
u(F⊗Fp L).
φ
OO
oo
The map ϕ is the isomorphism described in Theorem 2.2 and the map in the second row is the isomorphism induced from
Lemma 2.3. We observe that the diagram is commutative. To do so, it is enough to take an ordered homogeneous basis X¯ of
L over Fp and verify the commutativity of the diagram on every PBW monomial of u(F⊗Fp L). It follows that φ and φ¯ are
algebra isomorphisms. 
Corollary 3.3. Let X¯ be an ordered homogeneous basis of L over Fp. Let X be a fixed set of representatives of X¯ and n a positive
integer. Then the set of all straight monomials in X of weight n forms an F-basis for ωn(G)/ωn+1(G).
Proof. We know that the set of all 1⊗ x¯with x¯ ∈ X¯ is an F-basis for F⊗Fp L. So, by Lemmas 2.1 and 2.3, the PBWmonomials
1⊗ x¯a11 . . . x¯att with
∑t
k=1 akν(x¯k) = n form a basis for ωn(F⊗Fp L)/ωn+1(F⊗Fp L). Note that
φ¯(1⊗ x¯a11 . . . x¯att + ωn+1(F⊗Fp L)) = (x1 − 1)a1 . . . (xt − 1)at + ωn+1(G).
The result then follows since ωn(F⊗Fp L)/ωn+1(F⊗Fp L) ∼= ωn(G)/ωn+1(G). 
Note that we have shown that Theorem 3.2 and Corollary 3.3 are equivalent. It is well known thatω(G) is nilpotent if and
only if G is a finite p-group; see [2] or [13]. So we can deduce the following immediately from Corollary 3.3.
Corollary 3.4. Let G be a finite p-group and X¯ an ordered homogeneous basis of L over Fp. If X is a set of representatives of X¯
then the set of all straight monomials in X of weight at least n is an F-basis for ωn(G), for every n ≥ 1.
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4. Some general results
In this section R is a subgroup of an arbitrary group S. We fix the following notation for the rest of this section. For every
i ≥ 1, consider the natural sequence of Fp-vector spaces:
Di(R)∩Di+1(S)
Di+1(R)
  fi // Di(R)
Di+1(R)
gi // // Di(R)
Di(R)∩Di+1(S)
  hi // Di(S)
Di+1(S) .
Note that the maps gi are surjective. There is an induced natural sequence of graded Fp-vector spaces as follows:
V=⊕i≥1 Di(R)∩Di+1(S)Di+1(R)   f // R=⊕i≥1 Di(R)Di+1(R)
g

W=⊕i≥1 Di(R)Di(R)∩Di+1(S)   h // S=⊕i≥1 Di(S)Di+1(S) .
Since g is surjective, we can choose a linearly independent homogeneous subset X¯ ⊆ R so that g(X¯) is a homogeneous
basis forW over Fp. Let Y¯ be an Fp-homogeneous basis for V . Clearly, X¯ ∪ Y¯ is a homogeneous basis ofR over Fp. Since h is
injective, we can extend g(X¯) to a basis Z¯ of S over Fp. Let X, Y, Z be fixed sets of representatives of X¯, Y¯, Z¯, respectively (we
assume X ⊆ Z).
We order X with respect to Dn(R). We then order X ∪ Y assuming that every x ∈ X is less than every y ∈ Y. We also order
Z so that every x ∈ X is less than every z ∈ Z \ X. Note that the elements z− 1 with z ∈ Z form a linearly independent subset
of ω(S) over F. Let E2 be the F-vector space spanned by all straight monomials in Z of degree at least 2.
Lemma 4.1. Let S be a group and R a subgroup of S. Then for every positive integer n and non-negative integer k with k ≤ n− 1,
we have
ωn−k(R)ωk(S) ⊆ ωn+1(S)+ E2 + ωn(R).
Proof. We use induction on k; the case k = 0 is trivial. Let w ∈ ωn−k−1(R)ωk+1(S). By Corollary 3.3 applied to both R and S,
w is a sum of elements uv, where each u lies in ωn−k−1(R) and, modulo ωn−k(R), is a straight monomial in X ∪ Y and each v
lies in ωk+1(S) and, modulo ωk+2(S), is a straight monomial in Z. Thus, without loss of generality, we assume that each u is a
straight monomial in X ∪ Y, each v is a straight monomial in Z, and
w =∑ uvmodulo ωn+1(S).
Note that if u involves a basis element y − 1, y ∈ Y, then uv lies in ωn+1(S). So, modulo ωn+1(S), we can assume that each
u is a straight monomial in X. Now suppose that v = (z − 1)v1, where z ∈ Z. We observe that if z 6∈ X then uv is a straight
monomial of degree at least 2. Thus, modulo E2, each v is of the form v = (z− 1)v1 and z ∈ X. But z ∈ X means that z ∈ Di(S)
if and only if z ∈ Di(R), where i is a positive integer. So, modulo ωn+1(S)+ E2, we have
uv = (u(z− 1))v1 ∈ ωn+i−k−1(R)ωk−i+1(S).
It follows, by the induction hypothesis applied to k− i+1, that uv lies inωn+1(S)+E2+ωn(R). Hence,w ∈ ωn+1(S)+E2+ωn(R)
and the proof is complete. 
Proposition 4.2. Let S be a group and R a subgroup of S. Then for every positive integer n, we have
S ∩ (1+ ωn+1(S)+ ω(R)ωn−1(S)) ⊆ Dn(R)Dn+1(S).
Proof. Let w ∈ S such that w− 1 ∈ ωn+1(S)+ ω(R)ωn−1(S). By the previous lemma, we have
w− 1 ∈ ωn+1(S)+ E2 + ωn(R).
Thus, moduloωn+1(S)+ E2 and by Corollary 3.3, we can write w−1 as a linear combination of straight monomials u ∈ ωn(R)
in the basis X ∪ Y. But if u involves a basis element y − 1, y ∈ Y, then u lies in ωn+1(S). So, modulo ωn+1(S) + E2, each u is a
straight monomial in X. Also, if the degree of u is greater than 1, then u ∈ E2. Hence,
w =∑
x∈X
αx(x− 1)modulo ωn+1(S)+ E2,
where each αx ∈ F and all but finitely many of them are non-zero. Notice that each x that appears in the equation above lies
in Dn(R). On the other hand, w ∈ Dn(S). So, there exist distinct basis elements z1 < · · · < zt ∈ Z such that
νS(z1) = · · · = νS(zt) = n
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and
w = zb11 . . . zbtt Dn+1(S),
where b1, . . . , bt ∈ {0, . . . , p− 1}. Hence, by Eq. (2.4), we have
w− 1 =
t∑
k=1
bk(zk − 1)modulo ωn+1(S)+ E2.
Thus,
t∑
k=1
bk(zk − 1) =
∑
x∈X
αx(x− 1)modulo ωn+1(S)+ E2.
So, there exists u ∈ E2 such that∑tk=1 bk(zk − 1)−∑x∈X αx(x− 1)+ u ∈ ωn+1(S). We now apply Corollary 3.3 to S. First note
that, without loss of generality, we can assume that u is a linear combination of straightmonomials of weight atmost n. Next
observe that, by Corollary 3.3, straight monomials of different degrees and weights less than n+ 1 are linearly independent
modulo ωn+1(S). We deduce that u = 0 and
t∑
k=1
bk(zk − 1)−
∑
x∈X
αx(x− 1) = 0.
Since Z−1 is an F-linearly independent subset ofω(S), it follows that every zk that appears in the equation above is equal to
some x ∈ X in the equation. However, any such x lies in Dn(R). So each zk ∈ Dn(R). Thus, w ∈ Dn(R)Dn+1(S), as required. 
5. Proof of Theorem A
Throughout, G is a finite p-group and S is a subgroup of G. Recall from Section 2.2 that Ci = S ∩ Di(G), for every i ≥ 1, and
S denotes the graded restricted Lie algebra associated with the {Ci} over Fp. We fix a homogeneous basis Y¯ ofS over Fp and
let Y be a fixed set of representatives of Y¯. Note that for every i ≥ 1, Ci/Ci+1 embeds into Di/Di+1. So, we can view S as an
Fp-subalgebra ofL and extend Y¯ to an Fp-basis Y¯ ∪ Z¯ ofL. We order Y with respect to the Dn. With this notation we have:
Lemma 5.1. Let G be a finite p-group and S a subgroup of G. Then every element of ω(S) can be written as a linear combination
of straight monomials in Y .
Proof. First we show that every s − 1, s ∈ S, is a linear combination of straight monomials in Y. Consider the consecutive
quotients
C1/C2, C2/C3, . . . , Ct/Ct+1, 1.
Note that there exists y1 < · · · < yt ∈ Y such that
s =
t∏
k=1
yakk ,
where 1 ≤ ak ≤ p−1, for every k. Thus, by Eq. (2.4), s−1 =∑tk=1 ak(yk−1)modulo straightmonomials of degree at least 2 in
Y. So the assertion is true for every s−1, s ∈ S. Hence, Y−1 generatesω(S). Let Vn be theF-vector space spanned by all products
(yt1 − 1) . . . (ytn − 1), where yt1 , . . . , ytn ∈ Y. We prove the assertion for all elements in Vn, for every n ≥ 1. Since ω(G) is
nilpotent, there exists a positive integerm such that Vm+1 = 0. Let u and v bemonomials in Y such that u(yj−1)(yi−1)v ∈ Vm,
where yi < yj. Note that
u(yj − 1)(yi − 1)v = u(yi − 1)(yj − 1)v+ u[yj − 1, yi − 1]v.
But
(yj, yi)− 1− [yj, yi] = (y−1j y−1i − 1)[yj, yi].
Hence,
u[yj, yi]v = u((yj, yi)− 1)vmodulo Vm+1.
On the other hand, there exists y1 < · · · < yt ∈ Y such that (yj, yi) = ∏tk=1 yakk , where 1 ≤ ak ≤ p− 1, for every k. Hence
u((yj, yi)− 1)v = u
(
t∑
k=1
ak(yk − 1)
)
vmodulo Vm+1.
Thus, u[yj, yi]v lies in Vm−1 + Vm+1. So, modulo Vm−1, we can transform u(yj − 1)(yi − 1)v into a straight monomial by finitely
many transpositions. Hence, Vm is spanned by straight monomials in Y modulo Vm−1. Applying this process repeatedly, we
deduce that each Vn is spanned by straight monomials in Y modulo V1. The assertion then follows since, by definition, V1 is
spanned by Y. 
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Proposition 5.2. Let G be a finite p-group and S a subgroup of G. Then,ω(S)∩ω(G)ωn(S) = ωn+1(S), for every positive integer n.
Proof. Obviously,ωn+1(S) ⊆ ω(S)∩ω(G)ωn(S). So we need to prove the reverse inclusion. Let Y¯ be a homogeneous basis ofS
and extend Y¯ to a basis Y¯∪ Z¯ ofL over Fp. Let Y and Z be fixed sets of representatives of Y¯ and Z¯, respectively.We order Y with
respect to the Dn and assume that every y ∈ Y is greater than every z ∈ Z. Let w be a non-zero element in ω(S) ∩ ω(G)ωn(S).
Then w is a sum of elements uv, where each u is a straight monomial in ω(G) and each v lies in ωn(S) and is a sum of straight
monomials in Y only, by Lemma 5.1. But if u starts with a y− 1, y ∈ Y, then uv ∈ ωn+1(S). Thus, we can assume that
w =∑
z∈Z
(z− 1)vmodulo ωn+1(S),
where each v is a straight monomial in Y. Since w ∈ ω(S), it can be written in terms of the straight monomials in Y only, by
Lemma 5.1. It follows from the independence of straight monomials that
∑
z∈Z(z − 1)v = 0. Thus, w ∈ ωn+1(S), as required.

Corollary 5.3. Let G be a finite p-group and S a subgroup of G. The following statements hold for every integer n ≥ 1.
(1) ω(S) ∩ ωn(S)ω(G) = ωn+1(S).
(2) ω(S) ∩ ωn(S)F(G) = ωn(S).
Proof. Part (1) can be established using arguments similar to those in Proposition 5.2 by choosing a different ordering on
Y¯ ∪ Z¯. To prove (2), we note that ωn(S) ⊆ ω(S) ∩ ωn(S)F(G). Now let w ∈ ω(S) ∩ ωn(S)F(G). Then w = u+ vwhere u ∈ ωn(S)
and v ∈ ωn(S)ω(G). Thus, v = w− u ∈ ω(S) ∩ ωn(S)ω(G) = ωn+1(S), by part (1). Hence w ∈ ωn(S) and (2) follows. 
We need a well-known technical lemma; see Lemma 1.4.12 in [12] for example.
Lemma 5.4. Let H be an arbitrary group, K an arbitrary commutative ring with unity, and KH the corresponding group ring. Let
h1, . . . , ht and u be elements of H. Suppose that u−1 belongs to the left (or right) ideal of KH generated by (h1−1), . . . , (ht−1).
Then u belongs to the subgroup of H generated by h1, . . . , ht .
Theorem A now follows: first note that G ∩ (1+ ω(G)ω(S)) ⊆ S, by Lemmas 5.1 and 5.4. Hence,
Dn+1(S) ⊆ S ∩ (1+ ω(G)ωn(S)) = G ∩ (1+ ω(G)ωn(S)).
Conversely, if g ∈ S ∩ (1+ ω(G)ωn(S)) then g − 1 ∈ ω(S) ∩ ω(G)ωn(S) = ωn+1(S), by Proposition 5.2. Hence, g ∈ Dn+1(S).
Remark 5.5. Note that G ∩ (1+ ω(S)ω(G)) ⊆ S, by Lemmas 5.1 and 5.4. We deduce that Dn+1(S) = G ∩ (1+ ωn(S)ω(G)), by
Corollary 5.3.
6. Proof of Theorem B
Proposition 6.1. Let G be a finite p-group and S a subgroup of G. Then for every positive integer n, we have
ω(S) ∩ ω2(G)ωn(S) = ωn+2(S)+ ω(S ∩ D2(G))ωn(S).
Proof. Let R = S ∩ D2(G). Clearly, ωn+2(S) and ω(R)ωn(S) are both contained in ω2(G)ωn(S). Now we prove the reverse
inclusion. To do so, let w ∈ ω(S)∩ω2(G)ωn(S). Let Y¯1 be a basis of S/R and extend it to a basis Y¯ ofS over Fp. SinceS embeds
intoL, we can extend Y¯ to an Fp-basis Y¯ ∪ Z¯ ofL. Let Y1, Y, Z, where Y1 ⊆ Y, be some fixed sets of representatives of Y¯1, Y¯, Z¯,
respectively.We order Ywith respect to theDn and assume that every z ∈ Z is smaller than every y ∈ Y. Sincew ∈ ω2(G)ωn(S),
w is a sum of elements uv, where each u is a straight monomial of weight at least 2, by Corollary 3.4, and each v lies in ωn(S)
and is a linear combination of straight monomials in Y only, by Lemma 5.1. Note that if u starts with a y− 1, y ∈ Y1, then uv
lies in ωn+2(S) since u has weight at least 2. Also, if u starts with a y− 1, y ∈ Y \ Y1, then uv lies in ω(R)ωn(S). So,
w =∑ uvmodulo ωn+2(S)+ ω(R)ωn(S),
where each u starts with a z− 1, z ∈ Z. But w ∈ ω(S) and so w can be written as a linear combination of straight monomials
in Y only, by Lemma 5.1. Hence, by the independence of straight monomials,∑
uv = 0,
and thus w ∈ ωn+2(S)+ ω(R)ωn(S), as required. 
Theorem B is the equality of (1) and (2) in the following theorem.
Theorem 6.2. Let G be a finite p-group and S a subgroup of G. For every positive integer n, the following subgroups of G coincide.
(1) Dn+2(S)Dn+1(S ∩ D2(G)),
(2) G ∩ (1+ ω2(G)ωn(S)),
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(3) G ∩ (1+ ωn+2(S)+ ω(S ∩ D2(G))ωn(S)).
Proof. Let R = S ∩ D2(G). We first show that
Dn+2(S)Dn+1(R) ⊆ 1+ ω2(G)ωn(S).
We note that, using Eq. (2.4), it is enough to show that both Dn+2(S) and Dn+1(R) are contained in 1 + ω2(G)ωn(S). Clearly,
Dn+2(S) ⊆ 1+ ωn+2(S) ⊆ 1+ ω2(G)ωn(S). Also,
Dn+1(R) ⊆ 1+ ωn+1(R) ⊆ 1+ ω(R)ωn(S) ⊆ 1+ ω2(G)ωn(S).
So (1) ⊆ (2) has been shown and now we show that (2) ⊆ (3). Let w ∈ G ∩ (1+ ω2(G)ωn(S)). We have
w ∈ G ∩ (1+ ω(G)ωn(S)) = Dn+1(S),
by Theorem A. Thus, by Proposition 6.1, we have
w− 1 ∈ ω(S) ∩ ω2(G)ωn(S) = ωn+2(S)+ ω(R)ωn(S).
Finally, we show that (3) ⊆ (1). By Proposition 4.2, we have
G ∩ (1+ ωn+2(S)+ ω(R)ωn(S)) ⊆ Dn+1(R)Dn+2(S).
Note that Dn+1(R)Dn+2(S) = Dn+2(S)Dn+1(R), since R ⊆ S. The proof is complete. 
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