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Abstract—The correlation of interference has been well quan-
tified in Poisson networks where the interferers are independent
of each other. However, there exists dependence among the base
stations (BSs) in wireless networks. In view of this, we quantify
the interference correlation in non-Poisson networks where the
interferers are distributed as a Matern cluster process (MCP)
and a second-order cluster process (SOCP). Interestingly, it is
found that the correlation coefficient of interference for the
Matern cluster networks, ζMCP , is equal to that for second-
order cluster networks, ζSOCP . Furthermore, they are greater
than their counterpart for the Poisson networks. This shows that
clustering in interferers enhances the interference correlation.
In addition, we show that the correlation coefficients ζMCP and
ζSOCP increase as the average number of points in each cluster,
c, grows, but decrease with the increase in the cluster radius,
R. More importantly, we point that the effects of clustering on
interference correlation can be neglected as c
pi2R2
→ 0. Finally,
the analytical results are validated by simulations.
Index Terms—Interference correlation, non-Poisson networks,
stochastic geometry, interference correlation coefficient.
I. INTRODUCTION
INTERFERERS in wireless networks are both temporallyand spatially correlated since they are subject to finite
mobility and real network deployment. This leads to the corre-
lation in interference [1–3]. Such correlation significantly af-
fects the performance of systems with retransmission schemes,
cooperative relaying, and multiple antennas [4]. Thus, it is
important to quantify the interference correlation. However,
traditional analysis focuses on the interference correlation
caused by the temporally correlated interferers.
Ganti and Haenggi are among the first to quantify the inter-
ference correlation in Poisson networks in terms of correlation
coefficient [5]. They found that there exists spatio-temporal
interference correlation in wireless networks due to the slow
node mobility. Such correlation reduces the diversity of net-
works with retransmissions [6] or multi-antenna receivers [7],
and thus degrades the corresponding network performance.
Increasing node mobility [8], the randomness in fading [5]
and MAC protocols [9] can reduce the interference correlation.
Note that prior analysis was conducted on one-tier Poisson
networks. The authors in [10, 11] investigated the interference
correlation in heterogeneous cellular networks (HCNs) where
the BSs follow multiple independent Poisson point processes
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(PPPs). Except for the aforementioned research, prior work
related to Poisson networks [5–10] only addresses the inter-
ference correlation caused by the temporally correlated inter-
ferers, since the assumption of Poisson distribution inherently
neglects the spatial correlation in BS locations.
There exists dependence including clustering and repulsion
among the BS locations, especially for HCNs. Specifically,
low power nodes are always allocated in groups to provide
high capacity in hotspots. Furthermore, they are deployed in
the annular region of macrocells to avoid severe inter-tier
interference [12, 13]. We call these two phenomenons as intra-
tier dependence (i.e., the clustering among the BSs within
the same tier) and inter-tier dependence (i.e., the repulsion
among the BSs belonging to different tiers), respectively.
Considering the intra-tier dependence, a Matern cluster process
(MCP) is promising for modeling the clustered low-power
BSs in HCNs due to its analytical tractability [14–16]. Given
both the intra- and inter-tier dependence, the authors in [17]
modeled the low-power BSs as a second-order cluster process
(SOCP) and analyzed the corresponding network performance.
The resultant spatial correlation among the BSs makes the
interference correlation more complex, which has not been
investigated in the literature.
In this paper, we quantify the interference correlation caused
by the spatial correlation of interferers in terms of interference
correlation coefficient. For simplicity, let ζPPP , ζMCP , and
ζSOCP denote the spatio-temporal interference correlation
coefficients in the cases where the interferers are distributed
as a PPP, MCP, and SOCP, respectively. The mean numbers of
points in each cluster of MCP and SOCP are represented as c
and c2, respectively. Moreover, the radiuses of a typical cluster
of MCP and SOCP are denoted as R and D2, respectively. The
main contributions of this paper are summarized as follows.
• The interference correlation coefficients, ζMCP and
ζSOCP , are derived and shown to be greater than ζPPP .
This implies that there exist positive contributions of
clustering on interference correlation. In particular, the
contributions of clustering in these two cases are the
same, i.e., ζMCP = ζSOCP , if c = c2 and R = D2.
• The correlation coefficients ζMCP and ζSOCP are found
to be significantly affected by the average number of
points in each cluster, c, and the radius of a typical cluster,
R. Moreover, it is proved that increasing c or decreasing
R enhances the interference correlation, and vice versa.
In addition, ζMCP and ζSOCP are approximately equal
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to ζPPP in the case of cpi2R2 → 0.
II. SYSTEM MODEL
We consider a two-tier HCN consisting of macrocell BSs
(MBSs) and small cell BSs (SBSs). Regarding the dependence
among the BSs in HCNs, MBSs and SBSs are respectively
modeled as a homogenous PPP and a non-Poisson point
process, which is shown in the sequel. MBSs and SBSs
transmit at fixed power P tm and P ts, respectively. The power
received by the user located at u from BS x in time slot t
is expressed as Pthxu (t) g (x− u), where Pt is Ptm or Pts
based on the type of BS, hxu (t) denotes the temporally and
spatially independent small-scale fading, and g (x) represents
the large-scale path loss.
A. Two-tier HCNs Model with Intra-tier Dependence (Case 1)
In view of intra-tier dependence, SBSs are independently
clustered in Case 1. As shown in Fig. 1, MBSs and SBSs
are distributed as a PPP φm = {x1, x2, · · · } ⊂ R2 with
density λm and an independent MCP φs = {y1, y2, · · · } ⊂ R2
whose parent point process is an independent PPP with density
λp. To be specific, the number of SBSs in each cluster is
a Poisson random variable with mean c. In addition, each
SBS is uniformly scattered in a ball of radius R around its
parent point. Thus, the probability density function (pdf) of the
typical cluster whose parent point located at origin is expressed
as
fcl (y) =
{
1
piR2 , ‖ y ‖≤ R
0, otherwise.
(1)
B. Two-tier HCNs Model with both Inter-tier and Intra-tier
Dependence (Case 2)
As illustrated in Fig. 21, SBSs in Case 2 are clustered in the
edge region of macrocell due to the inter-tier dependence. In
Case 2, MBSs follow a PPP φm = {x1, x2, · · · } ⊂ R2 with
density λm and SBSs follow a SOCP φs = {z1, z2, · · · } ⊂ R2
whose parent process is a PPP with density λ0. These parent
points denote the centers of first-order clusters in which the
number of points is Poisson random variable with mean c1. It
is worth noting that in Case 2, MBSs are the parent points of
SBSs following SOCP because of the inter-tier dependence.
Thus, λ0 = λm. Moreover, each point of a first-order cluster
is isotropically scattered according to a centered reverse Gaus-
sian distribution. Thus, the pdf of first-order cluster point is
correspondingly given as [17]:
fcl1 (x) =

(
1−exp
(
−‖x‖2
2σ2
))
piD21+2piσ
2
(
exp
(
−D21
2σ2
)
−1
) , ‖x‖ ≤ D1
0, otherwise,
(2)
where D1 is the radius of the coverage area of first-order clus-
ter and σ denotes the standard deviation of reverse Gaussian
distribution. These first-order cluster points are the centers of
the second-order cluster points, i.e., SBSs, whose number is a
1The scenario of multiple macrocells is considered in this paper although
only one macrocell is shown for simplicity.
Poisson random variable with mean c2. Each SBS is uniformly
scattered in a ball of radius D2 around the first-order cluster
points and the corresponding pdf is given by
fcl2 (x) =
{
1
piD22
, ‖ x ‖≤ D2
0, otherwise.
(3)
III. SPATIO-TEMPORAL INTERFERENCE CORRELATION
Since the interference correlation in Poisson networks has
been investigated in [5], in this section, we focus on the spatio-
temporal interference correlation when the interferers follow
MCP and SOCP. We find that the interference correlations in
Matern cluster networks and second-order cluster networks are
greater than that in Poisson networks. Theorem 1 shows the
expressions of these interference correlation coefficients.
Theorem 1. The spatio-temporal correlation coefficients of
interference when the interferers follow MCP and SOCP are
respectively:
ζMCP =
∫
R2 g (x) g (x− ‖ u− v ‖) dx+ F (c,R)
E[h2]
E[h]2
∫
R2 g
2 (x) dx+ F (c,R)
, (4)
and
ζSOCP =
∫
R2 g (x) g (x− ‖ u− v ‖) dx+ F (c2, D2)
E[h2]
E[h]2
∫
R2 g
2 (x) dx+ F (c2, D2)
, (5)
where F (c,R) = cpi2R4
∫
R2
∫
R2 g (x) g (y)AR (‖x− y‖) dxdy,
and AR (r) = 2R2arccos
(
r
2R
) − r√R2 − r24 , 0 ≤ r ≤ 2R,
and 0 for r > 2R.
Proof: See Appendix A.
To better understand the proof, we now give a brief introduc-
tion of the main steps. We calculate the correlation coefficient
of interference according to its definition. Specifically, we first
calculate the mean of interference It (u), the mean product of
It1 (u) and It2 (v), and the second moment of the interference
It (u). Then, we substitute the corresponding results into the
definition of interference correlation coefficient to get the
expression.
Recall that the interference correlation coefficient in Poisson
networks is given in [5] as
ζPPP =
∫
R2 g (x) g (x− ‖ u− v ‖) dx
E[h2]
E[h]2
∫
R2 g
2 (x) dx
. (6)
Comparing ζMCP and ζSOCP with ζPPP , the function
F (c,R) captures the contribution of clustering in interferers
on interference correlation, which depends on the mean num-
ber of points and the radius of each cluster.
Remark 1. The interference correlation coefficient under
MCP distributed interferers is the same with that under SOCP
distributed interferers if they have the same average number
of points and the radius for each cluster, i.e., ζMCP = ζSOCP
if c = c2 and R = D2. The fact is intuitive because
the contribution of the clustering in interference correlation
F (c,R) is only decided by c and R. Further, we give the
relationship between the interference correlation coefficients
under MCP or SOCP distributed interferers and that under
PPP distributed interferers in Proposition 1.
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Figure 1. The two-tier HCN model with intra-tier dependence
(λm =0.0001, λp = 0.0002, c=4, R = 30)
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Figure 2. The two-tier HCN model with both inter-tier and intra-tier
dependence (λ0 = 0.00001, c1 = 10, D1 = 200, c2 = 3, D2 = 25)
Proposition 1. The interference correlation coefficients
ζMCP and ζSOCP are greater than that in Poisson networks
ζPPP , i.e., ζMCP > ζPPP and ζSOCP > ζPPP .
Proof: For simplicity, we denote P =∫
R2 g (x) g (x− ‖ u− v ‖) dx, Q =
E[h2]
E[h]2
∫
R2 g
2 (x) dx.
In this way, ζPPP , ζMCP , and ζSOCP are simplified to
ζPPP =
P
Q , where P > 0 and Q > 0, ζMCP =
P+F (c,R)
Q+F (c,R) , and
ζSOCP =
P+F (c2,D2)
Q+F (c2,D2)
. Now, we show that ζMCP > ζPPP .
ζMCP − ζPPP = P + F (c,R)
Q+ F (c,R)
− P
Q
=
(Q− P )F (c,R)
Q (Q+ F (c,R))
(a)
> 0, (7)
where (a) comes from the fact that F (c,R) > 0 and Q−P >
0 (since 0 < ζPPP < 1).
Following the similar steps, we can get ζSOCP > ζPPP .
From Proposition 1, we find that the spatial correlation in
interferers significantly affects the correlation in interference.
In particular, the attraction between the interferers enhances
the correlation in interference. Thus, we infer that reducing
the clustering in interferers enables weaken the interference
correlation. Next, we study the effect of system parameters,
such as c and R, on the interference correlation.
Proposition 2. The interference correlation coefficients
ζMCP and ζSOCP increase with the increase in c or c2,
while decrease with the increase in R or D2. In particular,
ζMCP → ζPPP , if cpi2R2 → 0 and ζSOCP → ζPPP , if
c2
pi2D22
→ 0.
Proof: Recall that the interference correlation coefficient
ζMCP can be denoted as ζMCP = P+FQ+F . Taking the derivative
of ζMCP with respect to F , we get ζ ′MCP =
Q−P
(Q+P )2
. It
should be noted that 0 < ζPPP = PQ < 1. Thus, ζ
′
MCP > 0,
i.e., ζMCP increases with the increase in F . Moreover, from
the expression of F (c,R), we know that F (c,R) ∝ c and
F (c,R) ∝ 1R2 . As a result, ζMCP increases as c increases,
while it decreases as R increases.
In addition, F (c,R) → 0, if cpi2R2 → 0. Thus, ζMCP →
ζPPP , if cpi2R2 → 0.
The same conclusion for ζSOCP (It1 (u) , It2 (v)) can be
obtained via following the similar steps.
The conclusion in Proposition 2 can be explained as follows.
Given R or D2, the larger c or c2 is, the more attraction
the interferers has. Moreover, the attraction of the interferers
has a positive effect on interference correlation. As a result,
the correlation coefficient increases with the increase in c or
c2. Similarly, the correlation coefficient increases with the
decrease in R or D2, since the attraction among the interferers
becomes strong when R or D2 decreases.
When cpi2R2 → 0, the effect of clustering in interferers can
be ignored. In particular, when the radius of cluster R or D2
approximates to infinity, MCP and SOCP can be viewed as
the superposition of finite independent PPP. Thus, ζMCP →
ζPPP , R → ∞ and ζSOCP → ζPPP , D2 → ∞, since the
summation of multiple independent PPP is also a PPP.
IV. PERFORMANCE ANALYSIS
In this section, Monte Carlo simulations are conducted to
validate the analysis of interference correlation coefficients.
Further, we show the impact of the average number of points
and the radius of each cluster on the interference correlation.
In the simulation, the interferers follow PPP, MCP, and SOCP.
For comparing the interference correlation coefficients under
different distributed interferers, we set the densities of inter-
ferers as λPPP = λpc = λ0c1c2.
Fig. 3 compares the interference correlation coefficient in
the case of the interferers following MCP and PPP. The lines
and dotted lines represent the analytical results for MCP and
PPP, respectively, while the markers are the corresponding
simulated results. First, our results in Theorem 1 are validated
as the simulated results match well with the analytical results.
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Figure 3. Interference correlation coefficient with different  (α = 4, P =
43dBm, λp = 0.01, c = 3, R = 1)
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Figure 4. Interference correlation coefficient with different c (α = 4, P =
43dBm, λ0 = λp = 0.01, c1 = 10, D1 = 10, c2 = c, D2 = R = 1,
σ = 3,  = 0.00001)
In addition, we find that the correlation of interference in MCP
is greater than that in PPP. It shows that the spatial correlation
in interferers has a significant effect on interference correla-
tion. Specifically, the attraction among the interferers enhances
the interference correlation. Moreover, as the distance between
the tested points grows, the interference correlation coefficient
decreases, which is coincide with our intuition. The farther the
two points are, the less interference correlation they have.
Fig. 4 illustrates the interference correlation coefficients
under different mean numbers of points in each cluster. Note
that we only show the analytical interference correlation
coefficient for the interferers following MCP. This is because,
according to our analysis (Remark 1), the interference cor-
relation coefficient under SOCP is the same as that under
MCP when c = c2 and D2 = R. From Fig. 4, we find
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Figure 5. Interference correlation coefficient with different R (α = 4,
P = 43dBm, λ0 = λp = 0.01, c1 = 10, D1 = 10, c2 = c = 1, D2 = R,
σ = 3,  = 0.001)
that the interference correlation coefficient is improved with
the increase in the mean number of points in each cluster.
The reason is that the clustering in interferers exacerbates
the interference correlation. Given the radius of each cluster,
increasing the average number of each cluster aggravates the
clustering in interferers. Thus, increasing the mean number of
points in each cluster enhances the correlation in interference.
Fig. 5 shows the interference correlation coefficients varying
with different radiuses of each cluster. It is shown that the
interference correlation coefficient decreases with the increase
in the radius of each cluster R. The reason is that, given the
average number of each cluster, the larger the radius is, the less
clustering impact is. As a result, the interference correlation
coefficient decreases. In particular, the interference correlation
coefficients under MCP and SOCP approximate to that under
PPP when R = 20. This is because when R = 20 and c = 1,
c
piR2 → 0. Based on the conclusion in Proposition 2, the impact
of clustering on the interference correlation can be ignored in
this case.
V. CONCLUSIONS
In this paper, we have quantified the interference correlation
in non-Poisson networks including Matern cluster networks
and second-order cluster networks. It is shown that both the
interference correlation coefficients are greater than that in
Poisson networks, i.e., ζMCP > ζPPP and ζSOCP > ζPPP .
This indicates the clustering in MCP and SOCP has a positive
contribution on the interference correlation. Moreover, we have
proved that the decrease of the mean number of points in
each cluster c or the increase in the radius of each cluster R
mitigates the interference correlation. In particular, we have
pointed that the effect of clustering on interference correlation
can be ignored under the condition that cpi2R2 → 0.
The used methodology and achieved results clear the way to
analyze the interference correlation in non-Poisson networks.
A follow-up topic is to investigate the interference correlation
in other non-Poisson networks. In addition, the analysis in this
paper can be extended to the performance analysis of HCNs
with dependence.
VI. APPENDIX: PROOFS
A. Proof of Theorem 1
Proof: First, we derive the correlation coefficient when
the interference comes from the BSs following MCP. In this
case, the interference at a randomly chosen user u at time slot
t is given as
It (u) =
∑
x∈φMCP
Pthxu (t) g (x− u)
=
∑
y∈φp
∑
x∈φ[y]
Pthxu (t) g (x− u) , (8)
where φp represents the parent process of MCP and φ[y]
denotes the cluster associated with parent point y ∈ φp.
The mean interference is given by
E [It (u)]
= E
∑
y∈φp
∑
x∈φ[y]
Pthxu (t) g (x− u)

(a)
= PtE [h]λp
∫
R2
E
 ∑
x∈φ[y]
g (x− u)
dy
(b)
= PtE [h]λpc
∫
R2
∫
R2
g (x− u− y) fcl (x) dxdy
= PtE [h]λpc
∫
R2
g (x− u)
∫
R2
fcl (x+ y) dydx
(c)
= PtE [h]λpc
∫
R2
g (x) dx, (9)
where (a) and (b) come from Campbell-Mecke Theorem, (c)
follows the fact that
∫
R2 fcl (x) dx = 1.
The mean product of It1 (u) and It2 (v) is given by
E [It1 (u) , It2 (v)]
= E
 ∑
x∈φMCP
Pthxu (t1) g (x− u)
∑
y∈φMCP
Pthyv (t2) g (y − v)

= E
 ∑
x∈φMCP
P 2t hxu (t1)hxv (t2) g (x− u) g (x− v)

+ E
 x6=y∑
x,y∈φMCP
P 2t hxu (t1)hyv (t2) g (x− u) g (y − v)
 .
(10)
Let
F = E
 ∑
x∈φMCP
P 2t hxu (t1)hxv (t2) g (x− u) g (x− v)
 ,
and
Q = E
 x 6=y∑
x,y∈φMCP
P 2t hxu (t1)hyv (t2) g (x− u) g (y − v)
 .
Next, we calculate F and Q, respectively.
F = E
 ∑
x∈φMCP
P 2t hxu (t1)hxv (t2) g (x− u) g (x− v)

= P 2t E [h]
2 E
∑
y∈φp
∑
x∈φ[y]
g (x− u) g (x− v)

(a)
= P 2t E [h]
2
λpc
∫
R2
g (x− u) g (x− v) dx, (11)
where (a) comes from Campbell-Mecke Theorem and the fact
that
∫
R2 fcl (x) dx = 1.
Q = E
 x 6=y∑
x,y∈φMCP
P 2t hxu (t1)hyv (t2) g (x− u) g (y − v)

= P 2t E [h]
2 E
 x 6=y∑
x,y∈φMCP
g (x− u) g (y − v)

(a)
= P 2t E [h]
2
∫
R2
∫
R2
g (x) g (y) ρ
(2)
MCP (x, y) dxdy
(b)
= P 2t E [h]
2
(λpc)
2
∫
R2
∫
R2
g (x) g (y) dxdy
+ P 2t E [h]
2
λpc · F (c,R) , (12)
where (a) follows from x = x − u, y = y − v, (b) comes
from the second moment density of MCP given by [18, p.
128], F (c,R) = cpi2R4
∫
R2
∫
R2 g (x) g (y)AR (‖x− y‖) dxdy,
and AR (r) = 2R2arccos
(
r
2R
) − r√R2 − r24 , 0 ≤ r ≤ 2R,
and 0 for r > 2R. Substituting (11) and (12) into (10), we
get the mean product of It1 (u) and It2 (v)
E [It1 (u) , It2 (v)] = P 2t E [h]
2
λpc
∫
R2
g (x− u) g (x− v) dx
+ P 2t E [h]
2
(λpc)
2
∫
R2
∫
R2
g (x) g (y) dxdy
+ P 2t E [h]
2
λpc · F (c,R) , (13)
Similarly, the second moment of interference is given as
E
[
I2t (u)
]
= P 2t E
[
h2
]
λpc
∫
R2
g2 (x) dx
+ P 2t E [h]
2
(λpc)
2
∫
R2
∫
R2
g (x− u) g (y − v) dxdy
+ P 2t E [h]
2
λpc · F (c,R) . (14)
Interference correlation coefficient is defined as
ζ (It1 (u) , It2 (v)) =
E [It1 (u) , It2 (v)]− E [It1 (u)]E [It2 (v)]√
var (It1 (u)) ·
√
var (It2 (v))
.
(15)
Substituting (9), (13), and (14) into (15), we derive the
correlation coefficient of interference when the interferers
following MCP.
Next, we will calculate the correlation coefficient of in-
terference when the interferers following SOCP. The key to
the calculation is to derive the second moment density of
SOCP ρ(2)SOCP (x, y). According to [18, p. 127], there are two
contributions to the second moment density including the one
from pairs of points in different clusters and the one from
pairs of points in the same cluster. Since difference clusters in
SOCP are independent, the second moment density of SOCP
is expressed as
ρ
(2)
SOCP (u, v) = λ
2+E
 ∑
x∈φP0
∑
y∈φ
P
[x]
1
h (u, v | x, y)
 , (16)
where λ = λ0c1c2 denotes the intensity of SOCP, φP0
represents the parent process with intensity λ0, φP [x]1
is the
first-order cluster associated with parent point x ∈ φP0 ,
h (u, v | x, y) denotes the conditional second moment density.
E
 ∑
x∈φP0
∑
y∈φ
P
[x]
1
h (u, v | x, y)

(a)
=E
 ∑
x∈φP0
∑
y∈φ
P
[x]
1
c2fcl2 (u− y − x) c2fcl2 (v − y − x)

(b)
=λ0c1(c2)
2
∫
R2
∫
R2
fcl1 (y)fcl2 (u− y − x)fcl2 (v − y − x) dxdy
=λ0c1 (c2)
2
(fcl2 ? fcl2) (u− v)
∫
R2
fcl1 (y) dy
(c)
=λ0c1 (c2)
2
(fcl2 ? fcl2) (u− v)
(d)
=λ0c1 (c2)
2 · AD2 (‖x− y‖)
pi2D42
, (17)
where (a) follows from the independence of the points in the
same cluster, (b) comes from Campbell-Mecke Theorem, (c)
follows from the fact that
∫
R2 fcl1 (y) dy = 1, (d) comes from
the calculation of (fcl2 ? fcl2) (u− v) which is given in [18]
and AD2 (r) = 2D
2
2 arccos
(
r
2D2
)
− r
√
D22 − r24 , 0 ≤ r ≤
2D2.
Based on the derived second moment density of SOCP,
we get the correlation coefficient of interference when the
interferers following SOCP2.
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