Abstract-We consider the class of continuous-time autoregressive (CAR) processes driven by (possibly non-Gaussian) Lévy white noises. When the excitation is an impulsive noise, also known as compound Poisson noise, the associated CAR process is a random non-uniform exponential spline. Therefore, Poissontype processes are relatively easy to understand in the sense that they have a finite rate of innovation. We show in this paper that any CAR process is the limit in distribution of a sequence of CAR processes driven by impulsive noises. Hence, we provide a new interpretation of general CAR processes as limits of random exponential splines. We illustrate our result with simulations.
I. INTRODUCTION Continuous autoregressive-called continuous AR, or
CAR-models are widely used in various domains, such as quantitative finance, astronomy, and signal processing, to describe time-varying processes. Among the family of CAR models, the Gaussian ones are by far the most popular and the easiest to specify [1] . The family can also be extended to allow for non-Gaussian sparse models [2] , [3] , [4] .
The continuous-domain processes studied in this paper are solutions of a stochastic differential equation driven by a Lévy noise. Prominently, they include the family of CAR processes, which are stationary. Moreover, our theory is general enough to include Lévy processes, which are not stationary but have stationary increments. Therefore, with some abuse of terminology, we include Lévy-type processes when we mention the class of CAR processes.
Among the family of studied processes, very different behaviors are exhibited. For instance, the sample paths of Brownian motion are fractals [5] . On the other hand, compound Poisson processes, which are also part of the Lévy family, are piecewise constant [6] . Hence, they have a finite rate of innovation [7] .
Splines are continuous-domain functions defined from a discrete set of data. In the context of sampling theory, they provide a link between continuous-and discrete-domain signals. A spline is usually defined by a sequence of knots and sample values, and a set of basis functions.
Due to their link with ordinary differential operators, we focus on the family of exponential splines [8] and investigate their connections with CAR processes. We can already remark that a compound Poisson Lévy process, having piecewise constant sample paths, has a spline interpretation. The knots of a sample path are the locations of the impulses of the underlying noise and the basis function is the unit step function [6] . Moreover, a stochastic process driven by an impulsive, or compound Poisson, noise can similarly be described using splines [9] .
In general, non-Poisson CAR processes do not have such a direct spline-based interpretation, yet we shall demonstrate that a CAR process is the limit in distribution of a sequence of impulse-driven CAR processes. In other words, a CAR process is the limit in distribution of random exponential splines. This gives a new interpretation of CAR processes in terms of spline theory. Interestingly, the principle of modeling a noise as "a large number of closely spaced and very short impulses" was used in the early days of signal processing by Bode and Shannon [10, Section VI] .
In Section II, we introduce the class of Lévy driven CAR processes. In Section III, we recall basic facts about exponential splines. This allows us to connect exponential splines with CAR processes driven by compound Poisson noises. Our main contribution is presented in Section IV: we show that any CAR process is the limit of a sequence of impuse-driven CAR processes. Simulations of this result are given in Section V. We conclude in Section VI.
II. CONTINUOUS AR PROCESSES

A. Generalized Stochastic Processes in S (R)
We introduce the general class of continuous-domain, Lévy-driven AR processes within the framework of generalized random processes, which is based on the seminal work of Gelfand and Vilenkin [11] .
Generalized random processes include classical stochastic processes, such as Lévy processes. It is also possible to properly define white noises and their derivatives, which are not available in more traditional approaches for stochastic processes.
A generalized random process is a random element of the space S (R) of tempered generalized functions of Schwartz. In general, such a process s cannot be evaluated at a given time t. It can only be observed through window functions ϕ in S(R), the space of rapidly decaying smooth functions. The duality product s, ϕ is then a real random variable. The characteristic functional of a generalized random process s is the Fourier 978-1-4673-7353-1/15/$31.00 c 2015 IEEE transform of its probability law, defined for ϕ ∈ S(R) by
The characteristic functional of s contains all of the statistical characteristics of s. For instance, a process s is stationary if and only if P s (ϕ(· − τ )) = P s (ϕ) for every ϕ ∈ S(R) and τ ∈ R. Moreover, the characteristic function Φ X of the random variable X = s, ϕ can be deduced from the characteristic functional of s by the relation Φ X (ω) := E[e jωX ] = P s (ωϕ). (Similar considerations can be made for every finitedimensional marginal of s.) Note moreover that, for a linear operator L from S (R) to S (R) with adjoint L * from S(R) to itself, one has by duality
for every ϕ ∈ S(R).
A characteristic functional fully characterizes the probability law of a process. Moreover, the Minlos-Bochner theorem ensures that a functional on S(R) is the characteristic functional of a generalized random process if and only if it is continuous, positive-definite and takes value 1 at ϕ = 0 [9, Theorem 3.9]. The fact that we can apply this result is due to the nuclear structure of S(R) [9, Section 3.1].
B. Lévy White Noise
A Lévy white noise is often described as the (weak) derivative of a Lévy process. Moreover, a Lévy process is completely characterized by the law of its value at time t = 1, which is infinitely divisible. Consequently, there is a one to one correspondence between Lévy white noises and infinitely divisible random variables. A random variable is infinitely divisible if, for all n, it can be written as a sum of n independent and identically distributed (i.i.d.) random variables [12] . If X is infinitely divisible, its characteristic function can be written Φ X (ω) = e f (ω) where f (ω) is called the Lévy exponent of X. In this paper, we only consider random variables X such that E[|X| ] < ∞ for some > 0. Note that can be arbitrarily small, hence this condition is satisfied for any probability law used in practice. If a Lévy exponent f of an infinitely divisible random variable has a finite-moment of order > 0, then it is called a Lévy-Schwartz exponent [13, Section 3] .
It is interesting to recall that any Lévy exponent f (ω) can be decomposed into a Gaussian part and a pure jump part thanks to the Lévy-Khintchine theorem [12, Theorem 8.1] . In this paper, we shall only make a use of the following result Proposition 1 (Lemma 7.9, [12] ). Let X be infinitely divisible, with Lévy exponent f (ω). Then, the function e τ f (ω) is a valid characteristic function for every τ > 0.
A discrete-domain white noise is an i.i.d. vector. Let X = (X 1 , . . . , X N ) be an i.i.d. infinitely divisible vector, with Lévy exponent (the common one of the X i ) f (ω). Then, the characteristic function of X is
for all ω = (w 1 , . . . , w N ) ∈ R N . By analogy, we define a general continuous-domain white noise: Definition 2. Let f (ω) be a Lévy-Schwartz exponent. A Lévy white noise w with Lévy exponent f (ω) is a generalized random process in S (R) with characteristic functional of the form
for all ϕ ∈ S(R).
Note the strong connection between (3) and (4), where the sum over n is replaced by an integral over t. When f (ω) is a Lévy-Schwartz exponent, it is known that the characteristic functional in (4) defines a generalized random process in S (R) [13, Section 3] .
A Lévy white noise is stationary i.e., w(· − τ ) has the same law as w for every τ , and independent at every point i.e., w, ϕ 1 and w, ϕ 2 are independent if ϕ 1 and ϕ 2 have disjoint supports.
C. Continuous AR Processes
A Lévy-driven CAR process is a solution of the stochastic differential equation
where P is a polynomial, D is the derivative operator, and w is a Lévy noise. Stricly speaking, CAR processes are the stationary solutions of (5). As we shall see, this corresponds to the case where P (X) has no purely imaginary roots. However, as we explained in the introduction, we extend the class of studied processes to possibly non-stationary processes, under the condition that they have stationary increments. Lévy processes, solution of Ds = w, are the prototypical example of such processes. Formally, we have the relation s = P (D) −1 w. However, one has to be careful in the inversion of the operator P (D). One solution is to find a left-inverse of the adjoint operator P (D) * such that the functional ϕ → P w (P (D) * −1 ϕ) is a welldefined characteristic functional. Then, we can use the MinlosBochner theorem to define the associated process s. This approach was used in [9] . We recall here a brief exposition of the construction of CAR processes in the framework of generalized random processes. More details can be found in [9] , [14] .
Let
Let α ∈ C. When Re(α) = 0, the operator (αId + D) is easily invertible. If Re(α) > 0, its inverse is the convolution operator with ρ α (t) := e −αt 1 t≥0 . We denote this inverse operator by (αId + D) −1 . The case Re(α) < 0 is treated in an identical manner. When α = jω 0 is purely imaginary, it is not possible to define an inverse that maps S(R) to itself. However, it is possible to define a left-inverse J ω0 that is continuous from S(R) to R(R), the space of rapidly decaying measurable (not necessarily smooth) functions. The operator J ω0 is defined by
Then, the operator
is continuous from S(R) to R(R) and is a left-inverse of P (D) * . Moreover, it has the following property, allowing for the definition of general CAR processes: Proposition 3 (Theorem 4, [14] ). Let w be a white noise with Lévy-Schwartz exponent f (ω) and P a polynomial. Then, the functional
where P (D) * −1 is the operator defined below, is the characteristic functional of a generalized random process s.
The process s satisfies the boundary conditions
where N 1 is the number of purely imaginary roots of P , numbered with multiplicity. Note that, with the notation of Proposition 3, a process s = P (D) −1 w is stationary if N 1 = 0 and has stationary increments of order N 1 otherwise.
III. E-SPLINES AND GENERALIZED POISSON PROCESSES A. Non-Uniform Exponential Splines
Exponential splines are the generalization of the polynomial B-splines introduced by Schoenberg [8] . B-splines are piecewise-polynomial functions. Similarly, exponential splines are functions that can be decomposed piecewise with exponential-polynomial monomials of the form t m e λt with m ∈ N and λ ∈ R. An E-spline is a continuous-domain function characterized by the discrete-domain vectors of its knots and coefficients. Moreover, the family of E-splines is rich enough to accurately approximate broad classes of functions. For these reasons, and due to their ease to manipulate, they are good candidates to connect the discrete and continuous worlds in signal processing [15] .
Definition 5.
A function f is an exponential spline (or Espline) if there exists a polynomial P such that
for some t k ∈ R (called the knots of f ) and a k ∈ R. An exponential spline is said to be uniform if t k = kτ for some τ > 0. Otherwise, it is said to be non-uniform.
As in Section II-C, we denote ρ α (t) := e −αt 1 t≥0 . Then, ρ α (t) := ρ α1 (t) * · · · * ρ α N (t) is a Green function of P (D). Then, if p 0 is in the null-space of P (D),
is an E-spline associated with P . Conversely, every E-spline has the latter form.
B. Poisson driven CAR Processes as Random E-Splines
In general, sample paths of CAR processes do not have a finite number of degrees of freedom per unit of time. Following the terminology of [7] , we say that they have an infinite rate of innovation. However, there is a subfamily of processes that have a finite rate of innovation: those driven by compound Poisson noises. The realizations of these processes are exponential splines.
An infinitely divisible random variable X is a compound Poisson random variable if its Lévy exponent has the form
with λ > 0 and p the characteristic function of a probability measure p on R\{0}. Equivalently, the probability law of X is given by
with δ the Dirac impulse, p * 1 := p, and p * (n+1) := p * n * p.
Definition 6. An impulsive noise (or compound Poisson noise) is a Lévy white noise whose Lévy exponent has the form (13).
A generalized Poisson process s is an CAR process s = P (D) −1 w driven by an impulsive noise w.
A process driven by an impulsive noise is called a generalized Poisson process, for it generalizes the family of compound Poisson processes (when P = X i.e., Ds = w). The previous definition in terms of Lévy exponents is quite abstract but can be made explicit. Indeed, if w is an impulsive noise, one has [6] w(t) = n∈N a n δ(t − t n ),
where the a n are i.i.d. with common law P and, for all a < b, the t n are such that Prob( {n, − a) ). This property of being a stream of Dirac impulses explains the terminology "impulsive" behind compound Poisson noises. A direct consequence of this result is given by the following:
−1 w is a random non-uniform exponential spline. In other words, there exists a polynomial P such that
where the a n and the t n are like in (15) . This implies that we have
where ρ α (t) is a Green function of P (D) and p 0 (t) is a random element of the finite-dimensional null space of P (D).
IV. CAR PROCESSES AS LIMITS OF RANDOM E-SPLINES
In this section, we expose our main result, which can be seen as a generalization into an infinite-dimensional setting of the following well-known fact: every infinitely divisible random variable is the limit in distribution of a sequence of compound Poisson random variables [12, Corollary 8.8] .
Recall that a sequence of random vectors in
Similarly, we say that the sequence of generalized random processes s n converges in distribution to s if for every N ∈ N and (ϕ 1 , . . . , ϕ N ) ∈ S(R) N , the sequence of random vectors X n = ( s n , ϕ 1 , . . . , s n , ϕ N ) converges in distribution to X = ( s, ϕ 1 , . . . , s, ϕ N ). The idea behind this concept is that all the statistics (finite-dimensional marginals, moments, etc.) of the limit process s are the limits of the statistics of the s n .
Theorem 8. Let s = P (D)
−1 w be a CAR process. There exists a sequence of generalized Poisson processes s n = P (D)
Combining Proposition 7 and Theorem 8, we deduce that a CAR process is the limit in law of random non-uniform exponential splines. Note that those random exponential splines are very particular: their knots t n are distributed according to a Poisson measure and the weights a n are i.i.d.
The sketch of the proof of Theorem 8 is a follows:
• Let f (ω) be a Lévy-Schwartz exponent and (λ n ) a sequence such that
is the characteristic function of a probability law P n . Hence, f n (ω) = λ n ( P n (ω) − 1) is the Lévy exponent of an impulsive noise w n according to (13) .
• From the relation f n (ω) −→ n→∞ f (ω), one can deduce, using the techniques of [13] , that P wn (ψ) −→ n→∞ P w (ψ) for every ψ ∈ R(R), the space of rapidly decaying function (see Section II-C).
• We base our result on the following infinite dimensional generalization the Lévy continuity theorem:
. A sequence of generalized random processes s n in S (R) converges in distribution to a generalized random process s if and only if
for every ϕ ∈ S(R). The nuclear structure of S(R) is the reason why this result holds.
• Let ϕ ∈ S(R). Since ψ := P (D) −1 * ϕ ∈ R(R), one has
which is equivalent to Theorem 8 according to Theorem 9. Note that the previously exposed convergence scheme holds as λ n → +∞. For a generalized Poisson process, the parameter λ measures the average number of knots per unit of time. Hence, a CAR process s is approximated by random E-splines with increasing numbers of jumps (in average) per unit of time λ n . This is coherent with the fact that a non-Poisson CAR process has an infinite rate of innovation.
V. SIMULATIONS
We represent realizations of CAR processes and of their statistical approximation by generalized Poisson processes in Figure 1 . The approximation scheme is the same as the one exposed in the sketch of the proof of Theorem 8. We consider different CAR processes whitened by the operators
2 , or D. The latter operator defines a Lévy process, whereas the two others correspond to stationary CAR processes. We also consider different Lévy white noises: the Gaussian white noise, with Lévy exponent f (ω) = −ω 2 /2, and the Cauchy white noise, which is a member of the family of SαS processes [9] , [17] with Lévy exponent f (ω) = −|ω|. For a given process s = P (D) −1 w with Lévy exponent f (ω), we generate generalized Poisson processes with Lévy exponent f n (ω) = λ n e f (ω)/λn for increasing values of λ n . Note that the probability law of the jumps of the Poisson processes that approximate Gaussian (Cauchy, respectively) processes follow a Gaussian (Cauchy, respectively) distribution.
As we see in Figure 1 , for small values of λ n , we recognize that the realizations of generalized Poisson processes are exponential splines. For large values of λ n -of order 10 4 in our simulations-the realization of a generalized Poisson process is statistically indistinguishable from the realization of the corresponding CAR process. These two facts are coherent with our theoretical results.
VI. CONCLUSION
We have shown that any continuous-domain CAR process (including Gaussian and sparse type processes) is the limit in distribution of generalized Poisson processes. Since the realizations of generalized Poisson processes are random nonuniform E-splines, we provided a new interpretation of CAR processes. This gives in particular a new way to synthesize CAR processes as random E-splines by approximation. 
