Appendix A Summary Statistics Per Forum

Appendix B Text Mining Performance in Each of the Four Forums for Each of the Three Classifiers
The text mining approach we adopt is a classification one that assigns a post to one of two categories. The classifier takes posts as input and returns a classified output based on the first-best guess for the category of each input item.
Specifically, and for each of our three variables, the text mining approach is implemented as follows. First, we construct a training data set of labeled posts by manually labeling each post in the data set with its appropriate class. In our setup, this is a binary classification (e.g., a post is a solution or not). To derive the Contribution Level variable, which is a count of the number of solutions, we compile a set of 6,000 posts (equally drawn from each of the four forums) that have been manually labeled as solutions. We then manually label another 6,000 posts as non-solution (equally drawn from each of the four forums as well). We can now use all 12,000 posts to classify posts as a solution or not. We follow the same approach for the other two variables by manually labeling posts as Thanks Posts or not (12,000 training set in total), and Non Question posts or not (12,000 training set in total). Second, we use the LingPipe toolkit (Alias-i 2009) to create a Dynamic Language Model classifier. LingPipe provides a classification facility that takes training sets and learns how to classify further documents (posts) using what it learned with such language models. We use 10-fold cross-validation to train and validate the classifier. Third, after adjusting relevant parameters to ensure that each of the three classifiers (for the three variables) have reasonably high accuracy (ranging between 88.9% and 91.3%), we evaluate the classifiers by running them on a completely different validation set of data. Our classification of the full data set is then done in a sequential manner. We begin with a data set of 12,000 posts, each of which has been manually pre-labeled as Question or NonQuestion, Solution or Non-Solution, and Thanks or Non-Thanks. We then run our first classifier on the entire data set and classify the data set as one of two types-one containing Non-Question posts and the other Question posts. We then run the second classifier on the data set with Non-Question posts and classify the set into Solution posts and Non-Solution posts. We finally run the last classifier to classify the NonSolution posts into Thanks and Non-Thanks posts. Table B1 details the performance of the text mining approach along with additional robustness checks.
Further, we ensure that each of the classifiers is unbiased. An unbiased classifier is one that has the same error rate in both classes. Since we use the text miner to derive the dependent variable as well as some of the independent variables used in the regression analysis, ensuring that the classifier is unbiased avoids the problem of measurement error. This also enables us to satisfy regression assumptions and avoid inflation in the overall regression error as well as the variance of estimators. Note that we use well-established metrics to evaluate the text mining performance. For a binary classification into two types, positive (P) and negative (N), with the classifier making correct classification (True; T) or incorrect one (False; F), accuracy is the number of correct identifications divided by the total number of instances, precision is the ratio TP/(TP+FP), recall is the ratio of TP/(TP+FN), and specificity is the ratio of TN/(TN+FP).
Appendix C Negative Binomial Model Selection
The dependent variable is a count variable. The Poisson regression model implements the canonical regression specification for a variable Y that is a count of events:
where Since observed data will almost always display pronounced overdispersion, allowing for overdispersion dictates the use of the negative binomial model (Cameron et al. 1986; Greene 2008) . Thus, the negative binomial model is employed as a functional form that relaxes the equidispersion restriction of the Poisson model. A useful way to motivate the model is through the introduction of latent heterogeneity in the conditional mean of the Poisson model. Thus, we write
where h i = exp(g it ) is assumed to have a one parameter gamma distribution, G(θ,θ) with mean 1 and variance 1/θ = κ .
After integrating h i out of the joint distribution, we obtain the marginal negative binomial (NB) distribution, The latent heterogeneity induces overdispersion while preserving the conditional mean:
Maximum likelihood estimation of the parameters of the NB model (α, β, θ) is straightforward.
We use fixed effect estimation for the model specified. Fixed effects regression is the appropriate model to use when we aim to control for omitted variables that differ between cases but are constant over time (Baltagi 2008) . The dependent variable is the participation in the forum with feedback-based recognition mechanism (DV = 1) or quantity-based recognition mechanism (DV = 0). As displayed in this table, the sets of variables related to responsiveness to the community and exposure within the community are sensible (with respect to significance and sign) for the propensity estimation. 
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